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Abstract
Finite difference schemes for the simulation of elastic waves in materi-
als with jump discontinuities are presented. The key feature is the highly
accurate treatment of interfaces where media discontinuities arise. The
schemes are constructed using finite difference operators satisfying a sum-
mation - by - parts property together with a penalty technique to impose
interface conditions at the material discontinuity. Two types of opera-
tors are used, termed fully compatible or compatible. Stability is proved
for the first case by bounding the numerical solution by initial data in a
suitably constructed semi - norm. Numerical experiments indicate that
the schemes using compatible operators are also stable. However, the nu-
merical studies suggests that fully compatible operators give identical or
better convergence and accuracy properties. The numerical experiments
are also constructed to illustrate the usefulness of the proposed method
to simulations involving typical interface phenomena in elastic materials.
1 Introduction
The elastic wave equation governs the propagation of seismic waves resulting
from earthquakes and other seismic events. Other applications include waves
in plates, beams and solid material structures. In the general setting the media
can be described by piecewise smooth functions with jump discontinuities. This
is especially true in seismological problems due to the layered structure of the
earth. Large contrasts in media parameters may also be found in solid mechanics
devices composed of different materials in welded contact. The presence of
material discontinuities gives rise to reflection and refraction phenomena. For
example earlier than expected arrivals of seismic waves, so called refraction
arrivals, have been shown to exist in the presence of a material discontinuity
[20, 6]. Similar to the Rayleigh surface wave [21] an analogous Stoneley interface
wave may under certain circumstances travel along media interfaces [23]. Also,
as in the case of the traction free boundary a distinguishing characteristic of
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wave - interface interaction is that mode conversion occurs. That is, an incident
wave type, either pressure or shear, is converted into two wave types, pressure
and shear on reflection and refraction [8], pp 377 - 380. In this paper, we consider
the following problem: two elastic 2 dimensional half - planes are in contact at
a line interface. We seek an approximation of the displacement field due to an
initial disturbance as a function of time. We are particularly interested in the
numerical simulation of the phenomena which arise from the influence of the
line interface.
To arrive at a solution to the problem we construct finite difference approx-
imations of the elastic wave equation. The finite difference method has proven
to be an efficient and easy to implement technique to approximate the elastic
wave equation. However, the presence of jump discontinuities in media param-
eters makes the design of stable and accurate numerical methods challenging.
It has been shown that smoothing or ignoring the material discontinuities in a
numerical approximation reduces the formal order of accuracy to one [1]. That
is, in order to preserve high order accuracy interfaces of jump discontinuities
must be given special treatment.
When using finite differences for simulation of wave propagation problems
it has been known for a long time that high order methods (higher than 2)
are superior to lower order methods [12]. It is also well known that stability
together with accuracy guaranties convergence of the numerical scheme [9], pp
170. Therefor a minimal requirement of the numerical scheme is high order
accuracy and stability.
To arrive at the approximate solution we use summation - by - parts (SBP) fi-
nite difference operators [24, 17] to approximate spatial derivatives. To maintain
high accuracy in the presence of material discontinuities the required conditions
at media interfaces are enforced with the simultaneous - approximation - term
(SAT) methodology [3]. The elastic wave equation contains both second deriva-
tive terms such as ∂/∂x (b∂u∂x) and mixed derivative terms like ∂/∂x (b∂u∂y),
where b > 0. To discretize these terms approximations of both first and sec-
ond derivatives are required. Then certain compatibility conditions of the two
approximations needs to be fullfilled. We use SBP approximations of first and
second derivatives that are either compatible or fully compatible, the definitions
will become clear in Section 3. This results in the case of fully compatible opera-
tors in a scheme which is proved to be stable in the sense that the corresponding
approximative solution is bounded in a semi - norm by initial data. Stability in
the case of compatible SBP operators is investigated by numerical experiments.
The experiments indicate stability also in this case.
Discretizing the elastic wave equation has been done in several previous
works. Benchmark problems which includes liquid - solid interfaces was con-
sidered in [22]. There material interfaces were not specified by any numerical
boundary conditions. In [25] the equations were rewritten to a first order system
(1st order velocity - stress formulation) prior to discretizing. However, stabil-
ity could only be shown for homogeneous materials. A recent and promising
strategy includes the use of ghost points to enforce the correct conditions at
the interface is described in [19]. In that paper focus was put on the stable
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treatment of hanging nodes in a grid refinement and correct discretization of
singular sources. Typical features of a discontinuous media was only considered
in one experiment where a finite layer was put on top of a infinite half - space.
In that experiment the results showed good agreement with a semi - analytical
solution. The elastic wave equation with the traction free boundary condition
was discretized using the SBP - SAT approach in [5]. The present study should
be seen as a direct continuation of the work in [5].
The general problem of seismic wave propagation includes non - planar
boundaries. In the finite difference framework a coordinate transformation to
curvilinear coordinates is therefor made before discretizing the equations. The
general media might also be anisotropic. The theory in this paper is therefor
presented in the general case of anisotropic media and in curvilinear coordi-
nates. In order to focus on interface phenomena the numerical experiments are
all carried out in isotropic media with piecewise constant media parameters and
includes examples of mode conversion, refraction arrivals and the Stoneley in-
terface wave. However, with the theory developed the generalization to curved
geometries and anisotropic media is straightforward.
Using an unstructured mesh greatly simplifies the handling of complicated
geometries. In particular if hanging nodes are allowed. Methods with this ap-
proach includes discontinuous Galerkin [11] and finite element [4] discretizations
of the elastic wave equation. Generating a high quality unstructured mesh can
however be a non - trivial problem in itself and also requires extra bookkeeping
and additional memory to keep track of the connectivity of the grid. It would
therefor be interesting to study the performance of the method proposed in this
paper on problems that includes curved geometries.
The rest of the paper is outlined as follows. In Section 2 the equations
and interface conditions are introduced in the general setting. Section 3 in-
troduces the necessary definitions used to describe the discretization. Stability
of the numerical scheme using fully compatible SBP operators is also proved
here. In Section 4 numerical experiments are presented. The purpose of the
experiments are twofold. One, to verify stability and accuracy, two, to illustrate
the usefulness of the proposed method on simulation of phenomena typical to
wave motion in discontinuous elastic media. In particular, numerical examples
of mode conversion, refraction arrivals and the Stoneley interface wave will be
given. Section 5 concludes and mentions future work.
2 Two elastic half - planes in contact
Consider waves propagating in two elastic half - planes. The half - planes are in
contact at y = 0. We denote the displacement field U = (u1, u2)
T in the upper
half-plane Ω = (−∞,∞) × [0,∞) and U ′ = (u′1, u′2)T in the lower half-plane
Ω′ = (−∞,∞) × (−∞, 0]. Let the positive quantities ρ, c11, c12, c22, c33 and
ρ′, c′11, c
′
12, c
′
22, c
′
33 be the density and elastic coefficients in Ω and Ω
′, respec-
tively. The elastic coefficients may also include metric terms coming from a
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transformation to curvilinear coordinates. The elastic coefficients satisfy
c11c22 − c212 > 0, c′11c′22 − c′212 > 0.
The wave motion is governed by
ρUtt = (AUx)x + (BUy)y + (CUy)x +
(
CTUx
)
y
, (x, y) ∈ Ω,
ρ′U ′tt = (A
′U ′x)x +
(
B′U ′y
)
x
+
(
C′U ′y
)
x
+
(
C′TU ′x
)
y
, (x, y) ∈ Ω′, t > 0, (1)
where
A =
[
c11 0
0 c33
]
, B =
[
c33 0
0 c22
]
, C =
[
0 c12
c33 0
]
.
The matrices A′, B′ and C′ are defined analogously by the corresponding primed
entries. In the following, we let unprimed quantities be defined in Ω and primed
primed quantities be defined in Ω′. When expressions are identical except for
primed quantities we only write down the unprimed version. The solution U is
subject to initial data
U(x, y, 0) = U0, Ut(x, y, 0) = U1, (x, y) ∈ Ω. (2)
Here U0 ∈ L2 (Ω) , U1 ∈ H10 (Ω). From the solution of (1) we can compute
normal and tangential stresses (τ22, τ12)
T
(τ22, τ12)
T = BUy + C
TUx.
At the interface y = 0 continuity of normal stresses, tangential stresses and
displacements are required,
τ22 − τ ′22 = 0,
τ12 − τ ′12 = 0,
U − U ′ = 0,
−∞ < x <∞, y = 0. (3)
Define the potential energy matrix
P =
[
A C
CT B
]
.
Note that P is symmetric positive semi - definite, see [5]. We define the elastic
energies by
E (t) :=
∫∞
−∞
∫∞
0 ρU
T
t Utdxdy +
∫∞
−∞
∫∞
0
[
Ux
Uy
]T
P
[
Ux
Uy
]
dxdy,
E′ (t) :=
∫∞
−∞
∫ 0
−∞
ρ′U ′Tt U
′
tdxdy +
∫∞
−∞
∫ 0
−∞
[
U ′x
U ′y
]T
P ′
[
U ′x
U ′y
]
dxdy.
The total elastic energy is given by the sum of the elastic energies
ET (t) = E (t) + E
′ (t) .
It is straightforward to show that the elastic wave equation (1) with the interface
conditions (3) satisfy
ET (t) = ET (0) , t ≤ 0.
Hence, the total elastic energy is conserved. Thus, (1) together with (2) - (3) is
a well posed problem.
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3 Spatial discretization
In one spatial dimension the half - line [0,∞) is discretized by introducing an
equidistant grid with grid size h
xj = jh, j = 0, 1, . . . .
Let u be a function defined on the half - line, the value u(xj) is denoted uj. A
one dimensional grid function corresponding to u is then
u = (u0, u1, . . . ) .
Let u and v be two grid functions. The scalar product of u and v is defined as
usual by
< u,v >=
∞∑
i=0
uivi.
If L is an operator acting on grid - functions its adjoint is denoted L∗. The first
derivative ux is approximated by D1u. Here D1 is a 2p-th order diagonal first
derivative SBP operator,
(D1u)j = (ux)j +O(h
p), j = 0 . . .mp,
(D1u)j = (ux)j +O(h
2p), j = mp + 1 . . . ,
D1 = H
−1Q,
< u, (Q+Q∗)u >= −nu20,
< u, Hu >=
∑∞
j=0 u
2
jhjh, hj > 0,
(4)
where the integer mp depends on p and n is the inward facing unit normal of the
half - line. The SBP operator is termed diagonal due to the effect of multiplying
each element of a grid function by a scalar when the operator H is applied c.f.,
multiplying a diagonal matrix with a vector. The variable coefficient second
derivative (b(x)ux)x, b(x) > 0, is approximated by D
(b)
2 u, where D
(b)
2 is a 2p-th
order diagonal variable coefficient second derivative SBP operator compatible
with D1,
(D
(b)
2 u)j = ((bux)x)j +O(h
p), j = 0 . . . np,
(D
(b)
2 u)j = ((bux)x)j +O(h
2p), j = np + 1 . . . ,
D
(b)
2 = H
−1(−M (b) + B˜(b)S),
M (b) = D∗1HB
(b)D1 +R
(b) ≥ 0,(
B(b)u
)
j
= bjuj ,
R(b)
∗
= R(b) ≥ 0,
(Su)0 = (vx)0 +O(h
p+1),(
B˜(b)u
)
j
=
{ −nb0u0, j = 0,
0, j 6= 0,
(5)
where the integer np depends on p. The operator H is the same in both defini-
tions of D1 and D
(b)
2 . We also define a diagonal second derivative SBP operator
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fully compatible with D1 by requiring S = D1 in (5). Then one order of accuracy
is lost at the point exactly on the boundary i.e.,
(D
(b)
2 u)0 = ((bux)x)0 +O(h
p−1),
(Su)0 = (vx)0 +O(h
p).
For details on SBP operators see e.g., [24, 17, 15]. The grid, grid functions and
operators corresponding to the half - line (−∞, 0] are defined analogously.
We will also consider corresponding grid functions and operators on the line
(−∞,∞) discretized by
xj = jh, j = 0,±1, . . .
Now boundaries are absent and the corresponding SBP operators are defined
by the interior schemes of (4) - (5). To emphasize that it is the interior stencil
that is used we use the notation L¯ for operators acting on grid functions defined
on the discretized line. Here L is any operator acting on grid functions defined
on the discretized half - line.
Figure 1: The function, grid function restricted to x = hj and y = yk.
In two spatial dimensions the upper half - plane is discretized by a two -
dimensional equidistant grid with grid size h,
xj = jh, j = 0,±1, . . . ,
yk = kh, k = 0, 1, . . .
The value u(xj , yk) of a function defined on the half-plane is denoted uj,k a two
- dimensional grid function corresponding to u is then u whose entry uj,k is
uj,k. If u and v are two dimensional grid functions defined on the discretized
half - plane the scalar product of u and v is computed as
〈u,v〉 =
∞∑
j=−∞
∞∑
k=0
uj,kvj,k.
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Fixing either the index j or k the one dimensional restrictions of u or u to the
points
(xj , yk) , k = 0, 1, . . . ,
(xj , yk) , j = 0,±1, . . .
are denoted uj,:, u:,k and uj,:, u:,k, respectively, see Figure 1. Let L be an
operator acting on one dimensional grid functions. We extend L to two dimen-
sional operators acting in the x direction by repeated use of L¯ on u:,k and the
y direction by repeated use of L in on uj,:. To distinguish whether an operator
acting on two - dimensional grid functions is acting in the x or y direction a
subscript x or y is used. That is,
(Lxu)j,k :=
(
L¯u:,k
)
j
, (Lyu)j,k := (Luj,:)k .
The grid, grid functions and operators defined on a discretization of the lower
half - plane are defined analogously.
We use the following operators to extract the boundary values of grid func-
tions defined on either the upper or lower half plane and map it to a grid function
on either the upper or lower half plane such that the only non - zeros values are
located at the boundary,
(E±2±u)0,k = u0,k,
(E±2±u)j,k = 0, j 6= 0.
For example, the operator E+2− takes a grid function u defined on the upper
discrete half - plane and maps it to a grid function defined on the lower half
- plane which is zero everywhere except at the boundary, where it takes the
corresponding values of u. Note that
E+2+ = E
∗
+2+, E−2− = E
∗
−2−, E+2− = E
∗
−2+. (6)
Multiplication of grid functions is defined by element - wise multiplication. Mul-
tiplication from the left of a grid function and an operator is defined as
(vLu)i,j = vi,j (Lu)i,j .
3.1 Spatial discretization of the equations
We now discretize (1) together with (2) and (3) in the spatial coordinates. The
result is a semi-discrete system in which time is the continuous variable. The
discrete solutions are denoted U = (u1,u2)
T
and U′ = (u′1,u
′
2)
T
. The right
hand side of (1) contains spatial derivatives of four types. These are discretized
with the two - dimensional extensions of the SBP operators defined in (4) - (5)
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as
(AUx)x ≈
[
D
(c11)
2x 0
0 D
(c33)
2x
]
U =: PxxU,
(CUy)x ≈
[
0 D1xc12D1y
D1xc33D1y 0
]
U =: PyxU,
(BUy)y ≈
[
D
(c33)
2y 0
0 D
(c22)
2y
]
U =: PyyU,
(
CTUx
)
y
≈
[
0 D1yc33D1x
D1yc12D1x 0
]
U =: PxyU.
Define
T =
[
c33S1y c33D1x
c12D1x c22S1y
]
. (7)
Normal and tangential stresses are then approximated by[
τ22
τ12
]
≈ TU =
[
t22
t12
]
. (8)
Introduce
Q = Pxx +Pyy +Pyx +Pxy. (9)
The right hand side of (1) can then be discretized as
(AUx)x + (BUy)y + (CUy)x +
(
CTUx
)
y
≈ QU,
(A′U ′x)x +
(
B′U ′y
)
y
+
(
C′U ′y
)
x
+
(
C′TU ′x
)
y
≈ Q′U′. (10)
With this notation the semi-discrete system may be written
ρUtt = QU+ SAT,
ρ′U′tt = Q
′U′ + SAT ′.
(11)
The semi-discrete solution is subject to initial data
U(0) = U0, Ut(0) = U1,
U′(0) = U′0, U
′
t(0) = U
′
1.
In (11) the interface conditions (3) are imposed weakly via the penalty terms
SAT and SAT ′. The penalty terms are proportional to the difference between
discrete values of the displacements and stresses at the interfaces. Introduce
SAT = SATD + SATS ,
SAT ′ = SAT ′D + SAT
′
S
(12)
and define
ID1 = E+2+u1 − E−2+u′1, I ′D1 = E−2−u′1 − E+2−u1,
ID2 = E+2+u2 − E−2+u′2, I ′D2 = E−2−u′2 − E+2−u2,
IS22 = E+2+t22 − E−2+t′22, I ′S22 = E−2−t′22 − E+2−t22,
IS12 = E+2+t12 − E−2+t′12, I ′S21 = E−2−t′12 − E+2−t12.
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The penalty terms (12) can then be written as
SATD =
[
H−1y
(
σ11ID1 + σ2 (c33S1y)
∗ ID1 + σ2H
−1
x (c12D1x)
∗HxID2
)
H−1y
(
σ12ID2 + σ2H
−1
x (c33D1x)
∗
HxID1 + σ2 (c22S1y)
∗
ID2
)]
SAT ′D =
[
H−1y
(
σ11ID1 − σ2 (c′33S1y)∗ I ′D1 − σ2H−1x (c′12D1x)
∗
HxI
′
D2
)
H−1y
(
σ12ID2 − σ2H−1x (c′33D1x)∗HxI ′D1 − σ2 (c′22S1y)
∗
I ′D2
)]
SATS =
[
σ3H
−1
y IS22
σ3H
−1
y IS12
]
,
SAT ′S =
[−σ3H−1y I ′S22−σ3H−1y I ′S12
]
.
(13)
Here the terms SATD and SATS enforces the continuity of displacements and
stresses, respectively. The penalty parameters σ11, σ12, σ2 and σ3 are determined
below to yield a stable discretization of (1) together with (2) and (3).
3.2 Stability of the discretization
Introduce the operators
H˜ =
[
HxHy 0
0 HxHy
]
, E˜±2± =
[
HxE±2± 0
0 HxE±2±
]
.
Using the properties (4) - (5) we can write (9) as
Q = −H˜−1Q˜− H˜−1E˜+2+T, Q′ = −H˜−1Q˜′ − H˜−1
(
−E˜−2−
)
T′
where
Q˜ = P˜xx + P˜yy + P˜yx + P˜xy,
P˜xx =
[
D∗1xHxHyc11D1x 0
0 D∗1xHxHyc33D1x
]
+
[
HyR
(c11)
x 0
0 HyR
(c33)
x
]
,
P˜yy =
[
D∗1yHxHyc33D1y 0
0 D∗1yHxHyc22D1y
]
+
[
HxR
(c33)
y 0
0 HxR
(c22)
y
]
,
P˜yx =
[
0 D∗1xHxHyc12D1y
D∗1xHxHyc33D1y 0
]
,
P˜xy =
[
0 D∗1yHxHyc33D1x
D∗1yHxHyc12D1x 0
]
.
Note that
P˜xx = P˜
∗
xx, P˜yy = P˜
∗
yy, P˜yx = P˜
∗
xy. (14)
Define
B1 =
[
E˜+2+ 0
0 E˜−2−
]
,B2 =
[
0 −E˜−2+
−E˜+2− 0
]
,
B3 =
[
E˜+2+ 0
0 −E˜−2−
]
,B4 =
[
0 −E˜−2+
E˜+2− 0
]
.
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the terms (13) can then be written as[
SATD
SAT ′D
]
= −
[
H˜ 0
0 H˜
]−1(
−
[
σ11 0
0 σ12
]
(B1 +B2)
[
U
U′
])
−
[
H˜ 0
0 H˜
]−1(
−σ2
[
T 0
0 T′
]∗
(B3 +B4)
[
U
U′
])
,
[
SATS
SAT ′S
]
= −
[
H˜ 0
0 H˜
]−1
(−σ3) (B3 +B4)
[
T 0
0 T′
] [
U
U′
]
.
With
M =
[
Q˜ 0
0 Q˜′
]
+B3
[
T 0
0 T′
]
−
[
σ11 0
0 σ12
]
(B1 +B2)
− σ2
[
T 0
0 T′
]∗
(B3 +B4)− σ3 (B3 +B4)
[
T 0
0 T′
] (15)
the system (11) can be written[
ρU
ρ′U′
]
tt
= −
[
H˜ 0
0 H˜
]−1
M
[
U
U′
]
. (16)
We now prove that the penalty parameters σ2 and σ3 can be chosen such that
the operator M is self - adjoint.
Lemma 1 (Self adjointness of the spatial operator) If σ2 = − 12 , σ3 = 12 ,
then M given by (16) is self - adjoint.
Proof:
By (14) and (6)
Q˜ = Q˜∗,B1 = B
∗
1,B2 = B
∗
2,B3 = B
∗
3,B4 = −B∗4.
Write M =M1 +M2 +M3 +M4 where
M1 =
[
Q˜ 0
0 Q˜′
]
=
[
Q˜∗ 0
0 Q˜′
∗
]
=M∗1,
M2 = −
[
σ11 0
0 σ12
]
(B1 +B2) = − (B∗1 +B∗2)
[
σ11 0
0 σ12
]∗
=M∗2,
M3 = (1− σ3)B3
[
T 0
0 T′
]
− σ2
[
T 0
0 T′
]∗
B3
= 1/2
(
B3
[
T 0
0 T′
]
+
[
T 0
0 T′
]∗
B∗3
)
=M∗3,
M4 = σ2
[
T 0
0 T′
]∗
(−B4)− σ3B4
[
T 0
0 T′
]
= −1/2
([
T 0
0 T′
]∗
B∗4 +B4
[
T 0
0 T′
])
=M∗4.
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HenceM =M∗  As a consequence of Lemma 1 we have the following corollary.
Corollary 1 (Conservation of energy) All real-valued solutions (U,U′) to
(16) satisfy
E(t) = C, (17)
where
E(t) = 〈
[
U
U′
]
t
,
[
ρH˜ 0
0 ρ′H˜
] [
U
U′
]
t
〉+ 〈
[
U
U′
]
,M
[
U
U′
]
〉 (18)
and C is a constant depending only on the initial data.
Proof: Lemma 2 gives
1
2
d
dt
(
〈
[
U
U′
]
t
,
[
ρH˜ 0
0 ρ′H˜
] [
U
U′
]
t
〉
)
= −1
2
(
〈
[
U
U′
]
t
,M
[
U
U′
]
〉+ 〈M∗
[
U
U′
]
,
[
U
U′
]
t
〉
)
= −1
2
d
dt
〈
[
U
U′
]
,M
[
U
U′
]
〉.
By integrating this expression in time we get (17) 
For the quantity (18) to be an energy we needM≥ 0. We will use the following
calculations.
〈
[
U
U′
]
,M1
[
U
U′
]
〉 = 〈U, Q˜U〉+ 〈U′, Q˜′U′〉. (19)
Here
〈U, Q˜U〉 = 〈
[
D1xu1
D1yu2
]
, H˜
[
c11 c12
c12 c22
] [
D1xu1
D1yu2
]
〉
+ 〈
[
D1yu1
D1xu2
]
, H˜
[
c33 c33
c33 c33
] [
D1yu1
D1xu2
]
〉
+ 〈u1, HyR(c11)x u1〉+ 〈u2, HyR(c33)x u2〉
+ 〈u2, HxR(c22)y u2〉+ 〈u1, HxR(c33)y u1〉 ≥ 0.
(20)
The inequality holds since c11c22 − c212 > 0, c33 > 0 and
R
(c11)
x , R
(c33)
x R
(c22)
x R
(c33)
x ≥ 0. The first term of (20) can be computed as
〈
[
D1xu1
D1yu2
]
, H˜
[
c11 c12
c12 c22
] [
D1xu1
D1yu2
]
〉
=
∞∑
i=−∞
∞∑
j=0
[
(D1xu1)i,j
(D1yu2)i,j
]T [
c11i,j c12i,j
c12i,j c22i,j
] [
(D1xu1)i,j
(D1yu2)i,j
]
hihjh
2 ≥ 0.
Define
c˜i =
1
2
((
c11i,0 + c22i,0
)− ((c11i,0 − c22i,0)2 + 4c212i,0)1/2
)
11
this is the smallest eigenvalue of the matrix[
c11i,0 c12i,0
c12i,0 c22i,0
]
.
Since c11c22 − c212 > 0, c˜i > 0 and[
c11i,0 − c˜i c12i,0
c12i,0 c22i,0 − c˜i
]
≥ 0.
We get
〈
[
D1xu1
D1yu2
]
, H˜
[
c11 c12
c12 c22
] [
D1xu1
D1yu2
]
〉
=
∞∑
i=−∞
∞∑
j=1
[
(D1xu1)i,j
(D1yu2)i,j
]T [
c11i,j c12i,j
c12i,j c22i,j
] [
(D1xu1)i,j
(D1yu2)i,j
]
hihjh
2
+
∞∑
i=−∞
[
(D1xu1)i,0
(D1yu2)i,0
]T [
c11i,0 − c˜i c12i,0
c12i,0 c22i,0 − c˜i
] [
(D1xu1)i,0
(D1yu2)i,0
]
hih0h
2
+
∞∑
i=−∞
c˜i (D1xu1)
2
i,0 hih0h
2 + c˜i (D1yu2)
2
i,0 hih0h
2 ≥ 0.
(21)
Similarly the second term of (20) can be computed as
〈
[
D1yu1
D1xu2
]
, H˜
[
c33 c33
c33 c33
] [
D1yu1
D1xu2
]
〉
=
∞∑
i=−∞
∞∑
j=1
[
(D1yu1)i,j
(D1xu2)i,j
]T [
c33i,j c33i,j
c33i,j c33i,j
] [
(D1yu1)i,j
(D1xu2)i,j
]
hihjh
2
+
∞∑
i=−∞
c33i,0
(
(D1yu1)i,0 + (D1xu2)i,0
)2
hih0h
2 ≥ 0.
(22)
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The second term of (19) is computed analogously. We also compute
〈
[
U
U′
]
,M2
[
U
U′
]
〉 =
∞∑
i=−∞
[
u1i,0 u
′
1i,0
] [−σ11i,0 σ11i,0
σ11i,0 −σ11i,0
] [
u1i,0
u′1i,0
]
hih0h
+
∞∑
i=−∞
[
u2i,0 u
′
2i,0
] [−σ12i,0 σ12i,0
σ12i,0 −σ12i,0
] [
u2i,0
u′2i,0
]
hih0h,
〈
[
U
U′
]
,M3
[
U
U′
]
〉 =
∞∑
i=−∞
[
u1i,0 u
′
1i,0
] [1 0
0 −1
] [
t22i,0
t′22i,0
]
hih0h
+
∞∑
i=−∞
[
u2i,0 u
′
2i,0
] [1 0
0 −1
] [
t12i,0
t′12i,0
]
hih0h
〈
[
U
U′
]
,M4
[
U
U′
]
〉 =
∞∑
i=−∞
[
u1i,0 u
′
1i,0
] [ 0 1
−1 0
] [
t22i,0
t′22i,0
]
hih0h
+
∞∑
i=−∞
[
u2i,0 u
′
2i,0
] [ 0 1
−1 0
] [
t12i,0
t′12i,0
]
hih0h.
(23)
So far we have made no assumptions on the SBP operators used. We now prove
thatM≥ 0 in the case of fully compatible SBP operators, that is with S = D1
in the definition (5) of the diagonal second derivative SBP operators.
Lemma 2 (Ellipticity, case of fully compatible SBP operators) Using fully
compatible SBP operators, all real - valued grid functions U and U′
〈
[
U
U′
]
,M
[
U
U′
]
〉 ≥ 0,
if
σ22i,0 < −
c33i,0
4h0h
− c
′
33i,0
4h0h
,
σ12i,0 < −
c212i,0
4c˜ih0h
− c
2
22i,0
4c˜ih0h
− c
′2
12i,0
4c˜ih0h
− c
′2
22i,0
4c˜′ih0h
.
Proof: We have
〈
[
U
U′
]
,M
[
U
U′
]
〉 = 〈
[
U
U′
]
,M1
[
U
U′
]
〉+ · · ·+ 〈
[
U
U′
]
,M4
[
U
U′
]
〉.
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Here M = M1 +M2 +M3 +M4 as in the proof of Lemma 2. Adding the
terms of (19), (23) and using (21) -(22) we get after some algebra.
〈
[
U
U′
]
,M
[
U
U′
]
〉 =
∞∑
i=−∞
∞∑
j=1
[
(D1xu1)i,j
(D1yu2)i,j
]T [
c11i,j c12i,j
c33i,j c33i,j
] [
(D1xu1)i,j
(D1yu2)i,j
]
hihjh
2
+
∞∑
i=−∞
∞∑
j=1
[
(D1yu1)i,j
(D1xu2)i,j
]T [
c33i,j c33i,j
c33i,j c33i,j
] [
(D1yu1)i,j
(D1xu2)i,j
]
hihjh
2
+
∞∑
i=−∞
1∑
j=−∞
[
(D1xu
′
1)i,j
(D1yu
′
2)i,j
]T [
c′11i,j c
′
12i,j
c′33i,j c
′
33i,j
] [
(D1xu
′
1)i,j
(D1yu
′
2)i,j
]
hihjh
2
+
∞∑
i=−∞
1∑
j=−∞
[
(D1yu
′
1)i,j
(D1xu
′
2)i,j
]T [
c′33i,j c
′
33i,j
c′33i,j c
′
33i,j
] [
(D1yu
′
1)i,j
(D1xu
′
2)i,j
]
hihjh
2
+
∞∑
i=−∞
[
(D1xu1)i,0
(D1yu2)i,0
]T [
c11i,0 − c˜i c12i,0
c12i,0 c22i,0 − c˜i
] [
(D1xu1)i,0
(D1yu2)i,0
]
hih0h
2
+
∞∑
i=−∞


u1i,0
u′1i,0
t22i,0
t′22i,0


T


−σ11i,0 σ11i,0 1/2 1/2
σ11i,0 −σ11i,0 −1/2 −1/2
1/2 −1/2 h0h
c33i,0
0
1/2 −1/2 0 h0h
c
′
33i,0




u1i,0
u′1i,0
t22i,0
t′22i,0

hih (24)
+
∞∑
i=−∞


u2i,0
u′2i,0
(D1xu1)i,0
(D1yu2)i,0
(D1xu
′
1)i,0
(D1yu
′
2)i,0


T


−σ12i,0 σ12i,0 1/2 1/2 1/2 1/2
σ12i,0 −σ12i,0 −1/2 −1/2 −1/2 −1/2
1/2 −1/2 c˜1h0h
c
2
12i,0
0 0 0
1/2 −1/2 0 c˜1h0h
c
2
22i,0
0 0
1/2 −1/2 0 0 c˜′1h0h
c
′2
12i,0
0
1/2 −1/2 0 0 0 c˜′1h0h
c
′2
22i,0




u2i,0
u′2i,0
(D1xu1)i,0
(D1yu2)i,0
(D1xu
′
1)i,0
(D1yu
′
2)i,0


hih (25)
+ 〈u1, R(c11)x u1〉+ 〈u2, R(c33)x u2〉+ 〈u2, R(c22)y u2〉+ 〈u1, R(c33)y u1〉
+ 〈u1, R(c11)x u1〉+ 〈u2, R(c33)x u2〉+ 〈u2, R(c22)y u2〉+ 〈u1, R(c33)y u1〉.
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The first five and the last eight terms of this sum are non - negative. The
matrices of (24) and (25) also appeared in [27]. There it was shown that if
σ22i,0 < −
c33i,0
4h0h
− c
′
33i,0
4h0h
,
σ12i,0 < −
c12i,0
4c˜ih0h
− c22i,0
4c˜ih0h
− c
′
12i,0
4c˜′ih0h
− c
′
22i,0
4c˜′ih0h
,
then the matrices are positive semi - definite. Hence with this choice of param-
eters M≥ 0 
Lemma 1, Corollary 1 and Lemma 2 proves the main result of this paper,
Theorem 1 The system (16) obtained with fully compatible SBP operators is
stable in the sense that its solution is bounded by initial data in the semi - norm
(18) if the penalty parameters σ11, σ12, σ2 and σ3 are chosen as in Lemma 1 and
2.
The proof thatM≥ 0 depends on S = D1 in the approximation of the stresses
by (7) and (8). For the case of compatible SBP operators S 6= D1 and the proof
does not hold. Intuitively it would seem to be preferable to use compatible
SBP operators, if such a discretization is stable. This is due to the fact that
fully compatible SBP operators loses one order of accuracy in exactly one point
at the boundary. In the next section we investigate both discretizations where
it seems, although we can not prove it, that a scheme using fully compatible
SBP operators is also stable. However, the numerical experiments also show,
rather counterintuitive, that the schemes using fully compatible operators have
identical or better accuracy and convergence properties.
4 Numerical experiments
In this section we present experiments with the numerical method described
above. In particular, we will use schemes that have been constructed using 4th
and 6th order diagonal fully compatible and compatible SBP operators. We
choose the material parameters to represent two anisotropic elastic medium. In
particular, if λ and µ are the first and second Lame´ parameters, respectively.
Then
c11 = c22 = λ+ 2µ, c12 = λ, c33 = µ.
To integrate numerically in time we use the 4th order scheme described in
[7] which was designed for systems on the form (16). We will consider three
experiments that serve as verification of stability and accuracy of the proposed
method, as well as its applicability to interface phenomena in layered elastic
materials.
4.1 Mode conversion at a line interface
In a first experiment we consider a compressional plane wave of unit amplitude
propagating with angle θ and temporal frequency ω2pi in the negative y-direction.
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The displacement field is given by
U
(in)
P =
(
ξ
−η
)
ei(γξx−γηy−ωt),
θ ∈ (0, pi
2
), ξ = sin(θ), η = cos(θ), γ =
ω√
λ+ 2µ
,
x ∈ (−∞,∞), y ∈ [0,∞).
We assume an interface between two different materials at y = 0. The Lame
parameters and densities are λ, µ, ρ and λ′, µ′, ρ′ in the half-planes y > 0 and
y < 0, respectively. When this wave encounters the interface between the two
different materials it will be split into reflected, compressional and shear waves,
U = U (in) + U
(refl)
P + U
(refl)
S ,
U
(refl)
P = Arefl
(
ξ
η
)
ei(γξx+γηy−ωt),
U
(refl)
S = Brefl
(
γ2η2
γξ
)
ei(γξx+γ2η2y−ωt),
η2 = cos(θ2), sin(θ2) =
γ
γ2
ξ, γ2 =
ω√
µ
,
x ∈ (−∞,∞), y ∈ (∞, 0]
and refracted compressional and shear waves,
U ′ = U
(refr)
P + U
(refr)
S ,
U
(refr)
P = Arefr
(
γ1ξ1
γ3η3
)
ei(γ1ξ1x−γ3η3y−ωt),
η3 = cos(θ3), sin(θ3) =
γ1
γ3
ξ1, γ3 =
ω√
λ′ + 2µ′
,
U
(refr)
S = Brefr
(−γ4η4
γ1ξ1
)
ei(γ1ξ1x−γ4η4y−ωt),
η4 = cos(θ4), sin(θ4) =
γ1
γ4
ξ1, γ4 =
ω√
µ′
,
x ∈ (−∞,∞), y ∈ (−∞, 0],
see Figure 2. The constants Arefl, Brefl, Arefr, Brefr are obtained by inserting U
and U ′ into the conditions (3) and solving the resulting linear system. For a
more detailed discussion see [8], pp 377 - 380. We choose θ = pi4 , ω = 2pi,
λ = µ = 1, λ′ = 1/2, µ′ = 2 and ρ = ρ′ = 1. We use this exact solution to
verify stability and accuracy of the numerical schemes described in this work.
The computational domain is taken to be (x, y) ∈ [− 2piγξ , 2piγξ ] × [− 2piγ2η2 , 2piγ3η3 ].
Initial data for the numerical scheme is taken as the real part of the analytic
solution at time t = 0 and exact data is imposed at the outer boundaries. The
solution is computed for 100 periods until t = 100 and the discrete max - error
is measured. We use 2N × N grid points. Figures 3(a) - 3(b) display the
max error in the numerical solution as a function of time for t ≤ 100 obtained
with schemes using compatible SBP operators. Figures 3(c) - 3(d) display the
corresponding measurements obtained with fully compatible SBP operators.
These figures illustrate the stability and accuracy of the schemes. Numerical
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values of the rate of convergence measured at time t = 100 are shown in Table 1.
Stability was only proved for the schemes using fully compatible SBP operators.
The computations done with compatible SBP operators indicates that these
schemes are also stable. Note that the computations for this example suggest
that the 6th order fully compatible SBP operators yield schemes that have
slightly better accuracy and convergence properties than the corresponding 6th
order compatible versions even though the formal order of accuracy is one order
higher at exactly one point for the compatible SBP operators.
Compatible SBP operators Fully compatible SBP operators
N p4 p6 p4 p6
21 - - - -
41 3.98 6.53 4.07 7.06
81 4.01 5.57 4.00 5.98
161 4.00 5.52 3.99 6.37
Table 1: Rate of convergence of the solution in max norm. p4 and p6 gives the
measured convergence using 4th and 6th order operators, respectively.
Figure 2: Reflection and refraction of a plane pressure wave impinging on the
interface between two elastic half-spaces.
4.2 Refraction arrivals
Elastic wave motions can be significantly affected by a layered structure of the
underlying media. We illustrate this by solving a version of Lambs´ problem
[14] on a domain consisting of two materials in welded contact. The domain
is composed of a plate of Plexiglas welded together with a plate of aluminum,
17
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(a) 4th order, compatible
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(c) 4th order, fully compatible
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(d) 6th order, fully compatible
Figure 3: Max error as function of time for a plane wave impinging on an
interface where discontinuities in the Lame´ parameters occur. Results from
methods using fourth and sixth order SBP operators are shown from left to
right. The number of grid points increases from top to bottom.
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both plates measure 50 by 4 inches. The plate of Plexiglas has pressure - wave
velocity CPlp = 2630m/s, shear - wave velocity C
Pl
s = 1195m/s and density
ρPl = 1190kg/m3, the plate of aluminum has pressure -wave velocity CAlp =
6460m/s, shear - wave velocity CAls = 3100m/s and density ρ
Al = 2700kg/m3.
Initially, the displacements and velocities are zero and the problem is forced by
adding a source term
f =
{
104 (sin(2pi250t)− 1/2 sin(2pi500t)) δ(x− 4), t ∈ (0, 1/250)
0, else
to the normal stresses at the upper horizontal traction free boundary of either
the plate of Plexiglas or the plate of aluminum. The source term is located 4
inches from the left corner of the upper plate, see Figure 4. On the vertical
boundaries a traction free boundary condition is imposed. The response is then
recorded as a function of time by receivers spaced 2 inches apart, see Figures 4
and 5. A generalization of this problem in which two semi - infinite half - planes
was considered is discussed in [6]. There it is shown that refraction arrivals
are generated if a source is placed in the half - space of lower pressure and
shear - wave speeds as the wave front impinges on the interface to the faster
media. Refraction arrivals was also measured experimentally in [20] where a
spark served as a point source on the boundary of a plate of Plexiglas welded
together with a plate of aluminum or vice versa, as described above. Here
refraction arrivals was observed only in the case of a source on the boundary
of the slower plate of Plexiglas, in accordance with the theory in [6]. The same
behavior is observed in the present numerical experiment. In the case of the
source located on the boundary of the plate of Plexiglas an earlier refraction
arrival is measured at the receivers located 12 inches and further away from the
source. In the other case the direct wave is always the first arrival, see Figures 4
and 5. For comparison the results of the corresponding laboratory experiment
presented in [20] are displayed in Figure 6. Features of the recordings are similar,
in both experiments the refraction arrival first becomes apparent at the recorder
spaced 12 inches away from the source.
4.3 The Stoneley interface wave
A Stoneley interface wave satisfies the elastic wave equation in two - homoge-
neous half - planes welded in contact. Define
α =
√
λ+ 2µ
ρ
, β =
√
µ
ρ
.
To simplify we assume that the Stoneley wave is 2pi - periodic in the x - direction.
The component of the Stoneley wave in the half - plane y ≥ 0 can then be written
U = Ae−y
√
1−c2
S
/α2
(
cos(x − cSt)√
1− c2S/α2 sin(x− cSt)
)
+Be−y
√
1−c2
S
/β2
(−√1− c2S/β2 cos(x− cSt)
− sin(x− cSt)
)
,
y ≥ 0. (26)
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Figure 4: The source is placed at the upper boundary of the plate of Plexiglas.
A refraction arrival becomes apparent 12 inches from the source. The arrows
from the source displays the path of the direct wave and the refracted wave,
respectively.
Figure 5: The source is placed at the upper boundary of the plate of aluminum.
The direct wave is now the first arrival. The arrows from the source displays
the path of the direct wave and the refracted wave, respectively.
20
Figure 6: Results from the laboratory experiment presented in [20]. Top figure:
the source is placed at the upper boundary of the plate of aluminum. Bottom
figure: the source is placed at the boundary of the plate of Plexiglas.
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The component of the Stoneley wave in the half - plane y ≤ 0 is written
U ′ = Cey
√
1−c2
S
/α′2
(
cos(x− cSt)
−
√
1− c2S/α′2 sin(x− cSt)
)
+Dey
√
1−c2
S
/β′2
(√
1− c2S/β′2 cos(x− cSt)
− sin(x− cSt)
)
,
y ≤ 0. (27)
As in Experiment 4.1 the constants A,B,C and D are determined through
the solution to the linear system arising form inserting (26) and (27) into the in-
terface conditions (3). This system now depends on the Stoneley phase velocity
cS and a solution exists iff cS satisfies the dispersion relation
det
∣∣∣∣∣∣∣∣∣∣∣∣
1 −
√
1− c2Sβ2 −1 −
√
1− c2Sβ′2√
1− c2Sα2 −1
√
1− c2Sα′2 1
−ρc2S − 2ρβ2 2ρβ2
√
1− c2Sβ2 ρ′c2S + 2ρβ′2 2ρ′β′2
√
1− c2Sβ′2
−2ρβ2
√
1− c2Sα2 ρβ2(2−
c2S
β2 ) −2ρ′β′2
√
1− c2Sα′2 −ρ′β′2(2−
c2S
β′2 )
∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
(28)
The existence of a root cS to this equation was first considered by Stoneley [23],
where existence was shown for some special values of the choice of Lame´ pa-
rameters and densities of the half - planes. Further investigations are discussed
in [6], pp 111 - 113 and the references therein. It has been shown that a root
corresponding to the correct Stoneley phase speed can exist when ββ′ ≈ 1 and
that cS < min{β, β′} < min{α, α′} always. Hence, the solutions (26) and (27),
if they exist, represent waves traveling harmonically along the interface between
the half - planes and decays exponentially into the domain.
Numerical simulations involving the Rayleigh surface wave was discussed in
[13] and later in the SBP-SAT context in [26]. There difficulties of the simulation
of surface waves was encountered, in particular as the material becomes almost
incompressible i.e., λµ → ∞. The purpose of this experiment is to evaluate
the performance of the current method when simulating Stoneley waves and
to further study the difference in accuracy between schemes using 6th order
compatible and fully compatible operators observed in Experiment 4.1. In this
study both half - planes are far from incompressible. We take λ = µ = ρ = 1
and λ′ = 3, µ′ = 2, ρ′ = 1.98. For this case a root
cS = 0.999240140585103
to (28) is found. Figure 7 displays vertical and horizontal components of the
Stoneley interface wave for this choice of parameters. The computational do-
main is taken to contain exactly one wavelength, 2pi, in the x - direction. Pe-
riodic boundary boundary conditions are imposed at x = 0 and x = 2pi and
exact Dirichlet data is imposed at y = 4pi and y = −4pi. Initial data for the
computations is taken from (26) and (27) at time t = 0. We use a grid size
22
Figure 7: The Stoneley surface wave as a function of (x, y) at t = 0. The u1
component is show to the left and the u2 component to the right.
of h = 2pi/(N − 1) for N = 21, 41, 81, 161 and the max error in the approxi-
mate solutions are computed as a function of time for 5 temporal periods. The
temporal period is given by
2pi/cS ≈ 6.29.
The computations are done for each N and each of the two schemes. Figure
8 compares the errors obtained with each scheme. A dashed and full line cor-
responds to the scheme using fully compatible SBP operators and compatible
SBP operators, respectively. It becomes evident that the scheme using fully
compatible operators converges faster and has a smaller error. For N = 161 the
error is more than one magnitude smaller.
5 Conclusions
High order accurate finite difference schemes for the two - dimensional elastic
wave equation in a domain consisting of two elastic half - planes in contact have
been presented. The key ingredient in the discretization was fully compatible or
compatible finite - difference operators approximating first and second deriva-
tives. Stability of the numerical scheme was proven for the discretization using
fully compatible operators. Stability for the schemes using compatible oper-
ators was only observed in numerical experiments. However, the convergence
and accuracy properties was observed to be identical or in some cases better
for the case of fully compatible operators. The numerical experiments served to
23
Figure 8: Max errors as functions of time. A dashed line corresponds to the
errors obtained with a scheme using fully compatible 6th order operators. A
full line corresponds to the errors obtained with a scheme using compatible 6th
order operators.
verify convergence, stability and accuracy as well as study the performance of
the proposed method on key features arising from a line interface such as mode
conversion, refraction arrivals and Stoneley interface waves.
The current method needs several generalizations to be useful in practice.
Even though the theory allows for general curvilinear coordinates and isotropic
media, the computations were all done i Cartesian coordinates, piecewise con-
stant anisotropic media and two spatial dimensions. A generalization to three
spatial dimensions, complicated domains and general media should not pose
a theoretical problem, but would require more programming work. An open
question in the SBP - SAT context is how to treat grid refinement for equations
containing second derivatives in space. A study involving grid refinement for
first order systems show good results using SBP preserving interpolation opera-
tors [16] but problems has been encountered when applied to higher order equa-
tions [10]. For the method to be significantly more efficient grid refinement is a
key feature. Also, an analytical study of the behavior of simulations involving
Stoneley interface waves in almost incompressible media would be interesting,
as it was seen in [13] and [26] that the similar Rayleigh suffers increasingly from
truncation errors as the media becomes more incompressible.
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