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Abstract
Understanding cell differentiation is an important aspect of a better
understanding of how living organisms develop. Our current understanding
and ability to direct cell differentiation in vitro are limited. For this reason it is
important to make reliable models of cell differentiation. An important class of
such models are models studying gene regulatory networks (GRNs). In this
thesis, the GRN model of Huang et all [2] will be studied in more detail, a model
that is based on a system of ordinary differential equations (ODEs).
Furthermore, several ways to implement stochasticity into the model are
studied, and include simple noise, Levy jumps and transcriptions bursts, the last
one as proposed by [5]. In this thesis we will compare their effects on the model
proposed by Huang et all [2]. Lastly, the GRN model of Huang et all [2] will be
extended to include a progenitor gene, a configuration which seems to more
closely resemble in vitro-results.
Keywords: Gene regulatory network, lineage decision-making, multipotency,
computational biology, cell differentiation
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Chapter1
Introduction
The human body has a large number of different cell types, with com-
pletely different functions and configurations. One can think of a muscle
cell as compared to a liver cell. The first is very elongated and filled with
actin and myosin fibres which enable the body to move. A liver cell, on
the other hand, has a rectangular shape and is filled with proteins needed
to clean the blood and store various nutrients. The nerve cell is another
example of a highly specialized cell, its axons can reach up to 1.5 meters in
length and it differs substantially from the liver and muscle cells. Despite
these cells having such differences they originate from the same single
egg cell, which in the uterus, over the course of nine months, grows into
a human being. This egg cell has all the information stored in it for it’s
successor cells to become either liver or muscle cells. The process in which
a predecessor cell chooses which cell type to become is called cell differ-
entiation. This is not an abrupt process, but instead a gradual one, with
many cell types in between the original egg cell and the final specialized
cell.
Cell differentiation does not only play an important role in embryology,
but also in bodily functions in the grown human body. Many of the organs
in the human body, especially in the gastrointestinal tract, have a turnover
rate of not more than a few weeks. In this regard the intestine is the out-
lier, having a turnover of around 3 days. This means that many organs are
composed of completely new cells within the course of just a few weeks!
This cell turnover is caused by progenitor cells, which are cells that are
more specialized than stem cells and thus can not differentiate into every
possible cell type, but can still differentiate into a number of different cell
types.
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2Additionally, cell differentiation is a hot topic in medicine. Problems with
cell differentiation play a role in many diseases and progenitor cells could
be used to cure diseases by stem-cell therapy or by creating entire tis-
sues or organs from progenitor cells and transplanting them to someone
in need.
However, before such things can be achieved, a better understanding is
needed of cell differentiation. It is thought that some genes play an impor-
tant role in determining what type of cell a progenitor cell will differentiate
into, and various models have been proposed to study this behaviour [7],
[4], [1]. In this thesis we will focus on one model, proposed by Huang et
all [2]. This is a gene regulatory network (GRN), meaning that genes are
responsible for cell differentiation and the gene expression levels are con-
trolled by a network. In this model, the network controlling gene expres-
sion is composed of a system of ordinary differential equations (ODEs).
In the first part of the thesis we will study the behaviour of the model pro-
posed by Huang et all [2] in more detail. We will show that in the param-
eter space there are clear areas with a certain number of attractors. Also,
for several parameter configurations we will show the attractors. This will
be done numerically, and the main reason for this analysis is to have more
information about the model before adding stochasticity. Lastly, we will
also try to analytically analyse the model.
In the second part of the thesis we will add stochasticity to Huang’s model.
This we will do in several ways and we will compare the behaviour of
Huang’s model with these different applications of stochasticity. At first
we will add white noise to the model, as proposed by Semrau et all[6], and
study the resulting behaviour. Afterwards Levy Jumps will be incorpo-
rated, leading to quite similar results as noise. Lastly transcription bursts
will be integrated into the model, as proposed by Raj et all [5]. We noticed
that the effects of noise and Levy jumps are quite similar on the model.
For transcriptions bursts, although they are more biologically sound than
both noise and Levy jumps, their behaviour is far more difficult to study
because of the many parameters involved. Nevertheless, their effect on
the model seems to reflect the behaviour of both noise and Levy jumps.
Lastly we will extend the model proposed by Huang et all [2] by incor-
porating a third gene into the model, a progenitor gene. This will give us
a system of 3 genes (two differentiation genes and one progenitor gene)
instead of only 2 genes (two differentiation genes) as was the case in the
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3original model proposed by Huang et all [2]. We extended the model
in this way because in vitro-results obtained by the Semrau-group have
shown that progenitor genes play an important role in the differentia-
tion of mESCs (mouse Embryonic Stem Cells) into either XEN-like cells
or Ectoderm-like cells. We will study the behaviour of this 3-gene model
and try to model the in-vitro results.
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Chapter2
Huang’s model of a gene
regulatory network
First we will study Huang’s model [2] of a gene regulatory network. We
will examine it’s behavior in detail, mainly to have this information at a
later stage when we will examine several ways to add stochasticity to it.
In Huang’s model a single cell is modeled which contains 2 genes, GATA1
and PU.1. A high expression of the GATA1 gene leads to differentiation
into a GATA1 cell-type, while high expression of the PU.1 gene leads to
differentiation into a PU.1 cell-type. Gene expression happens via pro-
cesses known as transcription and translation. In transcription the infor-
mation of a gene, written in DNA, is transcribed into RNA. Afterwards
this RNA is translated into proteins. Proteins are the molecules which
perform various different functions in the cell, and thus they are eventu-
ally responsible for cell-differentiation. The process of transcription and
translation can be seen in figure 2.1.
Figure 2.1: First DNA is transcribed into RNA, which is then translated into
protein.
In Huang’s model transcription and translation are seen as a single pro-
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5cess, and we shall denote by gene expression both transcription and trans-
lation. Thus gene expression leads to the creation of protein from a gene.
A scheme of Huang’s model can be seen in figure 2.2. We see that the
protein GATA1 is labelled x while the protein PU.1 is labelled y. In this
model each protein has auto-activation, which ensures that higher protein
levels lead to higher expression. Furthermore, each of the proteins inhibits
the expression of the other protein. Lastly, every protein decays over time,
which is a natural process in that all proteins decay in the cell’s cytoplasm
over time.
Figure 2.2: Scheme of the GRN.
This model can be written down as the following system of ordinary dif-
ferential equations (ODEs):
dx
dt
= a1
xn
θna1 + x
n + b1
θnb1
θnb1
+ yn
− k1x (2.1)
dy
dt
= a2
yn
θna2 + y
n + b2
θnb2
θnb2 + x
n − k2y. (2.2)
In this system of ODEs the term x
n
θna1+x
n represents the auto-activation of
protein x, and the rate is influenced by a1. Similarly the auto-activation of
protein y is governed by the term a2
yn
θna2+y
n . The inhibition of protein x by
protein y and of protein y by protein x are given by the terms b1
θnb1
θna1+y
n and
b2
θnb2
θnb2
+xn respectively. Lastly, the decays of the proteins x and y are given
by the terms k1x and k2y respectively.
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2.1 Phase Planes
We would like to study how cells with certain initial concentrations of both
proteins behave under these differential equations. For this we will look
at phase planes of the model. An example of a phase plane has been given
in Huang et al’s article [2], see figure 2.3.
Figure 2.3: A phase plane obtained by Huang et al [2] with a = b = k = 1 and
θ = 0.5.
We have tried to reach similar results. For this we needed to numerically
solve the differential equations 2.1 and 2.2. We looked at several numer-
ical methods to study differential equations. This analysis can be found
in appendix A. Eventually we chose to use Heun’s method in our nu-
merical analysis, since this method has the best relation of speed to error.
There are methods with lower error, but their running time is much higher,
while there are also methods with a much lower running time than Heun’s
method, but their error is a lot larger too.
We have implemented Heun’s method into a program to model the differ-
ential equations 2.1 and 2.2. From this we got the phase plane shown in
figure 2.4. The parameters used here are a1 = a2 = b1 = b2 = k1 = k2 = 1,
θa1 = θa2 = θb1 = θb2 = 0.5 and n = 4. Heun’s method also has some
parameters, namely the step size h and the running time tmax. For more
information on them we refer to appendix A. Here we used h = 0.1 and
tmax = 100. Lastly, to be complete we mention the initial conditions of the
points we modelled. Here we used x0min = y0min = 0, x0max = y0max = 2.5
in steps of 0.1. This means that we varied the starting condition x0 from
0 to 2.5 in steps of 0.1, making a total of 26 different initial conditions x0.
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2.2 Attractor states 7
Similarly, we varied the initial condition y0 from 0 to 2.5 in steps of 0.1,
making another 26 different initial conditions y0. In total we thus mod-
elled 26 · 26 = 676 paths.
Figure 2.4: A phase plane obtained with a = b = k = 1 and θ = 0.5, clearly
showing states towards which the paths converge. This is the same phase plane
as figure 2.3.
In figure 2.4 we clearly see that there are 3 points in the phase plane to
which paths converge, and every pair of initial conditions (a pair con-
sisting of x0 and y0) leads to one of these states. These states are called
attractors and we will be studying them in more detail.
2.2 Attractor states
In our analysis of Huang’s model we are very much interested in the
attractor states belonging to a certain parameter configuration, because
these are the states cells will eventually converge to. First we need to know
what an attractor actually is.
Definition 1 (Attractor). Let t represent time and let f (t, ·) be a function which
represents the dynamics of the system. In our case f (t, ·) are the differential
equations 2.1 and 2.2.
An attractor is a subset A of the phase space characterized by the following three
conditions:
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2.2 Attractor states 8
1. A is forward invariant under f : if a ∈ A then also f (t, a) ∈ A ∀t > 0.
2. There exists a neighbourhood of A, called the basin of attraction for A and
denoted B(A), which consists of all points b that enter A as t→ ∞. Thus,
B(A) is the set of all points b in the phase space with the following property:
For any open neighbourhood N of A, ∃T > 0 such that f (t, b) ∈ N ∀t >
T.
3. There is no non-empty subset of A having the first two properties.
Thus, an attractor is a subset of the phase space towards which paths con-
verge and which has it’s own basin of attraction. In our model attractors
will almost invariably be single points, but in general this does not have to
be the case. It is important to note that attractors which are single points
are also stable steady states. The third condition of the attractor definition
is necessary such that we do not see two subsets of the phase space with
different basins of attraction as one attractor.
We have incorporated a program which numerically finds attractor states.
One can see the 3 attractors of figure 2.4 in figure 2.5.
Figure 2.5: The three attractor states of figure 2.4
It would be interesting to study the number of attractor states there are
for every parameter configuration and how these attractor states move as
parameters are altered.
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2.2 Attractor states 9
We modelled this in a numerical way.
For b1 = a2 = b2 = k1 = k2 = 1, θa1 = θa2 = θb1 = θb2 = 0.5 and n = 4,
using Heun’s method with h = 0.01 and tmax = 100 with x0min = y0min = 0,
x0max = y0max = 2.5 in steps of 0.1 and varying a1 from 1 to 2 in steps of 0.1
we see that the attractors shift, as can be seen in figure 2.6. In the figure
one sees that for every value of a1 there are 3 attractor states, and that with
increasing a1 the x-attractor and the neutral attractor shift towards more
x-protein, as should be expected from the model.
Figure 2.6: I changed the title of this figure. The attractor states move as a1 is
varied.
2.2.1 Number of attractors in parameter space
We now know how for a certain parameter change the attractor states of
the model change. However, we want to get a broader picture of the at-
tractor states and how they change for all the possible parameter config-
uration. To make this possible, we first simplify the model by reducing
the number of parameters. We take k1 = k2, since it is biologically sound
that both proteins are degraded at the same rate. Furthermore, we set
k1 = k2 = 1, since we can re-scale the other parameters to compensate for
this. We also take θ := θa1 = θa2 = θb1 = θb2 , since it would be logical that
both the auto-activation and inhibition are governed by a similar process
(e.g: the binding of a promoter or inhibitor to the DNA of the gene) and
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2.2 Attractor states 10
thus the parameters controlling these processes are the same. The rates of
these processes, which are given by a1, a2, b1 and b2 we have not set equal.
Lastly we take a := a1 = a2 and b := b1 = b2, since for both proteins it
is biologically sound that the auto-activation and the inhibition have an
equal rate.
With this we get the following model with only 4 free parameters, a, b, θ
and n:
dx
dt
= a
xn
θn + xn
+ b
θn
θn + yn
− x (2.3)
dy
dt
= a
yn
θn + yn
+ b
θn
θn + xn
− y. (2.4)
For this simplification we would like to know the number of attractors for
each parameter set.
We programmed this in R and achieved the result shown in figure 2.7. In
this figure one can see the number of attractors per parameter state. In this
figure a and b are varied from 0 to 2 while θ is varied from 0.1 till 2 (θ can
not be 0, since then one is dividing by 0 in case x or y become 0). In this
figure n = 4, Heun’s method is used with h = 0.1 and tmax = 100 and for
each parameter configuration we looked at 441 paths, from x0min = y0min =
0 to x0max = y0max = 2 in steps of 0.1.
Figure 2.7: Number of attractors per parameter state for n = 4 and a, b and θ
varied.
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Figure 2.7 tells us about the number of attractors for a very wide range of
parameter values. We see that the top-left corner has one attractor, while
the lower-right corner has 3 attractors. In between we see some interesting
behaviour with points having a high number of attractor. We would like to
take a closer look at such a point and see what the attractor configuration
is.
2.2.2 Point in parameter space with many attractors
We will have a closer look at the parameter configuration a = 1, b =
0.2, θ = 0.6 and n = 4, since figure 2.7 showed us that this parameter
configuration has 7 attractors. The phase-plane of this point and the corre-
sponding attractors are shown in figure 2.8 and have been obtained using
Heun’s method with tmax = 100 and h = 0.01.
(a) Phase plane of a point with 7
attractors.
(b) The attractor states of figure
2.8a.
Figure 2.8: Phase plane and the attractors states of a point with 7 attractors.
The two attractors on both sides of the top-center attractor seem not to be
attractors but instead mistakes caused by the numerical analysis. There-
fore we increased the running time from tmax = 100 to tmax = 1000 while
leaving all other parameters the same. This indeed resulted in only 5 at-
tractors instead of 7, which can be seen in figure 2.9.
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2.2 Attractor states 12
Figure 2.9: Only 5 attractors are left when the running time of the paths is
increased from tmax = 100 to tmax = 1000.
Furthermore, the center attractor does not seem to have an attractor basin
and is thus an unstable steady state, which is not of interest to us, since in
reality they are rarely encountered.
2.2.3 Filtering out unstable steady states
The example in subsection 2.2.2 shows us that in figure 2.7 for some points
in parameter space the number of attractors is not correct. Two points
showed up as attractors because the rate at which these paths converge
to their attractor is very low. Increasing the time from tmax = 100 to
tmax = 1000 showed that these points were indeed not attractors, as is
shown in figure 2.9. Furthermore, the middle point is thought to be an
unstable steady state. Thus, in phase plane 2.8 only 4 real attractors exist,
instead of the 7 shown in figure 2.7.
We are only interested in attractors, which are stable steady states, since
these are the states cells will converge to in-vitro. For that reason we
would like to numerically filter out the false attractors, leaving the true
attractors. We have noticed that our program gives 2 types of false attrac-
tors. The first are paths that progress very slowly towards their attractor.
We can filter these out by letting a path begin at every attractor found, and
if the path moves away from the attractor we know it is this type of erro-
neous attractor.
This approach will however not work with unstable steady states, since
although they are unstable, these points are still steady states. To filter
them out we will let several paths begin a short distance J from each at-
tractor found. This distance J we will henceforth set to J = 0.05, but the
direction will be determined stochastically. This we will accomplish using
a uni f orm(0, pi2 ) distribution. In total 4 paths (let us call them j = 1, 2, 3, 4)
will begin a distance J from the attractor, with the x and y components for
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2.2 Attractor states 13
the distance J from the attractor for the paths j = 1, 2, 3, 4 given by:
xj = J · cos
[
j · pi
2
+ uni f (0,
pi
2
)
]
yj = J · sin
[
j · pi
2
+ uni f (0,
pi
2
)
]
.
One can easily see that the paths will begin a distance J from the attractor
found, since
√
xj2 + yj2 = J. In this way a path will begin in each quad-
rant of the circle surrounding the attractor found. If at least one of the
paths comes back to the found point, the point is considered an attractor
and thus a stable steady state. If not the point is an unstable steady state.
We have implemented this in a program using the parameters x0min =
y0min = 0, x0max = y0max = 2 in steps of 0.1, Heun’s method with tmax = 100
and h = 0.1, J = 0.05. The result can be seen in figure 2.10.
Figure 2.10: Parameter space with only the number of stable steady states
shown.
We see some amazing differences when we compare figures 2.10 and 2.7.
We see that the entire top-right corner in figure 2.10 is now red (has 2 at-
tractors) instead of green (having 3 attractors), as in figure 2.7. We also see
that almost all points with a high number of attractors have vanished in
figure 2.10 in comparison to figure 2.7. Actually, there are only 4 possibili-
ties left for the number of attractors for a parameter set in figure 2.10. We
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2.2 Attractor states 14
either have 1, 2, 3 or 4 attractors. We further see that the entire parameter
space is divided nicely into areas with a certain number of attractors. Let
us look at every area in more detail.
For the the area with only 1 attractor, we took the point a = 0.5, b = 0.3,
θ = 1.8. We ran it with the parameters x0 = y0 = 0, xmax = ymax = 2 in
steps of 0.1, Heun’s method with tmax = 100 and h = 0.1. The phase plane
of this point can be seen in figure 2.11a.
For the the area with 2 attractors, we took the point a = 1.8, b = 1.8,
θ = 1.8. We ran it with the parameters x0 = y0 = 0, xmax = ymax = 3 in
steps of 0.1, Heun’s method with tmax = 100 and h = 0.1. The phase plane
can be seen figure 2.11b. We can see here that the middle line goes to a
steady state, but this state is likely not an attractor since the point does not
seem to have an open neighborhood as basin of attraction.
A point with 3 attractors can be seen if we take the parameters a = 1,
b = 1, θ = 0.5. This is the point we have so far always taken as example.
We ran it with the parameters x0 = y0 = 0, xmax = ymax = 2 in steps of 0.1,
Heun’s method with tmax = 100 and h = 0.1. The phase plane can be seen
in figure 2.11c.
Finally a point with 4 attractors can be seen under the parameters a = 2,
b = 0.1, θ = 0.6. We ran it with the parameters x0 = y0 = 0, xmax = ymax =
2.5 in steps of 0.1, Heun’s method with tmax = 100 and h = 0.1. The phase
plane can be seen in figure 2.11d.
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(a) Phase plane of a point with 1
attractor.
(b) Phase plane of a point with 2
attractors.
(c) Phase plane of a point with 3
attractors.
(d) Phase plane of a point with 4
attractors.
Figure 2.11: Phase planes of points with different numbers of attractors.
Numerically we have been able to determine the attractor configurations
for the different parameter values. We have found that there are only 4
possible attractor configurations, and we have a good understanding of
what these configurations are. Still, all these results have been found nu-
merically and thus there is a high probability that we missed something
and that our findings are incomplete. For this reason we will also analyti-
cally analyse the model.
2.3 Analytical approach to system behaviour
We will now utilise an analytical approach of our model to try and see
whether our numerical results are correct and complete. We will start by
simplifying the system of differential equations we are working with. The
system of ODEs has 11 parameters and can be seen below:
dx
dt
= a1
xn
θna1 + x
n + b1
θnb1
θnb1
+ yn
− k1x (2.5)
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2.3 Analytical approach to system behaviour 16
dy
dt
= a2
yn
θna2 + y
n + b2
θnb2
θnb2 + x
n − k2y. (2.6)
Because of the multitude of parameters we would like to simplify this sys-
tem of ODEs by introducing two biologically sound constraint.
We introduce the constraint θ1 := θa1 = θb2 . This is biologically sound,
since both θa1 and θb2 deal with protein x. This constraint means that both
the auto-activation of protein x and the inhibition of protein y by protein
x have the same rate. This is plausible, since the same transcription mech-
anism is likely to be responsible for both these mechanisms.
Likewise we take θ2 := θa2 = θb1 .
Now we introduce:
ζ1 :=
x
θ1
ζ2 :=
y
θ2
.
Putting this back into our system of ODEs 2.5-2.6 gives us:
dζ1
dt =
dx
dt · 1θ1 =
a1
θ1
·
xn
θn1
1+ x
n
θn1
+ b1θ1
1
1+ y
n
θn2
− k1θ1 · ζ1θ1
dζ2
dt =
dy
dt · 1θ2 =
a2
θ2
·
yn
θn2
1+ y
n
θn2
+ b2θ2
1
1+ x
n
θn1
− k2θ2 · ζ2θ2

dζ1
dt =
a1
θ1
· ζn11+ζn1 +
b1
θ1
1
1+ζn2
− k1ζ1
dζ2
dt =
a2
θ2
· ζn21+ζn2 +
b2
θ2
1
1+ζn1
− k2ζ2
.
Now we re-scale the time by introducing τ := k1 · t. This gives us:
dζ1
dτ
=
dζ1
dt
· dt
dτ
=
dζ1
dt
· 1
k1
=
a1
θ1 · k1 ·
ζn1
1+ ζn1
+
b1
θ1 · k1
1
1+ ζn2
− ζ1
dζ2
dτ
=
dζ2
dt
· dt
dτ
=
dζ2
dt
· 1
k1
=
a2
θ2 · k1 ·
ζn2
1+ ζn2
+
b2
θ2 · k1
1
1+ ζn1
− k2
k1
ζ2.
To further simplify this system of ODEs we introduce 5 new parameters:
α1 :=
a1
θ1 · k1 , β1 :=
b1
θ1 · k1 , α2 :=
a2
θ2 · k1 , β2 :=
b2
θ2 · k1 , κ :=
k2
k1
.
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2.3 Analytical approach to system behaviour 17
These are on top of the parameter changes we have applied so far, which
are:
ζ1 :=
x1
θ1
, ζ2 :=
x2
θ2
, τ := k1 · t.
With these parameter changes we obtain the system of differential equa-
tions:
dζ1
dτ
= α1
ζn1
1+ ζn1
+ β1
1
1+ ζn2
− ζ1 (2.7)
dζ2
dτ
= α2
ζn2
1+ ζn2
+ β2
1
1+ ζn1
− κζ2. (2.8)
Having made only 2 assumptions we have obtained a system with only 5
free parameters.
2.3.1 Finding the steady states
Now we would like to find the steady-states of this model. In a steady
state we have:
0 = α1
ζn1
1+ ζn1
+ β1
1
1+ ζn2
− ζ1
0 = α2
ζn2
1+ ζn2
+ β2
1
1+ ζn1
− κζ2.
This can be rewritten into:
1
1+ ζn2
=
1
β1
[
ζ1 − α1 ζ
n
1
1+ ζn1
]
=
1
β1
[
ζ1 − α1
(
1− 1
1+ ζn1
)]
(2.9)
κζ2 = α2
ζn2
1+ ζn2
+ β2
1
1+ ζn1
= α2
(
1− 1
1+ ζn2
)
+ β2
1
1+ ζn1
(2.10)
and
ζ1 = α1
ζn1
1+ ζn1
+ β1
1
1+ ζn2
= α1
(
1− 1
1+ ζn1
)
+ β1
1
1+ ζn2
(2.11)
1
1+ ζn1
=
1
β2
[
κζ2 − α2
(
ζn2
1+ ζn2
)]
=
1
β2
[
κζ2 − α2
(
1− 1
1+ ζn2
)]
.
(2.12)
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Substituting 2.9 into 2.10 and substituting 2.12 into 2.11 gives us:
ζ2 =
α2
κ
(
1− 1
β1
[
ζ1 − α1
(
1− 1
1+ ζn1
)])
+
β2
κ
1
1+ ζn1
ζ1 = α1
(
1− 1
β2
[
κζ2 − α2
(
1− 1
1+ ζn2
)])
+ β1
1
1+ ζn2
.
With this we have expressed ζ1 as a function of ζ2 and vice versa.
We want to rewrite this system even further in the following way:
ζ2 =
α2
κ
(
1− 1
β1
[
ζ1 − α1
(
1− 1
1+ ζn1
)])
+
β2
κ
1
1+ ζn1
=
=
α2
κ
− α2
κβ1
ζ1 +
α2α1
κβ1
− α2α1
κβ1
1
1+ ζn1
+
β2
κ
1
1+ ζn1
=
=
α2
κ
(
1+
α1
β1
)
− α2
κβ1
ζ1 +
1
β1κ
(β2β1 − α1α2) 11+ ζn1
ζ1 = α1
(
1− 1
β2
[
κζ2 − α2
(
1− 1
1+ ζn2
)])
+ β1
1
1+ ζn2
=
= α1 − α1κ
β2
ζ2 +
α2α1
β2
− α2α1
β2
1
1+ ζn2
+ β1
1
1+ ζn2
=
= α1
(
1+
α2
β2
)
− α1κ
β2
ζ2 +
1
β2
(β2β1 − α1α2) 11+ ζn2
.
Let us introduce
f1(ζ1) :=
α2
κ
(
1+
α1
β1
)
− α2
κβ1
ζ1 +
1
β1κ
(β2β1 − α1α2) 11+ ζn1
(2.13)
and
f2(ζ2) := α1
(
1+
α2
β2
)
− α1κ
β2
ζ2 +
1
β2
(β2β1 − α1α2) 11+ ζn2
. (2.14)
Now our system of equations can be very easily written as:
ζ2 = f1(ζ1)
ζ1 = f2(ζ2).
We see that the term β2β1 − α1α2 controls the non-linear terms in both
equations 2.13 and 2.14. Thus it would be interesting to see what happens
when this term β2β1 − α1α2 is positive, equal to null or negative.
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First we will look at β2β1 − α1α2 = 0. In this case we have the linear
relations:
ζ2 =
α2
κ
(
1+
α1
β1
)
− α2
κβ1
ζ1
ζ1 = α1
(
1+
α2
β2
)
− α1κ
β2
ζ2.
These are simply 2 lines, and now we are curious whether they intersect.
Thus we substitute one into the other and get:
ζ2 =
α2
κ
(
1+
α1
β1
)
− α2
κβ1
(
α1
(
1+
α2
β2
)
+
α1κ
β2
ζ2
)
=
=
α2
κ
+
α2α1
κβ1
− α2α1
κβ1
− α2α1α2
κβ1β2
+
α1α2κ
β2κβ1
ζ2 =
=
α2
κ
− α2α1α2
κβ1β2
+
α1α2
β2β1
ζ2.
We have taken the condition that β2β1 − α1α2 = 0, and thus we have
β2β1
α1α2
= 1 (assuming β2β1, α1α2 6= 0). This gives us:
ζ2 =
α2
κ
− α2
κ
+ ζ2
ζ2 = ζ2.
Thus, the two lines are the same, and all points on the line are steady states
if β2β1 − α1α2 = 0.
Under the old parameters this condition is:
α2α1 = β1β2
a1
θ1 · k1 ·
a2
θ2 · k1 =
b1
θ1 · k1 ·
b2
θ2 · k1
a1 · a2 = b1 · b2.
We have looked in the past, see figure 2.4, at the parameters a = b = k = 1,
θ = 0.5. In our new parameters this is:
α1, β1, α2, β2 =
1
0.5 · 1 = 2, κ :=
1
1
= 1
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We note that this is exactly the condition for both relations to be linear,
since a1 · a2 = 1 · 1 = b1 · b2. Our linear relations become:
ζ1 =
α1(β2 + α2)
β2
− α1κ
β2
ζ2 = 4− ζ2
ζ2 =
α2(β1 + α1)
κβ1
− α2
κβ1
· ζ1 = 4− ζ1.
Substituting one in the other gives us:
ζ1 = 4− ζ2 = 4− (4− ζ1) = ζ1.
Thus, we see that both lines are identical and all the points on the line are
steady states. The line is shown in figure 2.12.
Figure 2.12: All points on the line are steady states if β2β1 − α1α2 = 0.
Now we will look at the steady states when β2β1 − α1α2 6= 0. In this case
our equations read:
ζ2 =
α2
κ
(
1+
α1
β1
)
− α2
κβ1
ζ1 +
1
β1κ
(β2β1 − α1α2) 11+ ζn1
ζ1 = α1
(
1+
α2
β2
)
− α1κ
β2
ζ2 +
1
β2
(β2β1 − α1α2) 11+ ζn2
.
For β2β1 − α1α2 < 0 it is very difficult to say anything generally about the
behaviour of these relations. However, we can illustrate the general shape
of both function using an example. If we for example take the parameters
α2 = α1 = 2, κ = β1 = β2 = 1, n = 4, then ζ2 = f1(ζ1) and ζ1 = f2(ζ2)
have the form shown in figure 2.13a, in which ζ2 = f1(ζ1) is red and ζ1 =
f2(ζ2) is blue. We can see that in this particular case there are 5 steady
states, the points at which both graphs intersect each other.
Finally we will look at the case β2β1− α1α2 > 0. In this case our equations
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stay the same as well, and it is quite difficult to analytically derive their
behaviour. Thus, we will also illustrate their shape with an example. Let
us take β1 = β2 = 2, α1 = α2 = 1, κ = 1 and n = 4. The functions can be
seen in figure 2.13b. In this figure we can see a total of 3 steady states.
(a) In case β2β1 − α1α2 > 0. (b) In case β2β1 − α1α2 < 0.
Figure 2.13: Graphs of ζ2 = f1(ζ1)(red) and ζ1 = f2(ζ2)(blue).
2.3.2 Stability of steady states
Having found the steady states we would like to determine which of these
steady states are stable and thus attractors. For this we need to look at the
Jacobian of our functions. We have:
Df =
 d dζ1dτdζ1 d dζ1dτdζ2
d dζ2dτ
dζ1
d dζ2dτ
dζ2
 .
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For the derivatives we have:
d dζ1dτ
dζ1
=
d
dζ1
[
α1
ζn1
1+ ζn1
+ β1
1
1+ ζn2
− ζ1
]
= α1
d
dζ1
[
ζn1 + 1− 1
1+ ζn1
]
− 1 =
= α1
d
dζ1
[
1− 1
1+ ζn1
]
− 1 = α1 ·
nζn−11
(ζn1 + 1)
2 − 1 =
α1nζn−11
(ζn1 + 1)
2 − 1
d dζ1dτ
dζ2
=
d
dζ2
[
α1
ζn1
1+ ζn1
+ β1
1
1+ ζn2
− ζ1
]
= β1
d
dζ2
[
1
1+ ζn2
]
=
= β1 · nζ
n−1
2
(ζn2 + 1)
2 =
β1nζn−12
(ζn2 + 1)
2
d dζ2dτ
dζ1
=
d
dζ1
[
α2
ζn2
1+ ζn2
+ β2
1
1+ ζn1
− κζ2
]
= β2
d
dζ1
[
1
1+ ζn1
]
=
= β2 · nζ
n−1
1
(ζn1 + 1)
2 =
β2nζn−11
(ζn1 + 1)
2
d dζ1dτ
dζ2
=
d
dζ2
[
α2
ζn2
1+ ζn2
+ β2
1
1+ ζn1
− κζ2
]
= α2
d
dζ2
[
ζn2 + 1− 1
1+ ζn2
]
− κ =
= α2
d
dζ1
[
1− 1
1+ ζn2
]
− κ = α2 · nζ
n−1
2
(ζn2 + 1)
2 − κ =
α2nζn−12
(ζn2 + 1)
2 − κ.
Thus, our Jacobian matrix is as follows:
Df =
 α1nζn−11(ζn1+1)2 − 1 β1nζn−12(ζn2+1)2
β2nζn−11
(ζn1+1)
2
α2nζn−12
(ζn2+1)
2 − κ
 .
We know that an equilibrium point is stable if the eigenvalues of Df at that
point all have negative real part. For our case we have:
det(Df− λI2) = |Df− λI2| =
∣∣∣∣∣∣
 α1nζn−11(ζn1+1)2 − 1 β1nζn−12(ζn2+1)2
β2nζn−11
(ζn1+1)
2
α2nζn−12
(ζn2+1)
2 − κ
− [λ 00 λ
]∣∣∣∣∣∣ =
=
∣∣∣∣∣∣
α1nζn−11
(ζn1+1)
2 − 1− λ β1nζ
n−1
2
(ζn2+1)
2
β2nζn−11
(ζn1+1)
2
α2nζn−12
(ζn2+1)
2 − κ − λ
∣∣∣∣∣∣ =
=
(
α1nζn−11
(ζn1 + 1)
2 − 1− λ
)
·
(
α2nζn−12
(ζn2 + 1)
2 − κ − λ
)
− β2β1n
2ζn−11 ζ
n−1
2
(ζn1 + 1)
2(ζn2 + 1)
2 .
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We can not simplify this general equation any further, and so we are forced
to look at particular parameter sets. We will give an example by studying
the parameter set α1, β1, α2, β2 = 2, and κ = 1, for which we have found
that all points on the line ζ1 = 4− ζ2 are steady states. We see that the
steady state point x0 = (ζ1, ζ2) = (2, 2) lies on the line ζ1 = 4− ζ2. For
this point we have:
det(Df− λI2)|x0 =
(
−225
289
− λ
)
·
(
−225
289
− λ
)
− 4096
83521
=
= λ2 + 2λ · 225
289
+ (
50625
83521
− 4096
83521
) =
= λ2 +
450
289
λ+
161
289
= 0.
This gives us the solutions λ = −1 and λ = −161289 . Since both these eigen-
values have negative real part, we know that this steady state is stable.
This is indeed what we have found before, since one can see in figure 2.4
that the point
x = ζ1 · θ1 = 2 · 0.5 = 1
y = ζ2 · θ2 = 2 · 0.5 = 1
is a stable steady state.
Another way of checking whether a steady state is stable is to check for
the following 2 conditions to be true:
1. tr(Df) < 0. In other words, the Trace of Df, the sum of the eigenval-
ues of Df, is lower then 0.
2. det Df > 0. The Determinant of Df is greater then 0.
Both of these have to be checked at the steady state.
We already have an expression for det Df:
det Df =
(
α1nζn−11
(ζn1 + 1)
2 − 1
)
·
(
α2nζn−12
(ζn2 + 1)
2 − κ
)
− β2β1n
2ζn−11 ζ
n−1
2
(ζn1 + 1)
2(ζn2 + 1)
2 .
However, it is quite difficult and does not seem to tell us much.
The trace of Df seems to be more informative, and is equal to:
tr(Df) = tr
 α1nζn−11(ζn1+1)2 − 1 β1nζn−12(ζn2+1)2
β2nζn−11
(ζn1+1)
2
α2nζn−12
(ζn2+1)
2 − κ
 = α1nζn−11
(ζn1 + 1)
2 − 1+
α2nζn−12
(ζn2 + 1)
2 − κ.
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For a steady state to be stable, the trace needs to be lower then 0, which
gives us:
α1nζn−11
(ζn1 + 1)
2 − 1+
α2nζn−12
(ζn2 + 1)
2 − κ < 0
α1ζ
n−1
1
(ζn1 + 1)
2 +
α2ζ
n−1
2
(ζn2 + 1)
2 <
1+ κ
n
. (2.15)
Equations 2.13 and 2.14 we can rewrite as:
(β2β1 − α1α2) 11+ ζn1
= β1κζ2 − α2(β1 + α1) + α2ζ1 (2.16)
(β2β1 − α1α2) 11+ ζn2
= β2ζ1 − α1(β2 + α2) + α1κζ2. (2.17)
Substituting equations 2.16 and 2.17 into equation 2.15 gives us:
α1ζ
n−1
1
(β1κζ2 − α2(β1 + α1) + α2ζ1)2 +
α2ζ
n−1
2
(β2ζ1 − α1(β2 + α2) + α1κζ2)2 <
<
1+ κ
n
· (β2β1 − α1α2).
Unfortunately, these conditions do not readily give results on the stability
of steady states, as it is hard to see what these conditions entail analyti-
cally. For this reason we did not continue with the analytical approach to
Huang’s model and instead started with the implementation of stochastic-
ity.
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Chapter3
Adding Noise to the model
Now that we have a good understanding of Huang’s model, we would
like to add stochasticity to it. We do this because the problem with Huang’s
model is its deterministic character. If one knows the initial concentra-
tions of both proteins in the model, one knows to which attractor the cell
will eventually go, and thus which cell-type the cell will differentiate into.
This makes the model deterministic. However, nature is not deterministic.
From in-vitro results we know that if we start cells with to our knowledge
similar initial protein concentrations, the cells can still differentiate into
different cell-types.
For this reason we will examine several ways to add stochasticity to Huang’s
model in the upcoming chapters.
In this chapter we will focus on the addition of stochasticity to Huang’s
model in the form of noise. We will do this in the same way as proposed
by Semrau et al [6]. We will introduce noise in the form of diffusion, given
by the parameter D, governed by a normal distribution with mean 0 and
variance 1, N (0, 1).
The model proposed by Semrau et al [6] can be written down as the fol-
lowing system of ODEs:
dx
dt
= a1
xn
θna1 + x
n + b1
θnb1
θnb1
+ yn
− k1x +
√
D · N (0, 1) (3.1)
dy
dt
= a2
yn
θna2 + y
n + b2
θnb2
θnb2 + x
n − k2y +
√
D · N (0, 1). (3.2)
It is important to note that the non-stochastic part of the differential equa-
tions 3.1 and 3.2 is still exactly the same as in Huang’s model [2], see equa-
tions 2.1 and 2.2.
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In this chapter we will be studying the effect of this noise on the behaviour
of the model, and comparing this to the model without noise, which we
studied in detail in chapter 2.
First we will be studying the effects of noise numerically. We have made
a phase plane of the model with noise, using the parameters a1 = b1 =
a2 = b2 = k1 = k2 = 1, θ = 0.5 and n = 4, Heun’s method with h = 0.01
and tmax = 10, x0min = y0min = 0 to x0max = y0max = 2 in steps of 0.5 and
D = 0.01. This phase plane can be seen in figure 3.1b. In figure 3.1a we
have a phase plane with the same parameters, only a deterministic model,
thus with D = 0. This is the same phase plane as figure 2.4, only with less
paths. One can clearly see in figure 3.1b that the paths are influenced by
the noise, and even more, some paths change attractor. One sees in figure
3.1a that without diffusion the path with initial conditions x0 = y0 = 0
goes to the central attractor. However, with added diffusion, as can be
seen in figure 3.1b, this same path changes attractor.
(a) A phase plane without diffusion. (b) A phase plane with the same
parameters as in figure 3.1a, but with
diffusion, set to D = 0.01.
Figure 3.1: Two phase planes with the same parameters, on the left side without
and on the right side with diffusion. One clearly sees the influence of diffusion
on paths and the ability of diffusion to change the path’s attractor.
If we use exactly the same parameters as in figure 3.1b but initiate more
paths, thus with x0min = y0min = 0 to x0max = y0max = 2 in steps of 0.1 and
D = 0.01, we obtain figure 3.2. Here exactly the same parameters are used
as in figure 2.4, and a comparison between the figures 2.4 and 3.2 shows
the influence of diffusion on our model.
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Figure 3.2: The phase plane of the same parameters as figure 2.4, only with
added diffusion.
Although diffusion does appear to be able to change to which attractor
paths go, as compared to the situation without diffusion, diffusion does
not seem to have an influence on the position of the attractors themselves.
We would like to examine this further by looking at the different attractors
for different parameter configurations. We would like to make the same
figure as figure 2.6 in chapter 2. We have used the same parameters as
in figure 2.6, thus a1 = b1 = a2 = b2 = k1 = k2 = 1, θ = 0.5 and
n = 4, Heun’s method with h = 0.01 and tmax = 10, x0min = y0min = 0 to
x0max = y0max = 2 in steps of 0.1 and D = 0.01 while varying a1 from 1 to 2
in steps of 0.1. One can see this in figure 3.3. We can see that because of the
diffusion, there are multiple attractors per parameter set instead of just 3 as
in figure 2.6, where there are 3 attractors per parameter set. Nevertheless,
we see that the different attractors are clumped together, and the location
of these attractor clumps mirrors the location of the attractors in figure
2.6. Thus, we see that adding diffusion does not change the location of the
attractor states in comparison to the model without diffusion discussed
in chapter 2. However, the definition of attractor given in definition 1 is
no longer valid in the model with added diffusion. For this reason we
need to introduce a new notion of a ”stochastic attractor”, which will be
introduced in the next subsection.
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Figure 3.3: The attractor states belonging to the same parameters as in figure 2.6,
only with added noise with D = 0.01.
3.1 Percentage of paths that change attractor
Now that we know that diffusion does not alter the location of attractors,
we want to determine, with more paths, how many will change attrac-
tor as compared to the situation without diffusion. We will determine
whether a path has changed attractor by first looking at where the path
had gone without diffusion, and in this way we will determine all the de-
terministic attractors of the system. Next we add diffusion and introduce
a parameter E, and around every deterministic attractor we introduce a
circle with radius E. If a path falls within this circle, then we count the
path as being at the attractor. This principle is illustrated in figure 3.4. We
need these circles of radius E around attractors because paths do not stay
at the actual attractor points in case of added diffusion. The determinis-
tic attractors together with the circle of radius E around them we will call
”stochastic attractors”. In figure 3.4 the deterministic attractors are shown
for the a1 = b1 = a2 = b2 = k1 = k2 = 1, θ = 0.5 and n = 4 parameter
configuration, the phase plane and attractor states of which can be seen in
figures 2.4 and 2.5 respectively. We have labelled these attractors to refer
to them at a later stage.
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Figure 3.4: Circles of radius E are made around attractors, with all paths landing
within this circle considered at the attractor. We have labelled the attractors for
this parameter configuration for reference in further figures.
Now we would like to determine the number of paths that change attrac-
tor for different levels of diffusion. We will run, for a certain parame-
ter configuration and diffusion level, a phase plane and determine for the
phase plane the number of paths that change attractor. However, because
the number of paths that change attractor is influenced by stochasticity, we
need to introduce an error. This we do by introducing a simple standard
deviation, defined as:
SD =
√
∑Ni=1(xi − x)2
N − 1 , (3.3)
where N is the number of measurements per parameter set, x is the aver-
age of all the measurements and xi are the single measurements. In this
way we will be able to add error bars to our figures.
Now we would like to numerically determine the percentage of paths that
change attractor. This has been done in figure 3.5. Here we used the pa-
rameters a1 = b1 = a2 = b2 = k1 = k2 = 1, θ = 0.5, n = 4, Heun’s method
with h = 0.01 and tmax = 100, x0min = y0min = 0 to x0max = y0max = 2 in
steps of 0.1. We varied D from 0 to 0.10 and for each diffusion level we
measured the percentage of paths that change attractor. Lastly we used
N = 20, where N is the number of samples taken per parameter set, as
can be seen in equation 3.3. In figure 3.5 one can see that there is an initial
increase in the percentage of paths that change attractor, but an eventual
limit appears to be reached at≈ 35%, which does not seem to increase any
further as the diffusion parameter D is increased.
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Figure 3.5: Increasing diffusion increases the percentage of paths that change
attractor, until a limit appears to be reached at ≈ 35%.
In figure 3.5 we have varied the diffusion parameter D over only a small
range, from D = 0 to D = 0.1. We would like to broaden this range, to see
whether the limit of the percentage of paths that change attractor persists.
We have done so in figure 3.6. Here we used the same parameters as in
figure 3.5, thus a1 = b1 = a2 = b2 = k1 = k2 = 1, θ = 0.5, n = 4, Heun’s
method with h = 0.01 and tmax = 100, x0min = y0min = 0 to x0max = y0max =
2 in steps of 0.1 and N = 20. We notice in figure 3.6 that the limit of the
percentage of paths that change attractor does increase, however a limit
still appears to be visible at ≈ 60%.
Figure 3.6: Increasing diffusion over a broader range shows a gradual increase
of the percentage of paths that change attractor, but still a limit is observable at
≈ 60%.
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We are interested in studying this limit of the percentage of paths that
change attractor in more detail. For doing this we are going to introduce
a simplified model, just like we did in chapter 2, equations 2.3 and 2.4, to
diminish the number of free parameters. Our simplified model will look
as follows:
dx
dt
= a
xn
θn + xn
+ b
θn
θn + yn
− x +
√
D · N (0, 1) (3.4)
dy
dt
= a
yn
θn + yn
+ b
θn
θn + xn
− y +
√
D · N (0, 1). (3.5)
Here we only have 5 free parameters: a, b, θ, n and D.
We are interested in how the limit of the percentage of paths that change
attractor changes as the different parameters are varied. Our current hy-
pothesis is that this does indeed depend on the parameters of the model,
but that the time which the paths are given to run is the dominant factor.
To test our hypothesis we varied the running time, tmax, with all other pa-
rameters left unchanged. This can be seen in figures 3.7a and 3.7b. The
parameters used in both figures are a = b = 2, θ = 0.5, n = 4, Heun’s
method with h = 0.1 and x0min = y0min = 0 to x0max = y0max = 2 in steps
of 0.1. In both figures the percentage of paths that change attractor has
been measured after a running time tmax, which was being varied from 10
to 100 in steps of 10. In figure 3.7a the diffusion parameter is set to D = 1
while in figure 3.7b it is decreased to D = 0.1.
(a) In this figure diffusion is set to
D = 1.
(b) In comparison with figure 3.7a the
diffusion parameter is lowered to
D = 0.1 from D = 1.
Figure 3.7: In both figures the percentage of paths that change attractor is
plotted against the time the paths can run, tmax.
In both figures one can see that the limit of the percentage of paths that
change attractor does not seem to be influenced by the running time of the
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paths, tmax. In both figures a certain limit is reached, in figure 3.7a this
limit is ≈ 50% while in figure 3.7b it is ≈ 30%. These percentages agree
with the data found in figure 3.6. From these figures it seems that our
hypothesis is not correct, and the total running time of the paths is not the
principal factor influencing the percentage of paths that change attractor.
One sees that with low diffusion and little running time, the percentage of
paths that change attractor indeed increases. However, with the running
time being sufficiently high, the running time does not seem to have any
influence on the percent of paths that change attractor.
This makes it so much more interesting for us to study the limit value of
the percentage of paths that change attractor, since it seems to be governed
by the other parameters.
3.2 Analytically determining diffusion
First of all we want to determine what level of diffusion is fit for our
model. We can determine this analytically by making the diffusion param-
eter dependent on the time and on the error we use to determine whether
a path changed attractor.
For this we need to understand how the equations 3.1 and 3.2 are written
down numerically. Numerically the system of ODEs 3.1 and 3.2 are given
by the following difference equations:
x[i + 1] =x[i] +
h
2
·
[
dx
dt
(x[i], y[i]) +
dx
dt
(
x[i] + h · dx
dt
(x[i], y[i]),
, y[i] + h · dy
dt
(x[i], y[i])
)]
+ h
√
D · N (0, 1)
y[i + 1] =y[i] +
h
2
·
[
dy
dt
(x[i], y[i]) +
dy
dt
(
x[i] + h · dx
dt
(x[i], y[i]),
, y[i] + h · dy
dt
(x[i], y[i])
)]
+ h
√
D · N (0, 1).
We see that the term h
√
D ·N (0, 1) regulates the stochasticity of the model.
One should also recall how we calculate whether a path has changed at-
tractor, see figure 3.4. We have introduced into our program an Error pa-
rameter E. If a path lands more than E away from it’s original attractor in
any direction, than we say that it changed attractor. Now we can analyti-
cally determine the diffusion parameter. We know that the normal distri-
bution N (0, σ2) governs diffusion, and we now that 68% of all values fall
within one standard deviation, σ, of the mean. If we want the diffusion
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parameter D to be such that 68% of all jumps starting at an attractor to fall
within this Error area around the attractor, we need that:
h ·
√
D · σ < E
D <
(
E
σ · h
)2
.
With this formula we can thus calculate the diffusion value D for set levels
of h and E and for a set percentage of jumps we want to be within the E-
radius of the attractor.
If we for example want 95% of all jumps to be within distance E of the
attractor, we need to take 2 standard deviations, and we get:
D <
(
E
2σ · h
)2
Values we commonly use for parameters are E = 0.5 and h = 0.1. If we
want 68% of all jumps from the attractor to remain within distance E of the
attractor, we have that the value of D must be D <
( 0.5
1·0.1
)2
= 25.
Having obtained these results, we can now look at how different parame-
ters alter the percentage of paths that change attractor and when the limit
of the percentage of paths that change attractor is reached.
3.3 Closer look at diffusion effect
We want to study the effects of diffusion more thoroughly, and for that
reason we will alter the model slightly. Instead of letting the paths begin
in a grid, we will give every attractor an N ∈N number of paths to start in
that attractor. In every attractor the same number of N paths will start. We
will let the model run with diffusion, and if diffusion is high enough we
expect some paths to change attractor. After running the model for some
time we will look at how many paths will be present in each attractor.
What we are interested in is whether there will be an equilibrium situation,
thus every attractor having the same number of paths, or whether some
attractors will have more paths than others. We hope that this will give us
more insight into the effects of diffusion on our model.
We used the parameters a = b = 1, θ = 0.5, n = 4, Heun’s method
with h = 0.1 and tmax = 100, N = 1000 and D = 10. The results can be
seen in figure 3.8. The attractors are labelled in the same way as in figure
3.4, which is possible since the same differential equation parameters are
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used, namely a = b = 1, θ = 0.5 and n = 4. The phase plane belonging
to this configuration can be seen in figure 2.4, with the center attractor we
have numbered 1, the top-left attractor we have named attractor 2 and
the bottom-left attractor we have called attractor 3. In figure 3.8 we see
that the paths have the ability to change attractor quite freely with D =
10. We also see that an equilibrium situation is achieved, in that it seems
that from every attractor the paths have an equal probability to end up at
any of the other attractors. Simultaneously we also observe that after the
running time tmax only a few paths are not located at an attractor, or rather
a distance greater than E from an attractor (see figure 3.4).
Figure 3.8: Number of paths that change attractor per starting attractor.
We have tried to vary the diffusion level D to determine the effect of dif-
fusion on the ability of paths to change attractor.
In both figures 3.9a and 3.9b we have used the parameters a = b = 1,
θ = 0.5, n = 4, Heun’s method with h = 0.1 and tmax = 100 and N = 1000,
the same parameters as in figure 3.8. However, in figure 3.9a we have low-
ered the diffusion to D = 0.1. We clearly see the effects of lower diffusion
if we compare figures 3.9a to 3.8. In figure 3.9a paths no longer have the
ability to switch attractor when starting at an attractor. We also observe
that there are no paths which end up not at an attractor. This suggests
that at such a small level of diffusion, D = 0.1, the effect of the differential
equations dominates the diffusion.
In figure 3.9b we have increased diffusion to D = 50. We can now observe
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that a very large number of paths does not end up at an attractor after the
running time tmax. We can conclude that with such a high level of diffusion
the differential equations are dominated by the effects of diffusion.
(a) In this figure diffusion is set to
D = 0.1.
(b) In comparison with figure 3.8 the
diffusion parameter is increased to
D = 50 from D = 10.
Figure 3.9: In both figures it is shown where paths go that start at a particular
attractor.
Finally we would like to look at the effect of changing the parameters of
the differential equations on the attractors paths go to. For this reason we
want to study the parameter configuration a = b = 2, θ = 0.5 and n =
4. The phase plane of this configuration and the corresponding attractor
states can be found in figure 3.10, with the figures being obtained using
Heun’s method with tmax = 100 and h = 0.1, x0min = y0min = 0 to x0max =
y0max = 4 in steps of 0.1.
(a) Phase plane corresponding to the
parameters a = b = 2.
(b) Attractor state of figure 3.10a,
labeled for reference in figure 3.11.
Figure 3.10: Phase plane and corresponding attractors of the parameters
a = b = 2, θ = 0.5 and n = 4.
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We wanted to determine for this parameter configuration what attractor
paths would go to when starting at an attractor. For this we used the
parameters a = b = 2, θ = 0.5, n = 4, Heun’s method with h = 0.1 and
tmax = 100, N = 1000 and D = 10. The results can be seen in figure 3.11.
We see here that all paths, independent of their starting attractor, go to
attractor 1. This can be explained by the fact that the basin of attraction of
attractor 1 is very big in comparison to the basins of attraction of attractors
2 and 3 in this parameter configuration, which can clearly be seen in figure
3.10.
Figure 3.11: When altering the parameters to a = b = 2 all paths end up at
attractor 1, independent on the attractor where they started.
3.4 Starting in progenitor state
We are interested in modelling the in-vitro results obtained in the lab, and
thus we would like to know into which cell type the cells differentiate
when starting in the progenitor state. For this reason we let 1000 paths
start in the progenitor state (concentrations of both proteins are 0), and
determine to which attractor they move. We used the parameters a = b =
1, θ = 0.5, n = 4, Heun’s numerical method with h = 0.01 and tmax = 30,
D = 10. The results can be seen in figure 3.12a. We see that in this case
the paths go with an equal probability to the different attractors, and the
number of paths that end up outside an attractor is low.
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(a) The parameters a = b = 1 are used. (b) The parameters a = b are increased
to 2 from 1 (in figure 3.12a), yielding
completely different results.
Figure 3.12: Figures showing the attractors to which paths go that start in the
progenitor state.
If we now change the parameters slightly in comparison to figure 3.12a,
increasing a and b from 1 to 2, we get the result indicated in figure 3.12b.
We see that in this parameter configuration all paths go to attractor 1 from
the progenitor state, and once again the number of paths not ending up
at an attractor is quite small. This is in correspondence with the result
obtained in figure 3.11.
3.5 Heat map
Now we would like to determine the initial conditions that change attrac-
tor. Using this knowledge we can see numerically at which levels of dif-
fusion the diffusion effects are well-behaved and at which diffusion com-
pletely overrules the effects of the differential equations. We programmed
this, and using the parameters a = b = 1, θ = 0.5, x0min = y0min = 0 to
x0max = y0max = 2 in steps of 0.1, Heun’s method with tmax = 100 and
h = 0.1, D = 0.5 and N = 50 we obtained the result shown in figure 3.13a.
N stands for the number of paths we started at every initial condition and
with which we determined the percentage of paths that stay at their origi-
nal attractor.
We see that in figure 3.13a the paths are very well behaved. Diffusion plays
only a small role in altering the paths, and only when they start close to the
borders of the attractor basins. Using these heat maps we can now study
how higher levels of diffusion alter paths.
This we did in figure 3.13b, keeping all parameters the same as in figure
3.13a, but increased diffusion from D = 0.5 to D = 50. We now see that
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the influence of diffusion is far too great as there seems to be no pattern
detectable in the figure 3.13b. Also note that the scale is different from fig-
ure 3.13a, there are no more points where a higher number than 35% stays
at the original attractor. From this we can conclude that such a high level
of diffusion completely dominates the differential equations.
(a) Heat map showing the percentage of
paths that stay at their original attractor
for D = 0.5.
(b) Same parameters as in 3.13a, except
for D increased from 0.5 to 50, giving
more noise.
Figure 3.13: Heat maps showing the percentage of paths that stay at their
original attractor (note that the scales are different in both figures).
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Chapter4
Levy Jumps
The problem with noise is that with a certain probability the jump is enor-
mous. Admittedly, this probability is very low, but it nevertheless hap-
pens. Also, with diffusion the jumps happen at every time step and their
effect is highly varying. For this reason we have decided to also look at
the implementation of Levy jumps into the model. We will implement the
Levy jumps in the following way:
We will have a Poisson process governing the times at which jumps hap-
pen. For this we will be using an exponential distribution with parame-
ter λ. At each such jump the jump distance will be determined by a set
parameter, J. The jump times are further illustrated in figure 4.1. More
information on Poisson processes can be found in [3].
Figure 4.1: The Poisson point process used to model Levy Jumps. x1, x2, ... are
the times at which the jumps happen while W1, W2, ... all have the Exp(λ)
distribution.
The direction into which the jump will take place will be determined in
the following way: A random sample will be taken out of a uniform(0, 2pi)
distribution, uni f (0, 2pi). Let us call this sample U1. The x-coordinate of
the jump will now equal x = J cos(U1) and the y-coordinate of the jump
will equal y = J sin(U1). It is obvious that in this case the total jump
distance will be J, since (J cos(U1))
2 + (J sin(U1))
2 = J. Apart from the
Version of July 5, 2018– Created July 5, 2018 - 03:14
39
40
jumps, the paths are controlled by the differential equations
dx
dt
= a1
xn
θna1 + x
n + b1
θnb1
θnb1
+ yn
− k1x (4.1)
dy
dt
= a2
yn
θna2 + y
n + b2
θnb2
θnb2 + x
n − k2y, (4.2)
just like they were in chapter 2. The principle of Levy jumps is illustrated
in figure 4.2, where one can see the course of one path and several Levy
jumps.
Figure 4.2: An example of a path with Levy jumps.
In this way we will have a system with discrete jumps (and thus the dis-
tance of the jumps cannot happen to be enormous as with Diffusion) and
the jumps will not be happening continuously.
We implemented this model, and using the parameters a1 = b1 = a2 =
b2 = k1 = k2 = 1, θ = 0.5 and n = 4, Heun’s method with h = 0.01 and
tmax = 10, x0min = y0min = 0 to x0max = y0max = 2 in steps of 0.1, J = 0.1 and
the exponential parameter λ = 10 we got the result shown in figure 4.3a.
In figure 4.3b one can see the same parameters, only the rate governing
the exponential distribution, λ, increased from λ = 10 to λ = 30, ensuring
that jumps happen with a higher frequency.
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(a) In this phase plane we have set
λ to 10.
(b) Here λ is increased to 30,
ensuring a higher jump frequency.
Figure 4.3: Phase planes of Levy jumps with slightly different parameters.
We can see that figures 4.3a and 4.3b very much resemble the figures 2.4
(the standard model) and 3.2 (model with noise). We can thus conclude
that Levy jumps are another good method for modelling cell differentia-
tion. A problem we had with diffusion was that, especially when diffusion
is set high, quite a substantial percentage of paths would not go to any at-
tractor since there is a small but significant probability that at some point
diffusion is very high. Now that we know that Levy jumps give a good de-
scription of cell differentiation (at least we see the same type of behaviour
as before), we can further study the behaviour of Levy jumps and compare
it with diffusion.
The attractor states of figure 4.3b can be seen in figure 4.4.
Figure 4.4: Attractors of figure 4.3b.
Figures 4.3a and 4.3b give us interesting behaviour, since they show that
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the paths are mainly located in the plane between the 3 attractors, which
indicates that because of the Levy Jumps there is considerable jumping
from one attractor to the other. Figure 4.4 also seems to indicate this. We
will study this behaviour in more detail by examining what percentage of
paths change attractor and to which attractor these paths go.
4.1 Atractor change
We examined more closely what percentage of paths change attractor un-
der the influence of Levy jumps, just like we did in figure 3.5 in chapter 3.
We used the parameters a1 = b1 = a2 = b2 = k1 = k2 = 1, θ = 0.5 and
n = 4, Heun’s method with h = 0.01 and tmax = 10, x0min = y0min = 0 to
x0max = y0max = 2 in steps of 0.1, λ = 10 and J being varied from 0.01 to 0.2
in steps of 0.01. The results can be seen in figure 4.5.
Figure 4.5: Percentage of paths that change attractor with J being varied from
0.01 to 0.2
We see that this figure very closely resembles figure 3.5. It has two inter-
esting features, which the diffusion model (figure 3.5) also has. First of all,
at low levels of J, the percentage of paths that change attractor is quite low.
Afterwards a sharp increase follows which stabilizes at some limit. This
limit very much resembles the limit we have been examining in the diffu-
sion model. We think, because of our experience with the diffusion model,
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that this limit is caused by paths ending randomly in space, at a distance
further than E away from any attractor. We want to test this hypothesis by
making the same kind of graph as figure 3.8 in chapter 3.
We will let 1000 paths begin in each of the different attractors of the model,
the attractors being determined in the case of J set to 0, thus without
stochasticity. Afterwards we determine to which attractor the paths move
with integrated Levy jumps. We used as parameters a1 = b1 = a2 = b2 =
k1 = k2 = 1, θ = 0.5 and n = 4, Heun’s method with h = 0.01 and
tmax = 30, x0min = y0min = 0 to x0max = y0max = 2 in steps of 0.1, λ = 10
and J = 0.05. The results can be seen in figure 4.6. Here the attractor are
numbered in the same way as in figure 3.4.
Figure 4.6: What attractors the paths go to when starting at an attractor.
In figure 4.6 we see that quite a small number of paths end up not at an
attractor, but not many paths change attractor as well. We see that from
attractor 2 paths only change to attractor 1, but not further to attractor 3.
Thus we want to let the paths run for a longer time and increase J, to see
if this will allow the paths to change attractor more often and give them
the ability to jump from attractor 2 to attractor 3 and vice versa. This we
modelled in figures 4.7a and 4.7b. The parameters we used in both figures
are a1 = b1 = a2 = b2 = k1 = k2 = 1, θ = 0.5 and n = 4, Heun’s method
with h = 0.01 and x0min = y0min = 0 to x0max = y0max = 2 in steps of 0.1,
which are the same parameters as in figure 4.6. In figure 4.7a we have
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further used J = 0.07 and tmax = 50 (thus increasing those from J = 0.05
and tmax = 30 in figure 4.6), while in figure 4.7b we have further increased
the running time from tmax = 50 to tmax = 100.
(a) J = 0.07 and tmax = 50. (b) J = 0.07 and tmax = 100.
Figure 4.7: Figures showing the attractor to which paths go starting at an
attractor.
We see in figures 4.7a and 4.7b that with increased running time the abil-
ity of paths to cross from attractor 2 to attractor 3 increases and we achieve
an almost equal probability of paths ending up at the different attractors
when beginning in any attractor. We can for example see that the proba-
bility of ending up at attractor 1, 2 or 3 is almost equal when starting in
attractor 1.
4.2 Starting in progenitor state
We are interested in modelling the in-vitro results obtained in the lab,
and thus we would like to know into which cell type the cells differen-
tiate when starting in the progenitor state. For this reason we let 1000
paths start in the progenitor state (concentrations of both proteins are 0,
x0 = y0 = 0), and determine to which attractor they move. We used the
parameters a1 = b1 = a2 = b2 = k1 = k2 = 1, θ = 0.5 and n = 4, Heun’s
method with h = 0.01, tmax = 30, λ = 30 and J = 0.07. The results can
be seen in figure 4.8a. We know that without any stochasticity, the paths
go to attractor 1 from the progenitor state. This figure shows us that with
Levy jumps, the paths go to each of the attractor states in almost equal
numbers. Also, we notice that quite a large number of paths ends up not
at any attractor. In figure 4.8b we have used slightly different parameters
in comparison to figure 4.8a, we have set a1 = b1 = a2 = b2 = 2, thus
increasing them from 1 to 2.
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(a) The parameters
a1 = b1 = a2 = b2 = 1 are used.
(b) The parameters a1 = b1 = a2 = b2
are increased to 2 from 1 (in figure
4.8a), yielding completely different
results.
Figure 4.8: The attractor paths go to when starting in the progenitor state.
We see from figures 4.8a and 4.8b that altering the parameters of the dif-
ferential equations and not the parameters of the Levy jumps, as we have
been doing so far, has a great effect on the attractor to which paths go
when starting in the progenitor state, an effect we also noted in chapter 3.
We wanted to know the effect of varying both the jump distance J and the
exponential parameter λ on the percentage of paths that change attractor
when starting in the progenitor state. This is shown in figure 4.9. Here the
parameters a1 = b1 = a2 = b2 = k1 = k2 = 1, θ = 0.5 and n = 4, Heun’s
method with h = 0.01 and tmax = 50 are used, while J is varied from 0
to 0.5 in steps of 0.05 and λ is varied from 0 to 50 in steps of 2. In total
100 points are started from the progenitor state for every value of J and
λ. In figure 4.9 we clearly see that with increasing λ and J the percentage
of paths that change attractor increases, which was to be expected. We
also observe that only by increasing both parameters do we get a drastic
increase in the percentage of paths that change attractor, although it does
seem as if J has a stronger effect on the percentage of paths that change at-
tractor than λ. This is to be expected, since making one huge jump can im-
mediately bring a path into another attractor basin, while multiple small
jumps need to be directed in the same direction to change the attractor of
a path.
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Figure 4.9: The percentage of paths that change attractor with the paths starting
in the progenitor state and with the parameters J and λ varied.
4.3 Heat map
To understand the effect of Levy jumps even better we will introduce heat
maps, just like we did in subsection 3.5.
We used the parameters a1 = b1 = a2 = b2 = k1 = k2 = 1, θ = 0.5,
n = 4, Heun’s numerical method with h = 0.01 and tmax = 10, N = 50,
x0min = y0min = 0 to x0max = y0max = 2 in steps of 0.1, λ = 5 and J = 0.07.
The results can be seen in figure 4.10a.
In this figure we see the same behaviour as in figure 3.13a, with a clear
increase in paths that change attractor on the border of the basins of at-
traction of the different attractors.
In figure 4.10b we increased the rate at which the Levy jumps happen,
λ, from 5 to 30, leaving all other parameters the same. We now indeed
observe that the Levy jumps bring more randomness to the system. Nev-
ertheless, we still clearly observe that paths at the borders of the basins of
attraction change attractor more frequently than other paths.
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(a) Heat map showing the
percentage of paths that stay at
their original attractor for J = 0.07
and λ = 5.
(b) Same parameters as in 4.10a,
except for λ increased from 5 to 30,
ensuring more frequent jumps.
Figure 4.10: Heat maps of Levy jumps with slightly different parameters.
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Introducing Transcriptional Bursts
The models in chapters 3 and 4 give interesting results, but there is no bi-
ological reason for protein concentrations within the cell to be governed
by noise or Levy jumps. In this chapter we will try implementing a bio-
logically sound reason of stochasticity into Huang’s model, namely tran-
scription bursts. It has been discovered that mRNA production takes place
in transcriptional bursts, instead of mRNA being continually synthesized.
An hypothesis is that these transcription bursts are caused by DNA fold-
ing. When the DNA on which a gene is located is folded, the DNA of
this gene can not be transcribed. On the other hand, when the DNA of
a gene is not folded, the expression rate of the gene is very high. The
transitions between folded and unfolded DNA are random. Furthermore,
DNA spends a much longer time in the folded state than in the unfolded
one. This gives rise to transcription bursts, which happen when DNA is
in the unfolded state. These transcription bursts are thus also random. It
has also been hypothesized that different genomic locations have the tran-
scriptional bursts at different times. This leads to genes whose genomic
lo cation is close to each other having the transcriptional bursts simulta-
neously, while if genes are integrated into different genomic locations, the
bursts of their transcription occur at different times.
In the article by Raj et al [5] the following method was used to model
transcriptional bursts. A gene had an active state A, during which tran-
scription of genes is very efficient, and an inactive state I, during which
transcription is very low. When a gene is in state A it is experiencing a
transcriptional burst. The reactions used by Raj et al [5] to describe this
process are:
I λ→ A (5.1)
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A
γ→ I (5.2)
A
µ→ A + m (5.3)
m δ→ ∅. (5.4)
Here λ is the rate to go from the inactive state I to the active state A, γ is
the rate to go the opposite way, µ is the rate of transcription when the gene
is in the active state and δ is the decay rate of proteins. Finally, m is the
total number of protein molecules.
Raj et al [5] found that if one assumes γ >> λ and γ > δ, the steady state
probability density function of the amount of protein molecules is given
by the Gamma distribution:
ρ(m) =
(
γ
µ
) λ
δ
Γ(λδ )
m(
λ
δ−1)e−
γ
µm. (5.5)
These assumptions are sound, since they corresponds to the rate of going
from the inactive to the activate state being considerably lower than the
rate of going back to the inactive state from the active one, which is bio-
logically reasonable since transcriptional bursts are infrequent and short.
We will try to integrate transcriptional bursts into Huang’s model, which
has been discussed in detail in chapter 2.
First of all, we note that in Huang’s model
dx
dt
= a1
xn
θna1 + x
n + b1
θnb1
θna1 + y
n − k1x
dy
dt
= a2
yn
θna2 + y
n + b2
θnb2
θnb2 + x
n − k2y
the factors k1, k2 are the decay rates and play the same role as the δ param-
eter in equation 5.4.
The factors a1 x
n
θna1+x
n + b1
θnb1
θna1+y
n and a2
yn
θna2+y
n + b2
θnb2
θnb2
+xn govern the tran-
scription of the genes and play the same role as µ in equations 5.3.
Now we want to introduce two states into our model which would corre-
spond to the inactive and active states. We will use the same notation as
in equations 5.1-5.2. and call them the states I and A respectively. We will
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use a Markov process to model jumps between those 2 states, and here we
will also stick to the same notation as Raj et al [5], using λ as the rate to go
from the inactive state I to the active state A and γ as the rate to go from
the active state A to the inactive state I. In the inactive state I we want the
transcription of protein x to be suppressed, so we introduce a constant ix
which suppresses the production of protein x when the system is in state
I. Likewise we introduce a constant ax which increases the production of
protein x when the system is in the active state A. We have of course that
ix < ax, to ensure higher gene synthesis in the active state then in the inac-
tive one. In the same way we introduce parameters iy and ay for protein y,
and we similarly have iy < ay. With this we obtain the following reactions
describing Huang’s model with transcription bursts:
State I for x:
dx
dt
= ix
(
a1
xn
θna1 + x
n + b1
θnb1
θna1 + y
n
)
− k1x (5.6)
State A for x:
dx
dt
= ax
(
a1
xn
θna1 + x
n + b1
θnb1
θna1 + y
n
)
− k1x (5.7)
State I for y:
dy
dt
= iy
(
a2
yn
θna2 + y
n + b2
θnb2
θnb2 + x
n
)
− k2y (5.8)
State A for y:
dy
dt
= ay
(
a2
yn
θna2 + y
n + b2
θnb2
θnb2 + x
n
)
− k2y. (5.9)
We have that the parameters ix, ax, iy and ay govern both the auto-activation
and inhibition of the proteins, but not their degradation. This is because
both auto-activation and inhibition regulate protein levels by altering gene
transcription, which takes place on the DNA, while protein degradation
happens in the cytoplasm.
Independent Markov processes governs whether the proteins x and y are
in state A or I, and these Markov processes look as follows:
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Figure 5.1: Markov Processes govern in which state the proteins x and y are.
Both Markov processes are independent.
We hereby have that λx, λy, γx and γy are parameters of the exponential
distribution, and thus the rates to go from one state to another are expo-
nentially distributed. Note that the x and y protein are governed by inde-
pendent processes, thus both proteins do not have to be simultaneously in
the active or inactive state. More information on Markov processes can be
found in [3].
We implemented this model using the parameters λx = λy = 30,γx =
γy = 20, ix = iy = 0.5, ax = ay = 2, a1 = b1 = a2 = b2 = k1 = k2 = 1,
θ = 0.5 and n = 4, x0min = y0min = 0 to x0max = y0max = 3 in steps of
0.5, Heun’s method with h = 0.01 and tmax = 10, and obtained the results
illustrated in figures 5.2a and 5.2b.
(a) Phase plane of the model with
transcriptional bursts.
(b) Attractor space belonging to figure
5.2a.
Figure 5.2: A phase plane and the corresponding attractors of the model with
transcription bursts.
We see from these figures that they resemble the behaviour of the Huang’s
model, figure 2.4, where stochasticity is not present. We also see that tran-
scriptional bursts give a similar stochasticity to that of diffusion, which
can be seen in figure 3.1b. Thus transcriptional bursts give similar results
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as diffusion, in that the overall behaviour does not change but stochastic-
ity is added.
One can see this behaviour even better in figures 5.3a and 5.3b, where the
same parameters are used as in figures 5.2a and 5.2b, but more paths are
started, with x0min = y0min = 0 to x0max = y0max = 3 in steps of 0.1. We
see in figure 5.3b, where we used E = 0.1, that there are many different
”stochastic attractors” located in clumps, and each clump is close to where
the attractor should be located in the case with no stochasticity, see figure
2.5 (the same parameters are used in figures 5.3a and 2.5).
(a) Phase space with the same parameter
as in figure 5.2a but with more paths.
(b) Attractor states belonging to figure
5.3a
Figure 5.3: A phase plane and the corresponding attractors with the same
parameters as in figure 5.2 but with more paths.
5.1 Percentage of paths that change attractor
We now would like to deduce the ability of transcription bursts in chang-
ing the attractor a path goes to, as compared to the case without stochas-
ticity. We are going to determine this in a similar way as we did with
diffusion, thus we will determine the percentage of paths that change at-
tractor in the model with transcription bursts as compared to the case with
no transcription bursts.
As we did in section 3.1, we would to introduce error bars. We will thus
have a parameter N controlling the error, with N being the number of sam-
ples we have per parameter set. More information on error can be found
in section 3.1. We used the parameters λx = λy = 30,γx = γy = 20, a1 =
b1 = a2 = b2 = k1 = k2 = 1, θ = 0.5 and n = 4, x0min = y0min = 0
to x0max = y0max = 3 in steps of 0.1, Heun’s method with h = 0.01 and
tmax = 10, N = 20, ix = iy = 0.5, while varying ax = ay from 1 to 2
in steps of 0.1. The results are shown in figure 5.4. In this figure it ap-
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pears as if a maximum of the percentage of paths that change attractor is
reached around the level of ax = ay = 2, while afterwards the percentage
goes down and a limit seems to appear. We do not completely understand
these results, and thus we want to have a better look the percentage of
paths that change attractor.
Figure 5.4: Percentage of paths that change attractor while varying ax = ay.
To study transcription bursts in further detail, we will introduce a simpli-
fied model with less free parameters, in the same way as has been done in
previous chapters. Our simplified model looks as follows:
State I for x:
dx
dt
= I ·
(
a
xn
θn + xn
+ b
θn
θn + yn
)
− x (5.10)
State A for x:
dx
dt
= A ·
(
a
xn
θn + xn
+ b
θn
θn + yn
)
− x (5.11)
State I for y:
dy
dt
= I ·
(
a
yn
θn + yn
+ b
θn
θn + xn
)
− y (5.12)
State A for y:
dy
dt
= A ·
(
a
yn
θn + yn
+ b
θn
θn + xn
)
− y. (5.13)
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A continuous Markov process is still governing whether the path is in state
A or I. We now use the capital letters A and I for the parameters of the
active and inactive states as well as to denote the active and inactive state,
to prevent confusion with the small letter a used for the auto-activation of
the proteins x and y.
5.2 Switched system
To determine what percentage of paths change attractor in the model with
transcription bursts, we need to have a control case with which we can
compare. In the diffusion system, this is very easy, since one simply com-
pares with the system without diffusion.
However, such an easy solution is not present in the case of transcription
bursts. There is no simple control case, as we are dealing with a switched
system. The paths switch from one system with certain parameters to an-
other system with different parameters. So far we took as control case the
system with A = I = 1 (see figure 5.4). However, this is only an approxi-
mation of a control case.
For this reason we came up with a better idea. Our control case on the ba-
sis of which we are going to determine how many paths switch attractor is
going to be the model in which the paths switch from state I to state A in
exactly the time 1λ and the other way around in exactly the time
1
γ , which
are the means of the exponential distributions governing the switch rates.
In this way the system is completely deterministic, while the stochasticity
of transcription bursts is given by the fact that these rates are stochastically
determined. This principle is demonstrated in figure 5.5.
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(a) In the control state the times to
switch between states A and I are
deterministic.
(b) The stochasticity of the normal case
is caused by the fact that the time
intervals between switches between
both states are random variables.
Figure 5.5: Examples of a control case and a normal case. The times of the
switches between states A and I are deterministic in the control case but
stochastic in the normal case.
We have implemented these ideas, and using the parameters λ = 20,γ =
30, a = b = 2, θ = 0.5 and n = 4, x0min = y0min = 0 to x0max = y0max = 2 in
steps of 0.1, Heun’s method with h = 0.01 and tmax = 100, I = 0.5, N = 20
and varying A from 0.6 to 2 in steps of 0.1 we obtained figure 5.6. In this
figure one sees that the percentage of paths that change attractor is quite
low with varying A.
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Figure 5.6: Percentage of paths that change attractor compared with varying A.
5.3 Heat Map
Just like we did with diffusion (section 3.5) and Levy jumps (section 4.3),
we introduced a heat map to give us a better understanding of the effect
transcription bursts have on path behaviour.
We used the parameters λ = 20,γ = 30, a = b = 2, θ = 0.5 and n = 4,
x0min = y0min = 0 to x0max = y0max = 2 in steps of 0.1, Heun’s method with
h = 0.01 and tmax = 50, I = 0.5, A = 1 and N = 50. The results of this can
be seen in figure 5.7a. We see that this figure very much resembles figures
3.13a and 4.10a. This is because the paths that change attractor lie on the
boundaries of the basins of attraction, and these boundaries can clearly be
seen in figure 2.4.
Now we would like to see what happens when the randomness of the sys-
tem is increased. To achieve this we kept all parameters the same as in
figure 5.7a, except for increasing A from 1 to 3. The results are shown in
figure 5.7b. A clear pattern is still visible with paths on the boundaries
of attractor basins changing attractors more frequently than other paths.
Comparing figure 5.7 with figures 3.13 and 4.10 we see that in figure 5.7a
almost no paths change attractor at the place where all 3 attractor basins
border in comparison with figures 3.13 and 4.10. We furthermore see that
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in figure 5.7b paths more often change attractor from the basins of attrac-
tion of the second and third attractor than from the first attractor. This
behaviour was also not observed in figures 3.13 and 4.10. We do not have
a clear understanding of both phenomena.
(a) Heat map showing the percentage of
paths that stay at their original attractor
for I = 0.5, A = 1, λ = 20 and γ = 30.
(b) Heat map with the same parameters
as figure 5.7a, except for A increased to
3 from 1.
Figure 5.7: Heat maps showing the effect of transcription bursts on the
percentage of paths that change attractor.
5.4 Distribution of the protein concentration
We are interested whether our model gives the Gamma distribution of the
protein concentration derived by Raj et all [5] (equation 5.5). The distribu-
tion derived by Raj et all is given by:
ρ(m) =
(
γ
µ
) λ
δ
Γ(λδ )
m(
λ
δ−1)e−
γ
µm. (5.14)
To study whether our model gives the Gamma distribution we will look at
only one protein, protein x, and determine what the distribution is of the
protein’s concentration. Our system will thus look as follows:
State I for x:
dx
dt
= I ·
(
a
xn
θn + xn
)
− x
State A for x:
dx
dt
= A ·
(
a
xn
θn + xn
)
− x
We note that in this system, if the level of protein x becomes 0, the concen-
tration can afterwards never rise above 0. Note that this is only a defect of
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this system with 1 protein, in our normal system of ODEs with 2 proteins
this is not the case. Nevertheless, because of this we need to choose our
parameters such that the protein level will not likely fall all the way to 0.
We used the parameters a = b = 1, θ = 0.5, n = 4, Heun’s method
with h = 0.01 and tmax = 10000, λ = 10, γ = 30, I = 0.5, A = 7 and
xbegin = 1. With these parameters we got figure 5.8. In figure 5.8 we
also plotted the Gamma distribution, with rate β = 10 and shape α = 20.
Equation 5.14 tells us that the rate of the gamma distribution should be γµ ,
while the shape should be λδ . In our model we also have the parameters
γ and λ, but the parameters µ and δ we do not have, as these are given in
our model by (I ∧ A) · a xnθn+xn and −x respectively (see equations 5.1-5.4
for more information). We assumed the degradation rate δ to be 1 in our
model. For the average gene expression rate we have:
µ =
I · a xnθn+xn · 1λ + A · a x
n
θn+xn · 1γ
1
λ +
1
γ
=
0.5 · 110 + 7 · 130
1
10 +
1
30
· x
n
0.5n + xn
=
= 2.125 · x
n
0.5n + xn
.
We are left to give an approximation of x
n
0.5n+xn . We know this expression
is always lower than 1. From trial and error we noticed that the value
0.7 gives the best fit for the Gamma distribution in figure 5.8, which is a
reasonable estimate. For the approximation x
n
0.5n+xn = 0.7 we obtain that
µ = 2.125 · 0.7 = 1.5. With this we arrived at the parameters of the Gamma
distribution, the rate being γµ =
30
3
2
= 20 and the shape being λδ =
10
1 = 10.
We can see from figure 5.8 that the protein concentration we found and
the gamma distribution agree almost perfectly, and thus our model agrees
with the results obtained by Raj et all [5] . Note that in figure 5.8 the protein
level never reached 0, so this did not influence the results.
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Figure 5.8: Distribution of the protein concentration with transcription bursts,
with the gamma distribution plotted on top.
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Chapter6
Extending Huang’s model with a
progenitor gene
We would like to extend the dynamical model by Huang et al, discussed
in chapter 2, by introducing a progenitor gene. It has been observed that
there are progenitor factors in cells, which ensure the cell keeps it’s ability
to differentiate into different cell types. We would like to introduce these
factors into the model by Huang et al by making a 3-way symmetrical gene
regulatory network, as can be seen in figure 6.1. In this model every gene
has auto-activation while inhibiting the expression of the other genes. We
thus have the same mechanisms as in Huang’s model. The three genes are
denoted by x, y and z.
Figure 6.1: Scheme of the GRN with an extra progenitor gene (Z) added.
This model leads to the following system of differential equations with 3
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proteins, denoted by x, y and z:
dx
dt
= a1
xn
θna1 + x
n + b1
θnb1
θnb1
+ yn
+ c1
θnc1
θnc1 + z
n − k1x (6.1)
dy
dt
= a2
yn
θna2 + y
n + b2
θnb2
θnb2 + x
n + c2
θnc2
θnc2 + z
n − k2y (6.2)
dz
dt
= a3
zn
θna3 + z
n + b3
θnb3
θnb3 + x
n + c3
θnc3
θnc3 + y
n − k3z. (6.3)
This is only a small adjustment of the system of differential equations pro-
posed by Huang et al [2] and discussed in chapter 2. The z gene plays the
role of a progenitor gene and ensures that cells can go back to a progenitor
state.
We started studying this extended model because of in-vitro results found
by the Semrau-lab, which will be discussed in the next section.
6.1 In vitro results
The Semrau-lab has been studying the differentiation of embryonic mouse
cells, and they have looked in particular at the differentiation of pluripo-
tent mouse embryonic stem cells (mESC’s) into XEN-like cells and Ectoderm-
like cells [6]. During their research they have found certain transcription
profiles responsible for cell differentiation. These were transcription pro-
file P, responsible for the pluripotency, transcription profile X, responsible
for differentiation into XEN-like cells and transcription profile E, respon-
sible for differentiation into Ectoderm-like cells. A transcription profile is
the transcription of numerous proteins, which together seem to be respon-
sible for certain cell behaviour. We will treat the transcription profiles as
single proteins, since although a single transcription profile corresponds
to the expression of multiple proteins, the expression of proteins in a sin-
gle profile is linked.
Furthermore, the Semrau-lab has found the following four behaviour pat-
terns of cell differentiation, which we will number 1 through 4.
Case 1: mESCs were placed in medium containing GSK inhibitor and
Mek inhibitor. In this situation the cells stayed in a pluripotent state, as
is shown in figure 6.2a. This was associated with high levels of expression
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of the Pluripotent gene P and low levels of the other two genes.
Case 2: When the mESCs where placed in a medium containing RA (Retinoic
acid), the behavior as shown in figure 6.2b was observed. Here one can see
that all cells differentiate into either XEN-like cells or Ectoderm-like cells.
This was associated with high levels of protein E or X. Since cells started in
a pluripotent state, the initial concentration of P protein was high. As cells
differentiated this concentration dropped and instead the concentrations
of the E and X proteins increased.
Case 3: When mESCs were subjected to N2B27 differentiation, with nei-
ther GSKi, Meki or RA, all cells differentiated into Ectoderm-like cells, as
is shown in figure 6.2c. Thus, the concentration of P protein decreased
while the concentration of E protein increased.
Case 4: When mESC cells are placed in a medium containing both Meki
and RA, radically different behaviour can be observed. Some cells differ-
entiate into Ectoderm-like cells, while some cells go to a ”jammed state”,
a state in between pluripotency and Ectoderm-like differentiation, charac-
terized by high levels of both Pluripotency and Ectoderm proteins. This
can be seen in figure 6.2d.
The plots in figure 6.2 are not actual results obtained by the Semrau-lab
but instead just drawings of the observed behaviour.
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(a) Case 1: Cells in a medium with
GSKi+MEKi stay pluripotent.
(b) Case 2: Cells in a medium with
RA differentiate into either
XEN-like or Ectoderm-like cells.
(c) Case 3: Cells in a N2B27
medium differentiate into
Ectoderm-like cells.
(d) Case 4: Cells in a ”jammed
state”, caused by a Meki and RA
medium.
Figure 6.2: The four different behaviours of mESC differentiation found by
Semrau et all [6].
6.2 Modelling in vitro results
We would like to use our proposed model with 3 genes to be able to un-
derstand these in-vitro results by the Semrau-group, and in particular the
jammed state in figure 6.2d
However, before we start doing this we would like to cut the number of
parameters in our equations 6.1-6.3. At this moment we have 22 free pa-
rameters and thus we want to diminish this number by imposing biologi-
cally sound conditions.
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The first condition we impose is that the degradation rate of each of the
three proteins, k1, k2, k3 is the same and equal to 1. This is biologically
sound, since the degradation rate of proteins in the plasma is quite the
same for all proteins. We have furthermore set k1 = k2 = k3 = 1, since we
can rescale the other parameters to compensate for this.
Another condition we impose is that θ := θa1 = θb1 = θc1 = θa2 = θb2 =
θc2 = θa3 = θb3 = θc3 . We argue this is reasonable because the mechanisms
for auto-activation and inhibition for all 3 proteins should work the same,
and thus the parameter governing these should be the same.
Our system of differential equations now becomes:
dx1
dt
= a1
xn1
θn + xn1
+ b1
θn
θn + xn2
+ c1
θn
θn + xn3
− x1 (6.4)
dx2
dt
= a2
xn2
θn + xn2
+ b2
θn
θn + xn1
+ c2
θn
θn + xn3
− x2 (6.5)
dx3
dt
= a3
xn3
θn + xn3
+ b3
θn
θn + xn1
+ c3
θn
θn + xn2
− x3. (6.6)
We are thus left with 11 parameters, a1, b1, c1, a2, b2, c2, a3, b3, c3, θ and n.
With this model we tried to simulate the in-vitro results shown in figure
6.2 by varying the parameters of equations 6.4-6.6. We let numerous paths
start in the progenitor state, thus with high levels of z, the progenitor gene,
but with low levels of both x and y, the differentiation genes. For this
we used the parameters z0min = 0.4, z0max = 1.2, x0min = y0min = 0 and
x0max = y0max = 0.3 in steps of 0.1, Heun’s method with h = 0.1 and
tmax = 10. We have tried to model the 4 behaviours seen in figure 6.2,
and our attempts can be seen in figure 6.3. Our models of the 4 observed
in-vitro cases we will also number 1 through 4, just like we did in figure
6.2.
Case 1: We used the parameters a1 = 1, b1 = c1 = a2 = b2 = c2 = a3 =
b3 = c3 = 0.2, θ = 0.5 and n = 4. The results of this can be seen in figure
6.3a. In the figure one can see that all cells stay in a progenitor state, since
their z-value stays high while their x-and y-values do not increase.
Case 2: We also wanted to model cells beginning in a progenitor state and
going to a differentiated state. For this we used the parameters a1 = b1 =
c1 = 0.2, b2 = b3 = 0.5, c2 = c3 = 0, a2 = a3 = 1, θ = 0.5 and n = 4. With
this we got the results indicated in figure 6.3b. In the figure we clearly see
that the paths are bifurcating towards 2 differentiated states.
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Case 3: Now we are interested in a parameter configuration in which all
paths lead to differentiation into the same cell type. Using the parameters
a1 = a3 = 0, a2 = 1.5, b1 = b2 = b3 = c1 = c2 = c3 = 0.2, θ = 0.5 and
n = 4 we obtained such behaviour. This is shown in figure 6.3c.
Case 4: Now we would like to find the jammed state. We used the param-
eters a1 = 0.75, a3 = 0, a2 = 1.5, b1 = c1 = 0.1, b2 = b3 = c2 = c3 = 0.2,
θ = 0.5 and n = 4 to achieve such a state. This is shown in figure 6.3d.
(a) Case 1: All paths stay in the
progenitor state.
(b) Case 2: Paths bifurcate into two
differentiated states.
(c) Case 3: All cells differentiate into
Ectoderm cells.
(d) Case 4: A jammed state is visible
in addition to a differentiated state.
Figure 6.3: We tried to model the 4 behaviour pattern of mESC differentiation
observed in-vitro by Semrau et all and shown in figure 6.2.
Now that we know all 4 types of behaviour found by the Semrau-group
can be obtained from our model, we are interested in studying the model
in further detail. The behaviours shown in figure 6.3 we have found by
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trial and error, and thus we do not have general knowledge about our
proposed 3-way model. To achieve this we would like to make a figure
similar to figure 2.10, because this might show us the different behaviours
corresponding to different parameter values. We are particularly inter-
ested in the jammed state, since to achieve the jammed state we needed to
tune our parameters very precisely.
We have tried several methods to obtain general parameter values for the
jammed state. However, we did not succeed. An example of an attempt to
find the jammed state is discussed below:
As we cannot display figures in more than 3 dimensions, we can only vary
3 parameters simultaneously. For this reason we will first simplify the
model to have only 3 parameters. We are trying to find the jammed state
shown in figure 6.2d, and thus we will set a3 = 0, since we are only inter-
ested in the interaction between the proteins z (P) and x (E). Lastly we take
b := b1 = b2 = b3 = c1 = c2 = c3. This we take because it can be argued
that the inhibition of all the proteins by the other proteins goes in the same
way and is thus governed by the same rate. However, we also do this out
of necessity, because we can only vary 3 parameters simultaneously. With
these changes we get the system of ODEs:
dz
dt
= a1
zn
θn + zn
+ b
θn
θn + xn
+ b
θn
θn + yn
− z
dx
dt
= a2
xn
θn + xn
+ b
θn
θn + zn
+ b
θn
θn + yn
− x
dy
dt
= 0
yn
θn + yn
+ b
θn
θn + zn
+ b
θn
θn + xn
− y
Now we can vary the parameters a1, a2 and b to try and find the pa-
rameter configurations that correspond to different numbers of attractors.
We used the parameters θ = 0.5, n = 4, Heun’s method with h = 0.1
and tmax = 100, z0min = 0.4 till z0max = 1.2 and x0min = y0min = 0 till
x0max = y0max = 0.3 in steps of 0.1. This gave us the result shown in figure
6.4. Note that in this figure we implemented the ways to filter out unstable
steady states discussed in section 2.2.3. Here we see that there are points
with 2 attractors, and possibly these are states with a jammed state and
a fully differentiated state.. However, unlike figure 2.10, we see no clear
areas with a certain number of attractors.
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Figure 6.4: Number of attractors per parameter set.
Now we would like to see what kind of behaviour a point with 2 attractors
found in figure 6.4 has. For this we looked at 2 points, both of which are
shown in figure 6.5. In both cases we used the parameters z0min = 0.4,
z0max = 1.2, x0min = y0min = 0 and x0max = y0max = 0.3 in steps of 0.1, Heun’s
method with h = 0.1 and tmax = 100.
The first point we looked at is the point with parameters a1 = 0.7, a2 = 1
and b = 0.1. According to figure 6.4 this point has 2 attractors. The paths
of that point are shown in figure 6.5a, and indeed 2 attractors are present,
but this is not the jammed state we were looking for.
Another attempt was made by looking at the point a1 = 1.5, a2 = 1.2 and
b = 1. The paths of this point are shown in figure 6.5b. Unfortunately this
is also not the jammed state we are looking for.
(a) A state with 2
attractors.
(b) A state with 2
attractors.
Figure 6.5: Two states with 2 attractors, which were found via figure 6.4 are
shown here. Unfortunately both do not have the jammed state we are looking
for.
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AppendixA
Numerical methods for solving
Differential Equations
In order to model gene regulatory networks we need to solve differential
equations numerically. There are several methods available, and 4 of those
will be discussed here.
A.1 Euler forward method
First we will discuss the most intuitive method, the Euler forward method.
This method solves differential equations by an iterative method which
works as follows.
Lemma 1 (Euler forward Method). For a differential equation
P(X > s + t|X > t) = P(X > s) for s, t > 0
dx
dt
= f (t, x(t)) with initial conditions x(t0) = x0
we choose a step size value h and a N ∈ N and set tn = t0 + n · h with n ∈ N,
n ≤ N. Each iteration of the Euler forward method increases tn to tn+1 = tn + h,
until tmax = t0 + N · h. For the differential equations we now set:
xn+1 = xn + h · f (tn, xn) with initial conditions x0(t0) = x0.
Proof. The derivation of the Euler forward method is very simple. From
the definition of the derivative of a function we have that:
x′(t) = lim
h→∞
x(t + h)− x(t)
h
.
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Rewriting this gives us:
x(t + h) = x(t) + h · x′(t) for h→ ∞.
Using that x′(t) = f (t, x(t)) indeed gives us the Euler forward method:
xn+1 = xn + h · f (tn, xn).
The local truncation error of the Euler forward method is O(h2), giving a
global truncation error of O(h).
A simple program has been written to solve the system of differential
equations
dx
dt
= −y, dy
dt
= x with initial conditions x(0) = 1 and y(0) = 0 (A.1)
using the Euler forward method. It is trivial to see that the solution of this
system of ODEs is given by:
x(t) = cos(t), y(t) = sin(t).
We further know that if we map these function into the x− y-plane we get
S2. We see that this is approximately what the Euler method gives us for
h = 0.1 and tmax = 10, see figure A.1.
Figure A.1: Euler forward method for dxdt = −y and dydt = x with initial
conditions y(0) = 0 and x(0) = 1, using h = 0.1 and tmax = 10.
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A.2 Midpoint method
The Euler forward method is however not the only method to numerically
solve differential equations, and even more, it is the simplest one with
most error. For that reason we will also look at several other methods for
solving differential equations numerically. These methods are described
in more detail in the book by Vuik [8]. The first we will consider is the
midpoint method, which is only a small alteration of the Euler forward
method, but with less error.
Lemma 2 (Midpoint method). For the differential equation
dx
dt
= f (t, x(t)) with initial conditions x(t0) = x0
we choose a step size value h and a N ∈ N and set tn = t0 + n · h with n ∈ N,
n ≤ N. Each iteration of the midpoint method increases tn to tn+1 = tn + h,
until tmax = t0 + N · h. For the differential equations we now set:
xn+1 =xn + h · f (tn + h2 , xn +
h
2
f (tn, xn))
with initial conditions x0(t0) = x0.
Proof. The proof of the midpoint method is very similar to the proof of the
Euler method. In the proof we use the more exact slope formula, given by:
x′(t + h
2
) ≈ x(t + h)− x(t)
h
.
Rewriting this gives us:
x(t + h) = x(t) + h · x′(t + h
2
).
Using that x′(t) = f (t, x(t)) this indeed gives us the midpoint method:
xn+1 =xn + h · f (tn + h2 , xn +
h
2
f (tn, xn)).
The midpoint method has a step error of order O(h3), giving it a global
error of order O(h2).
We have programmed the midpoint method in R, and using exactly the
same system of differential equations A.1 and parameters (h = 0.1, tmax =
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10) as in the example of the Euler forward method, we obtained the result
shown in figure A.2. From the comparison of the Euler method, figure
A.1, with the midpoint method, figure A.2, one can see that the midpoint
method, in the case of this system of differential equations at least, gives
better results.
Figure A.2: I changed the title of this figure. Midpoint method for dxdt = −y and
dy
dt = x with initial conditions y(0) = 0 and x(0) = 1, using h = 0.1 and
tmax = 10.
A.3 Heun’s method
A third commonly used method is the Heun’s method.
Lemma 3 (Heun’s method). For the differential equation
dx
dt
= f (t, x(t)) with initial conditions x(t0) = x0
we choose a step size value h and a N ∈ N and set tn = t0 + n · h with n ∈ N,
n ≤ N. Each iteration of Heun’s method increases tn to tn+1 = tn + h, until
tmax = t0 + N · h. For the differential equations we now set:
xn+1 =xn +
h
2
[ f (tn, xn(t)) + f (tn+1, xn + h · f (tn, xn))]
with initial conditions x0(t0) = x0.
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Proof. We have that:
xn+1 = xn +
∫ tn+1
tn
f (t, x(t))dt ≈
≈ xn + tn+1 − tn2 [ f (tn, xn(t)) + f (tn+1, xn+1(t))].
We thus have an implicit method, since xn+1 occurs on both sides of the
equation. To make the method explicit, we introduce the Euler forward
method to predict xn+1 in f (tn+1, xn+1(t)). The Euler prediction of xn+1 is
given by:
xn+1 ≈ xn + h · f (tn, xn).
With this we get:
xn+1 ≈ xn + h2 [ f (tn, xn(t)) + f (tn+1, xn + h · f (tn, xn))].
Heun’s step truncation error is O(h3), giving a global truncation error of
O(h2).
We also programmed Heun’s method in R, and using the same system of
differential equations A.1 and parameters (h = 0.1, tmax = 10) as in the
previous two examples, we obtained the result shown in figure A.3. We
see that Heun’s method is better than the Euler forward method (figure
A.1) and gives about the same results as the midpoint method (figure A.2).
Figure A.3: Heun’s method for dxdt = −y and dydt = x with initial conditions
y(0) = 0 and x(0) = 1, using h = 0.1 and tmax = 10.
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A.4 Runge-Kutta fourth-order Method
The Runge-Kutta (RK) methods are a group of methods of higher-order ac-
curacy used to solve differential equations numerically. The fourth-order
method is the most commonly used of all RK methods.
Lemma 4 (Runge-Kutta fourth-oder method). For a differential equation
dx
dt
= f (t, x(t)) with initial conditions x(t0) = x0
we choose a step size value h and a N ∈ N and set tn = t0 + n · h with n ∈ N,
n ≤ N. Each iteration of the RK4 method increases tn to tn+1 = tn + h, until
tmax = t0 + N · h. For the differential equations we now set:
xn+1 = xn +
1
6
(k1 + 2k2 + 2k3 + k4) with initial conditions x0(t0) = x0
and
k1 = h · f (tn, xn)
k2 = h · f (tn + 12h, xn +
1
2
k1)
k3 = h · f (tn + 12h, xn +
1
2
k2)
k4 = h · f (tn + h, xn + k3).
Proof. The proof of the RK4 method is quite long, not very insightful and
can be easily found in the literature. Therefore we will not prove the RK4
method here but instead only give a justification.
Simpson’s rule for integration tells us that:
x(tn + h) =
= x(tn) +
∫ tn+h
tn
f (t, x(t))dt ≈
≈ x(tn) + h6
[
f (tn, x(tn)) + 4 f (tn +
h
2
, x(tn +
h
2
)) + f (tn + h, x(tn + h))
]
.
We have that f (tn, x(tn)) is approximated by k1 while the values of f (tn +
1
2 h, x(tn +
1
2 h)) and f (tn + h, x(tn + h)) have to be predicted. In our case
the value f (tn + 12 h, x(tn +
1
2 h)) is predicted by both k2 and k3, while f (tn +
h, x(tn + h)) is predicted by k4.
The RK4 method has a local truncation error of O(h5), giving it a global
error of O(h4). This gives the RK4 method the lowest order error of the
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methods discussed thus far.
We have programmed the RK4 method in R, again using the same param-
eters (h = 0.1, tmax = 10) and system of differential equations A.1 as in
the previous examples. Although the RK4 method is of order O(h4), and
the step size error is generally lower than for the other methods, we see
that for this particular system of differential equations the midpoint and
Heun’s methods are more precise. The RK4 method is illustrated in figure
A.4.
Figure A.4: RK4 method for dxdt = −y and dydt = x with initial conditions y(0) = 0
and x(0) = 1, using h = 0.1 and tmax = 10.
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