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STOCHASTIC CONTROL OF TIDAL DYNAMICS EQUATION WITH LE´VY
NOISE
POOJA AGARWAL, UTPAL MANNA, AND DEBOPRIYA MUKHERJEE
Abstract. In this work we first present the existence, uniqueness and regularity of the strong
solution of the tidal dynamics model perturbed by Le´vy noise. Monotonicity arguments have
been exploited in the proofs. We then formulate a martingale problem of Stroock and Varadhan
associated to an initial value control problem and establish existence of optimal controls.
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1. Introduction
Ocean-tide information has considerably many applications. The data obtained is used to solve
vital problems in oceanography and geophysics, and to study earth tides, elastic properties of the
Earth’s crust and tidal gravity variations. It is also used in space studies to calculate the trajec-
tories of man-made satellites of the Earth and to interpret the results of satellite measurements.
The interaction of tides with deep sea ridges and chains of seamounts give rise to deep eddies
which transport nutrients from the deep to the surface. The alternate flooding and exposure of
the shoreline due to tides is an important factor in the determination of the ecology of the region.
One of the first mathematical explanation for tides was given by Newton by describing tide
generating forces. The first dynamic theory of tides was proposed by Laplace. Here we consider
the tidal dynamics model proposed by Marchuk and Kagan [32]. The existence and uniqueness
of weak solutions of the deterministic tide equation and that of strong solutions of the stochastic
tide equation with additive trace class Gaussian noise have been proved in Manna, Menaldi and
Sritharan[31]. In this work, we consider the stochastic tide equation with Le´vy noise and prove
the existence and uniqueness and regularity of solution in bounded domains. Control of fluid
flow has numerous applications in control of pollutant transport, oil recovery/transport problems,
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weather predictions, control of underwater vehicles etc. Unification of many control problems in
the engineering sciences have been done by studying the optimal control problem of Navier-Stokes
equations (see [44], [45]). Here we consider the initial data optimal control of the stochastic tidal
dynamics model. We consider the Stroock-Varadhan martingale formulation [46] of the stochastic
model to prove the existence of optimal initial value control.
Organization of the paper is as follows. A brief description of the model has been given in
Section 2. Section 3 describes the functional setting of the problem and states the monotonicity
property of the linear and non-linear operators. In Section 4 we consider the a-priori estimates
and prove the existence, uniqueness and regularity of strong solution. In Section 5 we consider
the stochastic optimal control problem with initial value control.
Let O be a bounded domain in R2 with smooth boundary. Let (Ω,F ,Ft, P ) be a given filtered
probability space. In the framework of Gelfand triple H10(O) ⊂ L2(O) ⊂ H−1(O), we consider the
following tidal dynamics model with Le´vy noise
du(t) + [Au(t) +B(u(t)) + g∇zˆ(t)]dt = f(t)dt+ σ(t, u(t))dW (t)
+
∫
Z
H(u(t−), z)N˜(dt, dz), in [0, T ]×O × Ω, (1.1)
dzˆ(t) +Div(hu(t))dt = 0 in [0, T ]×O × Ω, (1.2)
u(0, x, ω) = u0(x, ω), zˆ(0, x, ω) = zˆ0(x, ω), (x, ω) ∈ O × Ω. (1.3)
The operators A and B are defined in Sections 2 and 3. (W (t))t≥0 is an L
2-valued Wiener process
with trace class covariance. N˜(dt, dz) = N(dt, dz) − λ(dz)dt is a compensated Poisson random
measure, where N(dt, dz) denotes the Poisson counting measure associated to the point process
p(t) on Z ∈ B(L2\{0}), where the solutions of the above system have its paths, and λ(dz)is a
σ-finite measure on (Z,B(Z)).
The following theorem states the main result of Section 4. The functional spaces appearing in
the statement of the theorem have been defined in Section 3.
Theorem 1.1. Let us consider the above stochastic tide model with f, u0 and zˆ0 such that
f ∈ L2(Ω;L2(0, T ;L2(O))), u0 ∈ L2(Ω;L2(O)), zˆ0 ∈ L2(Ω;L2(O)).
Let the noise coefficients σ and H satisfy Assumption 3.12. Then there exist path-wise unique
adapted processes u(t, x, ω) and zˆ(t, x, ω) with the regularity{
u ∈ L2(Ω;L∞(0, T ;L2(O)) ∩ L2(0, T ;H10(O)))
zˆ ∈ L2(Ω;C([0, T ];L2(O))) (1.4)
satisfying the the stochastic tide model (1.1)-(1.3) in the weak sense.
In Section 5, we consider the following stochastic optimal control problem with initial value
control,
du(t) + [Au(t) +B(u(t)) + g∇zˆ(t)]dt = f(t)dt+ σ(t, u(t))dW (t)
+
∫
Z
H(u(t−), z)N˜(dt, dz) in [0, T ]×O × Ω, (1.5)
dzˆ(t) +Div(hu(t))dt = 0 in [0, T ]×O × Ω, (1.6)
u(0) = u0 + U, zˆ(0) = zˆ0, (1.7)
where u0 ∈ L2(Ω;L2(O)), zˆ0 ∈ L2(Ω;L2(O)) and U ∈ L2(Ω;L2(O)). The regularities on the
initial values and the assumptions on σ and H are the same as considered in Theorem 1.1. The
cost functional is given by
J (u, zˆ, U) = E
[∫ T
0
∫
O
L(t, u, zˆ, U)dx dt
]
, (1.8)
where the function L is defined in Section 5.
The main result of Section 5 is the following:
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Theorem 1.2. Suppose there exists u0 ∈ L2(Ω;L2(O)) and zˆ0 ∈ L2(Ω;L2(O)) and π ∈ U¯wad(u0, zˆ0, T )
such that J(π) < +∞, where J is defined by (5.80). Then the optimal control problem admits a
weak optimal control with time horizon [0, T ] where U¯wad(u0, zˆ0, T ) denotes the set of all weak ad-
missible controls (with time horizon [0, T ]).
2. Tidal Dynamics: The Deterministic Model
Under the assumptions that: (1) Earth is perfectly solid, (2) ocean tides do not change Earth’s
gravitational field, and (3) no energy exchange takes place between the mid-ocean and shelf zone,
Marchuk and Kagan [32] obtained the following mathematical model
∂tw +A1w − κh△w + r
h
|w|w + g∇ξ = f, (2.1)
∂tξ +Div(hw) = 0, (2.2)
in [0, T ] × O, where O is a bounded 2-D domain (horizontal ocean basin) with coordinates x =
(x1, x2) and t represents the time. Here ∂t denotes the time derivative, △,∇ and Div are the
Laplacian, gradient and the divergence operators respectively.
The unknown variables (w, ξ) represent the total transport 2-D vector (i.e., the vertical integral
of the velocity from the ocean surface to the ocean floor) and the displacement of the free surface
with respect to the ocean floor. The coefficients A1 = [aij ] is a 2-dimensional antisymmetric square
matrix with constant coefficients a11 = a22 = 0 and −a12 = a21 = 2ωz, the Coriolis parameter
(i.e., ωz = ω cos(ϕ), ω is the angular velocity of the Earth rotation and ϕ the latitude), κh > 0
the constant horizontal macro turbulent viscosity coefficient, r > 0 the constant bottom friction
coefficient equal to a numerical constant, g the Earth gravitational constant, h = h(x) is the
(vertical) depth at x in the region O and f = γLg∇ξ+ is the known tide-generating force with γL
the Love factor.
Following Manna et al. [31], and Marchuk et al. [32], we denote by A the following matrix
operator
A :=
( −α△ −β
β −α△
)
, (2.3)
and the nonlinear vector operator
v 7→ γ|v|v :=
(
γ(x)v1
√
v21 + v
2
2
γ(x)v2
√
v21 + v
2
2
)
, (2.4)
where α := κh and β := 2ω cos(ϕ) are positive constants, γ(x) := r/h(x) is a strictly positive
smooth function. In this model we assume the depth h(x) to be a continuously differentiable
function of x, nowhere becoming zero, so that
min
x∈O
h(x) = ǫ > 0, max
x∈O
h(x) = µ, max
x∈O
|∇h(x)| ≤M, (2.5)
where M is some positive constant which equals zero at a constant ocean depth.
To reduce to homogeneous Dirichlet boundary conditions consider the natural change of un-
known functions
u(t, x) := w(t, x) − w0(t, x), (2.6)
and
zˆ(t, x) := ξ(t, x) +
∫ t
0
Div(hw0(s, x))ds, (2.7)
which are referred to the tidal flow and the elevation. The full flow w0 which is given a-priori on
the boundary ∂O, has been extended to the whole domain [0, T ] × O as a smooth function and
still denoted by w0.
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Then the tidal dynamic equation can be written as

∂tu+Au+ γ|u+ w0|(u+ w0) + g∇zˆ = f ′ in [0, T ]×O,
∂tzˆ +Div(hu) = 0 in [0, T ]×O,
u = 0 on [0, T ]× ∂O,
u = u0, zˆ = zˆ0 in {0} × O,
(2.8)
where
f ′ = f − ∂w
0
∂t
+ g∇
∫ t
0
Div(hw0)dt−Aw0, (2.9)
u0(x) = w0(x) − w0(x, 0), (2.10)
zˆ0(x) = ξ0(x). (2.11)
3. Functional Setting
We use the (vector-valued) Sobolev spaces H10(O) := H10 (O,R2) and L2(O) := L2(O,R2), with:
the norm on H10(O) as
‖v‖H1
0
:=
(∫
O
|∇v|2dx
)1/2
, (3.1)
and the norm on L2(O) as
‖v‖L2 :=
(∫
O
|v|2dx
)1/2
. (3.2)
Using the Gelfand triple H10(O) ⊂ L2(O) ⊂ H−1(O), we may consider △ or ∇ as a linear map
from H10(O) or L2(O) into the dual of H10(O) respectively. The inner product in L2(O) is denoted
by (·, ·)L2 and is defined by
(u, v)L2 =
∫
O
u(x) · v(x)dx, (3.3)
for any u and v in L2(O). Likewise, inner product in L2(O) is denoted by (·, ·)L2 . The induced
duality between the spaces H10(O) and H−1(O) is denoted by 〈·, ·〉.
Lemma 3.1. For any real-valued smooth function ϕ and ψ with compact support in R2, the
following hold:
‖ϕψ‖2L2 ≤ 4‖ϕ∂1ϕ‖L2‖ψ∂2ψ‖L2 , (3.4)
‖ϕ‖4L4 ≤ 2‖ϕ‖2L2‖∇ϕ‖2L2. (3.5)
For proof see Ladyzhenskaya [25].
Notice that by means of the Gelfand triple we may consider A, given by (2.3), as a mapping
of H10(O) into its dual H−1(O).
Define the non-symmetric bilinear form
a(u, v) := α[(∂1u1, ∂1v1)L2 + (∂2u2, ∂2v2)L2 ] + β[(u1, v2)L2 − (u2, v1)L2 ], (3.6)
on H10. Thus if u has a smooth second derivative then
a(u, v) = (Au, v)L2 ,
for every v in H10(O). Moreover, the bilinear form a(·, ·) is continuous and coercive in H10(O),i.e.,
|a(u, v)| ≤ C1‖u‖H1
0
‖v‖H1
0
∀u, v ∈ H10(O), (3.7)
(Au, u)L2 = a(u, u) = α‖u‖2H1
0
, (3.8)
for some positive constant C1 = α+ β.
Let us denote the nonlinear operator B(·) by
v 7→ B(v) := γ|v + w0|[v + w0]. (3.9)
Then we have the following lemma:
STOCHASTIC CONTROL OF TIDE EQUATIONS 5
Lemma 3.2. Let u and v be in L4(O,R2). Then the following estimate holds:
〈B(u)−B(v), u − v〉 ≥ 0. (3.10)
For proof see Lemma 3.3 in Manna, Menaldi and Sritharan [31].
The nonlinear operator B(·) is a continuous operator from L4(O) to L2(O), where
‖B(v)‖L2 ≤ C2‖v + w0‖2L4 , (3.11)
‖B(u)−B(v)‖L2 ≤ C2[‖u+ w0‖L4 + ‖v + w0‖L4 ]‖u− v‖L4 , (3.12)
where the constant C2 is the sup-norm of the function γ.
3.1. Preliminaries on Stochastic Processes. In this Subsection we provide definitions and
some properties of Hilbert space valued Wiener processes, Le´vy processes and Skorokhod spaces,
most of which have been borrowed from the books by Da Prato and Zabczyk [17], Applebaum [3]
and Me´tivier [34].
Let U and V be two separable Hilbert spaces and let L(U, V ) denote the space of all bounded
linear operators from U to V . Let {ej}∞j=1 be an orthonormal basis in U . Then we say that
a positive operator Q ∈ L(U,U) (i.e., (Qx, x)U ≥ 0 for all non-zero x ∈ U) is trace class if
∞∑
j=1
(Qej, ej)U < ∞. Let Q be a symmetric (i.e., Q∗ = Q), positive, trace class operator on U .
Then there exist a sequence of eigenvalues λj with the corresponding sequence of eigenvectors {ej}
such that Qej = λjej for all j = 1, 2, · · · and
Tr(Q) =
∞∑
j=1
(Qej , ej)U =
∞∑
j=1
(λjej , ej)U =
∞∑
j=1
λj‖ej‖2U =
∞∑
j=1
λj <∞.
Definition 3.3. Let U be a Hilbert space. A stochastic process {W (t)}0≤t≤T is said to be a
U -valued Ft-adapted Wiener process with covariance operator Q if
(i) For each non-zero h ∈ U , |Q 12 h|−1(W (t), h)U is a standard one-dimensional Wiener pro-
cess,
(ii) For any h ∈ U, (W (t), h)U is a martingale adapted to Ft.
If W is a U -valued Wiener process with covariance operator Q with TrQ < ∞, then W is a
Gaussian process on U and E(W (t)) = 0, Cov (W (t)) = tQ, t ≥ 0. Let U0 = Q 12U. Then U0 is a
Hilbert space equipped with the inner product (·, ·)0,
(u, v)0 =
∞∑
k=1
1
λk
(u, ek)U (v, ek)U =
(
Q−
1
2 u,Q−
1
2 v
)
U
, ∀ u, v ∈ U0,
where Q−
1
2 is the pseudo-inverse of Q
1
2 . Since Q is a trace class operator, the imbedding of U0 in
U is Hilbert-Schmidt.
Let LQ(U, V ) denote the space of all Hilbert-Schmidt operator from U0 to V . Let {ej}∞j=1,
{gj}∞j=1 = {λ
1
2
j ej}∞j=1 and {fj}∞j=1 be orthonormal bases for U,U0 and V respectively. Then the
space LQ(U, V ) is also a separable Hilbert space, equipped with the norm
‖Ψ‖2LQ(U,V ) =
∞∑
h=1
‖Ψgh‖2V =
∞∑
h=1
∞∑
k=1
|(Ψgh, fk)V |2 =
∞∑
h=1
∞∑
k=1
∣∣∣(Ψλ 12h eh, fk)
V
∣∣∣2
=
∞∑
h=1
∞∑
k=1
λh |(Ψeh, fk)V |2 =
∞∑
h=1
∞∑
k=1
∣∣∣(ΨQ 12 eh, fk)
H
∣∣∣2
=
∞∑
h=1
‖ΨQ 12 ‖2V = Tr((ΨQ
1
2 )∗ΨQ
1
2 ) = Tr
(
ΨQ
1
2 (ΨQ
1
2 )∗
)
, (3.13)
where we used the fact that for a Hilbert-Schmidt operator S, Tr(S∗S) = Tr(SS∗). The scalar
product between two operators Ψ,Φ ∈ LQ(U, V ) is defined by
(Ψ,Φ)LQ(U,V ) = Tr
(
(ΨQ
1
2 )(ΦQ
1
2 )∗
)
. (3.14)
6 POOJA AGARWAL, UTPAL MANNA, AND DEBOPRIYA MUKHERJEE
Since the Hilbert spaces U0 and V are separable, the space LQ(U, V ) is also separable. For an
orthonormal basis {ej}∞j=1 in U , an element u ∈ U0 can be represented as
u =
∞∑
k=1
(
u, λ
1
2
k ek
)
0
λ
1
2
k ek.
Let Ψ ∈ L(U, V ) be considered as an operator from U0 to V , then we can write Ψu as
Ψu =
∞∑
k=1
(
u, λ
1
2
k ek
)
0
λ
1
2
kΨek.
Then Ψ has a finite Hilbert-Schmidt norm, since
‖Ψ‖2LQ(U,V ) =
∞∑
k=1
‖ΨQ 12 ek‖2V =
∞∑
k=1
‖Ψλ 12k ek‖2V =
∞∑
k=1
λk‖Ψek‖2V
≤
∞∑
k=1
λk‖Ψ‖2L(U,V )‖ek‖2U = Tr(Q)‖Ψ‖2L(U,V ), (3.15)
and hence L(U, V ) ⊂ LQ(U, V ). Hence if Ψ,Φ ∈ L(U, V ), then from (3.13) and (3.14), we have
‖Ψ‖2LQ(U,V ) = Tr(ΨQΨ∗) and (Ψ,Φ)LQ(U,V ) = Tr(ΨQΦ∗).
For more details see Da Prato and Zabczyk [17], Gawarecki and Mandrekar [20] etc.
Definition 3.4. A ca`dla`g adapted process (paths are right continuous with left limits), (Lt)t≥0, is
called a Le´vy process if it has stationary independent increments and is stochastically continuous.
Let (Lt)t≥0 be a V -valued Le´vy process. Hence, for every ω ∈ Ω, Lt(ω) has countable number
of jumps on [0, t]. Note that for every ω ∈ Ω, the jump △Lt(ω) = Lt(ω) − Lt−(ω) is a point
function in B(V \{0}). Let us define
N(t, Z) = N(t, Z, ω)
:= # {s ∈ (0,∞) : △Ls(ω) ∈ Z} , t > 0, Z ∈ B(V \{0}), ω ∈ Ω
as the Poisson random measure associated with the Le´vy process (Lt)t≥0.
The differential form of the measure N(t, Z, ω) is written as N(dt, dz)(ω). We call N˜(dt, dz) =
N(dt, dz) − λ(dz)dt a compensated Poisson random measure (cPrm), where λ(dz)dt is known as
compensator of the Le´vy process (Lt)t≥0. Here dt denotes the Lebesgue measure on B(R
+), and
λ(dz) is a σ-finite Le´vy measure on (Z,B(Z)).
Definition 3.5. Let V and F be separable Hilbert spaces. Let Ft := B(V )⊗Ft be the product
σ-algebra generated by the semi-ring B(V ) × Ft of the product sets Z × F, Z ∈ B(V ), F ∈ Ft
(where Ft is the filtration of the additive process (Lt)t≥0). Let T > 0, define
H(Z) =
{
g : R+ × Z × Ω→ F, such that g is FT /B(F ) measurable and
g(t, z, ω) is Ft − adapted ∀z ∈ Z, ∀t ∈ (0, T ]
}
.
For p ≥ 1, let us define,
H
p
λ([0, T ]× Z;F ) =
{
g ∈ H(Z) :
∫ T
0
∫
Z
E[‖g(t, z, ω)‖pF ]λ(dz)dt <∞
}
.
For more details see Mandrekar and Ru¨diger [27].
Let S be a complete separable metric space with a metric d. Let us denote by D([0, T ];S),
the set of all S-valued functions defined on [0, T ], which are right continuous and have left limits
(ca`dla`g functions) for every t ∈ [0, T ]. The space D([0, T ];S) is endowed with the Skorokhod
J-topology.
STOCHASTIC CONTROL OF TIDE EQUATIONS 7
Definition 3.6. (The J-topology on D([0, T ];S)) This topology can be defined by the following
metric δT .
δT (x, y)
:= inf
λ∈ΛT
[
sup
t∈[0,T ]
d(x(t), x ◦ λ(t)) + sup
t∈[0,T ]
|t− λ(t)|+ sup
s6=t
∣∣∣∣log
(
λ(t)− λ(s)
t− s
)∣∣∣∣
]
,
where ΛT is the set of increasing homeomorphisms of [0, T ].
A sequence (xn)n∈N in D([0, T ];S) converges to x in D([0, T ];S) if and only if there exists a
sequence (λn) of homeomorphisms of [0, T ] such that lim
n
λn is equal to identity mapping and
x = lim
n
xn ◦ λn, both convergence being uniform on [0, T ].
The Skorokhod topology relativized to C([0, T ];S) coincides with the uniform topology there.
It should be remarked that, if a sequence (xn) in D([0, T ];S) converges to x for the metric δT ,
then lim
n
xn(T ) = x(T ). The space D([0, T ];S) is separable and complete. For more details see
Chapter 2, Me´tivier [34] and Chapter 3, Billingsley [7].
Remark 3.7. Let us define D([0, T ];V ) as the space of all ca`dla`g paths from [0, T ] into V , where
V is a Hilbert space.
Definition 3.8. Let M be a V-valued square integrable martingale on (Ω,F , (Ft)t≥0,P), with
right continuous paths. Then there exists two real right continuous increasing processes [M ] and
⊳M⊲ with 0 = [M ]0 = ⊳M⊲0 such that
‖Mt‖2V = ‖M0‖2V + 2
∫ t
0
(Ms−, dMs)V + [M ]t. (3.16)
⊳M⊲ is the unique real right continuous increasing predictable process such that
‖Mt‖2V − ‖M0‖2V − ⊳M ⊲t is a martingale. (3.17)
Here [M ] is called the quadratic variation of M and ⊳M⊲ the Meyer process of M .
Remark 3.9. If M is continuous, then we have ⊳M⊲ = [M ].
Example 3.10. Let V be Hilbert spaces and let Q : V → V be a trace class operator. Let
du(t) = σ(t, u)dW (t) +
∫
Z
g(u(t−), z)N˜(dt, dz),
where W (·) is a V -valued Wiener process, σ(·, ·) : [0, t)× V → LQ(V, V ), Z ∈ B(V \{0}), g(·, ·) :
V ×Z → V and N˜(·, ·) is the compensated Poisson random measure. From Me´tivier [34], Sakthivel
and Sritharan [43] and Manna, Manil and Sritharan [30], we observe that the quadratic variation
process of u is
[u]t =
∫ t
0
‖σ(s, u)‖2LQ(V,V )ds+
∫ t
0
∫
Z
‖g(u, z)‖2VN(ds, dz)
and the Meyer process of u is
⊳u⊲t =
∫ t
0
‖σ(s, u)‖2LQ(V,V )ds+
∫ t
0
∫
Z
‖g(u, z)‖2V λ(dz)ds,
and finally by the martingale property one obtains that the expectation of the quadratic variation
process and that of Meyer process are same. This yields
E
[∫ t
0
∫
Z
‖g(u, z)‖2VN(ds, dz)
]
= E
[∫ t
0
∫
Z
‖g(u, z)‖2V λ(dz)ds
]
. (3.18)
Lemma 3.11. (Burkholder-Davis-Gundy Inequality) Let M be a V - valued ca`dla`g martingale with
M0 = 0 and let p ≥ 1 be fixed. Then for any F-stopping time τ , there exists constants cp and Cp
such that
E
{
[M ]p/2τ
}
≤ cpE
{
sup
0≤t≤τ
‖Mt‖pV
}
≤ CpE
{
[M ]p/2τ
}
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for all τ , 0 ≤ τ ≤ ∞, where [M ] is the quadratic variation of process M . The constants are
universal, they do not depend on the choice of M .
For proof see Theorem 1.1 of Marinelli and Ro¨ckner [33]. For real-valued ca`dla`g martingales see
Theorem 3.50 of Peszat and Zabczyk [40].
3.2. Stochastic Tide Model. Let us consider U = V = L2. Then with the above functional
setting, we recall the stochastic tidal dynamics equation (1.1)-(1.3) with the Le´vy forcing where
u0 ∈ L2(Ω;L2(O)), and zˆ0 ∈ L2(Ω;L2(O)). The operators A and B are defined through (2.3) and
(3.9) respectively. (W (t))t≥0 is a L
2(O)-valued Wiener process with trace class covariance. H(·, ·)
is a measurable mapping from H10 × Z into L2.
Assumption 3.12. We assume that σ and H satisfy the following hypotheses:
H.1 σ ∈ C([0, T ]×H10(O);LQ(L2,L2)), H ∈ H2λ([0, T ]× Z;L2(O)).
H.2 For all t ∈ (0, T ), there exists a positive constant K such that for all u ∈ L2(O)
‖σ(t, u)‖2LQ(L2,L2) +
∫
Z
‖H(u, z)‖2
L2
λ(dz) ≤ K(1 + ‖u‖2
L2
).
H.3 For all t ∈ (0, T ), there exists a positive constant L such that for all u, v ∈ L2(O)
‖σ(t, u)− σ(t, v)‖2LQ(L2,L2) +
∫
Z
‖H(u, z)−H(v, z)‖2
L2
λ(dz) ≤ L‖u− v‖2
L2
.
Lemma 3.13. Let F (·) : H10 → H−1 be a nonlinear operator defined by F (u) := Au + B(u) − f .
Then for u, v ∈ H10(O),
〈F (u)− F (v), hu − hv〉+ Λ‖u− v‖2
H1
0
≥ 0, (3.19)
where Λ := Λ(α, ǫ,M) is a real constant and ǫ and M are defined in (2.5) and α is defined via the
definition of the operator A.
Proof. From the definition of the operator A, assumptions (2.5) on h(x), applying Young’s and
Poincare´ inequalities, we obtain
〈Au, hu〉 = α(∇u, h∇u)L2 + α(∇u, u∇h)L2 ≥ αǫ‖∇u‖2L2 − αM‖∇u‖L2‖u‖L2
≥ αǫ
2
‖∇u‖2
L2
− αM
2
2ǫ
‖u‖2
L2
≥
(
αǫ
2
− αM
2
2ǫλ1
)
‖u‖2
H1
0
,
where λ1 is the first eigenvalue of −△. Hence for any u, v ∈ H10(O),
〈Au−Av, hu− hv〉 ≥
(
αǫ
2
− αM
2
2ǫλ1
)
‖u− v‖2
H1
0
.
From Lemma 3.2, we can easily show that for u, v ∈ H10(O) ⊂ L4(O)
〈B(u)−B(v), hu − hv〉 ≥ 0.
Hence (3.19) is obvious with Λ :=
α
2ǫ
(
M2
λ1
− ǫ2). 
Remark 3.14. (monotonicity in H10): If we assume Λ < 0, then the operator F (·) is monotone on
H10(O). Moreover, since F (·) is hemicontinuous operator, it is maximal monotone from H10(O) to
H
−1(O) (see Theorem 1.3 of Barbu [6]).
However, in general, if we do not assume negativity of the constant Λ, then the operator F (·)
is Λ - monotone on H10(O) i.e. F + ΛI is monotone on H10(O).
Remark 3.15. (monotonicity in L2): Use of Young’s inequality with different parameters can lead
to
〈Au, hu〉 = α(∇u, h∇u)L2 + α(∇u, u∇h)L2 ≥ αǫ‖∇u‖2L2 − αM‖∇u‖L2‖u‖L2
≥ αǫ
2
‖∇u‖2
L2
− αǫ
2
‖∇u‖2
L2
− αM
2
2ǫ
‖u‖2
L2
,
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which in turn yields
〈F (u)− F (v), hu − hv〉+ αM
2
2ǫ
‖u− v‖2
L2
≥ 0. (3.20)
Hence F (·) is Λ1 - monotone on L2(O) (with Λ1 := αM
2
2ǫ
> 0), and this interesting property will
be exploited in the proof of existence theorem in the next Section.
4. Energy Estimates and Existence Result
Let {ej : j ∈ N} be an orthonormal basis in L2(O) such that span{ej : j ∈ N} is dense in H10(O).
Let us fix n ∈ N. Let Pn denote the projection of H−1(O) onto L2n(O) := span {e1, e2, · · · , en}
defined by
Pnu :=
n∑
i=1
〈u, ei〉ei, u ∈ H−1(O).
Note that the restriction of Pn to L
2(O), still denoted by Pn, is given by
Pnu :=
n∑
i=1
(u, ei)L2ei, u ∈ L2(O),
and thus it is the (·, ·)L2−orthogonal projection onto L2n(O).
In similar manner we can denote the orthogonal projection of L2(O) to L2n(O) by the same
notation Pn.
Lemma 4.1. For every u ∈ L2(O), v ∈ L2(O), w ∈ H10(O),
lim
n→∞
‖Pnw − w‖H1
0
= 0, lim
n→∞
‖Pnu− u‖L2 = 0, lim
n→∞
‖Pnv − v‖L2 = 0.
Proof. See Lemma 2.4 of [11]. 
For every n ∈ N, we consider the finite dimensional system of SDEs in variational form on
L2n(O) and L2n(O) respectively given by
dun(t) +
(
Aun(t) +B(un(t)) + g∇zˆn(t)
)
dt = f(t)dt
+ σn(t, un(t))dWn(t) +
∫
Z
Hn(un(t−), z)N˜(dt, dz) (4.1)
dzˆn(t) +Div(hun(t))dt = 0, (4.2)
un(0) = Pnu0 = u
n
0 , zˆ
n(0) = Pnzˆ0 = zˆ
n
0 , (4.3)
where we have denotedWn = PnW, σ
n = Pnσ, and
∫
Z
Hn(·, z)N˜(dt, dz) = Pn
∫
Z
H(·, z) N˜(dt, dz)
with Hn = PnH. Due to “weak” nonlinearity of B, it is straightforward to show that the range
of B(un) and that of PnB(u
n) are L2n(O), and hence we write PnB(un) as B(un). For simplicity,
we write Pnf as f in equation (4.1), since due to Lemma 4.1 Pnf → f in L2(0, T ;L2(O)).
Remark 4.2. We note that (3.12) ensures that B is locally Lipschitz and Assumption 3.12 guar-
antees that the noise coefficients σn and Hn are globally Lipschitz. Hence, we infer that for all
n ≥ 1, there exist adapted processes un ∈ D([0, T ];L2n(O)) a.s. and zˆn ∈ C([0, T ];L2n(O)) a.s.
such that (4.1)-(4.3) are satisfied. For proof see Albeverio et. al [4].
Proposition 4.3. Under the above mathematical setting, let

w0 ∈ L4(Ω;L4(0, T ;L4(O))), f ∈ L2(Ω;L2(0, T ;L2(O))),
σ ∈ C([0, T ]×H10(O);LQ(L2,L2)), H ∈ H2λ([0, T ]× Z;L2(O)),
u0 ∈ L2(Ω;L2(O)), zˆ0 ∈ L2(Ω;L2(O)).
(4.4)
If (un(t), zˆn(t)) denotes the unique strong solution of the system (4.1)-(4.3), then we have the
following a-priori estimates:
E[‖un(t)‖2
L2
+ ‖zˆn(t)‖2L2 ] + 2αE[
∫ t
0
‖un(s)‖2
H1
0
ds] ≤ C1(2) ∀t ∈ [0, T ], (4.5)
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E[ sup
0≤t≤T
(‖un(t)‖2
L2
+ ‖zˆn(t)‖2L2)] + 2αE[
∫ T
0
‖un(t)‖2
H1
0
dt] ≤ C2(2), (4.6)
where the constants C1(2) and C2(2) depend on the coefficients α, g,M, µ and the norms ‖f‖L2(Ω;L2(0,T ;L2)),
‖w0‖L4(Ω;L4(0,T ;L4)), ‖u0‖L2(Ω;L2), ‖zˆ0‖L2(Ω;L2) and T .
Proof. Define the stopping time as:
τN = inf{t ≥ 0 : ‖un(t)‖2L2 + ‖zˆn(t)‖2L2 +
∫ t
0
‖un(s)‖2
H1
0
ds > N}. (4.7)
Applying Itoˆ’s lemma (for reference, see Theorem 3.7.2 of Mandrekar and Ru¨diger [28], Theorem
4.4 of Ru¨diger and Ziglio [42], Section 2.3, Me´tivier [34]) to the process ‖un(t)‖2
L2
‖un(t ∧ τN )‖2L2 + 2α
∫ t∧τN
0
‖un(s)‖2
H1
0
ds+ 2
∫ t∧τN
0
(B(un(s)), un(s))L2ds
+ 2
∫ t∧τN
0
(g∇zˆn(s), un(s))L2ds = ‖un0‖2L2 + 2
∫ t∧τN
0
(f(s), un(s))L2ds
+ 2
∫ t∧τN
0
(σn(s, un(s))dWn(s), un(s))L2 +
∫ t∧τN
0
‖σn(s, un(s))‖2LQ(L2;L2)ds
+
∫ t∧τN
0
∫
Z
‖Hn(un(s−), z)‖2
L2
N(ds, dz)
+ 2
∫ t∧τN
0
∫
Z
(Hn(un(s−), z), un(s−))L2N˜(ds, dz). (4.8)
Using the definition of the operator B(·) and Lemma 3.2
(B(un(t)), un(t))L2 ≥ −
∫
O
γ(x)|w0(t)|w0(t)un(t)dx
≥ −r
ǫ
‖w0(t)‖2
L4
‖un(t)‖L2
≥ − r
2ǫ
[‖w0(t)‖4
L4
+ ‖un(t)‖2
L2
]. (4.9)
Using the Divergence Theorem and the inequality 2ab ≤ δa2 + 1
δ
b2 we obtain,
|g(∇zˆn(t), un(t))L2 | = | − g(zˆn(t), Div(un(t)))L2 |
≤ g
2
[
2g
α
‖zˆn(t)‖2L2 +
α
2g
‖Div(un(t))‖2L2 ]
≤ g
2
[
2g
α
‖zˆn(t)‖2L2 +
α
2g
‖un(t)‖2
H1
0
]. (4.10)
Using Cauchy-Schwarz inequality
|(f(t), un(t))L2 | ≤
1
2
[‖f(t)‖2
L2
+ ‖un(t)‖2
L2
]. (4.11)
Hence the energy equality (4.8) yields
‖un(t ∧ τN )‖2L2 + 2α
∫ t∧τN
0
‖un(s)‖2
H1
0
ds
≤
∫ t∧τN
0
‖f(s)‖2
L2
ds+
∫ t∧τN
0
‖un(s)‖2
L2
ds+
2g2
α
∫ t∧τN
0
‖zˆn(s)‖2L2ds
+
r
ǫ
∫ t∧τN
0
[
‖w0(s)‖4
L4
+ ‖un(s)‖2
L2
]
ds+
α
2
∫ t∧τN
0
‖un(s)‖2
H1
0
ds
+ 2
∫ t∧τN
0
(σn(s, un(s))dWn(s), un(s))L2 +
∫ t∧τN
0
‖σn(s, un(s))‖2LQ(L2;L2)ds
+
∫ t∧τN
0
∫
Z
‖Hn(un(s−), z)‖2
L2
N(ds, dz) + ‖un0‖2L2
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+ 2
∫ t∧τN
0
∫
Z
(Hn(un(s−), z), un(s−))L2N˜(ds, dz). (4.12)
Using equation (4.2)
1
2
d
dt
‖zˆn(t)‖2L2 = −(Div(hun(t)), zˆn(t))L2 . (4.13)
Now by using Ho¨lder’s inequality, assumptions on h in (2.5) and Young’s inequality we get
|(Div(hun(t)), zˆn(t))L2 | = |(hDiv(un(t)), zˆn(t))L2 + (un(t) · ∇h, zˆn(t))L2 |
≤ |(hDiv(un(t)), zˆn(t))L2 |+ |(un(t) · ∇h, zˆn(t))L2 |
≤ ‖h‖L∞‖Div(un(t))‖L2‖zˆn(t)‖L2 + ‖un(t)‖L2‖∇h‖L∞‖zˆn(t)‖L2
≤ µ‖un(t)‖H1
0
‖zˆn(t)‖L2 +M‖un(t)‖L2‖zˆn(t)‖L2
≤ µ
2
(
α
2µ
‖un(t)‖2
H1
0
+
2µ
α
‖zˆn(t)‖2L2
)
+
M
2
[‖un(t)‖2
L2
+ ‖zˆn(t)‖2L2 ]. (4.14)
Thus integrating (4.13) in [0, t ∧ τN ] and using (4.14) we get
‖zˆn(t ∧ τN )‖2L2 ≤ ‖zˆn(0)‖2L2 +M
∫ t∧τN
0
‖un(s)‖2
L2
ds
+ (
2µ2
α
+M)
∫ t∧τN
0
‖zˆn(s)‖2L2ds+
α
2
∫ t∧τN
0
‖un(s)‖2
H1
0
ds. (4.15)
Adding equations (4.12) and (4.15)
‖un(t ∧ τN )‖2L2 + ‖zˆn(t ∧ τN )‖2L2 + α
∫ t∧τN
0
‖un(s)‖2
H1
0
ds
≤ (1 +M + r
ǫ
)
∫ t∧τN
0
‖un(s)‖2
L2
ds+ (
2g2
α
+
2µ2
α
+M)
∫ t∧τN
0
‖zˆn(s)‖2L2ds
+
r
ǫ
∫ t∧τN
0
‖w0(s)‖4
L4
ds+
∫ t∧τN
0
‖f(s)‖2
L2
ds+
∫ t∧τN
0
‖σn(s, un(s))‖2LQ(L2;L2)ds
+ 2
∫ t∧τN
0
(σn(s, un(s))dWn(s), un(s))L2 + ‖un0‖2L2 + ‖zˆn0 ‖2L2
+
∫ t∧τN
0
∫
Z
‖Hn(un(s−), z)‖2
L2
N(ds, dz)
+
∫ t∧τN
0
2
∫
Z
(Hn(un(s−), z), un(s−))L2N˜(ds, dz). (4.16)
Let C = max{1+M+ r
ǫ
,
2g2
α
+
2µ2
α
+M}.We note that the expectation of the quadratic variation
process and that of Meyer process are same, i.e.
E
[∫ t
0
∫
Z
‖Hn(un(s−), z)‖2
L2
N(ds, dz)
]
= E
[∫ t
0
∫
Z
‖Hn(un(s), z)‖2
L2
λ(dz)ds
]
. (4.17)
and the stochastic integrals∫ t∧τN
0
(σn(s, un(s))dWn(s), un(s))L2 ,∫ t∧τN
0
∫
Z
(Hn(un(s−), z), un(s−))L2N˜(ds, dz)
are local martingales with zero averages. Furthermore, we observe that
‖σn(s, un(s))‖LQ(L2;L2) ≤ c‖Pn‖L(L2,L2)‖σ(s, un(s))‖LQ(L2;L2) ≤ c‖σ(s, un(s))‖LQ(L2;L2), (4.18)
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and similarly
‖Hn(un(s), z)‖L2 ≤ c‖Pn‖L(L2,L2)‖H(un(s), z)‖L2 ≤ c‖H(un(s), z)‖L2 . (4.19)
Hence after taking expectation of equation (4.16), using (4.18), (4.19) and Assumption 3.12 we
obtain the following
E
[
‖un(t ∧ τN )‖2L2 + ‖zˆn(t ∧ τN )‖2L2
]
+ αE
[∫ t∧τN
0
‖un(s)‖2
H1
0
ds
]
≤ CE
[∫ t∧τN
0
(
‖un(s)‖2
L2
+ ‖zˆn(s)‖2L2 + ‖w0(s)‖4L4
)
ds
]
+ E
[∫ t∧τN
0
‖f(s)‖2
L2
ds
]
+ E
[∫ t∧τN
0
‖σn(s, un(s))‖2LQ(L2;L2)ds
]
+ E
[∫ t∧τN
0
∫
Z
‖Hn(un(s), z)‖2
L2
λ(dz)ds
]
+ E[‖un0‖2L2 + ‖zˆn0 ‖2L2]
≤ CE
[∫ t∧τN
0
(
‖un(s)‖2
L2
+ ‖zˆn(s)‖2L2 + ‖w0(s)‖4L4
)
ds
]
+ E
[∫ t∧τN
0
‖f(s)‖2
L2
ds
]
+KE
[∫ t∧τN
0
(1 + ‖un(s)‖2
L2
)ds
]
+ E[‖un0‖2L2 + ‖zˆn0 ‖2L2 ]
≤ E
[
‖u0‖2L2 + ‖zˆ0‖2L2 + C
∫ t∧τN
0
(
‖w0(s)‖4
L4
+ ‖f(s)‖2
L2
)
ds+K(t ∧ τN )
]
+ CE
[∫ t∧τN
0
(‖un(s)‖2
L2
+ ‖zˆn(s)‖2L2)ds
]
.
Now Gronwall’s inequality yields
E
[
‖un(t ∧ τN )‖2L2 + ‖zˆn(t ∧ τN )‖2L2
]
+ αE
[∫ t∧τN
0
‖un(s)‖2
H1
0
ds
]
≤ CE
[
‖u0‖2L2 + ‖zˆ0‖2L2 + C
∫ t∧τN
0
(
‖w0(s)‖4
L4
+ ‖f(s)‖2
L2
)
ds+K(t ∧ τN )
]
eC(t∧τN).
Finally, taking limit as N →∞ we have
E
[
‖un(t)‖2
L2
+ ‖zˆn(t)‖2L2
]
+ αE
[∫ t
0
‖un(s)‖2
H1
0
ds
]
≤ CE
[
‖u0‖2L2 + ‖zˆ0‖2L2 + C
∫ t
0
(
‖w0(s)‖4
L4
+ ‖f(s)‖2
L2
)
ds+Kt
]
eCt
≤ CE
[
‖u0‖2L2 + ‖zˆ0‖2L2 + C
∫ T
0
(
‖w0(s)‖4
L4
+ ‖f(s)‖2
L2
)
ds+KT
]
eCT ,
which is the desired a-priori estimate (4.5).
Proceeding similarly, by taking supremum of equation (4.16) over time and then taking expec-
tation we achieve
E
[
sup
0≤t≤T∧τN
(‖un(t)‖2
L2
+ ‖zˆn(t)‖2L2)
]
+ αE
[∫ T∧τN
0
‖un(s)‖2
H1
0
ds
]
≤ CE
[∫ T∧τN
0
(
‖un(s)‖2
L2
+ ‖zˆn(s)‖2L2 + ‖w0(s)‖4L4
)
ds
]
+ E
[∫ T∧τN
0
‖f(s)‖2
L2
ds
]
+K(T ∧ τN ) +KE
[∫ T∧τN
0
‖un(s)‖2
L2
ds
]
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+ 2E
[
sup
0≤t≤T∧τN
∣∣∣ ∫ t
0
(σn(s, un(s))dWn(s), un(s))L2
∣∣∣]+ E[‖un0‖2L2 + ‖zˆn0 ‖2L2]
+ 2E
[
sup
0≤t≤T∧τN
∣∣∣ ∫ t
0
∫
Z
(Hn(un(s−), z), un(s−))L2N˜(ds, dz)
∣∣∣] . (4.20)
Using Burkholder-Davis-Gundy inequality, (4.18), Assumption 3.12 and Young’s inequality we
have
2E
[
sup
0≤t≤T∧τN
∣∣∣ ∫ t
0
(σn(s, un(s))dWn(s), un(s))L2
∣∣∣]
≤ C3E
[(∫ T∧τN
0
‖σn(s, un(s))‖2LQ(L2,L2)‖un(s)‖2L2ds
)]1/2
≤ C3E
[(∫ T∧τN
0
‖σ(s, un(s))‖2LQ(L2,L2)‖un(s)‖2L2ds
)]1/2
≤ C3KE
[(∫ T∧τN
0
(1 + ‖un(s)‖2
L2
)‖un(s)‖2
L2
ds
)]1/2
≤ C3KE
[
sup
0≤s≤T∧τN
‖un(s)‖2
L2
(∫ T∧τN
0
(1 + ‖un(s)‖2
L2
)ds
)]1/2
≤ 1
4
E
[
sup
0≤s≤T∧τN
‖un(s)‖2
L2
]
+ (C3K)
2
E
[∫ T∧τN
0
‖un(s)‖2
L2
ds
]
+(C3K)
2(T ∧ τN ). (4.21)
Similarly, using Burkholder-Davis-Gundy inequality [see Ichikawa [22]], (4.19), Assumption 3.12
and Young’s inequality we have
2E
[
sup
0≤t≤T∧τN
∣∣∣ ∫ t
0
∫
Z
(Hn(un(s−), z), un(s−))L2N˜(ds, dz)
∣∣∣]
≤ C4E
[(∫ T∧τN
0
∫
Z
∣∣∣(Hn(un(s), z), un(s))L2 ∣∣∣2λ(dz)ds
)]1/2
≤ C4E
[(∫ T∧τN
0
∫
Z
‖Hn(un(s), z)‖2
L2
‖un(s)‖2
L2
λ(dz)ds
)]1/2
≤ C4E
[(∫ T∧τN
0
∫
Z
‖H(un(s), z)‖2
L2
‖un(s)‖2
L2
λ(dz)ds
)]1/2
≤ C4KE
[
sup
0≤s≤T∧τN
‖un(s)‖2
L2
(∫ T∧τN
0
(1 + ‖un(s)‖2
L2
)ds
)]1/2
≤ 1
4
E
[
sup
0≤s≤T∧τN
‖un(s)‖2
L2
]
+ (C4K)
2
E
[∫ T∧τN
0
‖un(s)‖2
L2
ds
]
+(C4K)
2(T ∧ τN ). (4.22)
Substituting equations (4.21) and (4.22) in equation (4.20) and rearranging the terms we have
E
[
sup
0≤t≤T∧τN
(‖un(t)‖2
L2
+ ‖zˆn(t)‖2L2)
]
+ 2αE
[∫ T∧τN
0
‖un(s)‖2
H1
0
ds
]
≤ C′E
[∫ T∧τN
0
sup
0≤s≤t
(‖un(s)‖2
L2
+ ‖zˆn(s)‖2L2)dt
]
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+ CE
[∫ T∧τN
0
‖w0(s)‖4
L4
ds
]
+ 2E
[∫ T∧τN
0
‖f(s)‖2
L2
ds
]
+ C′′(T ∧ τN ) + 2E[‖un0‖2L2 + ‖zˆn0 ‖2L2 ]
≤ C′′′E
[
‖u0‖2L2 + ‖zˆ0‖2L2 +
∫ T∧τN
0
(‖w0(s)‖4
L4
+ ‖f(s)‖2
L2
)
ds
]
+ C′′(T ∧ τN ) + C′E
[∫ T∧τN
0
sup
0≤s≤t
(‖un(s)‖2
L2
+ ‖zˆn(s)‖2L2)dt
]
,
where C′ = 2[C + (C3K)
2 + (C4K)
2 +K], C′′ = 2[(C3K)
2 + (C4K)
2 +K] and C′′′ = max{C, 2}.
Now Gronwall’s inequality yields
E
[
sup
0≤t≤T∧τN
(‖un(t)‖2
L2
+ ‖zˆn(t)‖2L2)
]
+ 2αE
[∫ T∧τN
0
‖un(s)‖2
H1
0
ds
]
≤ C′′′E
[
‖u0‖2L2 + ‖zˆ0‖2L2 +
∫ T∧τN
0
(‖w0(s)‖4
L4
+ ‖f(s)‖2
L2
)
ds+ C′′(T ∧ τN )
]
eC
′(T∧τN ).
Taking limit as N →∞ we infer that
E
[
sup
0≤t≤T
(‖un(t)‖2
L2
+ ‖zˆn(t)‖2L2)
]
+ 2αE
[∫ T
0
‖un(s)‖2
H1
0
ds
]
≤ C′′′E
[
‖u0‖2L2 + ‖zˆ0‖2L2 +
∫ T
0
(‖w0(s)‖4
L4
+ ‖f(s)‖2
L2
)
ds+ C′′T
]
eC
′T .
which is the desired a-priori estimate (4.6).

4.1. pth Moment Estimate. Let 2 ≤ p <∞. We assume that σ and H satisfy Assumption 3.12
provided in Subsection 3.12. In addition, we assume
H.4 for all t ∈ (0, T ), there exists a positive constant M such that for all 2 ≤ p < ∞ and
u ∈ L2(O) ∫
Z
‖H(u, z)‖p
L2
λ(dz) ≤M(1 + ‖u‖p
L2
).
Then we have the following result.
Proposition 4.4. Let 2 ≤ p <∞, p∗ = 2p and

w0 ∈ Lp∗(Ω;Lp∗(0, T ;Lp∗(O))), f ∈ Lp(Ω;Lp(0, T ;L2(O))),
σ ∈ C([0, T ]×H10(O);LQ(L2,L2)), H ∈ Hpλ([0, T ]× Z;L2(O)),
u0 ∈ Lp(Ω;L2(O)), zˆ0 ∈ Lp(Ω;L2(O)).
(4.23)
If (un(t), zˆn(t)) denotes the unique strong solution of the system (4.1)-(4.3), then we have the
following a-priori estimate:
E
[
sup
0≤t≤T
(
‖un(t)‖p
L2
+ ‖zˆn(t)‖pL2
)]
+ αpE[
∫ T
0
‖un(t)‖p−2
L2
‖un(t)‖2
H1
0
dt] ≤ C1(p),
(4.24)
where the constant C1(p) depends on the coefficients α, g,M, µ and the norms ‖f‖Lp(Ω;Lp(0,T ;L2)),
‖w0‖Lp∗(Ω;Lp∗(0,T ;Lp∗)), ‖u0‖Lp(Ω;L2), ‖zˆ0‖Lp(Ω;L2) and T .
The Proposition can be proved using the same ideas exploited in Proposition 4.3. However, we
provide certain steps similar to (4.9) which clarifies regularity of w0 ∈ Lp∗(Ω;Lp∗(0, T ;Lp∗(O))).
Using the definition of the operator B(·) and Lemma 3.2 we have
(B(un(t)), un(t))L2 |un(t)|p−2 ≥ −
∫
O
γ(x)|w0(t)|2 |un(t)|p−1dx
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≥ −r
ǫ
( ∫
O
|w0(t)|2pdx
) 1
p
( ∫
O
|un(t)|pdx
) p−1
p
≥ −r
ǫ
[
‖un(t)‖p−1
Lp
‖w0(t)‖2
L2p
]
≥ −r
ǫ
[p− 1
p
‖un(t)‖p
Lp
+
1
p
‖w0(t)‖2p
L2p
]
4.2. Existence Result.
Definition 4.5. A path-wise strong solution (u, zˆ) is defined on a given filtered probability space
(Ω,F ,Ft, P ) as a
(
L∞(0, T ;L2(O)) ∩ L2(0, T ;H10(O))
)
× C([0, T ];L2(O)) valued function which
satisfy the stochastic tide equations (1.1)-(1.3) in the weak sense and also the energy inequalities
in Proposition 4.3.
Proof of Theorem 1.1 . Step I : Weak convergent subsequences
Recall that the Galerkin approximations (un, zˆn) satisfy the stochastic differential equations
dun(t) + F (un(t))dt+ g∇zˆn(t)dt = σn(t, un(t))dWn(t)
+
∫
Z
Hn(un(t−), z)N˜(dt, dz), (4.25)
dzˆn(t) +Div(hun(t))dt = 0, (4.26)
where F (un) = Aun + B(un) − f . Then using the a-priori estimates (4.5)-(4.6), it follows from
the Banach-Alaoglu theorem that along a subsequence of (un, zˆn), still denoted by (un, zˆn), we
obtain the following limits:
un → u weakly star in L2(Ω;L∞(0, T,L2(O)) ∩ L2(0, T ;H10(O))), (4.27)
un(T )→ η weakly in L2(Ω;L2(O)), (4.28)
zˆn → zˆ weakly in L2(Ω;L2(0, T ;L2(O))), (4.29)
F (un)→ F0 weakly in L2(Ω;L2(0, T ;H−1(O))), (4.30)
σn(·, un)→ σ0 weakly in L2(Ω;L2(0, T ;LQ(L2,L2))), (4.31)
Hn(un, ·)→ H0 weakly in H2λ([0, T ]× Z;L2). (4.32)
Note that boundedness of F (un) follows from the bounds of the operators A and B, and conver-
gences of σn and Hn follow from their linear growth property and the uniform bound of un (in n)
in L2(Ω;L2(0, T ;H10(O))).
Claim 1. u satisfies the stochastic differential equation
du(t) + F0(t)dt+ g∇zˆ(t)dt = σ0(t)dW (t) +
∫
Z
H0(t, z)N˜(dt, dz), (4.33)
weakly in L2(Ω;L2(0, T ;H−1(O))).
Proof of Claim 1.
Our proof is based on Theorem 4.4 of Brzez´niak et al. [9] and Theorem 3.2 of Suvinthra et
al. [47]. Let us consider the function ψ(t) ∈ H1(−δ, T + δ) with ψ(0) = 1. Let {ej}j∈N be
an orthonormal basis in H10(O). We define ej(t) = ψ(t)ej . Applying Itoˆ formula to the function
(un(t), ej(t))L2 we have
(un(T ), ej(T ))L2 −
∫ T
0
(un(s),
dej(s)
ds
)L2ds+
∫ T
0
〈F (un(s)) + g∇zˆn(s), ej(s)〉ds
= (un(0), ej)L2 +
∫ T
0
(σn(s, un(s))dWn(s), ej(s))L2 +
∫ T
0
∫
Z
(Hn(un(s−), z), ej(s))L2N˜(ds, dz).
(4.34)
16 POOJA AGARWAL, UTPAL MANNA, AND DEBOPRIYA MUKHERJEE
We now fix the integer j. Let P1T denote the class of all predictable processes with values in
L2(Ω× [0, T ], LQ(L2,L2)) with the inner product defined by (ξ, η)P1
T
= E
[∫ T
0
Tr(ξ(t)Qη⋆(t))dt
]
for all ξ, η ∈ P1T . Define J1 : P1T → L2(Ω× [0, T ]) by J1(G1) =
∫ t
0
(G1(s)dW (s), ej(s))L2 . Then J1
is linear and continuous. Therefore, in view of weak convergence [as in Chow [15], Chapter 6.7,
Proof of Theorem 7.5] of σn(·, un(·)) to σ0(·), we have
J1(σ
n(t, un(t))) =
∫
T
0
(σn(s, un(s))dWn(s), ej(s))L2 →
∫
t
0
(σ0(s)dW (s), ej(s))L2 as n→∞.
Again, let P2T be the class of all predictable process with values in L2(Ω × [0, T ],H2λ([0, T ] ×
Z;L2(O))) with the inner product defined by (ζ, γ)P2
T
= E
[∫ T
0
∫
Z
(ζ(t), γ(t))L2λ(dz)dt
]
. Define
J2 : P2T → L2(Ω × [0, T ]) by J2(G2) =
∫ t
0
∫
Z
(G2(s, z), ej(s))L2N˜(ds, dz). Then J2 is linear and
continuous (infact an isometry), hence it is continuous with respect to the weak topologies, [see
Theorem 4.4 of Brzez´niak et al. [9] and references therein]. Again in view of weak convergence of
Hn(un(·), ·) to H0 we have,
J2(H
n(un(t), z)) =
∫
t
0
∫
Z
(Hn(un(s−), z), ej(s))L2N˜(ds, dz)→
∫
t
0
∫
Z
(H0(s, z), ej(s))L2N˜(ds, dz),
as n→∞. Passing to the limit in (4.34) using weak convergence we have
(η, ej)L2ψ(T )−
∫ T
0
(u(s),
dψ(s)
ds
ej)L2ds+
∫ T
0
〈F0(s) + g∇zˆ(s), ej〉ds
= (u(0), ej)L2 +
∫ T
0
(σ0(s)dW (s), ψ(s)ej)L2 +
∫ T
0
∫
Z
(H0(s, z), z), ψ(s)ej)L2N˜(ds, dz).
We now choose a subsequence of functions {ψk} ⊂ H1(−δ, T + δ) such that ψk(0) = 1, k ∈ N, and
letting k →∞, ψk(s) converges to the Heaviside function H(t− s) which is one for s ≤ t and zero
otherwise. Replacing ψk instead of ψ as k →∞ we have,
(u(t), ej)L2 +
∫ t
0
〈F0(s) + g∇zˆ(s), ej〉ds
= (u(0), ej)L2 +
∫ t
0
(σ0(s)dW (s), ej)L2 +
∫ t
0
∫
Z
(H0(s, z), z), ej)L2N˜(ds, dz)
with (u(T ), ej)L2 = (η, ej)L2 ; j = 1, . . . . This gives
u(t) +
∫ t
0
(F0(s) + g∇zˆ(s))ds = u(0) +
∫ t
0
σ0(s)dW (s) +
∫ t
0
∫
Z
H0(s, z)N˜(ds, dz),
with u(T ) = η. This proves the claim. Hence u satisfies (4.33) weakly in L2(Ω;L2(0, T ;H−1(O)))
and zˆ satisfies
dzˆ(t) +Div(hu(t))dt = 0 (4.35)
weakly in L2(Ω;L2(0, T ;L2(O))).
Step II : Energy inequality of weak limits
Let us take Λ˜ := 2Λ1 + L where Λ1 is given in Remark 3.15. Let us apply Itoˆ’s lemma to the
process e−Λ˜t‖√hu(t)‖2
L2
to get
e−Λ˜T ‖
√
hu(T )‖2
L2
− ‖
√
hu(0)‖2
L2
+ e−Λ˜T g‖zˆ(t)‖2L2 − g‖zˆ(0)‖2L2
= −Λ˜
∫ T
0
e−Λ˜tg‖zˆ(t)‖2
L2
dt− Λ˜
∫ T
0
e−Λ˜t‖
√
hu(t)‖2
L2
dt
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−
∫ T
0
e−Λ˜t〈2F0(t), hu(t)〉dt+ 2
∫ T
0
e−Λ˜t(σ0(t)dW (t), hu(t))L2
+
∫ T
0
e−Λ˜t‖
√
hσ0(t)‖2LQ(L2,L2)dt+ 2
∫ T
0
e−Λ˜t
∫
Z
(H0(t, z), hu(t−))L2N˜(dt, dz)
+
∫ T
0
e−Λ˜t
∫
Z
‖
√
hH0(t, z)‖2L2N(dt, dz). (4.36)
Similarly applying Itoˆ’s lemma to the process e−Λ˜t‖√hun(t)‖2
L2
and then taking expectation we
obtain
E[e−Λ˜T ‖
√
hun(T )‖2
L2
+ e−Λ˜T g‖zˆn(T )‖2L2 − ‖
√
hun(0)‖2
L2
− g‖zˆn(0)‖2L2 ]
= −E[
∫ T
0
Λ˜e−Λ˜tg‖zˆn(t)‖2
L2
dt]− E[
∫ T
0
Λ˜e−Λ˜t‖
√
hun(t)‖2
L2
dt]
− 2E[
∫ T
0
e−Λ˜t〈F (un(t)), hun(t)〉dt] + E[
∫ T
0
e−Λ˜t‖
√
hσn(t, un(t))‖2LQ(L2,L2)dt]
+ E[
∫ T
0
2e−Λ˜t(σn(t, un(t))dWn(t), hun(t))L2 ]
+ E[
∫ T
0
e−Λ˜t
∫
Z
‖
√
hHn(un(t−), z)‖2
L2
N(dt, dz)]
+ E[
∫ T
0
2e−Λ˜t
∫
Z
(Hn(un(t−), z), hun(t−))L2N˜(dt, dz)].
Using the facts that ∫ T
0
2e−Λ˜t(σn(t, un(t))dWn(t), hun(t))L2 ,
and ∫ T
0
2e−Λ˜t
∫
Z
(Hn(un(t−), z), hun(t−))L2N˜(dt, dz),
are local martingales with zero averages, and the expectation of quadratic variation process and
that of Meyer process are same, i.e.,
E[
∫ T
0
e−Λ˜t
∫
Z
‖
√
hHn(un(t−), z)‖2
L2
N(dt, dz)]
= E[
∫ T
0
e−Λ˜t
∫
Z
‖
√
hHn(un(t), z)‖2
L2
λ(dz)dt],
we have
E[e−Λ˜T ‖
√
hun(T )‖2
L2
+ e−Λ˜T g‖zˆn(T )‖2L2 − ‖
√
hun(0)‖2
L2
− g‖zˆn(0)‖2L2 ]
= −E[
∫ T
0
Λ˜e−Λ˜tg‖zˆn(t)‖2
L2
dt]− E[
∫ T
0
Λ˜e−Λ˜t‖
√
hun(t)‖2
L2
dt]
−2E[
∫ T
0
e−Λ˜t〈F (un(t)), hun(t)〉dt] + E[
∫ T
0
e−Λ˜t‖
√
hσn(t, un(t))‖2LQ(L2,L2)dt]
+E[
∫ T
0
e−Λ˜t
∫
Z
‖
√
hHn(un(t), z)‖2
L2
λ(dz)dt].
Using the lower semi-continuity property of the L2-norm, strong convergence of the initial data
and applying Itoˆ’s lemma to the process e−Λ˜t‖√hu(t)‖2
L2
(see (4.36)), we infer that
lim inf
n
{
− E[
∫ T
0
Λ˜e−Λ˜t‖
√
hun(t)‖2
L2
dt]− 2E[
∫ T
0
e−Λ˜t〈F (un(t)), hun(t)〉dt]
+E[
∫ T
0
e−Λ˜t‖
√
hσn(t, un(t))‖2LQ(L2,L2)dt]
18 POOJA AGARWAL, UTPAL MANNA, AND DEBOPRIYA MUKHERJEE
+E[
∫ T
0
e−Λ˜t
∫
Z
‖
√
hHn(un(t), z)‖2
L2
λ(dz)dt]
}
= lim inf
n
{
E[e−Λ˜T ‖
√
hun(T )‖2
L2
+ e−Λ˜T g‖zˆn(T )‖2L2 − ‖
√
hun(0)‖2
L2
−g‖zˆn(0)‖2L2 ] + E[
∫ T
0
Λ˜e−Λ˜tg‖zˆn(t)‖2
L2
dt]
}
≥ E[e−Λ˜T ‖
√
hu(T )‖2
L2
+ e−Λ˜T g‖zˆ(T )‖2L2 − ‖
√
hu(0)‖2
L2
− g‖zˆ(0)‖2L2 ]
+E[
∫ T
0
Λ˜e−Λ˜tg‖zˆ(t)‖2
L2
dt]
= −E[
∫ T
0
Λ˜e−Λ˜t‖
√
hu(t)‖2
L2
dt]− 2E[
∫ T
0
e−Λ˜t〈F0(t), hu(t)〉dt]
+E[
∫ T
0
e−Λ˜t‖
√
hσ0(t)‖2LQ(L2,L2)dt] + E[
∫ T
0
e−Λ˜t
∫
Z
‖
√
hH0(t, z)‖2L2λ(dz)dt].
(4.37)
Step III : Consequences of weak convergence
Claim 2. For any v ∈ L2(Ω;L∞(0, T ;L2(O)) ∩ L2(0, T ;H10(O))), using the weak convergences
(4.27)-(4.32), we have the following:
(i) E[
∫ T
0
e−Λ˜t〈F (v(t)), hun(t)− hv(t)〉dt]
→ E[
∫ T
0
e−Λ˜t〈F (v(t)), hu(t) − hv(t)〉dt] as n→∞. (4.38)
(ii) E[
∫ T
0
e−Λ˜t(σn(t, un(t)), σn(t, v(t)))LQ(L2,L2)dt]
→ E[
∫ T
0
e−Λ˜t(σ0(t), σ(t, v(t)))LQ(L2,L2)dt] as n→∞. (4.39)
(iii) E[
∫ T
0
e−Λ˜t
∫
Z
(Hn(un(t), z), Hn(v(t), z))L2λ(dz)dt]
→ E[
∫ T
0
e−Λ˜t
∫
Z
(H0(t, z), H(v(t), z))L2λ(dz)dt] as n→∞. (4.40)
(iv) E[
∫ T
0
e−Λ˜t(un(t), v(t))L2dt]→ E[
∫ T
0
e−Λ˜t(u(t), v(t))L2dt]
as n→∞. (4.41)
(v) E[
∫ T
0
e−Λ˜t‖σn(t, v(t))‖2LQ(L2,L2)dt]→ E[
∫ T
0
e−Λ˜t‖σ(t, v(t))‖2LQ(L2,L2)dt]
as n→∞. (4.42)
(vi) E[
∫ T
0
e−Λ˜t
∫
Z
‖Hn(v(t), z)‖2
L2
λ(dz)dt]
→ E[
∫ T
0
e−Λ˜t
∫
Z
‖H(v(t), z)‖2
L2
λ(dz)dt] as n→∞. (4.43)
Proof of Claim 2.
(i) Note, as v ∈ L2(Ω;L∞(0, T ;L2(O))∩L2(0, T ;H10(O))), F (v(t)) ∈ L2(Ω;L2(0, T ;H−1(O))).
Since un → u weakly in L2(Ω;L2(0, T ;H10(O))), we infer that
|E[
∫ T
0
e−Λ˜t
(
〈F (v(t)), hun(t)〉 − 〈F (v(t)), hu(t)〉
)
dt]|
STOCHASTIC CONTROL OF TIDE EQUATIONS 19
≤ E[
∫ T
0
e−Λ˜t|〈F (v(t)), hun(t)− hu(t)〉|dt]→ 0 as n→∞.
This proves (i).
(ii) To prove (4.39), we first note
|E[
∫ T
0
e−Λ˜t(σn(t, un(t)), σn(t, v(t)))LQ(L2,L2)dt]
− E[
∫ T
0
e−Λ˜t(σ0(t), σ(t, v(t)))LQ(L2,L2)dt]|
= |E[
∫ T
0
e−Λ˜t(σn(t, un(t))− σ0(t), σ(t, v(t)))LQ(L2,L2)dt]
+ E[
∫ T
0
e−Λ˜t(σn(t, un(t)), σn(t, v(t)) − σ(t, v(t)))LQ(L2,L2)dt]|
≤ |E[
∫ T
0
e−Λ˜t(σn(t, un(t))− σ0(t), σ(t, v(t)))LQ(L2,L2)dt]|
+ E[
∫ T
0
e−Λ˜t‖(σn(t, un(t))‖LQ(L2,L2)‖σn(t, v(t)) − σ(t, v(t))‖LQ(L2,L2)dt]
≤ |E[
∫ T
0
e−Λ˜t(σn(t, un(t))− σ0(t), σ(t, v(t)))LQ(L2,L2)dt]|
+
(
E[
∫ T
0
e−2Λ˜t‖(σn(t, un(t))‖2LQ(L2,L2)dt]
) 1
2
×
(
E[
∫ T
0
‖σn(t, v(t))− σ(t, v(t))‖2LQ(L2,L2)dt]
) 1
2
≤ |E[
∫ T
0
e−Λ˜t(σn(t, un(t))− σ0(t), σ(t, v(t)))LQ(L2,L2)dt]|
+ c
(
E[
∫ T
0
‖σn(t, v(t)) − σ(t, v(t))‖2LQ(L2,L2)dt]
) 1
2
, (4.44)
where by using Assumption 3.12, and Proposition 4.3 we observe that
c : = sup
n∈N
(
E[
∫ T
0
e−2Λ˜t‖(σn(t, un(t))‖2LQ(L2,L2)dt]
)
≤ sup
n∈N
(
E[
∫ T
0
e−2Λ˜t‖(σ(t, un(t))‖2LQ(L2,L2)dt]
)
≤ K sup
n∈N
(
E[
∫ T
0
e−2Λ˜t(1 + ‖un(t))‖2
L2
)dt]
)
≤ CT + CT sup
n∈N
E
(
sup
t∈[0,T ]
‖un(t))‖2
L2
)
<∞.
Thus using (4.31), the first term on the right hand side of (4.44) tends to zero as n →
∞. Since Pnσ(·, v(·)) = σn(·, v(·)), we now prove σn(·, v(·)) → σ(·, v(·)) strongly in
L2(Ω;L2(0, T ;LQ(L
2,L2))).
Let us fix t ∈ [0, T ] and ω ∈ Ω and define the double sequence an,k := ‖(σn(t, v(t)) −
σ(t, v(t)))Q
1
2ψk‖2L2, where {ψk}k≥1 is an orthonormal basis in L2.Define bk := 4‖σ(t, v(t))Q
1
2ψk‖2L2.
Note, by Minkowski inequality and (4.18), an,k ≤ bk for every n and k. Moreover,∑∞
k=1 bk = 4
∑∞
k=1 ‖σ(t, v(t))Q
1
2ψk‖2L2 = 4‖σ(t, v(t))‖2LQ(L2,L2) < ∞. Now using Lemma
4.1 for every k, we achieve
lim
n→∞
an(k) = lim
n→∞
‖(σn(t, v(t)) − σ(t, v(t)))Q 12ψk‖2L2
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= lim
n→∞
‖σn(t, v(t))Q 12ψk − σ(t, v(t))Q 12ψk‖2L2 = 0.
Hence by Lebesgue Dominated Convergence Theorem (for double sequence),
lim
n→∞
∞∑
k=1
an,k = 0.
Thus for almost all t ∈ [0, T ], P−a.e. ω ∈ Ω we obtain
lim
n→∞
‖σn(t, v(t))− σ(t, v(t))‖2LQ(L2,L2) = 0. (4.45)
Furthermore, ‖σn(t, v(t)) − σ(t, v(t))‖2LQ(L2,L2) ≤ 4‖σ(t, v(t))‖2LQ(L2,L2) for almost all t ∈
[0, T ], P−a.e. ω ∈ Ω. Thus applying Lebesgue Dominated Convergence Theorem again
we achieve,
lim
n→∞
E
[ ∫ T
0
‖σn(t, v(t)) − σ(t, v(t))‖2LQ(L2,L2)dt
]
= 0, (4.46)
proving that σn(·, v(·))→ σ(·, v(·)) strongly in L2(Ω;L2(0, T ;LQ(L2,L2))). Hence, second
term on the right hand side of (4.44) goes to zero as n→∞. Thus we have (4.39).
(iii) Let us consider
|E[
∫ T
0
e−Λ˜t
∫
Z
(Hn(un(t), z), Hn(v(t), z))L2λ(dz)dt]
− E[
∫ T
0
e−Λ˜t
∫
Z
(H0(t, z), H(v(t), z))L2λ(dz)dt]|
= |E[
∫ T
0
e−Λ˜t
∫
Z
(Hn(un(t), z)−H0(t, z), H(v(t), z))L2λ(dz)dt]
+ E[
∫ T
0
e−Λ˜t
∫
Z
(Hn(un(t), z), Hn(v(t), z)−H(v(t), z))L2λ(dz)dt]|
≤ |E[
∫ T
0
e−Λ˜t
∫
Z
(Hn(un(t), z)−H0(t, z), H(v(t), z))L2λ(dz)dt]|
+ E[
∫ T
0
e−Λ˜t
∫
Z
‖(Hn(un(t), z)‖L2‖Hn(v(t), z)−H(v(t), z)‖L2λ(dz)dt]
≤ |E[
∫ T
0
e−Λ˜t
∫
Z
(Hn(un(t), z)−H0(t, z), H(t, v(t)))L2λ(dz)dt]|
+
(
E[
∫ T
0
e−2Λ˜t
∫
Z
‖(Hn(t, un(t))‖2
L2
λ(dz)dt]
) 1
2
×
(
E[
∫ T
0
∫
Z
‖Hn(v(t), z)−H(v(t), z)‖2
L2
λ(dz)dt]
) 1
2
≤ |E[
∫ T
0
e−Λ˜t
∫
Z
(Hn(un(t), z)−H0(t, z), H(v(t), z))L2λ(dz)dt]|
+ c
(
E[
∫ T
0
∫
Z
‖Hn(v(t), z)−H(v(t), z)‖2
L2
λ(dz)dt]
) 1
2
(4.47)
where by using Assumption 3.12, Proposition 4.3 we observe that
c : = sup
n∈N
(
E[
∫ T
0
e−2Λ˜t
∫
Z
‖(Hn(un(t), z)‖2
L2
λ(dz)dt]
)
≤ sup
n∈N
(
E[
∫ T
0
e−2Λ˜t
∫
Z
‖(H(un(t), z)‖2
L2
λ(dz)dt]
)
≤ K sup
n∈N
(
E[
∫ T
0
e−2Λ˜t(1 + ‖un(t))‖2
L2
)dt]
)
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≤ CT + CT sup
n∈N
E
(
sup
t∈[0,T ]
‖un(t))‖2
L2
)
<∞.
Thus using (4.32) first term on the right hand side of (4.47) tends to zero. Recalling
PnH(v(·), ·) = Hn(v(·), ·), using Lemma 4.1 and (4.19), we have for almost all t ∈ [0, T ]
and P−a.e. ω ∈ Ω, all z ∈ Z,
lim
n→∞
‖Hn(v(t), z)−H(v(t), z)‖L2 = 0 and
‖Hn(v(t), z)−H(v(t), z)‖L2 ≤ 2‖H(v(t), z)‖L2. (4.48)
Hence by applying Lebesgue Dominated Convergence Theorem, we have
lim
n→∞
E
[ ∫ T
0
∫
Z
‖Hn(v(t), z)−H(v(t), z)‖2
L2
λ(dz)dt
]
= 0, (4.49)
proving that Hn(v(·), ·)→ H(v(·), ·) strongly in H2λ([0, T ]×Z;L2), which also implies that
the second term on the right hand side of (4.47) goes to zero, ensuring (4.40).
(iv) Using (4.27) we directly have (4.41).
(v) It directly follows from (4.46).
(vi) It directly follows from (4.49).
Step IV : Consequences of monotonicity argument Using the monotonicity property of
F (·) (see Remark 3.15 and (3.20)) and Assumption 3.12, we have for v ∈ L2(Ω;L∞(0, T ;L2(O))∩
L2(0, T ;H10(O)))
2E[
∫ T
0
e−Λ˜t〈F (un(t)) − F (v(t)), hun(t)− hv(t)〉dt]
−E[
∫ T
0
e−Λ˜t‖σn(t, un(t))− σn(t, v(t))‖2LQ(L2,L2)dt]
−E[
∫ T
0
e−Λ˜t
∫
Z
‖Hn(un(t), z)−Hn(v(t), z)‖2
L2
λ(dz)dt]
+E[
∫ T
0
Λ˜e−Λ˜t‖un(t)− v(t)‖2
L2
dt] ≥ 0. (4.50)
Splitting each of the inner products and norms and then on rearranging we obtain,
− 2E[
∫ T
0
e−Λ˜t〈F (un(t)), hun(t)− hv(t)〉dt] + E[
∫ T
0
e−Λ˜t‖σn(t, un(t))‖2LQ(L2,L2)dt]
+ E[
∫ T
0
e−Λ˜t
∫
Z
‖Hn(un(t), z)‖2
L2
λ(dz)dt] − E[
∫ T
0
Λ˜e−Λ˜t‖un(t)‖2
L2
dt]
≤ −2E[
∫ T
0
e−Λ˜t〈F (v(t)), hun(t)− hv(t)〉dt] − E[
∫ T
0
e−Λ˜t‖σn(t, v(t))‖2LQ(L2,L2)dt]
+2E[
∫ T
0
e−Λ˜t(σn(un(t)), σn(v(t)))LQ(L2,L2)dt]
−E[
∫ T
0
e−Λ˜t
∫
Z
‖Hn(v(t), z)‖2
L2
λ(dz)dt]
+2E[
∫ T
0
e−Λ˜t
∫
Z
(Hn(un(t), z), Hn(v(t), z))L2λ(dz)dt]
+E[
∫ T
0
Λ˜e−Λ˜t‖v(t)‖2
L2
dt]− 2E[
∫ T
0
Λ˜e−Λ˜t(un(t), v(t))L2dt]. (4.51)
In view of (4.38), (4.39)-(4.43), and taking limit in n and using (4.37) we conclude that
− 2E[
∫ T
0
e−Λ˜t〈F0(t), hu(t)− hv(t)〉dt] + E[
∫ T
0
e−Λ˜t‖σ0(t)‖2LQ(L2,L2)dt]
+ E[
∫ T
0
e−Λ˜t
∫
Z
‖H0(t, z)‖2L2λ(dz)dt]− E[
∫ T
0
Λ˜e−Λ˜t‖u(t)‖2
L2
dt]
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≤ −2E[
∫ T
0
e−Λ˜t〈F (v(t)), hu(t)− hv(t)〉dt] − E[
∫ T
0
e−Λ˜t‖σ(t, v(t))‖2LQ(L2,L2)dt]
+ 2E[
∫ T
0
e−Λ˜t(σ0(t), σ(v(t)))LQ(L2,L2)dt]− E[
∫ T
0
e−Λ˜t
∫
Z
‖H(v(t), z)‖2
L2
λ(dz)dt]
+ 2E[
∫ T
0
e−Λ˜t
∫
Z
(H0(t, z), H(v(t), z))L2λ(dz)dt]
+ E[
∫ T
0
Λ˜e−Λ˜t‖v(t)‖2
L2
dt]− 2E[
∫ T
0
Λ˜e−Λ˜t(u(t), v(t))L2dt].
Rearranging the terms
−2E[
∫ T
0
e−Λ˜t〈F0(t)− F (v(t)), hu(t) − hv(t)〉dt]
+E[
∫ T
0
e−Λ˜t‖σ0(t)− σ(t, v(t))‖2LQ(L2,L2)dt]
+E[
∫ T
0
e−Λ˜t
∫
Z
‖H0(t, z)−H(v(t), z)‖2L2λ(dz)dt]
−E[
∫ T
0
Λ˜e−Λ˜t‖u(t)− v(t)‖2
L2
dt] ≤ 0. (4.52)
The above estimate holds for any v ∈ L2(Ω;L∞(0, T ;L2(O)) ∩L2(0, T ;H10(O))). Choosing v(·) =
u(·), we can immediately observe σ0(·) = σ(·, u(·)) and H0(·, ·) = H(u(·), ·). Now we take v = u+
λw in (4.52), where λ > 0 and w is an adapted process in L2(Ω;L∞(0, T ;L2(O))∩L2(0, T ;H10(O))).
Then we have
λE[
∫ T
0
e−Λ˜t〈F (u(t) + λw(t)), hw(t)〉dt] + λ2Λ˜E[
∫ T
0
e−Λ˜t‖w(t)‖2
L2
dt]
≥ λE[
∫ T
0
e−Λ˜t〈F0(t), hw(t)〉dt].
Dividing by λ on both sides of the inequality above and letting λ to go to 0, we have by the
hemicontinuity of F (·)
E[
∫ T
0
e−Λ˜t〈F (u(t)) − F0(t), hw(t)〉dt] ≥ 0.
Since w is arbitrary and h is a positive, bounded, continuously differentiable function, F0(t) =
F (u(t)). This proves the existence of a strong solution.
Step V : Uniqueness:
If the pairs (u, zˆ) and (v, z˜) are two solutions to (1.1)-(1.3), then w(t) := u(t) − v(t) and ζ(t) :=
zˆ(t)− z˜(t) solves the stochastic integral equation
dw(t) +Aw(t)dt + g∇ζ(t)dt
= [B(v(t)) −B(u(t))]dt + (σ(t, u(t)) − σ(t, v(t)))dW (t)
+
∫
Z
(H(u(t−), z)−H(v(t−), z))N˜(dt, dz). (4.53)
and
dζ(t) +Div(hw(t))dt = 0. (4.54)
Define the stopping time as:
τN = inf{t ≥ 0 : ‖w(t)‖2L2 + ‖ζ(t)‖2L2 +
∫ t
0
‖w(s)‖2
H1
0
ds > N}. (4.55)
Applying Itoˆ’s lemma to the process ‖w(t)‖2
L2
‖w(t ∧ τN )‖2L2 + 2α
∫ t∧τN
0
‖w(s)‖2
H1
0
ds+ 2g
∫ t∧τN
0
〈∇ζ(s), w(s)〉ds
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= ‖w(0)‖2
L2
+ 2
∫ t∧τN
0
[(B(v(s)) −B(u(s)), u(s)− v(s))L2 ]ds
+ 2
∫ t∧τN
0
(σ(s, u(s)) − σ(s, v(s))dW (s), w(s))L2
+
∫ t∧τN
0
‖σ(s, u(s))− σ(s, v(s))‖2LQ(L2,L2)ds
+
∫ t∧τN
0
∫
Z
‖H(u(s−), z)−H(v(s−), z)‖2
L2
N(ds, dz)
+ 2
∫ t∧τN
0
∫
Z
((H(u(s−), z)−H(v(s−), z)), w(s−))
L2
N˜(ds, dz).
Using the result from Lemma 3.2, inequality (4.10) and w(0) = 0,
‖w(t ∧ τN )‖2L2 + 2α
∫ t∧τN
0
‖w(s)‖2
H1
0
ds
≤ 2g
2
α
∫ t∧τN
0
‖ζ(s)‖2L2ds+
α
2
∫ t∧τN
0
‖w(s)‖2
H1
0
ds
+ 2
∫ t∧τN
0
(σ(s, u(s)) − σ(s, v(s))dW (s), w(s))L2
+
∫ t∧τN
0
‖σ(s, u(s))− σ(s, v(s))‖2LQ(L2,L2)ds
+
∫ t∧τN
0
∫
Z
‖H(u(s−), z)−H(v(s−), z)‖2
L2
N(ds, dz)
+ 2
∫ t∧τN
0
∫
Z
((H(u(s−), z)−H(v(s−), z)), w(s−))
L2
N˜(ds, dz). (4.56)
Taking (4.54) inner product with ζ(t) := zˆ(t)− z˜(t) and using ζ(0) = 0, we have as in equation
(4.15)
‖ζ(t ∧ τN )‖2L2 ≤M
∫ t∧τN
0
‖w(s)‖2
L2
ds+
(
2µ2
α
+M
)∫ t∧τN
0
‖ζ(s)‖2L2ds
+
α
2
∫ t∧τN
0
‖w(s)‖2
H1
0
ds. (4.57)
Let C =
2g2
α
+
2µ2
α
+M. Adding equations (4.56) and (4.57), then taking expectation and using
Itoˆ-Le´vy isometry we achieve
E[‖w(t ∧ τN )‖2L2 + ‖ζ(t ∧ τN )‖2L2 ] + E[
∫ t∧τN
0
α‖w(s)‖2
H1
0
ds]
≤ CE[
∫ t∧τN
0
(‖w(s)‖2
L2
+ ‖ζ(s)‖2L2)ds]
+ E[
∫ t∧τN
0
‖σ(s, u(s))− σ(s, v(s))‖2LQ(L2,L2)ds]
+ E[
∫ t∧τN
0
∫
Z
‖H(u(s), z)−H(v(s), z)‖2
L2
λ(dz)ds].
Applications of Assumption 3.12 and Gronwall’s inequality yield
E[‖w(t ∧ τN )‖2L2 + ‖ζ(t ∧ τN )‖2L2 ] + αE[
∫ t∧τN
0
‖w(s)‖2
H1
0
ds] ≤ 0.
As N →∞, t ∧ τN → t a.s., and hence the uniqueness of pathwise strong solution follows.
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5. Stochastic Optimal Control
5.1. Preliminaries. In this Subsection we provide some definitions and known results borrowed
from Me´tivier [34] and Aldous [2].
Definition 5.1. Let (S, ρ) be a separable and complete metric space. Let u ∈ D([0, T ]; S) and let
δ > 0 be given. A modulus of u is defined by
w[0,T ],S(u, δ) := inf
Πδ
max
ti∈ω
sup
ti≤s<t<ti+1≤T
ρ(u(t), u(s)), (5.1)
where Πδ is the set of all increasing sequences ω = {0 = t0 < t1 < . . . < tn = T } with the following
property
ti+1 − ti ≥ δ, i = 0, . . . , n− 1.
Theorem 5.2. A set A ⊂ D([0, T ]; S) has compact closure iff it satisfies the following two condi-
tions:
(a) there exists a dense subset I ⊂ [0, T ] such that for every t ∈ I the set {u(t), u ∈ A} has
compact closure in S,
(b) limδ→0 supu∈Aw[0,T ],S(u, δ) = 0.
Let us consider the ball B := {x ∈ L2(O) : ‖x‖L2 ≤ r}. If Bw denote the ball B endowed with
the weak topology of L2, then it is well-known that Bw is metrizable. Let D([0, T ];Bw) be the
space of weakly ca`dla`g functions u : [0, T ]→ L2 such that supt∈[0,T ] ‖u(t)‖L2 ≤ r. Note that, the
space D([0, T ];Bw) is metrizable as well. Then we have the following lemma from Lemma 2 of
[37].
Lemma 5.3. Let un : [0, T ]→ L2, n ∈ N be functions such that
(1) supn∈N sups∈[0,T ] ‖un(s)‖L2 ≤ r,
(2) un → u in D([0, T ];H−1).
Then u, un ∈ D([0, T ];Bw) and un → u in D([0, T ];Bw) as n→∞.
We now deal with the following functional spaces endowed with the respective topologies:
D([0, T ];H−1(O))J := the the space of ca`dla`g functions u : [0, T ]→ H−1(O)
with the extended Skorokhod topology τ1,
L2w(0, T ;H
1
0(O)) := the space L2(0, T ;H10(O)) with the weak topology τ2,
D([0, T ];L2w(O)) := the the space of all weakly ca`dla`g functions u : [0, T ]→
L2(O) with the weakest topology τ3 such that for all h ∈ L2(O) the mappings
D([0, T ];L2w(O)) ∋ u 7→ (u(·), h)L2 ∈ D([0, T ];R)
are continuous.
L2(0, T ;L2(O)) is endowed with its strong topology τ4.
We take the path space Z = D([0, T ];H−1(O))J∩D([0, T ];L2w(O))∩L2w(0, T ;H10(O))∩L2(0, T ;L2(O))
and τ be the supremum of the corresponding topologies.
Theorem 5.4. A set K ⊂ Z is τ-relatively compact if the following three conditions hold:
(a) ∀u ∈ K and all t ∈ [0, T ], u(t) ∈ L2(O) and supu∈K sups∈[0,T ] ‖u(s)‖L2 <∞,
(b) supu∈K
∫ T
0
‖u(s)‖2
H1
0
ds <∞, i.e. K is bounded in L2(0, T ;H10(O)),
(c) limδ→0 supu∈Kw[0,T ],H−1(O)(u, δ) = 0.
For proof see Lemma 3.3 in [11], Lemma 4.1 in [36], Theorem 2 of [37], Lemma 2.7 in [35]
Definition 5.5. Let (S, ρ) be a separable and complete metric space. Let (Ω,F , P ) be a proba-
bility space with the filtration F := (Ft)t∈[0,T ] satisfying the usual hypotheses, and let (Xn)n∈N
be a sequence of ca`dla`g, F -adapted and S-valued processes. (Xn)n∈N is said to satisfy the Aldous
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condition iff ∀ ǫ > 0, ∀ η > 0, ∃ δ > 0 such that for every sequence (τn)n∈N of stopping times with
τn ≤ T
sup
n∈N
sup
0≤θ≤δ
P{ρ(Xn(τn + θ), Xn(τn)) ≥ η} ≤ ǫ.
Lemma 5.6. Let (Xn)n∈N satisfies the Aldous condition. Let P
n be the law of Xn on D([0, T ]; S), n ∈
N. Then for every ǫ > 0 there exists a subset Aǫ ⊂ D([0, T ]; S) such that
sup
n∈N
P
n(Aǫ) ≥ 1− ǫ and lim
δ→0
sup
u∈Aǫ
w[0,T ],S(u, δ) = 0.
We will use the following lemma given in [34] and [37].
Lemma 5.7. Let (E, ‖·‖E) be a separable Banach space and let (Xn)n∈N be a sequence of E-valued
random variables. Assume that for every sequence (τn)n∈N of F -stopping times with τn ≤ T and
for every n ∈ N and θ ≥ 0 the following condition holds
E[‖Xn(τn + θ)−Xn(τn)‖αE ] ≤ Cθβ , (5.2)
for some α, β > 0 and some constant C > 0. Then the sequence (Xn)n∈N satisfies the Aldous
condition in the space E.
We use the tightness condition for the Prokhorov-Varadarajan theorem which states that a
sequence of measures (P˜n)n∈N is tight on a topological space E if for every ǫ > 0 there exists a
compact set Kǫ ⊂ E such that supn P˜n(E \Kǫ) ≤ ǫ. Hence the tightness of measure in Z is given
by the following theorem.
Theorem 5.8. Let (Xn)n∈N be a sequence of ca`dla`g F -adapted H
−1(O)-valued processes such that
(a) there exists a positive constant C1 such that
sup
n∈N
E[ sup
s∈[0,T ]
‖Xn(s)‖L2 ] ≤ C1,
(b) there exists a positive constant C2 such that
sup
n∈N
E[
∫ T
0
‖Xn(s)‖2H1
0
ds] ≤ C2,
(c) (Xn)n∈N satisfies the Aldous condition in H
−1(O).
Let P˜n be the law of Xn on Z. Then for every ǫ > 0 there exists a compact subset Kǫ of Z such
that
P˜
n(Kǫ) ≥ 1− ǫ, (5.3)
and the sequence of measures {P˜n, n ∈ N} is said to be tight on (Z, τ).
For proof see Corollary 1, [37].
5.2. Martingale Problem. We now consider the stochastic tidal dynamics equation with Le´vy
forcing as defined in Section 3 with initial value control as
du(t) + [Au(t) +B(u(t)) + g∇zˆ(t)]dt = f(t)dt+ σ(t, u(t))dW (t)
+
∫
Z
H(u(t−), z)N˜(dt, dz), (5.4)
dzˆ(t) +Div(hu(t))dt = 0, (5.5)
u(0) = u0 + U, zˆ(0) = zˆ0, (5.6)
where f ∈ L2(Ω;L2(0, T ;L2(O))), u0, U ∈ L2(Ω;L2(O)) and zˆ0 ∈ L2(Ω;L2(O)). We assume that
σ and H satisfy Assumption 3.12.
Definition 5.9. A martingale solution of (5.4)-(5.6) is a system
(Ω,F , F , P , u, z, U,N,W ), where
• (Ω,F , F , P ) is a filtered probability space with a filtration F = {Ft}t≥0,
• N is a time homogeneous Poisson random measure over (Ω,F , F , P ) with the intensity
measure λ,
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• W is a cylindrical Wiener process over (Ω,F , F , P ),
• U is measurable with P - a.e. ω ∈ Ω, U(ω) ∈ L2(O),
• u, z are progressively measurable processes with P - a.e. ω ∈ Ω, the paths
u(·, ω) ∈ D([0, T ];H−1(O)) ∩D([0, T ];L2w(O)) ∩ L2w(0, T ;H10(O)) ∩ L2(0, T ;L2(O)),
z(·, ω) ∈ L2(0, T ;L2(O)) ∩ C([0, T ];H−1(O)),
such that for all t ∈ [0, T ], for all v ∈ H10(O) and for all w ∈ L2(O), the following identities
hold P -a.s.
(u(t), v)L2 +
∫ t
0
(Au(s), v)L2ds+
∫ t
0
(B(u(s)), v)L2ds+
∫ t
0
〈g∇z(s), v〉ds
= (u0, v)L2 + (U, v)L2 +
∫ t
0
(f(s), v)L2ds
+
∫ t
0
(σ(s, u(s))dW (s), v)L2 +
∫ t
0
∫
Z
(H(u(s−), z), v)L2N˜(ds, dz), (5.7)
(z(t), w)L2 +
∫ t
0
(Div(hu(s)), w)L2ds = (z0, w)L2 , (5.8)
where 〈·, ·〉 denotes the duality pairing between H10(O) and H−1(O).
Equivalent infinite dimensional martingale formulations are available in the literature [e.g. see
Theorem 9 of Sritharan [45]]. Similar formulations, in the finite dimensional case, are known due
to Stroock and Varadhan [46] and Viot [50]. Equivalence between infinite dimensional version of
Stroock-Varadhan martingale formulations and weak formulations as in the spirit of Definition 5.9
can be found in Theorem 10 of Sritharan [45].
5.3. Existence of Martingale Solution. We will prove the existence of a martingale solution
using the Galerkin approximations as explained in Section 4. We write
un(t)=un0 + U
n −
∫ t
0
(Aun(s) +B(un(s)) + g∇zˆn(s)− f(s))ds
+
∫ t
0
σn(s, un(s))dWn(s) +
∫ t
0
∫
Z
Hn(un(s−), z)N˜(ds, dz). (5.9)
zˆn(t)=zˆn0 −
∫ t
0
Div(hun(s))ds. (5.10)
For each n ∈ N, we use the measures L(un) and L(zˆn) defined on (Z, τ) and L2(0, T ;L2(O))
respectively by the solution (un, zˆn) of the Galerkin equations (5.9)-(5.10).
Lemma 5.10. The set of measures {L(un), n ∈ N} is tight on (Z, τ).
Proof. We will prove the tightness of the measures using the tightness criterion given in Theorem
5.8. From Proposition 4.3, conditions (a) and (b) of Theorem 5.8 are satisfied. Now we need to
verify that condition (c) of Theorem 5.8 is also satisfied. Using Lemma 5.7 we will show that
sequence (un)n∈N satisfy Aldous condition in the space H
−1(O). Let θ > 0. Let (τn)n∈N be a
sequence of stopping times where 0 ≤ τn ≤ τn + θ ≤ T . Let us recall (5.9) as:
un(t) = un0 + U
n −
∫ t
0
Aun(s)ds−
∫ t
0
B(un(s))ds−
∫ t
0
g∇zˆn(s)ds
+
∫ t
0
f(s)ds+
∫ t
0
σn(s, un(s))dWn(s) +
∫ t
0
∫
Z
Hn(un(s−), z)N˜(ds, dz)
= Jn1 + J
n
2 + J
n
3 (t) + J
n
4 (t) + J
n
5 (t) + J
n
6 (t) + J
n
7 (t) + J
n
8 (t), t ∈ [0, T ].
Now we will show that (5.2) holds for each Jni , i ∈ {1, 2, . . . , 8}.
First note, since the terms Jn1 and J
n
2 are independent of time, clearly (5.2) is satisfied for any
α, β > 0.
Now consider the term Jn3 (t). Since A : H
1
0(O)→ H−1(O), therefore for all v ∈ H10(O)
〈Au, v〉 = (Au, v)L2 ≤ C1‖u‖H1
0
‖v‖H1
0
.
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Hence, using the above inequality
‖Au‖H−1 ≤ C1‖u‖H1
0
. (5.11)
Therefore by using (5.11), Ho¨lder’s inequality and (4.6), Jn3 can be estimated as
E[‖Jn3 (τn + θ)− Jn3 (τn)‖H−1 ] = E[‖
∫ τn+θ
τn
Aun(s)ds‖H−1 ]
≤ C1E[
∫ τn+θ
τn
‖un(s)‖H1
0
ds] ≤ C1E[θ1/2
(∫ T
0
‖un(s)‖2
H1
0
ds
)1/2
]
≤ C1θ1/2
[
E
(∫ T
0
‖un(s)‖2
H1
0
ds
)]1/2
≤ c2θ1/2.
Thus Jn3 satisfies (5.2) with α = 1 and β =
1
2 .
We next consider the term Jn4 (t). In Proposition 4.4 for p = 4 we note that w
0 ∈ L8(Ω;L8
(0, T ;L8(O))) ⊂ L4(Ω;L4(0, T ;L4(O))). Again by Proposition 4.4, for p = 4, we obtain
E[
∫ T
0 ‖un(s)‖2L2‖un(s)‖2H1
0
ds] ≤ C1(4). By the estimate (3.5) we have E[
∫ T
0 ‖un(s)‖4L4ds] ≤ C1(4).
Using the embedding H10(O) →֒ L4(O) →֒ L2(O) →֒ H−1(O), property of the operator B in (3.11),
Minskowskii and Ho¨lder’s inequalities and Proposition 4.4 (for p = 4) we estimate Jn4 as
E[‖Jn4 (τn + θ)− Jn4 (τn)‖H−1 ] = E[‖
∫ τn+θ
τn
B(un(s))ds‖H−1 ]
≤ E[
∫ τn+θ
τn
‖B(un(s))‖H−1ds] ≤ cE[
∫ τn+θ
τn
‖B(un(s))‖L2ds]
≤ cC2E[
∫ τn+θ
τn
‖un(s) + w0(s)‖2
L4
ds]
≤ 2cC2E[
∫ τn+θ
τn
(‖un(s)‖2
L4
+ ‖w0(s)‖2
L4
)
ds]
≤ c3θ1/2
(
E
[∫ τn+θ
τn
‖un(s)‖4
L4
ds
])1/2
+ c3θ
1/2
(
E
[∫ τn+θ
τn
‖w0(s)‖4
L4
ds
])1/2
≤ c3θ1/2
(
E
[∫ T
0
‖un(s)‖4
L4
ds
])1/2
+ c3θ
1/2
(
E
[∫ T
0
‖w0(s)‖4
L4
ds
])1/2
≤ c4θ1/2.
Thus Jn4 satisfies (5.2) with α = 1 and β =
1
2 .
Next consider the term Jn5 (t). Consider the operator C : L
2(O) → H−1(O) defined by C(zˆ) =
g∇zˆ. For all v ∈ H10(O), we have |〈C(zˆ), v〉| = | − g(zˆ, Div(v))L2 | ≤ g‖zˆ‖L2‖v‖H10 . Hence
‖C(zˆ)‖H−1 ≤ g‖zˆ‖L2. (5.12)
So by using (5.12), Ho¨lder’s inequality and (4.6), we have
E[‖Jn5 (τn + θ)− Jn5 (τn)‖H−1 ] = E[‖
∫ τn+θ
τn
g∇zˆn(s)ds‖H−1 ]
≤ gE[
∫ τn+θ
τn
‖zˆn(s)‖L2ds] ≤ gθ1/2
[
E
(∫ τn+θ
τn
‖zˆn(s)‖2L2ds
)]1/2
≤ gθ1/2
[
E
(∫ T
0
‖zˆn(s)‖2L2ds
)]1/2
≤ gθ1/2
[
E
(
T sup
0≤s≤T
‖zˆn(s)‖2L2
)]1/2
≤ gθ1/2T 1/2
(
E
[
sup
0≤s≤T
‖zˆn(s)‖2L2
])1/2
≤ c5θ1/2.
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Thus Jn5 satisfies (5.2) with α = 1 and β =
1
2 .
We next consider the term Jn6 (t). Since L
2(O) →֒ H−1(O) and f ∈ L2(Ω;L2(0, T ;L2(O))), by
Ho¨lder inequality, we have
E[‖Jn6 (τn + θ)− Jn6 (τn)‖H−1 ] = E[‖
∫ τn+θ
τn
f(s)ds‖H−1 ]
≤ E[
∫ τn+θ
τn
‖f(s)‖H−1ds] ≤ cE[
∫ τn+θ
τn
‖f(s)‖L2ds]
≤ cθ1/2
(
E
[∫ τn+θ
τn
‖f(s)‖2
L2
ds
])1/2
≤ cθ1/2
(
E
[∫ T
0
‖f(s)‖2
L2
ds
])1/2
≤ c6θ1/2.
Thus Jn6 satisfies (5.2) with α = 1 and β =
1
2 .
Now we consider the term Jn7 (t). Using the embedding L
2(O) →֒ H−1(O), Itoˆ isometry, (4.18),
Assumption 3.12 and inequality (4.6), we obtain
E[‖Jn7 (τn + θ)− Jn7 (τn)‖2H−1 ] = E[‖
∫ τn+θ
τn
σn(s, un(s))dWn(s)‖2
H−1
]
≤ cE[‖
∫ τn+θ
τn
σn(s, un(s))dWn(s)‖2
L2
] = cE[
∫ τn+θ
τn
‖σn(s, un(s))‖2LQ(L2,L2)ds]
≤ cE[
∫ τn+θ
τn
‖σ(s, un(s))‖2LQ(L2,L2)ds] ≤ cKE[
∫ τn+θ
τn
(1 + ‖un(s)‖2
L2
)ds]
≤ cKθ(1 + E[ sup
0≤s≤T
‖un(s)‖2
L2
]) ≤ c6θ.
Thus Jn7 satisfies (5.2) with α = 2 and β = 1.
We finally consider the term Jn8 (t). Using the embedding L
2(O) →֒ H−1(O), Le´vy-Itoˆ isometry,
(4.19), Assumption 3.12 and inequality (4.6), we obtain
E[‖Jn8 (τn + θ)− Jn8 (τn)‖2H−1 ]=E[‖
∫ τn+θ
τn
∫
Z
Hn(un(s−), z)N˜(ds, dz)‖2
H−1
]
≤cE[‖
∫ τn+θ
τn
∫
Z
Hn(un(s−), z)N˜(ds, dz)‖2
L2
]
=cE[
∫ τn+θ
τn
∫
Z
‖Hn(un(s), z)‖2
L2
λ(dz)ds]
≤cE[
∫ τn+θ
τn
∫
Z
‖H(un(s), z)‖2
L2
λ(dz)ds]
≤cK E[
∫ τn+θ
τn
(1 + ‖un(s))‖2
L2
)ds]
≤cK θ (1 + E[ sup
0≤s≤T
‖un(s)‖2
L2
]) ≤ c6θ.
Thus Jn8 satisfies (5.2) with α = 2 and β = 1.
Finally combining estimates of each Jni ; i = 1, · · · , 8, we have,
E[‖un(τn + θ)− un(τn)‖H−1 ] = E
[
‖
8∑
i=1
(Jni (τn + θ)− Jni (τn)‖H−1
]
≤
8∑
i=1
E
[
‖(Jni (τn + θ)− Jni (τn)‖H−1
]
=
6∑
i=1
E
[
‖(Jni (τn + θ)− Jni (τn)‖H−1
]
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+
8∑
i=7
E
[
‖(Jni (τn + θ)− Jni (τn)‖H−1
]
≤ C1θ1/2 +
8∑
i=7
[
E(‖(Jni (τn + θ)− Jni (τn)‖2H−1
]1/2
≤ C1θ1/2 + C2θ1/2 := Cθ1/2.
Hence un satisfies Aldous condition in the space H−1(O) with α = 1 and β = 12 , which completes
the proof. 
Lemma 5.11. The set of measures {L(zˆn), n ∈ N} is tight on L2(0, T ;L2(O))∩C([0, T ];H−1(O)).
Proof. First note that, due to lack ofH1 estimate for zˆn, we can not apply Theorem 5.8, and hence
we may not be able prove tightness following the method of the previous Lemma. However, one
could possibly consider more regular initial data and apply Proposition A.1 to obtain H1 estimate
for zˆn and then apply Theorem 5.8 to obtain tightness. But we do not proceed in this direction.
To prove the tightness in L2(0, T ;L2(O)), we follow the classical argument of Chow and Khas-
minskii [16].
By Proposition 4.3, E[sup0≤t≤T ‖zˆn(t)‖2L2 ] ≤ C1, hence using Fubini’s theorem we have
E[‖zˆn‖2L2(0,T ;L2)] ≤ C1T.
By the Chebychev inequality, we see that for any r > 0
P (‖zˆn‖L2(0,T ;L2) > r) ≤
E[‖zˆn‖2L2(0,T ;L2)]
r2
≤ C1T
r2
.
Let ǫ > 0 be given. Let R1 > 0 be such that
C1T
R2
1
< ǫ. Then P (‖zˆn‖L2(0,T ;L2) > R1) < ǫ. Denote
Bǫ := {zˆn ∈ L2(0, T ;L2(O)) : ‖zˆn‖L2(0,T ;L2) ≤ R1}.
Then it is clear that P (Bǫ) ≥ 1 − ǫ. Hence for every ǫ > 0, there exists a compact subset Bǫ of
L2(0, T ;L2(O)) such that P (Bǫ) ≥ 1 − ǫ. Thus the set of measures {L(zˆn), n ∈ N} is tight on
L2(0, T ;L2(O)).
To prove the tightness in C([0, T ];H−1(O)), we follow the method due to Flandoli and Gatarek
[19] (see Theorem 3.1, Step 2).
We decompose zˆn as
zˆn(t) = zˆn0 −
∫ t
0
Div(hun(s))ds
= Jn9 + J
n
10(t). (5.13)
We already have E‖Jn9 ‖2L2 ≤ C1. Also, by Proposition 4.3 we have
E‖Jn10(t)‖2L2(0,T ;L2) ≤ E
∫ T
0
∫ t
0
‖Div(hun(s))‖2L2ds dt
≤ 2TE
∫ T
0
(‖∇h‖2L∞‖un(t)‖2L2 + ‖h‖2L∞‖∇un(t)‖2L2)dt
≤ 2T 2‖∇h‖2L∞E[ sup
0≤t≤T
‖un(t)‖2
L2
] + 2T ‖h‖2L∞E
∫ T
0
‖∇un(t)‖2
L2
dt
≤ C2.
Thus we have E‖zˆn‖2L2(0,T ;L2) ≤ C3, and hence E‖zˆn‖2W 1,2(0,T ;L2) ≤ C4, where for a generic Banach
space B and a real number p ≥ 1, W 1,p(0, T ;B) denotes the space of all v ∈ Lp(0, T ;B) such that
dv
dt
∈ Lp(0, T ;B). Since W 1,2(0, T ;L2(O)) ⊂Wα,2(0, T ;L2(O)) for all α ∈ (0, 1), we infer
E‖zˆn‖2Wα,2(0,T ;L2) ≤ C4.
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Since L2(O) is compactly embedded in H−1(O), we can apply Theorem 2.2 of Flandoli and
Gatarek [19] to infer that for all real numbers α ∈ (12 , 1), the space Wα,2(0, T ;L2(O)) is com-
pactly embedded into C([0, T ];H−1(O)). Hence the set of measures {L(zˆn), n ∈ N} is tight on
C([0, T ];H−1(O)). 
Lemma 5.12. The set of measures {L(Un), n ∈ N} is tight on L2(O).
Proof. Using the assumption E[‖Un‖2
L2
] ≤ c, and using the Chebychev inequality, we see that for
any r > 0
P (‖Un‖L2 > r) ≤
E[‖Un‖2
L2
]
r2
≤ c
r2
.
Let ǫ > 0 be given. Let R2 > 0 be such that
c
R2
2
< ǫ. Then
P (‖Un‖L2 > R2) < ǫ.
Denote
Bǫ = {Un ∈ L2(O) : ‖Un‖L2 ≤ R2}.
Then P (Bǫ) ≥ 1− ǫ. Hence for every ǫ > 0, there exists a compact subset Bǫ of L2(O) such that
P (Bǫ) ≥ 1− ǫ. This proves the Lemma. 
Theorem 5.13. There exists a martingale solution of (5.4)-(5.6) provided the Assumptions 3.12
are satisfied.
Proof. Step I:
By Lemmas 5.10, 5.11 and 5.12, the set of measures {L(un), n ∈ N}, {L(zˆn), n ∈ N} and
{L(Un), n ∈ N} are tight on the spaces (Z, τ), L2(0, T ;L2(O)) ∩ C([0, T ];H−1(O)), and L2(O)
respectively. Define Nn = N, ∀n ∈ N. Then the set of measures {L(Nn), n ∈ N} is tight on the
spaceMN¯([0, T ]×Z), where N¯ := N∪{∞} andMN¯(S) denotes the set of all N¯−valued measures on
the measurable space (S,B(S)) (see Motyl [37],[38] for more details). Define Wn = W, ∀n ∈ N.
Then the set of measures {L(Wn), n ∈ N} is tight on the space C([0, T ];R) of continuous function
from [0, T ] to R with standard supremum norm.
Thus the set {L(un, zˆn, Un, Nn,Wn), n ∈ N} is tight onZ×
(
L2(0, T ;L2(O))∩C([0, T ];H−1(O))
)
×
L2(O)×MN¯([0, T ]×Z)×C([0, T ];R). By the Skorokhod theorem [38], there exists a subsequence
(nk)k∈N, a probability space (Ω,F , P ), and, on this space, random variables (u∗, z∗, U∗, N∗,W ∗),
{(uk, zk, Uk, Nk,W k), k ∈ N} such that
(i) L((uk, zk, Uk, Nk,W k)) = L((unk , zˆnk , Unk , Nnk ,Wnk)) for all k ∈ N,
(ii) (uk, zk, U
k
, N
k
,W
k
)→ (u∗, z∗, U∗, N∗,W ∗) in Z×
(
L2(0, T ;L2(O))∩C([0, T ];H−1(O))
)
×
L2(O) ×MN¯([0, T ]× Z)× C([0, T ];R) with probability 1 on
(Ω,F , P ) as k →∞,
(iii) (N
k
(ω),W
k
(ω)) = (N∗(ω),W ∗(ω)) for all ω ∈ Ω.
We denote these sequences again by ((un, zˆn, Un, Nn,Wn))n∈N and
((un, zn, U
n
, N
n
,W
n
))n∈N. Using the definition of the space Z, we have P − a.s.
un → u∗ in L2w(0, T ;H10(O)) ∩ L2(0, T ;L2(O)) ∩D([0, T ];H−1(O))
∩D([0, T ];L2w(O)), (5.14)
zn → z∗ in L2(0, T ;L2(O)) ∩ C([0, T ];H−1(O)), (5.15)
and
U
n → U∗ in L2(O) (5.16)
Note that, since D([0, T ];L2n(O)) is a Polish space and L2w(0, T ;H10(O)) ∩ L2(0, T ;L2(O)) ∩
D([0, T ];H−1(O)) ∩ D([0, T ];L2w(O)) is a separable metric space, due to Kuratowski theorem
(see Theorem 1.1, Chapter 1 of [49]), Borel subsets of D([0, T ];L2n(O)) are Borel subsets of
L2w(0, T ;H
1
0(O)) ∩ L2(0, T ;L2(O)) ∩D([0, T ];H−1(O)) ∩D([0, T ];L2w(O)), and P{un ∈ D([0, T ];
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L2n(O))} = 1. Hence, we may assume that un takes values in L2n(O) and that the laws on
D([0, T ];L2n(O)) of un and un are equal.
In view of the above, it is straightforward to show that the sequence (un)n∈N satisfies the same
estimates as the original sequence (un)n∈N. In particular, for any p ≥ 2, we have
sup
n≥1
E[ sup
0≤s≤T
‖un(s)‖p
L2
] ≤ C1(p), (5.17)
and
sup
n≥1
E[
∫ T
0
‖un(s)‖2
H1
0
ds] ≤ C2(2). (5.18)
Again repeating the same arguments (as above) for the random variables zn and zˆn, it is obvious
to show that the sequence (zn)n∈N satisfies the same estimates as the original sequence (zˆ
n)n∈N.
Hence we have,
sup
n≥1
E[ sup
0≤s≤T
‖zn(s)‖2L2 ] ≤ C1(2). (5.19)
Now, using the assumption E[‖U‖2
L2
] ≤ c, we have
sup
n≥1
E[‖Un‖2
L2
] ≤ c. (5.20)
Proposition 5.14. Let u∗ be the limiting process defined above. Then
E[
∫ T
0
‖u∗(s)‖2
H1
0
ds] ≤ C, (5.21)
and for r ≥ 2,
E
[
sup
s∈[0,T ]
‖u∗(s)‖r
L2
]
≤ Cr. (5.22)
Proof. We begin the proof by establishing our Claim.
Claim 3. un
w−→ u∗ in L2(Ω;L2(0, T ;H10(O))), i.e.,
E
[ ∫ T
0
〈un(t, ω), φ(t, ω)〉dt
]
→ E
[ ∫ T
0
〈u∗(t, ω), φ(t, ω)〉dt
]
∀ φ ∈ L2(Ω;L2(0, T ;H−1(O))). (5.23)
Proof of Claim 3.
Let 1 < s < 2. Then
2s
2− s > 2. Let φ ∈ L
2s
2−s (Ω;L2(0, T ;H−1(O))). Then φ(·, ω) ∈
L2(0, T ;H−1(O))) P − a.s.
By (5.14) we have un → u∗ in L2w(0, T ;H10(O)) P − a.s. Hence,∫ T
0
〈un(t, ω), φ(t, ω)〉dt→
∫ T
0
〈u∗(t, ω), φ(t, ω)〉dt P − a.s. (5.24)
We note that by Ho¨lder’s inequality with 12 +
1
2 = 1 and
s
2 +
2−s
2 = 1 and using (5.18) we achieve
E
[
|
∫ T
0
〈un(t, ω), φ(t, ω)〉dt|s
]
≤ E
[(∫ T
0
|〈un(t, ω), φ(t, ω)〉|dt
)s]
≤ E
[( ∫ T
0
|‖un(t)‖H1
0
‖φ(t)‖H−1dt
)s]
≤ E
[( ∫ T
0
|‖un(t)‖2
H1
0
dt
) s
2
( ∫ T
0
‖φ(t)‖2
H−1
dt
) s
2
]
≤
[
E
( ∫ T
0
|‖un(t)‖2
H1
0
dt
)] s
2
[
E
(∫ T
0
‖φ(t)‖2
H−1
dt
) s
2−s
] 2−s
2
≤ C
[
E
(
‖φ‖
2s
2−s
L2(0,T ;H−1)
)] 2−s
2 ≤ C. (5.25)
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Using (5.24), (5.25) and by Vitali Theorem we have
E
[ ∫ T
0
〈un(t, ω), φ(t, ω)〉dt
]
→ E
[ ∫ T
0
〈u∗(t, ω), φ(t, ω)〉dt
]
∀ φ ∈ L 2s2−s (Ω;L2(0, T ;H−1(O))). (5.26)
As 1 < s < 2, so
2s
2− s > 2. Hence L
2s
2−s (Ω;L2(0, T ;H−1(O))) is dense in L2(Ω;L2(0, T ;H−1(O))).
Therefore,
E
[ ∫ T
0
〈un(t, ω), φ(t, ω)〉dt
]
→ E
[ ∫ T
0
〈u∗(t, ω), φ(t, ω)〉dt
]
∀ φ ∈ L2(Ω;L2(0, T ;H−1(O))).
This proves our claim.
Using Claim 3 it can be directly observed that u∗ ∈ L2(Ω;L2(0, T ;H10(O)), i.e., (5.21) is estab-
lished.
Now we will prove (5.22). By (5.17) we have that {un}n≥1 is uniformly bounded in Lr(Ω;
L∞(0, T ;L2(O))) for r ≥ 2. Since Lr(Ω;L∞(0, T ;L2(O))) is isomorphic to the space (L rr−1 (Ω;
L1(0, T ;L2(O))))∗, by Banach Alaoglu Theorem, there exists a subsequence still denoted by
{un}n≥1 and ζ ∈ Lr(Ω;L∞(0, T ;L2(O))) such that
un
w∗−−→ ζ in Lr(Ω;L∞(0, T ;L2(O)))
i.e.,
E
[ ∫ T
0
(un(t, ω), φ(t, ω))L2dt
]
→ E
[ ∫ T
0
(ζ(t, ω), φ(t, ω))L2dt
]
∀ φ ∈ L rr−1 (Ω;L1(0, T ;L2(O))). (5.27)
Employing Claim 3 and Gelfand triple H10(O) ⊂ L2(O) ⊂ H−1(O) we have
E
[ ∫ T
0
(un(t, ω), φ(t, ω))L2dt
]
→ E
[ ∫ T
0
(u∗(t, ω), φ(t, ω))L2dt
]
∀ φ ∈ L2(Ω;L2(0, T ;L2(O))). (5.28)
Again for r ≥ 2, L2(Ω;L2(0, T ;L2(O))) is dense subspace of L rr−1 (Ω;L1(0, T ;L2(O))). (5.27) and
(5.28) jointly produces
E
[ ∫ T
0
(ζ(t, ω), φ(t, ω))L2dt
]
= E
[ ∫ T
0
(u∗(t, ω), φ(t, ω))L2dt
]
∀ φ ∈ L2(Ω;L2(0, T ;L2(O))).
Thus we have, u∗(t, ω) = ζ(t, ω) for almost every t ∈ [0, T ] and ω ∈ Ω. Since ζ ∈ Lr(Ω;L∞(0, T ;L2(O))),
we infer that u∗ ∈ Lr(Ω;L∞(0, T ;L2(O))), i.e.,
E
[
sup
s∈[0,T ]
‖u∗(s)‖r
L2
]
≤ Cr
for some constant Cr (depending on r). 
Step II:
Lemma 5.15. For all v ∈ H10(O) and for all w ∈ H10 (O),
(i) limn→∞ E[
∫ T
0
|(un(t)− u∗(t), v)L2 |dt] = 0.
(ii) limn→∞ E[|(un(0)− u∗(0), v)L2 |] = 0.
(ii) limn→∞ E[|(Un − U∗, v)L2 |] = 0.
(iv) limn→∞ E[
∫ T
0
| ∫ t
0
(Aun(s)−Au∗(s), v)L2ds|dt] = 0.
(v) limn→∞ E[
∫ T
0
| ∫ t
0
(B(un(s))−B(u∗(s)), v)L2ds|dt] = 0.
(vi) limn→∞ E[
∫ T
0 |
∫ t
0 〈g∇(zn(s)− z∗(s)), v〉ds|dt] = 0.
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(vii) limn→∞ E[
∫ T
0 ‖(
∫ t
0 (σ
n(s, un(s)) − σ(s, u∗(s)))dW ∗(s), v)L2‖2LQ(L2;R)]dt = 0.
(viii) limn→∞ E[
∫ T
0
| ∫ t
0
∫
Z
(Hn(un(s), z)−H(u∗(s), z), v)L2λ(dz)ds|2dt] = 0.
(ix) limn→∞ E[
∫ T
0
| ∫ t
0
∫
Z
(Hn(un(s−), z)−H(u∗(s−), z), v)L2N˜∗(ds, dz)|2dt] = 0.
(x) limn→∞ E[
∫ T
0
|(zn(t)− z∗(t), w)L2 |dt] = 0.
(xi) limn→∞ E[|(zn0 − z∗0 , w)L2 |] = 0.
(xii) limn→∞ E[
∫ T
0 |
∫ t
0 (Div(hu
n(s))−Div(hu∗(s)), w)L2ds|dt] = 0.
Proof. Let v ∈ H10(O) and w ∈ H10 (O) be fixed.
(i) We have un → u∗ in D([0, T ];L2w(O)), P−a.s. i.e., (un(t)−u∗(t), v)L2 → 0 in D([0, T ];R), P−
a.s. Hence, in particular for almost all t ∈ [0, T ],
lim
n→∞
(un(t), v)L2 = (u
∗(t), v)L2 P − a.s. (5.29)
Employing Ho¨lder’s inequality and (5.17) we obtain
E
[∫ T
0
|(un(t)− u∗(t), v)L2 |2dt
]
≤ E
[∫ T
0
|‖un(t)− u∗(t)‖2
L2
‖v‖2
L2
dt
]
≤ ‖v‖2
L2
E
[∫ T
0
|‖un(t)− u∗(t)‖2
L2
dt
]
≤ 2‖v‖2
L2
E
[∫ T
0
(‖un(t)‖2
L2
+ ‖u∗(t)‖2
L2
)dt
]
≤ 2cT ‖v‖2
H1
0
E
[
sup
0≤s≤T
(‖un(s)‖2
L2
+ ‖u∗(s)‖2
L2
)
]
≤ C. (5.30)
Hence, by employing (5.29), (5.30) and by Vitali Theorem we have assertion (i).
(ii) We have un → u∗ in D([0, T ];L2w(O)), P -a.s. and u∗ is right continuous at t = 0, we infer
that
(un(0), v)L2 → (u∗(0), v)L2 P − a.s. (5.31)
Using (5.17),
E[|(un(0), v)L2 |2] ≤ ‖v‖2L2E[‖un(0)‖2L2 ] ≤ c‖v‖2H1
0
E[ sup
0≤s≤T
‖un(s)‖2
L2
] ≤ C, (5.32)
(5.31), (5.32) and Vitali Theorem gives
lim
n→∞
E[|(un(0)− u∗(0), v)L2 |] = 0.
(iii) Since U
n → U∗ in L2w(O), P -a.s and as v ∈ H10(O) ⊂ L2(O) we have
(U
n
, v)L2 → (U∗, v)L2 , P − a.s.
Since E[|(Un, v)L2 |2] ≤ ‖v‖2L2E‖U
n‖2
L2
≤ C, by the Vitali theorem
lim
n→∞
E[|(Un − U∗, v)L2 |] = 0.
(iv) We see from (3.7) that u 7→ ∫ t
0
(Au(s), v)L2ds from L
2(0, T ;H10(O)) to R is linear and
continuous. Since un → u∗ in L2w(0, T ;H10(O)), P -a.s. we have,
lim
n→∞
∫ t
0
(Aun(s), v)L2ds =
∫ t
0
(Au∗(s), v)L2ds P − a.s. (5.33)
Hence by Ho¨lder’s inequality and (5.18), we achieve for all t ∈ [0, T ] and n ∈ N,
E[|
∫ t
0
(Aun(s), v)L2ds|2] ≤ C1‖v‖2H1
0
E[
∫ t
0
‖un(s)‖2
H1
0
ds] ≤ cC2(2) (5.34)
for some constant c > 0. Therefore by (5.33), (5.34) and Vitali theorem, for all t ∈ [0, T ]
lim
n→∞
E[|
∫ t
0
(Aun(s)−Au∗(s), v)L2ds|] = 0.
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Hence by the dominated convergence theorem
lim
n→∞
∫ T
0
E[|
∫ t
0
(Aun(s)−Au∗(s), v)L2ds|] = 0.
(v) First we note that P -a.s. ‖w0‖L4(0,T ;L4) ≤ C and using (5.14) we have P -a.s. ‖un‖L2(0,T ;H1
0
) ≤
C and ‖u∗‖L2(0,T ;H1
0
) ≤ C for some C > 0. Exploiting (3.9), (3.12), Ho¨lders inequality with
1
2 +
1
4 +
1
4 = 1, and then using u
n → u∗ in L2(0, T ;L2(O)) P -a.s., we infer that P -a.s.
∣∣∣ ∫ t
0
(B(un(s)) −B(u∗(s)), v)L2ds
∣∣∣
= γ
∣∣∣ ∫ t
0
(
|un(s) + w0(s)|(un(s) + w0(s)) − |u∗(s) + w0(s)|(u∗(s) + w0(s)), v
)
L2
ds
∣∣∣
= γ
∣∣∣ ∫ t
0
(
|un(s) + w0(s)|(un(s) + w0(s)− (u∗(s) + w0(s))), v
)
L2
ds
+
∫ t
0
(
(|un(s) + w0(s)| − |u∗(s) + w0(s)|)(u∗(s) + w0(s)), v
)
L2
ds
∣∣∣
≤ γ
∫ t
0
∣∣∣(|un(s) + w0(s)|(un(s)− u∗(s)), v)
L2
ds
∣∣∣
+ γ
∫ t
0
∣∣∣((|un(s) + w0(s)| − |u∗(s) + w0(s)|)(u∗(s) + w0(s)), v)
L2
ds
∣∣∣
≤ γ
∫ t
0
‖un(s) + w0(s)‖L4‖un(s)− u∗(s)‖L2‖v‖L4ds
+ γ
∫ t
0
‖|un(s) + w0(s)| − |u∗(s) + w0(s)|‖L2‖u∗(s) + w0(s)‖L4‖v‖L4ds
≤ 2γ
(∫ t
0
‖un(s)− u∗(s)‖L2‖v‖L4(‖un(s) + w0(s)‖L4 + ‖u∗(s) + w0(s)‖L4)ds
)
≤ 2γ‖v‖L4
[(∫ T
0
‖un(s)− u∗(s)‖L2‖un(s) + w0(s)‖L4ds
)
+
(∫ T
0
‖un(s)− u∗(s)‖L2‖u∗(s) + w0(s)‖L4ds
)]
≤ c‖v‖H1
0
[
‖un + w0‖L2(0,T ;L4) + ‖u∗ + w0‖L2(0,T ;L4)
]
× ‖un − u∗‖L2(0,T ;L2)
≤ c‖v‖H1
0
[
‖un‖L2(0,T ;L4) + 2‖w0‖L2(0,T ;L4) + ‖u∗‖L2(0,T ;L4)
]
‖un − u∗‖L2(0,T ;L2)
≤ c‖v‖H1
0
[
‖un‖L2(0,T ;H1
0
) + 2‖w0‖L4(0,T ;L4) + ‖u∗‖L2(0,T ;H1
0
)
]
‖un − u∗‖L2(0,T ;L2)
≤ C‖un − u∗‖L2(0,T ;L2) → 0 as n→∞. (5.35)
Employing (5.17), (5.18), (3.11), Lemma 3.1, Proposition 4.4, we observe that for every
t ∈ [0, T ] and 1 ≤ r < 2, and for every n ∈ N,
E[|
∫ t
0
(B(un(s)), v)L2ds|r] ≤ c ‖v‖rL2T r−1 E[
∫ t
0
‖B(un(s))‖r
L2
ds]
≤ cC2‖v‖rL2 T r−1E[
∫ t
0
‖un(s) + w0(s)‖2r
L4
ds]
≤ C‖v‖r
L2
T r−1
{
E
[∫ T
0
(‖un(s)‖2r
L4
+ ‖w0(s)‖2r
L4
)
ds
]}
≤ C, (5.36)
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since,
E[
∫ T
0
‖un(s)‖2r
L4
ds] ≤ 2 r2E[
∫ T
0
‖un(s)‖r
L2
‖un(s)‖r
H1
0
ds]
≤ Cr
(
E[
∫ T
0
‖un(s)‖2
H1
0
ds] + E[T sup
0≤s≤T
‖un(s)‖
2r
2−r
L2
]
)
≤ C,
provided 2r2−r ≥ 2. Hence (5.35),(5.36) and by Vitali theorem, for all t ∈ [0, T ], we have
lim
n→∞
E[|
∫ t
0
(B(un(s)) −B(u∗(s)), v)L2ds|] = 0.
Hence by the dominated convergence theorem
lim
n→∞
∫ T
0
E[|
∫ t
0
(B(un(s)) −B(u∗(s)), v)L2ds|]dt = 0.
(vi) Since zn → z∗ in L2(0, T ;L2(O)) P−a.s., so for any φ˜ ∈ L2(0, T ;H10(O)), using Ho¨lder
inequality we have P−a.s.,
|
∫ T
0
〈g∇(zn(s)− z∗(s)), φ˜(s)〉ds| = | −
∫ T
0
(g(zn(s)− z∗(s)),∇ · φ˜(s))L2ds|
≤
∫ T
0
|(g(zn(s)− z∗(s)),∇ · φ˜(s))L2 |ds
≤ g
(∫ T
0
‖zn(s)− z∗(s)‖L2ds
)1/2( ∫ T
0
‖∇ · φ˜(s)‖2L2ds
)1/2
→ 0 as n→∞. (5.37)
In particular, we choose φ˜(s) = χ(0,t)(s)v, where v is a fixed element of H
1
0(O). Hence,
from (5.37), we have for all t ∈ [0, T ] P−a.s.
lim
n→∞
∫ t
0
〈g∇(zn(s)− z∗(s)), v〉ds = 0. (5.38)
Now by (5.19)
E[|
∫ t
0
〈g∇(zn(s), v〉ds|2] ≤ gE[
∫ t
0
|(zn(s),∇ · v)L2 |2ds]
≤ g‖v‖2
H1
0
E[
∫ t
0
‖zn(s)‖2L2ds] ≤ gT ‖v‖2H1
0
E[ sup
0≤s≤T
‖zn(s)‖2L2 ]
≤ C. (5.39)
Hence from (5.38), (5.39) and applying Vitali’s theorem we obtain, for all t ∈ [0, T ],
lim
n→∞
E[|
∫ t
0
〈g∇(zn(s)− z∗(s)), v〉ds|] = 0. (5.40)
Again using (5.19) and employing Cauchy-Schwartz inequality twice, we achieve
|E[
∫ t
0
〈g∇zn(s), v〉ds]| ≤ gE[
∫ t
0
|(zn(s),∇ · v)L2 |ds]
≤ g‖v‖H1
0
E[
∫ t
0
‖zn(s)‖L2ds] ≤ g‖v‖H1
0
T
1
2
[
E
∫ t
0
‖zn(s)‖2L2ds
] 1
2
≤ g‖v‖H1
0
T
3
2E[ sup
0≤s≤T
‖zn(s)‖2L2 ]
1
2 ≤ C. (5.41)
Hence by (5.40), (5.41) and by the Dominated Convergence theorem we have
lim
n→∞
∫ T
0
E[|
∫ t
0
〈g∇(zn(s)− z∗(s)), v〉ds|]dt = 0.
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(vii) Using the Assumption 3.12 H.3, since un → u∗ in L2(0, T ;L2(O)) P -a.s., we have P−a.s.
lim
n→∞
∫ t
0
‖(σ(s, un(s))− σ(s, u∗(s)), v)L2‖2LQ(L2;R)ds
≤ lim
n→∞
‖v‖2
L2
∫ t
0
‖σ(s, un(s))− σ(s, u∗(s))‖2LQ(L2;R)ds
≤ L‖v‖2
L2
lim
n→∞
∫ T
0
‖un(s)− u∗(s)‖2
L2
ds = 0. (5.42)
Using Assumption 3.12 H.2, (5.22) (in Proposition 5.14) and (5.17) we observe that for
every t ∈ [0, T ] and r > 1 and for every n ∈ N,
E[|
∫ t
0
‖(σ(s, un(s))− σ(s, u∗(s)), v)L2‖2LQ(L2;R)ds|r]
≤ ‖v‖2r
L2
T r−1 22r−1E[
∫ t
0
(‖σ(s, un(s))‖2rLQ(L2;L2) + ‖σ(s, u∗(s))‖2rLQ(L2;L2))ds]
≤ K‖v‖2r
L2
T r−1 22r−1E[
∫ t
0
(2 + ‖un(s)‖2r
L2
+ ‖u∗(s)‖2r
L2
)ds]
≤ crE[(2 + sup
0≤s≤T
‖un(s)‖2r
L2
+ sup
0≤s≤T
‖u∗(s)‖2r
L2
)] ≤ c˜r, (5.43)
for some constant c˜r > 0 (depending upon r). Thus by employing (5.42) and (5.43) and
Vitali’s theorem we obtain
lim
n→∞
E[
∫ t
0
‖(σ(s, un(s))− σ(s, u∗(s)), v)L2‖2LQ(L2;R)ds] = 0 ∀v ∈ H10(O). (5.44)
For every v ∈ H10(O) and every s ∈ [0, T ] we have
(σn(s, un(s))− σ(s, u∗(s)), v)L2 = (σ(s, un(s)), Pnv)L2 − (σ(s, u∗(s)), v)L2
= (σ(s, un(s)), Pnv − v)L2 + (σ(s, un(s))− σ(s, u∗(s)), v)L2
≤ ‖σ(s, un(s))‖LQ(L2;L2)‖Pnv − v‖L2 + (σ(s, un(s))− σ(s, u∗(s)), v)L2
≤ c‖σ(s, un(s))‖LQ(L2;L2)‖Pnv − v‖H10 + (σ(s, un(s)) − σ(s, u∗(s)), v)L2 .
Then by Assumption 3.12 H.2 and by (5.17) we obtain
E
[ ∫ t
0
‖(σn(s, un(s))− σ(s, u∗(s)), v)L2‖2LQ(L2;R)ds
]
≤ 2cK2‖Pnv − v‖2H1
0
E
[ ∫ T
0
(1 + ‖un(s)‖2
L2
)ds
]
+ E
[ ∫ t
0
‖(σ(s, un(s))− (σ(s, u∗(s)), v)L2‖2LQ(L2;R)ds
]
≤ 2c˜‖Pnv − v‖2H1
0
+ E
[ ∫ t
0
‖(σ(s, un(s))− (σ(s, u∗(s)), v)L2‖2LQ(L2;R)ds
]
.
Thus by Lemma 4.1 and by (5.44) we conclude that
lim
n→∞
E
[ ∫ t
0
‖(σn(s, un(s)) − σ(s, u∗(s)), v)L2‖2LQ(L2;R)ds
]
= 0 ∀ v ∈ H10(O). (5.45)
Using W
n
=W ∗, Itoˆ isometry, (5.45) and ∀ v ∈ H10(O) we have
lim
n→∞
E[‖(
∫ t
0
(σn(s, un(s))dW
n
(s)− σ(s, u∗(s)))dW ∗(s), v)L2‖2LQ(L2;R)]
= lim
n→∞
E[‖(
∫ t
0
(σn(s, un(s)) − σ(s, u∗(s)))dW ∗(s), v)L2‖2LQ(L2;R)]
= lim
n→∞
E[
∫ t
0
‖(σn(s, un(s))− σ(s, u∗(s)), v)L2‖2LQ(L2;R)ds] = 0 (5.46)
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Again by the Itoˆ isometry, (4.18), Assumption 3.12 and (5.17) we have for all t ∈ [0, T ]
and all n ∈ N,
E
[ ∫ t
0
‖([σn(s, un(s))− σ(s, u∗(s))]dW ∗(s), v)L2‖2LQ(L2;R)ds
]
= E
[ ∫ t
0
‖(σn(s, un(s))− σ(s, u∗(s)), v)L2‖2LQ(L2;R)ds
]
≤ 2cK2 T 2 ‖v‖2H1
0
E
[
(2 + sup
0≤s≤T
‖un(s)‖2
L2
+ sup
0≤s≤T
‖u∗(s)‖2
L2
)
]
≤ C˜2. (5.47)
Hence by (5.46) and (5.47) and the Dominated Convergence Theorem, we have the asser-
tion (vii).
(viii) Using Assumption 3.12 H.3 and that un → u∗ in L2(0, T ;L2(O)) P -a.s., we have P−a.s.∫ t
0
∫
Z
|(H(un(s), z)−H(u∗(s), z), v)L2 |2λ(dz)ds
≤ ‖v‖2
L2
∫ t
0
∫
Z
‖(H(un(s), z)−H(u∗(s), z)‖2
L2
λ(dz)ds
≤ L‖v‖2
L2
∫ T
0
‖un(s)− u∗(s)‖2
L2
ds→ 0 as n→∞. (5.48)
Furthermore, using Assumption 3.12 H.2, (5.22) (in Proposition 5.14) and (5.17), for every
t ∈ [0, T ], r > 1 and n ∈ N, we have the following inequality
E
[∣∣∣ ∫ t
0
∫
Z
∣∣∣(H(un(s), z)−H(u∗(s), z), v)L2 |2λ(dz)ds∣∣∣r]
≤ 2r‖v‖2r
L2
E
[∣∣∣ ∫ t
0
∫
Z
(
‖H(un(s), z)‖2
L2
+ ‖H(u∗(s), z)‖2
L2
)
λ(dz)ds
∣∣∣r]
≤ 2rK2r ‖v‖2r
L2
E
[∣∣∣ ∫ t
0
(
2 + ‖un(s)‖2
L2
+ ‖u∗(s)‖2
L2
)
ds
∣∣∣r]
≤ 2rK2r ‖v‖2r
L2
T r
(
1 + E
[
sup
0≤s≤T
‖un(s)‖2r
L2
]
+ E
[
sup
0≤s≤T
‖u∗(s)‖2r
L2
)
])
≤ c˜r (5.49)
for some constant c˜r > 0 (depending upon r). Thus by (5.48) and (5.49) and by Vitali’s
theorem for every t ∈ [0, T ], ∀ v ∈ H10(O),
lim
n→∞
E[
∫ t
0
∫
Z
|(H(un(s), z)−H(u∗(s), z), v)L2 |2λ(dz)ds] = 0. (5.50)
Since the restriction of Pn to L
2(O), is the (·, ·)L2−orthogonal projection onto L2n(O), we
conclude ∀ v ∈ L2(O),
lim
n→∞
E[
∫ t
0
∫
Z
|(Hn(un(s), z)−H(u∗(s), z), v)L2 |2λ(dz)ds] = 0. (5.51)
Since H10(O) ⊂ L2(O), (5.51) holds for all v ∈ H10(O).
Moreover, Assumption 3.12 and (5.17) yield the following inequality
E
[∫ t
0
∫
Z
∣∣∣(Hn(un(s), z)−H(u∗(s), z), v)L2∣∣∣2λ(dz)ds] ≤ C˜2. (5.52)
Now (5.51), (5.52) and the Dominated Convergence Theorem assures assertion (viii).
(ix) Employing N
n
= N∗, Itoˆ-Le´vy isometry and (5.51), we have ∀ v ∈ H10(O)
lim
n→∞
E
[∣∣∣∣
∫ t
0
∫
Z
(Hn(un(s−), z)−H(u∗(s−), z), v)L2 ˜Nn(ds, dz)
∣∣∣∣
2
]
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= lim
n→∞
E
[∣∣∣∣
∫ t
0
∫
Z
(Hn(un(s−), z)−H(u∗(s−), z), v)L2N˜∗(ds, dz)
∣∣∣∣
2
]
= lim
n→∞
E[
∫ t
0
∫
Z
|(Hn(un(s), z)−H(u∗(s), z), v)L2 |2λ(dz)ds] = 0. (5.53)
Moreover from (5.52), we have ∀ v ∈ H10(O)
E


∣∣∣∣∣
∫
t
0
∫
Z
(Hn(un(s−), z)−H(u∗(s−), z), v)L2N˜∗(ds, dz)
∣∣∣∣∣
2

 ≤ C˜2. (5.54)
Hence by (5.53), (5.54) and the Dominated convergence theorem we obtain (ix).
(x) Since zn → z∗ in C([0, T ];H−1(O)) P−a.s., we see that P -a.s. and for all t ∈ [0, T ]
|〈zn(t)− z∗(t), w〉| ≤ ‖zn(t)− z∗(t)‖H−1‖w‖H1
0
≤ ‖w‖H1
0
sup
t∈[0,T ]
‖zn(t)− z∗(t)‖H−1 → 0 as n→∞. (5.55)
Also from (5.19) we get
E[
∫ T
0
|〈zn(t), w〉|2dt] ≤ ‖w‖2H1
0
E[
∫ T
0
‖zn(t)‖2H−1dt]
≤ c ‖w‖2H1
0
T E[ sup
0≤t≤T
‖zn(t)‖2L2 ] ≤ C. (5.56)
By (5.55), (5.56) and then by the Vitali theorem we have (x).
(xi) Since zn → z∗ in C([0, T ];H−1(O)) P−a.s., using similar arguments as in (5.55) in par-
ticular for t = 0 we have P -a.s.
〈zn0 , w〉 → 〈z∗0 , w〉. (5.57)
Hence by (5.19) we achieve
E[|〈zn0 , w〉|2] ≤ c ‖w‖2H1
0
E[‖zn0‖2L2 ] ≤ c ‖w‖2H1
0
E[‖z0‖2L2 ] ≤ C. (5.58)
Then by (5.57) and (5.58) and using Vitali theorem
lim
n→∞
E[|(zn0 − z∗0 , w)L2 |] = 0.
(xii) Since un → u∗ in L2w(0, T ;H10(O)) P−a.s., so for any φ˜ ∈ L2(0, T ;L2(O)) we have P−a.s.,
lim
n→∞
∫ T
0
(Div(hun(s)), φ˜(s))L2ds =
∫ T
0
(Div(hu∗(s)), φ˜(s))L2ds. (5.59)
Let t ∈ [0, T ] be fixed. Let us choose φ˜(s) = χ(0,t)(s)w in (5.59). Also we note that
φ˜ ∈ L2(0, T ;L2(O)). Hence,
lim
n→∞
∫ t
0
(Div(hun(s)), w)L2ds =
∫ t
0
(Div(hu∗(s)), w)L2ds. (5.60)
By (5.18), Minkowskii and Ho¨lder inequalities, and by (2.5) we have
E[|
∫ t
0
(Div(hun(s)), w)L2ds|2] ≤ T ‖w‖2L2E[
∫ t
0
‖Div(hun(s))‖2L2ds]
≤ c T ‖w‖2L2E[
∫ t
0
(‖h Divun(s)‖|2L2 + ‖∇h · un(s)‖2L2) ds]
≤ c T ‖w‖2H1
0
E[
∫ t
0
(‖h‖2L∞‖∇un(s)‖2L2 + ‖∇h‖2L∞‖un(s)‖2L2) ds]
≤ c T ‖w‖2H1
0
(µ2E
∫ t
0
‖un(s)‖2
H1
0
ds+M2TE sup
0≤t≤T
‖un(s)‖2
L2
) ≤ C. (5.61)
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Therefore by (5.60) and (5.61) and by Vitali theorem, for all t ∈ [0, T ],
lim
n→∞
E[|
∫ t
0
(
(Div(hun(s)), w)L2 − (Div(hu∗(s)), w)L2
)
ds|] = 0. (5.62)
Also repeating the same arguments as for (5.61) we achieve,∫ T
0
|E[
∫ t
0
(Div(hun(s)), w)L2ds]|2dt ≤ C T. (5.63)
Hence by (5.62) and (5.63) and by the virtue of Vitali theorem, we have
lim
n→∞
∫ T
0
E[|
∫ t
0
(
(Div(hun(s)), w)L2 − (Div(hu∗(s)), w)L2
)
ds|] = 0.

Step III:
Define for all v ∈ H10(O)
K1(un, zn, U
n
, N
n
,W
n
, v)(t) = (un0 , v)L2 + (U
n
, v)L2 −
∫ t
0
(Aun(s), v)L2ds
−
∫ t
0
(B(un(s)), v)L2ds−
∫ t
0
〈g∇zn(s), v〉ds
+
∫ t
0
(σn(s, un(s))dW
n
(s), v)L2 +
∫ t
0
(f(s), v)L2ds
+
∫ t
0
∫
Z
(Hn(un(s−), z), v)L2N˜
n
(ds, dz), (5.64)
and for all w ∈ H10 (O)
K2(un, zn, w)(t) = (zn0 , w)L2 −
∫ t
0
(Div(hun(s)), w)L2ds. (5.65)
Hence for all v ∈ H10(O)
K1(u∗, z∗, U∗, N∗,W ∗, v)(t) = (u∗0, v)L2 + (U
∗, v)L2 −
∫ t
0
(Au∗(s), v)L2ds
−
∫ t
0
(B(u∗(s)), v)L2ds−
∫ t
0
〈g∇z∗(s), v〉ds
+
∫ t
0
(σ(s, u∗(s))dW ∗(s), v)L2 +
∫ t
0
(f(s), v)L2ds
+
∫ t
0
∫
Z
(H(u∗(s−), z), v)L2N˜∗(ds, dz), (5.66)
and for all w ∈ H10 (O)
K2(u∗, z∗, w)(t) = (z∗0 , w)L2 −
∫ t
0
(Div(hu∗(s)), w)L2ds. (5.67)
Claim 4. 1. For all v ∈ H10(O)
lim
n→∞
‖(un(·), v)L2 − (u∗(·), v)L2‖L1([0,T ]×Ω) = 0, (5.68)
and
lim
n→∞
‖K1(un, zn, Un, Nn,Wn, v)−K1(u∗, z∗, U∗, N∗,W ∗, v)‖L1([0,T ]×Ω) = 0. (5.69)
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2. For all w ∈ H10 (O)
lim
n→∞
‖(zn(·), w)L2 − (z∗(·), w)L2‖L1([0,T ]×Ω) = 0, (5.70)
and
lim
n→∞
‖K2(un, zn, w)−K2(u∗, z∗, w)‖L1([0,T ]×Ω) = 0. (5.71)
Proof of Claim 4.
1. We note that (5.68) follows from Lemma 5.15 (i). Now we see by Fubini’s theorem,
‖K1(un, zn, Un, Nn,Wn, v)−K1(u∗, z∗, U∗, N∗,W ∗, v)‖L1([0,T ]×Ω)
= E[
∫ T
0
|K1(un, zn, Un, Nn,Wn, v)−K1(u∗, z∗, U∗, N∗,W ∗, v)|dt]
=
∫ T
0
E[|K1(un, zn, Un, Nn,Wn, v)−K1(u∗, z∗, U∗, N∗,W ∗, v)|]dt. (5.72)
Lemma 5.15 (ii)-(ix) ensure that each term on the right hand side of (5.64) converges to
the right hand side of corresponding term in (5.66) in L1([0, T ]×Ω) which further assures
that right hand side of (5.72) goes to zero as n→∞. This verifies (5.69).
2. We note that (5.70) follows from Lemma 5.15 (x). Now we see by Fubini’s theorem,
‖K2(un, zn, w)−K2(u∗, z∗, w)‖L1([0,T ]×Ω)
= E[
∫ T
0
|K2(un, zn, w) −K2(u∗, z∗, w)|dt]
=
∫ T
0
E[|K2(un, zn, w) −K2(u∗, z∗, w)|]dt. (5.73)
Lemma 5.15 (xi)-(xii) ensure that each term on the right hand side of (5.65) converges to
the right hand side of corresponding term in (5.67) in L1([0, T ]×Ω), which further assures
that right hand side of (5.73) goes to zero as n→∞. This verifies (5.71). Hence our claim
is established.
Step IV: Since un is a solution of the Galerkin equation, we have for all t ∈ [0, T ]
(un(t), v)L2 = K
1(un, zˆn, Un, Nn,Wn, v)(t) P -a.s.
Hence ∫ T
0
E[|(un(t), v)L2 −K1(un, zˆn, Un, Nn,Wn, v)(t)|]dt = 0. (5.74)
Since L((un, zn, Un, Nn,Wn)) = L((un, zˆn, Un, Nn,Wn))∫ T
0
E[|(un(t), v)L2 −K1(un, zn, Un, Nn,Wn, v)(t)|]dt = 0.
Using (5.68), (5.74) and (5.69)∫ T
0
E[|(u∗(t), v)L2 −K1(u∗, z∗, U∗, N∗,W ∗, v)(t)|]dt
≤
∫ T
0
E[|(u∗(t), v)L2 − (un(t), v)L2 |]dt
+
∫ T
0
E[|(un(t), v)L2 −K1(un, zn, Un, Nn,Wn, v)(t)|]dt
+
∫ T
0
E[|K1(un, zn, Un, Nn,Wn, v)(t) −K1(u∗, z∗, U∗, N∗,W ∗, v)(t)|]dt
→ 0 as n→∞.
Hence for almost all t ∈ [0, T ]
(u∗(t), v)L2 −K1(u∗, z∗, U∗, N∗,W ∗, v)(t) = 0 P -a.s.
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Similarly we get for almost all t ∈ [0, T ]
(z∗(t), w)L2 −K2(u∗, z∗, w)(t) = 0 P -a.s.
Taking u = u∗, z = z∗, U = U∗, N = N∗and W =W ∗. we see that (Ω,F , F , P , u, z, U,N,W ) is a
martingale solution of (5.4)-(5.6). 
Existence of martingale solution (see Theorem 5.13) and pathwise uniqueness (see Step V of
the proof of Theorem 1.1) guarantee uniqueness in law due to the classical Yamada-Watanabe
technique [52] (see also Theorems 2 and 11 in Ondreja´t [39] for the infinite dimensional version of
the result).
5.4. Existence of Optimal Control. This Subsection has been developed using certain ideas
from Brzez´niak and Serrano [12], Sritharan [44]. Let (Ω,F ,Ft, P ) be a given filtered probability
space. The objective of this subsection is to study optimal initial value control problem (5.4)-(5.6)
of minimizing a finite-horizon cost functional of the form
J (u, zˆ, U) = E
[∫ T
0
∫
O
L(t, u(t, x), zˆ(t, x), U(x))dx dt
]
. (5.75)
Definition 5.16. A function κ : L2(O) → [0,+∞] is called inf-compact iff for every R ≥ 0 the
level set {κ ≤ R} is compact.
Assumption 5.17. Let the running cost function L(·, ·, ·, ·, ·) : [0, T ]×H10(O)×L2(O)×L2(O)×
Ω→ R be such that
(i) L(·, ·, ·, ·, ·) is measurable,
(ii) L(t, ·, ·, ·, ω) : H10(O)w × L2(O) × L2(O) is lower semicontinuous ∀t ∈ [0, T ] and w ∈ Ω,
where H10(O)w is the space H10(O) endowed with the weak topology.
(iii) There exists an inf-compact function κ : L2(O)→ [0,+∞] such that for every (t, u, zˆ, U) ∈
[0, T ]× H10(O) × L2(O) × L2(O), L(t, u, zˆ, U) ≥ κ2(U), P -a.s., and ‖κ(U)‖L2(Ω;L2) → ∞
as ‖U‖L2(Ω;L2) →∞.
A specific example of cost functional is as follows:
J (u, zˆ, U) = E
[∫ T
0
(
‖u(s)‖2
H1
0
+ ‖zˆ(s)‖2L2
)
ds
]
+ E‖U‖2
L2
. (5.76)
Definition 5.18. Let u0 ∈ L2(Ω;L2(O)) and zˆ0 ∈ L2(Ω;L2(O)) and let T > 0 be fixed. A weak
admissible control (with time horizon [0, T ]) is a system
π = (Ω,F ,Ft, P, {W (t)}t≥0, {N(t, ·)}t≥0, {u(t)}t≥0, {zˆ(t)}t≥0, U) (5.77)
such that
1. (Ω,F , F, P ) is a filtered probability space with a filtration F = {Ft}t≥0,
2. N is a time homogeneous Poisson random measure over (Ω,F , F, P ) with the intensity
measure λ,
3. W is a cylindrical Wiener process over (Ω,F , F, P ),
4. U is measurable with P - a.e. ω ∈ Ω, U(ω) ∈ L2(O),
5. u, z are progressively measurable processes with P - a.e. ω ∈ Ω, the paths
u(·, ω) ∈ D([0, T ];H−1(O)) ∩D([0, T ];L2w(O)) ∩ L2w(0, T ;H10(O)) ∩ L2(0, T ;L2(O)),
zˆ(·, ω) ∈ L2(0, T ;L2(O)) ∩C([0, T ];H−1(O))
such that for all t ∈ [0, T ], for all v ∈ H10(O) and for all w ∈ L2(O), the following identities
hold P -a.s.
(u(t), v)L2 +
∫ t
0
(Au(s), v)L2ds+
∫ t
0
(B(u(s)), v)L2ds+
∫ t
0
〈g∇z(s), v〉ds
= (u0, v)L2 + (U, v)L2 +
∫ t
0
(f(s), v)L2ds
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+
∫ t
0
(σ(s, u(s))dW (s), v)L2 +
∫ t
0
∫
Z
(H(u(s−), z), v)L2N˜(ds, dz), (5.78)
(zˆ(t), w)L2 +
∫ t
0
(Div(hu(s)), w)L2ds = (zˆ0, w)L2 , (5.79)
6. the mapping
[0, T ]×O × Ω ∋ (t, x, ω) 7→ L(t, u(t, x, ω), zˆ(t, x, ω), U(x, ω)) ∈ R
belongs to L1([0, T ]×O × Ω;R).
In the spirit of Definition 5.9, from 1-4 of Definition 5.18, we note that π is a martingale solution
of (5.4)-(5.6) associated with (5.75). The set of weak admissible controls (with time horizon [0, T ])
will be denoted by U¯wad(u0, zˆ0, T ). In this context, under this weak formulation, the cost functional
is defined as
J(π) := E
[ ∫ T
0
∫
O
L(t, u, zˆ, U)dx dt
]
, π ∈ U¯wad(u0, zˆ0, T ) (5.80)
where π has the form (5.77) and (u, zˆ, U) are the components of π.
Remark 5.19. The optimal control problem is to minimize J over U¯wad(u0, zˆ0, T ) for u0 ∈ L2(Ω;L2(O))
and zˆ0 ∈ L2(Ω;L2(O)) and T > 0 be fixed. Namely, we seek π˜ ∈ U¯wad(u0, zˆ0, T ) such that
J(π˜) = inf
π∈U¯w
ad
(u0,zˆ0,T )
J(π).
We now prove Theorem 1.2, the main result in this Subsection which guarantees the existence
of weak optimal control.
Proof of Theorem 1.2:
Proof. Step I: From the assumptions of the Theorem 1.2, we have u0 ∈ L2(Ω;L2(O)) and
zˆ0 ∈ L2(Ω;L2(O)) and J(π) < +∞. Since J is bounded below by zero on U¯wad(u0, zˆ0, T ), there exists
a minimizing sequence {πn}n≥1 such that J(πn) → infπ∈U¯w
ad
(u0,zˆ0,T ) J(π). In other words, π
n =
(Ωn,Fn,Fnt , Pn, {Wn(t)}t≥0, {Nn(t, ·)}t≥0, {un(t)}t≥0, {zˆn(t)}t≥0, Un) is a minimizing sequence
of weak admissible controls, that is,
lim
n→∞
J(πn) = inf
π∈U¯w
ad
(u0,zˆ0,T )
J(π). (5.81)
Since for each n ∈ N, πn ∈ U¯wad(u0, zˆ0, T ), hence each πn satisfies
(un(t), v)L2 +
∫ t
0
(Aun(s), v)L2ds+
∫ t
0
(B(un(s)), v)L2ds+
∫ t
0
〈g∇zˆn(s), v〉ds
= (u0, v)L2 + (U
n, v)L2 +
∫ t
0
(f(s), v)L2ds
+
∫ t
0
(σ(s, u(s))dWn(s), v)L2 +
∫ t
0
∫
Z
(H(u(s−), z), v)L2N˜n(ds, dz), (5.82)
(zˆn(t), w)L2 +
∫ t
0
(Div(hun(s)), w)L2ds = (zˆ0, w)L2 . (5.83)
This holds Pn-a.s. for almost all t ∈ [0, T ], for all v ∈ H10(O) and for all w ∈ L2(O). Proceeding
as in similar lines as in Propositions 4.3-4.4, we have the following a-priori estimates (uniformly
in n)
sup
n≥1
E
n[ sup
0≤s≤T
‖un(s)‖2
L2
] ≤ C, sup
n≥1
E
n[
∫ T
0
‖un(s)‖2
H1
0
ds] ≤ C, (5.84)
and sup
n≥1
E
n[ sup
0≤s≤T
‖zˆn(s)‖2L2 ] ≤ C, (5.85)
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where En denotes the expectation with respect to Pn. Also we note from (5.81) that there exists
a constant C > 0 such that J(πn) ≤ C. Using Assumption 5.17 (iii), (5.75) we have
‖κ(Un)‖2L2(Ω;L2) =
1
T
E
n
[ ∫ T
0
∫
O
κ2(Un)dx dt
]
≤ 1
T
E
n
[ ∫ T
0
∫
O
L(t, un, zˆn, Un)dx dt
]
=
1
T
J(πn) ≤ CT . (5.86)
In view of (5.86) and Assumption 5.17 (iii) we have
sup
n≥1
E
n[‖Un‖2
L2
] ≤ CT . (5.87)
Due to the uniform a-priori bounds (5.84), one can establish that {L(un), n ∈ N} is tight on
(Z, τ) by first proving the Aldous condition (as in Lemma 5.10) and then employing Theorem 5.8.
Similarly, due to uniform bounds (5.85) and (5.87), we can prove (as in Lemmas 5.11-5.12) that
the set of measures {L(zˆn, Un), n ∈ N} is tight on
(
L2(0, T ;L2(O))∩C([0, T ];H−1(O))
)
×L2(O).
Therefore by the Skorokhod theorem, there exists a subsequence (nk)k∈N, a probability space
(Ω˜, F˜ , P˜ ), and, on this space, random variables (u˜, ˜ˆz, U˜, N˘ , W˜ ), (u˜k, ˜ˆzk, U˜k, N˘k, W˜ k)k∈N such that
(i) L((u˜k, ˜ˆzk, U˜k, N˘k, W˜ k)) = L((unk , zˆnk , Unk , Nnk ,Wnk)) for all k ∈ N,
(ii) (u˜k, ˜ˆzk, U˜k, N˘k, W˜ k) → (u˜, ˜ˆz, U˜ , N˘ , W˜ ) in Z ×
(
L2(0, T ;L2(O)) ∩ C([0, T ];H−1(O))
)
×
L2(O) ×MN¯([0, T ]× Z)× C([0, T ];R) with probability 1 on (Ω˜, F˜ , P˜ ) as k →∞,
(iii) (N˘k(ω˜), W˜ k(ω˜)) = (N˘(ω˜), W˜ (ω˜)) for all ω˜ ∈ Ω˜.
For convenience, we denote these sequences again by ((un, zˆn, Un, Nn,Wn))n∈N and ((u˜
n, ˜ˆzn, U˜n,
N˘n, W˜n))n∈N. Now, following the similar steps as in Theorem 5.13, one can establish that
π˜ = (Ω˜, F˜ , F˜t, P˜ , {W˜ (t)}t≥0, {N˘(t, ·)}t≥0, {u˜(t)}t≥0, {˜ˆz(t)}t≥0, U˜)
is a martingale solution of (5.4)-(5.6) associated to (5.75).
Step II:
We now prove that the cost functional is lower semicontinuous. Below we extend the proof of
Lemma 10 and Lemma 11 of Sritharan [44] to the stochastic case.
Lemma 5.20. For u˜n → u˜ in the L2(Ω˜;Z), ˜ˆzn → ˜ˆz in L2(Ω˜;L2(0, T ;L2(O)) and U˜n → U˜ in
L2(Ω˜;L2(O)), we have
lim inf
n→∞
E˜
[∫ T
0
∫
O
L(t, u˜n, ˜ˆzn, U˜n)dx dt
]
≥ E˜
[∫ T
0
∫
O
L(t, u˜, ˜ˆz, U˜)dx dt
]
. (5.88)
Proof. For each natural number M, let LM (t, u˜, ˜ˆz, U˜) = L(t, u˜, ˜ˆz, U˜) ∧M . Then by linearity of
expectation, we have
lim inf
n→∞
E˜
[∫ T
0
∫
O
L(t, u˜n, ˜ˆzn, U˜n)dx dt
]
≥ lim inf
n→∞
E˜
[∫ T
0
∫
O
LM (t, u˜
n, ˜ˆzn, U˜n)dx dt
]
≥ − lim sup
n→∞
E˜
[∫ T
0
∫
O
(
LM (t, u˜
n, ˜ˆzn, U˜n)− LM (t, u˜, ˜ˆzn, U˜n)
)−
dx dt
]
− lim sup
n→∞
E˜
[∫ T
0
∫
O
(
LM (t, u˜, ˜ˆz
n, U˜n)− LM (t, u˜, ˜ˆz, U˜n)
)−
dx dt
]
+ lim inf
n→∞
E˜
[∫ T
0
∫
O
LM (t, u˜, ˜ˆz, U˜
n)dx dt
]
,
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where f(x)− = (−f(x)) ∨ 0. The first and second terms on the right-hand side are zero due to
Lemma 5.21 given below. Due to the lower semicontinuity of LM , from Jacod and Me´min [23],
Lemma 4 of Sritharan [44], Proposition 2.1.12 of Castaing et al. [13] we have
lim inf
n→∞
[∫ T
0
∫
O
LM (t, u˜, ˜ˆz, U˜
n)dx dt
]
≥
[∫ T
0
∫
O
LM (t, u˜, ˜ˆz, U˜)dx dt
]
.
Therefore application of Fatou’s Lemma gives
lim inf
n→∞
E˜
[∫ T
0
∫
O
LM (t, u˜, ˜ˆz, U˜
n)dx dt
]
≥ E˜
[∫ T
0
∫
O
LM (t, u˜, ˜ˆz, U˜)dx dt
]
.
Hence using the Beppo-Levi theorem on the bounded measurable functions LM we have
lim inf
n→∞
E˜
[∫ T
0
∫
O
L(t, u˜n, ˜ˆzn, U˜n)dx dt
]
≥ E˜
[∫ T
0
∫
O
LM (t, u˜, ˜ˆz, U˜)dx dt
]
≥ E˜
[∫ T
0
∫
O
L(t, u˜, ˜ˆz, U˜)dx dt
]
.

Lemma 5.21. Let u˜n → u˜ in the L2(Ω˜;Z), ˜ˆzn → ˜ˆz in L2(Ω˜;L2(0, T ;L2(O)) and U˜n → U˜ in
L2(Ω˜;L2(O)). For ω˜ ∈ Ω˜, let ϕ(·, ·, ·, ·, ω˜) : [0, T ]× H10(O) × L2(O) × L2(O) → R+ be a bounded
measurable function such that ∀ t ∈ (0, T ) and ω˜ ∈ Ω˜, ϕ(t, ·, ·, ·, ω˜) : H10(O)×L2(O)×L2(O)→ R+
is lower semicontinuous. Then
lim
n→∞
E˜
[∫ T
0
∫
O
(
ϕ(t, u˜n, ˜ˆzn, U˜n)− ϕ(t, u˜, ˜ˆzn, U˜n)
)−
dx dt
]
= 0, (5.89)
and
lim
n→∞
E˜
[∫ T
0
∫
O
(
ϕ(t, u˜, ˜ˆzn, U˜n)− ϕ(t, u˜, ˜ˆz, U˜n)
)−
dx dt
]
= 0. (5.90)
Proof. Define, Θ(t, v˜, ˜ˆz, U˜ , ω˜) := ϕ(t, v˜, ˜ˆz, U˜ , ω˜)−ϕ(t, u˜, ˜ˆz, U˜ , ω˜). For δ > 0 and y ∈ H−1(O), define
Y m : =
{
(t, x, ω˜) ∈ [0, T ]×O × Ω˜ :
inf
|〈y,u˜(t,x)〉−〈y,v˜(t,x)〉|≤1/m
Θ(t, v˜(t, x), ˜ˆz(t, x), U˜ (x), ω˜) ≤ −δ
}
.
Note that Y m+1 ⊆ Y m, and lower semicontinuity of ϕ implies that each t-section of Y m is closed.
Moreover, ϕ(t, ·, ˜ˆz, U˜ , ω˜) : H10(O)→ R+ being lower semicontinuous implies that if for any sequence
v˜n → u˜ in H10(O), we have
lim inf
n→∞
Θ(t, v˜n, ˜ˆz, U˜ , ω˜) ≥ 0.
Hence
∩mY m = ∅.
Now we define
Yˆ n : =
{
(t, x, ω˜) : Θ(t, u˜n(t, x), ˜ˆzn(t, x), U˜n(x), ω˜)− > δ
}
=
{
(t, x, ω˜) : Θ(t, u˜n(t, x), ˜ˆzn(t, x), U˜n(x), ω˜) < −δ
}
.
Then for sufficiently large n, P˜ (Yˆ n) ≤ P˜ (Y m) (as Yˆ n ⊆ Y m for n > m). Furthermore,
lim sup
n→∞
P˜ (Yˆ n) = lim
m→∞
lim sup
n→∞
P˜ (Yˆ n) ≤ lim
m→∞
P˜ (Y m) = P˜ (∩mY m) = 0. (5.91)
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We now proceed as in Jacod and Me´min [23] to obtain (5.89). Since ϕ’s are bounded measurable,
so |Θ(t, u˜n, ˜ˆzn, U˜n, ω˜)| ≤ C ∀ n, and using (5.91) we have∫
Ω˜
∫ T
0
∫
O
Θ(t, u˜n(t, x), ˜ˆzn(t, x), U˜n(x), ω˜)− dx dt dP˜ (ω˜)
=
∫
Yˆ ′
n
Θ(t, u˜n(t, x), ˜ˆzn(t, x), U˜n(x), ω˜)− dx dt dP˜ (ω˜)
+
∫
Yˆ n
Θ(t, u˜n(t, x), ˜ˆzn(t, x), U˜n(x), ω˜)− dx dt dP˜ (ω˜)
< δP˜ (Yˆ ′
n
) + CP˜ (Yˆ n)→ 0, as n→∞
and as δ > 0 is arbitrarily small where Yˆ ′
n
denotes the complement of Yˆ n. Therefore
lim
n→∞
E˜
[∫
T
0
∫
O
Θ(t, u˜n, ˜ˆzn, U˜n)− dx dt
]
= 0,
which proves (5.89). By similar approach one can prove (5.90). 
Step III:
Using Lemma 5.20 and using L(u˜n, ˜ˆzn, U˜n) = L(un, zˆn, Un), we have
E˜
[ ∫ T
0
∫
O
L(t, u˜(t), ˜ˆz(t), U˜)dx dt
]
≤ lim inf
n→∞
E˜
[ ∫ T
0
∫
O
L(t, u˜n(t), ˜ˆzn(t), U˜n)dx dt
]
= lim inf
n→∞
E
n
[ ∫ T
0
∫
O
L(t, un(t), zˆn(t), Un)dx dt
]
(5.92)
which is finite because of (5.81) and J(π) < +∞, where En denotes the expectation with respect
to Pn. Hence, J(π˜) < +∞, or in other words, the mapping
[0, T ]×O × Ω˜ ∋ (t, x, ω˜) 7→ L(t, u˜(t, x, ω˜), ˜ˆz(t, x, ω˜), U˜(x, ω˜)) ∈ R
belongs to L1([0, T ] × O × Ω˜;R). Therefore, π˜ satisfies all the conditions of Definition 5.18, and
hence is a weak admissible control.
Now employing (5.81), (5.92) and L(u˜n, ˜ˆzn, U˜n) = L(un, zˆn, Un), it follows that
J(π˜) = E˜
[ ∫ T
0
∫
O
L(t, u˜(t), ˜ˆz(t), U˜)dx dt
]
≤ lim inf
n→∞
[
E
n
∫ T
0
∫
O
L(t, un(t), zˆn(t), Un)dx dt
]
= inf
π∈U¯w
ad
(u0,zˆ0,T )
J(π).
This proves π˜ is a weak optimal control for the control problem, hence this completes the proof. 
Appendix A.
Here we will provide a proof of H10 energy estimate of (4.1)-(4.3). For this we need to impose
more regular conditions on the noise coefficients σ and H . We assume that σ and H satisfy the
following hypotheses:
A.1 σ ∈ C([0, T ]×H10(O);LQ(L2,H10)), H ∈ H2λ([0, T ]× Z;H10(O)),
A.2 For all t ∈ (0, T ), there exists a positive constant K such that for all u ∈ H10(O)
‖σ(t, u)‖2LQ(L2,H10) +
∫
Z
‖H(u, z)‖2
H1
0
λ(dz) ≤ K(1 + ‖u‖2
H1
0
),
A.3 For all t ∈ (0, T ), there exists a positive constant L such that for all u, v ∈ H10(O)
‖σ(t, u)− σ(t, v)‖2LQ(L2,H10) +
∫
Z
‖H(u, z)−H(v, z)‖2
H1
0
λ(dz) ≤ L‖u− v‖2
H1
0
.
We also make two additional assumptions, due to technical reasons, as following:
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A.4 The depth function h ∈ C2b (O).
A.5 curl curlu = 0 (i.e., rotation of the fluid velocity is uniform over O).
Note that, in two dimensions curlu is a scalar that should be understood as follows
curlu := ∇× u = ∇× (u1e1 + u2e2 + 0e3) = 0e1 + 0e2 + (∂u2
∂x
− ∂u1
∂y
)e3,
where (e1, e2, e3) is the canonical basis of R
3.
Proposition A.1. Let{
w0 ∈ L4(Ω;L4(0, T ;H10(O))), f ∈ L2(Ω;L2(0, T ;H10(O))),
u0 ∈ L2(Ω;H10(O)), zˆ0 ∈ L2(Ω;H10 (O)) (A.1)
and the assumptions A.1 - A.5 hold. If (un(t), zˆn(t)) denotes the unique strong solution of the
system (4.1)-(4.3), then the following a-priori estimates hold:
E
[
‖un(t)‖2
H1
0
+ ‖zˆn(t)‖2
H1
0
]
+
3α
4
E
∫ t
0
‖△un(s)‖2
L2
ds ≤ C11, ∀t ∈ [0, T ], (A.2)
E
[
sup
0≤t≤T
(‖un(t)‖2
H1
0
+ ‖zˆn(t)‖2
H1
0
)
]
+
3α
4
E
∫ T
0
‖△un(t)‖2
L2
dt ≤ C12, (A.3)
where the constants C11 and C12 depend on the coefficients α, g,M, µ and the norms ‖f‖L2(Ω;L2(0,T ;H1
0
)),
‖w0‖L4(Ω;L4(0,T ;H1
0
)), ‖u0‖L2(Ω;H1
0
), ‖zˆ0‖L2(Ω;H1
0
) and T .
Proof. Define
τN := inf{t ≥ 0 : ‖un(t)‖2H1
0
+ ‖zˆn(t)‖2
H1
0
+
3α
4
∫ t
0
‖△un(s)‖2
L2
ds > N}
as the stopping time. Applying Itoˆ’s lemma to the process ‖∇un(t)‖2
L2
‖un(t ∧ τN )‖2H1
0
+ 2α
∫ t∧τN
0
‖△un(s)‖2
L2
ds+ 2
∫ t∧τN
0
(∇B(un(s)),∇un(s))L2ds
+ 2
∫ t∧τN
0
〈∇(g∇zˆn(s)),∇un(s)〉ds = 2
∫ t∧τN
0
(∇f,∇un(s))L2ds
+ 2
∫ t∧τN
0
(∇σn(s, un(s))dWn(s),∇un(s))L2
+
∫ t∧τN
0
‖∇σn(s, un(s))‖2LQ(L2,L2)ds
+
∫ t∧τN
0
∫
Z
‖∇Hn(un(s−), z)‖2
L2
N(ds, dz) + ‖un(0)‖2
H1
0
+ 2
∫ t∧τN
0
∫
Z
(∇Hn(un(s−), z),∇un(s−))L2N˜(ds, dz).
Using divergence theorem we obtain
‖un(t ∧ τN )‖2H1
0
+ 2α
∫ t∧τN
0
‖△un(s)‖2
L2
ds
= ‖un(0)‖2
H1
0
+ 2
∫ t∧τN
0
(B(un(s)),△un(s))L2ds
+ 2
∫ t∧τN
0
(g∇zˆn(s),△un(s))L2ds+ 2
∫ t∧τN
0
(∇f,∇un(s))L2ds
+ 2
∫ t∧τN
0
(∇σn(s, un(s))dWn(s),∇un(s))L2
+
∫ t∧τN
0
‖∇σn(s, un(s))‖2LQ(L2,L2)ds
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+
∫ t∧τN
0
∫
Z
‖∇Hn(un(s−), z)‖2
L2
N(ds, dz)
+ 2
∫ t∧τN
0
∫
Z
(∇Hn(un(s−), z),∇un(s−))L2N˜(ds, dz). (A.4)
Let {ej}∞j=1 be an orthonormal basis in L2(O) such that Qej = λjej for all j = 1, 2, · · · , where λj
are the eigenvalues of Q. Then by (3.15), we observe that
‖∇σn(t, un(t))‖2LQ(L2,L2) =
∞∑
j=1
λj‖∇σn(t, un(t))ej‖2L2
=
∞∑
j=1
λj‖σn(t, un(t))ej‖2H1
0
= ‖σn(t, un(t))‖2LQ(L2,H10). (A.5)
Using equation (3.11), Young’s and Minkowskii inequalities, we obtain
2(B(un),△un)L2≤ 2
α
‖B(un)‖2
L2
+
α
2
‖△un(t)‖2
L2
≤16
α
(‖un(t)‖4
L4
+ ‖w0(t)‖4
L4
) +
α
2
‖△un(t)‖2
L2
.
Using Young’s inequality
2|g(∇zˆn(t),△un(t))L2 | ≤ 2g
2
α
‖zˆn(t)‖2
H1
0
+
α
2
‖△un(t)‖2
L2
, (A.6)
and
2(∇f,∇un(t))L2 ≤ ‖f(t)‖2H1
0
+ ‖un(t)‖2
H1
0
. (A.7)
Hence using the above estimates in (A.4)
‖un(t ∧ τN )‖2H1
0
+ α
∫ t∧τN
0
‖△un(s)‖2
L2
ds
≤
∫ t∧τN
0
(
‖un(s)‖2
H1
0
+
16
α
‖un(s)‖4
L4
+
2g2
α
‖zˆn(s)‖2
H1
0
+ ‖f(s)‖2
H1
0
+
16
α
‖w0(s)‖4
L4
)
ds+
∫ t∧τN
0
‖σn(s, un(s))‖2LQ(L2,H10)ds
+
∫ t∧τN
0
∫
Z
‖Hn(un(s−), z)‖2
H1
0
N(ds, dz)
+ 2
∫ t∧τN
0
(∇σn(s, un(s))dWn(s),∇un(s))L2
+ 2
∫ t∧τN
0
∫
Z
(∇Hn(un(s−), z),∇un(s−))L2N˜(ds, dz) + ‖u(0)‖2H1
0
. (A.8)
Now assuming an additional boundary condition that the gradient of the displacement of the free
surface with respect to the ocean bottom is zero on the boundary of the domain (i.e. ∇zˆ = 0 on
[0, T ]× ∂O), we have from (4.3)
‖∇zˆn(t ∧ τN )‖2L2 = −2
∫ t∧τN
0
(∇(Div(hun(s))),∇zˆn(s))L2ds+ ‖∇zˆn(0)‖2L2
= −2
∫ t∧τN
0
(∇(hDivun(s)) +∇(∇h · un(s)),∇zˆn(s))L2ds
+ ‖∇zˆn(0)‖2
L2
:=
∫ t∧τN
0
(I1 + I2)ds+ ‖∇zˆn(0)‖2L2 . (A.9)
Now by use of product rule of gradient, assumption A.5, Minkowskii, Ho¨lder’s and Young’s in-
equalities, we have
|I1| ≤ 2‖Divun(t)∇h+ h∇(Divun(t))‖L2‖∇zˆn(t)‖L2
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≤ 2(‖∇h‖L∞‖Divun(t)‖L2 + ‖h‖L∞‖∇(Divun(t))‖L2)‖∇zˆn(t)‖L2
≤ 2(M‖un(t)‖H1
0
+ µ‖∇(Divun(t))‖L2)‖∇zˆn(t)‖L2
≤ 2(M‖un(t)‖H1
0
+ µ‖△un(t) + curl curlun(t)‖L2)‖∇zˆn(t)‖L2
= 2(M‖un(t)‖H1
0
+ µ‖△un(t)‖L2)‖∇zˆn(t)‖L2
≤M(‖un(t)‖2
H1
0
+ ‖zˆn(t)‖2
H1
0
) +
α
4
‖△un(t)‖2
L2
+
2µ2
α
‖zˆn(t)‖2
H1
0
≤ (M + 2µ
2
α
)(‖un(t)‖2
H1
0
+ ‖zˆn(t)‖2
H1
0
) +
α
4
‖△un(t)‖2
L2
.
By use of classical tame estimates for the product in Sobolev spaces (see, for instance, Corollary
2.4.1 of [14]), we have
|I2| ≤ 2‖∇(∇h · un(t))‖L2‖∇zˆn(t)‖L2
≤ 2c(‖∇h‖L∞‖∇un(t)‖L2 + ‖∇(∇h)‖L∞‖un(t)‖L2)‖∇zˆn(t)‖L2
≤ c(M +NcP )(‖un(t)‖2H1
0
+ ‖zˆn(t)‖2
H1
0
),
where N := maxx∈O |∇(∇h(x))| (as h ∈ C2b (O) by assumption A.4), and cP is the Poincare´
constant.
Hence from the estimates of I1 and I2, we have from (A.9),
‖zˆn(t ∧ τN )‖2H1
0
≤ ‖zˆ(0)‖2
H1
0
+ C
∫ t∧τN
0
(
‖un(s)‖2
H1
0
+ ‖zˆn(s)‖2
H1
0
)
ds
+
α
4
∫ t∧τN
0
‖△un(s)‖2
L2
ds, (A.10)
where C :=M +
2µ2
α
+ c(M +NcP ).
Adding equations (A.8) and (A.10), we obtain
‖un(t ∧ τN )‖2H1
0
+ ‖zˆn(t ∧ τN )‖2H1
0
+
3α
4
∫ t∧τN
0
‖△un(s)‖2
L2
ds
≤ K1
[∫ t∧τN
0
(‖un(s)‖2
H1
0
+ ‖zˆn(s)‖2
H1
0
)ds
]
+
16
α
∫ t∧τN
0
‖un(s)‖4
L4
ds
+
∫ t∧τN
0
(
‖f(s)‖2
H1
0
+
16
α
‖w0(s)‖4
L4
)
ds+ ‖un0‖2H1
0
+ ‖zˆn0 ‖2H1
0
+K(t ∧ τN ), (A.11)
where K1 := max{1 + C, 2g2/α+ C}.
Following the same steps as in Proposition 4.3, we integrate over 0 ≤ t ≤ T ∧ τN and take
expectation on both sides and employ the facts that (i) stochastic integrals appearing in our
calculations are martingales with zero average, (ii) expectation of quadratic variation process and
that of Meyer process are same and (iii) assumption A.2, to obtain
E
[
‖un(t ∧ τN )‖2H1
0
+ ‖zˆn(t ∧ τN )‖2H1
0
]
+
3α
4
E
∫ t∧τN
0
‖△un(s)‖2
L2
ds
≤ K1E
[∫ t∧τN
0
(‖un(s)‖2
H1
0
+ ‖zˆn(s)‖2
H1
0
)ds
]
+
16
α
E
∫ t∧τN
0
‖un(s)‖4
L4
ds
+E
[∫ t∧τN
0
(
‖f(s)‖2
H1
0
+
16
α
‖w0(s)‖4
L4
)
ds
]
+ E
[
‖un0‖2H1
0
+ ‖zˆn0 ‖2H1
0
]
+K(t ∧ τN ), (A.12)
As before we observe that since w0 ∈ L8(Ω;L8(0, T ;L8(O))) ⊂ L4(Ω;L4(0, T ;
L
4(O))), by Proposition 4.4, for p = 4, we have E[∫ T0 ‖un(s)‖2L2‖un(s)‖2H1
0
ds] ≤ C1(4), which
essentially yields E[
∫ T
0 ‖un(s)‖4L4ds] ≤ C1(4) (by the estimate (3.5)).
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Hence by applying Gronwall’s lemma and taking limit as N → ∞ we have the desired a-priori
estimate (A.2).
To prove (A.3) one can proceed similarly but needs to take supremum over [0, T ∧ τN ] over
(A.11) before taking expectation and then suitably apply Burkholder-Davis-Gundy inequality.
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