Abstract. For the three-dimensional steady non-isentropic compressible Euler system with friction, we show existence of a class of symmetric subsonic, supersonic and transonic-shock solutions in a straight duct with constant square-section. Such flows are called Fanno flow in engineering. We formulate a boundary value problem for subsonic flows, and study their stability under multidimensional small perturbations of boundary conditions. Since the subsonic Euler system is of elliptic-hyperbolic composite-mixed type, this is achieved by using the framework established in [L. Liu; G. Xu; H. Yuan: Stability of spherically symmetric subsonic flows and transonic shocks under multidimensional perturbations. Adv. Math. 291 (2016), 696-757], and establishing an iteration scheme, which involves solving a second order nonlocal elliptic equation.
Introduction
We consider polytropic gases, namely perfect fluids with the constitutive relation p = A(s)ρ γ , that move steadily in a three-dimensional duct. Here p, ρ, and s represent the pressure, density of mass, and entropy of the flow respectively, and γ > 1 is the adiabatic exponent, while A(s) = k 0 exp(s/c ν ) for two positive constants k 0 and c ν . In the Descartesian coordinates (x 0 , x 1 , x 2 ) of the Euclidean space R 3 , let D = {(x 0 , x 1 , x 2 ) : x 0 ∈ (0, L), (x 1 , x 2 ) ∈ (0, π)×(0, π)} be a rectilinear duct with length L and constant square cross-section. Suppose the gas flows in the duct bearing frictions due to non-smoothness of the lateral walls. It is noted that in gas dynamics, such compressible frictional flow is called as Fanno flow [8, Section 2.16] . It is adopted frequently in engineering, including transport of natural gas in long pipe lines, the design and analysis of nozzles, etc. We wish to study such flows rigorously from mathematical point of view and find the roles played by friction, by considering the three-dimensional steady non-isentropic compressible Euler system. Let u = (u 0 , u 1 , u 2 ) ⊤ be the velocity of the gases. Recall that the flow is subsonic if |u| < c, and supersonic if |u| > c, where c = γp/ρ is the sonic speed. It turns out that friction has different effects for subsonic flow and supersonic flow, and it also supports transonic shocks in ducts. In this paper, we firstly show existence of a class of subsonic flow and supersonic flow, as well as transonic shocks that depend only on x 0 in D, analyze the effects of friction, and then study general perturbed subsonic flows. These results will be used to study effects of frictions for transonic shocks in another paper.
To avoid technical difficulties arose by the lateral walls, as in [4, 2] , by assuming the flows have some symmetric properties with respect to the walls [0, L] × ∂[0, π] 2 , we may suppose the flows are periodic in x 1 , x 2 -directions with periods 2π. It usually happens that the gas moves mainly along the x 0 -direction, that means, u 0 > 0 and u 1 , u 2 are small comparing to u 0 . Hence without loss of generality, we may assume that the friction force is acting on the negative x 0 -direction, and equals µ(u 0 ) 2 per unit mass of the gas. Here µ is a positive constant that may depend on the Mach number M = |u|/c of the flow. Following the practice in gas dynamics [8, Section 2.16] , we assume it is a constant. Then the motion of such flow with friction is governed by the following Euler system with a damping term (cf. [6, 7, 12] where 'div' and 'grad' are respectively the standard divergence and gradient operator, E The main difficulty of studying subsonic flows using the stationary compressible Euler system comes from the fact that it is of elliptic-hyperbolic composite-mixed type [4, 11] , and there is no general theory to treat such equations. So it is even challenging to formulate a well-posed boundary value problem for studying subsonic Euler flows (cf. [16] ), which is both important for theoretical analysis and numerical computations. It is more difficult to study the three-dimensional Euler system, since one cannot introduce Lagrange-type transform as in two-dimensional case [3, 16] . In [11] , the authors proposed a general framework to decompose the three-dimensional steady Euler system and linearize it at a special symmetric solution. So in this paper we will mainly utilize the ideas and results established in [11] . Comparing to the geometric effects considered in [11] , appearance of friction leads to variation of Bernoulli constant E along flow trajectories, hence we were led to a nonlocal elliptic equation involving an integral term even for purely subsonic flows.
We also remark that the works of Chen and Xie [2] considering three-dimensional subsonic isentropic flows without frictions, based on a totally different method from ours. One may consult [2, 11, 15] and references listed there for some results on subsonic flows and transonic shocks in Euler flows. There are also many significant works on Fanno flows by establishing global weak solutions using generalized Glimm scheme or Gudonov scheme to the one-dimensional unsteady compressible Euler system with frictions, see [5, 13] . Huang, Pan and Wang et. al. also studied weak solutions of the one dimensional unsteady compressible Euler system with a damping term (that is b = −µu 0 ), see for example, [10] and references therein. These studies, from different points of view, definitely help us understand better the role of friction in gas dynamics. See also [1] for a study on the effect of electric field on subsonic flows.
The rest of the paper is organized as follows. In Section 2 we show existence of special subsonic, supersonic and transonic shock solutions by studying some ordinary differential equations. Then we formulate a boundary value problem (S) to study general perturbed subsonic flows, and state the main result of this paper, namely Theorem 2.1. In Section 3 we reformulate problem (S) to a more tractable problem (S3), by using a decomposition of the system (1.1)-(1.3) established in [11] . In Section 4, we study a crucial mixed boundary value problem of a second order nonlocal elliptic equation. In Section 5, by showing contraction of a nonlinear mapping, we prove Theorem 2.1. We remark that at first glance, many computations and expressions of this paper are quite similar to that of [11] , however, we need to be very careful to carry out all the detailed calculations, and there are some subtle differences, since its the single term b that drastically changes the overall behaviour of solutions of the Euler system, and the major differences lie in these details.
Special solutions and main result
Let Ω = {(x 0 , x 1 , x 2 ) : x 0 ∈ (0, L), x ′ = (x 1 , x 2 ) ∈ T 2 } be the duct we consider henceforth, where
]} is the flat 2-torus. Then ∂Ω, the boundary of Ω, is given by Σ 0 ∪ Σ 1 , with Σ 0 = {0} × T 2 and Σ 1 = {L} × T 2 . For the velocity vector u = (u 0 , u 1 , u 2 ) ⊤ , for convenience, in this paper we call u 0 the normal velocity and u ′ = (u 1 , u 2 ) ⊤ the tangential velocity.
Special solutions.
Suppose that the flow depends only on x 0 , the normal velocity u 0 is positive, and the tangential velocity u ′ is identically zero in Ω. Then the system (1.1)-(1.3) is reduced to the following ordinary differential equations:
We could solve for continuous flow with Mach number M = 1 that
3) dp
Here, for simplicity, instead of u 0 (x 0 ), we have written u = u(x 0 ) to be the normal velocity. By the fact that E = 
where θ = p/ρR is the temperature of the gas, and R is a universal positive constant. It is important to observe that the equation satisfied by the Mach number is decoupled:
2.1.1. Subsonic flows. Suppose that the flow is subsonic in the duct, namely M < 1 for
We easily see that
that is, the density, pressure and temperature decrease while the velocity and Mach number increase along the flow direction for subsonic Fanno flow. Furthermore, if the flow is continuous, then by uniqueness of solutions of Cauchy problem of ordinary differential equations, M (0) < 1 implies the flow is always subsonic in the duct. Let the Mach number of the flow at the entry {x 0 = 0} and the exit {x 0 = L} be M 0 and M 1 , respectively. Suppose that 0 < M 0 < M 1 < 1. Then integrating (2.8) for x 0 from 0 to l yields
and we obtain that
Therefore, the maximal length of a duct for a subsonic flow accelerating from M 0 < 1 to the sonic speed (M 1 = 1) is
So for a duct which is longer than L M 0 , chocking phenomena shall occur and such steady subsonic flow pattern is impossible. From (2.9), we also solve
Hence we may solve p(x 0 ), ρ(x 0 ), u(x 0 ), E(x 0 ), s(x 0 ) and θ(x 0 ) once their values on the entry or exit are given. Therefore we constructed a family of special subsonic solutions to the Euler system (1.1)-(1.3), and it is important to notice that they depend analytically on the parameters {γ > 1, 
We see that du dx 0 < 0, dρ dx 0 > 0, dp dx 0 > 0, dM dx 0 < 0, dθ dx 0 > 0; that is, the density, pressure and temperature increase while the velocity and Mach number decrease, contrary to subsonic flows. For given M 0 > 1, if the flow is continuous, then it is always supersonic, and the maximal length of the duct is also given by (2.10).
We conclude that there is a family of special supersonic Fanno flows in the duct, and they depend analytically on the parameters {γ > 1,
2.1.3. Transonic shock. For this phenomena the flow is supersonic near the entry, with Mach number M 0 > 1 at x 0 = 0, and a shock front intervenes in the duct, which ended the supersonic flow, and the flow behind of it is subsonic. Let U + (respectively U − ) be the state of the flow on the side behind (respectively, ahead) of the shock front. Then the following Rankine-Hugoniot jump conditions should hold:
From these we could solve 12) where M + (respectively M − ) is the Mach number behind (respectively, ahead) of the transonic shock front. The physical entropy condition requires that M + < M − , so only transonic shock with supersonic flow (M − > 1) ahead of the shock front, and subsonic flow (M + < 1) behind of it is possible. Let L 1 < L M 0 be the distance from the entry to the transonic shock front. Utilizing (2.9), by
we could solve M − . Then by (2.12), we get M + . So the maximal length from the transonic shock front to the exit is
.
we may construct a family of special transonic shock solutions in the duct, and they depend analytically on the parameters {γ > 1, 
and the back pressure on Σ 1 :
Here E 0 , s 0 and p 1 are given functions on T 2 , while u ′ 0 (x ′ ) is a given vector field on T 2 .
Problem (S): Solve the Euler system (1.1)-(1.3) in Ω, subjected to the boundary conditions (2.13)-(2.14).
Remark 2.1. For a flow which is obtained by symmetric extension along lateral walls of the duct D and hence periodic in (x 1 , x 2 ), the pressure, density, entropy, normal velocity shall be even functions with respect to x 1 = kπ, x 2 = kπ for k ∈ Z, while u 1 (respectively u 2 ) shall be odd function along x 1 = kπ (respectively x 2 = kπ). So problem (S) is actually a little bit different from the problem of (x 1 , x 2 )-periodic flows reduced by extension of flows in duct, since we neglect these symmetry properties. We do not care about this in-essential technical point here, which can be easily handle in the same way as in [4] , and we just focus on problem (S) below.
We now pick a special subsonic Fanno flow
) constructed in Section 2.1.1, which is also called a background solution in the sequel. The following is the main theorem we will prove in this paper. 
then there is uniquely one solution U to Problem (S), with p ∈ C 3,α (Ω), s, E, u ∈ C 2,α (Ω), and
Remark 2.2. The technical S-Condition is given by Definition 4.1 in Section 4. It is shown there that except at most countable infinite numbers µ, all the background solutions U b determined by the rest µ satisfy the S-Condition.
Reformulation of Problem (S)
The following is an important theorem established in [11, p.703 ]), which is rewritten for use to our case, namely, Ω is a flat manifold. Here D u f = u · gradf for a vector field u and a function f on Ω, and as a convention, repeated Roman indices will be summed up for 0, 1, 2, while repeated Greek indices are to be summed over for 1, 2, except otherwise stated. 
and the boundary condition
To formulate a nonlinear Problem (S1) which is equivalent to Problem (S), we need to compute the exact expressions of (3.3) and (3.5), then specify the auxiliary functions L k , L k appeared in Proposition 3.1.
Problem (S1).
3.1.1. The equation of pressure. We now compute the explicit expression of equation (3.3) . It is straightforward to check that
where
and δ kj is the standard Kronecker delta. Replacing terms like u 0 ∂ 0 u 0 , (∂ 0 u 0 ) 2 , (u 0 ) 2 in (3.6) by using suitable equations (1.1)-(1.3) (this is why we introduced L k ), after some straightforward computations, we get the identity
with
Multiplying γp to both sides of (3.8) , and comparing it with (3.3), we see (3.3) is equivalent to the following second order equation of pressure
(3.10) 3.1.2. The boundary conditions. It follows, by setting
we have the identity
Comparing this to (3.5), it is a nonlinear Robin condition for p on Σ 0 :
(3.14)
3.1.3. Problem (S1). From the above computations, by Proposition 3.1, we see that Problem (S) could be written equivalently as the following Problem (S1), for those unknowns p, ρ, u with regularity as assumed in Proposition 3.1.
Problem (S1): Solve the system (3.1), (3.2), (3.10) and (3.4) in Ω, subjected to the boundary conditions (2.13), (2.14), and (3.12).
Problem (S2).
In this subsection we separate the linear main parts from the nonlinear equations (3.1), (3.10) and (3.12), and write them in the form
, where L is a linear operator, and N (U ) are certain higher-order terms defined below.
Definition 3.1. For U = p, E, ρ, s, u etc., setÛ = U − U b . A higher-order term is an expression containing either (i)Û | ∂Ω and/or its first-order tangential derivatives; or (ii) product ofÛ , and/or their derivatives DÛ , D 2Û , where D k u is a k th -order derivative of u.
Linearization of Bernoulli law.
Recall that for the background solution, E b solves the equation
So we get the identity
Using expressions like
where O(1) represents a bounded quantity with a bound depending only on the background solution U b and |U − U b |, after straightforward calculations, (3.1) is equivalent to
with 
, direct computation yields that (3.10) can be written as
We easily see that (3.19 ) is an elliptic equation of (perturbed) pressure. The coefficients in (3.19) are given by
and
Linearization of boundary condition. Note that p b solves (2.4), so (3.12) is equivalent to
Using expressions in (3.16), (3.25) could be written as
with γ 0 a negative constant determined by the background solution at x 0 = 0:
We note that G 2 , G 3 are higher-order terms (the terms with underlines are given by boundary data, so fulfill the item (i) in Definition 3.1), while G 1 depends on the boundary values of u ′ on Σ 0 .
Problem (S2).
We now reformulate Problem (S1) equivalently as the following Problem (S2).
Problem (S2): Solve functions U = (Ê, A(s),p, u ′ ) that satisfying the following problems (3.29)-(3.32).
Note that (3.31) is a mixed boundary value problem of a second order elliptic equation, while (3.29), (3.30) and (3.32) are Cauchy problems of transport equations.
Problem (S3). Since the elliptic problem (3.31) is coupled with the other hyperbolic problems, we need to further reformulate Problem (S2) equivalently as the following Problem (S3).
We firstly consider the Cauchy problem (3.29):
For the vector field u defined in Ω, we consider the non-autonomous vector field
Forx ∈ T 2 , we write the integral curve passing (0,x) as x ′ = ϕ(x 0 ,x), which is a C k,α function in Ω if u ∈ C k,α (Ω) and u 0 > δ for a positive constant δ, and k ∈ N. For fixed x 0 , the map ϕ x 0 : 
We write the unique solution to the linear transport equation (3.33) as follows:
which is a higher order term (note that ∂ βp itself is small, and ϕ x 0 is close to the identity map since u ′ is nearly zero, so |(ϕ x 0 ) −1 (x ′ ) − x ′ | is small by (3.34) ). Then we could write the elliptic equation in (3.31) as
Now set
Then equation (3.37) simply reads
Note that there is a nonlocal term e 4 (x 0 )
This is quite different from [11] and shows the spectacular influence of friction. So problem (3.31) can be rewritten as follows:
We then state Problem (S3), which is equivalent to Problem (S2), as can be seen from the above derivations.
Problem (S3): Find functions U = (Ê, A(s),p, u ′ ) defined in Ω that solve problems (3.29), (3.30), (3.40) and (3.32).
A linear second order nonlocal elliptic equation with mixed boundary conditions
To attack problem (3.40), we study in this section the linear second order nonlocal elliptic equation subjected to Robin condition on Σ 0 and Dirichlet condition on Σ 1 :
in Ω,
Here h ∈ C k−2,α (Ω), g 0 ∈ C k−1,α (T 2 ) and g 1 ∈ C k,α (T 2 ) are given nonhomogeneous terms, and k = 2, 3, . . . The interesting part is that the elliptic operator L contains a nonlocal term. So we could not use directly maximum principles or energy estimates, and we need the S-Condition to avoid some possible spectrums.
4.1. Uniqueness of solutions. We firstly study under what conditions a strong solutionp to problem (4.1) in Sobolev space H 2 (Ω) is unique. To this end, we consider the homogeneous problem x 0 0 b(µ, τ )p(τ, x ′ ) dτ as a nonhomogeneous term, the standard theory of second order elliptic equations with Dirichlet and oblique derivative conditions [9] imply that for any α ∈ (0, 1 2 ),p belongs to C 2,α (Ω). Then using a standard boot-strap argument, we deduce that ifp ∈ H 2 (Ω) is a strong solution to (4.2), thenp is a classical solution and belongs to C ∞ (Ω). Now we wish to show thatp ≡ 0. The idea is to use the method of separation of variables via the Fourier series.
Denote m = (m 1 , m 2 ), then by the above consideration of regularity, we could writê
with the coefficients
if only one of m 1 , m 2 is 0,
Recall that x = (x 0 , x 1 , x 2 ), then the coefficients in (4.3) are given by
Forp ∈ C k,α (Ω) and k ≥ 2, we easily deduce that p i,m (x 0 ) (i = 1, 2, 3, 4) belongs to C k,α ([0, L]) for all k, and it is also true that the series (4.3) converges uniformly in C k−2 (Ω).
solves the following nonlocal ordinary differential equation:
and the two-point boundary conditions:
We need to find conditions to guarantee that all p i,m (i = 1, 2, 3, 4) are zero.
Suppose that p i,m (0) = 0, we set P i,m (x 0 ) =
Then the system (4.4) and (4.5) can be rewritten as
Here we definẽ
By uniqueness of solutions of Cauchy problem of ordinary differential equations, obviously one has that
If p i,m (0) = 0 for some i, m, we set w i,m (x 0 ) = If the background solution U b satisfies the S-Condition, then all p i,m are zero, hence problem (4.2) has only the trivial solution. Our purpose below is to show theoretically that almost all background solutions satisfy the S-Condition. Actually, we have the following lemma. Proof. We note that the background solution U b , and all the coefficients e 1 , e 2 , e 3 , e 4 and b depend analytically on the parameter µ. Hence the unique solution W i,m to this Cauchy problem (4.7) is also real analytic with respect to the parameter µ (cf. [14] ). We write it as We note that e 1 (x 0 ) < 0. Hence maximal principle and Hopf boundary point lemma (cf. [9] ) imply that w i,m (L; 0) = 0, namely ϑ i,m (0) = 0, contradicts to our conclusion that ϑ i,m (0) = 0. So for each fixed m ∈ Z 2 , µ 0 > 0, there are at most finite numbers of zeros of ϑ i,m . Therefore, there are at most countable infinite numbers of µ so that the problem (4.7) may have a solution. The conclusion of the lemma then follows.
A priori estimate. By considering the nonlocal term
as part of the non-homogenous term, and applying the standard theory of second order elliptic equations in [9] for the Dirichlet and oblique derivative problem, with the aid of a standard higher regularity argument, and interpolation inequalities in [9] , we infer that anyp ∈ C k,α (Ω) (k = 2, 3) solves problem (4.1) should satisfy the estimate
with C a constant depending only on the background solution U b and α. Then by (4.9) and a compactness argument as in [11, p.738] , we have the a priori estimate:
for any C k,α solution of problem (4.1), provided that the only solution to problem (4.2) is zero.
Approximate solutions.
We now use Fourier series to establish a family of approximate solutions to problem (4.1).
Without loss of generality, we take g 1 = 0 in the sequel. We also set {h (n) } n to be a sequence of C ∞ (Ω) functions that converges to h in C k−2,α (Ω), and {g
. Now for fixed n, we consider problem (4.1), with h there replaced by h (n) , and g 0 replaced by g
Then forp given by (4.3), each P i,m (x 0 ), i = 1, 2, 3, 4 should solve the following two-point boundary value problem of a third order ordinary differential equation:
Actually, we know that, under the S-Condition, the homogeneous system has only the trivial solution. So by standard theory of linear ordinary differential equations, there is one and only one solution to problem (4.13) . Note that h
, and the coefficients in (4.13) are all real analytic, so the solution
, and (g
. It is also easy to check thatp N solves the following problem:
(4.14)
4.4. Existence. By the estimate (4.10), for any N 1 , N 2 ∈ N with N 1 < N 2 , there holds
Recall that h
Taking the limit N → ∞ in problem (4.14), one sees thatp (n) is a C k,α (Ω) solution to problem (4.1), with h there replaced by h (n) , g 0 replaced by g (n)
0 . Now for the approximate solutions {p (n) } n , we use the estimate (4.10) to infer that
Hence by Ascoli-Arzela Lemma, there is a subsequence of {p (n) } that converges to somep ∈ C k,α (Ω) in the norm of C k (Ω). Taking limit with respect to this subsequence in the boundary value problems ofp (n) , we easily see thatp is a classical solution to problem (4.1). Therefore, we proved the following proposition. 
Stability of subsonic Fanno flows
For k = 2, 3, and U = (p, s, E, u ′ = (u 1 , u 2 )), suppose that p ∈ C k,α (Ω) and s, E, u ′ ∈ C k−1,α (Ω). We define the norm
Let K be a positive number to be chosen. We define X Kε to be the (non-empty) set of functions U so that (2.13) and (2.14) hold, and U − U b 3 ≤ Kε. To prove Theorem 2.1, we construct a mapping T on X Kε for suitably chosen K and ε, and show that it contracts under the norm · 2 .
Then by a Banach fixed point theorem, T has uniquely one fixed point U ∈ X Kε , which is exactly a solution to Problem (S3).
5.1. Construction of mapping T . For any U ∈ X Kε , by the following process we define a mapping T : U →Ũ . SetÛ =Ũ − U b . Then we only need to determineÛ . We also use C to denote generic positive constants which might be different in different places.
Determination of A(s).
Noting the equation (3.30), we solve the unknowns A(s) from the following Cauchy problem of linear transport equation, where the velocity field u is given as part of U ∈ X Kε :
Once we solved A(s), we get A(s) = A(s b )+ A(s). Since u ∈ C 2,α (Ω), and recall that s 0 ( 
3)
The second inequality holds provided that (2.15) is valid.
5.1.2.
Determination ofp. Now consider the following mixed boundary value problem ofp (comparing to problem (3.40)):
Note here that for the term A(s) in nonhomogeneous term F 0 (see (3.38)), we take A(s) to be the functions solved from Lemma 5.1. Then we obtain that F 0 (U ) C 1,α (Ω) ≤ Cε.
We now specify the nonhomogeneous term F (U ). In F 6 and F 4 (see (3.36) and (3.24)), allÛ should be replaced by U − U b (recall that the U ∈ X Kε has been fixed), by direct computations we get that
In the expression of F 3 (see (3.10)), we take all U to be the given one. So by the smallness of tangential velocity u ′ , we have γp(F 1 + F 2 ) C 1,α (Ω) ≤ CK 2 ε 2 , and F 3 C 1,α (Ω) ≤ CK 2 ε 2 . Therefore we obtain that
Next we specify the term G(U ) in boundary conditions. For G 1 (see (3.13)), the tangential velocity u ′ should be the given boundary data u ′ 0 (x ′ ) (hence belong to C 3,α (T 2 ; R 2 )), and the others are replaced by the given U . So by (2.16), we have G 1 C 2,α (T 2 ) ≤ Cε. For the term G 2 (see (3.14)), u ′ and A(s), E should be the given boundary data u ′ 0 (x ′ ), A(s 0 )(x ′ ), E 0 (x ′ ), respectively, while the others are replaced by the given U ∈ X Kε . Hence it still lies in C 2,α (T 2 ) and we have G 2 C 2,α (T 2 ) ≤ CKε 2 . For the expression of G 3 (see (3.28)), except the underline terms are replaced by the given boundary data, all the other U can be taken as the given U in X Kε , and it easily follows that G 3 C 2,α (T 2 ) ≤ C(ε + K 2 ε 2 ). So in all, we obtain
Then, since we assume that the S-Condition holds, by Proposition 4.1, we have the following lemma.
Lemma 5.2. There is uniquely one solutionp ∈ C 3,α (Ω) to problem (5.4). Moreover, there holds that
Hence we obtain thatp =p + p b .
Determination ofẼ.
By the equations (3.29), we solve the unknownsÊ from the following Cauchy problems of linear transport equations, where the velocity field u is given as part of U ∈ X Kε :
Once we solvedÊ, we getẼ = E b +Ê. Note here that for the two terms A(s) andp on the right-hand side, we take A(s) andp to be the functions solved from Lemma 5.1 and Lemma 5.2, respectively. For the nonhomogeneous term H(U ) (see (3. 18)), allÛ should be replaced by U − U b (recall that the U ∈ X Kε has been fixed). So by direct computations, we get that
There is a uniqueÊ ∈ C 2,α (Ω) that solves (5.8) . In addition,
Here the estimates (2.15), (5.3) and (5.7) are used to obtain the second inequality.
5.1.4.
Determination ofũ ′ . Now we solveũ β (β = 1, 2) from the transport equations (3.32). For β = 1, we have the problem
Here u 1 0 (x ′ ) is the given boundary data, andp is given by Lemma 5.2. Then we have the following lemma.
Lemma 5.4. There is uniquely one solutionũ 1 ∈ C 2,α (Ω) to problem (5.10). In addition,
We have similar results forũ 2 .
5.1.5. Conclusion. So for any fixed U ∈ X Kε we obtain uniquely oneŨ = (p,s,Ẽ,ũ ′ ), and the estimates (5.3) (5.7) (5.9) and (5.11) yield that
By choosing K = max{2C, 1}, and ε 0 ≤ min{1/K 2 , 1}, we have
for all ε ≤ ε 0 . Hence we proved thatŨ ∈ X Kε , and the mapping T : X Kε → X Kε is well-defined.
5.2.
Contraction of the mapping T . For U (1) , U (2) ∈ X Kε , setŨ (i) = T (U (i) ), i = 1, 2. We will show below that the mapping T : X Kε → X Kε , U →Ũ is a contraction in the sense that 13) provided that ε 0 is further small. To prove (5.13), we consider the problems satisfied byŪ = U (1) −Ũ (2) .
Step 1. We note that A(s) solves the following problem (cf. A(s)
2 .
(5.14)
Step 2. Next we seek an estimate ofp, which solves (cf. A(s)(τ, ϕ τ (x)) dτ.
By Lemma 5.2 and (5.14), direct computation shows
(5.15)
Step 3. Note thatĒ solves the following problem (cf. 
C 2,α (Ω)
(5.17)
There is a similar estimate for the second componentū 2 .
Conclusion. Now summing up the inequalities (5.14)-(5.17), we get
2 , which implies (5.13) if ε ∈ (0, ε 0 ) and Cε 0 < 1/2. Therefore, by Banach fixed point theorem, T has one and only one fixed point, say U , in X Kε . By the construction of the mapping T , the fixed point is a solution to Problem (S3). On the contrary, for a solution to Problem (S3) which lies in X Kε , it must be a fixed point of T . The proof of Theorem 2.1 is completed. 
