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Abstract
The ﬁeld of electron spectroscopy has evolved extensively the last couple of
decades. On one hand, the technology at the synchrotron radiation facil-
ities and of electron analyzers has improved, providing experimental data
with more information about the sample. On the other, new and power-
ful computational resources have made it possible to analyze and increase
our understanding of the experimental data. With these tools at hand, we
are now in position to study molecular properties such as electronegativity,
acidity, reactivity, and conformational isomerism.
X-ray photoelectron spectroscopy (XPS) is the preferred technique to
explore inner-shell ionization energies. In the present work, carbon 1s pho-
toelectron spectra of a series of alkenes and alkynes have been measured
and analyzed. As the molecular size of the alkene or alkyne increases, the
complexity of the spectrum increases correspondingly. In the most diﬃcult
cases, results from the spectral analyses often are neither credible nor re-
producible. One way to avoid this situation, is to calculate shifts in carbon
1s ionization energy with high accuracy and use them as constraints in the
spectral analysis. In this thesis, shifts have been calculated using a num-
ber of ab initio and density functional theory (DFT) methods. To get an
overview of the most promising methods, theoretical shifts were compared
with the corresponding experimental values.
Some of the larger systems in this thesis may possess two or more ge-
ometries obtained by rotation about carbon–carbon bonds. Such stable
geometries are called conformers, and are an important and fundamental
property of molecules. In the present work, XPS analyses are performed on
a subset of alkenes and alkynes with the ability of possessing two or more
conformers. It is shown that some of the conformers give rise to unique car-
bon 1s photoelectron spectra, and these are identiﬁed and used to determine
the relative amount and stability of the diﬀerent conformers.
Carbon 1s ionization energies of hydrocarbons depend on the ability of
a carbon atom to accept a positive charge, and there are other chemical
properties that also depend on this ability. This work investigates the re-
lationship between carbon 1s ionization energies and chemical reactivity in
electrophilic addition reactions for twelve pairs of alkenes and alkynes. The
relative chemical reactivity of carbon-carbon double and triple bonds in pro-
iii
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ton addition reactions has been a recurrent question for decades, and this
thesis facilitates a direct comparison of the reactivity of the two classes of
compounds as seen from C1s spectroscopy as well as activation energies and
enthalpies of protonation.
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Chapter 1
Introduction
1.1 Photoelectron spectroscopy
Light, or electromagnetic radiation, makes the world visible to the human
eye, and the colors of objects are dependent on their transmission, surface,
and emission properties. There are several diﬀerent processes that may lead
to emission of light. One example is luminescence, where a substance emits
light without heating it. Here, electrons are excited from one discrete energy
level to a higher by absorbing radiation. This is followed by a deexcitation
of the electrons, and radiation or photons are emitted. The photon energy
(E) is directly proportional to the frequency (ν) and inversely proportional
to the wavelength (λ) of the radiation, expressed in equation 1.1.
E = hν =
hc
λ
= EB + EK (1.1)
Here, h is Planck’s constant and c is the speed of light. When the pho-
ton energy exceeds the energy required to excite an electron to the highest
possible state, the electron is left in an unbound state with an excess kinetic
energy (EK). This electron is called the photoelectron, and the energy re-
quired to remove the electron from the atom or molecule is referred to as
the ionization energy or binding energy (EB), which is the diﬀerence be-
tween the photon energy and kinetic energy of the photoelectron. This is
known as the photoelectric eﬀect and was ﬁrst discovered by Heinrich Hertz
in 1887 (1). Albert Einstein managed to explain this phenomenon in 1905,
which resulted in a Nobel Prize in Physics in 1921 (2).
In photoelectron spectroscopy, we take advantage of this eﬀect. In this
thesis, we measure carbon 1s ionization energies of hydrocarbons in the
gas phase using very intense X-rays. This is called X-ray photoelectron
spectroscopy, often abbreviated to XPS. Traditionally, XPS has been used
to ﬁnd the chemical composition of a sample. The inner-shell ionization
energy of an element is aﬀected by its chemical environment, and XPS is
1
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therefore sometimes referred to as electron spectroscopy for chemical analysis
or ESCA (3; 4).
To obtain ionization energies with highest possible accuracy, it is neces-
sary to use light with very special properties and a detector device where the
kinetic energies of the photoelectrons can be measured with high precision.
Synchrotron radiation may possess the desired properties and is produced
at facilities with highly advanced equipment. From the 1950s until today,
the instruments at the synchrotron radiation facilities have developed and
improved signiﬁcantly (5). The improvements enable the scientists to ob-
tain experimental data with higher spectral resolution, and hence learn more
about the sample than ever before.
When the carbon 1s photoelectron spectrum has been measured, we need
a tool to analyze, interpret and understand the data. Quantum mechanical
calculations have shown to be such a tool, and may provide many important
properties of the system; molecular geometries, frequencies, thermochemical
data, chemical shifts, and transition state energies to mention a few. From
the calculated frequencies, vibrational line progressions associated with car-
bon 1s ionization at each unique carbon atom are computed and ﬁtted to
the experimental spectrum in a least-squares routine. Since our sample is
measured at very low pressures, it is modelled theoretically using a single
molecule.
1.2 Aims and structure of the thesis
The overall aim of the present work is two-fold. On one hand, theoretical
methods and procedures have been developed to be applied in present and
future analyses of complex carbon 1s photoelectron spectra. On the other,
accurate C1s ionization energies and important chemical properties have
been determined and explored for a series of alkenes and alkynes by using
XPS and theoretical modeling.
A positively charged species is produced in a carbon 1s ionization. How-
ever, there are other chemical processes that also produce species with a
positive charge. One example where this is the case is the proton addition
to the unsaturated bond of an alkene. An example where a partial positive
charge is added to one of the unsaturated carbons, is the electrophilic addi-
tion of a hydrogen halide like for instance HCl. It has previously been shown
that shifts in core-ionization energies and activation energies in addition of
hydrogen halides to ethene, propene and 2-methylpropene are approximately
linearly correlated (6). This suggests that the energy changes involved in
the addition of a hydrogen halide may be dependent on the same molecular
properties as do the core-ionization energies.
In the present thesis, the validity of this conjecture is explored for larger
and more complex oleﬁns. In these investigations, the corresponding alkynes
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have also been included to facilitate a comparison of alkenes and alkynes with
respect to chemical reactivity in electrophilic addition reactions. Moreover,
earlier studies revealed excellent correlations between enthalpies of proto-
nation and C1s energies (7; 8; 9). We consider protonation to represent a
gas-phase model for the rate determining electrophilic attack in solution,
and the present work includes enthalpies of protonation as a reactivity pa-
rameter. The results from this study can be found in paper IV.
As the size or chain length of the alkene or alkyne increases, the number
of possible stable geometries the hydrocarbon may possess through rotation
about internal carbon–carbon single bonds increases rapidly. These possible
geometries are known as conformational isomers or conformers. The total
number of unique carbons associated with a compound is essentially given by
the product of the number of conformers and the number of carbon atoms in
unique chemical environments in a single conformer of the molecule. Each
of the diﬀerent carbons may provide a C1s energy that is diﬀerent from
all the other C1s energies of the molecule. In this way, the number of
individual contributions to the C1s spectrum increases, which in turn makes
the spectral analysis more diﬃcult and complex.
Rather than viewing this as a problem, one might ask if it is possible to
resolve the conformers and explore their properties by means of XPS. Recent
studies have shown that XPS in combination with theory is indeed a use-
ful tool to investigate conformational properties of hydrocarbons containing
heteroatoms (10; 11).
However, the alkenes and alkynes explored in the present work do not
contain heteroatoms that can induce large shifts in C1s energy. As indicated
above, this makes the conformational analysis more complex and sometimes
even impossible. In order to resolve and assign accurate C1s energies to
each unique carbon atom, it is necessary to introduce external information
to the spectral analysis. One way to accomplish this, is to compute accurate
chemical shifts in C1s energy and apply these shifts as constraints in the
spectral analysis. In this thesis, the conformational properties of most of the
alkenes and alkynes possessing two or more conformers have been explored
using this technique. These results are presented in paper II and III.
To be able to compute shifts in C1s ionization energies accurately, it is
necessary to obtain an overview of the theoretical methods that are suit-
able for this purpose. To achieve this, C1s shifts from theory have been
compared with the corresponding shifts determined from XPS. From these
comparisons, the C1s shift accuracy of a range of ab initio and density func-
tional theory (DFT) methods has been established. These results can be
found in paper I.
The rest of the thesis is structured in the following manner. Chapter 2
describes how a synchrotron radiation facility is built up and works, and pro-
vides some important properties of synchrotron radiation as well as details
about how the experiment is performed. In chapter 3, the main theoreti-
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cal methods used in this thesis are presented, in addition to computational
details and other theoretical aspects. Chapter 4 presents factors that aﬀect
the vibrational lineshapes associated with C1s ionization at each carbon site,
and describes how the data analysis is performed. Chapter 5 provides an
overview of the results, and concluding remarks as well as suggestions for
further work are given in chapters 6 and 7, respectively.
Chapter 2
Experimental
This chapter describes shortly how a typical synchrotron radiation facility
is built up, how synchrotron radiation is produced, important properties of
synchrotron radiation, and ﬁnally how the experiment is carried out. The
experimental data used in this thesis has been measured at MAX-lab (12)
in Lund, Sweden, and Advanced Light Source (ALS) (13) in Berkeley, USA,
over the period 1998 to 2008. Both are examples of third-generation syn-
chrotron radiation facilities, and are in principle using the same components.
They produce exceptionally bright light which in turn provide spectra with
ultrahigh resolution. A description of synchrotrons and their radiation prop-
erties can be found in the book by Attwood (14). Parts of the discussion
below are based on information provided by this book.
2.1 Synchrotron radiation
A charged particle travelling on a curved trajectory emits electromagnetic
radiation. This is the foundation of synchrotron radiation. To describe
shortly how a typical synchrotron radiation facility is built up and how
it produces synchrotron radiation, MAX-lab is used as an example. An
overview of the laboratory is given in Figure 2.1.
The light is generated in a process which consists of several steps. First,
electrons are generated from an electron source called the electron gun.
These electrons are accelerated by a linear accelerator before they are in-
jected into the ﬁrst MAX ring, MAX I. Here, the electrons are further accel-
erated and sent through undulators and bending magnets to produce light
which is monochromatized to remove all unwanted wavelengths, and ﬁnally
used for experiments. However, the range of photon energy and intensity
at MAX I is for carbon 1s measurements. The accelerated electrons in the
MAX I ring are injected into the larger MAX II ring. Here, the electrons
are further accelerated to near the speed of light. These electrons are sent
through undulators or wigglers to produce extremely intense light. After
5
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Figure 2.1: The MAX-laboratory. The ﬁgure is taken from Ref. (12), with
permission.
monochromatization of the radiation, it is used for experiments at the end
station of the beamlines surrounding the MAX II ring. MAX III is a third
ring producing third-generation light which is operated for production of
UV light.
Beamline I411 is located at the MAX II ring. The ﬁrst device at I411 is
the undulator which has periodic magnetic structures with relatively weak
magnetic ﬁelds (14). The periodicity causes the electron to experience a
harmonic oscillation as it moves in the axial direction. This results in a mo-
tion which is characterized by small angular excursions called undulations.
Because of these weak magnetic ﬁelds, the amplitude of this undulation is
forced to be small giving a narrow radiation cone. As a result, we obtain
a radiation with small angular divergence and relatively narrow spectral
width. This light also has a high level of polarization, wide tunability in
wavelength by monochromatization, and high brilliance and brightness.
Synchrotron radiation is produced as the electrons pass through the un-
dulators. The energy loss of the electron beam to synchrotron radiation
is replenished with a radio-frequency accelerator. This is a cavity with an
axial electric ﬁeld which is oscillating at the frequency of arrival of sequen-
tial electron bunches (14). The radiation coming out of an undulator must
then be spectrally ﬁltered by a monochromator which further narrows the
relative spectral bandwidth and remove all wavelengths that are not used in
the experiment.
2.2 The experiment
At the end of the beamline, we ﬁnd the end station where the experiments
are carried out. The photoelectrons from the sample are measured in a
hemispherical analyzer illustrated in Figure 2.2.
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Figure 2.2: A layout of a hemispherical electron energy analyzer.
The analyzer consists of two entrance lenses that focus incoming elec-
trons onto the entrance aperture and ﬁnally an electron detector. The elec-
tron trajectory is between two metallic hemispheres, where the entrance and
exit apertures are circular, producing a circular image. The electrons that
converge, are the ones that are deﬂected through an angle of 180 degrees.
The following equation shows that the energy resolution depends on the
analyzer.
ΔE
E
=
x1 + x2
2r
+ α2 (2.1)
The variable r equals a+b2 where a and b are the radii of the hemispheres.
x1 and x2 are the radii of the entrance and exit aperatures. The angle α is
the maximum deviation of the electron trajectory with respect to the normal
to the entrance aperture.
The electrons passing the entrance aperture experience immediately a
change in the electric ﬁeld when they enter the hemispherical part of the
analyzer. The hemispherically-shaped electrodes have a negative and a posi-
tive charge which repulses and attracts, respectively, the incoming electrons.
While the electrode nearest the centre of the hemisphere has a positive
charge, the other one farthest away has a negative charge. Electrons with
high kinetic energy will not be aﬀected by the electric ﬁeld to the same
extent as the low-energy electrons. Thus, the low-energy electrons will be
detected close to the centre of the hemisphere, and the high-energy electrons
will be detected farther away from the centre. In this way, as the electrons
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are counted and plotted against the kinetic energy of the photoelectrons, a
photoelectron spectrum is generated.
An experimental session begins with adjustments of the experimental
parameters until a spectrum with optimal resolution is measured. Often, a
test measurement of xenon is performed for energy calibration of the spec-
trometer. A manifold is mounted and used to introduce the samples into
the gas cell. The samples, in most cases a liquid, are usually obtained com-
mercially. About 2 mL of the liquid sample is transferred to a glass tube
and mounted to a manifold. The air inside the glass tube and manifold is
removed by pumping the closed system. This is done by freezing the liquid
to a solid sample using liquid nitrogen.
After heating the solid sample back to liquid, the vapour pressure of the
sample is usually enough to obtain a measurable pressure of about 10−6
mbar inside the analyzer. A higher pressure in the gas cell gives a higher
spectral intensity, but because of scattering eﬀects and charge accumula-
tion in the gas cell, this decreases the resolution of the spectrum. After
completing the measurements of a sample, the instrument is prepared for a
new measurement by pumping the manifold and analyzer. Sometimes, the
manifold is heated to remove the sample attached to the walls inside.
Typical parameters that are adjusted in between each experiment are the
pass energy, analyzer slit opening, energy range, step energy, time per step,
number of sweeps per experiment run, energy of the incoming monochro-
matized light, undulator gap, monochromator slit opening, and pressure
inside the analyzer. The pass energy is the energy of the electrons as they
pass through the analyzer (usually 20 eV), while the step energy is the en-
ergy interval in which the electron intensity is not recorded at the detector
(usually 10 meV). The undulator gap is the distance between the two per-
manent magnets in the undulator, and the mono-slit is the exit-slit of the
monochromator.
With synchrotron radiation, the photon energy accuracy is not high.
This means that the apparent photon energy may change from one day
to another with a given monochromator setting due to instabilities or im-
perfections of the instrument. One eﬀect that contributes to measurement
errors, is charge accumulation in the gas cell during a measurement. Thus,
to ﬁnd the accurate ionization energies, it is necessary to include an in-
ternal standard or calibrant for which the ionization energy is well known.
The calibrant is mixed together with the sample during the measurement
to obtain a spectrum where both components are included. A satisfactory
calibrant should have its peak close to the compound of interest, but not
overlapping. The calibrant should also be available at a low cost. In carbon
1s measurements, both CO2 and CF4 fulﬁll these requirements.
Chapter 3
Theoretical methods
A carbon 1s photoelectron spectrum often contains a lot of information.
When a C1s spectrum has been measured, we want to understand and ex-
plain the diﬀerent features of the data. A molecule with many chemically
unique carbon atoms often provides a spectrum with several overlapping
peaks, each of them having a complex ﬁne structure.
To be able to resolve and describe all the spectral features, one needs
a powerful tool. Theoretical methods and calculations have shown to fulﬁll
this need. With the help from theory, it is possible to generate vibrational
lineshapes associated with C1s ionization at each unique carbon site. It is
also possible to compute molecular properties like proton aﬃnities, activa-
tion energies in electrophilic addition of hydrogen halides, conformational
stabilities, and accurate ionization energy diﬀerences or chemical shifts, to
mention a few.
In this chapter, the theoretical methods applied in this thesis are pre-
sented in a qualitative manner, and equations and expressions are therefore
reduced to a minimum. For a more detailed description of quantum chem-
istry methods and spectroscopy, several books are available (15; 16; 17; 18;
19; 20).
3.1 The Schro¨dinger equation
Electronic structure methods use the laws of quantum mechanics as the
basis for their computations. Quantum mechanics states that the energy
and other related properties of a molecule or an atom may be obtained by
solving the time-independent and non-relativistic Schro¨dinger equation ﬁrst
introduced by Erwin Schro¨dinger in 1926.
HˆΨ = EΨ (3.1)
Equation 3.1 is a special case of the general time-dependent equation
9
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HˆΨ = i∂Ψ∂t . In this thesis, all computations have been performed using
equation 3.1, where Hˆ is the energy operator called the Hamiltonian and E
is the energy of the system. Ψ is known as the wavefunction, and all the
information about a system is described by this function. The Hamiltonian
consists of a kinetic (Tˆ ) and potential (Vˆ ) energy operator.
Hˆ = Tˆ + Vˆ (3.2)
However, exact solutions to Equation 3.1 are very diﬃcult to obtain
for any but the smallest systems. This problem is solved by applying the
Born Oppenheimer approximation (17), which exploits the mass diﬀerence
between the electrons and nuclei. The foundation for the approximation is
that the electrons will reorientate instantaneously according to the motion
of the much heavier nuclei. This leads to a separation of the nuclear and
electronic parts of the wave function, and therefore, the nuclei can be viewed
as ﬁxed in position and the Schro¨dinger equation is solved for the electrons
in the static electric potential arising from the nuclei in that arrangement.
To solve the electronic problem, many diﬀerent methods have been de-
veloped with diﬀerent degree of sophistication, and a brief description of the
methods used in this thesis is given in the following sections. Furthermore,
an expansion of the harmonic oscillator functions is the most popular ap-
proximation to represent the potential energy term Vi(R), which is deﬁned
by the electronic energy of state i and nuclear repulsion energy at nuclear
coordinates R. However, this approximation only provides satisfactory de-
scriptions of the lower vibrational states.
An important property of electrons (or other fermions with half-integer
spins) is that no two electrons may occupy the same quantum state simul-
taneously. This is known as the Pauli’s exclusion principle, and means that
the electronic wavefunction for two electrons must be antisymmetric upon
interchange of spin and spatial coordinates.
3.2 The Hartree-Fock approximation
The Hartree-Fock method (21; 22) is often used as a starting point for
other more accurate methods (see Section 3.3). Since Hartree-Fock describes
most molecules qualitatively correct and is relatively little computationally
demanding, it is a very popular method.
Within the Hartree-Fock approximation, the atom is described as a sys-
tem consisting of N independent electrons where the motion of each electron
is described in the average ﬁeld of the nucleus and all the other N − 1 elec-
trons. The electronic wave function is obtained from variational minimiza-
tion of the electronic energy with respect to the spatial orbitals1, leading to
1An orbital is a wave function for a single electron.
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the Hartree-Fock equations. Molecular orbitals are expressed from a set of
atomic orbitals and the Hartree-Fock equations are solved iteratively until
self-consistency is achieved.
There are two types of Hartree-Fock approximations, restricted (RHF)
and unrestricted (UHF) Hartree-Fock. In restricted Hartree-Fock, all the
electrons except those occupying open-shell orbitals are forced to occupy
doubly occupied spatial orbitals, each orbital containing two electrons of
opposite spin. In open-shell unrestricted Hartree-Fock, separate spatial or-
bitals are used for the spin up and spin down electrons.
3.3 Post-Hartree-Fock methods
Since the Hartree-Fock method is a mean-ﬁeld theory and does not consider
the instantaneous electrostatic interactions between electrons, it is clear that
this method ignores electron correlation. Perturbation theory (PT) provides
an alternative systematic approach to ﬁnd the correlation energy. The ap-
plication of PT to a system composed of many interacting particles, is gener-
ally called many-body perturbation theory (MBPT). Because it is necessary
to ﬁnd the correlation energy of the ground state, one takes the zero-order
hamiltonian Hˆ(0) from the Fock-operators of the Hartree-Fock method. This
procedure is called Møller-Plesset perturbation theory (MPPT).
The HF ground-state wavefunction φ0 is an eigenfunction of the zero-
order hamiltonian Hˆ(0), which is a sum of one-electron Fock operators with
an eigenvalue E(0) given by the sum of the orbital energies of all the occupied
spin orbitals. The perturbation Hˆ(1) is given by Equation 3.3.
Hˆ(1) = Hˆ − Hˆ(0) (3.3)
Here, Hˆ is the exact electronic hamiltonian. The ﬁrst correction to the
ground state energy is given by second-order perturbation theory as shown
in Equation 3.4.
E(2) =
∑
J =0
< φJ |Hˆ(1)|φ0 >< φ0|Hˆ(1)|φJ >
E(0) − EJ
(3.4)
The inclusion of the second-order energy correction is designated MP2.
In general, bond lengths based on MP2 are in excellent agreement with
experiment for bonds involving hydrogen while multiple bond lengths are
predicted poorer.
MP3 (23; 24) and MP4 (25) include third- and fourth-order energy cor-
rections to the energy respectively. MP3 is usually not suﬃcient to handle
cases where MP2 does poorly, and the improvements over MP2 are often
12 CHAPTER 3. THEORETICAL METHODS
too small compared with the additional computational cost. MP4, however,
does successfully address many problems MP2 and MP3 can not handle.
The coupled cluster (CC) levels of theory also treat electron correlation,
and often provide results with even greater accuracy than do the MPn meth-
ods (26; 27; 28; 29). They iteratively include eﬀects of single and double
substitutions (CCSD), and can optionally include triples and quadruples. In
coupled cluster approaches, each class of excited conﬁgurations is included
to inﬁnite order. This is accomplished with the usage of an exponential
excitation operator shown in Equation 3.5.
ΨCC = e
Tˆφ0 =
[
1 + Tˆ +
Tˆ 2
2!
+
Tˆ 3
3!
+ · · ·
]
φ0 (3.5)
Here, φ0 is the HF determinant for an N -electron system, and Tˆ = Tˆ1+
Tˆ2+Tˆ3+· · ·+TˆN . Tˆ1 produces singly excited determinants, Tˆ2 doubly excited
determinants, and so on. For the CCSD(T) method, a CCSD calculation is
followed by a contribution due to triple excitations (Tˆ3) from perturbation
theory (30).
3.4 G3
The Gaussian-3 (G3) theories are general procedures for computing the total
energies of molecules at their equilibrium geometries (31). A G3 calculation
consists of several calculations that are performed step-wise. The ﬁrst step
is a Hartree-Fock optimization and frequency calculation. The next step is
a full geometry optimization at the MP2 level of theory, followed by a series
of MP4 and QCISD(T) single point calculations with larger basis sets. This
method, as well as the G1 and G2 methods (32; 33; 34), have been developed
in an attempt to determine thermochemical quantities accurately.
3.5 Density functional theory (DFT)
Density functional theory (DFT) is based on the work of Fermi and Thomas (35;
36), as well as Hohenberg, Kohn and Sham (37; 38). Methods based on DFT
have steadily gained popularity the last couple of decades, and achieve of-
ten greater accuracy than Hartree-Fock theory at only a modest increase in
computational cost. These methods do so by including some of the eﬀects of
electron correlation in a computationally less costly manner than do tradi-
tional correlated methods. The electron correlation is computed via general
functionals2 of the electron probability density, ρ(r).
2A functional is a function on a vector space V , usually of functions.
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ρ(r) = |ψ(r)|2 (3.6)
For a system of N electrons, ρ(r) denotes the total electron density at a
particular point in space r. The electronic energy E is said to be a functional
of the electron density, and is denoted E[ρ]. Apart from the nuclear-nuclear
repulsion, all terms included in the electronic energy are functions of the
electron probability density.
The DFT functionals partition the electronic energy into kinetic energy,
electron-nuclear interaction, Coulomb repulsion, and exchange-correlation
accounting for the remainder of the electron-electron interaction. The exchange-
correlation energy is itself divided into separate exchange and correlation
components in most DFT formulations. The major problem with DFT is
that the exact functionals for exchange and correlation are not known. Fur-
thermore, there are no systematic ways to improve the accuracy of a calcu-
lation. The only way to do this is to use diﬀerent exchange and correlation
functionals.
A wide variety of functionals have been deﬁned, and they are generally
distinguished by the way they treat the exchange and correlation compo-
nents. Local exchange and correlation functionals involve only the values of
the electron spin densities, and gradient-corrected functionals involve both
the values of the electron spin densities and their gradients. The Slater ex-
change functional and Vosko, Wilk and Nusair (VWN) correlation functional
are examples of local functionals, and the Becke 1988 exchange functional
as well as the Lee, Yang and Parr (LYP) correlation functional are examples
of gradient-corrected functionals.
3.5.1 B3LYP
Hybrid functionals are another class which deﬁnes the exchange functional as
a linear combination of Hartree-Fock, local, and gradient-corrected exchange
terms, which is then combined with a local and/or gradient-corrected corre-
lation functional. The most frequently used hybrid functional is the Becke
three-parameter formulation B3LYP (39). The exchange-correlation energy
for this functional is expressed in Equation 3.7 (16).
EB3LY PXC = (1−a)ELSDX +aEλ=0XC + bEB88X + cELY PC +(1− c)ELSDC (3.7)
Here, a, b and c are 0.20, 0.72 and 0.81 respectively. These are three
empirical parameters chosen such that the atomization and ionization ener-
gies, proton aﬃnities and some total energies are optimally reproduced (40).
ELSDX is the local spin density exchange energy, E
λ=0
XC is the exchange-
correlation energy where the coupling strength parameter λ is zero, EB88X is
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the Becke88 exchange energy, ELY PC is the Lee-Yang-Parr correlation energy
and ELSDC is the local spin density correlation energy.
3.6 Basis sets
The wavefunctions or orbitals are constructed from a set of mathematical
functions called a basis set, and must be speciﬁed in an electronic structure
calculation. The larger the basis set, the more accurately the orbitals are
approximated by imposing fewer restrictions on the locations of the electrons
in space. However, more computational resources are necessary as the size
of the basis set increases.
A standard basis set consists of a number of atomic orbitals or ba-
sis functions. An atomic orbital can be approximated by basis functions,
which are linear combinations of primitive Gaussian functions of the form
P (x, y, z)e−αx2 . Here, P (x, y, z) is any polynomial in cartesian coordinates
and α is the orbital coeﬃcient.
Since an atomic orbital can be represented by more than one basis func-
tion, this provides ﬂexibility to the basis set. Therefore, the basis sets are
called double-, triple-, quadruple-zeta, etc. depending on the number of
basis functions for each atomic orbital. Molecular orbitals are represented
as linear combinations of atomic orbitals, and this is known as the LCAO
approximation. It is also possible to add polarization functions which are
Gaussian functions having one quantum number of higher angular momen-
tum than the atomic valence orbitals. In this way, polarization functions
also add ﬂexibility within the basis set, often providing a better description
of chemical bonds. One can also add diﬀuse functions to the basis set, which
are Gaussian functions that more accurately describe the parts of orbitals
that are distant from the atomic nuclei. Anions are one example where it is
particularly important to add diﬀuse functions.
In this thesis, a triple-zeta basis set has been the default choice in the cal-
culations, meaning that each valence atomic orbital is represented by three
basis functions. This basis set was augmented by one set of polarization
functions for each atom; a p-set for hydrogen and a d-set for carbon.
3.7 Hole-state calculations
When an atom or molecule is core-ionized, a core hole is created. It is
not easy to model the core hole explicitly since the highly excited state
is subject to variational collapse. However, there are several approximate
descriptions of the core hole. One of them is the equivalent-cores method
where the core-ionized atom with nuclear charge Z is replaced by a isovalent
valence-ionized atom with a closed-shell core and a nuclear charge of Z +1.
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However, this approximation does not predict changes in bond lengths and
angles correctly.
A better alternative is the 1-electron eﬀective core potential (ECP) (41).
This method, which is very eﬃcient computationally, models the eﬀect of
the core hole on the valence electrons and represents the core hole and
core electrons using pseudopotentials. The ECP is usually tabulated in the
literature as parameters of the expansion shown in Equation 3.8.
ECP (r) =
M∑
i=1
di × rni × 10−ζi×r2 (3.8)
M is the number of terms in the expansion, di is a coeﬃcient for each
term, r denotes the distance from the nucleus, ni is a power of r for the i
th
term, and ζi represents the exponent for the i
th term. To specify the ECP for
a given atomic center, it is necessary to include the number of core electrons
that are substituted by the ECP, the largest angular momentum quantum
number included in the potential, and number of terms in the polynomial
Gaussian expansion shown in Equation 3.8. In this thesis, the ECP has
been the default method to model the eﬀect of the core hole on the valence
electrons.
To test the capability or limitations of the ECP approximation, DAL-
TON (42) calculations were performed at the Hartree-Fock level of theory
using an explicit core hole. The chemical shifts from these calculations were
compared with the corresponding Hartree-Fock shifts based on the ECP.
The results from these calculations are presented in paper I.
3.8 The extended Koopmans’ theorem (EKT)
There are two contributions to the chemical shift ΔI. One of these contri-
butions is ΔV , which is the eﬀect of the electric potential at the core of the
carbon and is deﬁned by the ground-state charge distribution. An accurate
estimate of ΔV can be determined as shown in the following.
One way to ﬁnd the contribution from the initial state to the ionization
energy, is to equate the initial-state eﬀect V to the negative of the elec-
trostatic energy of a core electron. However, this is an over-simpliﬁcation
because of the neglect of the kinetic energy and exchange interactions of
the electrons. An alternative way to estimate V , is to approximate the
initial-state eﬀect by the negative of the orbital energy of the core electron.
Koopmans’ theorem shows that within the Hartree-Fock approximation, the
energy needed to remove an electron without rearrangements of the specta-
tor electrons is given by −c, where c is the core-orbital energy as shown in
Equation 3.9.
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I = −c (3.9)
In section 4.2, we will see that I = V − R. In this expression, R is the
ﬁnal state charge redistribution. When the rearrangement of the spectator
electrons is excluded (R), we obtain I = V which ﬁnally gives the expression
V = −c. Koopmans’ theorem is a one-electron model and is true under the
condition that electron correlation may be neglected and there are no relax-
ations of the spectator electrons during the ionization. This means that the
same orbitals are describing both the initial and ﬁnal states. Koopmans’
theorem often provides too high ionization energies, and the diﬀerence be-
tween experiment and theory based on Koopmans’ theorem has a tendency
to increase with increasing ionization energies. The reason for this is the
neglect of the ﬁnal state eﬀect ΔR (see Equation 4.3).
It has been shown that −Δc provides inaccurate estimates of ΔV due
to the neglect of electron correlation in the initial state. Hence, it was neces-
sary with an extension of Koopmans’ theorem which took into account the
inﬂuence of valence-electron correlation in addition to the wave nature of the
core electrons. This is called the extended Koopmans’ theorem (EKT) (43)
and is expressed in Equation 3.10.
ΔV ≈ −Δc + (ΔUV CI −ΔUHF ) (3.10)
In this equation, Δc is the diﬀerence in initial-state core-orbital energies,
and ΔU is the diﬀerence in electrostatic energy of a unit positive charge at
the two nuclei that are being compared. The superscripts HF and VCI
are abbreviations for Hartree-Fock and valence-correlated levels of theory
respectively. Equation 3.10 is valid when the core orbitals are well-localized
or close-to-degenerate.
3.9 The Franck-Condon principle
When a molecule is core ionized, the nuclei are subjected to a change in
Coulombic force because of the redistribution of electronic charge. This in-
volves a change in the molecular potential energy surface as the electronic
state changes during the core ionization. These simultaneous electronic and
vibrational transitions are known as vibronic transitions. The nuclei respond
to this change by vibrating or swinging about their original position. The
energy required for these vibrations to occur is absorbed by the molecule
from the photons used to core ionize the molecule. In this way, photo-
electrons will be detected with somewhat lower kinetic energies, providing
vibrational progressions at higher ionization energies.
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The vibrational structure of an electronic transition is explained by the
Franck-Condon principle which states that, because the nuclei are so much
more massive than the electrons, an electronic transition takes place very
much faster than the nuclei can respond. In the Franck-Condon picture, the
intensity of the transition is directly proportional to the squared magnitude
of the transition dipole moment, μ2fi, shown in Equation 3.11.
|μfi|2 = |μf ,iS(νf , νi)|2 (3.11)
Here, μf ,i is the electronic transition dipole moment, and S(νf , νi) is
the overlap integral between the vibrational states of the initial and ﬁnal
electronic states. The squared overlap integral |S(νf , νi)|2 is known as the
Franck-Condon factor for the transition. The greater the overlap of the
vibrational state wavefunction in the upper electronic state with the vibra-
tional wavefunction in the lower electronic state, the greater the intensity of
that particular simultaneous electronic and vibrational transition.
The Franck-Condon principle is illustrated in Figure 3.1 for a harmonic
oscillator in a one-dimensional case of a diatomic molecule. In the ﬁgure,
the molecular potential energy is plotted as a function of the internuclear
distance, ν and ν ′ are the sets of vibrational quantum numbers of the initial
and ﬁnal electronic state, respectively, and Re and R
′
e are the equilibrium
bond lengths of the initial and ﬁnal electronic state, respectively.
Figure 3.1: An illustration of the Franck-Condon principle for a harmonic
oscillator in a one-dimensional case of a diatomic molecule. ν and ν ′ denote
the vibrational quantum numbers for the initial and ﬁnal electronic state,
respectively.
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The upper curve is typically displaced to the right relative to the lower
curve since electron excitations often introduce more antibonding character
into the molecular orbitals. The transition from ν = 0 to ν ′ = 3 (blue
arrow) is an example of a fundamental progression since the transition is
starting in the ground vibrational state of the lower electronic state. The
ﬁgure also illustrates the transition from ν = 3 to ν ′ = 0 (green arrow) as
an example. For both illustrated transitions, the internuclear distance is
the same in the ﬁnal state as it was intially, and such transitions are called
vertical. Immediately after the electronic transition, the molecule starts
to vibrate at an energy corresponding to the intersection. An increase in
the relative displacement of the initial and ﬁnal state potential curve leads
typically to a broadening of the vibrational structure.
3.10 Vibronic coupling
There are cases where deviations from the Franck-Condon picture occur.
Vibronic coupling is one such case, and this phenomenon occurs when two
close-lying electronic states couples via the excitation of a vibrational mode.
Furthermore, this is an example where the Born-Oppenheimer approxima-
tion breaks down. The vibronic coupling aﬀects the vibrational proﬁle, and
this eﬀect is often observed as a broadening of the carbon peak. Ethyne is an
example where this eﬀect is signiﬁcant, and in this case the antisymmetric
C-H stretching mode is excited due to vibronic coupling (44). Symmetric
doubly bonded hydrocarbons with equivalent carbon atoms have also been
subject to vibronic coupling, and benzene is one example for this class of
symmetric compounds (45).
One problem in core ionization of symmetric molecules with equivalent
atoms, is whether the carbon 1s hole can be treated as completely localized
(diabatic) or as delocalized (adiabatic) with weak or strong electronic cou-
pling (β). For a number of molecules, it has been found that the vibronic
structure is well predicted by a localized model (46; 47; 48; 49; 50; 51). For
ethyne, however, such a model is not suﬃcient to describe the vibronic struc-
ture in the spectrum. The ground state of the core-ionized ethyne is far from
degenerate with a splitting between the 1σ−1u (2Σ+u ) and 1σ−1g (2Σ+g ) states of
about 100 meV (52), and it has been shown that this large splitting is better
described by a delocalized model and vibronic coupling (44). Furthermore,
this splitting can be explained from the signiﬁcant overlap between the di-
abatic degenerate core orbitals, and the degree of overlap increases as the
carbon-carbon distance decreases.
In most cases, a peak is split into two peaks with equal intensity and
a split equal to 2β < L, υ|R, υ >. Here, < L, υ|R, υ > is the vibrational
overlap integral between the vibrational wavefunctions when the core hole
is localized on the left atom (L) and those when it is localized on the right
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atom (R). The electronic coupling integral β is common to all vibrational
levels, and depends strongly on the distance between the carbon atoms. β
is typically 10 meV for adjacent singly-bonded carbons, and about 30 meV
for adjacent doubly-bonded carbons.
In this thesis, the eﬀect of vibronic coupling has been accounted for in the
least-squares ﬁt analysis by splitting all the diabatic lines of the unsaturated
carbons into two identical vibrational proﬁles. Since the splitting between
the two proﬁles is used as a parameter in the ﬁt, it is possible to determine
the eﬀect of vibronic coupling experimentally. The symmetrical molecules
where signiﬁcant vibronic coupling have been observed are trans-2-butene,
trans-3-hexene, 2-butyne and 3-hexyne.
3.11 Computational details
All the theoretical calculations were performed in the Gaussian 03 and 09 set
of programs (53; 54). Electrostatic potentials and orbital energies were com-
puted at the HF/TZP and MP2/TZP levels of theory, and the G3 method
was used to compute proton aﬃnities, conformational populations and other
thermochemical data. Activation energies in HCl addition to double and
triple bonded hydrocarbons were calculated using the B3LYP hybrid func-
tional together with the following basis: saturated parts of the hydrocarbons
were described with atom-centered Gaussian-type functions contracted to
triple-ζ quality (55) and augmented by polarization functions (56), leading
to C: [5s, 3p, 1d] and H: [3s, 1p], referred to as the TZP basis. For the
unsaturated carbon atoms, this set was augmented by diﬀuse s,p functions
with exponents αs=0.04561 and αp= 0.03344. Similarly, HCl was described
by H: TZP + diﬀuse s function (αs=0.0709); Cl: valence TZ [6s,5p] (57) plus
diﬀuse even-tempered (s,p) (αs=0.0600; αp=0.0314) and a doubly-split po-
larization set. All polarization functions were taken from Pople (Ref. (56)),
either ”6-311G(2d)” (Cl) or ”6-311G(d,p)” (C, H).
The TZP basis was used with B3LYP to obtain geometries and vibra-
tional frequencies, and the frequencies were calculated within the harmonic
oscillator approximation. Both TZP and cc-pVTZ were used in combination
with the Hartree-Fock, MPn (n=2, 3 and 4), CCSD and CCSD(T) methods
to compute chemical shifts. A wide range of DFT methods was also used to
compute shifts in combination with the same basis sets, in addition to the
cc-pVDZ and cc-pVQZ basis sets. The DALTON code (42) was applied to
compute explicit core-hole shifts at the HF/TZP and HF/cc-pVTZ levels of
theory.
The frequency output ﬁles for both ground and ﬁnal states were used as
inputs in G2FC (Gaussian-to-Franck-Condon) (58) to compute the vibra-
tional line progressions. A2FC (Asym-to-Franck-Condon) (59) is another
program similar to G2FC. While G2FC uses cartesian coordinates, A2FC
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uses internal coordinates. The ASYM40 software (60) was applied to trans-
form Cartesian force constants from ab initio calculations to a force ﬁeld hav-
ing internal coordinates, and these results were used as input to the A2FC
calculation. Both G2FC and A2FC identify the individual normal modes
and their frequencies in the ground and ﬁnal states. The programs also
allow for individual scaling of the frequencies, perform Franck-Condon anal-
ysis for the totally symmetric modes, and provides computation of change
in normal coordinate (Δq).
Very accurate calculations for methane show that the present level of the-
ory exaggerates the contraction in C-H bonds that takes place during the
ionization of sp3 carbons by 0.3 pm (61) and ethane (51). Correspondingly
for the sp2 carbons, theory exaggerates the C-H bond contraction during
ionization by 0.2 pm, as judged from very accurate calculations for ethy-
lene (45; 62). Hence, in the G2FC and A2FC analyses mentioned above, the
calculated C-H bond lengths at the ionized sp3 and sp2 carbon atoms were
increased by 0.3 and 0.2 pm respectively. For the sp carbons, the C-H bond
lengths were increased by 0.3 pm.
Furthermore, calculated harmonic frequencies are slightly higher than
the frequencies found experimentally (51; 63; 64). To correct for this eﬀect
in G2FC and A2FC, all the calculated vibrational energies were scaled by
a factor of 0.99, the C-H stretching modes on the core-ionized sp and sp3
carbon atoms were scaled by 0.95 (65), and the corresponding modes on the
sp2 carbons were scaled by 0.96 (45; 62).
Chapter 4
Data analysis and lineshape
functions
In carbon 1s photoelectron spectroscopy, the vibrational line progression as-
sociated with core ionization at each unique carbon atom has a given shape.
The spectral analysis as well as diﬀerent physical processes inﬂuencing the
lineshape are described in this chapter.
4.1 Data analysis
Each carbon atom in a hydrocarbon has a vibrational line progression asso-
ciated with carbon 1s ionization at that particular site, and these lines are
applied in the analysis of the carbon 1s photoelectron spectrum. In order to
make them, this must be done in several steps. The ﬁrst step is to calculate
the molecular geometries, normal modes, and vibrational frequencies of both
the initial and core-ionized states. From the frequencies, the lines can be
calculated using a program called G2FC (58) or A2FC (59) (see Section 3.11
for details).
When the experimental spectrum is measured and all the lines are cal-
culated, diﬀerent broadening factors or lineshape functions are convoluted
(Fourier transform) with the lines and ﬁtted to the experimental spectrum
in a least-squares routine using the Igor Pro software (66; 67). The inten-
sities and carbon 1s ionization energies are plotted along the ordinate and
abscissa respectively, as shown in Figure 4.1 where 2-butyne (paper IV) is
used as an example.
In this ﬁgure, both carbon 1 (C1) and carbon 2 (C2) are convoluted
with a Gaussian, Lorentzian and an asymmetric line due to post collision
interaction (PCI) to the total lineshape. The Gaussian width represents the
instrumental broadening due to the uncertainty of the energy analyzer and
monochromator. The Lorentzian width (ΓL) is related to the lifetime of the
core hole (τ) through equation 4.1.
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Figure 4.1: The ﬁtted carbon 1s photoelectron spectrum of 2-butyne. The
red circles represent the experimental spectrum, the black solid line the over-
all theoretical spectrum, and the blue and green solid lines the theoretical
atom-speciﬁc lineshape proﬁles. The ﬁgure is adapted from paper IV.
τ · ΓL ≈  (4.1)
This equation is similar to the Heisenberg’s uncertainty principle where
 equals h/2π and h is Planck’s constant. The lifetime broadening of a
carbon 1s line is about 100 meV, which corresponds to a lifetime of about
7x10−15 seconds or 7 femtoseconds of the core hole using equation 4.1.
When core photoelectron spectroscopy is carried out on light elements
such as carbon, the Auger process dominates the secondary decay. In a nor-
mal Auger process, the normal Auger process is preceded by a core electron
being ejected into continuum by an incoming photon. This is followed by
a decay of a valence electron into the core, which causes an ejection of a
valence electron into continuum. The second-ejected electron is called an
Auger electron.
When the Auger electron moves faster than the photoelectron, the Auger
electron will catch up with the photoelectron and pass it. Consequently, the
photoelectron experiences an eﬀective charge of +2 instead of +1 from the
ionized atom or molecule which is left behind, leading to a retardation of
the photoelectron. The Auger electron, however, experiences a charge of +1
instead of +2 after the passage of the photoelectron which speeds up the
Auger electron even more. This process is called post-collision interaction
(PCI) and is illustrated in Figure 4.2 (68). The PCI eﬀect provides an
asymmetric line which is ampliﬁed on the low kinetic energy side or high
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Figure 4.2: An illustration of a post collision interaction (PCI). The kinetic
energy of the Auger electron (Ea) is greater than the kinetic energy of the
photoelectron (Ep).
ionization energy side of the spectrum.
The asymmetry parameter can be found from equation 4.2, where PE =
EKIN
27.21 eV/H and Auger =
250 eV
27.21 eV/H . Here, the mean kinetic energy of the
Auger electron is 250 eV. EKIN is the kinetic energy of the photoelectron
ionized from the molecule in eV, while PE and Auger are the kinetic energies
of the photoelectron and Auger electron in atomic units (au), respectively.
Asymmetry =
1√
2
(
1√
PE
− 1√
Auger
) (4.2)
Equation 4.2 is an approach by van der Straten et al. (68) which models
the PCI eﬀect. This means that the asymmetry increases with decreasing
kinetic energy of the photoelectron and increasing kinetic energy of the
Auger electron.
4.2 Other broadening parameters
For highly symmetric molecules like ethyne, the core levels can not be re-
garded as atomic in character. As mentioned in Section 3.10, the core-hole
states of the molecule occur in pairs of nearly degenerate states of gerade
and ungerade symmetry where the internuclear distance between the carbon
atoms is connected with the gerade-ungerade energy splitting. The magni-
tude of this splitting is determined by an electronic coupling integral β and a
vibrational overlap integral speciﬁc to each vibrational state. As illustrated
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in Figure 4.1, the diabatic line representing C2 of 2-butyne is split into two
diabatic lines due to vibronic coupling. However, it is important to note that
vibronic coupling is also possible when non-equivalent carbons accidentally
have degenerate core levels. More details about vibronic coupling are given
in Section 3.10.
The chemical shift is deﬁned as the diﬀerence in C1s ionization energy
between two carbon atoms with diﬀerent chemical environment, and this is
exempliﬁed in Figure 4.1 for C1 and C2 of 2-butyne. The C1s shift does not
aﬀect a single atom-speciﬁc vibrational lineshape, but the whole spectrum
which is the sum of all the diﬀerent lineshapes. In carbon 1s photoelectron
spectroscopy, the chemical shift ΔI can be separated into two contributions,
ΔV and ΔR. ΔV is the eﬀect of the electric potential at the core of the
carbon and is deﬁned by the ground-state charge distribution. ΔR is the
eﬀect of electronic and geometric relaxation in the ﬁnal state. The quantities
are related as shown in Equation 4.3.
ΔI = ΔV −ΔR (4.3)
ΔR can be calculated by subtracting ΔI from ΔV , where ΔI is ex-
perimental XPS data and ΔV is calculated using the extended Koopmans’
theorem (EKT) described in section 3.8.
The lineshape is also dependent on the vibrations that occur in the core
ionization. By providing vibrational structure to the total lineshape, this
molecular behaviour aﬀects the C1s photoelectron spectrum. The C∗−H
stretching progression of C1 on the high-energy side of the 2-butyne spec-
trum is prominent, as shown in Figure 4.1. This process follows the Franck-
Condon principle, as described in Section 3.9.
Figure 4.3 is an illustration of the shake-up process. An incoming photon
excites a core electron to continuum, whereas some of the energy is used to
excite or shake up a valence electron to a higher valence level. This shake-up
process is an electron transfer from the highest occupied molecular orbital
(HOMO) to the lowest unoccupied molecular orbital (LUMO). The shake-up
process occurs more frequently as the molecular orbital energy diﬀerences
decreases.
Unsaturated molecules have a higher tendency of shake-up compared
to saturated molecules because of the small energy diﬀerence between the
HOMO and LUMO (69; 70). The eﬀect of shake-up can be observed as a
peak with relatively low intensity at typically 5-10 eV higher ionization en-
ergies than the carbon 1s photoelectron spectrum. However, the overall core
photoelectron spectrum does not lose or gain intensity due to shake-up since
the extra shake-up intensity at 5-10 eV higher ionization energies reduces
the intensity accordingly at the lower ionization energies in the spectrum.
Hence, this may be an important reason why some carbon peaks have lower
intensities than others.
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Figure 4.3: An illustration of the shake-up process.
Doppler broadening is another broadening factor which originates from
the eﬀect of the motion and rotation of molecules or atoms on the photoelec-
trons. For instance, if a molecule travels with a certain velocity at the same
time as a C1s electron is ejected from the molecule in the same direction as
the molecular direction, the measured kinetic energy of the photoelectron
will be higher than if the molecule was static. The opposite is the case if the
photoelectron is ejected in the opposite direction of the travelling direction
of the molecule. However, this factor has a relatively small inﬂuence on the
broadening of the spectra. Since both the Doppler and instrument broad-
ening are random in nature (normal distribution), both are well described
by a Gaussian function.
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Chapter 5
Results
5.1 Accurate calculation of chemical shifts
The main goal of the present work was to explore the relationship between
carbon 1s ionization energies and chemical reactivity in electrophilic addi-
tion reactions of alkenes and alkynes. However, for some of the molecules
included in this study, the agreement between the experimental and model
C1s spectrum was far from satisfactory. The reason for this turned out to
be the following. For hydrocarbons with few carbon atoms in the chain, the
carbon 1s photoelectron spectrum is usually well resolved and the chemi-
cally diﬀerent carbon atoms are fairly easy to assign. However, as the size
of the hydrocarbon increases, the complexity of the spectrum increases cor-
respondingly. This is particularly the case when two or more conformers
contribute to the carbon 1s photoelectron spectrum. In such cases, the to-
tal number of diﬀerent carbons is dramatically higher since it equals the
product of the number of unique carbons in the molecule and the number of
conformers. To reduce the number of degrees of freedom in the analysis and
secure satisfactory, credible and reproducible results of such complex spec-
tra, accurate theoretical predictions of the chemical shift in C1s ionization
energies turn out to be a prerequisite.
Paper I explores the accuracy in C1s shifts predicted from ab initio and
density functional theory (DFT) methods in combination with the Dunning
TZP and cc-pVTZ basis sets. The included ab initio methods are Hartree-
Fock (HF), Møller-Plesset many-body perturbation theory (MPn with n =
2, 3 and 4), and coupled cluster (CCSD and CCSD(T)). The hybrid density-
functional B3LYP was used for comparison with the ab initio methods. For
the DFT part of the work, analogous calculations with the cc-pVDZ sets
were carried out with the cc-pVTZ in an extrapolation procedure toward
the complete basis-set limit. Additional tests were performed for selected
functionals with the large cc-pVQZ basis. In all cases, the optimized ge-
ometries and zero-point vibrational energies were taken from B3LYP/TZP
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calculations. A database of 77 experimental carbon 1s ionization energies
was prepared, covering linear and cyclic alkanes and alkenes, linear alkynes,
and methyl- and ﬂuoro-substituted benzenes. All the experimental shifts
relative to methane were compared with those from theory, and statistical
parameters were calculated to obtain an overview of the shift accuracy of
the diﬀerent theoretical methods.
5.1.1 The ab initio methods
In Figure 5.1, error distributions of various electronic structure methods are
presented. In combination with the TZP basis, the coupled cluster and MP4
methods are predicting highly accurate shifts.
CCSD ME = 12 meV
SD = 31 meV
CCSD(T) ME = 18 meV
SD = 26 meV
MP4D
ME = 38 meV
SD = 39 meV
MP4SDQ ME = 8 meV
SD = 28 meV
MP2
ME = 124 meV
SD = 67 meV
sp3
sp/sp2
MP3 ME = 45 meV
SD = 43 meV
-0.3 -0.2 -0.1 0.0 0.1 0.2 0.3
(eV)
HF ME = -67 meVSD = 94 meV
sp2
sp/sp3
-0.3 -0.2 -0.1 0.0 0.1 0.2 0.3
(eV)
B3LYP ME = -74 meV
SD = 61 meV
sp3
sp/sp2
Figure 5.1: Error distributions expressed in mean errors (ME) and standard
deviations (SD) in carbon 1s ionization energy shifts, as computed with
various electronic structure methods using the TZP basis and an eﬀective
1-electron core potential (ECP) describing the ionized core. The ﬁgure is
adapted from paper I.
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All calculations described above use an eﬀective 1-electron core poten-
tial (ECP) to simulate the eﬀects of the ionized core on the valence elec-
trons. However, this approximation does not include a self-consistent-ﬁeld-
optimized singly-occupied orbital. To explore the possible errors this ap-
proximation might give rise to, all the chemical shifts in the database were
calculated at the Hartree-Fock/TZP level of theory using an explicit and
self-consistent core-hole description. These results were compared with a
similar set of calculations using the ECP and the same molecular geome-
tries and basis set. For the sp3 and sp2 carbons, there were no signiﬁcant
diﬀerences between the ECP and explicit core-hole calculations. For the sp
carbons, however, the ECP errors were notable larger. One possible reason
for these large errors is the strongly induced orbital relaxation eﬀects in the
core orbital of sp carbons. On the other hand, the short C-C distance in
triple bonds also implies a stronger tendency of delocalizing the core hole
over the pair of sp carbons, which is not well described at the Hartree-Fock
level of theory. Hence, the conclusion is that the ECP model describes the
core hole well for most of the systems. Assuming that the ECP errors are
transferable between electron-structure methods, the ECP shifts calculated
at a diﬀerent level of theory can be corrected for this.
To investigate the eﬀect of hybridization in more detail, the 77 chemical
shifts were divided into sp, sp2 and sp3 subgroups. Statistical parameters
were calculated for each group and compared with the parameters deduced
from the whole data set. For example, for many of the methods included in
the study, the errors were signiﬁcantly smaller when the data set was reduced
to a sp3 data set. At the CCSD(T)/TZP level of theory, the RMSD value,
which is a measure of the error between the least-squares ﬁt line and the
plotted values, is reduced from 24 meV when all hybridizations are included,
to 18 meV when only sp3 shifts are included. The RMSD value of 18 meV
is further reduced to 14 meV when the larger cc-pVTZ basis set is used.
These diﬀerences are comparable with the estimated uncertainties in the
experimental data, indicating that the CCSD(T) calculations are describing
these shifts within the experimental uncertainties. This is a strong indication
that, at least for sp3 carbons, the estimated uncertainties in the experimental
shifts of 10-20 meV is correct.
5.1.2 The DFT methods
One disadvantage by using advanced ab initio methods to calculate chem-
ical shifts is the computational cost, in particular for the larger molecules.
Hence, it is desirable to utilize less expensive methods that provide shifts
with comparable accuracy. Density functional theory (DFT) may provide
such a method. Even though the hybrid density functional B3LYP predicts
the shifts relatively poorly, as shown in Figure 5.1, there are many other
existing functionals that may be appropriate. Available functionals include
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combination functionals in which one exchange and one correlation func-
tional are combined in the calculation, pure functionals, and hybrid func-
tionals. To explore the shift qualities of the diﬀerent functionals, single-point
calculations including 156 combination functionals, 30 hybrid functionals,
and 8 pure functionals were performed in combination with the TZP, cc-
pVDZ, and cc-pVTZ basis sets. All computed shifts were compared with
the same database of experimental shifts that were used for the ab initio
methods.
The root mean squared error (RMSE) is a statistical parameter that
reﬂects the accuracy of the functionals and includes both systematic and
random errors. In Figure 5.2, the RMSE values of selected combination
functionals are presented.
Figure 5.2: A plot of the RMSE values between experimental shifts and the
chemical shifts predicted by selected exchange (X) and correlation (C) func-
tionals using the TZP basis and experimental shifts. The ﬁgure is adapted
from paper I.
To reduce the amount of data, the functionals were chosen based on
diﬀerences between them. Hence, only 100 of a total of 156 combination
functionals are presented in ﬁgure 5.2. In general, there are greater varia-
tions in the RMSE values among the exchange functionals (X) than among
the correlation functionals (C), showing that the shifts are more sensitive to
the choice of exchange functional than correlation functional. The plot also
shows that the BRx exchange functional stands out as the one with gener-
ally highest accuracy. The lowest RMS errors in the 55-60 meV range are
about the double of the corresponding MP4SDQ/TZP and CCSD(T)/TZP
errors, 29 and 32 meV respectively.
Shifts were also calculated using selected pure and hybrid functionals in
combination with the TZP basis, and the computed shifts were compared
with the experimental shifts. The RMS errors of these functionals are pre-
sented in Figure 5.3, where ﬁve combination functionals are included for
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comparison.
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Figure 5.3: RMS errors (RMSE) between the chemical shifts predicted by
combination, pure and hybrid functionals using the TZP basis and experi-
mental shifts. The ﬁgure is adapted from paper I.
The ﬁgure shows that more than half of the functionals have RMSE
values below 80 meV, and that the M06HF hybrid functional is signiﬁcantly
worse than the rest. However, the BRx exchange functional in combination
with the P86 correlation functional provides excellent shifts, and has the
lowest RMSE among all the selected functionals. With a RMSE of 96 meV,
B3LYP is only mediocre.
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5.2 Conformational analysis
An unsaturated hydrocarbon may possess two or more conformers, which
are deﬁned as all possible and stable geometries a molecule may obtain by
rotation about single bonds. The γ-CH/π interaction is one of several factors
that determine the relative stability between conformers of hydrocarbons
with unsaturated bonds. Even though this interaction is regarded as the
weakest among hydrogen bonds (71; 72; 73), it is often found in peptides,
indicating that it has an impact on the 3D structure of proteins (74).
Experimental methods such as IR/Raman (75; 76; 77; 78), microwave
spectroscopy (79; 80), NMR (81), electron momentum spectroscopy (82),
and gas-phase electron diﬀraction (83) have traditionally been used for con-
formational analysis. The last couple of decades, IR/UV double- and triple-
resonance spectroscopies have also been applied to investigate conforma-
tional problems (84; 85; 86; 87; 88; 89). A common goal for these studies
has been to identify and sometimes quantify the diﬀerent conformers by
observing their signal intensities, and the experimental results are often
supplemented with theoretical calculations.
The last decade, theory-assisted XPS has been found to reveal conforma-
tional properties of hydrocarbons containing hetero atoms such as oxygen,
nitrogen and ﬂuorine (10; 11). As we will see later in this section, this
is only possible when C1s ionization energies or vibrational lineshapes are
signiﬁcantly diﬀerent between conformers at least at one particular carbon
site.
In this thesis, the conformational properties of the alkenes and alkynes
presented in Table 5.1 have been investigated. On one hand, we study the
conformational properties of unsaturated hydrocarbons where there are no
large chemical shifts induced by heteroatoms. On the other, we explore the
limitations of using theory-assisted XPS for conformational analysis.
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Table 5.1: An overview of the alkynes and alkenes whose conformational
properties have been studied in this thesis, and the number of their nonde-
generate conformers (NC), varying from 2 to 41 (90).
Molecule Formula NC
1-Pentyne HC≡CCH2CH2CH3 2
4-Methyl-1-pentyne HC≡CCH2CH(CH3)2 2
1-Hexyne HC≡CCH2CH2CH2CH3 5
2-Hexyne H3CC≡CCH2CH2CH3 2
1-Heptyne HC≡CCH2CH2CH2CH2CH3 14
1-Butene H2C=CHCH2CH3 2
1-Pentene H2C=CHCH2CH2CH3 5
Trans-2-pentene H3CCH=CHCH2CH3 2
1-Hexene H2C=CHCH2CH2CH2CH3 14
Trans-2-hexene H3CCH=CHCH2CH2CH3 5
Trans-3-hexene H3CCH2CH=CHCH2CH3 4
1,5-Hexadiene H2C=CHCH2CH2CH=CH2 10
1-Heptene H2C=CHCH2CH2CH2CH2CH3 41
Since the number of parameters in a least-squares ﬁt of the theoretical
model with the experimental spectrum increases rapidly with the number
of conformers, it is sometimes necessary to introduce constraints to the
ﬁt in order to secure credible and reproducible results. One way to do
this, is to freeze relative energy positions or shifts between diﬀerent carbons
according to theoretical predictions. With the results from the extensive
comparison of theoretical and experimental C1s shifts at hand, we are now
in position to choose the appropriate theoretical methods to compute these
shifts accurately.
5.2.1 1-Pentyne and 4-methyl-1-pentyne
1-Pentyne, investigated in paper II, is the smallest triply bonded hydrocar-
bon with the ability to possess conformers in its ground state. The two
possible conformers of 1-pentyne, anti and gauche, are illustrated in Fig-
ure 5.4 and can be obtained by rotation about the C3-C4 bond. The dotted
CH· · ·π distances have been computed at the G3 level of theory.
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Figure 5.4: The two conformers of 1-pentyne. The ﬁgure is adapted from
paper II.
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Figure 5.5: The experimental C1s photoelectron spectrum of 1-pentyne (cir-
cles) is shown together with theoretical ﬁtting models (solid line) based on
a model that takes into account both anti and gauche conformers. The con-
tributions from the two conformers are shown as shaded areas. The ﬁgure
is adapted from paper II.
The distribution of the anti and gauche conformers of 1-pentyne has
been a source of controversy for decades, where the anti population has
ranged from 27% to 46% (77; 91; 92; 93; 83). The analysis from XPS and
theory yields 29% anti, in agreement with microwave spectroscopy (93) and
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electron diﬀraction studies (83).
The analysis of the 1-pentyne spectrum was performed as follows. 1-
Pentyne has ﬁve unique carbon atoms, and when both conformers are taken
into account, the amount of diﬀerent carbons is doubled to ten. Conse-
quently, a total of ten vibrational proﬁles were calculated to include both
conformers in the analysis. The ten proﬁles were ﬁtted to the spectrum in
a least-squares routine, and the result is shown in Figure 5.5.
Here, the ﬁve anti proﬁles are summed into one shaded area and the
ﬁve gauche proﬁles summed into one. The conformational population was
determined from these intensity areas. The analysis shows that carbon 1
(C1) constitutes the low-energy peak, carbon 3 (C3) the high-energy peak,
whereas C2, C4 and C5 are grouped together in the main peak with highest
intensity. The ﬁgure shows a very good agreement between the theoretical
model spectrum (black solid line) and the experimental one (circles).
The carbons in the main peak are close in ionization energy. Conse-
quently, to avoid unphysical and unreliable results, the intensity areas within
each conformer were constrained to be the same, and some of the main peak
carbons were energy-constrained according to chemical shifts from accurate
theoretical predictions. As mentioned in section 5.1, the choice of theoretical
method was based on a series of calculations where the computed chemical
shifts were compared with the corresponding experimental shifts. Since the
shifts computed at the CCSD(T)/cc-pVTZ level of theory were found to be
the most accurate at the time of publication (94), they were applied in the
analysis of the 1-pentyne spectrum.
From a comparison of each conformational pair of carbon atoms (C1anti
vs C1gauche etc.), carbon 5 was found to be the only carbon atom with sig-
niﬁcantly diﬀerent ionization energies and vibrational lineshapes. As men-
tioned earlier, these diﬀerences are crucial since they enable us to quantify
contributions from anti and gauche conformers in the spectrum.
Finally, all vibrational proﬁles were ﬁtted to the experimental spectrum
with the restrictions described above. One of the parameters in the least-
squares reﬁnement was the relative amount of each conformer, which pro-
vided the possibility to determine the population and hence relative stability
of the two conformers.
In paper III, the work from paper II was taken further and conforma-
tional properties of a number of alkenes and alkynes were explored, and
most of the molecules were even larger than 1-pentyne. We have seen that
XPS and theory can be used as a technique to identify and quantify the
conformers of 1-pentyne. However, can this technique also be used for con-
formational analysis of alkenes as well as larger and even more complex
systems than 1-pentyne? These are some of the questions that paper III
attempted to answer.
4-Methyl-1-pentyne is one of the alkynes that are investigated in paper
III. Like 1-pentyne, this alkyne is a triply bonded hydrocarbon with the
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ability of possessing two conformers in its ground state. The structures
of the anti and gauche conformers of 4-methyl-1-pentyne are illustrated in
Figure 5.6. One particularly interesting property of this alkyne is the ability
of the two methyl groups in the gauche conformer to participate in a γ-CH/π
interaction.
Figure 5.6: The conformers of 4-methyl-1-pentyne. The ﬁgure is adapted
from paper III.
The photoelectron spectrum of 4-methyl-1-pentyne was analyzed using
a diﬀerent approach than the one used for 1-pentyne. Instead of including
a vibrational proﬁle for each unique carbon atom, the number of proﬁles
was reduced based on similarities in shifts and proﬁles. As we will see, the
analysis can be simpliﬁed by excluding all proﬁles that do not contribute
with new information to the overall spectrum. This means that one proﬁle
is suﬃcient to describe both conformers at some of the carbon sites.
Furthermore, since the diﬀerent carbon atoms of 4-methyl-1-pentyne are
more separated in C1s ionization energy (larger range) and the C1s spectra
have more structure than is the case for 1-pentyne, both spectra were ﬁtted
without using constraints from theoretical predictions on the C1s shifts.
The anti and gauche conformers of 4-methyl-1-pentyne have six and ﬁve
unique carbon atoms respectively. A comparison of the shifts and proﬁles
of the two conformers is given in Table 5.2.
The similarity of the vibrational proﬁles can be calculated from expres-
sion 5.1. Here, FCanti and FCgauche are the Franck-Condon vibrational
lineshape functions convoluted with a Lorentzian function with full-width-
at-half-maximum set to 100 meV of the anti and gauche proﬁles, respec-
tively. This index is equal to 1 if the two proﬁles are identical and vanishes
if the proﬁles have no overlapping intervals of non-zero intensity.
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Table 5.2: The chemical shifts of the 4-methyl-1-pentyne conformers com-
puted at the MP4SDQ/TZP level of theory. All shifts in eV relative to
ethyne. The similarities between the vibrational proﬁles of each unique car-
bon atom are given in percentage, computed from Eq. 5.1. The table is
adapted from paper III.
Carbon Gauche Anti Gauche-Anti % similarity between the
gauche and anti proﬁlesa
C1 -1.139 -1.140 0.001 99.9
C2 -0.598 -0.604 0.006 99.8
C3 -0.045 -0.050 0.005 99.8
C4 -0.536 -0.540 0.004 99.8
C5,a -0.903 -0.724 -0.179 93.9
C5,b -0.903 -0.914 0.011 99.7b
aVibrational proﬁles calculated at the B3LYP/TZP level of theory.
bThe similarity between the C5,a and C5,b proﬁles of the anti conformer
is 93.5%.
∫
FCantiFCgauched√∫
FC2antid
∫
FC2gauched
(5.1)
Because of similarities in shifts and proﬁles between the two conform-
ers, only one of the conformers was needed to describe C1-C4 satisfactory,
reducing the total number of proﬁles signiﬁcantly. C5, on the other hand,
was included for both conformers because of the prominent diﬀerences in
both shifts and proﬁles. Due to symmetry, the C5 carbons of the gauche
conformer are equivalent while the C5 anti carbons are diﬀerent (C5,a and
C5,b). Consequently, we must include one C5 proﬁle for the gauche con-
former and two C5 proﬁles for the anti conformer for a full description of
this carbon atom in the C1s photoelectron spectrum.
However, it is important to note that this simpliﬁcation is also possible
for 1-pentyne. Since C5 is the only carbon with large diﬀerences in vibra-
tional proﬁles and chemical shifts between the two conformers, C1-C4 are
suﬃciently described by only one of the conformers, reducing the number
of proﬁles from 10 to 6. Within the reported uncertainty, this simpliﬁed
approach provides the same population as the one obtained in paper II.
The least-squares ﬁts of 4-methyl-1-pentyne is shown in Figure 5.7. From
the intensity areas of the C5 and C6 proﬁles, the percentage population of
the anti conformer of 4-methyl-1-pentyne was found to be 70±6%. In the
literature, the anti and gauche population of 4-methyl-1-pentyne is limited
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to theoretical predictions. Hence, XPS provides an experimental determi-
nation of the hitherto unknown conformational population.
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Figure 5.7: The carbon 1s photoelectron spectrum of 4-methyl-1-pentyne.
The circles represent the experimental spectrum and the thick solid line is
the overall theoretical spectrum. The thin solid lines represent the carbon
atoms with the same vibrational proﬁles and chemical shifts for the pair of
conformers, and the shaded areas represent the carbons with signiﬁcantly
diﬀerent shifts and proﬁles for the two classes of conformers. The ﬁgure is
adapted from paper III.
In a similar manner as 4-methyl-1-pentyne, the anti and gauche con-
formers of 2-hexyne have also been explored in paper III by means of XPS
and theory. In this case, it is carbon 6 that provides signiﬁcant diﬀerences
in shifts and proﬁles for the two conformers. More details on this analysis,
which reveals 30±5% anti conformers, can be found in paper III.
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5.2.2 Limitations of XPS in conformational analysis
As mentioned earlier, the complexity of the analysis increases with the num-
ber of possible conformers. We have also seen that it is useful and often nec-
essary to simplify the analysis by reducing the number of variables, which
can be achieved by using constraints on the relative C1s energy positions pre-
dicted from accurate theoretical calculations. At the same time, however,
this simpliﬁcation also reduces the information about the conformational
properties of the system. In this section, some limitations of XPS in confor-
mational analysis are exempliﬁed by 1-hexyne, 1-pentene and 1-butene.
1-Hexyne
1-Hexyne is an example where ﬁve conformers may be obtained by rotation
about the C3-C4 and C4-C5 bonds, illustrated in Figure 5.8.
Figure 5.8: The structure of the ﬁve possible conformations of 1-hexyne.
The ﬁgure is adapted from paper III.
Microwave and IR/Raman studies indicate that there are only four stable
1-hexyne conformers (95; 96; 97). The ﬁfth conformer, GGcis, was found to
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be signiﬁcantly higher in energy than the other conformers and is therefore
ignored in the following analysis.
From the studies of 1-pentyne and 4-methyl-1-pentyne, we have seen that
the carbon atoms with signiﬁcant diﬀerences in shifts and proﬁles between
the conformers are those with the possibility of having one of its hydrogen
atoms pointing towards the π system. This is the case for carbon 5 of the
gauche conformer of 1-pentyne. For 4-methyl-1-pentyne, C5 of both anti
(C5,b) and gauche have this possibility.
In paper I, the MP4SDQ method in combination with the TZP basis
set was found to predict the most accurate shifts in C1s energies. Hence,
MP4SDQ/TZP shifts were applied in the analysis of the C1s spectrum of
many of the alkenes and alkynes explored in paper III. In Table 5.3, all
MP4SDQ/TZP shifts relative to ethyne are presented for the four 1-hexyne
conformers. The table shows that C1, C2 and C4 have similar shifts for
the diﬀerent conformers, and C3 has a noticeable shift of 0.040 eV between
the AG and GA conformers. However, as shown in the 1-hexyne spectrum
in Figure 5.9, C3 has its own well-deﬁned peak at approximately 291.2 eV.
Although only one conformer is used to describe C3, the agreement between
theory and experiment is satisfactory. This result indicates that the shift of
0.040 eV is too small to be observed in the spectrum.
Table 5.3: The chemical shifts of the four 1-hexyne conformers computed at
the MP4SDQ/TZP level of theory. All shifts in eV relative to ethyne com-
puted at the same level of theory. The similarities between the vibrational
proﬁles of each unique carbon atom are given in percentage, computed from
Eq. 5.1. The table is adapted from paper III.
Carbon AA AG GA GG trans Shift diﬀ.
a Proﬁle sim.b
C1 -1.135 -1.142 -1.130 -1.125 0.017 >99.8
C2 -0.599 -0.603 -0.595 -0.593 0.010 >99.8
C3 0.027 0.001 0.041 0.005 0.040 >99.6
C4 -0.684 -0.673 -0.673 -0.660 0.024 >99.9
Group A Group B
C5 -0.668 -0.652 -0.850 -0.846 0.197 >94.2
C6 -0.687 -0.684 -0.773 -0.790 0.106 >98.1
aLargest shift diﬀerence.
bLeast proﬁle similarity (%). Vibrational proﬁles calculated at the
B3LYP/TZP level of theory.
For C5 and C6, the four conformers were divided into two groups ac-
cording to similarities in the shifts. The AA and AG conformers have com-
parable shifts, and so do the GA and GGtrans conformers. Similarly, the
vibrational proﬁles have been compared for the diﬀerent conformers. For
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C1, all combinations of proﬁles provide a similarity close to 100%, which is
also the case for C2, C3, C4 and C6. For C5, however, the smallest simi-
larity is 94% (between AA and GA), notable smaller than the other carbon
atoms. Due to similarities in shifts and proﬁles, these results are in accor-
dance with placing the AA and AG conformers into one group, and the GA
and GGtrans conformers into another. These groups are assigned as group
A and B, respectively, as shown in Table 5.3.
Based on these results, the AA conformer was chosen to represent the
group A conformers and the GA conformer to represent the group B con-
formers. As mentioned earlier, C1-C4 have similar shifts and proﬁles, and
therefore can be suﬃciently described by only one of the conformers. Since
C5 and C6 are described by both AA and GA, we have reduced the number
of proﬁles to eight.
Even though the number of parameters has become smaller due to sim-
ilarities in shifts and proﬁles, some of the carbon atoms are still very close
in ionization energy. To avoid obtaining unreliable and unphysical results,
MP4SDQ/TZP shifts were computed and used as C1s energy constraints for
these carbons. The least-squares ﬁt of the 1-hexyne spectrum is shown in
Figure 5.9.
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Figure 5.9: The carbon 1s photoelectron spectrum of 1-hexyne. The circles
represent the experimental spectrum and the thick solid line is the overall
theoretical spectrum. The theoretical spectrum of the sum of C5 and C6 of
each group of conformers is shown with a shaded area. The ﬁgure is adapted
from paper III.
From the intensity areas of the C5 and C6 proﬁles, the contribution of the
group A conformers of 1-hexyne was found to be 28% (±8). To summarize,
the limitation by using XPS to explore the 1-hexyne conformers is that we
are not able to resolve all possible conformers, only groups of them. Each
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group is characterized by the presence (or absence) of a 5-center γ-CH/π
interaction.
1-Pentene
Five conformers of 1-pentene can be identiﬁed by rotation about the C2-
C3 and C3-C4 bonds. Four of the conformers, numbered from I to IV in
Figure 5.10, have been observed in microwave spectra (79) at room temper-
ature (298K), suggesting that the ﬁfth is only little populated. This was
conﬁrmed by MP2 calculations (79). Based on these results, conformer V
was neglected in the analysis of the carbon 1s photoelectron spectrum of
1-pentene.
Figure 5.10: The structure of the ﬁve possible conformations of 1-pentene.
Like the alkynes, chemical shifts and proﬁle similarities were calculated
for all four conformers, and these results are summarized in Table 5.4.
In the case of C1, conformers I to III have about the same ionization en-
ergy. Conformer IV, however, has a signiﬁcantly lower ionization energy by
about 0.09 eV. This conformer has the characteristic 4-center CH/π inter-
action, and theoretical calculations performed in paper III strongly suggest
that conformer IV is signiﬁcantly higher in energy than conformers I-III. If
conformer IV is important, a C1 split of about 0.09 eV would appear in the
spectrum. Since we do not observe such a split, it is likely that conformer
IV either has a small population, or the shift of 0.09 eV is overestimated.
However, when the C1 vibrational proﬁle of conformer IV is included in
the analysis with a shift of 0.09 eV relative to C1 of conformer I, the ﬁtted
amount of conformer IV is found to be very small (< 10%). This result
suggests that conformer IV is very little populated.
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Table 5.4: The chemical shifts of the four 1-pentene conformers computed at
the MP4SDQ/TZP level of theory. All shifts in eV relative to ethyne com-
puted at the same level of theory. The similarities between the vibrational
proﬁles of each unique carbon atom are given in percentage, computed from
Eq. 5.1. The table is adapted from paper III.
Carbon I III IV II Shift diﬀ.a Proﬁle sim.b
C1 -1.101 -1.100 -1.192 -1.100 0.092 >99.9
C2 -0.710 -0.730 -0.751 -0.711 0.041 >99.9
C3 -0.731 -0.726 -0.728 -0.716 0.015 >99.9
C4 -0.788 -0.782 -0.799 -0.775 0.024 >99.9
Group A Group B
C5 -0.769 -0.789c -0.777 -0.903 0.134 >94.0
aLargest shift diﬀerence.
bLeast proﬁle similarity (%). Vibrational proﬁles calculated at the
B3LYP/TZP level of theory.
cOptimized geometry with a frozen C1-C2-C3-C4 dihedral.
Since the maximum diﬀerence in ionization energy between the con-
formers is only 0.04 eV with respect to C2, C3 and C4, these carbons are
suﬃciently described by only one of the conformers. C5 provides the largest
shift between the two groups of conformers, 0.134 eV. This is a signiﬁcant
shift caused by the presence and absence of the 5-center γ-CH/π interaction
in conformer II and I, respectively. This CH/π interaction is illustrated for
conformer II in Figure 5.10 with a dashed line. Hence, this shift suggests
that both conformer II and one of the group A conformers must be included
in the analysis to describe C5 in the spectrum.
For C1-C4, all combinations of vibrational proﬁles for the conformers
have similarities higher than 99.9%. For C5 the proﬁle similarity is signif-
icantly smaller than the rest, 94.0%. Taking into account the shifts given
in Table 5.4, these results suggest that conformers I, III and IV may be
grouped together (group A) and conformer II has the potential of providing
a unique XPS signal. Hence, in the 1-pentene ﬁt shown in Figure 5.11, con-
former I is used to describe C1-C4, and C5 is ﬁt by two models; conformer
I to represent the group A conformers and conformer II to describe group
B.
44 CHAPTER 5. RESULTS
291290
C5 (gr. A)
C5 (gr. B)
C1
C4
C2
C3
In
te
ns
ity
, a
rb
itr
ar
y 
un
its
Ionization energy (eV)
1-pentene
Figure 5.11: The experimental carbon 1s photoelectron spectrum (circles) of
1-pentene shown together with theoretical ﬁtting models (thick solid lines).
The thin solid lines represent the unique carbons with similar vibrational
lineshapes and chemical shifts for a number of conformers, and the shaded
areas represent carbons where the shifts and proﬁles are signiﬁcantly diﬀer-
ent for two classes of conformers. The ﬁgure is adapted from paper III.
Due to signiﬁcant geometrical distortion following ionization at C5 of
conformer III, the C1-C2-C3-C4 dihedral angle was frozen in the geome-
try optimization at the B3LYP/TZP level of theory. This geometry was
used to calculate the C5 proﬁle and shift applied in the analysis described
above. However, when the C5 ﬁnal state geometry of conformer III was
fully optimized at the same level of theory, the calculated MP4SDQ/TZP
shift changed to -0.86 eV which is comparable with the corresponding shift
of conformer II (-0.90 eV). The new proﬁle was found to be signiﬁcantly
diﬀerent from the other C5 proﬁles. For this reason, one can not expect a
two-peak model for C5 to provide a faithful representation of the relative
population of I+IV to that of II+III, or I+III+IV to that of II. The limited
amount of structure in the C1s spectrum does not allow the introduction of
separate ﬁtting parameters for the intensities of II, III and I+IV. Hence,
despite the excellent two-model ﬁt, an estimate of the conformational group
populations can not be provided from these results. A similar situation
occurs for trans-2-hexene, 1-hexene, 1-heptene and 1-heptyne.
1-Butene
1-Butene is the smallest alkene with the ability to possess conformers. The
two conformers of 1-butene, anticlinal (AC) and synperiplanar (SP), are il-
lustrated in Figure 5.12 and can be identiﬁed by rotating about the C2-C3
bond. While IR and NMR studies suggest that SP is the more stable con-
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former (81; 75), a study based on electron momentum spectroscopy suggests
that AC is the more stable one (82). Since theoretical energy diﬀerences be-
tween them are small and the statistical weight ratio WAC/WSP is two, the
AC conformer is likely to dominate in the carbon 1s photoelectron spectrum.
Figure 5.12: The structure of the two conformers of 1-butene. The ﬁgure is
adapted from paper III.
In Table 5.5, vibrational proﬁles and chemical shifts of both 1-butene
conformers are summarized. The table shows that C1, C3 and C4 have
shifts above 0.03 eV and that all the proﬁles have similarities close to 100%.
The major shift diﬀerences of C1 is presumably caused by the 4-center CH/π
interaction in the SP conformer, illustrated with dashed lines in Figure 5.12.
Since C1 has a noticeable shift, there is reason to believe that this car-
bon must be included for both conformers in the analysis. However, vi-
brational proﬁles of the SP conformer describe the experimental spectrum
about equally well as the AC proﬁles, and a combination of both conformers
does not improve the overall ﬁt of the spectrum appreciably. In the Sup-
porting information of paper III, the AC conformer was chosen to describe
the experimental 1-butene spectrum, as shown in Figure 5.13. Since each
carbon has its own deﬁned feature and energy position in the spectrum, in-
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Table 5.5: The chemical shifts of the 1-butene conformers computed at the
MP4SDQ/TZP level of theory. All shifts in eV relative to ethyne. The
similarities between the vibrational proﬁles of each unique carbon atom are
given in percentage, computed from Eq. 5.1. The table is adapted from
paper III.
Carbon SP AC SP -AC % similarity between the
SP and AC proﬁlesa
C1 -1.113 -1.054 -0.059 99.9
C2 -0.671 -0.665 -0.006 >99.9
C3 -0.532 -0.570 0.038 99.9
C4 -0.679 -0.715 0.036 99.8
aVibrational proﬁles calculated at the B3LYP/TZP level of theory.
tensities and energies were allowed to vary independently in the least-squares
ﬁt routine.
1-Butene is one of several examples where XPS cannot be used to deter-
mine conformational populations, and hence, reveal conformational proper-
ties of the system. Other examples are trans-2-pentene, trans-3-hexene and
1,5-hexadiene, all discussed in more detail in the Supporting information of
paper III.
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Figure 5.13: The carbon 1s photoelectron spectrum of 1-butene. The circles
represent the experimental spectrum, the thick solid line the overall theoret-
ical spectrum, and the thin solid lines the theoretical atom-speciﬁc lineshape
models. The ﬁgure is adapted from paper III.
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5.2.3 Conformational populations from theory
In paper II and III, conformational populations determined from XPS are
compared with the corresponding theoretical predictions. 1-Pentyne, 4-
methyl-1-pentyne and 2-hexyne are examples of molecules that possess only
two conformers and facilitates a direct comparison of the XPS results with
theory. One important motivation to do such comparisons, is to establish
an overview of theoretical methods that are suitable for predicting relative
conformational stabilities.
Table 5.6 gives an overview of the percentage population of the anti
conformer of 1-pentyne, 4-methyl-1-pentyne and 2-hexyne, as calculated at
various levels of theory (298K) from diﬀerences in Gibbs free energies, and
as measured by XPS. The uncertainties of the XPS results are estimated
from the statistics of the ﬁt and the sensitivity of the result to variations
in the ﬁtting model. While B3LYP predicts too high anti populations, the
MP2, G3 and CCSD(T) numbers are in very good agreement with the XPS
results. As shown in the table, counterpoise corrections (CP) (98) have been
included in the CCSD(T) calculations to account for basis-set superposition
error (BSSE). In general, paper III shows that BSSE is not important in the
comparisons between the experimental and theoretical results.
Table 5.6: The percentage population of the anti conformera of 1-pentyne
and 4-methyl-1-pentyne, and 2-hexyne, as computed at diﬀerent levels of
theory (298K) from diﬀerences in Gibbs free energies, and as measured by
carbon 1s photoelectron spectroscopy (XPS).
1-Pentyne 4-Methyl-1-pentyne 2-Hexyne
B3LYP/TZP 41 76 43
MP2/TZP 26 70 25
G3 33 68 33
CCSD(T)+CP/TZPb 34 73 32
XPS 29±3 70±6 30±5
a % gauche population: 100% - % anti population.
b Thermoanalysis from MP2+CP/TZP plus anharmonicity correction.
5.3 Chemical reactivity
Electrophilic addition to carbon-carbon multiple bonds is a very common
and useful reaction type in organic chemistry, and the relative chemical
reactivity of carbon-carbon double and triple bonds in proton addition re-
actions has been of particular interest (99; 100; 101). On one hand, alkynes
are generally regarded as somewhat less reactive, provided that the reaction
conditions are the same (100). On the other, structurally similar alkenes
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and alkynes have about the same reactivity in acid-catalyzed hydration
reactions and similar enthalpies of protonation in gas-phase proton addi-
tions (99; 102; 103; 104). With these diﬀerent results in mind, the relative
reactivity between alkenes and alkynes still remains to be clariﬁed for this
class of reactions.
Earlier studies have shown that carbon 1s ionization energies are closely
related to activation energies in electrophilic addition reactions as well as
enthalpies of protonation of alkenes, dienes and methylbenzenes (6; 105;
7; 8; 9). The C1s energies are linked to these reactivity parameters as
follows. Positively charged species are formed in a carbon 1s ionization,
similar to what we obtain in a protonation of an unsaturated hydrocarbon.
To illustrate the resemblance between proton addition and core ionization,
ethylene is used as an example in Scheme 1. Here, a proton addition is
illustrated in a and C1s ionization in b where the core-ionized carbon is
illustrated with an asterix.
Scheme 1:
In both a and b, a positive charge is added to the carbon to the right.
Because of charge redistribution, the left carbon obtains a positive charge in
both a and b. The energies involved in these two processes are diﬀerent, but
it has been shown that the chemical eﬀects that inﬂuence them are similar.
In an electrophilic addition of a haloacid, however, a partial positive charge
is added to one of the unsaurated carbon atoms. We consider protonation
to represent a gas-phase model for the rate determining electrophilic attack
in solution.
In paper IV, the chemical reactivity of twelve pairs of aliphatic and aro-
matic alkenes and alkynes has been explored from activation energies in
electrophilic addition of HCl, enthalpies of protonation, and carbon 1s ion-
ization energies. Furthermore, the pairs of alkenes and alkynes also facilitate
a direct comparison of the reactivity of the two classes of compounds. All
pairs are listed in Table 5.7, and among these compounds there are pairs
that display the unsaturated bonds in terminal positions and those that
possess the functional groups in internal positions.
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Table 5.7: Alkenes and corresponding alkynes studied in paper IV. The table
is adapted from paper IV.
IDa Alkene ←→ Alkyne
1 Ethene ←→ Ethyne
2 Propene ←→ Propyne
3 1-Butene ←→ 1-Butyne
4 Trans-2-butene ←→ 2-Butyne
5 1-Pentene ←→ 1-Pentyne
6 Trans-2-pentene ←→ 2-Pentyne
7 1-Hexene ←→ 1-Hexyne
8 Trans-2-hexene ←→ 2-Hexyne
9 Trans-3-hexene ←→ 3-Hexyne
10 1-Heptene ←→ 1-Heptyne
11 Styrene ←→ Ethynylbenzene
12 4-Methylstyrene ←→ 4-Ethynyltoluene
aIdentiﬁcation number of each pair used to label the associated
data entry in ﬁgures.
5.3.1 Activation energies and enthalpies of protonation
Activation energies in electrophilic addition of HCl have been calculated for
the twelve pairs of alkenes and alkynes using the hybrid density functional
B3LYP in combination with a modiﬁed TZP basis. These results are shown
in Figure 5.14a, and the systematic lower activation energies of the alkenes
suggest that the alkenes are more reactive towards HCl than are the alkynes.
Electrophilic addition reactions are expected to be closely related to
protonation. Hence, enthalpies of protonation were computed for compar-
ison between the alkenes and alkynes listed in Table 5.7 using the highly
reliable G3 method (31). In Figure 5.14b, the alkyne enthalpies are plot-
ted against the corresponding alkene enthalpies. With the exception of the
ethane/ethyne point in the upper right corner of the ﬁgure, the alkene data
are very similar to the alkyne data.
The reactivity data shown above have been compared with the C1s ion-
ization energies of the double and triple bonded carbon atoms to explore
the correlation between the diﬀerent quantities. In Figure 5.15, enthalpies
of protonation are plotted against C1s energies for both alkenes (top) and
alkynes (bottom). The data points fall into two groups, one for the alkyl
and one for the aryl substituents. The slopes for the alkyl substituents are
close to 1, slightly larger for alkenes than for alkynes.
For the aryl substituents, the additional hydrogen introduced in the pro-
tonated species opens for an extension of the aromatic π system through a
π-symmetry combination of s orbitals of the two hydrogens above and be-
low the molecular π-system. No such orbital is available for core ionization,
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Figure 5.14: Computed alkyne activation energies (Ea) in HCl additions
plotted against the alkene values (a), and computed enthalpies of protona-
tion (ΔH) of the alkynes plotted against the corresponding alkene values
(b). In the upper ﬁgure, the Markovnikov reactions are shown with blue
squares, anti-Markovnikov additions with red triangles, and non-terminal
with black circles. The solid lines have a slope of 1 and intercept of 0. See
Table 5.7 for identiﬁcation of compounds. The ﬁgure is adapted from paper
IV.
making the eﬀect of charge redistribution through resonance in the π sys-
tem much larger for protonation than for core ionization. This diﬀerence
has been noted earlier for processes taking place in the aromatic ring it-
self (7; 8; 9).
In Figure 5.16, activation energies for addition of HCl are plotted against
C1s ionization energies, for alkenes (top) and alkynes (bottom) separately.
Although there is a certain overall correlation, there is also considerable
scatter. The data can be discussed in terms of three subsets: Markovnikov
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Figure 5.15: Computed enthalpies of protonation (ΔH) of alkenes (a) and
alkynes (b) plotted against carbon 1s ionization energies. See Table 5.7 for
identiﬁcation of compounds. The ﬁgure is adapted from paper IV.
and anti-Markovnikov additions to terminal bonds, and addition to internal
bonds.
First of all, we note that the Markovnikov data correlate reasonably
well between the two quantities, with correlation coeﬃcients (R2) of 0.94
and 0.87 of the alkene and alkyne data set, respectively. The slope of the
alkyne Markovnikov ﬁt line (0.55) is larger than the corresponding alkene ﬁt
line (0.34), suggesting that the triple bond is more sensitive to substituent
eﬀects than is the double bond. However, C1s energies do not discriminate
well among the anti-Markovnikov reactions. Similarily, core-level shifts do
not look promising with respect to predicting the regiospeciﬁcity of HCl
addition to internal double or triple bonds. As shown in paper IV, the
deviations from the least-squares lines are due to diﬀerences in the geometric
and electronic relaxation. Consequently, only terminal unsaturated bonds
will be considered in the detailed analysis of the C1s shifts.
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Figure 5.16: Computed activation energies (Ea) of HCl additions plotted
against the carbon 1s ionization energies of alkenes (a) and alkynes (b).
The red triangles represent the anti-Markovnikov values, the black circles
the non-terminal values, the blue squares the Markovnikov values, and the
dotted lines the Markovnikov least-squares ﬁt lines. See Table 5.7 for iden-
tiﬁcation of compounds. The ﬁgure is adapted from paper IV.
5.3.2 Carbon 1s shifts
In Figure 5.17, experimental C1s shifts relative to ethyne of the triple bonded
carbon atoms of the alkynes presented in Table 5.7 are plotted against the
corresponding alkene shifts, excluding the molecules with an internal double
or triple bond. The ﬁgure shows that the alkenes have generally lower C1s
ionization energies than the alkynes, supporting the view that the alkenes
are more reactive than the alkynes in electrophilic addition reactions.
In order to explore this ﬁnding closer, the chemical shift, ΔI, was re-
solved into two contributions; ΔV , which one may think of as the electric
potential in the core of the C1 carbon and is deﬁned by the ground-state
charge distribution, and ΔR, which is the eﬀect of electronic and geometric
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Figure 5.17: Carbon 1s shifts ΔI relative to ethyne of alkynes with termi-
nal triple bonds plotted against the corresponding alkene shifts. The blue
squares represent the C1 shifts, and the red triangles the C2 shifts. See
Table 5.7 for identiﬁcation of compounds. The ﬁgure is adapted from paper
IV.
relaxation in the ﬁnal state. These quantities are connected by the relation-
ship ΔI = ΔV −ΔR (105; 106). As shown in paper IV, the ΔV and ΔR
values are about 0.2 eV lower for the alkynes compared to the alkenes. Since
ΔV and ΔR appear with opposite signs in ΔI, shifts in ionization energies
between corresponding alkynes and alkenes are small.
5.3.3 Substituent eﬀects
In paper IV, the eﬀect of the substituent is investigated by considering the
variation in activation energies and C1s ionization energies relative to ethene
and ethyne. Shown in Figure 5.18, the energies are plotted as a function of
alkyl and aryl substituents. To remove all eﬀects that depend on location
of the unsaturated bond in the carbon chain, only ionization and addition
to the end carbon (C1) of the terminal unsaturated bonds are considered.
One feature of Figure 5.18 is that the shifts in activation energy (ΔEa)
and ionization energy (ΔI) both decrease smoothly with increasing size of
the alkyl substituent. The decrease is largest for the methyl group and then
the eﬀect levels oﬀ with increasing chain length. This behaviour may be
understood from the combined eﬀects of hyperconjugation and polarizabil-
ity (65). Another apparent feature is the inﬂuence of the aryl groups which
lowers both the shifts in ionization and activation energies more than the
alkyl substituents. The results indicate that the major reason for this be-
haviour is due to the electronic relaxation in the ﬁnal state. A third feature
is that the eﬀect of substituents is more pronounced for the triple bonds
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Figure 5.18: Activation energies, ΔEa (a), shifts in carbon 1s ionization
energies, ΔI (b), and ﬁnal-state relaxation energies, ΔR (c), plotted against
the substituent. The alkene and alkyne values are plotted relative to that
of ethene and ethyne, respectively, and show Markovnikov HCl addition to
terminal alkenes and alkynes, and C1s ionization and relaxation at C1 of
the same set of molecules. The ﬁgure is adapted from paper IV.
than for the double bonds.
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5.3.4 Additivity of substituent eﬀects
One way of summarizing substituent eﬀects is to use linear additivity cor-
relations. The model assumes that the total eﬀect is equal to the sum of
independent eﬀects of the individual substituent (7; 8; 9). Using substi-
tuted alkynes as an example, we recognize that each alkyne has the formula
YαCαCβYβ , where Yα and Yβ can be H, CH3, a larger alkyl group, R, or
an aryl group. If we ignore the aromatic groups, we can describe any alkyne
by specifying, (αCH3 ,αR,βCH3 ,βR), where each α or β gives the number of
substituents of the indicated type attached to CαCβ , respectively. Each α
or β as well as the sums, αCH3 + αR and βCH3 + βR, must be either zero or
one. Ethyne, for example, is speciﬁed by (0,0,0,0). We consider Cα as the
reactive carbon of interest. We can then make the following equation for
the activation energies, Ea:
Ea = aαCH3 + bαR + cβCH3 + dβR + constant (5.2)
The parameters a, b, c, and d have been determined from a least-squares
ﬁtting of all the activation energies of the alkynes. A similar expression has
been written for the alkenes, and a constant term was included to allow
for the diﬀerence between ethene and ethyne. For the activation energies,
both the alkyne and alkene ﬁts were found to be very good with correlation
coeﬃcients (R2) larger than 0.99 and rms deviations of the points from the
ﬁts equal to or smaller than 10 meV. The parameters from the alkyne and
alkene ﬁts are summarized in Table 5.8.
Table 5.8: Additivity coeﬃcients of the alkynes and alkenes summarized
in 5.7, for the eﬀect of methyl, alkyl or aryl substituents on the activation
energies, in eV. Uncertainties in the last digit are shown in parentheses. For
the aryl substituents the number of measurements is equal to the number
of parameters. The table is adapted from paper IV.
Substituent Position Alkynes Alkenes
CH3 α 0.052 (6) 0.081 (4)
β -0.266 (6) -0.259 (3)
R α 0.013 (6) 0.059 (4)
β -0.364 (6) -0.331 (4)
Ph α 0.148 0.061
β -0.382 -0.449
Tol α 0.158 0.051
β -0.442 -0.529
Constant* 1.759 (6) 1.612 (4)
* Constant of the regression.
The oﬀset of the alkyne data from the alkene data is seen in the diﬀerence
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of 0.15 eV between the two intercepts (constants). In general, the parameters
for the alkynes are very similar to those for the alkenes. For the replacement
of a hydrogen atom on the carbon of interest by an alkyl group there is
an increase in the activation energy. This is consistent with the higher
electronegativity of the alkyl groups relative to hydrogen, which leads to
more positive charge at this carbon, making it less receptive to attack by the
hydrogen in HCl. A much larger eﬀect of opposite sign is seen when the alkyl
group is added in position β to the carbon of interest. Hyperconjugation
leads to negative charge being transferred to Cα, with an accompanying
lowering of the activation energy for Markovnikov addition. A similar trend
is observed for the eﬀect of aryl substituents on the activation energies.
However, as can be seen in Table 5.8, the β eﬀect is clearly larger for the
aryl groups than it is for the alkyl groups.
Chapter 6
Conclusions
The main aim of this thesis has been to investigate the relationship between
carbon 1s ionization energies and chemical reactivity in electrophilic addi-
tion of a range of alkenes and alkynes. However, a fraction of the molecules
included in the study were found to possess two or more conformers. This
made the analysis more complicated since the number of parameters is grow-
ing with the number of conformers. One way to reduce the number of pa-
rameters and secure reproducible and credible results from the C1s spectra,
is to calculate chemical shifts in C1s ionization energy with high accuracy
and use them as constraints in the spectral analysis. An investigation of the
shift accuracy of diﬀerent theoretical methods is therefore a prerequisite.
A database of 77 experimental carbon 1s ionization energies was pre-
pared, covering linear and cyclic alkanes and alkenes, linear alkynes, and
methyl- and ﬂuoro-substituted benzenes. By comparing theoretical shifts
with the corresponding experimental ones, an overview of the shift accuracy
of a range of theoretical methods was prepared. Both ab initio and density
functional theory (DFT) methods were included. Among the ab initio meth-
ods, the shifts calculated at the MP4SDQ/TZP and CCSD(T)/TZP levels of
theory were found to have the highest accuracy with a root-mean-squared
error (RMSE) of 29 and 32 meV, respectively. Among the selected DFT
functionals, the BRx exchange functional in combination with the Perdew
correlation functional P86 and the TZP basis was found to provide the shifts
with highest accuracy with a RMSE of 55 meV. This accuracy is still infe-
rior to the truly high-end ab initio methods. However, if an RMSE value of
50-60 meV is acceptable, DFT provides the opportunity to compute shifts
of relatively large hydrocarbons.
Another factor that plays a role for the shift accuracy is the basis set.
A rather unexpected result is observed when the cc-pVTZ basis is replaced
with the TZP basis. For the most accurate DFT methods, the RMSE values
decrease by about 40 meV, and the corresponding decrease among the high-
end ab initio methods is about 20 meV. One possible reason for this result
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is that the orbital exponent scaling factor used for the TZP ionized-carbon
basis was optimized in the presence of the eﬀective core potential (ECP).
With accurate theoretical predictions of chemical shifts available, it was
possible to perform the analysis of complex spectra where two or more con-
formers provide unique atom-speciﬁc signal intensities to the spectrum. The
investigations of the 1-pentyne conformers provided systematic methods for
conformational analysis using theory-assisted XPS, and contributed to the
ongoing debate in the literature about its conformational properties. The
methodology was further developed for larger unsaturated hydrocarbons,
where the complexity of the analysis increased correspondingly. In the cases
where the molecule possesses more than two conformers, groups of conform-
ers were identiﬁed and quantiﬁed rather than single conformers. The in-
tramolecular 5-center CH/π interaction proved to play a crucial role. From
similarities in shifts and vibrational proﬁles, it is appropriate to place all
conformers in two separate groups depending on whether the conformer
possesses the 5-center CH/π interaction or not. This implies that only two
conformers are needed to describe the C1s photoelectron spectrum satisfac-
tory; one for each group of conformers. However, this simpliﬁcation also
implies that we are not able to determine the population of all possible
conformers a molecule may possess.
The relationship between the CH/π strength and experimental popu-
lations of conformers have also been investigated. In general, the gauche
conformers of the alkynes are found to be more populated than the corre-
sponding alkene skew conformers, taking into account the conformational
degeneracies. CH/π stabilization energies computed at the M062X/TZP
level of theory suggest that the CH/π interaction in the alkyne is stronger
than in the corresponding alkene. The chemical shifts between anti and
gauche/skew where the gauche/skew carbon atoms are oriented towards the
π system, have also shown to be systematically larger for the alkynes than
the corresponding alkenes. It is therefore a possibility that the CH/π inter-
action has an inﬂuence on the conformational populations and stabilities.
From the comprehensive analyses described above, the C1s ionization
energies of twelve pairs of alkenes and corresponding alkynes were ready to
be used to explore another property of unsaturated hydrocarbons; chemical
reactivity in electrophilic addition reactions. The link between C1s ioniza-
tion energies and chemical reactivity of such reactions is that in both cases
a positive charge is added at one of the unsaturated carbons. A prerequisite
for correlation between the diﬀerent processes is that the energies involved
are similarly inﬂuenced by the same molecular properties. In addition to
the C1s ionization energies of the unsaturated carbons of the alkenes and
alkynes, computed activation energies in electrophilic addition of HCl and
enthalpies of protonation have been used as reactivity parameters. Here,
we consider the protonation process as a highly ionic, limiting case of elec-
trophilic addition. A comparison of the alkene and alkyne reactivity parame-
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ters shows that the alkenes have systematically lower activation energies and
hence higher reactivity than the alkynes, while the enthalpies of protonation
are rather similar for the two classes of compounds. For the core-ionization
energies, the trend is similar to the enthalpies of protonation provided that
the unsaturated bond is located terminally.
A comparison of C1s energies and enthalpies of protonation shows that
the two quantities are well correlated for the alkyl-substituted compounds
with a slope of about 1, indicating that the energies involved are simi-
larly inﬂuenced by the substituents for the two processes. The C1s ener-
gies correlate reasonably well with activation energies for both alkyl and
aryl substituted molecules provided that the charge addition is restricted
to Markovnikov addition to a terminal multiple bond. With slopes signiﬁ-
cantly lower than 1, the transition-state energy is less sensitive to substituent
eﬀects than is the ionization energy.
Triple bonds are found to have larger substituent eﬀects than the dou-
ble bond, shown from comparisons of alkenes and alkynes by using C1s
energies and activation energies. This is in agreement with experimental
data obtained from acid-catalyzed hydration reactions. A comparison of
initial- and ﬁnal-state eﬀects exerted by the substituents shows that both
the initial-state charge distribution and ﬁnal-state charge redistribution for
alkyl groups provide signiﬁcant contributions to the shift. For the aryl sub-
stituents, however, the shift contribution from the ﬁnal state is much larger
than the initial-state contribution.
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Suggestions for further work
The conformational populations may be quantiﬁed either from the intensities
of the conformational spectra, or the intensities of the vibrational proﬁles
of the carbon atoms where signiﬁcant diﬀerences in C1s ionization energy
or vibrational lineshape are observed between the conformers. In conforma-
tional analysis, the number of degrees of freedom in the ﬁtting models is
large and the carbon peaks may be very close in C1s ionization energy. To
secure credible and reproducible results, some of the analyses require that
the intensity ratios between the diﬀerent carbon atoms in each conformer are
constrained to be the same (1:1) in the least-squares ﬁtting routine. How-
ever, several examples both in the present work and other works (4; 107)
show that there are exceptions to the 1:1 ratio, and that these deviations
are mainly caused by scattering of the outgoing photoelectron. For instance,
for 2-butyne explored in paper IV the C2 intensity is about 80% of the C1
intensity. A similar trend is seen for trans-2-butene and 3-hexyne. From
these results, it is apparent that the 1:1 constraint is not the best solution
to the problem of relative intensities. Conformational analyses and other
analyses of complex spectra with 1:1 constraints may therefore be improved
by applying methods that take into account the non-stiochiometric intensity
ratios.
As mentioned in Section 3.11, very accurate calculations for methane,
ethane, and ethylene show that the present level of theory exaggerates the
contraction in C-H bonds that takes place during the ionization of sp3 and
sp2 carbon atoms by 0.3 and 0.2 pm, respectively (61; 51; 45; 62). Fur-
thermore, calculated harmonic frequencies are found to be slightly higher
than the frequencies found experimentally (51; 63; 64). The C-H stretching
modes on the core-ionized sp3 carbon atoms were scaled by 0.95 (65), and
the corresponding modes on the sp2 carbons were scaled by 0.96 (45; 62). In
the present work, the sp3 corrections have also been used for the sp carbons.
Therefore, it would be useful to perform accurate calculations to determine
these corrections for the sp carbons.
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