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Abstract-The problem of the estimation of the entropy rate of a stationary ergodic process μ is considered. A new nonparametric entropy rate estimator is constructed for a sample of n sequences (X m ) independently generated by μ. It is shown that, for m = O(log n), the estimator converges almost surely and its variance is upper-bounded by O(n −1 ) for a large class of stationary ergodic processes with a finite state space.As the order O(n −1 ) of the variance growth on n is the same as that of the optimal Cramer-Rao lower bound, presented is the first near-optimal estimator in the sense of the variance convergence.
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I. INTRODUCTION
This paper is concerned with the problem of the estimation of the entropy rate of information sources and is organized as follows. In section I (this section), we provide some preliminary notation and briefly review the previous work in the area. In section II, we state our main result -Theorem 1 and Theorem 2. The theorems are proved in the appendices. We discuss the application of our results to dynamical systems in section III, provide some experimental findings in section IV, and close the paper with a short conclusion section.
For our purposes, an information source, or stationary process, is a shift-invariant measure μ on the space Ω = A N of right-sided infinite sequences drawn from a finite alphabet A, where N = {1, 2, . . . }. Thus, an infinite random sequence generated by μ is viewed as a point in Ω chosen randomly with respect to μ and is denoted by X = (X 1 , X 2 , . . .). When referring to more than one random point in Ω, we shall use super-script notation such as
2 , . . .), etc. Similarly, to denote (nonrandom) points in Ω (which are infinite sequences of symbols from A), we shall use notation such as x = (x 1 , x 2 , . . .) and
. . ) be a point in Ω chosen randomly with respect to μ (a stationary stochastic process taking values in the finite alphabet A). For every positive integer m and every sequences x 1 , . . . , x m , we define the likelihood function
Recall (see, for instance, [12] ) that the entropy rate h of a stationary process μ is defined as follows
here and throughout the paper, all logarithms are to base e, i.e., natural.
There is a number of techniques available for estimation of the entropy rate. Here, we briefly review some of them.
• The most straightforward approach is a direct computation of the expected value of the logarithm of the empirical distribution function, also known as a "plug-in" estimate. It must be clear that this method is generally impractical (unless n is very large and the limit in (1) is reached fast), since in most cases the sample length is insufficient to achieve a good estimate of the probabilities of all words (x 1 , . . . , x m ) for m large. This motivates us to use so-called "nonparametric" entropy rate estimators. Nonparametric entropy rate estimators can be divided into the following two major classes.
• The first class is that of nonparametric entropy rate estimators based on string matching or some form of data compression. This class is most investigated because of the celebrated Lempel-Ziv data compression algorithms [1] , [2] . A nice review of Lempel-Ziv data compression can be found in [3] . Motivated by the Lempel-Ziv algorithms, Grassberger [5] suggested the following entropy rate estimator
where L n i is the shortest prefix of X i , X i+1 . . ., which is not a prefix of any other X j , X j+1 , . . ., for j ≤ n. Grassberger gave some heuristics to suggest that the following limit holds
Utilizing Ornstein and Weiss's [6] results, Shields [7] proved that this estimator is not consistent for general ergodic processes, although consistent for irreducible aperiodic Markov chains. Following up on this result, Kontoyiannis and Suhov [8] extended it to a wider class of stationary ergodic processes. Three modifications of the Grassberger's estimator were suggested in [9] . Similar entropy rate estimators appeared in [15] , [16] , where their performance was demonstrated on Eglish text.
Remark 1:
In more recent work [4] , Cai et al. proposed an estimator based on the Burrows-Wheeler block sorting transform followed by "plug-in" estimation of empirical probabilities (which we have discussed earlier). The Burrows-Wheeler block sorting transform is known to be a part of an efficient data compression scheme. Utilizing of the transform in the estimator reduced deficiencies typical for "plug-in" approach, such as higher storage complexity and larger n for convergence. The estimator was shown [4] to outperform Lempel-Ziv (LZ) stringmatching-based algorithms.
The second class of nonparametric entropy rate estimators is based on so-called "nearest neighbor distances". Let ρ be a metric on Ω. Suppose X (1) , . . . , X (n) are points in Ω chosen randomly with respect to μ. Then a nearest neighbor estimator is defined as
Dobrushin [10] suggested a first nonparametric entropy rate estimator based on nearest neighbor distances. Vatutin and Mikhaȋlov [11] found the bias of the Dobrushin's estimator and proved its consistency. As Billingsley pointed out in [12] , the entropy is just the Hausdorff dimension, provided one use a suitable metric. Badii and Politi [13] suggested estimating the Hausdorff dimension in general metric spaces byh
n . Following up on this estimate, Grassberger [5] introduced his second entropy rate estimator (2) on the space Ω = A N of infinite sequences drawn from A with a metric
where
. . ) and conjectured the following limit:
Later, Shields [7] proved that this Grassberger's estimator, is not consistent for the general ergodic process, although consistent for irreducible aperiodic Markov chains.
The following generalization of the estimator (2) for socalled "statentropy" was introduced in [14] , [17] :
where we have just introduced the following notation: for any ordered set
It was also shown that the variance of the estimator (4) has the order O(n −c ) for certain classes of measures and metrics, where c > 0 is a constant.
II. MAIN RESULT
In this section, we introduce a new nonparametric estimator η (k,m) n for the entropy rate h and establish a near-optimal upper bound on its variance. Our estimator η (k,m) n is based on a sample of n independent points X (1) , . . . , X (n) in Ω chosen randomly with respect to μ, and we stress that this estimator uses only first m coordinates of these points. The estimator is defined as follows
Here and for the rest of the paper, we assume the following metric on Ω:
where x = (x 1 , x 2 , . . . ) and y = (y 1 , y 2 , . . . ). Having defined the metric ρ(x, y), we define its truncation ρ (m) (x, y) as follows
Remark 2: We note that our estimator (5) is a modification of the estimator (4) in that it only uses the first m coordinates of the points. It was shown in [17] that the estimator η
For the rest of the paper, we will only consider Borel probability shift-invariant ergodic measures that satisfy the following condition
where C s (x) = {y ∈ Ω : y 1 = x 1 , . . . , y s = x s )} denotes a cylinder centered on x. We note that all Gibbs measures satisfy (8) .
Here, we need to introduce additional notation, which we be in force for the reminder of the paper. If X is a random variable in Ω chosen randomly with respect to μ and f : Ω → R is a real valued function, we will use Ef (X) to denote the expected value of f (X) and Var f (X) to denote its variance. Thus, we have
Now we ready to state the following two theorems, which are the main result of this paper. Theorem 1: Let μ be a shift-invariant Borel probability ergodic measure, which satisfies Condition (8) , then for all m ≥ 2 a ln n the following limit holds
where η (k,m) n defined in (5). Remark 3: Theorem 1 holds for Gibbs measures. Recall that a Gibbs measure μ is the invariant measure of the shift σ constructed for a given Hölder function U ∈ C ε (Ω) so that for certain constants P , c 1 > 0, and c 2 > 0, we have
Theorem 2: Let μ be a shift-invariant Borel probability ergodic measure, which satisfies Condition (8) and let X (1) , . . . , X (n) be independent random points in Ω chosen randomly with respect to μ, then the following inequaluty holds
where η (k,m) n defined in (5). Remark 4: We point out that, for m = O(log n) and fixed k, the order of the variance growth on n of our estimator η (k,m) n is the same as that in the optimal Cramer-Rao lower bound. For different (but fixed) values of the parameter k, we obtain estimators with (slightly) different convergence patterns, which can be used for the bias elimination (see [10] ). We will study the behavior of estimators with different k in subsequent papers.
Corollary 1: Under the conditions of Theorem 1, the estimator η (k,m) n is strongly universally consistent, that is,
III. DYNAMICAL SYSTEMS
A dynamical system is a useful and powerful mathematical model, which can be seen as a generalization of a stochastic process. For dynamical systems, our estimator η (k,m) n works well and is particularly suitable. We construct an abstract dynamical system as follows. Let M be a compact metric space with a metric d, T be an ergodic map T : M → M , and P be a T -invariant Borel probability measure on M . We consider a finite partition A = {A 1 , A 2 , . . . , A q } of M and introduce a symbolic dynamical system (Ω, σ, μ), where Ω is a space defined by Ω = A N , σ is a shift defined by (σx) n = x n+1 , n = 1, 2, . . ., and μ is a σ-invariant measure on Ω corresponding to the probability measure P . We equip the space Ω with the metric (6).
Thus, we have defined a symbolic dynamical system (Ω, σ, μ) with the metric (6) and orbits X (1) , . . . , X (n) ∈ Ω, where orbits X (i) are defined by
. . , x n are random variables independently and identically distributed on M , and a function α(·) is defined such that if x ∈ A i , then α(x) = i. The orbits X (i) can be seen as realizations of a stochastic process with abstract alphabet A, probability measure μ, and entropy rate, which is equal the entropy h(T, A) of T with respect to the partition A. We can apply our estimator (5) 
to estimate h(T, A).
and r
Out preliminary analysis shows that these heuristic estimators have a small variance of the order (O((log n) 2 /n)), but their bias is unknown. For all estimators in our simulations, m set to 50.
A. Binary fractions
Our first dynamical system is based on the binary fraction transformation
The transformation T 1 preserves the Lebesgue measure. The entropy of T 1 is well-known, namely, h(T 1 ) = 1.
In the first series of ten runs, we divide M = [0, 1] into two equal intervals. The simulation results are shown in the table I. In the second series of ten runs, we divide M = [0, 1] into three equal intervals. The simulation results are shown in the table II. We point out that for all the experiments, we have
B. Continued fractions
Our second dynamical system is based on the continued fraction transformation
The transformation T 2 preserves the Gauss measure 
, it is, to the authors' knowledge, the only entropy rate estimator with the order O(n −1 ) of variance growth on n. The order O(n −1 ) is the same as that of the optimal Cramer-Rao bound. Our preliminary simulation results support our theoretical findings. The design of an efficient algorithm for entropy rate estimation, its complexity analysis, and approaches for estimates' bias elimination will be considered in subsequent papers.
APPENDIX A ADDITIONAL DEFINITIONS AND NOTATION
In this section, we introduce additional notation, which we shall use in the appendices.
For any s ∈ R and any real-valued function φ : R → R, we define its finite difference Δφ(s) by
and, for k-order difference, we write
We also define the following two auxiliary functions as follows:
APPENDIX B EXPECTED VALUE OF η (k,m) n AND THE PARAMETER m Lemma 1:
where φ m (n) is defined in (12) . Proof: Let X be a point in Ω chosen randomly with respect to μ and let x be a non-random point in Ω. Then ρ (m) (x, X) is a random variable taking values 1, Therefore, for n independently and identically distributed points X (1) , . . . , X (n) in Ω chosen randomly with respect to μ, we have P min 
For the function φ m (·), defined in (12) , and its finite differences for i > 0, we have
Finally, combining (14) and (15), we obtain (13). Lemma 2: Let measure μ satisfy Condition (8) . Then, for m ≥ 2 a ln n, there exists a constant C such that the following inequality holds:
Proof: Using the inequality
Then, under the conditions of (8), the following inequality follows
To conclude the proof, it remains to note that the following relation holds for m ≥ 2 a ln n:
