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Introduccio´n
Termodina´mica estad´ıstica en sustancias reales. El comportamiento termo-
dina´mico de una muestra de cualquier material depende, se encuentre o no en el
equilibrio, de la estructura de las part´ıculas que la constituyen y de sus interaccio-
nes mutuas. Ambos factores son determinantes para el estudio mecanoestad´ıstico de la
muestra. Ahora bien, en la mayor´ıa de las sustancias que acaparan la atencio´n de la
investigacio´n en ciencias f´ısicas o biolo´gicas, estas estructuras e interacciones son muy
complejas.
Cualquier sustancia, conocida su composicio´n qu´ımica, puede en teor´ıa caracterizar-
se de forma exacta mediante la resolucio´n de la ecuacio´n de Schro¨dinger. Sin embargo
este procedimiento plantea dificultades enormes e incluso insalvables en sistemas que
presentan un gran nu´mero de grados de libertad, como es el caso de los fluidos. Se
hace, pues, necesario encontrar una descripcio´n ma´s simple, no so´lo para posibilitar
la resolucio´n nume´rica sino tambie´n para facilitar una mayor comprensio´n teo´rica. En
los sistemas cla´sicos, las interacciones entre las nubes electro´nicas se pueden sustituir
por una funcio´n potencial cla´sica, ma´s o menos precisa, que gobierna las fuerzas en-
tre las mole´culas. Esto nos permite mantener la complejidad del problema dentro de
l´ımites razonables, reduciendo el problema microsco´pico a un tratamiento puramente
cla´sico. Pero para ello es preciso que la masa m de las part´ıculas constituyentes sea lo
suficientemente grande como para que la longitud de onda de de Broglie asociada1 sea
despreciable frente a la distancia media entre part´ıculas vecinas ρ−1/3, siendo ρ = N/V
la densidad nume´rica del sistema formado por N part´ıculas encerradas en el volumen
V . De este modo, la posicio´n y el momento de cada uno de los constituyentes del
1Se define la longitud de onda de de Broglie como Λ ≡ ( βh22pim )1/2, donde h es la constante de Planck
y β = 1/kBT , siendo kB la constante de Boltzmann y T la temperatura absoluta.
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sistema quedara´n perfectamente definidos en cada instante.
As´ı pues, considerando que la muestra problema esta´ formada por un sistema cla´sico
de N part´ıculas que interaccionan entre s´ı, estudiaremos el estado termodina´mico en
el que se encuentra, como resultado del balance entre la energ´ıa cine´tica del sistema
KN , y la energ´ıa potencial VN . Si KN/|VN | << 1, debido a que las part´ıculas cla´sicas
se limitan a vibrar en torno a posiciones fijas, el sistema se encontrara´ en estado
so´lido. Si por el contrario KN/|VN | >> 1, el sistema esta´ totalmente desordenado y
se presentara´ en estado gaseoso. En l´ıneas generales, el estado l´ıquido sera´ aque´l en el
que la energ´ıa cine´tica y la potencial son del mismo orden: KN ∼ |VN |. Por esta razo´n,
los l´ıquidos son estables u´nicamente en pequen˜os intervalos de temperatura y presio´n,
de modo que si los caracterizamos mediante una longitud σ y una energ´ıa ǫ (rango
y magnitud de las fuerzas intermoleculares), la densidad ρ∗ ≡ Nσ3/V y temperatura
t ≡ kBT/ǫ reducidas, son del orden de la unidad.
Potenciales de interaccio´n efectivos. Para aclarar el concepto de potencial de
interaccio´n efectivo consideramos un sistema formado por N part´ıculas de una u´nica
especie, dado que la generalizacio´n al problema multicomponente es directa.
En te´rminos generales, el potencial de interaccio´n cla´sico que gobierna el sistema,












v3(ri, rj, rk) + · · ·+ vN (r1, ..., rN) (1)
donde ri representa las posiciones de los centros de cada part´ıcula i. En el caso de
que el sistema sea homoge´neo (no existan campos externos) las contribuciones v1(ri)
resultara´n nulas. En general ri puede indicar no so´lo la posicio´n de las part´ıculas, sino
tambie´n su orientacio´n. Nos centraremos en part´ıculas con simetr´ıa esfe´rica, para las
que ri = (xi, yi, zi).
Ahora bien, el potencial de muchos cuerpos puede ser reemplazado por un modelo
teo´rico matema´ticamente ma´s simple y tratable, que sin embargo conserve las propie-
dades macrosco´picas de la muestra. Por modelo teo´rico entendemos toda representacio´n
matema´tica que permite una descripcio´n microsco´pica del sistema a trave´s de la energ´ıa
potencial entre las part´ıculas.
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3La literatura cient´ıfica propone numerosos modelos para aproximar el potencial
exacto de muchos cuerpos (1) mediante una descripcio´n matema´tica ma´s simple. El
modelo ma´s conocido es la llamada aproximacio´n de par, que considera la superposicio´n
aditiva de potenciales de interaccio´n efectiva de uno y dos cuerpos:
VN (r






veff2 (ri, rj) (2)
en la que los efectos de interaccio´n de n ≥ 3 cuerpos esta´n parcialmente incluidos en
los potenciales de interaccio´n efectivos veff1 y v
eff
2 . Estos se calculan en base a criterios
adecuados a la representacio´n matema´tica del sistema real y en general, para un sistema
cerrado y cercano al equilibrio te´rmico, dependera´n de la temperatura T , del volumen
V y del nu´mero de part´ıculas N (Stillinger et.al., 2002)2. Uno de los objetivos de este
trabajo es estudiar en que´ medida la dependencia en la densidad y en la temperatura de
las interacciones efectivas, pueden llegar a determinar el diagrama de fases del sistema
que representa y en especial el equilibrio entre fases fluidas.
En los sistemas ato´micos de baja polarizabilidad (gases nobles...), as´ı como en sis-
temas moleculares (hidrocarburos saturados...), la expresio´n completa del potencial (1)
converge ra´pidamente con el orden de interaccio´n. De aqu´ı que los te´rminos de ma´s de
tres cuerpos vi (i ≥ 3) se puedan despreciar y se trate de los primeros sistemas para
los que se encuentran potenciales de par efectivos en la literatura cient´ıfica. Fue en este
contexto en el que Sinanogˇlu hizo una de las primeras propuestas de potenciales efec-
tivos dependientes de la densidad (Sinanogˇlu, 1967a,b; Halciogˇlu y Sinanogˇlu, 1968).
Para ello impuso la invariancia de la energ´ıa interna como criterio fundamental para
la determinacio´n de las contribuciones de dos cuerpos en (2). Ma´s adelante Rushbroo-
ke y Silbert (1967), Rowlinson (1967), Casanova et.al. (1970) y Dulla et.al. (1971) lo
hicieron en base a que la interaccio´n efectiva de par deber´ıa reproducir la funcio´n de
correlacio´n del par correspondiente al potencial (1) de muchos cuerpos. En cualquiera
de estas aproximaciones, el potencial efectivo de un cuerpo se considero´ ide´nticamente
igual al exacto: veff1 ≡ v1.
Ahora bien, si las part´ıculas del sistema esta´n dotadas de carga ele´ctrica, los efectos
de polarizacio´n son importantes y la interaccio´n real adquiere un cara´cter intr´ınseco
de muchos cuerpos. En estos casos, pueden introducirse diversas simplificaciones. Por
2Todas las referencias de esta memoria esta´n consignadas al final de la misma, en la pa´gina 147.
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ejemplo, en el caso de las sales fundidas, el modo ma´s inmediato y tradicional de
simplificar la polarizacio´n inducida implica la renormalizacio´n de las interacciones de
Coulomb con la inversa de la constante diele´ctrica de alta frecuencia, la cual depende
de la densidad (Stillinger, 1964). Otro ejemplo es el agua y las disoluciones acuosas,
en las que la presencia de mole´culas neutras, pero altamente polarizables, induce la
aparicio´n de momentos electrosta´ticos de exceso, lo que requiere la inclusio´n de un
nuevo te´rmino en el potencial de par efectivo (Berendsen et.al., 1987). Son ejemplos en
los que, a escala supramolecular, el uso de potenciales de par efectivos trata de reflejar
los efectos de las interacciones de tres o ma´s cuerpos propios de los sistemas reales, a
trave´s de interacciones de par aditivas.
Los potenciales efectivos aparecen tambie´n en el proceso de reduccio´n de siste-
mas complejos multicomponentes, mediante la integracio´n de los grados de libertad
de alguno de sus componentes. Tal es el caso de los electro´litos en la descripcio´n de
McMillan–Mayer (para ma´s detalles ver Belloni, 2000), en la que el disolvente aparece
u´nicamente a trave´s de la constante diele´ctrica que depende del estado termodina´mico.
Tambie´n es el caso de los metales l´ıquidos (Harrinson, 1966; Egelstaff, 1967; Stroud y
Ashcroft, 1972) y de los semiconductores (Arnold et.al., 1989; Jank y Hafner, 1990),
en los que se integra la contribucio´n electro´nica para dar lugar a potenciales efectivos
ion–ion y a te´rminos de volumen. En estos materiales, dado que los electrones de la
banda de valencia y conduccio´n dominan la f´ısica subyacente, las excitaciones te´rmi-
cas dotan a las interacciones efectivas de una dependencia con la temperatura mucho
mayor que en las sustancias aislantes.
Otro caso en el que aparecen potenciales de par efectivos dependientes del estado es
la adaptacio´n (Lyubartsev y Laaksonen, 1995, 1999) del llamado problema inverso de
Montecarlo (McGreevy y Pusztai, 1988; Keen y McGreevy, 1990). Dada una funcio´n
de distribucio´n radial3, mediante un algoritmo estad´ıstico iterativo se calcula el poten-
cial de par que, a la misma temperatura y densidad, deber´ıa producir la funcio´n de
distribucio´n de partida. El objetivo final es, por tanto, el mismo que el de los primeros
trabajos de Rushbrooke y Silbert (1967) y otros ya citados. La presencia de interac-
ciones de muchos cuerpos en el sistema inicial, hace esperar efectos de temperatura y
densidad en los resultados. De este modo se obtienen potenciales efectivos ad hoc, que
3La funcio´n de distribucio´n esta´ directamente relacionada con la funcio´n de correlacio´n del par y
en general puede determinarse mediante experimentos de difraccio´n.
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5son u´tiles ba´sicamente para el estudio de condiciones termodina´micas prefijadas y que
no son transferibles.
Nuestro trabajo se centrara´ en el estudio de fluidos compuestos por part´ıculas con
simetr´ıa esfe´rica en equilibrio, homoge´neos e iso´tropos. De este modo consideramos
que las contribuciones al modelo de potencial efectivo de un cuerpo son nulas y las
contribuciones de par aditivas dependen u´nicamente de la distancia rij = |ri−rj| entre





veff2 (rij; ρ, T ) (3)
En resumen, haciendo uso de un potencial de par efectivo, partiremos de un modelo
simplificado para el cual sera´ posible obtener las propiedades termodina´micas y la
estructura microsco´pica del sistema que representa.
Caracterizacio´n de los fluidos. De los tres estados f´ısicos de la materia, el estado
l´ıquido es el ma´s peculiar. Debido a su invariancia traslacional –no presenta orden de
largo alcance, como sin embargo ocurre en el estado so´lido debido a la localizacio´n de
las mole´culas en los nodos de la red cristalina– puede considerarse pro´ximo al estado
gaseoso, que es un estado totalmente desordenado. De aqu´ı que consideremos dentro
de la categor´ıa de fluido tanto el estado l´ıquido como el gaseoso. De hecho existe un
tratamiento u´nico para el estudio de ambas fases, del que haremos uso a lo largo del
presente trabajo. Sin embargo, dado que los l´ıquidos son fluidos condensados, cada
uno de sus constituyentes se encontrara´ en constante interaccio´n con un gran nu´mero
de constituyentes vecinos. Esto hace que, a diferencia de los gases, la estructura mi-
crosco´pica de los l´ıquidos quede determinada por correlaciones de corto alcance entre
las part´ıculas que los constituyen. La determinacio´n y ana´lisis de dichas correlaciones
ocupara´ un lugar importante en este trabajo, puesto que permiten caracterizar el es-
tado del fluido y estimar la bondad de las aproximaciones impl´ıcitas en el tratamiento
de las interacciones efectivas.
La teor´ıa del estado l´ıquido constituye en la actualidad una rama bien estableci-
da dentro de la f´ısica de la materia condensada, gracias a los principios de la f´ısica
estad´ıstica sobre los que descansa, y al desarrollo del ca´lculo nume´rico que, como ve-
remos, permite el tratamiento de diversas teor´ıas aproximadas.
Para el estudio de las propiedades termodina´micas resultara´n apropiados, bajo cier-
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tas condiciones, los desarrollos en serie de potencias de la densidad. Dichos me´todos
introducen el ca´lculo sistema´tico de correcciones al comportamiento del gas ideal, pero
no son adecuados a alta densidad, adema´s de no reflejar en s´ı mismos las interaccio-
nes de muchos cuerpos. Utilizaremos teor´ıas perturbativas termodina´micas, las cuales
no suministran informacio´n alguna acerca de la estructura microsco´pica, a menos que
dicha informacio´n se encuentre en gran parte contenida en el sistema de referencia.
De aqu´ı que las Teor´ıas de Ecuaciones Integrales (Caccamo, 1996), basadas en el
formalismo de Ornstein-Zernike (Ornstein y Zernike, 1926), ofrezcan una v´ıa relevante
para el estudio detallado de las propiedades termodina´micas y estructurales en el equi-
librio. Haremos uso sistema´tico de ellas dada su precisio´n, a pesar de las dificultades
inherentes a los me´todos nume´ricos que son necesarios para su resolucio´n.
Los me´todos de simulacio´n nume´rica de Montecarlo y Dina´mica Molecular (Allen
y Tildesley, 1987; Frenkel y Smit, 1996) nos proporcionan resultados exactos para un
modelo determinado, lo que situ´a la simulacio´n en primera l´ınea de investigacio´n, al
tiempo que permite la comprobacio´n de la exactitud de una aproximacio´n teo´rica inde-
pendientemente de la validez del modelo. Hemos detectado que los me´todos esta´ndar
no son adecuados para los potenciales de interaccio´n efectivos dependientes de la den-
sidad (Almarza et. al., 2001). De aqu´ı que se haya hecho imprescindible el desarrollo
de las te´cnicas de simulacio´n nume´rica que presentamos en esta tesis, especialmente
disen˜adas para validar los resultados de las teor´ıas aplicadas a potenciales efectivos
objeto de nuestro estudio.
Hay que subrayar que no existe un modelo de referencia ideal para el estudio teo´rico
del estado l´ıquido, a diferencia de lo que ocurre en el estado so´lido (con el so´lido
armo´nico) y en el gaseoso (con el gas perfecto). Sin embargo, existen modelos muy
simplificados para los que se han desarrollado tratamientos teo´ricos muy fiables, que
permiten reproducir los resultados de simulacio´n. Son los fluidos simples (Hansen y
McDonald, 1986), modelos de sistemas unicomponentes constituidos por part´ıculas
esfe´ricas, las cuales interaccionan mediante un potencial de par con simetr´ıa esfe´rica
v(r). Introducimos el tratamiento propio de los fluidos simples en el Cap´ıtulo 1 para
hacer uso de e´l, ma´s adelante, en el estudio de fluidos complejos.
Respecto a la presencia de una fase l´ıquida estable en el diagrama de fases, hay que
advertir que no es un hecho universal. Su existencia depende, en gran medida, de que
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7el alcance de la parte atractiva del potencial entre las part´ıculas sea lo suficientemen-
te grande respecto al de la repulsiva (Tejero et. al., 1994; Lomba y Almarza, 1994).
Adema´s el cuadro microsco´pico asociado a los fluidos, sistemas dina´micos con confi-
guraciones moleculares continuamente cambiantes, hace dif´ıcil concebir la existencia
de ma´s de una fase l´ıquida, de ide´ntica composicio´n pero con propiedades y estruc-
tura diferentes. En las mezclas y en los cristales l´ıquidos, para los que los respectivos
para´metros de orden4 esta´n relacionados con la composicio´n y la orientacio´n molecu-
lar, el polimorfismo de fases desordenadas s´ı es bastante comu´n (Rowlinson y Swinton,
1982). Pero en sustancias puras e iso´tropas, y aunque las leyes de la termodina´mica
no excluyen la posibilidad de que ello ocurra, la experiencia parece indicar que no sea
posible encontrar ma´s de dos fases fluidas en coexistencia.
Sin embargo, estudios recientes han revelado comportamientos termodina´micos muy
ricos en algunas sustancias puras, en las que parecen coexistir distintas fases l´ıquidas
de igual composicio´n y propiedades pero con densidades y estructuras locales distintas.
As´ı por ejemplo, existen cada vez ma´s indicios de que algunas sustancias puras como el
Si, Ge, SiO2, GeO2 e incluso el agua
5, puedan presentar una transicio´n l´ıquido–l´ıquido
(L–L) en la regio´n metaestable subenfriada (Poole et. al., 1997; Harrington et. al., 1997;
Mishima y Stanley, 1998). En el Cap´ıtulo 2 estudiaremos un modelo de potencial de
par efectivo, obtenido por simples consideraciones energe´ticas, capaz de producir dicha
coexistencia.
Ahora bien, la teor´ıa del estado l´ıquido presenta problemas de consistencia termo-
dina´mica en el tratamiento de las interacciones efectivas dependientes de la densidad
(Ascarelli y Harrison, 1969; Jones, 1973; Almarza et. al., 2003). En el estudio del modelo
del Cap´ıtulo 2 descubrimos que, en el caso de que las interacciones efectivas dependan
de la densidad, es necesario reconciliar la expresio´n de Ornstein-Zernike para la com-
presibilidad isoterma con el teorema de la presio´n de virial generalizado. Esta cuestio´n
ocupa un lugar central en nuestra tesis. Por lo dema´s, el tratamiento propio de los
fluidos simples deber´ıa ser aplicable a los fluidos cla´sicos, en equilibrio, homoge´neos
e iso´tropos para los que resulte adecuada la aproximacio´n de par efectivo (3), con la
consideracio´n an˜adida de la dependencia del potencial con la temperatura y la den-
4El para´metro de orden se define como una magnitud que es nula si y so´lo si la temperatura es
mayor que la temperatura cr´ıtica.
5La mayor´ıa de estas sustancias tienen coordinaciones locales con simetr´ıa tetrae´drica.
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sidad. Para que dicho tratamiento teo´rico resulte adecuado, sera´ necesario introducir
una termodina´mica consistente. En el Cap´ıtulo 3 presentamos su formulacio´n, para el
estudio de los potenciales efectivos propios de los fluidos complejos multicomponentes.
En el Cap´ıtulo 4 afrontamos el estudio de las disoluciones coloidales estabilizadas
en la carga. Entre las disoluciones coloidales se encuentran un gran nu´mero de sis-
temas orga´nicos e inorga´nicos naturales o de uso industrial o biolo´gico, como son los
pegamentos (la palabra “coloidal”, deriva del griego y significa “material pegajoso”), la
mayonesa, la sangre, la tinta, el humo... Se trata de fluidos intr´ınsecamente complejos
que contienen part´ıculas mesosco´picas o coloides6 y pequen˜as mole´culas de disolvente
y de soluto.
Las part´ıculas coloidales, en constante movimiento Browniano, esta´n sometidas a
fuerzas de dispersio´n de van der Waals producidas por la formacio´n de dipolos inducidos
instanta´neos (Kardar y Golestanian, 1999). Dichas fuerzas de dispersio´n dependera´n
de la polarizabilidad de los coloides y del disolvente, y pueden llevar a provocar la
coagulacio´n de los coloides. Para evitarlo, un procedimiento muy comu´n es el de la
estabilizacio´n en la carga (para ma´s detalles y los ma´s recientes desarrollos, ve´ase
Hansen y Lowe¨n, 2000).
El estudio de las disoluciones coloidales estabilizadas en la carga ha sido abordado
desde distintos enfoques y niveles de aproximacio´n. En los u´ltimos an˜os, la estructura de
sus diagramas de fases ha provocado un gran intere´s, tanto teo´rico como experimental.
Pero al tratarse de sistemas multicomponentes caracterizados por una gran asimetr´ıa en
el taman˜o o en la carga, su estudio resulta te´cnicamente mucho ma´s complicado que el
de los fluidos simples (ver Likos, 2001). De hecho, el tratamiento exacto de referencia
basado en la simulacio´n nume´rica de Monte Carlo (MC) o en dina´mica molecular
(MD), implica un alto coste computacional. Ello es debido a que las caracter´ısticas de
los sistemas cargados imponen dificultades te´cnicas muy importantes:
El rango infinito del potencial de Coulomb requiere el ca´lculo de sumas de Ewald7
6Los coloides son estructuras esfe´ricas de radio R (10A˚ − 104A˚) compuestas por agregados de
docenas a miles de mole´culas. Son hidro´fobas en el interior e hidro´filas en la superficie, de modo que
el agua no puede penetrar en el interior del agregado. Estas doble-capas son fundamentales para la
estructura de las membranas biolo´gicas. En el caso de que el radio R ∼ 10A˚, se denominan micelas.
7Las sumas de Ewald representan la descomposicio´n de una serie lentamente convergente en dos
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9(Frenkel y Smit, 1996) para cada configuracio´n, con el consiguiente consumo de
tiempo de ca´lculo.
La presencia simulta´nea de cargas positivas y negativas que garanticen la elec-
troneutralidad, hace que el numero de part´ıculas aumente enormemente con la
asimetr´ıa de carga.
Las atracciones entre cargas contrarias y las repulsiones entre iguales se acoplan,
con lo que la acumulacio´n de contraiones en la superficie de los coloides implica
el uso de intervalos de tiempo muy cortos para evitar solapamientos. Esto lleva
a la necesidad de realizar un nu´mero enorme de pasos para obtener una buena
estad´ıstica en las correlaciones.
Se han realizado, en consecuencia, pocos estudios en simulacio´n y u´nicamente sobre
sistemas con asimetr´ıa de taman˜o y carga en re´gimen micelar y sin sal. Ello implica
el que ciertos comportamientos ano´malos, deducidos de las teor´ıas aproximadas, no
puedan validarse de forma absoluta.
Sin embargo, gracias precisamente a las asimetr´ıas de estos sistemas, la mayor´ıa
de las te´cnicas experimentales son sensibles u´nicamente a los componentes coloidales.
Esto es cierto tanto para el estudio de las propiedades esta´ticas, puesto que el sistema
se puede observar a escalas de longitud en las que u´nicamente son visibles las part´ıcu-
las ma´s grandes, como para el estudio de las dina´micas, ya que el ra´pido movimiento
relativo de las part´ıculas ma´s pequen˜as hace que las escalas de tiempo observables
correspondan al lento movimiento de las part´ıculas coloidales. De aqu´ı que sea ten-
tador olvidarse, al menos expl´ıcitamente, de las especies ma´s pequen˜as y considerar
la disolucio´n coloidal como un sistema monodisperso unicomponente. En dicho mode-
lo, los coloides se encontrar´ıan sometidos a un potencial de interaccio´n efectivo que da
cuenta impl´ıcitamente de los efectos del disolvente y otras part´ıculas del soluto. De este
modo, cuando hablemos de “interacciones coloidales”, nos estaremos refiriendo a una
magnitud indirecta promediada de algu´n modo bajo la presencia del resto de los cons-
tituyentes. Si suponemos que los coloides en disolucio´n so´lo interaccionan por pares, el
series que, por separado, son ra´pidamente convergentes: una de ellas esta´ definida en el espacio real
de un potencial de corto alcance que puede ser truncado con seguridad, y la otra es la suma sobre los
vectores de la red rec´ıproca de una red perio´dica.
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potencial de par efectivo veff(r) del que se deriva la fuerza efectiva entre los coloides,
se convierte en el punto de partida para el ca´lculo de las correlaciones coloidales en el
modelo unicomponente (Belloni, 2000). Dado que pequen˜os cambios en la calidad del
disolvente, la temperatura, la concentracio´n del soluto o la composicio´n de la mezcla,
pueden provocar cambios espectaculares en las interacciones coloidales, la forma de
dicho potencial inducira´ un espectro de comportamientos estructurales y transiciones
de fase mucho ma´s amplio que el de los fluidos simples.
El modelo tradicional de interaccio´n coloidal en disoluciones coloidales estabilizadas
en la carga, se basa en la teor´ıa Derjaguin–Landau–Verwey–Overbeek (DLVO) (Der-
jaguin y Landau, 1941; Verwey y Overbeek, 1948). En el marco de esta teor´ıa, las
disoluciones coloidales se tratan como un fluido unicomponente de part´ıculas coloida-
les, en el que el balance de fuerzas de dispersio´n atractivas y fuerzas de repulsio´n
ele´ctricas debidas a las dobles capas de condensacio´n de carga sobre la superficie de
los coloides, conduce a una repulsio´n neta. Para comprobar la validez del modelo se
ha recurrido, mediante experimentos de laboratorio, al registro de propiedades del sis-
tema macrosco´pico. Medidas directas (Kepler y Fraden, 1994; Crocker y Grier, 1994,
1996,a), as´ı como simulaciones segu´n principios fundamentales (Lowe¨n et. al., 1993),
han confirmado la validez cuantitativa del potencial de par apantallado DLVO como
potencial efectivo entre los coloides.
Aunque algunas publicaciones ma´s recientes arrojan cierto optimismo, y a pesar de
que el potencial DLVO fue obtenido hace ya un siglo, los sistemas coloidales au´n no se
comprenden satisfactoriamente para altos acoplamientos de carga. As´ı por ejemplo, el
cara´cter puramente repulsivo del potencial DLVO contrasta con la existencia, a concen-
traciones extremadamente bajas de la sal, de una transicio´n l´ıquido–vapor. Este hecho
ha sido objeto de numerosas controversias (Tata et. al., 1992; Larsen y Grier, 1996,
1997), que parec´ıan resueltas achacando dichas transicio´n a los te´rminos de volumen
que aparecen en el hamiltoniano efectivo del modelo unicomponente. Trataremos este
problema con detalle en el Cap´ıtulo 4.
La memoria finaliza con las conclusiones ma´s relevantes de nuestro trabajo. Por u´lti-
mo, tras las referencias citadas, se sen˜alan las publicaciones relacionadas directamente
con la Tesis Doctoral.





Resumimos a continuacio´n los elementos ba´sicos de la teor´ıa de fluidos simples.
Comenzaremos con la exposicio´n de conceptos, propios de la f´ısica estad´ıstica, de los que
ma´s adelante haremos uso en el estudio de fluidos complejos. Posteriormente haremos
un esbozo de los tratamientos teo´ricos que, aplicados a modelos simplificados, resultan
altamente fiables.
Nos limitaremos al estudio de sistemas cla´sicos, homoge´neos e iso´tropos. Introdu-
ciremos so´lo propiedades esta´ticas, tanto termodina´micas como estructurales, puesto
que nos centramos en el estudio de sistemas en equilibrio.
1.2. Estructura microsco´pica de los fluidos
Presentamos a continuacio´n las funciones fundamentales que se utilizan para descri-
bir la estructura microsco´pica de un sistema fluido formado por N part´ıculas ide´nticas







|pi|2 + VN(rN) (1.1)
donde pi son los momentos de cada part´ıcula i, y VN(r
N) la energ´ıa potencial del
sistema. Denotamos rN ≡ {r1, ...rN} y pN ≡ {p1, ...pN}, siendo ri y pi las posiciones
y momentos de cada part´ıcula i.
1.2.1. Funcio´n densidad de probabilidad
Siguiendo la formulacio´n de Gibbs, llamamos fN(r
N ,pN) a la funcio´n densidad de
probabilidad en el espacio de las fases de un sistema de N part´ıculas en equilibrio1.
La colectividad cano´nica representa a un sistema cerrado que intercambia energ´ıa
con el exterior, con un conjunto de microestados caracterizados por un nu´mero fijo de
part´ıculas N en equilibrio te´rmico y contenidos en un volumen V. La funcio´n densidad
1La formulacio´n de Gibbs considera las propiedades observables de los sistemas macrosco´picos,
como promedios sobre una colectividad de sistemas equiprobables cada uno de los cuales es una
re´plica, desde el punto de vista termodina´mico, del sistema f´ısico de intere´s.
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de probabilidad de dicha colectividad es:





QN (V, T )
(1.2)
donde la funcio´n de particio´n cano´nica QN(V, T ), es el factor de normalizacio´n en el
espacio de fases:





N ,pN ) (1.3)
La separacio´n del Hamiltoniano (1.1) en parte cine´tica y potencial2, permite facto-
rizar3:
QN(V, T ) = Q
id




donde la integral de configuracio´n ZN(V, T ), es la responsable de las variables termo-
dina´micas de exceso respecto de las del gas ideal:




y QidN(V, T ) es la funcio´n de particio´n del gas ideal, en el que VN(r
N) = 0 y por tanto
Z idN (V, T ) = V
N , de donde:




En esta colectividad, el valor medio de cualquier funcio´n O(rN ,pN):
〈O〉 =
∫
drNdpNf (N)(rN ,pN)O(rN ,pN) (1.8)
La colectividad macrocano´nica representa a un sistema abierto que intercambia
part´ıculas y energ´ıa con el exterior, con un conjunto de microestados caracterizados por















3Esta factorizacio´n permitira´ ma´s adelante descomponer las magnitudes termodina´micas en un
te´rmino “ideal” y otro de “exceso”.
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ser sistemas abiertos en equilibrio te´rmico, en un volumen V y con potencial qu´ımico
constante µ. La funcio´n densidad de probabilidad de dicha colectividad:





Ξ(µ, V, T )
(1.9)
donde z = eβµ es la fugacidad y Ξ(µ, V, T ) la funcio´n de particio´n macrocano´nica:








N ,pN ) (1.10)
que puede escribirse, haciendo uso de la factorizacio´n (1.5):
Ξ(µ, V, T ) =
∞∑
N=0





zNZN(V, T ) (1.11)





drNdpNf(rN ,pN ;N)O(rN ,pN) (1.14)
1.2.1.1. Funcio´n densidad de probabilidad reducida
Si estamos interesados u´nicamente en el comportamiento de n < N part´ıculas en un
sistema cerrado, podemos eliminar la informacio´n innecesaria mediante la integracio´n
de (1.2) sobre las coordenadas y los momentos de las (N − n) part´ıculas restantes,
definiendo as´ı la funcio´n densidad de probabilidad reducida f (n)(rn,pn):
f (n)(rn,pn) ≡ N !
(N − n)!
∫
dr(N−n)dp(N−n)f(rN ,pN), n < N (1.15)




drNdpNf(rN ,pN ;N) = zN
QN(V, T )
Ξ(µ, V, T )
(1.12)
con lo que se observa que un promedio en la colectividad macrocano´nica, es la suma de los promedios
en las colectividades cano´nicas de N part´ıculas (N = 0, ...∞), afectadas cada una de ellas por un peso
que es la probabilidad de que el sistema contenga N part´ıculas, esto es:
f(rN ,pN ;N) = P (N)f (N)(rN ,pN) (1.13)
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donde hemos denotado r(N−n) ≡ {rn+1, ...rN}, y donde el factor N !(N−n)! es el nu´mero
de posibles subconjuntos de n part´ıculas tomados del conjunto de las N part´ıculas.
De este modo drndpnf (n)(rn,pn) representa N !
(N−n)! veces la probabilidad de encontrar
cualquier subconjunto formado por n part´ıculas, en el elemento drndpn del espacio de
fases reducido, independientemente de las coordenadas y los momentos del resto de las
(N − n) part´ıculas.
1.2.1.2. Funcio´n densidad de n part´ıculas
La integracio´n de la funcio´n densidad de probabilidad reducida (1.15) sobre el resto











dr(N−n)dpNf(rN ,pN ) (1.16)
de modo que drnρ
(n)
N (r
n) representara´ N !
(N−n)! veces la probabilidad de encontrar n
part´ıculas del sistema en el elemento drn del espacio de coordenadas, independien-
temente de las posiciones del resto y de los momentos.


















(N − n)! (1.18)
Si el fluido es homoge´neo con densidad ρ, la densidad de una part´ıcula verifica
ρ
(1)
N (r) = ρ: ∫
drρ
(1)
N (r) = V ρ = N (1.19)






Nn(N − n)! ⇒ ρ
(2)







lo que da cuenta de que en un sistema con un nu´mero fijo de part´ıculas, la probabilidad
de encontrar una part´ıcula en r2 cuando otra se encuentra en r1, es proporcional a
(N − 1)/V y no a N/V .
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(1)(r1) = V ρ (1.23)




ρ(n)(rn) = znΛ−3n = ρn (1.24)
desapareciendo los te´rminos de orden n/N que aparecer´ıan en la colectividad cano´nica.
Ahora bien, dichos te´rminos desaparecen, tambie´n para la colectividad cano´nica, en el
l´ımite termodina´mico (N →∞), en el que todas las colectividades coinciden.
Haciendo los correspondientes promedios tanto en la colectividad cano´nica como en
la macrocano´nica (Tejero y Baus, 2000), pueden comprobarse las siguientes igualdades,


















δ(r− ri)δ(r′ − rj)
〉
(1.26)
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1.2.2. Funcio´n de distribucio´n de n part´ıculas
Normalizando las funciones densidad con las correspondiente al gas ideal5, obtene-















que contiene el efecto de la correlacio´n entre las part´ıculas producido por el potencial
de interaccio´n entre e´stas. Dicha funcio´n cuantifica la desviacio´n de la estructura del
fluido respecto a una distribucio´n totalmente aleatoria, proporcionando una descripcio´n
completa y compacta de la estructura del fluido. En el caso de que la energ´ıa potencial
se descomponga en suma de contribuciones de un nu´mero reducido de part´ıculas, los
primeros o´rdenes de dichas funciones de distribucio´n a menudo son suficientes para cal-
cular la ecuacio´n de estado del fluido y otras propiedades termodina´micas interesantes.








La funcio´n de distribucio´n radial g(r), es la funcio´n de distribucio´n de dos
part´ıculas para fluidos simples, homoge´neos e iso´tropos, la cual es funcio´n u´nicamente
de la distancia r que las separa:
g
(2)
N (r1, r2) = g
(2)
N (|r2 − r1|) ≡ g(r) (1.31)
que esta´ relacionada con la probabilidad de encontrar una part´ıcula a una distancia r
de otra situada en el origen, independientemente de la posicio´n del resto de las (N −2)
part´ıculas.
5El gas ideal esta´ formado por part´ıculas no correlacionadas o independientes, con lo que la funcio´n











6La relacio´n entre la funcio´n de densidad de n part´ıculas en las colectividades cano´nica y macro-







La funcio´n de distribucio´n radial juega un papel fundamental en el estudio de
los fluidos simples por dos razones. La primera, es que puede determinarse mediante
experimentos de difraccio´n de rayos X o de neutrones (Hansen y McDonald, 1986). La
segunda es que, en el supuesto de que la energ´ıa de interaccio´n VN(r
N) sea la suma
de potenciales de interaccio´n de par, que por tratarse de fluidos iso´tropos dependen








las magnitudes termodina´micas, como la presio´n o la energ´ıa interna, podra´n determi-
narse a partir de g(r) una vez conocido el potencial de interaccio´n de par v(r).
1.2.2.1. Potencial de fuerza media
En el caso ma´s general, la energ´ıa potencial del sistema puede escribirse como una















v3(rijk) + ... (1.33)
donde v1 es el potencial sobre una part´ıcula, v2 el potencial de interaccio´n de par, v3
el potencial triple o de tres cuerpos, etc. Hemos dividido cada te´rmino por un factor
n! a fin de no contar ma´s que una vez cada interaccio´n y denotado rij ≡ {ri, rj},
rijk ≡ {ri, rj, rk}...
En los fluidos iso´tropos y homoge´neos, las contribuciones al potencial dependera´n
u´nicamente de las distancias relativas entre los pares del conjunto de part´ıculas i, j, k...,












v3(rijk) + ... (1.34)
A partir de la expresio´n de la funcio´n de distribucio´n g(n)(rn) en la colectividad
macrocano´nica, es fa´cil comprobar que la funcio´n de distribucio´n de dos part´ıculas, en
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el l´ımite de baja densidad, es igual al llamado factor de Boltzmann del potencial de
par v(r):
g(2)(r2)
ρ→0≈ exp [−βv(r)] (1.35)
lo que sugiere la introduccio´n de la siguiente definicio´n de potencial de fuerza media
w(n) para una densidad cualquiera ρ:
g(n)(rn) = exp [−βw(n)(rn)] (1.36)
Para comprender el significado de dicho potencial w(n)(r), partimos de la siguiente




drN−n(−∇jVN) exp [−βVN ]∫
drN−n exp [−βVN ] ≡ f
(n)
j (r
n), j = 1, 2, ...n (1.37)
donde −∇jVN es la fuerza que actu´a sobre la part´ıcula j para una configuracio´n fija
rN , y f
(n)
j = −∇jw(n) es por tanto la fuerza que actu´a sobre la part´ıcula j, promediada
sobre todas las configuraciones de las (N−n) part´ıculas que no esta´n en el subconjunto
fijo 1,...n. De aqu´ı que w(n) es el potencial que proporciona la fuerza media que actu´a
sobre la part´ıcula j.
En el caso de dos part´ıculas (n = 2), el potencial de par de fuerza media w(2)(r1, r2)
depende de ρ, T , y contiene correlaciones de muchos cuerpos de forma impl´ıcita. U´ni-
camente cuando la densidad es muy baja, las dos mole´culas fijas y separadas por una
distancia r, no sentira´n la interaccio´n con las (N−2) part´ıculas restantes y el potencial
de fuerza media coincidira´ con el potencial de par, en acuerdo con (1.35).
Por ejemplo, en un sistema formado por esferas duras de dia´metro σ (ver figura
1.1)7, v(r) es exactamente nulo para esferas que no se solapan, mientras que w(r)
presenta un pozo atractivo cerca del contacto y oscilaciones a distancias intermedias.
Esta estructura propia de w(r) o de g(r), se amplifica al aumentar la densidad, e ilustra
el orden de corto alcance de los l´ıquidos, resultado de las restricciones producidas por
el efecto del empaquetamiento de las part´ıculas.
7El potencial de interaccio´n de par v(r), en el fluido de esferas duras de dia´metro σ es:
vHS(r) =
{
∞ (r < σ)












0 1 2 3r/σ
g( r )
Figura 1.1: Potencial de par v(r) y funcio´n de distribucio´n radial g(r), para un fluido de
esferas duras de dia´metro σ. La fraccio´n de empaquetamiento es η ≡ πρσ3/6 = 0,49 (ρ es la
densidad). La l´ınea continua para g(r) corresponde a la solucio´n de Verlet y Weis, y los puntos
son los valores obtenidos por simulacio´n de Montecarlo. Obse´rvense las celdas de coordinacio´n
sucesivas, representadas por los ma´ximos de la funcio´n de distribucio´n radial, que desvelan
el orden de corto alcance del fluido.
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1.2.2.2. Funcio´n de correlacio´n total
Obse´rvese que cuando la distancia entre las part´ıculas es mayor que el rango del
potencial, la funcio´n de distribucio´n de dos part´ıculas g
(2)
N (r1, r2) se aproxima al l´ımite
de gas ideal, dando as´ı cuenta de la pe´rdida de correlacio´n entre las part´ıculas:







En la colectividad macrocano´nica (y en el l´ımite termodina´mico de la cano´nica):
g(2)(r1, r2)
r12→∞≈ 1 (1.40)
De aqu´ı que resulte conveniente definir la funcio´n de correlacio´n total:
h(r1, r2) = g
(2)(r1, r2)− 1 (1.41)
1.3. Variables termodina´micas
Hemos apuntado que las funciones de distribucio´n pueden utilizarse para calcular
la ecuacio´n de estado del fluido y otras propiedades termodina´micas. Y que para ello,
en los fluidos simples, es suficiente conocer la funcio´n g(r) y el potencial de interac-
cio´n de par correspondiente. Revisamos a continuacio´n las ecuaciones fundamentales
que relacionan las magnitudes termodina´micas y la estructura g(r), en los fluidos con
energ´ıa de interaccio´n tipo (1.32).
1.3.1. Energ´ıa libre de Helmholtz
La energ´ıa libre de Helmholtz por part´ıcula f = F/N , esta´ relacionada direc-
tamente con la funcio´n de particio´n de la colectividad cano´nica a trave´s de la ecuacio´n:
f(N, V, T ) = − 1
N
kBT lnQN (V, T ) (1.42)
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1.3.1.1. Contribucio´n ideal
La factorizacio´n de la funcio´n de particio´n cano´nica (1.5), nos permite descomponer
la energ´ıa libre de Helmholtz por part´ıcula f = F/N , como suma de una contribucio´n
de gas ideal f id ma´s un te´rmino de exceso f ex. Teniendo en cuenta la aproximacio´n de









1.3.1.2. Contribucio´n de exceso
La componente de exceso de la energ´ıa libre f ex se obtiene a partir de la integral
de configuracio´n, la cual depende de la energ´ıa potencial del sistema. Considerando el
factor de exceso en la funcio´n de particio´n cano´nica:
















Podemos eliminar el logaritmo mediante un proceso de carga del potencial. Para
ello escalamos linealmente la energ´ıa potencial con un para´metro α que var´ıa de forma
continua, desde α = 0 hasta α = 1, lo que equivale a introducir de forma progresiva la
interaccio´n entre las part´ıculas segu´n:
VN (r
N |α) = αVN(rN), 0 ≤ α ≤ 1 (1.45)
de modo que las funciones de distribucio´n, para cada potencial intermedio, depen-
dera´n parame´tricamente de α. Si derivamos la energ´ıa libre de exceso por part´ıcula con
respecto a α:









N) exp [−βVN (rN |α)] (1.46)
e integrando a continuacio´n entre α = 0 y α = 1, tenemos que la componente de exceso
de la energ´ıa libre, viene dada por el promedio de la energ´ıa potencial sobre la integral
de la funcio´n densidad de probabilidad en el proceso de carga:









exp [−βVN (rN |α)]
ZN(V, T |α) (1.47)
8lnN ! ≈ N lnN −N + ln (2πN)1/2.
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Introduciendo el desarrollo de la energ´ıa potencial correspondiente a un sistema con
interacciones de muchos cuerpos (1.34), obtendr´ıamos una expresio´n de la energ´ıa libre
formada por sucesivas contribuciones, en las que aparecen los distintos o´rdenes de la
funcio´n de distribucio´n que dependen del valor del para´metro de carga:















dr12dr13g(r12, r13, r23|α)v3(r12, r13, r23) + ...
(1.48)
En el caso de que u´nicamente existan fuerzas de interaccio´n de par, la integral
parame´trica de la energ´ıa libre de exceso para los fluidos simples:







para la que existe una expresio´n funcional en el contexto de las Teor´ıas de Ecuaciones
Integrales.
1.3.1.3. La energ´ıa libre de Helmholtz como potencial termodina´mico
La energ´ıa libre de Helmholtz es el potencial termodina´mico9 en la colectividad
cano´nica. De ella pueden obtenerse la energ´ıa interna por part´ıcula, la presio´n y el

































siendo v = 1/ρ el volumen por part´ıcula.
9En un sistema de N part´ıculas, a temperatura T y volumen V constantes, la energ´ıa libre de
Helmholtz es mı´nima.
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De aqu´ı que la energ´ıa interna por part´ıcula, la presio´n y el potencial qu´ımico,
puedan tambie´n separarse en una contribucio´n ideal y un te´rmino de exceso:
















y el potencial qu´ımico reducido, una vez se conozcan la energ´ıa libre y la presio´n:
βµ(ρ, T ) = ln ρ+ βf ex(ρ, T ) + Z(ρ, T ) +G(T ) (1.56)
donde Z(ρ, T ) = βp/ρ es el factor de compresibilidad y G(T ) es una funcio´n de la
temperatura10.
1.3.2. Energ´ıa interna y presio´n
La energ´ıa interna (1.50) y la presio´n (1.51) pueden obtenerse a partir de la energ´ıa
de Helmholtz. Partiendo de la funcio´n de particio´n cano´nica, plantearemos las ecuacio-
nes que relacionan la energ´ıa y la presio´n con la estructura.
1.3.2.1. Energ´ıa interna
En te´rminos de la funcio´n de particio´n cano´nica, podemos escribir:








y factorizando la funcio´n de particio´n cano´nica segu´n (1.5), podemos separar las con-





















Al promediar la energ´ıa potencial hemos de introducir el desarrollo del potencial en
las sucesivas contribuciones de n cuerpos (1.34). Para un fluido homoge´neo e iso´tropo,
10G(T ) es constante a lo largo de una isoterma, y por tanto toma valores ide´nticos en fases que
coexisten en equilibrio.
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23 + ... (1.60)
y en el caso de considerar u´nicamente potenciales de interaccio´n de par se obtiene, tanto









De la expresio´n de la presio´n (1.51) y la energ´ıa de Helmholtz por part´ıcula (1.42),














puesto que en QN , ZN es el u´nico factor de que depende del volumen a trave´s de las
posiciones de las part´ıculas. Reescalando e´stas con el volumen mediante el cambio de









De aqu´ı la ecuacio´n del virial —VN(r
N) conserva la dependencia del volumen, a

























ecuacio´n que indica que la presio´n de un fluido debida a interacciones entre las part´ıcu-
las, se obtiene evaluando el promedio te´rmico de la variacio´n de la energ´ıa potencial
con respecto al volumen o funcio´n del virial del sistema.
Si introducimos en la ecuacio´n del virial la derivada del desarrollo de la energ´ıa


































tenemos que la presio´n:




































Es importante subrayar que para el fluido de esferas duras (HS), como para cualquier
potencial de interaccio´n de par discontinuo, la ecuacio´n (1.66) ha de evaluarse con cierto
cuidado debido a la discontinuidad. Una sencilla reorganizacio´n del integrando muestra
que la presio´n viene dada directamente por el valor de la funcio´n de distribucio´n radial









11Si hacemos el desarrollo del virial de g(r) y lo introducimos en la ecuacio´n del virial para inter-
acciones de dos cuerpos, truncarla en el te´rmino de segundo orden equivale a sustituir la funcio´n de
distribucio´n por el l´ımite a bajas densidades. Pero la ecuacio´n de estado del virial converge muy mal
a altas densidades y en la fase l´ıquida es necesario introducir alguna aproximacio´n para los te´rminos
de mayor orden en ρ.
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1.3.2.3. Integracio´n termodina´mica
Una vez calculadas la energ´ıa interna y la presio´n a partir de las funciones de
distribucio´n, podemos calcular la energ´ıa libre mediante las relaciones termodina´micas
(1.50) y (1.51). Las expresiones as´ı obtenidas nos servira´n para comprobar la validez
de los resultados obtenidos por (1.60) y (1.65).
Ca´lculo de la energ´ıa libre en una isoterma supercr´ıtica o en fase gaseosa.
Podemos calcular, a partir de (1.51):




Z(ρ, T )− 1
ρ
(1.68)
para lo que necesitaremos extrapolar el valor de (Z(ρ, T )− 1)/ρ en ρ→ 0.
Ca´lculo de la energ´ıa libre en la fase l´ıquida.
En algunos casos, las teor´ıas de las funciones de distribucio´n no tienen solucio´n
en la regio´n de coexistencia, reflejando as´ı el hecho de que los estados en esta
regio´n esta´n fuera del equilibrio. Por ello, para alcanzar la fase l´ıquida en estos
casos hemos de seguir un procedimiento ma´s elaborado.
1. Integrar una isoterma supercr´ıtica T1 mediante (1.68), hasta una densidad
de referencia ρ1 para obtener βf
ex(T1, ρ1).
2. Integrar la isocora ρ1 para obtener la energ´ıa libre a la temperatura T en la
que se estudiara´ el equilibrio. A partir de (1.50):








3. Integrar en la isoterma T del equilibrio desde la densidad ρ1 hasta ρ:




Z(ρ′, T )− 1
ρ′
(1.70)
1.3.3. Ca´lculo del diagrama de fases
Fijada la ley de fuerzas entre las part´ıculas y las ecuaciones que relacionan el po-
tencial con las funciones estructurales, se determinan las magnitudes termodina´micas.
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Las condiciones de coexistencia o de equilibrio te´rmico, meca´nico y qu´ımico,
para dos fases fluidas I y II:
TI = TII
pI = pII
µI = µII (1.71)
donde Ti, pi y µi son la temperatura, presio´n y potencial qu´ımico de la fase i = I, II.
Las curvas de coexistencia presio´n-volumen se obtienen, pues, igualando los potenciales
qu´ımicos:
µI(p, T ) = µII(p, T ) (1.72)
Las condiciones de estabilidad de fase pueden especificarse en te´rminos del
comportamiento de la energ´ıa libre de Helmholtz por part´ıcula.
Condicio´n de estabilidad meca´nica:

























donde χT es el coeficiente de compresibilidad isoterma, CV es la capacidad ca-
lor´ıfica a volumen constante y S(N, V, T ) es la entrop´ıa.
En la representacio´n de una isoterma t´ıpica de van der Waals (ver figura 1.2),
los puntos de coeficiente de compresibilidad isoterma infinita corresponden al ma´ximo
y mı´nimo de la isoterma, y forman parte de la espinodal o curva de inestabilidad.
La binodal o curva de coexistencia de fases se reconstruye, para cada temperatura,
igualando el potencial qu´ımico y la presio´n de ambas fases, lo cual es equivalente
a obtener la igualdad de las a´reas encerradas en el bucle comprendido entre fases
coexistentes, a trave´s de la construccio´n de Maxwel (Tejero y Baus, 2000).
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Figura 1.2: Isoterma de van der Waals (ABCDEFG) en la que el a´rea rayada indica la cons-
truccio´n de Maxwell. B y F son los puntos de coexistencia l´ıquido-vapor cuya localizacio´n en
el plano representa la binodal . D y E son puntos en los que χT =∞, cuya localizacio´n repre-
senta la espinodal . BD y EF son las porciones metaestables de la isoterma. DE corresponde
a estados con inestabilidad meca´nica. C es el punto cr´ıtico l´ıquido-vapor.
1.3.3.1. Compresibilidad isoterma
El coeficiente de compresibilidad isoterma esta´ relacionado con las fluctuaciones del






De la ecuacio´n de normalizacio´n (1.22):
∫
dr1dr2[ρ
(2)(r1, r2)− ρ(1)(r1)ρ(1)(r2)] =
〈
N2
〉− 〈N〉 − 〈N〉2 (1.76)
que en el caso de que el sistema sea homoge´neo:
1 + ρ
∫
dr [g(r)− 1] = 〈N
2〉 − 〈N〉2
〈N〉 (1.77)
Esta ecuacio´n, junto con (1.75), conduce a la ecuacio´n de la compresibilidad
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para un sistema homoge´neo12:
ρχT
β
= 1 + ρ
∫
drh(r; ρ, T ) = 1 + ρh˜(0; ρ, T ) (1.78)
donde h˜(k; ρ, T ) es la transformada de Fourier de h(r; ρ, T ). Hemos especificado la
dependencia en (ρ, T ) de la funcio´n de correlacio´n, para subrayar el hecho de que el
fluido se encuentra en equilibrio con el exterior a temperatura T y potencial qu´ımico
µ(ρ, T ).
1.4. Teor´ıas de las funciones de distribucio´n
Una vez fijada la ley de fuerzas entre las part´ıculas, existen una serie de ecuaciones
que relacionan el potencial con las funciones estructurales y en particular con la funcio´n
de correlacio´n. Por otro lado, una vez conocida g(r) en un fluido de energ´ıa potencial
tipo (1.32), las variables termodina´micas quedan perfectamente determinadas a trave´s
de (1.61), (1.66) y (1.78). En esta seccio´n revisaremos los me´todos teo´ricos utilizados
para el ca´lculo de la funcio´n de distribucio´n g(r) originada por un potencial de par
v(r).
1.4.1. Estructura de los fluidos y ecuacio´n Ornstein-Zernike
En un fluido en el que conocemos la funcio´n de correlacio´n h(r, r′) de dos part´ıculas
situadas en r y r′, podemos definir formalmente la funcio´n de correlacio´n directa c(r, r′),
o simplemente c(r) si el fluido es homoge´neo e iso´tropo, mediante la llamada ecuacio´n
de Ornstein-Zernike (OZ):
h(r; ρ, T ) = c(r; ρ, T ) + ρ
∫
dr′c (|r− r′|; ρ, T )h(r′; ρ, T ) (1.79)
Haciendo la transformada de Fourier de la ecuacio´n OZ, y con la ecuacio´n de la
compresibilidad (1.78), se obtiene:
ρc˜(0; ρ, T ) =
∫
drc(r; ρ, t) = 1− β
ρχT
(1.80)
12La ecuacio´n (1.78), que depende u´nicamente de la funcio´n de distribucio´n de dos part´ıculas, no
se limita a ser va´lida para los sistemas con energ´ıa de interaccio´n aditiva de par.
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donde se observa que c(r; ρ, T ), a diferencia de h(r; ρ, T ), es una funcio´n de corto alcance
aun en el punto cr´ıtico, en el que el coeficiente de compresibilidad isoterma diverge.
El significado de la funcio´n de correlacio´n directa puede ser fa´cilmente ilus-
trado sustituyendo iterativamente h(r′; ρ, T ) en (1.79). Se obtienen una serie de convo-
luciones
h(r; ρ, T ) = c(r; ρ, T ) + ρ
∫
dr′c(r′; ρ, T )
+ ρ2
∫
dr′dr′′c (|r− r′|; ρ, T ) c (|r′ − r′′|; ρ, T ) c(r′′; ρ, T ) + ... (1.81)
de modo que la estructura de esta expresio´n muestra que la ecuacio´n OZ describe la
funcio´n de correlacio´n total de dos part´ıculas como la suma de varias contribuciones: la
primera coincide con la correlacio´n directa c(r), y el resto da cuenta de las correlaciones
indirectas a trave´s de convoluciones de la propia c(r) sobre el resto de las part´ıculas.
En este sentido, es razonable suponer que el rango de c(r) sea comparable con el del
potencial de par y que, debido a los efectos de la correlacio´n indirecta, h(r) sea de
alcance mayor que c(r)13.
1.4.2. Ecuacio´n de cierre: Teor´ıas de Ecuaciones Integrales
Las funciones que describen la estructura del fluido —c(r), h(r) y por tanto g(r)—
son susceptibles de un ana´lisis sistema´tico en te´rminos de integrales de configuracio´n
sobre grupos de part´ıculas. Dichas integrales de configuracio´n pueden representarse
mediante desarrollos en diagramas (Hansen y McDonald, 1986). De estos desarrollos
se puede obtener una relacio´n ba´sica entre las funciones de correlacio´n y el potencial
de interaccio´n v(r):
g(r) = e−βv(r)+h(r)−c(r)+B(r) (1.82)
donde la llamada funcio´n puente B(r) es una suma infinita de convoluciones, en orden
creciente, de funciones de correlacio´n y funciones del potencial. Se han desarrollado
numerosas te´cnicas y procedimientos de simulacio´n para tratar de calcular la funcio´n
puente B(r) para distintos modelos de fluidos; en general, no siendo posible determinar
13El argumento respecto a los rangos relativos de c(r) y h(r) no es aplicable a los fluidos io´nicos.
En ellos el efecto del apantallamiento hace que h(r) decaiga exponencialmente, mientras que c(r)
mantiene el rango del potencial y por tanto decae como r−1.
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su valor exacto, la ecuacio´n (1.82) puede de hecho ser considerada como una definicio´n
de B(r).
Aunque las ecuaciones OZ y la ecuacio´n (1.82) son dos ecuaciones exactas, contienen
tres funciones desconocidas: h(r), c(r) y B(r). LasTeor´ıas de Ecuaciones Integrales
o IETs (del ingle´s, Integration Equation Theories) introducen las relaciones de cierre,
aproximaciones de la ecuacio´n (1.82) que equivalen a establecer una aproximacio´n
para la funcio´n B(r)14. De este modo la ecuacio´n OZ, junto con una relacio´n de cierre,
proporcionara´n un sistema de ecuaciones completo para la determinacio´n aproximada
de h(r) y c(r).
Las IETs presentan una serie de propiedades que las convierten en una herramienta
u´til para el estudio del fluido.
En los casos en los que la solucio´n de la ecuacio´n integral pueda obtenerse de
forma anal´ıtica, e´sta no quedara´ condicionada a que el sistema sea finito, como
ocurrir´ıa en los me´todos de simulacio´n. Sin embargo, lo normal es que puedan
resolverse u´nicamente mediante procedimientos nume´ricos, en los que se requiere
menos tiempo computacional que en simulacio´n.
La extensio´n de los intervalos espaciales requeridos para la resolucio´n nume´rica
de las IETs, si bien es necesariamente finita, siempre sera´ mayor que la de los
recintos de simulacio´n t´ıpicos. El uso de dichos recintos entra en conflicto con la
descripcio´n de las fluctuaciones cr´ıticas de largo alcance y los algoritmos para su
solucio´n tienden a ser inestables en la proximidad de la frontera de estabilidad
de fase.
Otra ventaja de las IETs es que no presentan los problemas de muestreo del
espacio de fases que s´ı presentan los me´todos de simulacio´n en fases muy diluidas,
as´ı como en los sistemas en los que, debido a la naturaleza del potencial de
interaccio´n, se puede caer en mı´nimos de energ´ıa secundarios causando problemas
de ergodicidad para los tiempos computacionales empleados15.
14Esto es posible porque la funcio´n B(r) es de corto alcance y relativamente insensible a la forma
del potencial.
15Tales problemas aparecen en la simulacio´n de las disoluciones coloidales cargadas y las micelas.
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1.4.2.1. Aproximacio´n de Percus–Yevick (PY)
Puesto que la funcio´n de correlacio´n directa se introdujo para representar la correla-
cio´n entre dos part´ıculas en un sistema que contiene otras N−2 part´ıculas, es razonable
escribir:
c(r) = g(r)− gindirecta(r) (1.83)
donde g(r) = exp [−βw(r)], siendo w(r) el potencial de fuerza media, y gindirecta(r) es
la funcio´n de distribucio´n radial sin incluir la interaccio´n directa v(r).
Por tanto, la ecuacio´n de cierre de PY, introduce la siguiente aproximacio´n para la
funcio´n de correlacio´n directa c(r):
cPY (r) ≡ exp [−βw(r)]− exp {−β[w(r)− v(r)]} = g(r)
[
1− eβv(r)] (1.84)
que representa una funcio´n de correlacio´n directa de corto alcance. En general, se ha
comprobado que esta aproximacio´n produce mejores resultados en potenciales de corto
alcance.
La aproximacio´n que (1.84) introduce para la funcio´n puente B(r):
BPY (r) ≡ − [g(r)− c(r)] + 1 + ln [g(r)− c(r)] (1.85)
El fluido de esferas duras puede resolverse anal´ıticamente en esta aproximacio´n,
proporcionando expresiones inconsistentes para la presio´n obtenida mediante las ecua-
ciones del virial, (ZHS)
PY
V , y de la compresibilidad, (ZHS)
PY
c . Por otro lado, la expresio´n
obtenida por Carnahan y Starling para el factor de compresibilidad, puede obtener-
se mediante una combinacio´n lineal de los factores de compresibilidad obtenidos por












1 + η + η2 − η3
(1− η)3 (1.86)
donde η = (π/6)ρσ3 es la fraccio´n de empaquetamiento del sistema de esferas duras de
dia´metro σ y densidad ρ. Siempre que tengamos necesidad de calcular la termodina´mica
del fluido de esferas duras, utilizaremos el factor de compresibilidad de Carnahan y
Starling, que reproduce fielmente los resultados de la simulacio´n de Montecarlo.
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1.4.2.2. Aproximacio´n HNC
La aproximacio´n HNC (del ingle´s, Hypernetted–Chain) se obtiene introduciendo
los primeros te´rminos del desarrollo de gindirecta(r) = e
−β[w(r)−v(r)] en (1.83):
cHNC(r) ≡ g(r)− 1 + β[w(r)− v(r)] (1.87)
de donde la expresio´n aproximada de la funcio´n de distribucio´n radial g(r) = e−βw(r):
gHNC(r) ≡ e−βv(r)+h(r)−c(r) (1.88)
La aproximacio´n que introduce HNC para la funcio´n de correlacio´n directa c(r)
es, como en el caso de PY, de corto alcance. Se puede comprobar que se obtiene
sumando un nu´mero mayor de integrales de configuracio´n que en PY. Sin embargo,
aunque los resultados para HNC en potenciales de largo alcance —por ejemplo para
las interacciones de Coulomb— son ma´s precisos que para PY, no es as´ı para los de
corto alcance, como es el caso del fluido de esferas duras.
La ecuacio´n (1.88) introduce el valor aproximado para la funcio´n puente B(r):
BHNC(r) ≡ 0 (1.89)
La ecuacio´n HNC en fluidos simples, a diferencia de la PY, ha de ser siempre
resuelta nume´ricamente. La estrategia nume´rica resultara´ crucial en la rapidez de la
convergencia de la solucio´n (ver Ape´ndice A).
Una vez conocida gHNC(r) y la cHNC(r), se puede hacer uso de una expresio´n
cerrada y directa para la energ´ıa libre de exceso (Lado, 1982):
























(β/ρχT − 1) (1.90)
donde ρ es la densidad, T la temperatura, c˜ y h˜ las transformadas de Fourier de c(r)
y h(r), y χT el coeficiente de compresibilidad isoterma, relacionado con la funcio´n de
correlacio´n a trave´s de la ecuacio´n de la compresibilidad (1.78).
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1.4.2.3. Aproximacio´n RHNC
La aproximacio´n RHNC (del ingle´s, Reference Hypernetted–Chain) es una genera-
lizacio´n de la aproximacio´n HNC. Partiremos de un fluido de referencia, caracterizado
por un potencial de interaccio´n de par de corto alcance v0(r), cuya funcio´n de dis-
tribucio´n radial g0(r) se conoce previamente o en su defecto se calcula con precisio´n
aceptable. De este modo el potencial de interaccio´n del sistema se puede entonces
escribir como la suma del potencial de referencia ma´s una pequen˜a perturbacio´n:
v(r) = v0(r) + ∆v(r) (1.91)
y dicha perturbacio´n se traslada a las funciones de correlacio´n, de modo que las propie-
dades estructurales del fluido de referencia —para el que las funciones de correlacio´n
directa y total son c0(r) y h0(r)— se reproducira´n en el l´ımite de perturbaciones des-
preciables:
c(r) = c0(r) + ∆c(r) (1.92)
h(r) = h0(r) + ∆h(r) (1.93)
La aproximacio´n RHNC introducida para c(r), en te´rminos de la funcio´n serie
definida por s(r) ≡ h(r)− c(r):
cRHNC(r) ≡ g0(r)e∆s(r)−β∆v(r) − s(r)− 1 (1.94)
que equivale a definir una relacio´n de cierre en la que la funcio´n puente se aproxima
por la del potencial de referencia B0(r; ρ, T ):
gRHNC(r) ≡ e−βv(r)+h(r)−c(r)+B0(r) (1.95)
El principio de universalidad de la funcio´n puente (Rosenfeld y Ashcroft, 1979) es-
tablece que, en un sistema con una cierta geometr´ıa molecular, B(r) es esencialmente
la misma para cualquier potencial. As´ı pues, para una misma funcio´n puente, es posi-
ble tomar el potencial de referencia v0(r) como una funcio´n que dependa de algunos
para´metros, de manera que el valor final de e´stos minimice el valor aproximado de la
energ´ıa libre, (condicio´n de optimizacio´n de Lado et. al. (1983), ver Ape´ndice B). En los
fluidos simples, el sistema de referencia ma´s adecuado es el modelo de esferas duras con
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dia´metro ajustable σ. En el fluido de esferas duras, existen expresiones parametrizadas
muy precisas para la funcio´n puente gracias a la existencia de solucio´n anal´ıtica en la
aproximacio´n de Percus–Yevick, a los numerosos resultados obtenidos en simulacio´n, y
a la sencillez y validez, en un amplio rango de densidades, de su ecuacio´n de estado.
La energ´ıa libre de exceso puede tambie´n calcularse una vez resuelta la estructura,
mediante la expresio´n aproximada (Lado, 1982b):
f exRHNC = f
ex
HNC − f exHNC0 − f ex0 (1.96)
donde f exHNC y f
ex
HNC0 son la energ´ıa libre de exceso por part´ıcula HNC calculada segu´n
(1.90) del sistema de potencial de par v(r) y del sistema de referencia respectivamente,
y f ex0 es la energ´ıa libre exacta de exceso por part´ıcula para el sistema de referencia
16.
1.4.2.4. Funcio´n de distribucio´n radial y coeficientes del virial
Del ana´lisis de g(r) en te´rminos de integrales de configuracio´n sobre grupos de
part´ıculas y la representacio´n de e´stas en diagramas, se observa que para un sistema
homoge´neo puede escribirse el desarrollo en serie de potencias de la densidad (Hansen
y McDonald, 1986):
g(r; ρ, T ) = g0(r;T ) + ρg1(r;T ) + ρ
2g2(r;T ) + ... (1.98)
donde hemos escrito la dependencia expl´ıcita en ρ y T de la funcio´n de distribucio´n
radial . Si introducimos (1.98) en la ecuacio´n de la presio´n del virial (1.66), obtenemos








16En el caso de que el sistema de referencia sea un fluido de esferas duras, la energ´ıa libre de exceso
por part´ıcula, que hemos denotado como fex0 en (1.96), puede calcularse a partir de la ecuacio´n de
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y podemos entonces calcular los llamados coeficientes del virial Bn a trave´s de los
coeficientes del desarrollo de g(r) (McQuarrie, 1973):

















siendo S ′1,2,...,j+1 la suma de los productos de las funciones de Mayer
17:
fij = f(rij) = e
−βv(rij ) − 1 (1.102)
de modo que dichos productos conecten todas las part´ıculas 1, 2, ..., j + 1, y al supri-
mir cualquiera de e´stas part´ıculas junto con sus conexiones, las restantes sigan todas
conectadas (diagramas estrella o doblemente conexos (Hoover y DeRocco, 1962)).
La comparacio´n de los coeficientes del virial obtenidos por (1.100)-(1.101), es un
modo u´til para verificar la bondad de una aproximacio´n de la funcio´n g(r). En este sen-
tido, tanto PY como HNC reproducen adecuadamente el segundo y tercer coeficientes
del virial.
1.4.3. El problema de la consistencia termodina´mica
Dado que las ecuaciones integrales proporcionan relaciones de cierre que son so´lo
aproximadas, las funciones de estructura que se obtienen a partir de aquellas, propor-
cionara´n magnitudes termodina´micas tambie´n aproximadas. Esto hace que no se sa-
tisfagan ecuaciones que, en el caso de tratarse de magnitudes termodina´micas exactas,
deber´ıan cumplirse. Se dice entonces que la ecuacio´n integral es termodina´micamente
inconsistente.
Una propiedad interesante de la HNC es que es totalmente consistente en la energ´ıa
interna y en la presio´n del virial (Morita, 1960; Morita y Hiroike, 1960). Esto significa
que los resultados obtenidos mediante las ecuaciones de la energ´ıa interna (1.61) y
17Las funciones de Mayer tienden ra´pidamente a cero para todos los potenciales de corto alcance,
lo que simplifica enormemente el ca´lculo de dichas integrales.
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de la presio´n (1.66), son ide´nticos a los obtenidos por derivacio´n termodina´mica de la
energ´ıa libre de Helmholtz fHNC . Sin embargo la presio´n obtenida por la ecuacio´n de
la compresibilidad (1.78) es inconsistente (Schlijper et. al., 1993).
Respecto a la RHNC, la consistencia en la energ´ıa libre y la presio´n resultan en
principio so´lo aproximadas. Sin embargo, en esta aproximacio´n, puede forzarse la con-
sistencia a costa de fijar los para´metros de los que depende la funcio´n puente del sistema
de referencia. De hecho el intere´s f´ısico de la condicio´n de optimizacio´n de Lado et. al.
(1983) para el potencial de referencia v0(r), se pone de manifiesto al comprobar que
la inconsistencia termodina´mica en la energ´ıa interna y la presio´n de la aproximacio´n
RHNC (Lado, 1973) desaparece (Lado, 1982c). En lo que respecta a la ecuacio´n de la
compresibilidad, la inconsistencia no se elimina por completo pero se reduce conside-
rablemente.
En un fluido simple con energ´ıa potencial tipo (1.32) hemos visto que, conocida
la funcio´n de distribucio´n radial g(r) para el potencial de interaccio´n de par v(r),
pueden calcularse la energ´ıa libre, la energ´ıa interna, la presio´n y la compresibilidad
segu´n (1.49), (1.61), (1.66) y (1.78). De aqu´ı que el factor de compresibilidad Z pueda
calcularse por tres caminos diferentes. Distinguiremos los resultados correspondientes
mediante un sub´ındice: C (si se obtiene de la ecuacio´n de la compresibilidad), V (de
la ecuacio´n del virial), E (de la ecuacio´n de la energ´ıa):








Por integracio´n en ρ de la ecuacio´n de la compresibilidad (1.78) a lo largo de una
isoterma:











1 + ρh˜(0; ρ, T )
]−1
dρ (1.104)
Por derivacio´n isoterma de la energ´ıa libre de Helmholtz, previamente obtenida
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La ecuacio´n integral que proporciona la funcio´n g(r) resultar´ıa ser termodina´mica-
mente consistente si cumpliera que:
(Z)V = (Z)C = (Z)E (1.106)
Para comprobar su grado de consistencia en las ecuaciones de la energ´ıa y del virial,
se calcula directamente el funcional de la energ´ıa libre que proporcionan las correspon-
dientes funciones de distribucio´n cuando esto es posible, y se compara con la obtenida
por integracio´n termodina´mica a partir de (1.103) y (1.105).
1.5. Teor´ıas Perturbativas Termodina´micas
Los factores que determinan la estructura de los fluidos simples esta´n fundamental-
mente asociados, especialmente a alta densidad, al empaquetamiento de las part´ıculas
(Hansen y McDonald, 1986). Este hecho sugiere la descomposicio´n del potencial de par
en la superposicio´n de una parte repulsiva de corto alcance, ma´s una parte atractiva y
suave de largo alcance. La parte atractiva del potencial u´nicamente proporcionara´ un
potencial de fondo uniforme, que hace posible la energ´ıa de cohesio´n pero que apenas
afectara´ a la estructura18. Esta descomposicio´n abre el camino para un tratamiento
perturbativo del potencial de par v(r), en el que se tratara´ la parte repulsiva como
potencial de referencia, y la parte atractiva como perturbacio´n.
En lo que respecta al potencial de referencia v0(r), han de ser conocidas con precisio´n
la energ´ıa libre de Helmholtz F0, o la funcio´n de distribucio´n radial g0(r). La estructura
y termodina´mica del fluido problema, se obtendra´n a partir de expresiones para las que
u´nicamente es preciso conocer el potencial de perturbacio´n y la funcio´n de distribucio´n
del potencial de referencia.
1.5.1. Integracio´n termodina´mica
Conside´rese la familia de potenciales de par:
v(r|λ) = v0(r) + λ (v(r)− v0(r)) (1.107)
18Esta es la aproximacio´n esencial en las teor´ıas de campo medio, en las que se considera g(r) = 1
fuera del interior de la part´ıcula.
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que depende del para´metro de acoplamiento λ (0 ≤ λ ≤ 1), el cual “conecta” de forma
continua el potencial de referencia y el potencial problema:
v(r|0) = v0(r)
v(r|1) = v(r)
La energ´ıa potencial del sistema de N part´ıculas que interactu´an mediante el po-













donde vA(r) = v(r)− v0(r) es la parte atractiva del potencial de par. De la definicio´n
de la energ´ıa de Helmholtz para la familia de hamiltonianos H(λ) obtenidos de (1.107),
puede obtenerse la energ´ıa libre de Helmholtz por integracio´n termodina´mica:










donde F0 es la energ´ıa libre del sistema de referencia, y 〈 〉λ denota el promedio en la
colectividad cano´nica.
1.5.2. Desarrollo a alta temperatura
Haciendo un desarrollo de potencias en la temperatura inversa, puede medirse el
efecto del potencial de perturbacio´n vA(r) sobre las variables termodina´micas del sis-
tema con potencial de interaccio´n de par v(r)19: es el llamado desarrollo a alta tempe-
ratura (Hansen y McDonald, 1986) debido a Zwanzig (1954).
El desarrollo a alta temperatura para la energ´ıa libre del sistema de potencial de
par v(r), se obtiene haciendo el desarrollo de Taylor del promedio de la colectividad
alrededor del valor λ = 0 (esto es, del sistema de referencia). Puede mostrarse (Hansen
19Asumiremos que se trata de interacciones de par, pero en principio no hay dificultad alguna en
extender el tratamiento perturbativo al caso que incluya fuerzas de tres y ma´s cuerpos.
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y McDonald, 1986) que cada te´rmino corresponde a un promedio estad´ıstico de la
energ´ıa potencial de la perturbacio´n sobre la colectividad del sistema de referencia, con
lo que la serie de Taylor en β obtenida es:

























′) y g0(r) denotan la funcio´n de densidad de dos part´ıculas y la funcio´n
de distribucio´n radial del sistema de referencia, y donde se observa que la estructura
del fluido no queda afectada por la perturbacio´n. Una aproximacio´n de este
tipo queda en principio justificada en el caso en el que βǫ << 1, siendo ǫ la escala de
la energ´ıa de perturbacio´n: ello dependera´ del estado termodina´mico, de la forma del
potencial, y de la descomposicio´n de e´ste en los te´rminos perturbativo y de referencia.
El hecho de que los te´rminos de orden superior se determinen mediante fluctuaciones
de la energ´ıa de perturbacio´n, sugiere que sera´n pequen˜os respecto al te´rmino de primer
orden cuando el potencial de perturbacio´n sea una funcio´n suave de la distancia entre
part´ıculas.
A diferencia del te´rmino de primer orden, un ca´lculo del te´rmino de orden n-e´simo
requiere todos los o´rdenes hasta el 2n-e´simo de las funciones de distribucio´n del sistema
de referencia (Hansen y McDonald, 1986). Por tanto, en el caso de que fueran necesarios
te´rminos de orden superior al primero, aumentar´ıa enormemente la complejidad del
desarrollo.
1.5.3. Teor´ıa de van der Waals
De la expresio´n (1.109) y de la familia de potenciales (1.107) se obtiene la desigual-
dad de Gibbs-Bogoliubov (Tejero y Baus, 2000):
F ≤ F0 + 〈VA〉0 (1.112)
donde 〈〉0 representa el promedio sobre la colectividad cano´nica del sistema de refe-
rencia. Una importante aplicacio´n de la teor´ıa termodina´mica de perturbaciones es la
42 Fluidos simples
teor´ıa de van der Waals (vdW). La aproximacio´n vdW generalizada, para el ca´lculo de
la energ´ıa libre, se basa en tres presupuestos (Daanoun et. al., 1994):
1. La energ´ıa libre de Helmholtz por part´ıcula se estima como el valor ma´ximo en
la desigualdad de Gibbs-Bogoliubov (Tejero y Baus, 2000):





0 (r1, r2)vA(r12) (1.113)
donde f0 es la energ´ıa libre por part´ıcula del sistema de referencia de potencial de
par v0(r) —parte repulsiva del potencial de par v(r)—, ρ
(2)
0 (r1, r2) es la densidad
del par de dicho sistema de referencia y vA(r) es la parte atractiva de v(r).
2. Se trata de una aproximacio´n de campo medio, esto es, se desprecian las correla-
ciones dentro del alcance de atraccio´n de vA(r), en el que:
ρ
(2)







0 (r) es la funcio´n densidad de una part´ıcula para el sistema de referencia.
3. El potencial de par de referencia es el de un fluido de esferas duras de dia´metro
σ (1.38). De aqu´ı que la aproximacio´n de vdW a la energ´ıa libre por part´ıcula,
se puede escribir como la suma de la energ´ıa libre del fluido de esferas duras ma´s
la energ´ıa de cohesio´n debida a las atracciones:




En la aproximacio´n de volumen libre, el valor de la energ´ıa libre para un fluido de
esferas duras HS se puede aproximar por la de un gas ideal (1.43) en la que el volumen
se sustituye por el volumen Vf ≤ V −NvHS , accesible a las N esferas duras de volumen
vHS = πσ
3/6:













donde ρ0 representa una densidad ma´xima, que a su vez esta´ acotada por la densidad
de ma´ximo empaquetamiento del so´lido cu´bico centrado en las caras, la estructura
cristalina ma´s compacta: ρ < ρ0 <
√
2/σ3.
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De este modo, puesto que para una fase fluida uniforme la funcio´n densidad es una
constante ρ ≡ ρHS(r), la energ´ıa libre por part´ıcula del fluido en el l´ımite termodina´mi-
co:
fvdW (ρ, T ) = fHS(ρ, T ) + ∆f(ρ, T ) (1.117)
siendo:


















Podemos escribir la energ´ıa libre de Helmholtz por part´ıcula, separando la contribucio´n
ideal f id(ρ, T ), en te´rminos de la entrop´ıa y la energ´ıa de exceso por part´ıcula s(ρ, T )
y e(ρ, T ):
f(ρ, T ) = f id(ρ, T )− T s(ρ, T ) + e(ρ, T ) (1.120)
comproba´ndose que la aproximacio´n vdW ba´sicamente consiste en asociar la entrop´ıa
de exceso por part´ıcula totalmente a las repulsiones de un potencial de esferas duras
—lo que conduce a la conocida expresio´n para la entrop´ıa de exceso de una fase fluida,
meca´nicamente estable u´nicamente hasta una densidad ma´xima ρ0, siendo b = 1/ρ0
el covolumen— y la energ´ıa de exceso por part´ıcula a las atracciones —que en la
aproximacio´n de campo medio es la conocida expresio´n de la energ´ıa de cohesio´n—
(Coussaert y Baus, 1995):











En los sistemas unicomponentes, la separacio´n en dos fases fluidas por debajo de
la temperatura cr´ıtica se atribuye a las atracciones entre los componentes, las cuales
contrarrestan la pe´rdida de energ´ıa configuracional producida en la condensacio´n.
1.6. Simulacio´n de Montecarlo
Los me´todos de simulacio´n proporcionan resultados cuasiexperimentales a partir
de modelos teo´ricos bien definidos; de ah´ı que permitan chequear los resultados obte-
nidos por las teor´ıas aproximadas. Adema´s, permiten obtener informacio´n acerca de
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magnitudes de gran importancia teo´rica que no son directamente medibles en el labo-
ratorio. Todo ello gracias a que, como veremos, es posible simular el comportamiento
de un sistema macrosco´pico a partir de un modelo que contiene un nu´mero finito20 de
part´ıculas N .
El me´todo de Montecarlo esta´ndar (MC) fue formulado en la colectividad cano´nica.
Se trata de un me´todo esencialmente probabil´ıstico: al sistema de N part´ıculas que
interaccionan mediante un potencial conocido, se le asigna una configuracio´n inicial ar-
bitraria y a continuacio´n se generan un conjunto de configuraciones por desplazamientos
aleatorios. No todas las configuraciones que pueden generarse son aceptables: lo sera´n a
condicio´n de que asinto´ticamente se asegure un muestreo del espacio de configuracio´n,
de acuerdo con una densidad de probabilidad apropiada a la colectividad elegida. Tras
la generacio´n de un conjunto de configuraciones de las part´ıculas del sistema21 distri-
buidas en el espacio de fases de acuerdo con una cierta densidad de probabilidad, se
obtiene el promedio de una funcio´n de las coordenadas de las part´ıculas como promedio
sobre el conjunto de las configuraciones obtenidas. No intervienen, pues, los momentos
de las part´ıculas ni las escalas temporales, como tampoco influye el orden en el que
aparecen las distintas configuraciones: a los resultados de MC se an˜adira´n, a posteriori,
las contribuciones ideales a la variable termodina´mica correspondiente.
1.6.0.1. Simulacio´n mediante modelos finitos
Se trata de emular sistemas macrosco´picos, con las restricciones que impone la
economı´a en tiempo computacional, como por ejemplo el que el sistema modelo sea
pequen˜o. Aparecera´n por ello una serie de inconvenientes que el propio me´todo ha de
solventar.
Un inconveniente que surge del uso de pequen˜as muestras es, por ejemplo, el llama-
do problema cuasiergo´dico: el sistema podr´ıa resultar “atrapado” en una pequen˜a
regio´n del espacio de fases, por lo que hay que estar atentos a dar el tiempo suficiente
para que el sistema se equilibre antes de obtener resultados definitivos, y a lo largo del
ca´lculo, monitorizar las propiedades para detectar las tendencias a largo plazo.
20N suele ser del orden de varios cientos de part´ıculas y puede llegar hasta 109.
21Normalmente es necesario generar del orden de un millo´n de configuraciones.
Fluidos con interacciones efectivas dependientes del estado Guiomar Ruiz Lo´pez
1.6 Simulacio´n de Montecarlo 45
Para minimizar los efectos de superficie, de modo que el comportamiento pueda
acercarse al de un sistema infinito, una solucio´n es utilizar condiciones de contorno
perio´dicas: una celda central de dimensiones lineales L, contiene a las N part´ıculas
y esta´ rodeada de celdas que se repiten perio´dicamente como ima´genes especulares de
la primera. Se trata de celdas ide´nticas, cada una de las cuales contiene N part´ıculas
en las mismas posiciones relativas que la central. A la hora de elegir tanto el nu´mero
de part´ıculas N como la forma de las celdas, es conveniente hacerlo de modo que las
condiciones de frontera perio´dicas generen una red perfecta apropiada al sistema que
se esta´ estudiando cuando las part´ıculas de la celda central se ordenen (Ashcroft y
Mermin, 1976).
Por otro lado, el taman˜o finito de las celdas hace imposible el estudio de ciertas
fluctuaciones espaciales de longitud de onda mayor que la de la celda L: la supresio´n
de las fluctuaciones de larga longitud de onda en la densidad, hace que el estudio de los
feno´menos cr´ıticos por simulacio´n requieran el uso de me´todos ma´s sofisticados, como
las te´cnicas de escalado en taman˜o finito (Binder, 1981).
1.6.0.2. Potenciales de interaccio´n
La u´nica informacio´n de entrada en una simulacio´n, adema´s de los para´metros fijos
y de las condiciones iniciales, es la forma de las interacciones entre las part´ıculas.
Es comu´n truncar la interaccio´n a una distancia de corte rc ≤ 12L. El efecto de
las interacciones que se desprecian se incorpora, en el ca´lculo de las propiedades ma-
crosco´picas, mediante correcciones de largo alcance; e´stas pueden ser significativas,
especialmente en el ca´lculo de la presio´n. Al utilizar un radio de corte, la interaccio´n
de una part´ıcula con el resto se realiza mediante el convenio de imagen mı´nima, segu´n
el cual cada part´ıcula i de la celda central se asume que interactu´a so´lo con la imagen
ma´s pro´xima de otra part´ıcula j.
Pero el uso de un radio de corte no resulta apropiado cuando las fuerzas entre las
part´ıculas son de muy largo alcance, como sucede con las interacciones electrosta´ticas.
En ese caso aparecen sumas infinitas, al calcular la interaccio´n de cada part´ıcula no so´lo
con las part´ıculas de la propia celda sino tambie´n de las vecinas. Para ello se emplea
el me´todo de las sumas de Ewald (Frenkel y Smit, 1996).
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1.6.0.3. Ca´lculo de variables termodina´micas
Sin tratar de agotar todo lo que podr´ıa decirse acerca de la simulacio´n en distintas
colectividades, nos limitamos a hablar del me´todo MC en la colectividad cano´nica.
Si se generan configuraciones aleatoriasm del sistema, se puede obtener una estima-
cio´n del promedio sobre la colectividad cano´nica de cualquier funcio´n de las coordenadas






donde VN(m) es la energ´ıa total de la configuracio´n m. Sin embargo esta aproximacio´n
es muy poco eficiente, dado que (1.123) contiene configuraciones irrelevantes para el
promedio. El problema puede ser resuelto utilizando un muestreo en el que las con-
figuraciones se escojan aleatoriamente de una distribucio´n no uniforme, de modo que
las regiones del espacio de fases que ma´s contribuyan al promedio, sean tambie´n las
ma´s frecuentes en el muestreo. Asignando un peso a cada configuracio´n, que resulte







siendoM el nu´mero de configuraciones que se suman en (1.124), de modo que el ca´lculo
de 〈O〉 se reduce a calcular una suma en la que los te´rminos se encuentran distribuidos
conforme a la densidad de probabilidad de la colectividad cano´nica. El problema de la
simulacio´n en la colectividad cano´nica se reduce entonces a la elaboracio´n de un pro-
cedimiento para generar configuraciones de acuerdo con la distribucio´n de Boltzmann.
Para ello se empleara´ el siguiente algoritmo.
1.6.0.4. Algoritmo de Metro´polis
Se trata del algoritmo ma´s utilizado para generar configuraciones distribuidas con-
forme a la densidad de probabilidad de cualquier colectividad (Allen y Tildesley, 1987).
Partiendo de una configuracio´n inicial m, y siendo W (n) la funcio´n de peso para una
configuracio´n n cualquiera, seguimos el siguiente esquema:
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Se genera una nueva configuracio´n de prueba n, pro´xima a la configuracio´n m:
esto equivale a hacer un desplazamiento aleatorio de una part´ıcula del sistema,
escogida al azar.




• Si rmn ≥ 1, se acepta el desplazamiento (m+ 1 = n).
• Si rmn < 1, se genera un nu´mero aleatorio 0 ≤ η ≤ 1:
◦ Si η < rmn, se acepta el desplazamiento (m+ 1 = n).
◦ Si η > rmn, se rechaza el desplazamiento (m+ 1 = m).
Se vuelve al primer paso, partiendo de la configuracio´n m+ 1
De este modo la probabilidad de transicio´n de la configuracio´n m a la m+ 1 es:
Pm→m+1 = min(1, rm,m+1) (1.125)
y mediante la aplicacio´n secuencial de este algoritmo, se produce una cadena de Markov,
de modo que la configuracio´n l´ımite esta´ distribuida conforme a la funcio´n de densi-
dad de probabilidad en la colectividad elegida. En la colectividad cano´nica W (m) =
exp [−βVN(m)], de modo que el cociente rnm es la exponencial de un cambio en la
energ´ıa ∆E: si un intento de movimiento da lugar a un descenso de la energ´ıa, se





En este cap´ıtulo mostramos co´mo la propia teor´ıa de van der Waals predice, adema´s
de la transicio´n vapor–l´ıquido usual, la posible existencia de una segunda transicio´n
fluido–fluido cuando el alcance de las atracciones presenta una cierta dependencia no
mono´tona en la densidad. Aun para atracciones de largo alcance, dicha transicio´n
l´ıquido–l´ıquido puede permanecer como termodina´micamente metaestable respecto a la
transicio´n fluido–so´lido, de acuerdo con la transicio´n L–L en sustancias puras estudiada
por Poole et. al. (1997), Harrington et. al. (1997) y Mishima y Stanley (1998).
Una vez conocido un modelo de potencial de par efectivo compatible con la exis-
tencia de polimorfismo l´ıquido, estudiaremos su diagrama de fases mediante distintas
aproximaciones. Para comprobar de forma fehaciente la existencia de tal polimorfismo,
utilizaremos un procedimiento de simulacio´n especialmente disen˜ado para el tratamien-
to de potenciales dependientes de la densidad.
2.2. Modelo
La teor´ıa vdW permite, a pesar de su simplicidad, una descripcio´n cualitativamente
correcta del diagrama de fases completo para una sustancia pura (Daanoun et. al.,
1994). Vamos a reconstruir un modelo en el que, en el marco de esta teor´ıa, el potencial
de par efectivo de una sustancia pura sea capaz de producir polimorfismo l´ıquido.
2.2.1. Ecuacio´n de estado
Con la intencio´n de estimar la energ´ıa libre por part´ıcula en la aproximacio´n de
vdW (1.115), separaremos el potencial de par en una contribucio´n repulsiva de esferas
duras vHS(r), ma´s una perturbacio´n atractiva vA(r). La parte atractiva sera´ la que
decida la forma de la energ´ıa de cohesio´n.
Dado que los sistemas que parecen presentar transicio´n l´ıquido–l´ıquido presentan
caracter´ısticas aniso´tropas en el potencial de interaccio´n, proponemos reemplazarlo, en
primera aproximacio´n, por un potencial promedio iso´tropo. Dicho potencial efectivo
resultar´ıa de promediar el potencial aniso´tropo sobre los grados de libertad angulares,
con una funcio´n de correlacio´n dependiente de la densidad. Esto conducir´ıa al mo-
delo de potencial dependiente de la densidad desarrollado por Tejero y Baus (1998).
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En este modelo simplificado se desprecia la dependencia del potencial efectivo con la
temperatura.
Al considerar que es la parte atractiva del potencial efectivo la que depende de la





drvA(r; ρ) ≡ ρE(ρ) (2.1)
en la que E(ρ) contiene toda la dependencia en la densidad introducida por vA(r; ρ).
Como veremos, el hecho de que E(ρ) no sea constante, introducira´ modificaciones
profundas en la estructura del diagrama de fases.
Calcularemos la ecuacio´n de estado para dicho potencial, a partir de la energ´ıa libre
por part´ıcula aproximada fvdw, en la que todav´ıa no hemos especificado la forma de la





















2.2.2. Energ´ıa de cohesio´n












de modo que: 
kBTcρ0
2 = (ρ0 − ρc)2a(ρc)
2a(ρc)− (ρ0 − ρc)a′(ρc) = 0
(2.5)
donde pc, ρc y βc son la presio´n, la densidad y la temperatura inversa en el punto
cr´ıtico, y donde hemos definido la funcio´n:
a(ρ) ≡ −ρ [2e′(ρ) + ρe′′(ρ)] (2.6)
Las ecuaciones (2.5)-(2.6) pueden desvelar polimorfismo l´ıquido bajo ciertas condi-
ciones de la energ´ıa de cohesio´n (2.1). Comparemos con el caso cla´sico:
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Si E(ρ) = E es constante, la forma de la funcio´n a(ρ) = −2Eρ implica que el
punto cr´ıtico vdW l´ıquido–vapor esta´ndar es la u´nica solucio´n para las ecuaciones
(2.5):
ρc = ρ0/3, kBTc = −8e(ρ0)
27
(2.7)
Si E(ρ) no es constante, puede encontrarse ma´s de una solucio´n en (2.5).
Con la intencio´n de encontrar la energ´ıa de cohesio´n que lleve a la existencia de
ma´s de un punto cr´ıtico, introducimos una correccio´n del virial en a(ρ) = −2Eρ:
a(ρ) = −2E(0)ρ (1− αρ)2 (2.8)
de modo que α es una constante positiva que fuerza a un comportamiento no mono´tono
en a(ρ). El te´rmino cuadra´tico es necesario para que las temperaturas cr´ıticas Tc,
solucio´n de (2.5), sean positivas.
De (2.6)-(2.8), obtenemos la ecuacio´n diferencial que satisface el factor de la energ´ıa
de cohesio´n E(ρ):
ρ2E ′′(ρ) + 4ρE ′(ρ) + 2E(ρ) = 2(1− αρ)2E(0) (2.9)











Con la energ´ıa de cohesio´n correspondiente, las ecuaciones para los puntos cr´ıticos
(2.5) se transforman en:
ρ0
2 = −2E(0)(ρ0 − ρc)2ρc(αρc − 1)2βc
2ρc(αρc − 1)2 = (ρ0 − ρc)(3α2ρ2c − 4αρc + 1)
(2.11)
la segunda de las cuales es un polinomio cu´bico en ρc que contiene tres soluciones:
dos de ellas de temperatura cr´ıtica positiva y una tercera solucio´n espuria Tc = 0
(ρc = 1/α, ρ0).
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2.2.3. Potencial efectivo
El cara´cter no mono´tono del factor de la energ´ıa de cohesio´n E(ρ), se refleja en
un cara´cter tambie´n no mono´tono de los para´metros del potencial. De este modo, si el
potencial de par vA(r; ρ) es del tipo potencia inversa con ı´ndice n(ρ):
vA(r; ρ) =
{




(r ≥ σ) (2.12)
donde ǫ es el para´metro que fija la escala de temperaturas (en cuyas unidades expresa-
remos la energ´ıa reducida) y σ el dia´metro de las esferas duras de referencia (que fija
la escala de densidades).





drvA(r; ρ) = − 2πǫ
n(ρ)− 3σ
3 (2.13)
expresio´n que, junto con (2.10), nos permite escribir, en te´rminos de los para´metros
n(0) y α:











siendo vHS = πσ
3/6 el volumen de las esferas duras con dia´metro σ.
Y la forma de la funcio´n ı´ndice del potencial n(ρ) :








donde n(0) y α son para´metros positivos. Dicho ı´ndice crece desde el valor n(0) hasta
un ma´ximo en 3[n(0) − 2], a partir del cual decrece hasta el valor n(ρ0) (ver figura
2.1). Ello produce un efecto desestabilizador sobre el fluido, que dara´ lugar a las dos
transiciones fluido–fluido en lugar de la cla´sica transicio´n l´ıquido–vapor. En te´rminos
del factor de empaquetamiento η = πρσ3/6:










Ahora bien, la aparicio´n de bucles en la energ´ıa libre del fluido f(ρ, T ), no es una
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Figura 2.1: Dependencia del ı´ndice n(ρ) con la densidad, para el modelo de potencial (2.12)
y (2.15). Se considera α = 5vHS fijo, donde vHS = πσ
3/6, y distintos valores del para´metro
n(0). De arriba a abajo: n(0) = 3,8, n(0) = 3,4, n(0) = 3,2. No´tese el ma´ximo pronunciado
para valores mayores de n(0).
del sistema. La estabilidad termodina´mica de estas transiciones depende, en u´ltima
instancia, de la posicio´n relativa de las curvas de energ´ıa libre del fluido y del so´lido,
o ma´s precisamente, de la envolvente convexa de e´stas. Para asegurar la estabilidad
termodina´mica del polimorfismo l´ıquido inducido por el modelo de potencial, es por
tanto esencial considerar tambie´n las fases so´lidas y las transiciones fluido–so´lido. Esto
puede hacerse extendiendo a la fase so´lida las consideraciones previas, segu´n Daanoun
et. al. (1994) (ver Coussaert y Baus 1995, para ma´s detalles). Dicha estabilidad relativa
fue estudiada por Tejero y Baus (1998). Puesto que la situacio´n depende del valor
escogido para los para´metros n(0) y α, fijaron un valor de α = 5vHS comprendido
dentro del rango en el que los para´metros cr´ıticos son positivos (4,09 < α/vHS < 5,29).
En este marco, la estabilidad relativa de las distintas fases puede controlarse con el
u´nico para´metro libre restante n(0), el cual determina el alcance del potencial en el
l´ımite de densidad nula vA(r; ρ = 0).
Ahora bien, el papel del alcance del potencial de interaccio´n es muy importante en
la teor´ıa moderna del estado l´ıquido (Tejero et. al., 1994; Lomba y Almarza, 1994). De
hecho la teor´ıa de van der Waals muestra que, en el caso de un potencial de interaccio´n
tipo potencia inversa de ı´ndice constante n, la fase l´ıquida es termodina´micamente
estable u´nicamente cuando 3 < n < 7,6 (Daanoun et. al., 1994). Tenemos ahora un
potencial de ı´ndice variable con un ma´ximo en 3[n(0)−2)], lo que hace que, dependiendo
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del valor de n(0), alguno o incluso ambos puntos cr´ıticos puedan resultar metaestables
respecto a la transicio´n fluido–so´lido. Para valores intermedios de n(0) (n(0) ≈ 3,5),
Tejero y Baus obtuvieron un diagrama de fases que presenta un parecido sorprendente
con el de Poole et. al. (1997), a pesar de que el polimorfismo l´ıquido considerado por
Poole et. al. (1997) y Harrington et. al. (1997) pueda surgir de una situacio´n f´ısica muy
distinta a nuestras consideraciones energe´ticas.
2.2.4. Potencial truncado
Por razones pra´cticas y en vistas a un posterior ca´lculo de simulacio´n en el que
no sea necesario el uso de sumas de Ewald, trabajaremos con un modelo de potencial
truncado a una distancia de corte rc. Adema´s, y con el fin de evitar discontinuidades,




∞ (r < σ)
wA(r; ρ)− wA(rc; ρ) (σ ≤ r ≤ rc)
0 (rc < r)
(2.17)
donde wA(r; ρ) esta´ definido segu´n (2.12). El truncamiento y desplazamiento de la
interaccio´n, siempre que se mantenga en unos valores razonables (ma´s de dos dia´metros
moleculares) implica u´nicamente una disminucio´n de la temperatura cr´ıtica, pero no
afecta al aspecto cualitativo del diagrama de fases.
2.3. Estudio mediante Teor´ıas Perturbativas Termodina´mi-
cas (TPT)
Para confirmar la existencia de los dos puntos cr´ıticos del modelo, estudiaremos las
posibles transiciones fluido–fluido mediante el desarrollo a alta temperatura (1.5.2).
2.3.1. Me´todo perturbativo
Como es usual en las teor´ıas perturbativas, podemos escribir el potencial de par
v(r; ρ) como la superposicio´n de un potencial de referencia de esferas duras vHS(r; ρ)
y una perturbacio´n vA(r; ρ) ≡ wA(r; ρ)− wA(rc; ρ), contribucio´n truncada, atractiva y
dependiente de la densidad. Si el para´metro λ (0 ≤ λ ≤ 1) conecta gradualmente la
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perturbacio´n:
v(r; ρ|λ) = vHS(r) + λvA(r; ρ) (2.18)
Especificando en cada caso los para´metros libres α y n(0) para que el modelo (2.17)
quede perfectamente definido, podemos estimar la energ´ıa libre de exceso por part´ıcula
mediante (1.110)-(1.111):





drgHS(r; ρ)vA(r; ρ) (2.19)
donde gHS(r; ρ) es la funcio´n de distribucio´n radial del sistema de referencia de esferas
duras. Una vez calculados µ y p por derivacio´n directa de la energ´ıa libre a lo largo de
una serie de isotermas, resolveremos las ecuaciones (1.71) para construir las curvas de
coexistencia de fases fluidas.
2.3.2. Para´metros polimo´rficos
Representando la curva de coexistencia para diversos valores de (α, n(0)), pode-
mos modificar el diagrama de fases fluidas (ver figuras 2.2 y 2.3), con la intencio´n de
identificar valores de estos para´metros para los que se encuentra polimorfismo l´ıquido.
En adelante trabajaremos con α = 5,7vHS, n(0) = 3,2 y rc = 5,1σ, para los que
hay coexistencia l´ıquido–vapor y l´ıquido–l´ıquido. Como se puede observar en la figura
2.4, las isotermas obtenidas desarrollan dos bucles de van der Waals a bajas tempera-
turas. Otros conjuntos de para´metros son tambie´n posibles, proporcionando resultados
cualitativamente ana´logos.
2.3.3. Discusio´n
El desarrollo a alta temperatura nos ha permitido, considerando la funcio´n de dis-
tribucio´n radial de esferas duras gHS(r; ρ) como primera aproximacio´n a la exacta,
estimar un diagrama de fases aproximado para el modelo.
El primer objetivo ha sido encontrar coexistencias l´ıquido–l´ıquido en el espacio de
los para´metros (α, n(0)) a trave´s de una teor´ıa termodina´mica que, si bien es cuanti-
tativamente menos fiable que las teor´ıas de ecuaciones integrales, a diferencia de e´stas
no presenta problemas de convergencia. Constatamos adema´s el buen comportamiento
del desarrollo a alta temperatura para el ca´lculo de las magnitudes termodina´micas
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Figura 2.2: Equilibrio de fases fluidas en el plano densidad–temperatura, obtenido por TPT,
para n(0) = 3,2 y rc = 5,1σ. Las distintas curvas de coexistencia corresponden a α = 13vHS













Figura 2.3: Equilibrio de fases fluidas en el plano densidad–temperatura, obtenido por TPT,
para α = 12vHS y rc = 5,1σ. Las distintas curvas de coexistencia corresponden a n(0) = 3,4
















Figura 2.4: Isotermas en el plano densidad–presio´n, obtenidas en primer orden del desarrollo a
alta temperatura, para α = 5,7vHS y n(0) = 3,2. El radio de corte del potencial es rc = 5,1σ
y las temperaturas reducidas t = kBTǫ de las isotermas, de abajo a arriba, corresponden a
valores 0,9 ≤ t ≤ 1,2, con incrementos ∆t = 0,05. Obse´rvese que, a bajas temperaturas, las
isotermas exhiben dos bucles de van der Waals.
(ve´ase la tabla 2.1). Esto no es sorprendente, puesto que para los valores del ı´ndice del
potencial n(ρ) considerados, el potencial corresponde a atracciones de largo alcance
que decaen lentamente.
2.4. Estudio mediante Teor´ıas de Ecuaciones Integrales (IET)
2.4.1. Consideraciones generales
Tal como hemos visto en el apartado 1.4.2, se pueden definir diferentes teor´ıas de
ecuaciones integrales para mejorar la aproximacio´n de la funcio´n de distribucio´n radial
g(r; ρ), considerada por los me´todos perturbativos. En te´rminos de la llamada funcio´n
puente B(r; ρ): e´sta puede simplemente ignorarse, lo que conduce al cierre HNC, o
aproximarse a la del fluido de esferas duras, lo que conduce al cierre RHNC. Otras
aproximaciones son posibles, pero no cabe esperar resultados radicalmente diferentes.
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ρ∗ βf exPT βf
ex
RHNC βuPT βuRHNC (p
∗)PT (p∗)RHNC
0,1 0,032 0,026 −0,192 −0,204 0,108 0,108
0,2 0,160 0,153 −0,321 −0,337 0,269 0,270
0,3 0,348 0,340 −0,433 −0,448 0,462 0,463
0,4 0,484 0,476 −0,647 −0,661 0,535 0,529
0,5 0,528 0,519 −1,02 −1,03 0,552 0,527
0,6 0,565 0,553 −1,48 −1,49 0,847 0,789
0,7 0,692 0,675 −1,97 −1,98 1,66 1,56
0,8 0,975 0,948 −2,45 −2,45 3,23 3,08
Tabla 2.1: Estudio comparativo del primer orden del desarrollo a alta temperatura (PT) y
la teor´ıa de ecuaciones integrales RHNC para distintos valores de las densidades reducidas
ρ∗ = ρσ3. La temperatura reducida es, en todos los casos, t = 1/βǫ = 3,0. βf ex representa
la energ´ıa libre de exceso por part´ıcula, βu la energ´ıa interna por part´ıcula y p∗ = βpσ3 la
presio´n reducida.
Hemos visto que la teor´ıa HNC, adema´s de ser una aproximacio´n ma´s precisa que
la teor´ıa perturbativa empleada hasta ahora, tiene la ventaja de proporcionar una
expresio´n cerrada y directa para la energ´ıa libre de los fluidos simples (1.90), que
es totalmente consistente con la presio´n del virial, con una relativamente pequen˜a
inconsistencia entre las ecuaciones del virial y de la compresibilidad.
Sin embargo hay que hacer notar que para los potenciales de par efectivos depen-


















de modo que el te´rmino de la derivada respecto de la densidad nos lleva a cuestionar
de nuevo la consistencia de dicha aproximacio´n, que habremos de comprobar. En el
Ape´ndice C puede encontrarse la extensio´n del ca´lculo de la energ´ıa libre de exceso
HNC y RHNC, a los fluidos con potencial de par efectivo dependiente del estado v(r; ρ).
No´tese que el te´rmino ρ ∂
∂ρ
puede producir un bucle de van der Waals en la presio´n,
aun en sistemas con potenciales puramente repusivos. Este es el caso del potencial
Yukawa, puramente repulsivo y con factor de apantallamiento dependiente de la den-
sidad, estudiado por Dijkstra y Roij (1998), que nosotros trataremos ma´s adelante. En
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fluidos que de hecho presenten una transicio´n l´ıquido–vapor debido a la existencia de
un te´rmino atractivo relevante en el potencial de par, como es el caso de (2.12), puede
incluso introducir una segunda separacio´n de fase l´ıquido–l´ıquido. Sin embargo la ten-
dencia a la separacio´n de fases tambie´n podr´ıa frustrarse, bajo ciertas circunstancias,
debido a las interacciones inducidas por las fluctuaciones de la densidad.
2.4.2. Aproximacio´n HNC frente a RHNC
Teniendo presentes las peculiaridades de los potenciales efectivos dependientes de
la densidad expuestas, estudiamos el modelo de potencial (2.17) mediante las teor´ıas
integrales HNC y RHNC. Para resolver la ecuacio´n OZ junto con la correspondiente
ecuacio´n de cierre, haremos uso del me´todo LMV para fluidos simples (Lomba, 1989;
Lab´ık et. al., 1985) expuesto en el Ape´ndice A. En la RHNC, utilizaremos adema´s el
criterio de optimizacio´n de Lado, Foiles y Ashcroft (ver ecuacio´n B.5), segu´n el cual el
dia´metro de esferas duras de referencia se ha de ajustar con el objeto de minimizar la
energ´ıa libre.
La existencia de bucles de van der Waals en la energ´ıa libre obtenida mediante las
IETs del tipo HNC, resulta inesperada. En este caso los puntos en los que (∂P/∂ρ) = 0
corresponden aproximadamente a puntos singulares en la propia ecuacio´n integral, en
los que los me´todos habituales de resolucio´n divergen. En cualquier caso obse´rvese,
en la figura 2.5, el alto grado de consistencia de los funcionales de energ´ıa libre par
potenciales dependientes de la densidad HNC (C.8) y RHNC (C.21), con la energ´ıa
libre obtenida mediante integracio´n termodina´mica de la presio´n del virial (2.20).
Al comparar las funciones de distribucio´n radial obtenidas mediante HNC y RHNC
con los resultados de simulacio´n (ver la figura 2.6), se observa que la aproximacio´n
hecha por RHNC resulta ser, como era de esperar, algo mejor que la HNC. Es la razo´n
por la que en este modelo nos centraremos en los resultados obtenidos mediante RHNC.
2.4.3. Resultados
El diagrama de fases TPT correspondiente a los para´metros α = 5,7vHS, n(0) = 3,2
y radio de corte rc = 5,1σ (figura 2.7), muestra una transicio´n l´ıquido–vapor y otra
l´ıquido–l´ıquido. Comparando estos resultados con las predicciones de RHNC, encontra-
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Figura 2.5: Energ´ıa libre de exceso βf ex en funcio´n de la densidad. Las l´ıneas continuas re-
presentan la energ´ıa obtenida por el funcional de HNC (l´ınea sencilla) y RHNC (l´ınea con
puntos superpuestos) y las discontinuas la obtenida por integracio´n de la presio´n del virial
HNC (l´ınea punteada) y RHNC (l´ınea de trazos). Los para´metros del potencial utilizados son
α = 12vHS y n(0) = 3,5. El radio de corte del potencial es rc = 5,1σ.
mos que a pesar de que la transicio´n l´ıquido–l´ıquido RHNC concuerda con la transicio´n
l´ıquido–l´ıquido TPT, la regio´n donde la RHNC tiene soluciones reales esta´ delimitada
por una curva con un u´nico ma´ximo que cubre la regio´n de baja densidad, impidiendo
la determinacio´n del equilibrio l´ıquido–vapor RHNC.
Esta situacio´n es la opuesta a la que se observa en la figura 2.8, que corresponde al
modelo para el mismo radio de corte y valores de los para´metros n(0) = 3,5
y α = 12vHS. En ella, mientras la curva de no solucio´n del cierre RHNC presenta clara-
mente dos ma´ximos, el equilibrio de fases predicho por la termodina´mica (ya en RHNC
o en TPT) conduce a un u´nico punto cr´ıtico de temperatura muy por encima de las
temperaturas cr´ıticas de los puntos pseudocr´ıticos, estimados en base a la divergencia
de las correlaciones. De este hecho concluimos que la divergencia de las correlaciones
se da muy lejos de la curva de coexistencia. Un caso extremo es, como veremos en el
Cap´ıtulo 4, el del potencial de Yukawa con apantallamiento dependiente de la densidad
(Dijkstra y Roij, 1998) en el que, aunque dadas las condiciones de coexistencia (1.71)
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Figura 2.6: Funciones de distribucio´n radial obtenidas mediante HNC (l´ınea roja), RHNC
(l´ınea azul) y MC (puntos) en la colectividad cano´nica, para condiciones de baja y alta
densidad e ide´ntica temperatura reducida t = 1,6. Los para´metros del potencial son
α = 12vHS y n(0) = 3,5. El radio de corte del potencial es rc = 5,1σ. Se puede observar que
la concordancia, especialmente entre RHNC y MC, es excelente.
se detecta una transicio´n de fase, no existe divergencia en las funciones de correlacio´n
y es posible obtener, mediante la RHNC, curvas P −ρ que presentan bucles de van der
Waals, lo que es una situacio´n bastante ano´mala.
Una consecuencia importante de este hecho es que la ecuacio´n de la compresibilidad
(1.78) ya no es va´lida para los potenciales dependientes de la densidad, como se hab´ıa
previamente establecido. Esto es, la curva espinodal en la que la funcio´n de correlacio´n
diverge, no coincide necesariamente con la curva donde el coeficiente de compresibilidad
isoterma χT (ρ, T ), obtenido a partir de la termodina´mica, es infinito. Este hecho se
comprueba inmediatamente, puesto que al introducir un potencial dependiente del
estado termodina´mico en la derivacio´n esta´ndar del teorema de fluctuacio´n, la ecuacio´n
Fluidos con interacciones efectivas dependientes del estado Guiomar Ruiz Lo´pez












Figura 2.7: Equilibrio de fases en el plano densidad–temperatura, obtenido en el primer orden
del desarrollo a alta temperatura (l´ınea continua) y en la aproximacio´n RHNC (l´ınea continua
con puntos superpuestos). Los para´metros del potencial son α = 5,7vHS y n(0) = 3,2. El radio
de corte del potencial es rc = 5,1σ. La regio´n en la que la ecuacio´n RHNC no tiene solucio´n,












Figura 2.8: Igual que en la figura anterior, para los nuevos para´metros del potencial α = 12vHS
y n(0) = 3,5.
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(1.75) no se satisface, por lo que:
ρχT
β
6= 1 + ρ
∫
drh(r; ρ, T ) (2.21)
Esta inconsistencia es intr´ınseca al uso de potenciales efectivos dependientes del esta-
do termodina´mico, y resulta de las aproximaciones impl´ıcitas en la reduccio´n de un
sistema complejo a un sistema simple efectivo, como veremos en el siguiente cap´ıtulo.
Obviamente la ecuacio´n (1.75) es va´lida en el sistema original previo al proceso de
aproximacio´n.
En cualquier caso, dada la concordancia de los resultados de simulacio´n para la g(r)
con los obtenidos por la IETs, resulta especialmente extran˜a la discordancia entre la
espinodal obtenida y la curva de equilibrio de fases. Lo que nos conduce a concluir la
inconsistencia entre la estructura y la termodina´mica del fluido.
A pesar de todo, la teor´ıa de ecuaciones integrales reproduce el equilibrio l´ıquido–
l´ıquido TPT, al tiempo que indica la presencia de una curva espinodal o de inesta-
bilidad, en la regio´n que corresponde al equilibrio l´ıquido–vapor, sobreestimando por
tanto el punto cr´ıtico de baja densidad.
Para ciertos valores de la densidad y la temperatura, el potencial conduce al sistema
a una descomposicio´n espinodal, que de otro modo se frustra debido al cambio de
interacciones inducido por la fluctuacio´n de la densidad.
En conclusio´n, debido a la dependencia del potencial en la densidad, el punto cr´ıtico
obtenido mediante la termodina´mica, no esta´ asociado a la divergencia de las correla-
ciones y viceversa.
2.5. Estudio mediante Me´todos de Simulacio´n (MC)
En esta seccio´n presentamos el me´todo de simulacio´n disen˜ado por Almarza et. al.
(2003), con el fin de modelar adecuadamente el comportamiento de sistemas en los que
las interacciones de par efectivas dependen de la densidad.
2.5.1. Me´todo esta´ndar de Montecarlo
Primeramente se consideraron densidades globales en las simulaciones MC para
estudiar el modelo de potencial (2.17). Para los sistemas con pocas part´ıculas y alta
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densidad puede ocurrir que L < 2rc, donde L es la longitud de la arista de la caja de
simulacio´n. En estos casos calculamos las interacciones de par para r < L/2, junto con
una correccio´n de campo medio para la energ´ıa, de modo que se tomen en consideracio´n
las interacciones de alcance [L/2, rc].
El potencial qu´ımico puede evaluarse mediante el procedimiento de insercio´n de
Widom (Allen y Tildesley, 1987).
βµ ≃ ln (ρΛ3)− ln〈e−β∆U〉NV T (2.22)
donde ∆U da cuenta del cambio de la energ´ıa del sistema cuando se introduce una
part´ıcula de prueba en una posicio´n aleatoria del sistema. La dependencia en la densi-
dad para el ı´ndice n(ρ), ha de ser tomada en consideracio´n de modo que ∆U tiene dos
contribuciones: el cambio debido al nuevo valor del ı´ndice del potencial para el sistema
con N + 1 part´ıculas al producirse un aumento de la densidad, y el cambio debido a
las interacciones de la part´ıcula de prueba con el resto de las N part´ıculas del sistema.
Para una temperatura fija, podemos escribir:
βµ (ρ) = βµ0 + ln z (ρ) , (2.23)
donde z es la fugacidad del fluido y µ0 es un potencial qu´ımico de referencia que
depende u´nicamente de la temperatura. Desarrollando ln z en serie de potencias de la
densidad:












donde los coeficientes ak se estiman ajustando los datos de simulacio´n. Utilizando
termodina´mica elemental se pueden expresar los coeficientes de la expansio´n del virial
de la presio´n en te´rminos de ak, de donde la presio´n:










La determinacio´n del equilibrio de fases (1.71) es directa utilizando las ecuaciones
(2.24)-(2.25).
Sin embargo, este procedimiento esta´ndar, conduce a resultados contradictorios que
presentamos y discutimos a continuacio´n.
66 Polimorfismo l´ıquido
2.5.2. Simulacio´n en potenciales dependientes de la densi-
dad global
Para ilustrar los problemas que se presentan en un procedimiento esta´ndar de Mon-
tecarlo aplicado a potenciales efectivos dependientes de la densidad global, considera-
remos el sistema descrito por el modelo de potencial (2.17), en el que fijamos el ı´ndice
del potencial como el correspondiente a una densidad ρ0: n0 ≡ n(ρ0).
Si denotamos la energ´ıa libre de Helmholz como F0 = F0(β, V,N |n0), en la que
especificamos la dependencia impl´ıcita en el ı´ndice n0, tenemos que:
d(βF0) = U0dβ − βp0dV + βµ0dN, (2.26)
donde U0 es la energ´ıa interna, p0 la presio´n y µ0 el potencial qu´ımico.
Sin embargo, la forma diferencial de la energ´ıa de Helmholtz F = F (β, V,N |n(ρ))
cuando el ı´ndice n(ρ) no es constante sino funcio´n de la densidad, es
d(βF ) = Udβ − βpdV + βµdN, (2.27)
donde U es la energ´ıa interna, p la presio´n y µ el potencial qu´ımico.
Obse´rvese que aunque las energ´ıas libres coinciden para el valor de la densidad que
genera el valor del ı´ndice n0:
F = F (β, V,N |n(ρ0)) = F0(β, V,N |n0)
no ocurre lo mismo con las derivadas de la energ´ıa libre en dicho estado termodina´mico.
De hecho, las dependencias impl´ıcitas en N y en V a trave´s de n(ρ) nos llevan a





































y en el l´ımite termodina´mico, las presiones (p y p0) y los potenciales qu´ımicos (µ y µ0)
son funciones de β y ρ, y las ecuaciones (2.28)-(2.29) se reducen a:
p(β, ρ|n(ρ)) = p0(β, ρ|n0) + l(β, ρ|n(ρ))ρ2n′(ρ), (ρ = ρ0) (2.30)
µ(β, ρ|n(ρ)) = µ0(β, ρ|n0) + l(β, ρ|n(ρ))ρn′(ρ), (ρ = ρ0) (2.31)
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donde n′(ρ) denota la derivada del ı´ndice del potencial con respecto a la densidad y









De este modo, al realizar una simulacio´n NVT en la colectividad cano´nica, para un
estado termodina´mico (β, ρ0) se pueden dar dos casos muy distintos:
El estado termodina´mico esta´ en un bucle de van der Waals en el plano p–ρ, pero












El bucle muestra muy poca dependencia en el nu´mero de part´ıculas, la dependen-
cia del equilibrio fluido–fluido respecto del taman˜o de la celda de simulacio´n en la
proximidad del punto cr´ıtico es despreciable, y los exponentes cr´ıticos no quedan
afectados por las fluctuaciones de largo alcance. En esta situacio´n, se puede hacer
la simulacio´n sin grandes dificultades.
El sistema resulta homoge´neo de acuerdo con los criterios de estabilidad meca´nica,












En la colectividad NV T el sistema mostrara´ tendencia a separarse en fases dis-
tintas dentro de la caja de simulacio´n, lo que se refleja en la fuerte dependencia
de los valores de p0 en el taman˜o del sistema. Esto ocurre en concreto para los
para´metros del potencial que corresponden a la figura 2.7, al entrar en la regio´n
de no existencia de solucio´n RHNC. En consecuencia, las interacciones deber´ıan
definirse localmente.
La ra´ız de esta contradiccio´n esta´ en un fallo del propio procedimiento esta´ndar de
simulacio´n aplicado a potenciales dependientes de la densidad. Dicho procedimiento
utiliza, para determinar las interactiones, un ı´ndice para el potencial n(ρ) que viene
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determinado por el valor promedio de la densidad ρ del sistema completo (que denomi-
naremos densidad “global”). Si el sistema se separa en dos fases de NI part´ıculas en un
volumen VI y NII part´ıculas en un volumen VII , con ρI = NI/VI y ρII = NII/VII , la
aproximacio´n esta´ndar implica que las interacciones en cada fase son ide´nticas y con-
troladas por un ı´ndice n(ρ). De aqu´ı que la energ´ıa de Helmholtz FNV T (β, V,N |n(ρ)),
que controla la evolucio´n del sistema global:
FNV T (β,N, V |n(ρ)) = F0 (β,NI , VI |n(ρ)) + F0 (β,NII , VII |n(ρ)) . (2.32)
mientras que al considerar cada fase como un subsistema separado, tendremos dos
ı´ndices del potencial diferentes nI = n(ρI) y nII = n(ρII) y en consecuencia, al dividir
el sistema en dos partes:
F (β,N, V |n(ρ)) = F0 (β,NI , VI |nI) + F0 (β,NII , VII |nII) (2.33)
y la energ´ıa de Helmholtz FNV T (β, V,N |n(ρ)) no se comporta como una variable ex-
tensiva.
Al realizar la simulacio´n en otras colectividades (macrocano´nica, NpT y Gibbs), se
han encontrado problemas similares (Almarza et. al., 2003).
2.5.3. Procedimiento de simulacio´n considerando densida-
des locales
El uso de densidades globales en la definicio´n del potencial de par efectivo conduce,
como hemos visto, a inconsistencias termodina´micas. Se trata de un problema impor-
tante, presente en toda separacio´n de fase para cualquier sistema con potencial de par
dependiente de la densidad, que ha llevado a desarrollar un procedimiento especial
de simulacio´n basado en el uso de densidades locales en la definicio´n del potencial de
interaccio´n de par efectivo (Almarza et. al., 2001).








drhHS (r; ρ) w (r)∫
drw (r)
(2.34)
donde hHS (r; ρ) = gHS (r; ρ) − 1 es la funcio´n de correlacio´n del fluido HS, y w(r) es
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(σ ≤ r ≤ λσ)
0 (resto)
(2.35)
funcio´n que contiene dos para´metros positivos q y λ, y que para un valor fijo de λ, se
aproxima a una funcio´n paso suavizada al aumentar q. Para ciertos valores de q y λ, a








0 1 2 3 4
r/σ
w
Figura 2.9: Funcio´n peso w(r), utilizada en simulacio´n con densidades locales, para los valores
de los para´metros q = 6 y λ = 4.
La funcio´n de distribucio´n radial gHS (r; ρ), se desv´ıa significativamente de la unidad
precisamente en el corto alcance, en el que w ≃ 1. As´ı pues, asumiendo que la mayor´ıa
de las contribuciones a la integral provienen de la regio´n de corto alcance, podemos
hacer la siguiente aproximacio´n:
ρ
∫
drhHS (r; ρ)w (r) ≃ ρ
∫
drhHS (r; ρ) = ρkBTχ
HS
T − 1, (2.36)
donde χHST es el coeficiente de compresibilidad isoterma para el fluido HS.








La precisio´n de (2.37) puede ajustarse evaluando la densidad local por simulacio´n
(ρL)sim para un fluido HS y compara´ndola con la densidad local estimada por la ecua-
cio´n (2.37) junto con la ecuacio´n de estado Carnahan–Starling. Para determinar los
valores o´ptimos de q y λ, se hace un muestreo de e´stos en (2.35), de modo que los
valores de (ρL/ρ)sim y (ρL/ρ)CS este´n razonablemente pro´ximos. Nosotros tomaremos
q = 6 y λ = 4 (ver tabla 2.2).
q λ πρσ3/6 (ρL/ρ)sim (ρL/ρ)CS
4 3.0 0.475 1.050 1.053
6 3.0 0.475 1.047 1.044
4 3.5 0.475 1.035 1.034
4 4.0 0.475 1.024 1.023
6 4.0 0.475 1.019 1.019
6 3.0 0.300 1.039 1.037
4 3.5 0.300 1.028 1.029
6 4.0 0.300 1.016 1.016
Tabla 2.2: Densidades locales en teor´ıa y simulacio´n.
En la simulacio´n, la densidad local alrededor de una part´ıcula i para una configu-






siendo rij la distancia entre las part´ıculas (i, j).
Se trata de disen˜ar un procedimiento de simulacio´n para potenciales de par que
dependan expl´ıcitamente de densidades locales. En los sistemas homoge´neos, el me´todo
debe proporcionar resultados esencialmente equivalentes a los obtenidos en potenciales
que dependen de la densidad global. Se espera que las densidades locales evaluadas
por la ecuacio´n (2.37) sean mayores que la densidad global de un sistema homoge´neo
correspondiente, debido a la estructura de g(r; ρ) a cortas distancias. Deber´ıamos pues,
aumentar el valor de λ para reducir tales diferencias o construir un mecanismo por el
que relacionar la densidad local alrededor de una part´ıcula dada ρL,i con una densidad
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global equivalente ρi. Optaremos por la segunda alternativa debido a que supone un
menor coste computacional.
Dado el valor de ρL,i, puede formularse una prescripcio´n adecuada para ρi haciendo
uso del esquema desarrollado anteriormente. Las diferencias entre ρL y ρ para sistemas
homoge´neos sera´n ma´s significativas a altas densidades. Adema´s, la dependencia de ρL
en la densidad ha de ser mono´tona para que sea posible evaluar ρi como funcio´n de ρL,i.
Tal condicio´n se satisface haciendo uso de la ecuacio´n de estado Carnahan–Starling. La
determinacio´n de ρi en te´rminos de ρL,i puede hacerse por un procedimiento iterativo,













donde puede utilizarse ρ
(0)
i = ρL,i como solucio´n de partida.
2.5.3.1. Energ´ıa potencial en el modelo de densidad local
Dos part´ıculas i, j, tienen en general diferentes ı´ndices del potencial asociados a
cada densidad local, que var´ıa entre part´ıculas distintas. El potencial de par puede
entonces definirse como la media de las energ´ıas calculadas con sendos ı´ndices n(ρi) y
n(ρj). Sin embargo tal esquema computacional resulta impracticable. Si una part´ıcula
i cambia su posicio´n debido a un desplazamiento aleatorio, las part´ıculas a su alrede-
dor sufrira´n un cambio en su ı´ndice del potencial, de modo que habr´ıa que volver a
calcular muchas interacciones de par para poder evaluar los criterios de aceptacio´n de
MC. Con el objeto de desarrollar un me´todo alternativo ma´s eficiente, hemos trata-
do cada ı´ndice de potencial ni como si se tratara de una coordenada “interna” para
la part´ıcula i. Estas coordenadas son relativamente libres de cambiar en torno a sus
“valores centrales” n (ρi). La diferencia ni− n(ρi) ha de permanecer pequen˜a para que
se cumpla la condicio´n de similaridad entre los resultados en densidad local y global
(principio de correspondencia). Esto puede asegurarse introduciendo un nuevo te´rmino
de energ´ıa en el hamiltoniano. La energ´ıa potencial U , puede escribirse como:
U = UHS + Uinter + Uintra, (2.40)
donde UHS corresponde a las interacciones de esferas duras, y la contribucio´n “intermo-
lecular” Uinter da cuenta de la suma de las interacciones de par, similares a las presentes
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en las simulaciones de densidad global, pero teniendo en cuenta los valores particulares






v (rij;ni) , (rij ≥ σ). (2.41)







[ni − n (ρi)]2 . (2.42)
de modo que en esta contribucio´n inclu´ımos las interacciones de muchos cuerpos que
subyacen en la aproximacio´n de densidad local, a trave´s de la dependencia que ρi tiene
de las posiciones del resto de las part´ıculas. El valor de K debe ser lo suficientemente
grande para evitar grandes fluctuaciones de ni en torno a n (ρi), al tiempo que se
mantiene un porcentaje de aceptacio´n adecuado en la simulacio´n.
2.5.3.2. Algoritmo de simulacio´n
Se realizan dos tipos de movimientos aleatorios durante la simulacio´n: traslaciones
de una part´ıcula i y cambios de su coordenada interna.
El primer tipo de movimiento se realiza por procedimientos esta´ndar (Allen y Til-
desley, 1987). Con el objeto de aplicar el criterio de aceptacio´n, primeramente se con-
trola la posibilidad de solapamientos entre esferas duras, mediante un me´todo de celdas
enlazadas (Allen y Tildesley, 1987).
Si la configuracio´n aleatoria no esta´ prohibida por solapamiento de los dia´metros
duros, se evaluara´ el cambio de la energ´ıa potencial. El incremento ∆Uinter ha de
incorporar dos contribuciones con ı´ndices del potencial diferentes para cada interaccio´n
de par. El cambio en Uintra se debe a las variaciones de las densidades locales de la
part´ıcula que se ha movido, y de las part´ıculas restantes en el sistema.
Por otro lado, la variacio´n de las densidades locales es directa, dado que las distan-
cias rij se determinan expl´ıcitamente para el ca´lculo de ∆Uinter. Para j 6= i:
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y una vez determinados los nuevos valores de las densidades locales, es posible cal-
cular la correspondiente densidad global equivalente ρnewj para finalmente calcular
∆ (βUintra). El criterio de aceptacio´n que se utiliza para estos movimientos es el esta´ndar
debido a Metro´polis.
En el segundo tipo de pasos de MC (muestreo de una coordenada interna ni), las
densidades locales no var´ıan. La probabilidad de obtener un ı´ndice ni, de modo que se
mantengan constantes el resto de las coordenadas del sistema, es:









v (rij ;ni) , (rij ≥ σ) (2.45)
Se define una funcio´n W0 truncando en segundo orden el desarrollo de Taylor deW (ni)
alrededor de n0 = n(ρi):
βW0 (ni) = a0 +
K0
2
(ni − n0)2 (2.46)
En las condiciones anteriormente expuestas (K grande) tenemos que K0 ≃ K y que
n0 ≃ n (ρi). La probabilidad P0 de escoger nnew:
P0 (n
new) ∝ exp [−βW0 (nnew)] . (2.47)
Se satisface la condicio´n de balance detallado cuando la probabilidad de aceptacio´n
A, de un cambio de ni = n
old a ni = n















Para K = 104, se aceptaron casi la totalidad de los movimientos.
2.5.3.3. Estimacio´n del potencial qu´ımico
Con el objeto de evaluar el potencial qu´ımico, se ha definido un rango de valores
aceptables para el ı´ndice del potencial:
n ∈ [nmin, nmax] ; nmin > 3. (2.49)
74 Polimorfismo l´ıquido
En principio podemos estimar el potencial qu´ımico por un me´todo similar al utilizado
sin considerar densidades locales. Pero ahora debemos escoger adema´s un valor del
ı´ndice del potencial de la part´ıcula de prueba. Para ello, un muestreo uniforme en el
rango de definicio´n, conducir´ıa a resultados estad´ısticos bastante pobres para la es-
timacio´n de µ. Esto puede ser evitado utilizando procedimientos similares a los que
hemos empleado en el muestreo de las coordenadas internas. Sin embargo, encontra-
mos que esta estrategia por s´ı sola no lleva a un me´todo verdaderamente eficiente.
Podemos considerar dos fuentes de incertidumbre para el ca´lculo del potencial qu´ımico
en sistemas con un nucleo duro. Primero, es necesario tener un nu´mero suficiente de
inserciones aceptables (sin solapamientos de los nu´cleos duros), y segundo, la fluctua-
cio´n de la magnitud a promediar en las inserciones aceptables debe ser baja. Se dispone
de me´todos especiales para solventar el primer problema (Allen y Tildesley, 1987). En
nuestro caso es adecuado un me´todo de insercio´n directa, dado el bajo coste compu-
tacional para chequear los solapamientos de las esferas duras y dado que las densidades
de los sistemas no son demasiado altas en la mayor´ıa de los casos. Con el objeto de
solventar el segundo problema analizamos, para las inserciones aceptables, las causas
de altas fluctuaciones en la energ´ıa de insercio´n ∆U . Se observo´ que la principal fuente
de fluctuaciones, junto con la energ´ıa intramolecular de la part´ıcula de prueba, son
los cambios en las energ´ıas intramoleculares de las part´ıculas cuyas densidades locales
quedan afectadas por el procedimiento de insercio´n. Para evitar estos efectos, utiliza-
mos un procedimiento en el que mantenemos constantes las diferencias ξi = ni− n (ρi)
durante la insercio´n prueba, mientras que los ı´ndices del potencial ni son susceptibles
de cambio. Este esquema implica un simple cambio en la eleccio´n de las coordenades





donde ∆n ≡ nmax − nmin y Λn da cuenta de la contribucio´n en la energ´ıa cine´tica de
las coordenadas internas a la funcio´n de particio´n. Sea X0 la fraccio´n de inserciones
aceptables
〈e−β∆U〉 = X0Xs (2.51)
donde Xs es el promedio de exp [−β∆U ] sobre las inserciones aceptables. Si Ns el








dn exp [−β∆U (rk, n)] (2.52)
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donde rk denota la posicio´n de la part´ıcula de prueba en la insercio´n aceptable prueba
k.
Un muestreo uniforme sobre n ha de resultar insuficiente. Para resolver este pro-








donde erf es la funcio´n de error, y los para´metros Kα y nα se especifican ma´s adelante.











dα exp [−β∆Uins (rk, n)] (2.54)
donde
β∆Uins (r, n) = β∆U (r, n)− Kα
2
(n− nα)2 (2.55)
Ahora es posible obtener un muestreo distribu´ıdo uniformemente sobre la nueva
variable α. Para valores adecuados de Kα (esto es, Kα ≃ K, y nα ≃ n (ρ)) tendremos









〈exp [−β∆Uins (rk, nk)]〉α (2.56)
Cuando realicemos la insercio´n prueba utilizando ξi como coordenada interna, la energ´ıa
intramolecular de las N part´ıculas del sistema no cambia. Con el objeto de evaluar
∆U(r, n) para una insercio´n aceptable, hemos de calcular:
(i) Los cambios en las interacciones intermoleculares entre las N part´ıculas del sistema
∆Uinter,N , debido a que los valores de ni cambiara´n para cada part´ıcula cuya ρi
resulte afectada por la insercio´n.
(ii) La energ´ıa intramolecular de la part´ıcula insertada.
(iii) Las interacciones intermoleculares entre la part´ıcula insertada y las part´ıculas
del sistema. No se requiere recalcular nuevamente todas las interacciones de par,
puesto que en este momento los cambios en n(ρi) son pequen˜os desde el punto
de vista de las interacciones moleculares.
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Para una insercio´n aceptable dada, el cambio en el ı´ndice del potencial δni viene
dado por:
δni = n (ρi,test)− n (ρi) (2.57)
donde ρi,test corresponde a la densidad de volumen equivalente para la part´ıcula i en el
sistema de N+1 part´ıculas. El cambio de las interacciones moleculares δui, entre las N


























donde u′i y u
′′
i son la primera y segunda derivada de ui respecto a ni en el sistema con
N part´ıculas. Las derivadas se calculan para cada part´ıcula antes de realizar una serie
de intentos de insercio´n.
Despue´s de evaluar la densidad local alrededor de la part´ıcula de prueba, el ca´lculo
de ∆Uintra,N+1 es directo.
Un esquema del algoritmo utilizado para realizar el test de insercio´n es el siguiente:
(i) Evaluacio´n de la densidad local alrededor de la part´ıcula de prueba y ca´lculo de la
densidad de volumen equivalente ρN+1.
(ii) Ca´lculo de los cambios en las densidades locales de las N part´ıculas del sistema,
debidos a la insercio´n de la part´ıcula de prueba y los valores de ρi,test.
(iii) Ca´lculo de los cambios de los te´rminos de energ´ıa intermolecular adscritos a
las part´ıculas del sistema ∆Uinter,N , e interacciones de estas part´ıculas con la
part´ıcula de prueba en te´rminos de los nuevos ı´ndices de potencial ni del sistema
de N part´ıculas.
(iv) Evaluacio´n de la interaccio´n intermolecular de la part´ıcula de prueba, y sus deri-
vadas primera y segunda con respecto a nN+1, para nN+1 = n(ρN+1).
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(v) Determinacio´n de Kα y nα como en los movimientos internos y uso de e´stos para
escoger un valor de nN+1
(vi) Ca´lculo de la energ´ıa intramolecular de la part´ıcula de prueba y de las interac-
ciones intermoleculares que dependen de nN+1, para finalmente calcular β∆Uins.
De acuerdo con este esquema y de la condicio´n de equivalencia con los sistemas que
presentan interacciones dependientes de la densidad global en el l´ımite homoge´neo, la








Hemos realizado una serie de simulaciones para diferentes temperaturas y densida-
des con ı´ndices del potencial fijos y rc = 5,1σ, con el objeto de obtener la l´ınea binodal
en un procedimiento de simulacio´n con densidad global. De este modo puede determi-
narse la curva de equilibrio l´ıquido–vapor, a partir de potenciales qu´ımicos, haciendo
uso de simulaciones con N = 256. Los valores de la temperatura inversa reducida t−1
y el ı´ndice de potencial n considerados, esta´n en los rangos [0,7− 1,0] y [3,2− 3,6], res-
pectivamente. Los resultados de la l´ınea de equilibrio l´ıquido–vapor pueden ajustarse,
para fluidos con interacciones independientes de la densidad, de acuerdo con la ley de


















donde ρl y ρv son las densidades en la coexistencia de la fase l´ıquida y vapor, y se ha
tomado el exponente β ′ como un para´metro ajustable. Un ajuste de mı´nimos cuadrados
ponderado de los datos, lleva a que: b0 = 0,420764, bt = 0,329877, bn = −0,104065,
β ′ = 0,3842, a0 = 0,872437, at = 1,728806 y an = −0,618653.
Se obtuvieron los l´ımites de metaestabilidad para el fluido de potencial (2.17),













Figura 2.10: Equilibrio de fases fluidas en el plano densidad–temperatura, para el potencial
truncado en rc = 5,1σ con para´metros α = 5,7vHS y n(0) = 3,2. Los puntos representan
resultados obtenidos a partir de la te´cnica de simulacio´n con densidad local, y la l´ınea continua
el equilibrio en primer orden del desarrollo a alta temperatura. La l´ınea de puntos indica la
regio´n en la que nos vimos obligados a utilizar el criterio de densidad local en la te´cnica de
simulacio´n.
temperaturas T a las que ρ = ρv (T, n(ρ)) o bien ρ = ρl (T, n(ρ)). Los resultados se
muestran en l´ınea de puntos de la figura 2.10
Los resultados de simulacio´n confirman la existencia de polimorfismo l´ıquido en el
modelo de potencial (2.12) y (2.15), en concordancia con las predicciones de la teor´ıa
perturbativa.
La estrategia que ha sido desarrollada para la simulacio´n con densidades locales en
dicho modelo de potencial, es de gran significacio´n para el ana´lisis de las transiciones
de fase en disoluciones coloidales y metales l´ıquidos, puesto que la descripcio´n de estos
sistemas usualmente implica el uso de potenciales dependientes de la densidad (Grimson
y Sibert, 1991; Roij et. al., 1999).
Las discrepancias observadas entre las predicciones de la RHNC y la simulacio´n,
indican que la prediccio´n de la separacio´n de fases mediante IETs ha de hacerse con
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mucha cautela en potenciales dependientes de la densidad. Es, en cualquier caso, el
estudio de la energ´ıa libre —ver, por ejemplo Cle´ment-Cottuz et. al. (2002)— la que





82 Fluidos complejos multicomponentes
3.1. Introduccio´n
El tratamiento completo desde el punto de vista mecanoestad´ıstico del fluido com-
plejo es pra´cticamente imposible debido al gran nu´mero, y en ciertos casos, a la asi-
metr´ıa de las especies que lo constituyen. Su aproximacio´n teo´rica se simplifica enor-
memente mediante un modelo unicomponente u OCM (del ingle´s, One Component
Model), en el que u´nicamente se consideran las part´ıculas mesosco´picas de una de las
especies. Dichas part´ıculas esta´n sometidas a una interaccio´n efectiva, que dara´ cuen-
ta no so´lo de las interacciones directas entre s´ı, sino tambie´n del efecto indirecto que
producen el resto de las especies del fluido.
En un OCM, las interacciones coloidales dependen del estado. Para poder obtener
resultados termodina´micamente consistentes en el tratamiento de la teor´ıa de fluidos
simples aplicada a los OCMs, desarrollaremos una termodina´mica estad´ıstica adecuada
a los potenciales efectivos dependientes del estado.
3.2. Modelo unicomponente efectivo
Mostramos a continuacio´n una posible estrategia de reduccio´n del sistema multi-
componente a un OCM. Se trata de la integracio´n de los grados de libertad del resto de
las especies en la funcio´n de particio´n total. Consideraremos, sin falta de generalidad,
que el fluido consta so´lo de dos componentes cla´sicos, esto es, que la longitud de onda
de de Broglie para cada componente α de masa mα (α = 1, 2), es mucho menor que la








Sea una mezcla, encerrada en un volumen V a temperatura T , formada por N1
part´ıculas grandes de masa M (tipo 1), y por N2 part´ıculas pequen˜as de masa m (tipo
2). Las densidades de ambas componentes son ρ1,2 = N1,2/V .
Las coordenadas y los momentos de las part´ıculas vienen dadas por los conjuntos
{Ri} y {Pi} (i = 1, 2, ..., N1) para las tipo 1, y por {rj} y {pj} (j = 1, 2, ..., N2) para
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las tipo 2. Dicho sistema viene caracterizado por el hamiltoniano:
H = H11 +H22 +H12 (3.2)
donde Hαβ contiene u´nicamente las interacciones entre las especies α y β, y si todas




























v12(|Ri − rj|) (3.5)
La funcio´n de particio´n en la colectividad cano´nica:










Z (N1, N2, V, T ) (3.6)
donde hemos integrado la parte cine´tica de ambas especies —que depende de los
momentos— y definido la parte configuracional:
Z (N1, N2, V, T ) =
∫
dRN1drN2e−βV11({R})e−β[V22({r})+V12({R},{r})] (3.7)
Podemos definir la funcio´n de particio´n parcial Q2({R}) y la correspondiente inte-









1Introducimos el factor V N2 para poder expresar la funcio´n de particio´n parcial como producto de
la parte ideal y de la de exceso, y tenemos en cuenta que para los 3N2 grados de libertad debidos a






2m = (2πmkBT )
3N2/2 = Λ−3N2h3N2 (3.8)
.




de modo que integrando los grados de libertad de las part´ıculas tipo 2 mientras man-
tenemos las coordenadas de las tipo 1 en posiciones fijas, podemos escribir la funcio´n
de particio´n total en te´rminos de la parcial:






Para disen˜ar un modelo unicomponente constituido por las N1 part´ıculas grandes,
cuya funcio´n de particio´n Q (N1, V, T ), coincida con la del sistema original multicom-
ponente Q (N1, N2, V, T ) en el l´ımite termodina´mico, se introduce la definicio´n de un







de modo que en el l´ımite termodina´mico:







As´ı pues, el Hamiltoniano efectivo del OCM formado por las part´ıculas tipo 1, que
depende so´lo de las coordenadas y de los momentos de e´stas:
Heff ≡ H11({R}, {P})− kBT lnQ2({R}) (3.14)
ponie´ndose de manifiesto que se trata de una mezcla entre un Hamiltoniano puro para
las N part´ıculas tipo 1, y la energ´ıa libre de un fluido inhomoge´neo formado por las
part´ıculas tipo 2, en el campo externo inducido por las tipo 1 que se encuentran fijas en
las posiciones {R}. Esta energ´ıa libre depende del estado termodina´mico del sistema,
y en principio no proviene de la superposicio´n de interacciones de par aditivas.
Podemos por tanto escribir la energ´ıa libre de Helmholtz del OCM formado por
N1 = N part´ıculas:
F = −kBT lnQ(N, V, T ) (3.15)
donde
















F2 = −kBT lnQ2({R}) (3.17)
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3.2.2.1. Estructura del Hamiltoniano efectivo
Aunque la definicio´n del Hamiltoniano efectivo es exacta, en la pra´ctica so´lo puede
calcularse en casos muy especiales. Nos detenemos a considerar su estructura, con el
fin de poder establecer alguna aproximacio´n.















+V˜ ({R};N1, N2, V, T ) (3.18)
donde v11(Rij) es la interaccio´n entre cada par de part´ıculas grandes (i, j) que se
encuentran a una distancia Rij = |Ri −Rj |, el tercer sumando es la contribucio´n del
gas ideal de las part´ıculas pequen˜as a la energ´ıa libre y el cuarto, que contiene todas
las contribuciones no triviales de la interaccio´n entre las part´ıculas, puede escribirse:
V˜ ({R};N1, N2, V, T ) = −kBT ln Z2({R})
V N2
(3.19)
Dijkstra et. al. (1998a, 1999,a,b) demostraron, mediante un desarrollo en te´rminos
de las funciones de Mayer, que:
−kBT ln Z2({R})
V N2












v˜3 (|Ri −Rj |, |Rj −Rk|, |Rk −Ri|; ρ1, ρ2, T )
+ · · · (3.20)
donde v˜p representan las interacciones efectivas de p cuerpos entre las part´ıculas.
Concluimos pues, que el u´ltimo te´rmino del Hamiltoniano efectivo (3.18), se des-
compone en un te´rmino dependiente del estado2 e independiente de las coordenadas
2La dependencia del estado termodina´mico nos permitira´ modificar las interacciones efectivas a
trave´s de pequen˜os cambios en la densidad y la temperatura.
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de las part´ıculas, ma´s una serie de te´rminos cada uno de los cuales depende adema´s de
las coordenadas individuales de las part´ıculas tipo 1, los pares, los tripletes...3
3.2.3. Aproximacio´n de potencial de par
Dado que los te´rminos no nulos en (3.20) representan interacciones entre dos, tres
o ma´s part´ıculas, resulta plausible truncar la serie en los te´minos de orden superior al
segundo (es decir, v˜p = 0, ∀i ≥ 3). Es la llamada aproximacio´n de potencial de par,
en la que el sistema resultante interacciona de modo efectivo u´nicamente mediante
potenciales de par4.









veff (Rij ; ρ1, ρ2, T ) + Φ0 (3.21)
donde el potencial efectivo veff es el potencial de interaccio´n entre las part´ıculas grandes,
suma de las interacciones directas v11(r) y de las mediadas a trave´s de las part´ıculas
pequen˜as, v˜2 (r; ρ1, ρ2, T ):
veff (r; ρ1, ρ2, T ) = v11(r) + v˜2 (r; ρ1, ρ2, T ) (3.22)
y donde Φ0 es el llamado, por su cara´cter extensivo, te´rmino de volumen. E´ste incluye







+ V v˜0 (ρ1, ρ2, T ) (3.23)
Hay que subrayar que el te´rmino de volumen, que no depende de las coordenadas ni
de los momentos de las part´ıculas, no tiene repercusio´n alguna sobre la estructura de
las part´ıculas grandes, que viene determinada u´nicamente por el potencial efectivo de
par. Ello es debido a que al calcular la funcio´n densidad de dos part´ıculas en el OCM,
tanto el te´rmino de volumen como la energ´ıa cine´tica, se cancelan.
3En los fluidos iso´tropos es necesario que v˜1 (Ri; ρ1, ρ2, T ) = 0 para que se conserve la simetr´ıa
traslacional de la mezcla en el OCM.
4Podemos decir que en general esta aproximacio´n fallara´ para muy altas concentraciones de las
part´ıculas grandes o cuando e´stas tengan una elevada polarizabilidad y el sistema este´ cargado. Los
efectos de muchos cuerpos pueden quedar impl´ıcitos dentro de para´metros del potencial efectivo.
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Sin embargo Φ0 contribuye al ca´lculo de la energ´ıa libre del OCM y por tanto a
las propiedades termodina´micas en el equilibrio. Existira´, pues, una contribucio´n del
te´rmino de volumen a la presio´n y al potencial qu´ımico, que puede resultar fundamental
en la determinacio´n del diagrama de fases.
La determinacio´n de Φ0 no es posible, a pesar de su aparente importancia para el
ca´lculo de la termodina´mica, ni mediante me´todos experimentales ni tampoco por si-
mulacio´n esta´ndard. Ambas herramientas proporcionan u´nicamente informacio´n acerca
de magnitudes resultantes de promedios estad´ısticos en los que, para cualquier funcio´n










dicho te´rmino Φ0 se cancela.
Tampoco es inmediato el ca´lculo de Φ0 mediante me´todos teo´ricos. Algunos autores
lo han estimado para diferentes sistemas y aproximaciones, como es el caso de Roij
et. al. (1999) de cuyos resultados, para las disoluciones coloidales, haremos uso en el
apartado 4.2.
3.2.3.1. Sistema multicomponente versus OCM
Hemos visto que, por construccio´n, la funcio´n de particio´n del sistema original mul-
ticomponente coincide con la del nuevo modelo efectivo unicomponente. En la aproxi-
macio´n de par, esto sera´ cierto en la medida en que la serie (3.20) pueda truncarse al
nivel de las interacciones pares. Esto significa que el modelo unicomponente, salvo apro-
ximaciones, preservara´ la termodina´mica. Como puede verse en (3.24), se conservan los
valores esperados de todo operador O({R}, {P}) cuyos valores dependan u´nicamente
de los momentos y de las coordenadas de las part´ıculas del modelo unicomponente.
De todo esto se infiere que, en lo que respecta a las part´ıculas del tipo 1, la des-
cripcio´n del OCM mediante un Hamiltoniano Heff exacto es totalmente equivalente al
sistema mezcla original. Las funciones de distribucio´n g11 (r; ρ, T ), que implican corre-
laciones entre part´ıculas del tipo 1, deber´ıan coincidir tambie´n en ambas descripciones.
El problema radica en la aproximacio´n de par efectivo, que hace que la funcio´n
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de distribucio´n radial g11 (r; ρ, T ) ya no resulte ide´ntica a la original. Sin embargo,
dicha aproximacio´n en principio tiene grandes ventajas, dado que las ecuaciones que
relacionan la estructura con la termodina´mica, para los potenciales de par de los fluidos
simples, pueden trasladarse fa´cilmente a la descripcio´n efectiva unicomponente. Esto
tiene como consecuencia el que la formulacio´n habitual del teorema de fluctuacio´n
(1.78) no sea va´lida para el sistema efectivo.
3.3. Termodina´mica OCM
Hemos visto las simplificaciones que permiten aproximar el Hamiltoniano de un
sistema complejo al de un fluido unicomponente representado por sus constituyentes
principales. Y co´mo dichos constituyentes interaccionan mediante potenciales de par
dependientes del estado.
Ahora veremos co´mo al trabajar con potenciales efectivos de par dependientes del
estado v (r; ρ, T ), las ecuaciones que relacionan la estructura y la termodina´mica del
fluido efectivo no son totalmente ana´logas a las de los fluidos simples. Estudiaremos
un modelo simplificado en el que la dependencia en la temperatura sea despreciable,
por lo que omitimos la dependencia en T .
3.3.1. Propiedades estructurales
En un sistema homoge´neo, la dependencia en la densidad del potencial de par
efectivo no esta´ relacionada con la configuracio´n instanta´nea de las part´ıculas sino que
puede considerarse como un para´metro externo (Tejero y Baus, 2003). De aqu´ı que, en
el OCM con potencial de par efectivo v(r; ρ), podamos dar como va´lidas las expresiones
funcionales de los desarrollos del virial para las funciones de correlacio´n en los fluidos









de modo que si denotamos ρ0 como la densidad que aparece como para´metro en el
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hamiltoniano efectivo, se cumple:








donde c(r; ρ) es la funcio´n de correlacio´n directa asociada a g(r; ρ) y c(r; ρ; [v(ρ0)])
la asociada a g(r; ρ; [v(ρ0)]), mediante la ecuacio´n de Ornstein–Zernike (1.79). En el
espacio de Fourier:
1 + ρh˜(k; ρ; [v(ρ0)]) = [1− ρc˜ (k; ρ; [v(ρ0)])]−1 (3.29)
3.3.2. Energ´ıa libre
3.3.2.1. Proceso de carga en el potencial
La energ´ıa libre de Helmholtz por part´ıcula del fluido complejo, en la descripcio´n
unicomponente con potencial par efectivo v(r; ρ):
f(ρ) = f id(ρ) + f ex(ρ) + φ0(ρ) (3.30)
donde f id(ρ) y f ex(ρ) son la parte ideal y de exceso de la energ´ıa libre por part´ıcula y







+ v˜0 (ρ1, ρ2) (3.31)
Para el ca´lculo de la energ´ıa libre de exceso partimos del hecho de que, en los
fluidos complejos con potencial de par efectivo dependiente de la densidad, se conserva
la expresio´n formal de la energ´ıa potencial. De aqu´ı que la definicio´n de la densidad de
dos part´ıculas ρ(r, r′) como derivada funcional de la energ´ıa libre de exceso respecto
del potencial, se mantenga segu´n (Evans, 1979):
ρ(r, r′) = 2
δF ex[v(ρ)]
δv(|r− r′|; ρ) (3.32)
de donde puede obtenerse la energ´ıa libre de exceso por part´ıcula mediante un proceso
de carga en la interaccio´n. Integrando (3.32) a lo largo de un potencial de carga αv(r; ρ)
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cuya funcio´n de distribucio´n radial es g(r; ρ|α), a partir del gas ideal (α = 0) y hasta









drg(r; ρ|α)v(r; ρ) (3.33)
A partir de esta integral se obtienen, en las aproximaciones HNC y RHNC, expre-
siones funcionales para energ´ıa libre de exceso equivalentes a las de los fluidos simples,
en te´rminos de las funciones de correlacio´n (ver Ape´ndice C).
3.3.2.2. Proceso de carga en la densidad
La funcio´n de correlacio´n directa de la ecuacio´n de Ornstein–Zernike puede definirse
como la segunda derivada funcional de la energ´ıa libre de exceso respecto de la densidad
local (Evans, 1979):




Sin embargo, en el OCM con potencial de par efectivo v(r; ρ) asociado a un fluido com-
plejo, no esta´ claro a priori si esta derivada podr´ıa involucrar tambie´n a la dependencia
del potencial efectivo en la densidad.
Por otro lado, el proceso de carga en la densidad ha de ser equivalente al proceso
de carga en la interaccio´n; de aqu´ı que en los fluidos simples los coeficientes de los
desarrollos del virial de la energ´ıa libre, obtenidos por ambos procesos de carga, sean
ide´nticos. Si en el OCM del fluido complejo mantenemos la forma del funcional para
los coeficientes obtenidos en los fluidos simples (en te´rminos, e´stos, de las funciones de
Mayer del correspondiente potencial independiente de la densidad), podemos garantizar
que la igualdad de los coeficientes del virial se mantiene (Tejero y Baus, 2003). Para
ello, la carga en la densidad no debe actuar sobre el para´metro del potencial efectivo
ρ, que considera independiente del proceso de carga.
En definitiva, la energ´ıa libre de exceso por part´ıcula f ex(ρ), puede obtenerse me-
diante un proceso de carga de la funcio´n densidad local ξρ(r) (0 ≤ ξ ≤ 1). Integrando
la ecuacio´n (3.34) desde el gas ideal ρ(r) = 0 al fluido uniforme de densidad ρ(r) = ρ,
y fijando el para´metro ρ del potencial v(r, ρ):





drc(r; ξρ; [v(ρ)]) (3.35)
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y Bn([v]) es el mismo funcional del potencial de par v(r) de un fluido simple.
Para comparar ambos procesos de carga, introducimos el desarrollo parcial de la
funcio´n de distribucio´n radial (3.26) en (3.33), obteniendo el siguiente desarrollo parcial













y Bn([v]) es de nuevo el mismo funcional que corresponder´ıa al potencial v(r) de un
fluido simple. Introduciendo (3.27)-(3.28) en (3.37) y (3.39), se comprueba que para
los n primeros coeficientes coinciden.
Concluimos que la derivada funcional de la energ´ıa libre respecto de las funciones
densidad local de una part´ıcula, no puede dar cuenta de la dependencia expl´ıcita del
para´metro ρ en el potencial v(r; ρ). Para que en el OCM de un fluido complejo ambos
procesos de carga sean equivalentes, la carga en la interaccio´n se realiza a densidad
constante, mientras que la carga en la densidad se ha de realizar a potencial constante:
Proceso de carga en la interaccio´n
• El potencial se carga a densidad constante.
• Para obtener f ex(ρ) (3.33), se calcula g(r; ρ|α) de αv(ρ) (0 ≤ α ≤ 1).
Proceso de carga en la densidad
• La carga en la densidad no afecta a la dependencia en ρ del potencial; ρ se
considera un para´metro externo.
• Para obtener f ex(ρ) (3.35), se calcula c(r; ξρ; [v(ρ)]) (0 ≤ ξ ≤ 1) de v(ρ).
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3.3.3. Presio´n y compresibilidad isoterma
3.3.3.1. Ecuacio´n de la presio´n
La presio´n de exceso pex puede calcularse por derivacio´n de la expresio´n exacta para


























y dada la dependencia de g(r; ρ|α) en la densidad, hay dos tipos de contribuciones:
una debida al cambio de estado con el para´metro ρ del potencial fijo, y otra debida al
cambio de dicho para´metro a densidad del fluido constante.
La aplicabilidad de (3.40) es limitada, dada la existencia de la derivada de g(r; ρ|α).
Por ello recurrimos a la ecuacio´n del virial, en la que la que la energ´ıa potencial de-
pende del volumen a trave´s de las posiciones de las part´ıculas (se reescala el espacio
de configuracio´n segu´n rij = V























y en te´rminos de la funcio´n de distribucio´n del potencial de par efectivo, la ecuacio´n
de la presio´n:














v(r; ρ) + p0(ρ) (3.42)
ecuacio´n en la que p0(ρ) representa la contribucio´n del te´rmino de volumen a la presio´n.
Los dos primeros te´rminos representan la ecuacio´n de estado de Ascarelli y Harrison
(1969) aplicada anteriormente a los metales l´ıquidos, que corresponde a la ecuacio´n del
virial generalizada a potenciales dependientes de la densidad (2.20).
3.3.3.2. Ecuacio´n de la compresibilidad
La base de la ecuacio´n de la compresibilidad en los fluidos simples consiste en un
proceso de carga en la densidad. Ahora bien, hemos visto que la particularidad de
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los potenciales efectivos de par dependientes de la densidad es el que la carga en la
densidad induce a su vez una carga en la interaccio´n. Esto es, al calcular la energ´ıa de
exceso por part´ıcula mediante la integracio´n de la funcio´n de correlacio´n directa del
potencial de carga, los te´rminos de la funcio´n total de correlacio´n tambie´n contribuir´ıa
a la energ´ıa f ex(ρ).5
Esto puede mostrarse formalmente mediante un proceso de carga secuencial. Car-
gamos primero en la densidad, hasta alcanzar la densidad ρ deseada para un potencial
inicial de referencia v0(r) ≡ v(r; ρ = 0) que no depende del estado. A continuacio´n car-
gamos las interacciones hasta alcanzar el potencial dependiente de la densidad v(r, ρ)
mediante el para´metro α (0 ≤ α ≤ 1):
v(r; ρ|α) ≡ v0(r) + α[v(r; ρ)− v0(r)] (3.43)
La energ´ıa libre por part´ıcula puede escribirse:








drg(r; ρ|α)[v(r; ρ)− v0(r)] (3.44)
donde g(r; ρ|α) es la funcio´n de distribucio´n radial asociada al potencial v(r; ρ|α) y
f0(ρ) es la energ´ıa libre para el potencial de referencia v0(r), obtenida en un proceso
inicial de carga en la densidad.
Al cargar v(r; ξρ|α) en el para´metro α a densidad ξρ fija, la derivada de la trans-
formada de Fourier de la funcio´n de correlacio´n directa para el vector de onda cero
c˜′(0; ξρ|α), cumple la siguiente relacio´n:




donde c˜0(0; ξρ) y c˜(0; ξρ) corresponden a las funciones de correlacio´n directas del po-
tencial de referencia v0(r) y del potencial v(r; ξρ), respectivamente. Introduciendo la
expresio´n de f0(ρ) y con (3.45), tenemos que:





drc(r; ξρ) + b(ρ) (3.46)
5En los potenciales independientes de la densidad, e´stos pueden cargarse en las interacciones a
densidad constante y viceversa. Para los potenciales dependientes de la densidad, el fluido puede ser
cargado en las interacciones a densidad constante, pero no en la densidad a interacciones constantes.

















dr[v(r; ρ)− v0(r)]g(r; ρ|α) (3.47)
siendo h˜(0; ξρ|α) la funcio´n de correlacio´n que corresponde, por la ecuacio´n OZ, a
c˜(0; ξρ|α).
La ecuacio´n de compresibilidad quedara´ entonces:
β
ρχT (ρ)









donde χT (ρ) es el coeficiente de compresibilidad isoterma y el te´rmino ∂p0(ρ)/∂ρ re-
presenta la contribucio´n del te´rmino de volumen.
Se observa una vez ma´s que en la representacio´n de los fluidos complejos median-
te un fluido de potencial de par efectivo dependiente de la densidad, y a diferencia
de lo que ocurre en los fluidos simples, los estados termodina´micos en los que el coe-
ficiente de compresibilidad isoterma diverge no coinciden con aquellos en los que la
funcio´n de correlacio´n h˜(0; ρ) diverge. Ello resulta del proceso de reduccio´n del sistema
multicomponente a un sistema unicomponente efectivo.
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4.1. Introduccio´n
Estudiamos las disoluciones estabilizadas en la carga mediante la teor´ıa cla´sica
DLVO, y segu´n el modelo unicomponente desarrollado, en el cap´ıtulo anterior, para los
fluidos complejos multicomponentes (ver Ruiz et. al., 2003).
Para ello partiremos del llamado Modelo Primitivo o PM (del ingle´s, Primitive Mo-
del), en el que el disolvente polar se trata como un continuo de constante diele´ctrica ǫ,
y las especies io´nicas se representan como esferas duras con distinta carga y taman˜o.
De este modo, el potencial de par promediado sobre el disolvente para el fluido multi-
componente, consiste en un te´rmino de repulsio´n de esferas duras de corto alcance ma´s
las interacciones de Coulomb de largo alcance:




donde vHS(rij) es la interaccio´n de las esferas duras que representan el par de part´ıculas
(i, j) de cargas respectivas zi y zj , rij es la distancia entre los centros de las esferas
y λ = e2/ǫkBT es la longitud de Bjerrum, o distancia caracter´ıstica entre dos iones
de carga e (−e es la carga del electro´n, que tomaremos como unidad de carga) en un
fluido de constante diele´ctrica ǫ a temperatura T .
En dicha disolucio´n coloidal se encuentran, encerradas en un volumen V a tempe-
ratura T , N part´ıculas coloidales esfe´ricas de radio R, masa M y carga −Ze, uniforme-
mente distribuida sobre la superficie del coloide. El fluido esta´ constituido adema´s por
contraiones de carga +e, que pueden considerarse puntuales dado que su taman˜o real
es varios o´rdenes de magnitud menor que el de los coloides. Pueden an˜adirse Ns pares
de iones monovalentes de carga ±e, provenientes de una sal totalmente disociada, que
se consideran tambie´n puntuales.
As´ı pues, la densidad media de los coloides sera´ ρ = N/V y la densidad total de
microiones ρm = Nm/V , siendo Nm el nu´mero total de microiones (contraiones e iones
de sal disociada). La densidad de contraiones libres es ρc = Zρ para garantizar la
electroneutralidad, y la densidad de pares de iones de la sal monovalente an˜adida es
ρs = Ns/V . De este modo, puede considerarse que la densidad de microiones es funcio´n
de la densidad coloidal ρ, en virtud de la condicio´n de electroneutralidad:
ρm = Zρ+ 2ρs (4.2)







Figura 4.1:Par de part´ıculas coloidales con carga −Z|e| y radioR. Se encuentran separadas una
distancia r en el seno de una dispersio´n estabilizada en la carga. Los c´ırculos ma´s pequen˜os
representan a los contraiones, cada uno de los cuales tiene una carga +|e| de signo opuesto.
El disolvente es considerado un medio continuo.
4.2. Modelo
Hemos visto que en la reduccio´n de un sistema complejo a un OCM en el que
se considere el hamiltoniano efectivo exacto, se preserva el valor medio de la funcio´n
densidad de dos part´ıculas. Ahora bien, dado que el hamiltoniano efectivo exacto de un
componente conserva la complejidad del sistema multicomponente, para disponer de
expresiones matema´ticamente tratables es necesario recurrir a alguna aproximacio´n.
Roij et. al. (1999) obtuvieron —ve´ase tambie´n Roij y Hansen (1997)— que, para
las disoluciones coloidales estabilizadas en la carga, segu´n el PM y considerando una
aproximacio´n de campo medio en el marco de las Teor´ıas de Funcionales en la Densi-
dad (Henderson, 1992), el hamiltoniano efectivo aproximado del OCM formado por N









vDLVO (|Ri −Rj|; ρ, T ) + Φ0 (ρ, ρs, V, T ) (4.3)
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donde Φ0 (ρ, ρs, V, T ) es un te´rmino de volumen, Ri y Pi (i = 1, 2, ..., N) son las
coordenadas y los momentos de las part´ıculas coloidales, y vDLV O (r; ρ, T ) es el potencial
apantallado de Coulomb DLVO1:









Θ(r − 2R) (4.4)
en el que r es la separacio´n entre los centros de las esferas coloidales, vHS(r) es el
potencial de un fluido de esferas duras de dia´metro 2R, Θ(r) es la funcio´n de Heaviside y
κ es el para´metro de apantallamiento de Debye. E´ste es el responsable de la dependencia
del potencial efectivo en la densidad:
κ(ρ) =
√
4λπ [Zρ+ 2ρs] (4.5)
y, a trave´s de la dependencia en la longitud de Bjerrum λ, en la temperatura.
La expresio´n (4.4) para la energ´ıa de interaccio´n de par, fue inicialmente obtenida
por Derjaguin y Landau (1941) junto con Verwey y Overbeek (1948), y da cuenta de
la exclusio´n de los contraiones por parte del interior de las esferas duras de radio R. Se
observa que el alcance de las interacciones, que esta´ limitado por la concentracio´n de
los microiones libres ρm, viene dado por la longitud de apantallamiento de Debye, κ
−1.
El te´rmino de volumen obtenido por Roij et. al. (1999) es:





















la fraccio´n de empaquetamiento de los coloides y ρ¯ es el promedio de la densidad de







Las contribuciones al te´rmino de volumen (4.6) son consecuencia de la reduccio´n
del sistema multicomponente inicial al sistema unicomponente efectivo, y se pueden
1No´tese que el efecto de las interacciones entre coloides transferidas a trave´s de los microiones, se
manifiesta en el hamiltoniano efectivo mediante el te´rmino de volumen y a trave´s de las interacciones
efectivas DLVO.
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interpretar de la siguiente manera. El primer te´rmino es la contribucio´n del gas ideal
de los microiones a la energ´ıa libre, F id (ρm, V, T ). El segundo te´rmino representa la
energ´ıa de las N dobles capas ele´ctricas asociadas a cada part´ıcula coloidal, o energ´ıa
del pozo de potencial en el que los coloides quedan “confinados” debido a la distribucio´n
de carga, de signo opuesto, de los microiones circundantes. El tercer te´rmino da cuenta
del volumen exclu´ıdo adicional para los microiones, debido a la impenetrabilidad de
los coloides, que es nulo para R = 0 as´ı como cuando no hay sal an˜adida.
El significado del u´ltimo te´rmino en (4.6) es menos claro. Tiene cierta similitud con
la contribucio´n, de los coloides cargados que interaccionan segu´n el potencial (4.4), a


















de la que puede observarse que difiere no so´lo en el signo, sino tambie´n en el factor
entre corchetes en (4.8). U´nicamente si los coloides son puntuales (R = 0), la cuarta
contribucio´n del te´rmino de volumen se cancelar´ıa con la contribucio´n de campo medio2.
Esto parece indicar que la cuarta contribucio´n en (4.6) es debida a que el acoplamiento
de las contribuciones de esferas duras y de Coulomb impide que la cancelacio´n sea
perfecta. Resulta, pues, un indicador de que la energ´ıa libre de un sistema puramente
Coulombiano se debe u´nicamente a las correlaciones y a las fluctuaciones.
4.3. Estructura del modelo
El OCM que hemos presentado en el apartado 4.2 es una aproximacio´n para el
potencial efectivo, que implica la integracio´n parcial de la funcio´n de particio´n y su
reduccio´n a una aproximacio´n de par (ver el apartado 3.2.3). En consecuencia, la fun-
cio´n de distribucio´n radial g (r; ρ, T ) del OCM asociada al hamiltoniano efectivo (4.3)
no coincide, a priori, con la del modelo multicomponente. Ha de notarse adema´s que
e´sta proviene exclusivamente de la forma del potencial repulsivo DLVO (4.4).
Resolveremos la estructura del modelo DLVO cla´sico sin sal, utilizando
para ello la aproximacio´n HNC aplicada al potencial DLVO (que llamaremos aproxi-
2Debido a la condicio´n de electroneutralidad de carga, la energ´ıa libre de un sistema puramente
colombiano no contiene contribuciones de campo medio.
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macio´n HNC–DLVO). Ma´s adelante, para contrastar su validez, compararemos nues-
tros resultados con los obtenidos mediante la ecuacio´n integral CGHNC (del ingle´s,
Coarse–Graining Hypernetted–Chain) desarrollada por J. A. Anta y S. Lago (Anta y
Lago, 2002; Anta et. al., 2003). La CGHNC es un proceso de construccio´n del OCM
que, por definicio´n, conserva la funcio´n de correlacio´n coloide–coloide del sistema mul-
ticomponente. Existen regiones de no solucio´n para la CGHNC (densidades muy bajas,
grandes valores de la asimetr´ıa de carga Z...) en los que la comparacio´n no es factible.
Las mezclas binarias de esferas duras con gran asimetr´ıa de carga y sin sal presentan
una separacio´n de fase para densidades muy bajas en el Modelo Primitivo (Belloni,
1986). Por ello nos interesa estudiar el OCM a muy bajas densidades, para lo cual
conviene utilizar la distancia media entre part´ıculas r0 = ρ
−1/3 como unidad de longitud
al resolver el cierre HNC. En te´rminos de r0, la distancia reducida u, y una nueva






q (ρ, T ) ≡ κr0 =
√
4πλZρ1/6 (4.10)
De modo que si tratamos R/λ como un para´metro fijo que representa la temperatura
T normalizada, podemos describir el potencial u´nicamente en te´rminos de las variables
q y Z. El inverso del cuadrado del nu´mero de carga Z−2 hara´, en el lugar de T , el papel
de “temperatura” para el OCM, dado que determina, en proporcionalidad directa, la
intensidad del potencial DLVO.
En el caso de la disolucio´n coloidal sin sal an˜adida, Z y q son funciones mono´tonas
de las variables antiguas, de donde podemos escribir el potencial efectivo DLVO:















3La potencia inversa q−3, representa el nu´mero medio de part´ıculas en una caja cu´bica de longitud
de apantallamiento de Debye κ−1.
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4.3.1. Aproximacio´n HNC–DLVO
Para resolver la estructura en el modelo DLVO cla´sico sin sal, utilizaremos
la ecuacio´n de cierre HNC aplicada al potencial de par efectivo dependiente del estado
(4.11). No consideramos los te´rminos de volumen puesto que se cancelan.
Denotamos las funciones de correlacio´n HNC para el potencial vDLV O(r; ρ, T ), en
unidades de la distancia media entre part´ıculas, u:
c (r; ρ; vDLVO(r; ρ, T )) = c (u; q; v(u; q, Z)) ≡ c (u; q, Z) (4.13a)
h (r; ρ; vDLVO(r; ρ, T )) = h (u; q; v(u; q, Z)) ≡ h (u; q, Z) (4.13b)
h (u; q, Z)− c (u; q, Z) ≡ s (u; q, Z) (4.13c)
De modo que la ecuacio´n de Ornstein-Zernike en la variable u, y su transformada de
Fourier (donde k es la variable vectorial en el espacio de Fourier en el que redefinimos
la transformada de Fourier, para las funciones que ahora esta´n definidas en la variable
u):
s (u; q, Z) =
∫
duc (u; q, Z) [s (u− u′; q, Z) + c (u− u′; q, Z)] (4.14)
s˜(k; q, Z) = c˜(k; q, Z) [s˜(k; q, Z) + c˜(k; q, Z)]⇒ s˜(k; q, Z) = c˜
2(k; q, Z)
1− c˜(k; q, Z) (4.15)
y la ecuacio´n de cierre HNC, definida en el espacio real normalizado a la distancia
media entre part´ıculas u:
c(u; q, Z) =
[
e−βv(u;q,Z)+s(u;q,Z) − 1]− s(u; q, Z) = h(u; q, Z)− s(u; q, Z) (4.16)
Resolvemos las ecuaciones (4.15)-(4.16) empleando el me´todo LMV para fluidos
simples (Lomba, 1989; Lab´ık et. al., 1985) expuesto en el Ape´ndice A.
4.3.2. Aproximacio´n CGHNC
La aproximacio´n CGHNC se basa en un tratamiento ya utilizado en los metales
l´ıquidos por Anta y Louis (2000). La idea de partida es el hecho de que las correlaciones
coloide–coloide, ion–ion, y coloide–ion, no tienen por que´ ser tratadas necesariamente
al mismo nivel de aproximacio´n (Warren, 2000).
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En esencia, la CGHNC consiste en una reduccio´n del sistema multicomponente a
un sistema unicomponente u OCS (del ingle´s, One Component System), por iteracio´n
sucesiva en dos pasos:
a) Resolucio´n del problema coloide–contraion en la aproximacio´n HNC.
b) Resolucio´n del problema unicomponente efectivo para los coloides en la aproxi-
macio´n RHNC, con el potencial efectivo autoconsistente obtenido de a).
Partiendo del Modelo Primitivo y teniendo presente la condicio´n de electroneutra-
lidad, la aproximacio´n CGHNC procede segu´n los siguientes pasos:
1. Planteamiento del problema de muchos cuerpos mediante las ecuaciones OZ.
Estas ecuaciones relacionan todas las funciones de correlacio´n de forma exacta.
2. Definicio´n del OCS, como el fluido cuya estructura de par es ide´ntica a la estruc-
tura de par coloide–coloide del sistema real:
s˜(k) ≡ s˜cc(k) (4.17)
de modo que se asegura que el potencial de par efectivo del OCS contiene, por
definicio´n y a trave´s de las ecuaciones OZ, todas las contribuciones de muchos
cuerpos asociadas a los grados de libertad de los contraiones.
3. La funcio´n de distribucio´n radial g(r) y el potencial de fuerza media coloide–
coloide w(r), coinciden tambie´n para ambos sistemas:
g(r) = e−βw(r) ≡ gcc(r) = e−βwcc(r) (4.18)
de donde, introduciendo el potencial efectivo del OCS como veff:
−βveff + h(r)− c(r)− B(r) ≡ −βvcc + hcc(r)− ccc(r)−Bcc(r) (4.19)
4. Obtencio´n de la expresio´n del potencial efectivo veff, mediante la aproximacio´n
de la funcio´n puente del OCS a la funcio´n puente coloide–coloide del sistema real:
B(r) ≈ Bcc(r) (4.20)
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De (4.17–4.20), junto con las ecuaciones OZ del sistema multicomponente, se tiene
que el potencial de par efectivo es una superposicio´n de la repulsio´n de Coulomb
ma´s una contribucio´n atractiva entre los coloides, mediada por los contraiones,
que depende de las correlaciones contraio´n–contraio´n, cii(r).
5. Ca´lculo de la funcio´n de correlacio´n entre los contraiones cii(r), mediante la lla-
mada aproximacio´n MSA4 (del ingle´s, Mean Spherical Aproximation), la cual
considera la condicio´n de volumen excluido a cortas distancias, junto con la equi-
valencia entre el potencial y la funcio´n de correlacio´n directa a largas distancias
(Hansen y McDonald, 1986).
6. Una vez calculada cii(r) mediante la MSA y para una funcio´n de distribucio´n
radial coloide–coloide gcc(r) fija (que se introduce como entrada inicial del pro-
blema, y que sera´ corregida en un procedimiento iterativo), la interaccio´n coloide–
contraion se resuelve, en el problema multicomponente OZ, bajo la aproximacio´n
HNC.
7. Una vez obtenida la estructura coloide–contraion y —conocida cii(r)— el poten-
cial efectivo consistente, se resuelve el problema efectivo coloide–coloide mediante
la aproximacio´n RHNC.
8. Se repite el proceso a partir del paso 6, hasta obtener la precisio´n deseada, intro-
duciendo la nueva funcio´n gcc(r) obtenida.
4.3.3. Resultados
En las figuras 4.2–4.4 se observan las funciones de distribucio´n radial coloide–coloide
CGHNC y HNC–DLVO, para distintos apantallamientos. Los tres casos corresponden
a una asimetr´ıa de carga Z = 20 y a una temperatura normalizada R/λ = 2,5. Puede
observarse que para q = 1 y q = 5,8 ambas aproximaciones concuerdan bastante bien.
Sin embargo, para q = 3 se encuentran diferencias significativas (ver figura 4.3). Esto
ocurre, como veremos ma´s adelante, en la cercan´ıa de la regio´n cr´ıtica correspondiente
a la aproximacio´n HNC–DLVO cla´sica (en la que no se consideran los te´rminos de
volumen para el ca´lculo de la termodina´mica). En dicha regio´n, dada la ausencia de
4Al margen de la aproximacio´n de cierre utilizada, lo importante es que de este modo las correla-
ciones entre los contraiones esta´n desacopladas del resto.
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Figura 4.2: Funcio´n de distribucio´n radial coloide–coloide HNC–DLVO cla´sica (curva gruesa)
y CGHNC (curva fina), en una disolucio´n coloidal de R/λ = 2,5 estabilizada en la carga con
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Figura 4.3: Funcio´n de distribucio´n radial coloide–coloide HNC–DLVO cla´sica (curva gruesa)
y CGHNC (curva fina), en una disolucio´n coloidal de R/λ = 2,5 estabilizada en la carga con
Z = 20 y q = 3.
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Figura 4.4: Funcio´n de distribucio´n radial coloide–coloide HNC–DLVO cla´sica (curva gruesa)
y CGHNC (curva fina), en una disolucio´n coloidal de R/λ = 2,5 estabilizada en la carga con
Z = 20 y q = 5,8.
te´rminos atractivos en el potencial (4.4), la funcio´n de correlacio´n sigue siendo de corto
alcance.
La escasez de datos de simulacio´n en el modelo primitivo, demuestra las dificul-
tades te´cnicas que implican las caracter´ısticas de los sistemas cargados. Sin embargo,
Lowe¨n et. al. (1993) desarrollaron una estrategia de simulacio´n en la que, en la misma
l´ınea de la aproximacio´n CGHNC, hacen un tratamiento distinto para las diferentes
especies. En e´l describen las correlaciones coloide–ion mediante una Teor´ıa Funcional
de la Densidad, mientras que las interacciones entre los coloides son resueltas median-
te Dina´mica Molecular. En la gra´fica 4.5 puede observarse la funcio´n de distribucio´n
radial para Z = 200, a un valor de empaquetamiento intermedio η = 0,3.
4.4. Termodina´mica consistente
Hemos visto que, al menos para determinadas condiciones, la funcio´n de correlacio´n
coloide–coloide en la aproximacio´n de par HNC–DLVO no se ajusta con precisio´n a la
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Figura 4.5: Funcio´n de distribucio´n radial coloide–coloide HNC–DLVO cla´sica (curva gruesa)
y CGHNC (curva fina, apenas distinguible de la gruesa), en una disolucio´n coloidal de R/λ =
73,6 estabilizada en la carga con Z = 200 y η = 0,3 (q = 2,66). Los puntos representan
resultados de simulacio´n de Lowe¨n et. al. (1993).
correspondiente al sistema multicomponente. Sin embargo, la ventaja de esta aproxi-
macio´n es que en ella puede hacerse uso de las ecuaciones que relacionan la estructura
y la termodina´mica de los fluidos simples. A costa, como veremos, de hacer pequen˜as
modificaciones en las ecuaciones para mantener su consistencia.
En adelante denotaremos la proporcio´n de iones disociados de sal an˜adida respecto
del resto de los microiones como ξ = 2ρs/Zρ.
4.4.1. Energ´ıa libre
De las expresiones (3.30) y (3.33), se tiene que la energ´ıa libre reducida por part´ıcula
en el modelo unicomponente de la disolucio´n coloidal:







drg(r; ρ, T |α)βvDLVO (r; ρ, T ) + βφ0 (ρ, T )
(4.21)
donde φ0 (ρ, T ) es la contribucio´n del te´rmino de volumen por part´ıcula coloidal, Λ es la
longitud de onda te´rmica de de Broglie de las part´ıculas coloidales y g(r; ρ, T |α) la fun-
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cio´n de distribucio´n radial para el fluido con potencial de par cargado αvDLVO (r; ρ, T )
(0 ≤ α ≤ 1).
A partir de las funciones de correlacio´n calculadas en la aproximacio´n HNC se tiene,
como hemos visto (Ape´ndice C), una expresio´n funcional exacta de la contribucio´n de
exceso a la energ´ıa libre. Introduciendo las transformadas de Fourier de las funciones
de correlacio´n (4.13) en la expresio´n para la energ´ıa libre de exceso reducida (C.8):
























donde c˜(k) y h˜(k) son las transformadas de Fourier de las funciones de correlacio´n
directa y total en el espacio de Fourier redefinido para las distancias en unidades de la
distancia media entre part´ıculas.
4.4.2. Presio´n
De la ecuacio´n (3.42) puede deducirse, mediante un ca´lculo esta´ndar (ver Ape´ndice
D.1), la siguiente ecuacio´n de estado:




drg (r; ρ, T ) r
∂
∂r
vp (r; ρ, T ) + p0 (4.23)
En ella aparece, a diferencia de la ecuacio´n (1.66) de los fluidos simples, la contribucio´n
p0 que proviene del te´rmino de volumen en la energ´ıa libre φ0 (ρ, T ) y un nuevo potencial
de par vp (r; ρ, T ).
Para el potencial efectivo de par DLVO, el potencial termodina´mico de la nueva
ecuacio´n de la presio´n es:
vp (r; ρ, T ) = vHS(r) + v¯p (r; ρ, T )Θ(r − 2R) (4.24)
donde






























con Γ(0, x) =
∫∞
x
dt t−1e−t, la funcio´n gamma incompleta.
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4.4.3. Energ´ıa interna
La nueva ecuacio´n de la energ´ıa de exceso por part´ıcula para el potencial DLVO









drg (r; ρ, T ) vu (r; ρ, T ) + u0 (4.26)
donde, a diferencia de la ecuacio´n (1.61) de los fluidos simples, ahora ha de incluirse
adema´s la contribucio´n a la energ´ıa interna, u0, que proviene del te´rmino de volumen
en la energ´ıa libre φ0 (ρ, T ). Aparece adema´s un nuevo potencial de par vu (r; ρ, T ).
El potencial de la nueva ecuacio´n de la energ´ıa, para el potencial DLVO, es:
vu (r; ρ, T ) = vHS(r) + v¯u (r; ρ, T )Θ(r − 2R) (4.27)
donde






















Las dos primeras contribuciones de los te´rminos de la derecha en (4.23) y (4.26)
corresponder´ıan a las ecuaciones del virial y de la energ´ıa para fluidos ato´micos, pero
con potenciales diferentes y dependientes del estado termodina´mico. As´ı pues, debido
a las dependencias impl´ıcitas, ni la ecuacio´n del virial ni la de la energ´ıa en los fluidos
ato´micos son va´lidas para la descripcio´n unicomponente efectiva.
Podr´ıa decirse que la estructura viene determinada por el potencial efectivo de par
v (r; ρ, T ), el diagrama de fases por vp (r; ρ, T ) y la energ´ıa interna por vu (r; ρ, T ). Por
otro lado, y aunque la estructura y la termodina´mica completa resulten del potencial
v (r; ρ, T ), no es posible obtenerlas a partir de vp (r; ρ, T ) o de vu (r; ρ, T ). Estos po-
tenciales garantizan la consistencia termodina´mica en la descripcio´n unicomponente
efectiva y como veremos introducen contribuciones atractivas que no estaban presentes
en el potencial vp (r; ρ, T ) que genera la estructura.
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4.5. El fluido de Debye–Hu¨ckel para part´ıculas puntuales
El potencial efectivo de par entre coloides puntuales (R = 0):






El diagrama de fases para part´ıculas que interactu´an por el potencial de par (4.29)
ha sido estudiado extensamente en la literatura. Simulaciones de Monte Carlo (Robbins
et. al., 1988; Thimuralai, 1989; Meijer y Frenkel, 1991; Dupont et. al., 1993) muestran
que en el l´ımite de alta concentracio´n de sal 2ρs >> Zρ, el diagrama de fases contiene
tres fases: una fase fluida, un cristal cu´bico centrado en el cuerpo (bcc) y un cristal
cu´bico centrado en las caras (fcc), de modo que el diagrama de fases completo consiste
en dos l´ıneas de fusio´n (fluido–bcc y y fluido–fcc) y una transicio´n estructural (bcc–fcc).
Sin embargo, en el l´ımite de baja concentracio´n de sal 2ρs << Zρ, el diagrama
de fases obtenido por Dijkstra y Roij (1998) mediante simulaciones de Monte Carlo,
contiene una transicio´n l´ıquido–vapor. No se encuentra adema´s evidencia alguna acerca
de la existencia de fases cristalinas. Tal hallazgo muestra que de hecho es posible una
transicio´n l´ıquido–vapor en la ausencia de contribuciones atractivas para el potencial.
Una transicio´n de este tipo, en principio, parece escapar de la prediccio´n de van der
Waals, en la que la existencia de contribuciones atractivas de un cierto alcance es
condicio´n necesaria para la transicio´n.
En este apartado estudiaremos las posibles transiciones en la fase fluida para el
potencial (4.29), de acuerdo con los resultados de la termodina´mica autoconsistente
recie´n presentados.
4.5.1. Potenciales termodina´micos
Los potenciales efectivos para la presio´n y la energ´ıa interna correspondientes al
fluido de Debye–Hu¨ckel para part´ıculas puntuales, se obtienen particularizando R = 0
en las ecuaciones (4.24) y (4.27):
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En la figura 4.6 puede observarse el comportamiento cualitativo de los diferentes
potenciales efectivos v (r; ρ, T ), vp (r; ρ, T ) y vu (r; ρ, T ), en el caso sin sal an˜adida
(ξ = 0). A pesar de la naturaleza repulsiva del potencial de Debye–Hu¨ckel, ambos
potenciales vp (r; ρ, T ) y vu (r; ρ, T ), tienen contribuciones atractivas. De aqu´ı que la
separacio´n de fase observada por Dijkstra y Roij (1998), a pesar de producirse en el seno
de un fluido con fuerzas puramente repulsivas, no resulte ajena a la cla´sica descripcio´n
de van der Waals: el diagrama de fases proviene de vp (r; ρ, T ), el cual s´ı contiene una
atraccio´n de largo alcance. Obse´rvese que para una densidad tal que κr0 ≈ 1,45, el
potencial efectivo vp (r; ρ, T ) pasa a ser negativo cuando r > r0, es decir, cuando la
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Figura 4.6:Representacio´n relativa de los potenciales v, vp y vu. La l´ınea de puntos representa el
potencial DLVO, para part´ıculas puntuales, v(κr) = e−κr/κr. La l´ınea discontinua representa
el potencial termodina´mico asociado vp(r) = e
−κr/κr − (3/2)Γ(0, κr) y la l´ınea continua
representa vu(r) = e
−κr/κr − e−κr/2
Para estudiar que´ sucede al an˜adir sal, e ir aumentando progresivamente la densidad
relativa de iones de sal disociada respecto del resto de los microiones, ξ, observamos
la evolucio´n del potencial efectivo de la ecuacio´n del virial vp, en el que denotamos
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x = κ¯r, κ¯ =
√
4πλZρ:

















y como puede observarse en la figura 4.7, al aumentar la concentracio´n relativa de
microiones de sal ξ, las repulsiones son favorecidas sobre las atracciones en el potencial
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Figura 4.7: Representacio´n de los potenciales termodina´micos vp, asociados a una disolucio´n
coloidal de part´ıculas puntuales, para diferentes concentraciones de sal an˜adida. Los distintos
potenciales corresponden a ξ = 0,04 (l´ınea punteada), ξ = 0,02 (l´ınea discontinua) y ξ = 0
sin sal (l´ınea continua).
4.5.2. Diagrama de fases
Dado que haremos uso de las variables q y Z que introdujimos en el apartado 4.3,
las condiciones de equilibrio de fase ahora son:
pI(qI , ZI) = pII(qII , ZII) (4.33)
µI(qI , ZI) = µII(qII , ZII)
ZI = ZII
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donde q proporciona el para´metro de orden, y Z−2 es la temperatura inversa.
En el ca´lculo de la presio´n o de la energ´ıa interna, hemos de tener en cuenta que
los te´rminos de volumen esta´n ausentes por tratarse de part´ıculas puntuales, esto es:
φ0(ρ, T ) = 0, p0 = 0 y u0 = 0 en (4.21), (4.23) y (4.26).
Si estudiamos el comportamiento del diagrama de fases en la aproximacio´n de campo
medio, esto es, si consideramos g (r; ρ, T ) ≈ 0 para distancias menores que la distancia
media entre part´ıculas y g (r; ρ, T ) ≈ 1 para distancias mayores, tenemos que el dia-
grama de fases que resulta de la ecuacio´n del virial (4.23) junto con el potencial (4.30),
presenta una transicio´n l´ıquido–vapor. Esto ocurre independientemente de que en la
disolucio´n haya o no sal an˜adida. En al tabla 4.1 presentamos algu´n resultado sobre de
la localizacio´n de los correspondientes puntos cr´ıticos. Se observa que, con un cambio
de ξ = 0 a ξ = 0,25, el apantallamiento de Debye aumenta en un factor 1,12, mientras




Tabla 4.1: Localizacio´n del punto cr´ıtico en campo medio, para fluidos de Debye–Hu¨ckel con
part´ıculas puntuales.
A continuacio´n nos centramos en el estudio del diagrama de fases para el
caso en el que no hay iones de sal disociados (ξ = 0). Haciendo uso de distintos
me´todos aproximados, calcularemos las magnitudes termodina´micas con las que se
obtiene el equilibrio de fases segu´n (4.33). Al final comparamos nuestros resultados con
los obtenidos por Dijkstra y Roij (1998) mediante simulacio´n.
4.5.2.1. Aproximacio´n de campo medio
En la aproximacio´n del campo medio y sin sal:












Z(1 + q)e−q (4.34)
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de donde se obtienen por derivacio´n, la presio´n y la energ´ıa interna:














Para calcular el equilibrio l´ıquido–vapor mediante las ecuaciones de la termodina´mi-
ca consistente, determinamos previamente la estructura del potencial (4.29) segu´n la
aproximacio´n de cierre HNC desarrollada en el apartado 4.3.1. A partir de ella, ob-
tenemos la energ´ıa libre de exceso por part´ıcula, f exHNC , mediante la ecuacio´n (4.22).
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Figura 4.8: Energ´ıa libre reducida por part´ıcula βf ex ≡ βf ex (ρ, T ), en el fluido Debye–Hu¨ckel
para una disolucio´n coloidal de part´ıculas puntuales. La curva superior corresponde a una
asimetr´ıa de carga Z = 20 y la inferior a Z = 30. Las l´ıneas continuas representan resultados
obtenidos en HNC. Sobre ellas se superponen, en cada caso, los resultados obtenidos por
integracio´n termodina´mica de la ecuacio´n del virial (puntos).
Podemos comprobar el alto grado de consistencia termodina´mica obtenida, puesto que
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Figura 4.9: Energ´ıa libre reducida por part´ıcula βf ex ≡ βf ex (ρ, T ), en el fluido Debye–Hu¨ckel
para una disolucio´n coloidal de part´ıculas puntuales. La curva superior corresponde a una
densidad q = 1 y la inferior a q = 3. Las l´ıneas continuas representan resultados obtenidos
en HNC. Sobre ellas se superponen, en cada caso, los resultados obtenidos por integracio´n
termodina´mica de la ecuacio´n de la energ´ıa (puntos).
en las figuras 4.8 y 4.9 se muestran tambie´n algunos valores calculados por integracio´n
de la ecuacio´n del virial y de la energ´ıa interna. Para ello, procedemos en cada caso:
Integrando la ecuacio´n del virial segu´n (1.68), y puesto que a T constante q ∼ ρ1/6:











Integrando la energ´ıa interna segu´n (1.50), ya que a densidad constante q ∼ β1/2:







Para ello hemos de calcular los valores de la presio´n del virial y de la energ´ıa libre
mediante (4.23) y (4.26), teniendo en cuenta que p0 = 0 y u0 = 0, y haciendo uso de
Fluidos con interacciones efectivas dependientes del estado Guiomar Ruiz Lo´pez
4.5 El fluido de Debye–Hu¨ckel para part´ıculas puntuales 115
los correspondientes potenciales termodina´micos vp(r; ρ, T) y vu(r; ρ, T ). De (4.30) y
(4.31) tenemos que, sin sal (ξ = 0) y en unidades de (q, Z):




















El factor de compresibilidad de exceso del virial y la energ´ıa interna de exceso






























En la figura 4.10 se muestra el diagrama de fases, en el plano (q, Z), obtenido me-
diante la teor´ıa de campo medio y mediante la aproximacio´n HNC. Inclu´ımos tambie´n
los resultados obtenidos mediante simulacio´n MC por Dijkstra y Roij (1998).
No´tese que aunque la ausencia de contribucio´n atractiva en v (r; ρ, T ) impide la
divergencia de la correlacio´n, la ecuacio´n integral HNC detecta una transicio´n l´ıquido
vapor en concordancia con Dijkstra y van Roij. Dicha transicio´n demuestra que la
dependencia en la densidad en el potencial Debye–Hu¨ckel es suficiente para conducir
al fluido a una separacio´n de fases.
Este —en cierto modo acade´mico— problema, ilustra una vez ma´s co´mo los estados
termodina´micos en los que el coeficiente de compresibilidad isoterma diverge, no esta´n
asociados a correlaciones de largo alcance en la descripcio´n unicomponente efectiva. La
autoconsistencia termodina´mica implica que la ecuacio´n de la compresibilidad en los
fluidos ato´micos ha de modificarse para las interacciones dependientes de la densidad
(Tejero, 2003).
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Figura 4.10:Coexistencia de fases del fluido Debye–Hu¨ckel en campo medio (curva discontinua)
y en HNC–DLVO (curva continua). Los puntos representan los resultados de simulacio´n de
Dijkstra y van Roij.
4.6. Disoluciones de esferas duras estabilizadas en la carga
Las mezclas binarias de esferas duras cargadas y altamente asime´tricas en el taman˜o
y en la carga, presentan una separacio´n de fases a muy bajas densidades (Belloni, 1986).
En este apartado investigamos la existencia de dicha separacio´n de fases segu´n el modelo
del apartado 4.2, en el que ρs = 0, haciendo uso de los resultados de la termodina´mica
autoconsistente obtenidos en 4.4.
Para calcular el diagrama de fases, utilizamos las condiciones de equilibrio de fases
(4.33), considerando que de nuevo q proporciona el para´metro de orden y fijando R/λ.
Dada la alta asimetr´ıa en el taman˜o de las dos especies consideramos, en buena
aproximacio´n, que las esferas ma´s pequen˜as son puntuales. Por otro lado, el taman˜o fi-
nito de las part´ıculas mesosco´picas nos lleva a considerar la contribucio´n de los te´rminos
de volumen a la presio´n en (4.23).
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4.6.1. Te´rmino de volumen
Segu´n hemos visto en el apartado 4.4, en el modelo unicomponente de una mezcla
binaria de esferas duras estabilizadas en la carga, la energ´ıa libre por part´ıcula (4.21)
contiene un te´rmino de volumen φ0(ρ, T ). Particularizando la expresio´n (4.6) obtenida
por Roij et. al. (1999) al caso de una disolucio´n sin sal (ρ− = 0) tenemos que, puesto












Z − 3Z ln (4πZ)
}






es la contribucio´n de volumen a la energ´ıa libre por part´ıcula, salvo contribuciones que
resultar´ıan ide´nticas para dos fases que coexisten en equilibrio, en unidades normaliza-
das a la distancia media entre los centros de las esferas.
De aqu´ı que, segu´n la descripcio´n OCM, sea necesario an˜adir una nueva contribucio´n




De este modo, la ecuacio´n de estado del virial (4.23) en unidades normalizadas a
la distancia media entre los centros de las esferas, contiene tambie´n un nuevo te´rmino.




























que representa la presio´n de gas ideal de los contraiones, y la contribucio´n que provie-
ne de la energ´ıa de las N dobles capas ele´ctricas asociadas a la condensacio´n de los
microiones sobre las part´ıculas mesosco´picas individuales (Roij et. al., 1999).
4.6.2. Diagrama de fases
En la figura 4.11 se muestra los diagramas de fases en el plano q–Z, obtenidos me-
diante la teor´ıa cla´sica HNC–DLVO y mediante la aproximacio´n HNC–DLVO con te´rmi-
nos de volumen. En ambos casos se encuentra una transicio´n l´ıquido–vapor. Adema´s se
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observa que el te´rmino de volumen desplaza el punto cr´ıtico hacia Z y q mayores, y que
aumentando R/λ el te´rmino de volumen domina la separacio´n de fases, jugando enton-
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Figura 4.11: Coexistencia de fases HNC–DLVO (curvas continuas) y HNC–DLVO cla´sica (cur-
vas discontinuas) en disoluciones de esferas duras estabilizadas en la carga. En ambos casos,
las curvas inferiores corresponden a part´ıculas coloidales de radio R = 2λ y las superiores a
R = 2,5λ.
No fue posible obtener la regio´n de coexistencia en la aproximacio´n CGHNC debido
a que, no siendo e´sta resoluble a muy bajas densidades, no hay soluciones para la rama
gas. El problema parece deberse a que, al disminuir la densidad de contraiones, dismi-
nuye la constante de Debye y el aumento de la longitud de apantallamiento hace que las
correlaciones sean de muy largo alcance, lo cual introduce inestabilidades nume´ricas.
En la figura 4.12 se muestra el diagrama de fases de HNC–DLVO en el plano
η–R/λ para diferentes valores de Z. Se observa que la fraccio´n de empaquetamiento
cr´ıtico es pra´cticamente independiente de Z (ηc ≈ 0,006) y el comportamiento de
la temperatura cr´ıtica normalizada Rc/λ respecto de Z, es casi lineal. Estos hallazgos
esta´n en concordancia cualitativa con Belloni (1986), quien resolvio´ el modelo primitivo
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para electrolitos de dos componentes asime´tricos en carga y taman˜o mediante la HNC
multicomponente. Ahora bien, en dicho tratamiento multicomponente, los resultados
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Figura 4.12: Coexistencia de fases HNC–DLVO, en disoluciones de esferas duras estabilizadas
en la carga. Las asimetr´ıas en la carga correspondientes, de abajo a arriba: Z = 10, Z = 15
y Z = 20.
La temperatura y empaquetamiento cr´ıticos pueden estimarse, ajustando los para´me-
tros de empaquetamiento de las fases en equilibrio, mediante la ley de dia´metros rec-
til´ıneos y de escalado en la densidad. En la tabla 4.2, comparamos la temperatura y
empaquetamiento cr´ıticos con los obtenidos mediante otras aproximaciones, como es el
caso de la MSA (Petris y Chan, 2002) y la HNC (Belloni, 1986) aplicadas al PM mul-
ticomponente, as´ı como con resultados de MC (Linse, 2000; Rescic y Linse, 2001). El
ideal ser´ıa poder comparar, tanto el diagrama de fases como los para´metros cr´ıticos, con
los resultados correspondientes de MC a lo largo de un amplio rango de asimetr´ıas de
carga. Sin embargo, u´nicamente hay resultados de MC fiables para pequen˜as asimetr´ıas
de carga, dadas las limitaciones pra´cticas que impone el taman˜o de las muestras. De
aqu´ı que comportamientos ano´malos deducidos de las teor´ıas aproximadas no puedan
validarse de forma absoluta para cargas mayores.
120 Disoluciones coloidales estabilizadas en la carga
Asimetr´ıa carga MC MSA HNC DLVO-HNC
Z : 1 R/λ η R/λ η R/λ η R/λ η
10 : 1 0,38 0,15 0,67 0,07 ≈ 1,85 0,60 0,008
20 : 1 ≈ 0,5 ≈ 0,1− 0,4 1,05 0,03 ≈ 4,35 ≈ 0,004 1,26 0,05
Tabla 4.2: Para´metros cr´ıticos para disoluciones coloidales estabilizadas en la carga, compa-
rados con los obtenidos por simulacio´n.
Sin embargo, Rescic y Linse (2001) hicieron un detallado estudio MC del sistema
multicomponente con contraiones puntuales, que si bien esta´ sujeto a cierta incertidum-
bre estad´ıstica debida a los efectos de taman˜o, ha permitido determinar el diagrama
de fases para un valor de asimetr´ıa de carga Z = 10. La similitud de dicho diagrama
de fases, obtenido por simulacio´n, y el de la HNC–DLVO con te´rminos de volumen
(ver figura 4.13), confirma la validez del OCM con potencial efectivo dependiente de
la densidad, independientemente de las limitaciones del tratamiento multicomponente.
Obse´rvese que se mejoran los resultados obtenidos por Petris y Chan (2002) mediante
MSA. Dicho re´gimen de asimetr´ıa de carga (Z = 10), para el que el equilibrio de fases no
ha sido medido experimentalmente, puede sin embargo encontrarse en las disoluciones
de prote´ınas.
De no incluirse los te´rminos de volumen en DLVO-HNC, la coexistencia sigue apa-
reciendo, pero para relaciones de carga mayores.
4.6.3. Compresibilidad isoterma
Presentamos a continuacio´n los resultados obtenidos, mediante el modelo unicom-
ponente efectivo HNC–DLVO, para el coeficiente de compresibilidad isoterma. De ellos
pueden tambie´n inferirse ma´s informacio´n, en este modelo, acerca de una posible tran-
sicio´n de fase.
En la figura 4.14 se representa el coeficiente de compresibilidad isoterma normali-
zado χT /χ
id
T en funcio´n del factor de empaquetamiento η, para distintas asimetr´ıas de
carga Z, y a temperatura normalizada R/λ = 2,5.
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Figura 4.13: Coexistencia de fases HNC–DLVO (curva continua) y MSA (curva discontinua)
en una disolucio´n de esferas duras con asimetr´ıa de carga Z = 10. Los puntos representan
resultados de simulacio´n de Rescic y Linse (2001).
No´tese que ha de calcularse segu´n la termodina´mica consistente en el OCM, esto











La existencia de atraccio´n efectiva entre part´ıculas coloidales de la misma carga,
en una mezcla binaria de esferas duras con alta asimetr´ıa de carga, es controvertida
(Belloni, 2000). Esta atraccio´n efectiva llevar´ıa, en una disolucio´n coloidal estabilizada
en la carga y sin sal sal an˜adida, a una transicio´n liquido–vapor. De acuerdo con la
ecuacio´n de la compresibilidad, la aproximacio´n al punto cr´ıtico implicar´ıa la existencia
de funciones de correlacio´n coloide–coloide de largo alcance.
Cuando la mezcla se reemplaza por una descripcio´n efectiva unicomponente que im-
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Figura 4.14: Coeficiente de compresibilidad isoterma HNC–DLVO reducido, en te´rminos de
la funcio´n de empaquetamiento η, para disoluciones de esferas duras de radio R = 2,5λ
estabilizadas en la carga. Las correspondientes asimetr´ıas en la carga, de abajo a arriba:
Z = 17, Z = 25, Z = 32 y Z = 36.
plica u´nicamente part´ıculas mesosco´picas, las funciones de correlacio´n coloide–coloide
siguen siendo de largo alcance. En esta descripcio´n, los contraiones se integran en la
funcio´n de particio´n y las part´ıculas coloidales interaccionan segu´n el hamiltoniano
efectivo exacto. Pero dado que la complejidad de la mezcla se conserva, es necesario
hacer algu´n tipo de aproximacio´n. La sustitucio´n del hamiltoniano efectivo unicompo-
nente exacto, por un hamiltoniano efectivo con interacciones de par dependientes del
estado termodina´mico DLVO, tiene profundas consecuencias.
Para empezar, hay que notar que en la descripcio´n aproximada efectiva unicompo-
nente tenemos siempre una funcio´n de correlacio´n coloide–coloide de corto alcance, en
todo el diagrama de fases, debido a la naturaleza repulsiva del potencial DLVO. De
aqu´ı que, en el caso de que nos aproximemos a una curva espinodal o al punto cr´ıtico,
dicha funcio´n de correlacio´n coloide–coloide sera´ sin duda una aproximacio´n muy pobre
respecto de la de la mezcla. Sin embargo, lejos de la regio´n de coexistencia, la funcio´n
de correlacio´n aproximada HNC–DLVO puede ser una muy buena aproximacio´n.
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Respecto al estudio del equilibrio de fases en la descripcio´n aproximada efectiva
unicomponente, y au´n sin incluir los te´rminos de volumen que deber´ıan aparecer, la
aproximacio´n cla´sica HNC–DLVO detecta una transicio´n l´ıquido–vapor. Esto indica
que es la dependencia en la densidad del potencial DLVO la responsable de llevar al
fluido a la separacio´n de fases. Al aumentar el radio de las part´ıculas coloidales, esta
separacio´n de fase es dominada por el te´rmino de volumen y el mecanismo de apanta-
llamiento del DLVO pasa a tener un papel secundario. No ha sido posible determinar
la transicio´n l´ıquido–vapor en la aproximacio´n CGHNC para poderla comparar con la
separacio´n de fases en la aproximacio´n HNC–DLVO, pero s´ı la hemos podido comparar
con la obtenida por Petris mediante MSA y con el diagrama de fases fluidas obtenido
mediante un estudio MC realizado por Rescic y Linse (2001) para pequen˜os valores
de la asimetr´ıa de carga. El acuerdo de la aproximacio´n HNC–DLVO es excelente y
mejora los resultados de MSA respecto de MC.
Considerando que los te´rminos de volumen son responsables de un posible despla-
zamiento de la binodal en el plano de fases, concluimos que las diferencias cuantitativas
respecto de la HNC–DLVO cla´sica, pueden exclusivamente deberse a la aproximacio´n
utilizada. En este sentido, hemos comparado valores para los para´metros cr´ıticos con
valores de Z para los que existen resultados de simulacio´n. La HNC–DLVO mejora
los resultados obtenidos por la HNC multicomponente, cuando esta tiene solucio´n, con
respecto a la simulacio´n. Y en algunos casos tambie´n respecto de la MSA. Esto es
especialmente claro para los valores de la temperatura cr´ıtica normalizada.
Hemos analizado la termodina´mica resultante de la teor´ıa DLVO segu´n los me´todos
esta´ndar de la f´ısica estad´ıstica. La u´nica forma de garantizar la consistencia termo-
dina´mica en la descripcio´n de potencial efectivo de par, es la de determinar la energ´ıa
libre de Helmholtz y derivar de ella el resto de las magnitudes termodina´micas.
En cuanto a las ecuaciones que se derivan de la energ´ıa libre en forma consistente,
hay que subrayar que incluso cuando se descarta el te´rmino de volumen, la ecuacio´n
del virial y de la energ´ıa difieren de sus ana´logas para los fluidos ato´micos. Desde
otro punto de vista, puede decirse que se aplican a los fluidos complejos, pero con
distintos potenciales dependientes del estado vp (r; ρ, T ) y vu (r; ρ, T ). A pesar de la
naturaleza puramente repulsiva del potencial DLVO, ambos potenciales contienen una
contribucio´n atractiva. La atraccio´n de largo alcance en vp (r; ρ, T ), esta´ en acuerdo con
el marco cla´sico de van der Waals, de modo que la nueva ecuacio´n del virial reproduce
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la transicio´n l´ıquido–vapor HNC–DLVO. Como consecuencia de ello, la ecuacio´n de la
compresibilidad esta´ndar ya no es va´lida para la descripcio´n unicomponente efectiva.
De este modo se solventa el hecho de que la ecuacio´n del virial, la ecuacio´n de la
energ´ıa y la ecuacio´n de la compresibilidad para fluidos ato´micos en la descripcio´n
efectiva unicomponente, conduzcan a inconsistencias termodina´micas (Louis, 2002).
El principio ba´sico de la ecuacio´n de la compresibilidad para los fluidos ato´micos im-
plica un proceso de carga de la densidad a interaccio´n constante (Evans, 1979). Cuando
se carga el potencial DLVO en la densidad, se carga simulta´neamente en las interaccio-
nes, y esto explica el que la ecuacio´n de la compresibilidad se haya de modificar para
conducir a una termodina´mica consistente (Tejero, 2003).
En resumen, la teor´ıa DLVO proporciona una descripcio´n efectiva unicomponente,
que detecta la mayor´ıa de las propiedades experimentales y de simulacio´n para las
suspensiones coloidales estabilizadas en la carga. El precio a pagar para ello es que han
de modificarse las ecuaciones tan firmemente establecidas para los fluidos ato´micos.
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Conclusiones
1. Las Teor´ıas Perturbativas e Integrales, as´ı como los resultados de simulacio´n, con-
firman que cierto modelo de potencial efectivo, con una dependencia no mono´tona
en la densidad, presenta polimorfismo l´ıquido.
La existencia de posibles transiciones L–L en sustancias puras es de gran trascen-
dencia, y su estudio puede conducir a la s´ıntesis de nuevas familias de l´ıquidos,
qu´ımicamente ide´nticos a las sustancias ya conocidas pero con propiedades muy
diferentes.
2. El procedimiento esta´ndar de simulacio´n no puede ser aplicado a los potenciales
dependientes de la densidad.
La estrategia desarrollada para la simulacio´n con densidades locales, es de gran
significacio´n para el ana´lisis de transiciones de fase, en sistemas cuya descripcio´n
implica el uso de potenciales efectivos dependientes del estado (metales l´ıquidos
y disoluciones coloidales).
3. Las discrepancias observadas entre las predicciones de la RHNC y la simulacio´n,
indican que la prediccio´n de la separacio´n de fases mediante IETs ha de hacer-
se con mucha cautela en potenciales dependientes de la densidad. Para obtener
resultados fiables, ha de hacerse uso, partiendo de la energ´ıa libre, de una termo-
dina´mica consistente.
La ecuacio´n de virial y de la energ´ıa que se derivan de la energ´ıa libre en forma
consistente, difieren de sus ana´logas para los fluidos ato´micos.
4. Dado que el principio ba´sico de la ecuacio´n de la compresibilidad para los fluidos
ato´micos implica un proceso de carga de la densidad a interaccio´n constante, en el
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tratamiento de los potenciales dependientes de la densidad es necesario modificar
la ecuacio´n de la compresibilidad para conducir a una termodina´mica consistente.
5. Utilizando distintos potenciales dependientes del estado para el ca´lculo de cada
magnitud termodina´mica diferente, se pueden aplicar las ecuaciones de los fluidos
simples.
Esto significa que, a pesar de que el potencial efectivo sea puramente repulsivo,
como es el caso del DLVO, el potencial termodina´mico asociado a la nueva ecua-
cio´n del virial puede tener una parte atractiva. Dicha parte atractiva conducir´ıa
a una transicio´n l´ıquido–vapor en fluidos complejos, en acuerdo con el marco
cla´sico van der Waals.
6. El tratamiento de las disoluciones coloidales segu´n un modelo unicomponente
efectivo con interacciones de par dependientes del estado termodina´mico DLVO
tiene profundas consecuencias:
a) La funcio´n de correlacio´n coloide–coloide es de corto alcance en todo el
diagrama de fases. Cerca de una curva espinodal es una aproximacio´n muy
pobre a la mezcla, pero lejos de la regio´n de coexistencia, puede ser una muy
buena aproximacio´n.
b) La aproximacio´n cla´sica HNC–DLVO detecta una transicio´n l´ıquido–vapor,
lo que indica que la dependencia en la densidad del potencial DLVO es la
responsable de llevar al fluido a la separacio´n de fases.
c) Al aumentar el radio de las part´ıculas coloidales, esta separacio´n de fase es
dominada por el te´rmino de volumen y el mecanismo de apantallamiento del
DLVO pasa a tener un papel secundario.
d) Los te´rminos de volumen tienen el efecto de un posible desplazamiento de
la binodal en el plano de fases, por lo que las diferencias cuantitativas de la
aproximacio´n HNC–DLVO pueden exclusivamente deberse a la aproxima-
cio´n utilizada.
e) En el re´gimen de baja asimetr´ıa de carga —para el que existen resultados de
simulacio´n— los valores de algunos para´metros cr´ıticos en la HNC–DLVO,
mejoran los obtenidos por la HNC multicomponente, cuando e´sta tiene so-
lucio´n. Esto es cierto en particular para la temperatura cr´ıtica normalizada.
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En resumen, la teor´ıa DLVO proporciona una descripcio´n efectiva unicomponente
que detecta la mayor´ıa de las propiedades experimentales y de simulacio´n para
las suspensiones coloidales estabilizadas en la carga. El precio a pagar para ello
es que han de modificarse las ecuaciones tan firmemente establecidas para los
fluidos ato´micos.
Ape´ndice A
Resolucio´n nume´rica de la ecuacio´n
integral RHNC
Algunas ecuaciones integrales pueden resolverse anal´ıticamente para determina-
dos potenciales, como es el caso del potencial de esferas duras la aproximacio´n de
Percus–Yevick. Sin embargo la RHNC es resoluble u´nicamente por me´todos nume´ricos.
Expondremos a continuacio´n el procedimiento empleado.
Hemos de resolver la ecuacio´n OZ (1.79) y la ecuacio´n de cierre RHNC (1.95), que
considera como referencia el potencial de esferas duras, cuya funcio´n puente es BHS(r):
h(r; ρ, T ) = c(r; ρ, T ) + ρ
∫
dr′c (|r− r′|; ρ, T )h(r′; ρ, T )
h(r; ρ, T ) = e−βv(r;ρ,T )+h(r;ρ,T )−c(r;ρ,T )+BHS(r;ρ,T ) − 1 (A.1)
Trabajaremos en te´rminos de la funcio´n serie s(r; ρ, T ) = h(r; ρ, T )−c(r; ρ, T ) dado
que, especialmente para potenciales discontinuos, el comportamiento de esta funcio´n es
ma´s suave que el de h(r; ρ, T ) y c(r; ρ, T ). Adema´s la ecuacio´n OZ es una convolucio´n
y por tanto, a diferencia de la ecuacio´n de cierre, se trata de una relacio´n funcional no
local. Esto significa que el valor de s(r; ρ, T ) en cada punto depende del valor en todos
los puntos de c(r; ρ, T ). Ello requerir´ıa, en el caso de resolverse por integracio´n directa,
un tiempo de computacio´n de al menos un orden de magnitud mayor que la integracio´n
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directa en el espacio de configuracio´n (Glandt y Fitts, 1978). La forma de transformarla
en una relacio´n funcional local es realizando la transformacio´n de Fourier1, con lo que
las ecuaciones a resolver son:
s˜(k; ρ, T ) =
ρc˜2(k; ρ, T )
1− ρc˜(k; ρ, T ) (A.2a)
c(r; ρ, T ) = e−βv(r;ρ,T )+s(r;ρ,T )+BHS(r;ρ,T ) − 1− s(r; ρ, T ) (A.2b)
junto con la condicio´n de optimizacio´n para la energ´ıa libre (B.5), la cual se reduce a




r2 [g(r)− gHS(r; σ)] dBHS
dσ
dr = 0 (A.3)
donde gHS(r; σ) es la funcio´n de distribucio´n radial del fluido de esferas duras de
referencia con dia´metro ato´mico σ.
Los pasos esenciales del algoritmo puede resumirse del siguiente modo.
1. Se determinan BHS(r) y ∂BHS(r)/∂σ para las esferas duras de dia´metro σ.
2. Conocido el potencial v(r; ρ, T ) y la funcio´n puente del sistema de referencia, se
resuelve el sistema de ecuaciones (A.2) mediante un proceso de iteracio´n. Una
alternativa ser´ıa realizar una simple iteracio´n directa o de Picard:
(a) Partiendo de una solucio´n inicial para s(r; ρ, T ), se introduce e´sta en el cierre
(A.2b) para calcular c(r; ρ, T ). Obtenemos la transformada de Fourier de la
funcio´n de correlacio´n directa obtenida, c˜(k; ρ, T ).
(b) Se introduce c˜(k; ρ, T ) en la transformade de la ecuacio´n OZ (A.2a), para
obtener s˜(k; ρ, T ). Calculamos la transformada inversa de s˜(k; ρ, T ), que
puede tomarse como una nueva aproximacio´n con la que volver a iniciar el
proceso.
3. Una vez resuelto el sistema (A.2), se verifica si se cumple la condicio´n de opti-
mizacio´n para la energ´ıa libre (A.3) con la precisio´n deseada. De no ser as´ı se
genera una nueva estimacio´n de σ a partir de las anteriores, mediante te´cnicas
1Precisamos de un algoritmo ra´pido de transformacio´n de Fourier, como es caso de la transformada
ra´pida de Fourier (FFT, del ingle´s Fast Fourier Transform)
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esta´ndar para la bu´squeda de ra´ıces. Se repite el proceso de resolucio´n completo,
hasta que (A.3) se satisfaga con un grado de aproximacio´n aceptable. La solucio´n
as´ı obtenida podra´ aceptarse como solucio´n a la que converge el sistema para una
densidad y temperatura dadas.
Ha de tenerse en cuenta que a altas densidades la ecuacio´n RHNC converge muy
lentamente. Esto es debido a que, para unas condiciones de densidad y temperatura
dadas, el nu´mero de iteraciones de Picard necesario para conseguir la convergencia
dependera´ de lo diferente que sea la solucio´n inicial de partida respecto de la solucio´n
final a la que converge el proceso. As´ı pues, a bajas densidades y altas temperaturas la
convergencia resultara´ muy ra´pida; pero en la fase l´ıquida, la obtencio´n de la solucio´n
final mediante el me´todo iterativo de Picard puede ser muy lenta o incluso no tener
lugar. Esto ha llevado a disen˜ar otros me´todos nume´ricos, que permitan mejorar la
precisio´n de la funcio´n s˜(k; ρ, T ), obtenida en cada paso del proceso iterativo de Picard.
A.1. Me´todo alternativo de iteracio´n
Uno de los me´todos nume´ricos ma´s eficientes para resolver la ecuacio´n OZ, di-
sen˜ado inicialmente por Gillan (1979), se basa en una combinacio´n del me´todo de
Newton–Raphson (NR) con las sucesivas iteraciones directas (ID). Lab´ık et. al. (1985)
propusieron introducir el uso de una base de funciones sinusoidales en lugar de las
funciones diente de sierra de Gillan, lo cual hace que mejore enormemente la eficiencia
del me´todo (que llamaremos LMV, de Labik, Malijevsky y Vonka).
Discretizamos la variable r en la que se definen las funciones estructurales y en
consecuencia el vector k del espacio de Fourier. Definimos las funciones S˜j ≡ kj s˜(kj),
C˜j ≡ kj c˜(kj), as´ı como las transformadas inversas, Si ≡ ris(ri), Ci ≡ ric(ri) en las
que omitimos las dependencias para mayor simplicidad en la notacio´n, y denotamos
los valores discretos del mo´dulo del vector posicio´n r y del vector de onda k como
kj = j∆k y ri = i∆r (i, j = 1, ...N) (∆k∆r = π/N como es usual en la transformadas
de Fourier, siendo N el nu´mero de puntos).




= 0 ≡ Ψj, j = 1, ..., N (A.4)
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La relacio´n de cierre RHNC (A.2b) puede tambie´n escribirse, denotando los valores
del potencial en cada punto como vi = v(ri; ρ, T ), en te´rminos de una relacio´n funcional
de Si:
Ci = ri exp (−βvi + Si/ri − BHS(ri))− Si − ri ≡ F [Si] (A.5)
El me´todo nume´rico de Gillan y LMV consiste en resolver las ecuaciones (A.4)








C˜j,k(S˜k − S˜0k) (A.6)

































Combina la rapidez de la convergencia del me´todo de Newton Raphson (NR) (cuya apli-
cacio´n requiere sin embargo un gran esfuerzo computacional, puesto que esencialmente
consiste en resolver N ecuaciones no lineales, con el ca´lculo e inversio´n del Jacobiano
correspondiente), con la economı´a de la iteracio´n directa (ID), de convergencia mucho
ma´s lenta, con el objeto de obtener un mayor ajuste en la solucio´n.
El proceso de resolucio´n se realiza, pues, en dos bucles de iteracio´n anidados:
1. Se resuelven las M primeras ecuaciones no lineales (A.4), junto con (A.6), me-
diante el me´todo de Newton Raphson.













− S˜j , j = 1, ...,M
(A.9)
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Es decir, partiendo de una estimacio´n inicial S˜j = S˜
0
j , calculamos ∆S˜j = S˜
n+1
j −




HjkΨk, j = 1, ...,M (A.10)
donde H = −J−1, y los elementos de la matriz del jacobiano:







C˜j,k, j, k = 1, ...,M (A.11)
La iteracio´n NR se realiza hasta alcanzar la convergencia con una precisio´n acep-







> 10−5 ⇒ S˜0j ≡ S˜0j + ∆S˜j (j = 1...M), y se repite la








< 10−5 ⇒ S˜j ≡ S˜0j + ∆S˜j (j = 1...M), y se procede
a calcular S˜j para j = (M + 1)...(N − 1), mediante iteracio´n directa e
introduciendo como valor inicial de S˜j el obtenido para j = 1...M .
2. Se procede a la correccio´n de S˜ mediante ID.
Para acelerar la convergencia, se hara´ uso de una modificacio´n del me´todo de
iteracio´n de Broyles (1960) segu´n la cual los valores S0i y S˜
0
j de entrada en (A.5)





= (1− α)S0i n + αSi i = 1, ..., N
S˜0n+1j = (1− α)S˜0nj + αS˜j j = 1, ..., N
(A.12)
con la variable α definida por:
α =
{
αi, si ξ > ξm
1− (1− αi)(ξ/ξm)2, si ξ < ξm
(A.13)
y el para´metro ξ = [∆r
∑
(Si − S0i )2]1/2. Los para´metros dependen del sistema,
del nu´mero de puntos N y M , y de ∆r, y deben escogerse adecuadamente. Este
proceso de iteracio´n se repetira´ tantas veces como sea necesario hasta que la
diferencia entre dos aproximaciones sucesivas sea menor que el error establecido.
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Una vez realizada la iteracio´n directa y obtenidas S˜j para j = 1...(N − 1), se







> 10−5, vuelve a repetirse la iteracio´n inicial de NR,







< 10−5, finaliza el proceso, y S˜j (j = 1...(N − 1) se
considera la solucio´n, para una densidad y temperatura dadas.
Kinoshita y Harada (KH), investigando la estrategia de iteracio´n de Gillan, encon-
traron que la estructura de la matriz jacobiana utilizada en el proceso de Newton–
Raphson es esencialmente la misma en un amplio rango de densidades y temperaturas
(Kinoshita y Harada, 1988). Esto significa que una vez resuelta la ecuacio´n OZ ba-
jo unas ciertas condiciones de referencia, al resolver la ecuacio´n integral, incluso bajo
condiciones termodina´micas distintas, puede utilizarse el mismo jacobiano en el nue-
vo proceso iterativo. As´ı pues, una vez resuelta la ecuacio´n OZ para una densidad y
temperatura dadas, se almacenara´ el jacobiano para los posteriores ca´lculos bajo condi-
ciones diferentes de densidad y temperatura. Este criterio es va´lido igualmente para las
sucesivas soluciones de la ecuacio´n RHNC, que hay que realizar a ide´nticas densidades
y temperaturas, con el fin de encontrar el valor de σ que optimice la energ´ıa libre.
El me´todo simple de resolucio´n LMV conlleva el ca´lculo del jacobiano cada vez
que se realice una iteracio´n NR; la combinacio´n de e´ste con la estrategia KH debida
a Lomba (1989), incrementa la eficiencia y rapidez del proceso. Pero adema´s garan-
tiza generalmente una mayor convergencia de la solucio´n. Este me´todo resulta por
tanto especialmente ventajoso cuando el problema OZ ha de resolverse para distintas
condiciones f´ısicas o sistemas de referencia.
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Ape´ndice B
Condicio´n de optimizacio´n de Lado,
Foiles y Ashcroft
En el ca´lculo de la aproximacio´n RHNC para la funcio´n de distribucio´n radial de
un fluido con potencial de par v(r), el potencial de referencia v0(r) puede escogerse
de modo que, en lugar de introducir para´metros de alcance e intensidad de interaccio´n
arbitrarios, e´stos sean tales que fRHNC resulte mı´nima, condicio´n por otro lado esencial
en la colectividad cano´nica:
δfRHNC = 0 (B.1)
La energ´ıa libre fRHNC (1.96), viene determinada por las funciones de distribucio´n
del sistema de referencia y del sistema completo, y por la funcio´n puente del sistema
de referencia. Es por tanto un funcional de las funciones de distribucio´n del fluido












drr2[g(r)− g0(r)]δB0(r) = 0 (B.2)
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lo cual implica que:
c(r) = h(r)− ln [g(r)eβv(r)] +B0(r) (B.3)
4πρ
∫
drr2[g(r)− g0(r)]δB0(r) = 0 (B.4)
que representan la propia ecuacio´n de cierre RHNC y una nueva ligadura para la
funcio´n puente del sistema de referencia, forzada por la condicio´n de energ´ıa mı´nima.
En particular, si se trata de un potencial de referencia v0(r) = v0(r; σ, ǫ) que contenga











ecuaciones que determinara´n los valores o´ptimos de σ y ǫ que minimizan la energ´ıa
libre1. La condicio´n de energ´ıa libre de Helmholtz mı´nima, adema´s de eliminar posi-
bles indeterminaciones, incrementa la consistencia de la ecuacio´n RHNC (Lado, 1973,
1982c).
1Para el potencial de esferas duras, la ecuacio´n (B.6) resulta obvia, y σ representa el dia´metro de
las esferas.
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Ape´ndice C
Ca´lculo de la energ´ıa libre mediante
IETs en potenciales v(r; ρ, T )
La generalizacio´n del proceso de carga en el potencial para potenciales dependientes
de la densidad v(r; ρ, T ), nos lleva a la expresio´n para la energ´ıa libre:








drg(r; ρ, T |α)v(r; ρ, T ) (C.1)
donde g(r; ρ, T |α) es la funcio´n de distribucio´n radial del potencial αv(r; ρ, T ), con
0 ≤ α ≤ 1.
Puesto que no conocemos la expresio´n parame´trica de g(r; ρ, T |α), hemos de recurrir
a la expresio´n:
g(r; ρ, T |α) = e−βαv(r;ρ,T )+h(r;ρ,T |α)−c(r;ρ,T |α)+B(r;ρ,T |α) (C.2)
cuya derivada respecto del para´metro α, en la que omitimos por brevedad las depen-
dencias en (ρ, T ) de las funciones de correlacio´n:
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que inserta´ndola en (C.1):




































y podemos integrar en α cada sumando por separado salvo el u´ltimo, que requiere el
conocimiento de la funcio´n puente. Escribiendo por separado cada una de las contri-
buciones a la energ´ıa libre1:







+ h− {h+ 1}




































































1En los fluidos simples, en los que el potencial de par no depende de la densidad, pod´ıamos escribir:




1− ρc˜(0) ⇒ ρc˜(0) = 1−
1
ρkBTχT













En el caso que nos ocupa, el potencial de par efectivo depende expl´ıcitamente de la densidad y la
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de modo que para llegar a una expresio´n de la energ´ıa libre que no dependa del para´me-
tro de carga, hemos de realizar alguna hipo´tesis o aproximacio´n para la funcio´n puente.
C.1. Energ´ıa libre HNC
La energ´ıa HNC del potencial de par efectivo v(r; ρ, T ), tomando B(r; ρ, T |α) = 0
y sumando las contribuciones no son nulas (C.5) y (C.6):

























que coincide con el funcional de la energ´ıa HNC para los fluidos simples, con potencial
de par independiente del estado.
C.2. Energ´ıa libre RHNC
Puesto que para el ca´lculo de la energ´ıa libre RHNC aproximaremos la funcio´n
puente a la de un potencial de referencia v0(r), consideramos una carga secuencial del
potencial efectivo. Primeramente cargamos el potencial hasta alcanzar el de referencia
y despue´s el resto:
v(r; ρ, T ) = v0(r) + ∆v(r; ρ, T )→ v(r; ρ, T |α0, α1) = α0v0(r) + α1∆v(r; ρ, T ) (C.9)
La parte de exceso de la energ´ıa libre viene determinada por la parte configuracional
de la funcio´n de particio´n. Para el sistema parcialmente cargado en la interaccio´n:









v(rij; ρ, T |α0, α1)
]
(C.10)
y la energ´ıa libre de exceso por part´ıcula del sistema parcialmente cargado:
βf ex(ρ, T |α0, α1) = − 1
N
lnQexN (ρ, T |α0, α1) (C.11)
que deriva´ndola respecto de cada uno de los para´metros de carga:







drg(r; ρ, T |α0, α1)v0(r) ≡ G0(α0, α1)







drg(r; ρ, T |α0, α1)∆v(r; ρ, T |α0, α1) ≡ G1(α0, α1)
140 Ca´lculo de la energ´ıa libre mediante IETs en potenciales v(r; ρ, T )
ecuaciones que integradas nos proporcionan la energ´ıa de exceso en el proceso de carga
secuencial, y a partir de e´sta la del sistema cargado:




























dα1g(r; ρ, T |1, α1)β∆v(r; ρ, T ) (C.13)
El primer te´rmino de la ecuacio´n (C.13) representa la energ´ıa sistema de referencia
βf ex0 , que puede calcularse con las ecuaciones (C.5)-(C.7):







El segundo te´rmino de la ecuacio´n (C.13), o incremento producido en el resto del
proceso de la carga del potencial, puede tambie´n descomponerse en expresiones
del tipo (C.5)-(C.7). Puesto que las dos primeras contribuciones se han integrado
en α, las escribiremos como diferencia del resultado para el potencial completo
v(r; ρ, T ) y el de referencia v0(r). Por tanto:
β∆f ex = β∆f (1) + β∆f (2) + β∆f (3) (C.15)









dα1B(r; ρ, T |1, α1)∂g(r; ρ, T |1, α1)
∂α1
(C.17)
De aqu´ı que la energ´ıa de exceso (C.13) puede escribirse:
βf ex = βf ex0 + β∆f








0 = βf0 − βf (1)0 − βf (2)0 (C.19)
El comportamiento de B(r|1, α1) en la regio´n del potencial repulsivo de referencia
no afecta al valor de la integral. Y puesto B(r) es de corto alcance, so´lo es rele-
vante la regio´n del primer ma´ximo de g(r|1, α1). Por el principio de universalidad
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de la funcio´n puente, B(r|1, α1) resulta poco sensible a la carga del potencial
realizada desde el potencial de referencia y podemos aproximarla a la del sistema
de referencia B(r|1, 0):
β∆f (3) ≈ ρ
2
∫





drB0(r)[g(r; ρ, T )− g0(r)] (C.20)
donde g(r; ρ, T ) es la funcio´n de distribucio´n radial del sistema completo v(r; ρ, T ),
y g0(r), B0(r), son la funcio´n de distribucio´n radial y la funcio´n puente del siste-
ma de referencia. Este te´rmino compensa la parte dependiente de las funciones
puente que aparecen en βf (1) y βf
(1)
0 .
En resumen, la energ´ıa libre de exceso RHNC por part´ıcula2:
f exRHNC = f




siendo f (1), f (2) y ∆f (3) las contribuciones a la energ´ıa libre de exceso del potencial com-
pleto v(r; ρ, T ) calculadas mediante (C.5), (C.6) y (C.20), y siendo f
(3)
0 la contribucio´n
del potencial de referencia calculada mediante (C.7).
Obse´rvese que tambie´n en la aproximacio´n RHNC, como en la HNC, el funcional de
la energ´ıa libre de exceso (C.22) coincide con el correspondiente funcional en los fluidos
simples. La u´nica diferencia es que, en el modelo efectivo del fluido complejo, el poten-
cial de par del que se obtienen las funciones de correlacio´n depende parame´tricamente
del estado.
2En la aproximacio´n HNC, la expresio´n para la energ´ıa libre de exceso por part´ıcula se obtie-




HNC − fexHNC0 − fex0 (C.21)
donde fexHNC y f
ex
HNC0 son la energ´ıa libre de exceso HNC por part´ıcula para el sistema completo y
para el sistema de referencia respectivamente, y fex0 es la energ´ıa libre exacta de exceso por part´ıcula
para el sistema de referencia.
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D.1. Ecuacio´n de la presio´n
Partimos de la contribucio´n de largo alcance (r > 2R) del potencial vDLV O:













en cuyos factores hemos obviado la dependencia en la temperatura, que se da a trave´s
de λ, considera´ndola constante.









βv(r; ρ, T ) = ρZ2>κ
′λφ+ ρZ2>κκ





















βv(r; ρ, T )−ρκ
′
κ




βv(r; ρ, T )
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en las que hemos omitido, por simplicidad, las dependencias:
κ′ ≡ κ′(ρ) = κ
2ρ(1 + ξ)
; ξ = 2ρs/Zρ














































drg(r; ρ, T )v(r; ρ, T ) (D.2)
donde






v(r; ρ, T ) =
2ξ − 1
2(1 + ξ)
v(r; ρ, T ) (D.3)






























drg(r; ρ, T )v∗(r; ρ, T )
De lo que se concluye que la nueva ecuacio´n del virial, en te´rminos de un nuevo















vp(r; ρ, T ) (D.4)
donde
vp(r; ρ, T ) = v









v∗(r; ρ, T )
r′
(D.5)
Para el ca´lculo del potencial efectivo v¯p(r; ρ) en r > 2R, correspondiente a la nueva


















+ κΓ(0, x) (D.6)
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con Γ(0, x) =
∫∞
x
dt t−1e−t, la funcio´n gamma incompleta. Sustituyendo en (D.5) las
expresiones de los potenciales (D.1) y (D.3) y agrupando te´rminos, se tiene que el nuevo
potencial efectivo para DLVO, en r > 2R:






























D.2. Ecuacio´n de la energ´ıa


















drg(r; ρ, T )
∂βv(r; ρ, T )
∂β
(D.8)
Partimos de nuevo del potencial (D.1), en el que ahora consideramos su dependencia
en la temperatura a trave´s de λ y fijamos ρ. Obviando la dependencia en la densidad:
λ ≡ e2/ǫkBT = λ(T )
Z> ≡ Z>(T )
κ ≡ κ(T )
De donde se concluye que la nueva ecuacio´n de la energ´ıa, en te´rminos de un nuevo








drg(r; ρ, T )vu(r; ρ, T ) (D.9)
Para el ca´lculo del potencial efectivo v¯u(r; ρ, T ) en r > 2R, correspondiente a la
nueva ecuacio´n de la energ´ıa (D.9) del potencial DLVO, derivamos:

















≡ v¯u(r; ρ, T ) (D.10)
Agrupando te´rminos se tiene que el nuevo potencial efectivo, para DLVO, en r > 2R:
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