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Abstract—Unlike the traditional recommender systems, that
make recommendations only by using the relation between user
and item, a context-aware recommender system makes recom-
mendations by incorporating available contextual information
into the recommendation process as explicit additional categories
of data to improve the recommendation process. In this paper,
we propose to use contextual information from topic hierarchies
to improve the accuracy of context-aware recommender systems.
Additionally, we also propose two context-aware recommender
algorithms for item recommendation. These are extensions from
algorithms proposed in literature for rating prediction. The
empirical results demonstrate that by using topic hierarchies our
technique can provide better recommendations.
I. INTRODUCTION
Nowadays, most web sites offer a large number of items
(e.g., movies, music, web pages, etc) to their users. Finding
relevant content according to each individual’s tastes has, thus,
become a challenge. Recommender systems have emerged
in response to this problem. A recommender system is an
information ﬁltering technology which can be used to predict
preference ratings of items, not currently rated by the user,
and/or to output a personalized ranking of items that are likely
to be of interest to the user [1]. These systems have ﬂourished
on the Internet, and web sites such as Amazon1, Netﬂix2
and Last.fm3 are good examples of recommenders that adapt
recommendations to particular user’s tastes.
Traditionally, the data that are most often available for
recommender systems are web access logs which represent
the interaction activity between users and items. Therefore,
the most common systems focus on these two entities to build
a model which is used to recommend an ordered list of 𝑁
items that are expected to be of interest to a certain user.
Unlike the traditional systems, that make recommendations
only by using the relation 𝑈𝑠𝑒𝑟 × 𝐼𝑡𝑒𝑚, a context-aware
1http://www.amazon.com
2http://www.netﬂix.com
3http://www.last.fm
recommender system makes recommendations by incorporat-
ing available contextual information into the recommendation
process as explicit additional categories of data [2]:
𝑈𝑠𝑒𝑟 × 𝐼𝑡𝑒𝑚× 𝐶𝑜𝑛𝑡𝑒𝑥𝑡→ 𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑎𝑡𝑖𝑜𝑛,
where 𝐶𝑜𝑛𝑡𝑒𝑥𝑡 speciﬁes the contextual information associated
with the application.
There are many deﬁnitions of context in the literature de-
pending on the ﬁeld of application and the available customer
data [1]. In this paper, context is deﬁned as any information
that can be used to characterize the situation of an entity (e.g.,
a web page) [3].
Thus, a promising way to improve the accuracy of rec-
ommender systems is to incorporate additional information,
such as context, besides the typical information about users
and items. However, it is usually necessary an intense and
time-consuming human effort to identify, collect and label this
additional information about the items to be properly employed
in recommender systems. Moreover, manually labeling the
content becomes impracticable for large databases. Thus, in
these situations, one possible solution is to use unsupervised
learning methods. In this sense, topic hierarchies are efﬁcient
models to capture the context of textual data in order to orga-
nize them [4]. These models allow the organization of items
into topics and subtopics, providing an intuitive way to explore
contextual information at different levels of granularity. Topic
hierarchies can also be viewed as contextual information that
characterize the items, and used to better characterize the user’s
preferences with respect to the items.
In this paper, we propose to use contextual information
from topic hierarchies to improve the accuracy of context-
aware recommender systems. Additionally, we also propose
two context-aware recommender algorithms for item recom-
mendation. These are extensions of the algorithms proposed
in [5] for rating prediction. The empirical results demonstrate
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that by using topic hierarchies our technique can provide better
recommendations.
This paper is structured as follows: in Section II we depict
the related work. Section III discusses some deﬁnitions of
context and the adopted one in this paper. In Section IV,
we present our proposal. The learning of topic hierarchies
is described in Section IV-A and the context-aware recom-
mender systems are presented in Section IV-B. We evaluate
our proposal in Section V. Finally, in Section VI, we present
conclusion and future work.
II. RELATED WORK
In this paper, we exploit the extraction of topic hierarchies,
which capture information from web content as additional data
used to improve context-aware recommender systems.
Some state-of-the-art approaches for contextual informa-
tion extraction from web content have been proposed in the
literature. In [6], [7], the authors obtain contextual information
from online reviews in order to improve item recommendation.
In particular, Li et al. [6] compile a list of lexicons and use a
string matching method to extract different types of contextual
metadata from reviews. In [7], Hariri et al. propose a multi-
labeled text classiﬁer based on Labeled Latent Drichlet Allo-
cation. They assume that there are explicit labels representing
contextual information, and such information is obtained for
each review by mapping it to the labels. Our proposal exploits
an unsupervised method to learn topic hierarchies by analyzing
the web content, and then, the extracted topics are used as
context to characterize the items. Thus, it differs from [6], [7]
because it does not need a lexicon or a set of labels to extract
metadata, which usually are unavailable for web content.
In [8], Semeraro et al. propose to use a spreading activation
algorithm in order to compute the correlation between terms
from the web document and from a set of external knowledge
sources related to linguistic, world and social domains. They
use the most correlated external terms as meaningful contex-
tual features in a content-based recommendation process. An
important issue related to this approach is that it can only be
used when external knowledge sources are available. Thus, our
proposal takes some advantage over this approach since it can
be used with internal and external data sources.
Regarding the use of context in the recommendation pro-
cess, there is a growing research effort in ﬁnding better
context-aware recommender algorithms. A context-aware rec-
ommender system can be classiﬁed in three distinct categories,
which differ from each other according to the use of context in
the recommendation process [9]. In pre-ﬁltering, the contextual
information is used to ﬁlter out irrelevant items before building
the recommendation model. In contextual modeling, the use of
context is accomplished within the recommendation models.
Finally, in post-ﬁltering, the contextual information is used
after building a traditional recommendation model to reorder
or ﬁlter out recommendations.
To the best of our knowledge, the ﬁrst context-aware
recommender algorithm was proposed in [2]. This one is
called combined reduction-based and consists of a pre-ﬁltering
algorithm which uses the contextual information as a label
for ﬁltering out those data that do not correspond to the
speciﬁed contextual information. This ﬁltering procedure is
accomplished before the main recommendation method, and
is launched on the remaining data that passed the ﬁlter (con-
textualized data) to generate the model. In [10], Domingues
et al. propose a contextual modeling approach, called DaVI-
BEST, that treats contextual information as virtual items, using
them along with the regular items in a recommender system.
Another contextual modeling approach is proposed by Shi et
al. [11], which is based on Tensor Factorization for Mean
Average Precision maximization (TFMAP). To generate top-
𝑁 recommendations under different types of context, the
technique optimizes the MAP metric for learning the model
parameters, i.e., latent factors of users, items and context types.
With respect to post-ﬁltering approaches, two methods
for rating prediction are proposed in [5]. The methods ﬁrst
ignore all the contextual information in the data and apply a
traditional 𝑈𝑠𝑒𝑟×𝐼𝑡𝑒𝑚 recommendation method on the whole
un-contextual data set. After building/learning the traditional
model, the contextual information is used to contextualize
(i.e., reorder or ﬁlter out) the recommendations generated by
the model. As we will see in next sections, our proposal
extends the two methods proposed in [5] to generate item
recommendations to the users instead of rating prediction.
III. HIERARCHICAL CONTEXT INFORMATION
According to [12], the concept of context has been studied
extensively in areas of computing and other disciplines. As
it has already been mentioned before, context can be deﬁned
in many ways, depending on the ﬁeld of application. After
examining 150 different deﬁnitions of context from different
ﬁelds, Bazire and Brezillon [13] concluded that it’s difﬁcult to
ﬁnd a unifying deﬁnition. They raised some questions, such as:
“Is context a frame for a given object? Is it the set of elements
that have any inﬂuence on the object? Is something static or
dynamic?”. For Dourish [14], there are two different views of
context: the interactional view and the representational view. In
the interactional view the context is deﬁned dynamically and
there is a relationship between context and activity, in which
the activity gives rise to context and context inﬂuences activity.
In contrast, in representational view, context can be described
as a set of known attributes, whose structure does not change
through the time.
The most widely accepted deﬁnition of context and that
was used in this paper was proposed by Dey [3]: “Context is
any information that can be used to characterize the situation
of an entity”. The entities are, in our work, web pages. The
contextual information can be organized as a hierarchical
structure that can be represented as trees [2], [15], [5]. In
this way, the contextual information is a set of contextual
dimensions 𝐶, where each dimension 𝐶 is deﬁned by a set
of 𝑡 attributes/values, i.e., 𝐶 = 𝑐1, 𝑐2, ..., 𝑐𝑡. These attributes
have a hierarchical structure. The values taken by attribute 𝑐𝑡
deﬁne more granular levels, while 𝑐1 less granular levels of the
contextual information. For example, in [5], they represented
the contextual attribute “period of the year” as a hierarchical
structure illustrated in Figure 1.
IV. OUR PROPOSAL
In this paper, we ﬁrst propose to use an unsupervised learn-
ing method, called BC2 (Buckshot Consensus Clustering) [4],
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Fig. 1: Hierarchical structure of the contextual attribute “period
of the year” [5]
to generate topic hierarchies from textual data, that can be
viewed as contextual information that characterize the items.
In Figure 2 we see a dendrogram (i.e., a topic hierarchy),
which is a binary tree where each node represents a set
of documents and there are contextual descriptors/topics that
indicate the context of these documents. Then, we use the
contextual information (topics) to characterize the items in a
context-aware recommender system.
Fig. 2: Example of dendrogram [16]
A. Contextual Information from Topic Hierarchies
Although the use of textual information available about
the items is a promising way to improve the accuracy of
recommendation systems, there are many challenges on how to
extract useful knowledge from these textual information [17].
Textual data are inherently unstructured, thereby requiring the
application of techniques for text preprocessing to represent
textual data in a concise and representative manner. More-
over, choosing the appropriate algorithm for extracting and
organizing knowledge from texts, such as algorithms for topic
hierarchies construction, is an important task for context-aware
recommender systems.
Several approaches have been proposed in literature for
topic hierarchies construction, such as algorithms based on
term-clustering [18], [19] and clustering labeling [17]. Despite
the large number of existing algorithms, no single algorithm
is able to extract all possible topic structures from texts [20].
Each algorithm has a bias regarding the coverage and number
of topics, making it difﬁcult to decide which one is the best
algorithm for each possible domain. For example, even a single
topic hierarchy construction algorithm, with different initializa-
tions and parameters, can produce very different results.
In this sense, we use an approach for topic hierarchy
construction based on the consensus clustering called BC2
(Buckshot Consensus Clustering) [4]. In BC2 approach, it
is possible to combine solutions of different topic extraction
algorithms in a single consensual solution. The results obtained
with consensus clustering are promising in many aspects.
Combining different structures usually results in a ﬁnal solu-
tion of better quality than the individual solutions. Moreover,
consensus clustering is easily parallelizable, promoting the
scalability of applications.
In BC2 approach, several topics are initially extracted from
textual data by executing different topic extraction algorithms.
Each topic has a set of associated text documents (textual
information about the items). Assuming that similar documents
will be allocated on the same topics in several of the different
solutions, then we compute a co-association matrix. The basic
idea is to summarize a set of topics 𝑇 by means of a matrix
where each element has the value 𝑀(𝑤, 𝑣) = 𝑎𝑤𝑣∣𝑇 ∣ where
𝑎𝑤𝑣 is the number of times that the textual information about
the items 𝑤 and 𝑣 are allocated in the same topic. The co-
association matrix represents a new proximity relationship for
the textual information about the items.
The “consensus” topic hierarchy is constructed from the
relations of co-association matrix. The BC2 approach uses an
agglomerative clustering strategy to compute the dendrogram.
In this case all the documents are initially considered single-
tons (unitary clusters). Then the most similar pairs of clusters
are iteratively merged until all the documents are allocated into
a single cluster. Finally, it is associated a set of descriptors
for each (sub)cluster of the dendrogram, thereby obtaining a
topic hierarchy. For the descriptors extraction, we can use the
most frequent terms (keywords, phrases, or expressions) of
each cluster or even apply feature selection techniques to select
relevant terms of each cluster.
B. Context-Aware Recommender Systems
The proposed context-aware recommender systems are
based on the well known Item-based Collaborative Filtering
algorithm [21], which analyzes items in order to identify
relations among them.
Let 𝑚 be the number of users 𝑈 = {𝑢1, 𝑢2, ..., 𝑢𝑚} and
𝑛 the number of all possible items that can be recommended
𝐼 = {𝑖1, 𝑖2, ..., 𝑖𝑛}. In addition, we also have the contextual
information 𝐶 = {𝑐1, 𝑐2, ..., 𝑐𝑡}, where each 𝑐 comprehends a
contextual value. An item-based collaborative ﬁltering model
𝑀 is a matrix representing the similarities between all the
pairs of items, according to a similarity metric. An abstract
representation of a similarity matrix is shown in Table I. Each
item 𝑖 ∈ 𝐼 is an accessed item, for example, a web page.
TABLE I: Item-item similarity matrix
𝑖1 𝑖2 ⋅ ⋅ ⋅ 𝑖𝑛
𝑖1 1 𝑠𝑖𝑚(𝑖1, 𝑖2) ⋅ ⋅ ⋅ 𝑠𝑖𝑚(𝑖1, 𝑖𝑛)
𝑖2 𝑠𝑖𝑚(𝑖2, 𝑖1) 1 ⋅ ⋅ ⋅ 𝑠𝑖𝑚(𝑖2, 𝑖𝑛)
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 1 ⋅ ⋅ ⋅
𝑖𝑛 𝑠𝑖𝑚(𝑖𝑛, 𝑖1) 𝑠𝑖𝑚(𝑖𝑛, 𝑖2) ⋅ ⋅ ⋅ 1
According to [21], the properties of the model and, con-
sequently, the effectiveness of this recommendation algorithm
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depend on the method used to calculate the similarity among
the items. To compute the similarity 𝑠𝑖𝑚(𝑖1, 𝑖2) between the
items 𝑖1 and 𝑖2, for instance, we ﬁrst isolate their ratings which
were commonly assigned by the same users, and then, we
apply a similarity metric between both rating vectors. In [22],
the authors present three metrics to measure similarity between
pairs of items: cosine angle, Pearson’s correlation and adjusted
cosine angle. In this paper, because of its better accuracy, we
use the cosine angle metric, deﬁned as:
𝑠𝑖𝑚(𝑖1, 𝑖2) = 𝑐𝑜𝑠(
−→
𝑖1 ,
−→
𝑖2 ) =
−→
𝑖1 ⋅ −→𝑖2
∣∣−→𝑖1 ∣∣ ∗ ∣∣−→𝑖2 ∣∣
, (1)
where −→𝑖1 and −→𝑖2 are rating vectors with as many positions as
existing users in the set 𝑈 . The operator “⋅” denotes the dot-
product of the two vectors. In our case, as we are dealing only
with implicit feedback, the rating vectors are binary. The value
1 means that the user accessed the respective item, whereas
the value 0 is the opposite.
Once we obtain the recommendation model, we can gen-
erate the recommendations. Given an active user 𝑢𝑎 and its
set of observable items 𝑂 ⊆ 𝐼 , the model generates the
𝑁 recommendations as follows. First, we identify the set of
candidate items for recommendation 𝑅 by selecting from the
model all items 𝑖 /∈ 𝑂. Then, for each candidate item 𝑟 ∈ 𝑅,
we calculate its recommendation score (i.e., its similarity to
the set 𝑂) as:
𝑠𝑐𝑜𝑟𝑒(𝑢𝑎, 𝑂, 𝑟) =
∑
𝑖∈𝐾𝑟∩𝑂 𝑠𝑖𝑚(𝑟, 𝑖)∑
𝑖∈𝐾𝑟 𝑠𝑖𝑚(𝑟, 𝑖)
, (2)
where 𝐾𝑟 is a set with the 𝑘 most similar items (the nearest
neighbors) to the candidate item 𝑟. The 𝑁 candidate items
with the highest score are recommended to the user 𝑢𝑎.
In order to contextualize the candidate item 𝑟, before
recommending it to the user 𝑢𝑎, we compute the probability
𝑃𝑐(𝑢𝑎, 𝑟) of a user 𝑢𝑎 to access an item 𝑟 under a given context
𝑐. This post-ﬁltering (𝑃𝑜𝐹 ) approach was previously proposed
in [5] for rating prediction. In this paper, we extend it for item
recommendation. We deﬁne the probability 𝑃𝑐(𝑢𝑎, 𝑟) as
𝑃𝑐(𝑢𝑎, 𝑟) =
𝑁𝑢𝑚𝑐(𝑢, 𝑟)
𝑁𝑢𝑚𝑐(𝑢)
, (3)
where 𝑁𝑢𝑚𝑐(𝑢, 𝑟) is the number of users 𝑢 that, similarly
to user 𝑢𝑎, also accessed the item 𝑟 under the context 𝑐; and
𝑁𝑢𝑚𝑐(𝑢) is the total number of users that accessed any item
under the context 𝑐.
We also extend the 𝑊𝑒𝑖𝑔ℎ𝑡𝑃𝑜𝐹 and 𝐹𝑖𝑙𝑡𝑒𝑟𝑃𝑜𝐹 methods,
proposed in [5], for using the probability 𝑃𝑐(𝑢𝑎, 𝑟) to contex-
tualize the item recommendation. The 𝑊𝑒𝑖𝑔ℎ𝑡𝑃𝑜𝐹 multiplies
each 𝑠𝑐𝑜𝑟𝑒(𝑢𝑎, 𝑂, 𝑟) of a user by 𝑃𝑐(𝑢𝑎, 𝑟), i.e.,
𝑠𝑐𝑜𝑟𝑒𝑐(𝑢𝑎, 𝑂, 𝑟) = 𝑠𝑐𝑜𝑟𝑒(𝑢𝑎, 𝑂, 𝑟)× 𝑃𝑐(𝑢𝑎, 𝑟), (4)
whereas 𝐹𝑖𝑙𝑡𝑒𝑟𝑃𝑜𝐹 ﬁlters recommendations out based on a
threshold value 𝑃 ∗ with respect to 𝑃𝑐(𝑢𝑎, 𝑟):
𝑠𝑐𝑜𝑟𝑒𝑐(𝑢𝑎, 𝑂, 𝑟) =
{
𝑠𝑐𝑜𝑟𝑒(𝑢𝑎, 𝑂, 𝑟) if 𝑃𝑐(𝑢𝑎, 𝑟) ≥ 𝑃 ∗
0 if 𝑃𝑐(𝑢𝑎, 𝑟) < 𝑃 ∗
(5)
The intuition behind the 𝐹𝑖𝑙𝑡𝑒𝑟𝑃𝑜𝐹 heuristic is that if only
few similar users access an item under a particular context,
therefore, it is better not to recommend this item to the user,
even though the un-contextual score is high and suggests
recommending that item to the user.
V. EMPIRICAL EVALUATION
The empirical evaluation consists of comparing
𝑊𝑒𝑖𝑔ℎ𝑡𝑃𝑜𝐹 and 𝐹𝑖𝑙𝑡𝑒𝑟𝑃𝑜𝐹 approaches against the
un-contextual item-based collaborative ﬁltering (i.e.,
𝑈𝑠𝑒𝑟 × 𝐼𝑡𝑒𝑚) in order to demonstrate how much the
results are inﬂuenced if we adopt hierarchical topics as
contextual information.
A. Data Set
The experiments were executed with a data set from an
agrobusiness web site. The data set consists of 4, 659 users
and 1, 543 different web pages about agrobusiness written
in Portuguese language. This textual data is used directly to
obtain the set of topics. The users generated a total of 15, 037
accesses to these pages.
In this evaluation, we considered the topics generated by
the BC2 method as contextual information. For the topic
hierarchy construction, we used different runs of the well-
known 𝑘-means algorithm (with random centers initializations
and cosine similarity) to obtain several data partitions for the
consensus clustering. To analyze the effect of the number of
topics used as context in the recommendation task, we selected
subsets of topics using seven different granularities: {50, 100},
{15, 20}, {10, 15}, {10, 50}, {5, 10}, {5, 100} and {2, 7}. In
the granularity conﬁguration {𝑥, 𝑦}, the parameter 𝑥 identiﬁes
the minimum number of items allowed in the topic, while
the parameter 𝑦 identiﬁes the maximum number of items per
topic. When a topic has a few items associated, usually the
topic represents more speciﬁc contextual information. On the
other hand, topics with many items associated represent more
general contextual information about the items. Thus, the seven
conﬁgurations presented above generate subsets of 26, 44, 101,
210, 305, 510 and 1230 topics, respectively, for the data set.
B. Experimental Setup and Evaluation Measures
To measure the predictive ability of the recommender
systems, we use the All But One protocol [23] with 10-fold
cross validation, and calculate the metrics Precision and Mean
Average Precision (MAP) [24]. To do this, the sessions in the
data set are randomly partitioned into 10 subsets. For each
fold, we use 𝑛 − 1 of those subsets of data for training and
the remaining one for testing. The training set 𝑇𝑟 is used to
build the recommendation model. For each user in the test set
𝑇𝑒, we randomly hide one item, referred to as the singleton
set 𝐻 . The remaining items represent the set of observables,
𝑂, based on which the recommendation is made. Then, we
compute Precision and Mean Average Precision as follows:
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Precision calculates the percentage of recommended items
that are relevant. This metric is calculated by comparing, for
each user in the test set 𝑇𝑒, the set of recommendations 𝑅 that
the system makes, given the set of observables 𝑂, against the
set 𝐻:
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑇𝑒) =
1
∣𝑇𝑒∣
∣𝑇𝑒∣∑
𝑗=1
∣𝑅𝑗 ∩𝐻𝑗 ∣
∣𝑅𝑗 ∣ . (6)
Mean Average Precision computes the precision consider-
ing the respective position in the ordered list of recommended
items. With this metric, we obtain a single value accuracy score
for a set of test users 𝑇𝑒:
𝑀𝐴𝑃 (𝑇𝑒) =
1
∣𝑇𝑒∣
∣𝑇𝑒∣∑
𝑗=1
𝐴𝑣𝑒𝑃 (𝑅𝑗 , 𝐻𝑗), (7)
where the average precision (AveP) is given by
𝐴𝑣𝑒𝑃 (𝑅𝑗 , 𝐻𝑗) =
1
∣𝐻𝑗 ∣
∣𝐻𝑗 ∣∑
𝑟=1
[𝑃𝑟𝑒𝑐(𝑅𝑗 , 𝑟)× 𝛿(𝑅𝑗(𝑟), 𝐻𝑗)],
(8)
where 𝑃𝑟𝑒𝑐(𝑅𝑗 , 𝑟) is the precision for all recommended items
up to rank 𝑟 and 𝛿(𝑅𝑗(𝑟), 𝐻𝑗) = 1, iff the predicted item at
rank 𝑟 is a relevant item (𝑅𝑗(𝑟) ∈ 𝐻𝑗) or zero otherwise.
In the empirical evaluation, we computed Precision@𝑁 , for
𝑁 equal to 1, 2, 3, 5 and 10 recommendations; and MAP@𝑁 ,
for 𝑁 equal to 5 and 10 recommendations. For each conﬁgura-
tion and measure, the 10-fold values are summarized by using
mean and standard deviation. To compare two recommendation
algorithms, we apply the two-sided paired t-test with a 95%
conﬁdence level. For the item-based collaborative ﬁltering
algorithm, we used the 4 most similar items to make the
top 𝑁 recommendations (i.e., ∣𝐾𝑟∣ = 4), because this value
provided the best results. In the experiments, we also varied
the threshold value 𝑃 ∗ from 0.1 to 0.9, and obtained the best
results for 𝑃 ∗ = 0.1, which are presented as follows.
C. Results
In Table II, we present the ranking evaluation by means
of MAP@5 and MAP@10 for the two context-aware rec-
ommendation algorithms (𝑊𝑒𝑖𝑔ℎ𝑡𝑃𝑜𝐹 and 𝐹𝑖𝑙𝑡𝑒𝑟𝑃𝑜𝐹 ), and
also for the 𝑈𝑠𝑒𝑟 × 𝐼𝑡𝑒𝑚 collaborative approach, which is
used as baseline. The results were obtained at different levels
of granularity: as previously mentioned, higher amount of
topics means that more speciﬁc context types are used by the
algorithm. In the table, it is possible to note that, for most
granularity levels, both context-aware techniques were able to
obtain a statistically signiﬁcant improvement over the baseline.
The baseline, in turn, obtained the same results regardless
of the amount of topics because it does not use contextual
information. In addition, the best results of both context-
aware recommenders were obtained when the highest number
of topics was considered, which means that the more the
system knows about the context, the better is the accuracy. This
conclusion implies that the design of a recommender algorithm
should consider gathering contextual information as much as
possible; the advantage of our proposal, in this argument, is
that this information extraction procedure is accomplished by
an unsupervised technique.
In Figure 3 it is possible to get a better insight of the
algorithms’ accuracy according to the number of topics. We
selected three granularity levels (most general, most speciﬁc
and one mid-term), and compared the precision accuracy for
a varying number of recommendations. Analyzing Figure 3,
we note that 𝐹𝑖𝑙𝑡𝑒𝑟𝑃𝑜𝐹 obtained low precision when us-
ing general context types, whereas its accuracy increased to
the best of the three algorithms when more speciﬁc context
types were considered. On the other hand, 𝑊𝑒𝑖𝑔ℎ𝑡𝑃𝑜𝐹 also
achieved better results when more speciﬁc context types were
considered, but such improvement was not as signiﬁcant as the
one obtained by 𝐹𝑖𝑙𝑡𝑒𝑟𝑃𝑜𝐹 . This difference can be explained
by the design of these two context-aware algorithms: in the
case of 𝐹𝑖𝑙𝑡𝑒𝑟𝑃𝑜𝐹 , it will recommend items under a given
context only if such context is relevant for those candidate
items, i.e., the probability 𝑃𝑐(𝑢𝑎, 𝑟) is higher than the threshold
𝑃 ∗. Indeed, as explained in Section IV-B, such probability is
computed by the number of users who access the candidate
item under a particular context divided by the number of users
who access any item under that context. Thus, given that more
speciﬁc context types mean fewer items, such probability will
have a stronger inﬂuence over the decision process.
Regarding 𝑊𝑒𝑖𝑔ℎ𝑡𝑃𝑜𝐹 , the importance of a given context
is used to weight the score of a candidate item by means of
multiplying its probability with the similarity values computed
between the candidate and the observable items. In other
words, items which are very similar to the observable ones
may be recommended regardless of the considered context,
which is used, in turn, only to weight the score function.
VI. CONCLUSIONS
In this paper, we proposed to use contextual information
from topic hierarchies to improve the accuracy of context-
aware recommender systems. Additionally, we also proposed
two context-aware recommender algorithms for item recom-
mendation. These are extensions from algorithms proposed
in literature for rating prediction. The empirical evaluation
showed that by using topic hierarchies our technique can
provide better recommendations.
As future work, we will expand our ﬁndings by using
other data sets as well as other context-aware recommender
systems in order to evaluate the effects of using topic hierar-
chies as contextual information in context-aware recommender
systems. We will also compare our topic hierarchy proposal
against other algorithms for generating contextual information.
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