Abstract. The purpose of this paper is to give sufficient conditions under which an equivalent system to the equation (φp(ẋ))˙+ f(x)φp(ẋ) + g(x) = 0 has at least one stable limit cycle, where φp(·) is the one-dimensional p-Laplacian. The main results are proved by means of phase plane analysis with the Poincaré-Bendixson theorem. Sufficient conditions are also given for the origin (x,ẋ) = (0, 0) to be unstable and for all solutions to be bounded in the future.
Introduction
In this paper, we deal with the generalized Liénard-type equation Let x 1 (t) and x 2 (t) be nontrivial solutions of (1.2). Then cx 1 (t) is also a solution of (1.2) for any c ∈ R, but x 1 (t) + x 2 (t) is not a solution of (1.2) . For this reason, differential equations such as (1.2) is called "half-linear." Over the past four decades a considerable number of studies have been made on the oscillation of solutions of half-linear differential equations. For example, those results can be found in [1, 2, 6, 12] . Although Eq. (1.2) may have an infinite number of periodic solutions, there are no limit cycles of the systeṁ x = φ p * (y),ẏ = −αy − βφ p (x) (1.4) which is equivalent to (1.2). The situation is the same as planar autonomous linear systems. To see this, we take
as a Liapunov function (as to Liapunov's direct method, for example, see [9, 18] ). Then, calculating the derivative of V along any solution of (1.4), we havė V (1.4) (x, y) = −α|y| p under the standard assumptions:
for some δ > 0 (see [3-5, 8, 10, 13-17, 19] and the references contained therein).
As typical examples of those results, we can cite the following theorems which are obtained by Villari [15, 16] (see also [7, pp.101-104] ).
Theorem A Under the assumptions (1.6) and (1.7), if
and there exist two numbers h ≥ δ and b > 0 such that
then system (1.5) has at least one stable limit cycle.
Theorem B Under the assumptions (1.6) and (1.7), if
and there exist α < −δ and β > δ such that
It is essential to find a bounded positive orbit of (1.5) in the proof of Theorems A and B. If such a positive orbit exists and the origin is locally repulsive (see Section 2 for the definition), then there is at least one stable limit cycle of (1.5) as a result of the Poincaré-Bendixson theorem. It follows from condition (1.6) that the origin is locally repulsive. Roughly speaking, (i) in Theorem A, condition (1.8) implies that there is an unbounded negative orbit of (1.5) and conditions (1.7) and (1.9), in addition to (1.8) , show that there is a bounded positive orbit of (1.5);
(ii) in Theorem B, conditions (1.7) and (1.10) imply that there is a positive orbit of (1.5) rotating around the origin clockwise and condition (1.11) indicates that the positive orbit is bounded.
It is only natural to consider the question of whether an equivalent system to (1.1) has at least one stable limit cycle under the conditions in Theorem A or B. What are more general conditions on p, f (x) and g(x) for the existence of limit cycles? However, there are few papers concerning limit cycles of an equivalent system to (1.1) (refer to [11] ). We answer affirmatively to the question above and give some sufficient conditions which guarantee that an equivalent system to (1.1) has at least one stable limit cycle.
Our main theorems are stated in Section 4. To prove our results, we use phase plane analysis for Eq. (1.1) and the Poincaré-Bendixson theorem. In Section 2, we establish two kinds of criteria for the existence of a Poincaré-Bendixson domain. In Section 3, we present sufficient conditions under which the origin is unstable for Eq. (1.1). In Section 4, we examine the asymptotic behavior of solutions of (1.1) and give sufficient conditions for all solutions of (1.1) to be bounded in the future. The lemmas given in Sections 3 and 4 can be applied even to the half-linear differential equation (1.2).
Poincaré-Bendixson domain
Letting y = φ p (ẋ), we can rewrite Eq. (1.1) as the planar systeṁ
where p * is the conjugate exponent of p or the number satisfying
Note that φ p * (y) is the inverse function of y = φ p (ẋ). We denote by γ + (P ) and γ − (P ) the positive orbit and negative orbit of (2.1) starting at a point P ∈ R 2 , respectively. If an orbit of (2.1) crosses the x-axis, then its tangent is vertical at the point of intersection. In the study of the asymptotic behavior of solutions of (2.1), one of the most important point is whether all orbits intersect the x-axis or not.
Suppose that an orbit of (2.1) does not meet the x-axis. Then we may regard the orbit as a solution y(x) of
because |y|
For the sake of convenience, we say that system (2.1) has property (X + 1 ) (resp., (X + 3 )) if, for every point P belonging to the first (resp., third) quadrant Q 1 (resp., Q 3 ), γ + (P ) crosses the x-axis. We also say that system (2.1) has property (X − 2 ) (resp., (X − As is well known, the Poincaré-Bendixson theorem plays a major role in proving the existence of limit cycles for two-dimensional autonomous systems such as (2.1). To apply the Poincaré-Bendixson theorem, we have only to find a positively invariant set S whose shape is a deformed annulus; that is, S has an inner boundary and an outer boundary. We call S a Poincaré-Bendixson domain. If system (2.1) has a Poincaré-Bendixson domain, then there exists at least one limit cycle in the domain. Note that the origin is always surrounded with the inner (outer) boundary of a Poincaré-Bendixson domain.
The origin is said to be locally repulsive if there is some neighborhood U of it such that γ + (P ) starting at any point P ∈ U goes away from U and γ + (P ) starting at any point P ∈ U c does not enter into U , where U c is the complement of U . Hence, if the origin is locally repulsive, then system (2.1) has no limit cycle in U and the complement U c is a positively invariant set. We first clarify that properties (X Proof. We prove only the case that system (2.1) fails to have property (X − 2 ), because the proof of the other case is carried out in the same way. In this case, there exists a point P 0 = (x 0 , y 0 ) ∈ Q 2 such that γ − (P 0 ) runs to infinity without intersecting the negative x-axis. Let us examine the asymptotic behavior of γ + (P 0 ) hereafter.
We will show that γ + (P 0 ) meets the positive y-axis and then enters into Q 1 . To this end, we prove that γ + (P 0 ) has no vertical asymptotes in the region (x, y): x 0 < x ≤ 0 and y > 0 . By way of contradiction, we suppose that γ + (P 0 ) has a vertical asymptotic line; that is, there exists an x 1 with x 0 < x 1 ≤ 0 such that γ + (P 0 ) approaches the line x = x 1 and continues to rise until infinity. Let y(x) be the solution of (2.3) corresponding to γ + (P 0 ). Then we have
Hence, there exist a K > 1 and an
which is a contradiction.
Let P 1 be the intersection point of γ + (P 0 ) with the positive y-axis. From the assumption that system (2.1) has property (X + 1 ) it follows that γ + (P 0 ) passes through Q 1 until it meets the positive x-axis. By the same manner as in the preceding paragraph, we can show that γ + (P 0 ) has no vertical asymptotes in Q 4 . Hence, γ + (P 0 ) enters into Q 3 , and therefore, it crosses the negative x-axis because system (2.1) has property (X + 3 ). From the uniqueness of solutions of (2.1), we see that γ + (P 0 ) does not intersect γ − (P 0 ). Hence, γ + (P 0 ) returns to the positive y-axis at a point P 2 which lies below P 1 .
We denote by R the region that is enclosed by the arc P 1 P 2 of γ + (P 0 ) and the line segment P 1 P 2 . Then R is a positively invariant set. Since the origin is locally repulsive, we can find a neighborhood U of the origin such that U c is another positively invariant set. Needless to say, R contains U . Hence, the deformed annulus R \ U is a Poincaré-Bendixson domain. This completes the proof of Lemma 2.1.
In case system (2.1) has properties (X The global phase portrait is a family of spirals and every positive orbit tends away from the origin as t increases. In this case, system (2.1) has properties (X To present such an assumption, we consider an auxiliary systeṁ
wheref (x) is defined byf (x) = f (x) for x < 0,f (0) = 0 and
is an odd function, thenf (x) is also an odd function. In this case, all orbits of (2.5) are completely symmetrical with respect to the y-axis. Note that f (x) may not be continuous at x = 0, and therefore, orbits of (2.5) make a turn on the y-axis.
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Existence of limit cycles for Liénard-type systems with p-Laplacian 97 Lemma 2.2 All orbits of (2.5) are deformed symmetrical with respect to the y-axis.
Proof. Changing variables
and denoting τ by t again, we can transform system (2.5) into the systeṁ
where
The mapping (x, y) → (u, v) is a homeomorphism of the (x, y)-plane onto the region (u, v) : − 2G(−∞) < u < 2G(∞) and y ∈ R and the correspondence between all orbits of (2.5) and those of (2.7) is one to one. Since w = G(x) sgn x = u 2 /2 sgn u, we rewrite (2.8) as
From the definition off (x), we see that
is an even function of w. Hence, the function f 1 (u) satisfies
that is, it is an odd function of u. Taking account of the vector field of (2.7), we see that all orbits have mirror symmetry about the y-axis. Thus, all orbits of (2.5) are deformed symmetrical with respect to the y-axis. The lemma is proved.
Comparing positive orbits of (2.1) and (2.5) starting at the same point, we have the following result.
Lemma 2.3
Suppose that the origin is locally repulsive and that there exists a w 0 > 0 such that
If system (2.1) has properties (X . By (2.6) and (2.9), we havẽ
Hence, we obtainf
Also, it follows from (2.10) that
For simplicity, we denote by ρ the above definite integral.
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Define L = max |f (x)| : 0 ≤ x ≤ x 0 and M = max g(x) : 0 ≤ x ≤ x 0 . We choose two positive numbers N and K such that
Consider the rectangle (x, y) : 0 ≤ x ≤ x 0 and |y| ≤ K . Since system (2.5) has properties (X , we can find a closed orbit of (2.5) surrounding the rectangle. Let P 1 , P 2 and P 3 be intersecting points of the closed orbit with the positive y-axis, the half line l = (x, y) : x = x 0 and y < 0 and the negative y-axis, respectively. We denote byγ + (P 1 ) the closed orbit of (2.5). To compare withγ + (P 1 ), we consider the positive orbit γ + (P 1 ) of (2.1). As long as γ + (P 1 ) is in Q 1 , we may regard γ + (P 1 ) as the solution y(x) of (2.3) satisfying (0, y(0)) = P 1 . Similarly, we may considerγ + (P 1 ) as the solutionỹ(x) of
satisfying (0,ỹ(0)) = P 1 as long asγ + (P 1 ) is in Q 1 . As in the proof of Lemma 2.1, we see that γ + (P 1 ) has no vertical asymptotes.
Suppose that the claim is not true; that is, there exists an x 1 with 0 < x 1 ≤ x 0 such that y(x 1 ) = N and y(x) > N for 0 ≤ x < x 1 . Then we have
Integrating this inequality from 0 to x 1 , we get
Since y(x 1 ) = N and y(0) > K, we obtain
This is a contradiction to (2.13).
It follows from Claim 1 that
for 0 ≤ x ≤ x 0 . Integrate both sides to obtain
Hence, by (2.14) we have
Note that y(0) =ỹ(0). Then, by (2.12), (2.15) and (2.16) we obtain
We therefore conclude that
Compare the vector field of (2.1) with that of (2.5) in the region (x, y): x ≥ x 0 and y ∈ R . Then, from (2.11) and Claim 2, we see that γ + (P 1 ) does not meet γ + (P 1 ), and therefore, it crosses the half line l at a point which lies above P 2 .
Next, we consider the positive orbit γ + (P 2 ) of (2.1) and compare it with γ + (P 1 ). Recall thatγ + (P 1 ) passes through P 2 . In much the same manner as Claims 1 and 2, we can show that (i) γ + (P 2 ) does not meet the line segment (x, y): 0 ≤ x ≤ x 0 and y = −N ;
(ii) γ + (P 2 ) crosses the negative y-axis at a point which lies above P 3 .
System (2.1) coincides with system (2.5) in the left-half plane. Hence, by the uniqueness of solutions of (2.1), we see that γ + (P 2 ) does not intersect γ + (P 1 ). This means that γ + (P 2 ) goes through Q 3 and Q 2 , and then it meets the positive y-axis at a point which lies below P 1 .
From the uniqueness of solutions of (2.1) and the above properties of γ + (P 1 ) and γ + (P 2 ), it turns out that γ + (P 1 ) goes around the origin in clockwise order and returns the positive y-axis at a point P 4 which lies below P 1 . We denote by R the region that is enclosed by the arc P 1 P 4 of γ + (P 1 ) and the line segment P 1 P 4 . Then R is a positively invariant set. Since the origin is locally repulsive, we can produce a Poincaré-Bendixson domain whose outer boundary is ∂R. We have thus proved the lemma.
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Repulsiveness of the origin
In this section, we give sufficient conditions for the origin of (2.1) to be locally repulsive. If there exists a point P on the positive (resp., negative) x-axis such that γ + (P ) approaches the origin through only Q 4 (resp., Q 2 ), then the origin is not locally repulsive. For this reason, we have to examine the asymptotic behavior of γ + (P ) for each point P on the x-axis in a neighborhood of the origin.
To begin with, we transform system (2.1) into a standard type. Let
For simplicity, we denote τ by t again. Then we havė
By virtue of the one-to-one correspondence between all orbits of (2.1) and those of (3.1), we can prove the following result.
Lemma 3.1 If there exists a λ < p such that
for |x| > 0 sufficiently small , then (i) for every point P on the positive x-axis, γ + (P ) of (2.1) crosses the negative y-axis, namely, it does not approach the origin through only Q 4 ;
(ii) for every point P on the negative x-axis, γ + (P ) of (2.1) crosses the positive y-axis, namely, it does not approach the origin through only Q 2 .
Proof. We will prove only the first statement, because we can use the same argument in the proof of the second statement.
We have only to show that any positive orbit of (3.1) starting at a point on the positive u-axis crosses the negative v-axis. The proof is by contradiction. Suppose that for u 0 > 0 sufficiently small, the positive orbit of (3.1) starting NoDEA at (u 0 , 0) approaches the origin through only Q 4 . From (3.2), we may assume without loss of generality that
Let P 0 = (u 0 , 0) and we call this positive orbit γ + (P 0 ). Then we can regard γ + (P 0 ) as the solution v(u) of
Note that the curves C 0 and C ∞ correspond to the positive u-axis and the negative v-axis, respectively, and
Define the function W (u, v) by
By a simple calculation, we obtain the inequality
for all k > 0. Hence, together with (3.3), we have
for 0 < u ≤ u 0 . This means that the slope of C k is smaller than that of γ + (P 0 ) at any point on C k . In other words, γ + (P 0 ) moves from the region (u, v) : 0 < u ≤ u 0 and − φ p (ku) < v < 0 into the region (u, v) : 0 < u ≤ u 0 and v < −φ p (ku) and then it does not cross the curve C k again. We therefore conclude that W (u, v(u)) becomes larger as u decreases.
We will show that
Sincef (x) = f (x) for x < 0, system (2.5) coincides with system (2.1) in the left-half plane. Hence, system (2.5) also have the above property (ii). As shown in Lemma 2.2, all orbits of (2.5) are deformed symmetrical with respect to the y-axis. From this symmetry, we see that every negative orbit starting at a point on the positive x-axis passes through only Q 1 and crosses the positive y-axis. Let us now consider an orbit of (2.5) passing through a point P 0 = (x 0 , 0) with 0 < x 0 < ε 0 . From the above-mentioned reason it turns out thatγ − (P 0 ) of (2.5) goes through the upper-half plane and meets the negative x-axis. Let P 1 be the intersection point ofγ − (P 0 ) with the negative x-axis. Also, we see thatγ − (P 0 ) enters into Q 3 and then it crosses the negative y-axis at a point or approaches the origin as t decreases. By the symmetry of orbits of (2.5),γ + (P 0 ) crosses the negative y-axis at a point or tends to the origin as t increases. In the former case,γ + (P 0 ) is a simple closed loop surrounding the origin. On the other hand, in the latter case, a closed curve is made byγ + (P 0 ),γ − (P 0 ) and the origin. Comparing the vector field of (2.1) with that of (2.5) in the upper-half plane, we see that γ − (P 0 ) of (2.1) does not cross the arc P 0 P 1 ofγ − (P 0 ) because (3.10) holds andf (x) = f (x) for x < 0. Hence, there are two possibilities that (a) γ − (P 0 ) meets the negative x-axis at a point P 2 which is on the right-hand side of P 1 ; (b) γ − (P 0 ) approaches the origin as t decreases.
We next observe the asymptotic behavior of γ + (P 0 ) of (2.1). Since system (2.1) has the above property (i), γ + (P 0 ) passes through only Q 4 and crosses the negative y-axis. From (3.10) again, we see that γ + (P 0 ) does not intersectγ + (P 0 ). To be exact, γ + (P 0 ) runs underγ + (P 0 ). After that γ + (P 0 ) enters into Q 3 and one of the following two cases occurs: (c) γ + (P 0 ) meets the negative x-axis at a point P 3 ;
(d) γ + (P 0 ) goes to infinity without intersecting the negative x-axis.
In the case (c), P 3 is on the left-hand side of P 1 because γ + (P 0 ) runs underγ − (P 0 ). To complete the proof, we have to find a neighborhood U of the origin such that all positive orbits of (2.1) starting in U go out of U and its complement U c is a positively invariant set. Taking the uniqueness of solutions and the vector field of (2.1) into account, we can construct a suitable neighborhood U of the origin. We divide our consideration into four kinds of combinations as follows.
Combination of (a) and (c): Consider the region that is enclosed by the arc P 2 P 0 P 3 and the line segment P 2 P 3 . Then the region is proper for a neighborhood U .
Combination of (a) and (d): Let P 4 be the intersection point of γ + (P 0 ) with the vertical line passing through P 2 . Then we may choose the region that is enclosed by the arc P 2 P 0 P 4 and the line segment P 2 P 4 as a neighborhood U . NoDEA Combination of (b) and (c): It follows from the property (ii) of (2.1) that γ + (P 0 ) goes through Q 2 and Q 1 in order. Since γ + (P 0 ) has no vertical asymptotes, it crosses the line x = x 0 . Let P 5 be the intersection point. Consider the region that is enclosed by the arc P 0 P 3 P 5 and the line segment P 0 P 5 . Then the region is appropriate for a neighborhood U .
Combination of (b) and (d): Let P 6 be any point on the negative x-axis and let P 7 be the intersection point of γ + (P 0 ) with the vertical line passing through P 6 . By the same reason as in the preceding paragraph, γ + (P 6 ) of (2.1) crosses the line x = x 0 . Let P 8 be the intersection point. Consider the region that is enclosed by the arc P 0 P 7 of γ + (P 0 ), the line segment P 6 P 7 , the arc P 6 P 8 of γ + (P 6 ) and the line segment P 0 P 8 . Then the region is suitable as a neighborhood U .
The proof of Lemma 3.2 is now complete.
Existence of limit cycles
Let us leave the subject of neighborhood of the origin and turn our attention to the asymptotic behavior of orbits of (2.1) in regions that are far from the origin. We present sufficient conditions for system (2.1) to have properties (X To prove Lemma 4.1, we may consider system (3.1) instead of system (2.1). We can carry out the proof of Lemma 4.1 in a similar way to that of Lemma 3.1. Since space is limited, we omit the proof.
When we do not assume condition (4.1), we need some kind of divergence of the function F (x) = 
