We present a condition for a stochastic differential equation dXt = µ (t, Xt) dt + σ (t, Xt) dBt to have a unique functional solution of the form Z(t, Bt). The condition expresses a relation between µ and σ. A generalization concerns solutions of the form Z(t, Yt), where Yt is an Ito-process satisfying a stochastic differential equation with coefficients only depending on time, to be determined from µ and σ. The solutions in question are obtained by solving a system of two partial differential equations, which may be reduced to two ordinary differential equations.
Introduction
Ito's lemma gives conditions for a stochastic differential equation to have a solution in terms of a function Z(t, Y t ) of time and some Ito-process Y t : the coefficients of the stochastic differential equation should have a particular expression in terms of the partial derivatives of Z. Ito's lemma does not provide a direct method to find the function Z.
For a definite class of stochastic differential equations we show that such a function may be obtained in the form of a solution of two subsequent ordinary differential equations. These equations may be reduced to some equations used in the differential method of H. Doss in [5] . This method solves autonomous stochastic differential equations path-by-path, formulating a particular ordinary differential equation along each individual path of the process Y .
Here we give "integration conditions" on the coefficients of a given nonautonomous stochastic differential equation, for it to be solved by a global function Z, through only one pair of ordinary differential equations. The integration conditions permit to determine an auxiliary process Y , and the function Z will depend only on time t and the values taken by the process Y at the time t; as such it is independent of the paths of the process Y . We consider in particular the special case where Y may be taken equal to the Standard Brownian Motion.
The ordinary differential equations in question correspond to a system of two first-order partial differential equations in three variables, solved along two particular paths (in time and in space). In fact we show that the above mentioned integration conditions correspond to a well-known integration condition for systems of partial differential equations to have a unique global solution.
This article has the following structure. In Section 2 we present our differential approach in more detail, and compare it with the differential method by H. Doss. In Section 3 we recall some existing theory on the resolution of systems of first-order partial differential equations. In Section 4 we state formal theorems on the solution of stochastic differential equations with their respective proofs. We comment on the role and form of the integration conditions, and end with some examples.
Thorough treatments of stochastic differential equations can be found in for example [1] , [6] and [7] . The latter book also gives a presentation of the result of [5] .
The books [4] and [8] are books of reference for partial differential equations, and a treatment of the background in differential geometry useful for the solution of systems of first-order partial differential equations is given in [3] .
The integration condition of a global solution of stochastic differential equations in terms of Brownian Motion has been stated as a sort of limit case for the existence of a global solution of stochastic difference equations in terms of the discrete Wiener Walk in [2] .
Overview of the method
We consider stochastic differential equations of the form
on some appropriate probability space Ω, where µ and σ have some regularity and x 0 is a constant. We show that (1) has a functional solution of the form Z(t, B t ), where Z : [0, T ] × R → R, provided µ and σ are related by the partial differential equation
In fact Z satisfies the system of two first-order partial differential equations
and (2) represents the integration condition for the system (3). Indeed, for a well-defined two-times differentiable surface to be a solution, one must have
∂x∂t , which amounts to (2) . Under an additional Lipschitz condition the solution of (3) is also unique, meaning that it does not depend on the choice of the path of integration. Hence any convenient path will do. In particular one may integrate firstly horizontally from (0, 0) to (T, 0), and then vertically from (T, 0) to (T, x), thus resolving subsequently the two ordinary differential equations
and
with Z(T, x) = Z T (x). In principle, the solution of the successive ordinary differential equations (4) and (5) gives an a priori method to solve a class of stochastic differential equations, in contrast to the usual a posteriori justification by Ito's Lemma, where one concludes that a given function satisfies the stochastic differential equation by verifying some identities in terms of the coefficients of the equation and some partial derivatives of the function. As such, the method is a sort of a converse to Ito's Lemma. The method of solution by (4) and (5) is similar to the differential representation of the solution of autonomous stochastic differential equations
of H. Doss in [5] (see also [7] ), which is also an a priori method based on the successive integration of two ordinary differential equations. The representation in [5] of the solution of (1) is
where
and H satisfies
To compare both integrations, let us begin by noting that in the latter approach typically firstly the equation (8) is solved and then the equation in time (7) , while the former method starts with the equation in time (4) followed by the equation in space (5) .
The equation in time (4) corresponds to integrating (7) along the path, say ω 0 , of Brownian Motion which is everywhere 0; then the integration of (8) is only over an interval of length 0. Indeed, identifying D t (ω 0 ) with a real function D, equation (7) amounts to
From the initial condition of (10), one obtains
as (trivial) solution of (10). Suppose now that the stochastic differential equation (1) has indeed a solution H(t, B t ) which depends only on time and the values taken by Brownian motion. We will again recognize (4) when integrating along a horizontal path, say ω, and the "vertical equation" (5). One notes [5] that
Hence we derive from (7) indeed
We recall that (1) has a global solution of type H(t, B t ), only if µ and σ satisfy the integration condition (2).
The equation (7) shows that the approach of [5] is essentially path-dependent: each individual path of Brownian Motion generates a pair of ordinary differential equations which determines a particular solution. On the contrary, if the integration condition (2) holds, one couple of ordinary differential equations will yield a global solution Z, valid for all paths. The solution is path-independent in the sense that if ω, ω ′ ∈ Ω are such that B t (ω) = B t (ω ′ ) at some time t, it holds that Z(t, B t (ω)) = Z(t, B t (ω ′ )).
In fact we will present a somewhat more general method to find a global solution of stochastic differential equations, for a class of equations which not necessarily satisfies (2) . Indeed, if
for some real function φ, a global solution of (1) can be found in terms of a deterministic function Z(t, Y t ) of time t and an Ito-process Y t , given by a stochastic integral of the form
Here G satisfies
for some primitive of Φ of φ. We observe that the integration condition (25) may be seen as a first-order linear differential equation for the auxiliary function G of the Ito-process (26), i.e.
The choice of the function F in (12) is free. The two successive ordinary differential equations leading to Z(T, Y T ) take now the form
It is of course possible to choose F ≡ 0, and then (15) reduces to (4). However, it may be that a proper adjustment by F makes the ordinary differential equation (15) easier to solve than (4). This will be illustrated by the example of the Ornstein-Uhlenbeck process of Example 2 of Section 4. If G satisfies (13) the formula (11) expresses the equality
∂t∂Y . Observe that if the function G may be taken equal to 1, the integration condition (11) reduces to (2) . Then the Ito-process Y t reduces to Brownian Motion, if F is chosen to be identically 0.
3 Existence and uniqueness of solutions of a system of two first order partial differential equations
Our approach is based on the existence and uniqueness of a solution for the system of partial differential equations in three variables of the form
with initial condition in one single point (
solution of this system of class C 2 , it follows easily from the equality
that f and g satisfy
This formula represents the "integration condition" or "compatibility condition" of the system. We use the following notations.
Notation 3.1 Let f be a function of two variables x and y. With some abuse of language we may write f (x, y) = f x (y) if x is temporarily fixed and f (x, y) = f y (x) if y is temporarily fixed. We adopt an analogous convention for functions of three variables. 
We let Z : R 2 → R be defined by Z(x, y) = Z x (y), where Z x satisfies the ordinary differential equation
with Z 0 given by the ordinary differential equation
The following theorem expresses conditions for the existence and uniqueness of solutions of (17).
Theorem
The Theorem of Frobenius of Differential Geometry [3] implies local existence and uniqueness of the solution. By the uniform Lipschitz property the ordinary differential equations (21) and (20) have existence and uniqueness of solutions on any interval. Hence Z is well-defined and unique everywhere.
Also, the value of Z at (t, x) may be obtained by integrating along any simple continuously differentiable curve, say, γ going from (0, 0) to (t, x), i.e. by solving
4 Functional solutions of stochastic differential equations.
Let T > 0. To fix ideas, we will always work within an appropriate probability space (Ω, F , P ), where Ω is a sufficiently rich set, F =(F t ) t∈[0,T ] is the natural filtration to the Standard Brownian Motion B t on [0, T ], and P the probability associated to this Standard Brownian Motion. Let µ, σ : [0, T ] × R → R be measurable. For t ∈ T , ω ∈ Ω and x 0 : Ω → R measurable and of class L 2 we use often the notation of stochastic differential equations
for the stochastic integral
We recall that such a stochastic process X t is an Ito-process with respect to B t if it is of the form
where x 0 is F 0 -measurable, F and G are at any time t adapted to F t , and T 0 |F (t, ω)| dt and T 0 |G (t, ω)| 2 dt exist almost surely (later on, for reasons of simplicity, we will assume that x 0 is a constant).
For the sake of clarity we recall Ito's Lemma for stochastic processes which are functions Z(t, B t ) of time and Brownian Motion and for stochastic processes which are functions Z(t, Y t ) of time and a general Ito process Y t . The stochastic process Z(t, B t ) is an Itoprocess with respect to B t and satisfies for 0 ≤ t ≤ T the stochastic differential equation 12 . Let Y t be an Ito-process of the form (23), with initial condition y 0 . The stochastic process Z(t, Y t ) is an Ito-process and satisfies for 0 ≤ t ≤ T the stochastic differential equation
The Main Theorem on the existence of global solutions of stochastic differential equations in the form of deterministic functions of Ito processes is as follows. 
for some real continuous function φ. Let Φ(t) = T 0 φ(t)dt and G(t) = exp −Φ(t). Let F be a real function of class C 1 and Y t be the Ito process given by
where y 0 is some constant. Then there exists a unique function Z :
is an Ito-process with respect to B t satisfying (22). In fact, for all (t, x) ∈ [0, T ] × R the value Z(t, x) may be determined by solving successively the ordinary differential equations
with Z(t, x) = Z t (x). Conversely, if (22) has a solution of class C 23 of the form Z(t, Y t ), where Y t is given by (26), with F and G = 0 of class C 1 , formula (25) holds with φ(t) = −G ′ (t)/G(t).
Observe that the Main Theorem expresses path-independence of the process X = Z with respect to the process Y : if ω, ω ′ ∈ Ω are such that 
Then there exists a unique function Z : [0, T ] × R → R of class C 23 such that Z(t, B t ) is an Ito-process with respect to B t satisfying (22). In fact, for all (t, x) ∈ [0, T ] × R the value Z(t, x) may be determined by solving successively the ordinary differential equations
with Z(t, x) = Z t (x). Conversely, if (22) has a solution of class C 23 of the form Z(t, B t ), formula (29) holds.
Proof of the Main
Then f is of class C 1∞1 and g is of class C 1∞2 and both are uniformly Lipschitz in the third variable. Consider the system of two partial differential equations  
The conditions for the integration of the system (33) are satisfied, since
By Theorem 3.3 the system (33) has a solution Z : [0, T ] × R → R at least of class C 2 . It follows from the identities
and then by Ito's Lemma the Ito-process Z t ≡ Z(t, Y t ) satisfies the stochastic differential equation
By (34) it satisfies also the stochastic differential equation (22).
As for uniqueness, we observe first that by Theorem 3.3 the function Z is the unique solution of class C 2 (in fact of class C 23 ) of the system (33). For fixed
is an Ito-process satisfying (22). By the Existence-Uniqueness Theorem for stochastic differential equations [6] , almost surely
Hence Z(t, Y t (ω)) = ζ(t, Y t (ω)) almost surely. For t > 0 the range of the stochastic variable B t is the whole of R, so because the positive and continuous function G is has a non-zero lower bound on [0, t], the range of the stochastic variable G (s) dB s is also the whole of R. Hence Z(t, x) = ζ(t, x) almost surely for x ∈ R with respect to the measure on R induced by F and P . By continuity of Z and ζ we have Z(t, x) = ζ(t, x) for all (t, x) ∈ (0, T ] × R, and since Z(0, x) = ζ(0, x) = x 0 , in fact for all (t, x) ∈ [0, T ] × R. Hence Z = ζ.
The converse follows from the equality
∂t∂Y .
Theorem 4.5 Assume the conditions of Theorem 4.3 are satisfied. Let Y t be an Ito-process such that Z(t, Y t ) solves the stochastic differential equation (22) Let 0 < t ≤ T and D be the cumulative distribution function of Y t . Then for all
The proof is obvious, noting that Z −1 (t, Y t ) is well-defined for fixed t, since Remarks.
1. In [2] the problem of path-independence was studied in a discrete setting from an asymptotic point-of-view. Roughly spoken, solutions of stochastic difference equations
where δW t = ± √ δt is the Wiener Walk and δt → 0, happen to have in the limit the same probability distribution as a deterministic function Z(t, W t ) -i.e. some deformed Normal Distribution like in Theorem 4.5 -provided (29) holds. The condition (29) expresses a form of near path-dependence on microscopic level. Observe that an upward movement δW t = + √ δt followed by a downward movement δW t = − √ δt yields the same value as a downward movement δW t = − √ δt followed by an upward movement δW t = + √ δt. This is not true for a general process X t given by (35), but if (29) holds the values of an upward movement followed by a downward movement and a downward movement followed by an upward movement happen to be sufficiently close to permit the above limit property for its probability distribution. The property follows by applying Taylorexpansions to the increments δX t .
2. The second-order integration condition (25) may be simplified and also be solved for µ. Firstly, put
Then (29) becomes the first-order linear partial differential equation
When solved for ν, with µ(t, X) = ν(t, X) + 1 2 σ(t, X) ∂σ(t,X) ∂X one finds
for some function γ of class C 1 .
3. Some special cases lead to simplifications of the integration condition (38). For (22) to have solutions of the form Z(t, B t ) one has φ = 0 and (38) reduces to
In the autonomous case one also has φ = 0 and eliminating all dependence on t in (39) one finds
for some constant c. Moreover, if σ is linear, µ is must also be linear.
Examples.
1. Autonomous case. Consider the stochastic differential equation
with x 0 ∈ R, and µ of class C 1 and σ = 0 of class C 2 . We saw that for functional solutions of the form Z(t, Y t ), where Y t is an Ito Process of the form (26), in fact Y t is equal to B t , and that the trend µ must satisfy (40). If the remaining conditions of Theorem 4.4 are satisfied the function Z may be determined by means of the equations (30) and (31), which become the differential equations with separable variables
A well-known special case is the Geometric Brownian Motion. It satisfies the stochastic differential equation dX t = µX t dt + σX t dB t 0 ≤ t < T X 0 = x 0 , with µ ∈ R and σ > 0. One has c = ( µ − σ 2 /2)/ σ, hence the solution of (41) is Z(t) = x 0 exp( µ − σ 2 /2)t (this formula is perhaps most easily found applying (30) directly). Then the solution of (42) is Z t (x) = x 0 exp ( µ − σ 2 /2)t + σx and one derives the well-known formula Z(t, B t ) = x 0 exp ( µ − σ 2 /2)t + σB t .
2. Ornstein-Uhlenbeck process. This process is given by the stochastic differential equation
where θ, µ, σ = 0 and r 0 are all constants. With µ(t, R t ) = θ( µ − R t ) and σ(t, R t ) = σ the integration condition (25) becomes
Hence G(t) = ce θt , for some c ∈ R. By Theorem 4.3 one has R t = Z(t, Y t ), where Y t is of the form 
We may choose y 0 , c and F freely in order to obtain simplifications and assume that y 0 = 0, c = 1 and F (s) = Z t (0) = Z 0 (t).
