ABSTRACT This paper proposes a service-specific network virtualization to address the tremendous increase in the signaling processing load in the evolved packet core and IP multimedia subsystem of a fifth-generation mobile communication system. The proposal creates several virtual networks that are composed of functions specialized for particular services on a mobile communication network and efficiently forwards a sequence of signaling messages to the appropriate virtual networks. Using a prototype system, this paper verifies the overheads costs of the proposal that are incurred during the inspection of packet application headers needed to appropriately forward signaling messages as well as the overheads incurred when replicating state information from one virtual network to another. This paper shows that the proposal can reduce the signaling processing load by ∼25% under certain assumptions.
I. INTRODUCTION
In a fifth-generation mobile communication system (5G), mobile network operators (MNOs) must manage a huge number of objects (e.g., base stations and mobile terminals) and perform complex controls. This is because MNOs need to deliver newly emerging communication services and control a large number of sophisticated network policies. This leads to a significant increase in the signaling processing load that may cause communication failures. As one solution to this increased load, there is a standard [1] and a concept [2] in which the functions, constituting an evolved packet core (EPC) and an IP multimedia subsystem (IMS) in the mobile communication network, are implemented as software on a virtualization infrastructure composed of Intel Architecture (IA) servers. This technology (hereafter called ''network function virtualization'') can immediately allocate computational resources to necessary functions if the signaling processing load increases.
The amount of signaling will increase tremendously for 5G (at the compound annual growth rate of 140% [3] ), however, MNOs will need to continue to not only scale IA servers but also add a large number of them to increase the amount of computation resources in the infrastructure. Today, it is becoming more difficult to obtain locations and power for new rack housings [1] , and hence it is becoming important to reduce the signaling processing load.
We presume that the signaling processing load of an entire network can be reduced by constructing several dedicated mobile communication networks, specialized for particular services, on a virtualization infrastructure. These specializations include conducting multiple common signaling processes at a time in order to omit redundant processes and skipping the processes that are unnecessary for certain services or circumstances. We can reduce the load by enabling services to be individually processed in logical networks (hereafter called ''virtual networks'' [4] , [5] ) that are composed of these specialized functions on a physical network.
For the services to be processed in an appropriate virtual network for its characteristics, it is necessary to distribute a sequence of signaling messages processed over multiple functions to the appropriate virtual networks. Note that service is defined as the service to which is applied some policies (e.g., QoS) that are provisioned by exchanging signaling messages of application-layer control protocols (such as SIP and HTTP). The signaling messages are transmitted and received with the same port number, regardless of the service. To distribute signaling messages depending on service, the signaling messages need to be identified at the service level granularity, which is finer than the IP-flow level by indexed a 5-tuple (IP address and port number for both source and destination as well as transport type). In previous virtualization infrastructures for mobile communication networks [2] , [6] - [9] , the signaling messages are, however, identified only by the IP-flows passing through the EPC bearers (as described later). In other words, there has been no study on enabling the signaling messages such as SIP to be distributed to the appropriate virtual networks.
With the goal of reducing the signaling processing load in the EPC/IMS, we propose a mechanism that enables services to be processed in virtualized networks in which the signaling processes are specialized for particular services. The proposed mechanism forwards a sequence of signaling messages to the appropriate virtual networks and replicates state information from one virtual network to another. To prevent the forwarding delay from increasing because of the application header inspection, the mechanism effectively forwards the signaling messages with a combination of IP flow identification and application header inspection.
The rest of this paper is organized as follows. Section II describes the scheme for providing services in the EPC/IMS and current techniques to address the significant increase in the signaling processing load. Section III discusses our approach to reducing the load using service-specific virtual networks in which the signaling processes are specialized for particular services. This section also explains our proposed mechanism that enables services to be processed in appropriate virtual networks. Section IV classifies the types of service-specialized signaling processes and explains a method for reducing the number of signaling messages related to a multi-device service as an example of a specialized signaling process in the EPC/IMS. Section V evaluates the overhead and feasibility of the proposed mechanism using a prototype system and discusses challenges for its practical use. Finally, Section VI concludes this paper.
II. EXISTING MOBILE TELECOMMUNICATION NETWORK
A. SCHEME FOR PROVIDING SERVICES IN EPC/IMS Fig. 1 illustrates the mobile communication network architecture assumed in this study, composed of an EPC and an IMS. The EPC is an All-IP-based packet switching network that can coordinate several wireless access systems besides Long Term Evolution (LTE). The EPC is composed of a mobility management entity (MME) that performs mobility management of user equipment (UE), a serving gateway (SGW) that accommodates base stations (called ''eNBs'') of the LTE, a packet data network gateway (PGW) that is a point of connection to external networks (e.g., IMS or the Internet), and a policy and charging rules function (PCRF) that controls QoS and charging policies for a communication path (called a ''bearer'') in the EPC. The IMS is composed of call session control functions (CSCFs) that control call/service sessions for the UE, a home subscriber server (HSS) that is a database server for managing subscriber information, and application servers (ASs) that control various supplementary services. There are three types of CSCFs: a serving CSCF (S-CSCF) that is the representative SIP server that primarily handle call/service control and management, a proxy CSCF (P-CSCF) that establishes a secure connection and communicates with the UE directly, and an interrogating CSCF (I-CSCF) that routes signaling messages to the S-CSCF managing the terminating UE (I-CSCF is omitted in Fig. 1 ). Examples of ASs include the telephony AS (TAS) that provides telephony supplementary services, the service centralization and continuity AS (SCC AS) that provides a seamless handover between heterogeneous wireless access systems or UEs, and the media resource function (MRF) that duplicates or combines media.
When the power is turned on, the UE registers itself with the EPC (this is the ''Attach'' procedure). In this procedure, the EPC performs location registration of the UE, assigns it an IP address, and establishes a default bearer for exchanging SIP messages between the UE and IMS. After completing Attach, the UE exchanges SIP messages (REGISTER and its response) with the IMS and registers itself. When using IMS services (e.g., a telephone service), the UE then sends/receives SIP messages to/from the correspondent UE via the P-CSCF, S-CSCF, and I-CSCF. It then establishes an active communication media for the required information. In this procedure, the PGW exchanges messages using the authentication protocol ''Diameter'' with the P-CSCF via the PCRF. It then establishes a dedicated bearer with a QoS for the communication media.
B. RAPID INCREASE IN SIGNALING PROCESSING LOAD AND CURRENT ACTIONS
The signaling processing load in mobile communication networks is predicted to continue to increase [10] because of the emergence of new communication services with the introduction of All-IP networks and the shift of the environment for IMS service usage. Note that in this paper, signaling is defined as sequences of messages exchanged to establish LTE and EPC bearers and SIP and Diameter messages exchanged for service control in IMS. Multi-device services [11] and machine-type communication (MTC) services [12] are examples of services that increase the signaling processing load. These services request to interconnect many UEs closely, causing a concentration of signaling messages triggered by concurrent requests.
Although MNOs have added hardware to their infrastructures to avoid communication failures caused by the rapid increase of the signaling processing load, they have not been able to add this hardware immediately because of the large lead time required to source proprietary hardware. MNOs also incur substantial operating costs for their infrastructures because of the increasing complexity caused by adding new proprietary hardware for new services. To solve these problems, network function virtualization technologies, which can run network functions as software on IA servers, are presently being studied. However, MNOs need to continue to add hardware, even if it is not proprietary, to address the continuous increase in the load. They also need to prepare a large number of IA servers to compensate for the low performance caused by processing packets at software switches (hereafter called ''virtual switches''). Today, it is becoming more difficult to obtain a location and power for new rack housings. To curb the increase in the number of servers, it is important to reduce the signaling processing load.
III. SERVICE SPECIFIC NETWORK VIRTUALIZATION TO REDUCE SIGNALING PROCESSING LOAD A. SERVICE SPECIFIC NETWORK VIRTUALIZATION IN EPC/IMS
We presume that network function virtualization technologies can reduce the signaling processing load. Specializing the signaling processes in the EPC/IMS with respect to services can reduce the number of signaling messages related to service provision. This will reduce the signaling processing load. In the EPC/IMS, there are common procedures for service provision, regardless of service and the environment for service usage, as a matter of course. These procedures are conducted with respect to each UE. In addition, these procedures are designed on the assumption that each UE individually moves. Therefore, certain procedures can be conducted at a time or skipped, depending on the service or the environment for service usage. For example, in a multi-device service, the number of signaling messages can be decreased by collectively dealing with the requests for allocating resources to the dedicated bearers (normally, these requests are generated with respect to each UE and performed simultaneously). In an MTC service, the number of signaling messages can be decreased by omitting mobility management procedures for stationary devices. Other solutions are presented in Subsection IV. A. The MNO configures virtual networks that are composed of functions specialized with respect to the service, as presented above, on a physical network. This configuration (hereinafter called ''service-specific network virtualization'') would be able to reduce the number of signaling messages in the entire mobile communication network.
A procedure that is specialized depending on the service could be achieved by adding new functions into the EPC/IMS and extending existing functions. However, it is not easy to promptly update all related functions and eliminate mismatches between these functions with every new procedure that is specialized for services. The determination of appropriate procedures at each function per signaling message may also degrade the performance of signaling processing. Therefore, we consider a mechanism that creates several virtual networks, which are composed of functions specialized for particular services, and enables these services to be processed in the appropriate virtual networks.
For services to be processed in an appropriate virtual network, it is necessary to identify the signaling messages in the EPC and SIP messages, which are sent from the UE, with service level granularity at the eNB or the node in front of the SGW. This requires inspections of the UE identifications in the EPC Attach messages and service identifications in the SIP header for the IMS. The signaling messages provided by the S1AP protocol [13] and encapsulated in the stream control transmission protocol (SCTP) [14] are sent to the same MME, regardless of the type of UE, identified with the international mobile subscriber identity (IMSI), in the case of the EPC. Furthermore, SIP messages from a UE are sent to the same P-CSCF, regardless of the service, i.e., the services provided by the SIP messages cannot be identified using the 5-tuple. However, this inspection that covers all messages causes not only long delays in packet forwarding processing but also increases the load throughout the entire network.
In the real world, to make the service-specific network virtualization usable, it is necessary to manage resource allocation by considering the resource usage situation. There have been several studies on this subject [15] , [16] . In this paper, we focus on the mechanism to efficiently allocate services for processing in the appropriate virtual networks. Fig. 2 gives an overview of the proposed mechanism for processing services in the appropriate virtual networks using the service-specific network virtualization in the case of IMS. The key of this proposal is that a new function, added between the eNB and SGW, inspects SIP headers only when it is essential by using the information held in the SIP server. This node identifies SIP messages sent from particular UEs and inspects the SIP headers of only these messages. Therefore, all other SIP messages avoid inspection. In addition, processes performed in Virtual Network 1 are taken over by Virtual Network 2. Note that the standard EPC/IMS runs in Virtual Network 1, but Virtual Network 2 is where the EPC/IMS is specialized for a particular service. In addition, Virtual Network 2 has been already created and allocated the appropriate amount of network/server resources.
B. MECHANISM FOR SERVICES ALLOCATION IN APPROPRIATE VIRTUAL NETWORKS
A particular service is processed in Virtual Network 2 according to the following procedures. A service request message (SIP message) sent from a UE goes through a flow identification function (FIF) and reaches a P-CSCF in Virtual Network 1 (step 1). The P-CSCF identifies a service from information in the SIP header during SIP message processing (step 2). The P-CSCF notifies a virtual network management function (VNMF) of the service information (step 3). If the service needs to be processed in Virtual Network 2, the VNMF replicates the state information on the nodes in Virtual Network 1 (in Fig. 2 , SGW, PGW, and P-CSCF are shown while the others are omitted) to the correspondent nodes in Virtual Network 2. At the same time, the VNMF inserts a flow table into the FIF for a header inspection/translation function (HIF) to inspect the SIP headers of only the SIP messages sent from the particular UE (step 4). Note that there are several methods for replicating state information: server redundancy backup methods, standardized relocation methods, and methods that use signaling messages for the handover. The P-CSCF in Virtual Network 2 takes over the process of the SIP message and sends the message to the correspondent node (step 5). The response message to this reaches the service binding function via each node in Virtual Network 2 (step 6). If each node in Virtual Network 2 is configured with a different IP address realm from Virtual Network 1, the HIF translates the parameters (e.g., the source IP address) of the SIP, IP, and GTP headers (GTP is a tunneling protocol for carrying data, i.e., SIP messages, through bearers) into appropriate parameters. The HIF then forwards the message to the UE (step 7). When receiving the messages from the UE, the FIF determines whether the message is the SIP message sent from the particular UE. The HIF then inspects this message's SIP header and determines whether it is related to the message in step 1. If it is, the HIF translates the parameters of the headers as necessary in the same way as in step 7 and forwards the message to Virtual Network 2 (step 8).
IV. EXAMPLE SOLUTIONS FOR REDUCING THE NUMBER OF SIGNALING MESSAGES A. TYPES OF SPECIALIZED CONTROLS IN VIRTUAL NETWORKS
Solutions for reducing the number of signaling messages can be classified into the following approaches: 1) Certain procedures are conducted at a time. In the services where many UEs are closely interconnected, the resource allocation requests to initiate communications can be treated collectively (as described in Subsection IV. B). In addition to this example, the signaling messages common to a group of devices, especially messages related to mobility management (e.g., Tracking Area Update (TAU) requests), can also be aggregated for bulk handling in the network [17] . For any function in the EPC, the signaling messages are held back for a pre-defined timeout or until a number of signaling messages arrive (or a combination of the two) before starting a bulk procedure. In [18] , by using multicast to transmit paging information from the MME, the number of signaling messages related to paging can be reduced. This method is beneficial in making the tracking area size much larger. When the tracking area size is 90, the number of messages transmitted from the MME is reduced to one-third. 2) Certain procedures are skipped. For non-moving devices, mobility management procedures can be omitted [17] . For sporadic and small data (e.g., sensor data) generated by a huge number of terminals, the procedures for the setup and release of bearers can be omitted by alternatively transmitting the data in isolation from signaling messages in the control plane [19] . This method can reduce the number of signaling messages depending on the proportion of sporadic and small data traffic.
3) The frequency of communication attempts is reduced
by setting appropriated parameters depending on services and circumstances. The number of signaling messages can be reduced by dynamically changing parameters such as the SIP retransmission timer and the paging area size. Dynamically controlling the SIP retransmission timer according to the server loads can mitigate an increase in the number of SIP messages [20] . Dynamic control of the paging area according to the movement characteristics of terminals can reduce the paging area update messages by about 64% [21] .
B. METHOD TO REDUCE THE NUMBER OF SIGNALING MESSAGES RELATED TO MULTI-DEVICE SERVICES
We focus on session replication [12] as a representative example of multi-device services, where a UE (called the ''controller UE'') participating in a real-time communication service replicates the received media to several UEs (called the ''controlee UEs''). Such a multi-device service could be used for not only single users but also for multiple users. Therefore, it is assumed that the number of controlee UEs is ten or more. A controller UE sends a SIP message, including the SIP URIs of the controlee UEs, to the IMS, and the media is replicated. During this replication, a significant signaling message occurs intensively because the EPC/IMS calls each controlee UE and allocates resources (prepares dedicated bearers) for these UE simultaneously. This section discusses a method for reducing the number of these signaling messages. In this method, the EPC/IMS allocates resources for UEs at a time instead of individually and, on calling each controlee UE, indicates that the resource for the UE is already ensured. Fig. 3 shows the call flow in the session replication to reduce the number of signaling messages. A controller UE exchanges service request and response messages (SIP messages) with an SCC AS (steps 1-4). The SCC AS retrieves SIP URIs from this request message and obtains the corresponding terminal information by referring to the HSS. Using this information, the SCC AS determines that the resources for dedicated bearers of each controlee UE can be allocated at a time (step 5). The SCC AS obtains the information about an MRF (step 6) and sends a request message for resource allocation to a PCRF (step 7). This message contains the information (e.g., src/dst IP address, src/dst port, bandwidth and codec) about media traveling in the dedicated bearers of each controlee UE. The PCRF sends the policy information (including QoS parameters) for allocating resources to a PGW (step 8). The PGW installs the policies of each controlee UE for each dedicated bearer and sends the dedicated bearer information to an SGW. The SGW installs the policies in the same manner and forwards the information to an MME (step 9). After allocating resources at a time, the SCC AS sends INVITE messages to each controlee UE for session establishments (step 13). These messages have parameters that indicate that the resource for the UE is already ensured. When receiving these INVITE messages, the SGW buffers and sends downlink data notifications to the MME (step 14). The MME sends paging messages to each controlee UE and receives the service requests (steps [15] [16] [17] [18] [19] . After conducting procedures such as authentication, the MME sends the request messages, which contain the information about the default and dedicated bearers retained in step 9, to the eNB (step 20). This information about dedicated bearers is transmitted to each controlee UE (step 21). Note that this transmission can be achieved without changing the standardized I/F between the eNB and the UE. After establishing wireless access bearers, the eNB sends responses to the MME (steps 22-23). The MME establishes communication paths between the eNB and SGW by sending the modify bearer requests (step 24). After that, the INVITE messages buffered at step 13 are sent to each controlee UE (step 25). The session establishment procedures between the SCC AS and each UE are conducted on the condition that the resources are already ensured. In this result, the procedures for resource allocation (the SIP messages from 183 session progress to the second 200 OK and the messages for creating the dedicated bearers in Fig. 3 ) are omitted. The session between the SCC AS and each UE are established by exchanging the SIP messages from 180 ringing to ACK, and the dedicated bearers are updated to enable the transfer of media flows.
V. EXPERIMENTAL EVALUATION
This section evaluates the overheads and feasibility of the proposed mechanism using a prototype implementation. There are overheads for inspecting the SIP header at the service binding function, which is newly added in this proposal, as well as for replicating state information from one virtual network to another. Fig. 4 shows our experimental network configuration. Ten IA servers are connected via a switch. We constructed two virtual networks using nine IA servers (Node#2-10 in Fig. 4) . Each virtual network is configured such that each function, which constitutes the EPC/IMS, runs as software on a virtual machine individually, and each virtual machine is deployed in an IA server. We used an overlay technique, Virtual eXtensible Local Area Network (VXLAN), to construct virtual networks. In the first virtual network (VNW1 in Fig. 4) , each standard function is running. In the second virtual network (VNW2 in Fig. 4) , some functions are specialized for the multi-device service. A virtual network management function (VNW Mgmt in Fig. 4 ) runs on the virtual machine deployed in the other IA server (Node#1 in Fig. 4) . A service binding function, which runs on a physical node, is added behind an eNB. A UE emulator connects to the EPC/IMS through the eNB and service binding function. Table 1 shows the experimental network components. The EPC/IMS were built based on OpenEPC [22] , which provides a reference implementation of 3GPP's EPC and IMS, developed by the Fraunhofer Institute FOKUS. We implemented the required module in the functions that constitutes the EPC/IMS for our proposed mechanism and the required software for the service binding function, virtual network management, SCC AS, and MRF. We also modified the UTC IMS Client [23] , an open-source IMS client, for the multi-device service. We emulated a large number of UEs by using IMS bench SIPp [24] , an open-source load testing software for the SIP.
A. EXPERIMENTAL CONFIGURATION AND MEASUREMENT METHOD
We verified the overheads for inspecting the SIP header at the service binding function and replicating the state information. In the first experiment, we sent a given number of INVITE requests per second, which follows a Poisson distribution, to the service binding function from the UE emulator. We increased the request rate and measured the CPU usage and the processing time at the service binding function with SIP header inspection of either all or part (10 %) of the INVITE messages. In the second experiment, we increased the number of state information replications per second (the state information is replicated from a certain node in the VNW1) and measured the CPU usage of the relevant nodes. We performed this experiment ten times and calculated the average. We also changed the number of simultaneous state information replication.
We also verified the effectiveness of applying servicespecific network virtualization to a mobile communication network using the multi-device service as an example. In this experiment, we set up two types of network configurations. One was configured such that the telephone and multi-device services are processed in the same virtual network (VNW1 in Fig. 4) . The other was configured such that the multi-device service is processed in a virtual network specialized for its service (VNW2 in Fig. 4) as opposed to the virtual network for the telephone service (VNW1 in Fig. 4) by the proposed mechanism. We fixed the arrival rate of the telephone service at 20 cps, where the utilization of the P-CSCF (which was higher than the other nodes of the utilization) was approximately 50%. During execution of the telephone service, we performed the multi-device service, where a real-time media was replicated to ten controlee UEs. We then measured the resulting CPU usage of all IA servers. We performed this experiment ten times and calculated the average. function can reduce the CPU usage more that the inspection of all messages. In this experiment, the CPU usage is reduced by up to 40% (at the arrival rate of 2500 pps in Fig. 5 ). Fig. 6 shows the processing time of the SIP header inspection at the service binding function. This indicates that the selection of inspection messages also can prevent the processing delay from increasing. This is because an increase in CPU usage is prevented. These results indicate that introducing the service binding function has an insignificant impact on call session establishment when the CPU usage is below 80% of maximum capacity. Fig. 7 shows the sum of CPU usage of the virtual machines involved in replicating state information when increasing the rate of replication (in the second experiment). Note that the CPU usage was normalized as values from 0 to 100%. When the rate of state information replication is the same, the CPU usage of VNW Mgmt function, which triggers the replication of state information and inserts flow entries to the service binding function, remained about the same, regardless of the number of simultaneous state information replications (blue boxes in Fig. 7 ). On the other hand, as the number of simultaneous state information replications increased, the usage of the CPUs for the virtual machines where the destination EPC/IMS functions ran (i.e., on VNW2) increased. This is because our implementation replicates state information by sending messages per state information. In order to reduce the overhead for replications, it is necessary to reduce the number of messages by replicating in bulk. On the other hand, when a large amount of state information needs to be replicated, it is necessary to adjust the transmission rate of the state information so as not to occupy CPU time. Fig. 8 compares the total CPU usage of IA servers when applying and not applying service-specific network virtualization, labeled as SSNV and non-SSNV, respectively. 1 Note that the CPU usage was normalized to values from 0 to 100%. The CPU usage for processing the multi-device service was reduced by approximately 29% by enabling its service to be processed in the specialized virtual network. On the other hand, VNW1, VNW2, VNW Mgmt, and the service binding function incurred CPU usage overheads. This resulted in an approximately 25% reduced CPU usage under our assumption, even when taking the overhead into consideration.
B. EXPERIMENTAL RESULTS

C. DISCUSSION
In the above experiments, we verified the overhead of the proposed mechanism. The processing delay overhead caused by inspecting application headers in signaling messages could be prevented from increasing unless the portion of signaling messages to be inspected became large. The CPU usage overhead for state information replication from one virtual network to another changed according to the rate of state information replication. This CPU usage became high as the rate increased. We also showed the effectiveness of service-specific network virtualization using a multidevice service as an example. Service-specific network virtualization can reduce the total CPU usage for processing signaling messages, as long as the effect of reducing the number of signaling messages is greater than the impact of processing overheads from service-specific network virtualization. This effect becomes greater as the number of terminals interacting closely increases (as in the example of the multi-device service), and this impact remains small when the requests of the corresponding service are not intensive.
In 5G, there will be the needs of rich services that enhance users' experiences (such as multi-device services). These services will burden the mobile communication network, although the busy hour call attempt (BHCA) of its services will be comparatively small. Under these circumstances, MNOs will benefit from service-specific network virtualization.
To maximize the benefits of using service-specific network virtualization, it is necessary to establish a model for the management of virtual networks. There will be several service-specific virtual networks applied the efficiency solutions (as shown in Subsection IV. A). It is important to determine the amount of resources allocated to each servicespecific virtual network at different times. It will also be important to determine the timing for forwarding a sequence of signaling messages to the appropriate virtual network by considering the situation of the mobile communication network.
In the real world, the service binding function is distributed geographically. In addition, to prevent signaling message processing overheads from increasing, a certain number of service binding functions are deployed. In the case of multiple service binding function deployment, some service binding function are required to share the necessary information to distribute a sequence of signaling messages, which are sent and received by mobile terminals, to the appropriate virtual network. The challenge is to determine a reasonable sharing mechanism that can promptly share the necessary information with few resources and a low load, even when the information referenced by service binding functions becomes huge in volume.
VI. CONCLUSION
To reduce the load of signaling message processing in a mobile communication network, we proposed an approach that creates several virtual networks that are composed of network functions specialized for particular services. We also proposed a mechanism that enables services to be processed in the appropriate virtual networks by forwarding a sequence of signaling messages to these networks and replicating state information from one virtual network to another. The mechanism can effectively forward the signaling messages using a combination of IP flow identification and application header inspection. Using a prototype implementation and actual measurement, we showed that the processing delay overhead caused by forwarding the signaling messages does not have significant impact on service delay. We also showed that the CPU usage overhead for replicating state information can be low, depending on the frequency of the replication. In addition, using a virtual network specialized for a multidevice service as an example, we showed that the proposed mechanism could reduce the load by approximately 25% under our assumptions. We also discussed the challenges for the proposed mechanism with respect to maximizing load reduction and implementing it in practice.
