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Importance of spin-orbit interaction for the electron spin relaxation in organic 
semiconductors 
 
1.Avoided Level Crossing 
 
Muon spin relaxation is an experimental technique using positive muons as 
microscopic spin probe. Positive muons have a lifetime of about 2.2 ȝs, and they 
decay emitting a positron and two neutrinos (ȝ+ ĺ e++Ȟe +Ȟȝ). The positron is emitted 
preferentially in the direction of the muon spin at the time of the decay [1,2], and this 
allows to obtain information on the time evolution of the muon’s spin by measuring 
the time dependence of the emission direction of the positron. 
In ȝSR experiments 100% spin polarised muons are implanted in the sample.  
Once implanted in semiconductors the muon thermalizes either to form an interstitial 
positive muon or a positive molecular ion, or it captures an electron and forms a 
hydrogen-like species called muonium (Mu) [2]. Muoniated radicals can be formed as 
a consequence of the reaction of muonium with a molecule or the capture of an 
electron by a positive molecular ion. If an external magnetic field is applied in the 
direction of the initial muon spin, as it is in so called longitudinal field experiments, 
the Hamiltonian for muonium can be written as 
−γ μhI ⋅ B + γ ehS ⋅ B + hS ⋅ A ⋅ I                   (1)                
where Ȗȝ and Ȗe are the muon’s and electron’s gyromagnetic ratios, B is the applied 
longitudinal field, I and S are the muon’s and electron’s spins and A is the hyperfine 
tensor [2]. For an isotropic hyperfine coupling at B=0 a singlet and a triplet are 
obtained, the degeneracy of the latter being lifted by the magnetic field. At high 
enough fields (Paschen-Back regime, where most of the experiments are performed) 
the spins of the electron and of the muon are decoupled and the state of the system 
can be described by products of pure Zeeman states for the electron and muon. 
At a specific high field, whose value depends on the value of the hyperfine coupling 
constant, two of the levels should cross, however, if the hyperfine coupling is 
anisotropic or further interactions are present, this crossing can be avoided. Close to 
this avoided level crossing the states are no longer pure Zeeman states, but they are 
mixtures of states corresponding to different values of the muon magnetic quantum 
number. This mixture enables oscillations [1,2]. A simulated ALC curve, where the 
polarisation is plotted versus the applied magnetic field, is shown in Figure 1 (black 
line). 
As can be observed the polarisation exhibits a deepening, representing the loss of 
polarisation around the ALC field. The shape and position of ALC resonances depend 
on the hyperfine coupling constants. The presence of an electron spin relaxation 
mechanism also has an effect on the ALC resonances, consisting in making their 
amplitude increase because of exchange between the two levels undergoing avoided 
level crossing and the other two which are still well defined Zeeman states. This 
effect can be observed in Figure 1, where ALCs simulated using the same hyperfine 
parameters but with an increasing electron spin relaxation rate are shown. This is the 
same effect observed in the experimental data shown in Figure 2 in the main paper. It 
is clear that in the limit of small electron spin relaxation rates neither the position nor 
the shape of these ALCs show substantial changes, but the amplitude increases. 
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Figure 1. Simulated ALC resonance for different electron spin relaxation rates (eSR) 
 
These curves are modeled using the same density matrix formalism also used to 
simulate the experimental data and extract the eSR. A density matrix is defined as 
ρ(t) = 1
4
1+ pμ (t) ⋅ Sμ + pe (t) ⋅ Se + p jk (t)Sμ, jSe,k
j,k
¦
ª 
¬ 
« 
º 
¼ 
» 
               
(2) 
where p(t), pe(t) and Pjk(t) are the muon, electron and mixed polarisations, 
respectively. The time evolution of ȡ(t) is described by the equation 
ih
dρ
dt
= H,ρ[ ]
               
(3) 
from which the time dependent polarisations can be obtained [3]. If an electron spin 
relaxation mechanism, with a rate λ, is present in the system its effect can be taken 
into account phenomenologically by introducing extra terms íȜpe and íȜpjk in the 
differential equations for the polarisations obtained from equation 3 [4]: 
,                (4) 
 
2. Measurements and modeling of the ALCs 
 
2.1 Xq3 series 
About 450 mg of Alq3, 500 mg of Gaq3, 200 mg of Inq3 and 420 mg of Biq3 were 
placed in envelopes (17 mm × 17 mm) made of 25 ȝm thick silver foil (99.99 % 
pure). Another layer of silver foil was placed in front of the samples as a degrader, to 
assure that the muons stop in the sample. A polynomial background was subtracted 
from the data. This background is due to field dependent positron spiraling altering 
the sample-detector path. This can change the relative efficiency of the detectors. 
Based on the shape of the ALCs, five ALCs were used to simulate the data. A very 
weak sixth ALC is observed in the experimental data, but its intensity, especially at 
10K, is too small to obtain a reliable simulation. However, given the very small 
amplitude of this sixth ALC, the choice of using only five components does not 
substantially influence the result for the eSR.   
The muon sites corresponding to these five ALCs can be identified by referring to a 
recent paper that reports DFT calculations on radicals formed by the addition of 
muonium to Alq3 [5]. According to this paper, in Alq3 the electron sits in a singly 
occupied molecular orbital within the gap between the HOMO and LUMO [5]. The 
ALC resonance fields calculated in Ref. 5 are higher than the experimentally observed 
values, and this could be due to the limitation of DFT in dealing with the solid state. 

dpe
dt
=K − λ pe

dpj ,k
dt
=K − λ pj ,k
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However the results in [5] can be used to assign the muon sites if one neglects the 
absolute value of the hyperfine coupling constants, and hence resonance fields, and 
only considers the relative values.  
The measured ALCs were modeled using the software Quantum [6]. The ALC 
simulations presented in the paper are performed considering a muon-electron system. 
Monte-Carlo simulations with powder averaging and 104 iterations for each magnetic 
field were used. 
The relative amplitudes of the five ALCs for each sample were determined from the 
data at 10 K (see main paper, Figure 2). The values obtained are reported in Table 1. 
An eSR of 0 MHz was assumed at 10 K, basing on the experimental evidence that the 
electron spin relaxation observed in these samples is a thermally activated 
phenomenon, and a temperature-independent conversion factor from simulated 
polarisation to experimental asymmetry was obtained. A different choice of the value 
of the eSR at 10 K would determine an offset in the values at higher temperatures, 
without substantial changes in the trends. 
The simulations of the ALCs at 300 K were carried out using these parameters. 
Results for Alq3, Gaq3, Inq3 and Biq3 are reported in Tables 2, 3 4, and 5 respectively. 
A significant increase in the eSR is observed at 300K in comparison with the 10 K 
data in all the samples, while only small changes in the hyperfine coupling constants 
is measured. The error bars shown in Figure 3 in the paper take into account the 
uncertainty in the eSR of the five components, but also the uncertainty arising from 
the background subtraction procedure. 
 
Table 1. Relative amplitudes for the ALCs in the Xq3 samples 
Sample ALC 1 ALC 2 ALC 3 ALC 4 ALC 5 
Alq3 0.24 0.28 0.1 0.2 0.18 
Gaq3 0.21 0.26 0.1 0.28 0.15 
Inq3 0.25 0.31 0.09 0.23 0.12 
Biq3 0.24 0.17 0.18 0.26 0.15 
 
Table 2. Simulation parameters for Alq3. Definitions of A, D and Eta can be found in Ref. [6] 
(MHz) ALC 1 ALC 2 ALC 3 ALC 4 ALC 5 
10 K 
A 274±2 311±2 329±2 386±2 420±2 
D 10±2 14±2 15±2 14±5 12±2 
Eta 15±3 10±3 13±3 24±6 15±3 
eSR 0 0 0 0 0 
 300 K 
A 276±2 306±2 344±2 378±2 403±2 
D 12±2 14±2 16±2 10±5 13±2 
Eta 17±3 10±3 13±3 17±6 8±3 
eSR 0.06±0.02 0.2±0.02 0.11±0.02 0.77±0.2 0.1±0.02 
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Table 3. Simulation parameters for Gaq3. Definitions of A, D and Eta can be found in Ref. [6] 
(MHz) ALC 1 ALC 2 ALC 3 ALC 4 ALC 5 
10 K 
A 266±2 305±2 321±2 378±2 417±2 
D 9±2 14±2 8±2 23±5 12±2 
Eta 13±3 15±3 11±3 18±6 24±3 
eSR 0 0 0 0 0 
 300 K 
A 263±2 295±2 328±2 372±2 405±2 
D 13±2 11±2 14±2 16±5 19±2 
Eta 15±3 15±3 14±3 20±6 17±3 
eSR 0.08±0.02 1±0.02 0.9±0.02 1.1±0.2 0.1±0.02 
 
Table 4. Simulation parameters for Inq3. Definitions of A ,D and Eta can be found in Ref. [6] 
(MHz) ALC 1 ALC 2 ALC 3 ALC 4 ALC 5 
10 K 
A 256±2 285±2 310±2 385±2 417±2 
D 7±2 9±2 10±2 15±5 15±5 
Eta 7±3 9±3 10±3 9±6 22±6 
eSR 0 0 0 0 0 
 300 K 
A 243±2 278±2 308±2 359±2 382±2 
D 13±2 24±2 15±2 9±5 16±5 
Eta 11±3 11±3 11±3 18±6 9±6 
eSR 0.03±0.02 0.5±0.02 1.4±0.02 1.6±0.2 0.55±0.2 
 
Table 5. Simulation parameters for Biq3. Definitions of A, D and Eta can be found in Ref. [6] 
(MHz) ALC 1 ALC 2 ALC 3 ALC 4 ALC 5 
10 K 
A 235±2 248±2 302±2 334±2 355±2 
D 8±2 8±2 8±2 10±5 15±5 
Eta 10±3 8±3 15±3 15±6 10±6 
eSR 0 0 0 0 0 
 300 K 
A 224±2 240±2 294±2 326±2 330±2 
D 11±2 10±2 14±2 12±5 10±5 
Eta 11±3 11±3 12±3 14±6 18±6 
eSR 0.9±0.02 0.8±0.02 0.05±0.02 3.5±0.2 1.5±0.2 
 
 
2.2 TES series 
About 100 mg of each material were placed in silver foil envelopes (15 mm x 15 
mm), and two layers of silver foil were added as a degrader. 
The procedure used to analyze the TES data was the same used for the Xq3 series. 
After removal of the background the 10 K data were used to establish the relative 
amplitudes of the ALCs, shown in Table 6, and the scaling factor between 
polarization and asymmetry. These values were then used to simulate the data at 300 
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K. The experimental data together with the result of the simulations are shown in 
Figure 2. The parameters used in these simulations are shown in Tables 7, 8 and 9 for 
TES-ADF, TES-ADT and TES-ADS, respectively. In this case it is clear from the 
data that only three ALCs are necessary to simulate the data. Also for these samples, 
as already noticed for the Xq3 series, a significant increase in the eSR with 
temperature is observed, with only small changes in the hyperfine coupling constants. 
 
Table 6. Relative amplitudes for the ALCs in the TES samples 
Sample ALC 1 ALC 2 ALC 3 
TES-ADF 0.11 0.68 0.21 
TES-ADT 0.29 0.52 0.19 
TES-ADS 0.34 0.41 0.24 
 
 
 Figure 2. Muon spin polarization around the avoided level crossings (ALC) in (a) TES-ADF, 
(b) TES-ADT and (c) TES-ADS at 10K (blue) and 300K (red). Modelling for these ALCs is 
indicated by the black lines and is used to determine the electron spin relaxation rate. 
 
 
Table 7. Simulation parameters for TES-ADF. Definitions of A, D and Eta can be found in 
Ref. [6] 
(MHz) ALC 1 ALC 2 ALC 3 ALC 1 ALC 2 ALC 3 
10 K 300K 
A 158±1 190±1 227±1 150±1 182±1 227±1 
D 5±1 15±2 15±2 5±1 13±2 13±2 
Eta 5±2 15±2 15±2 5±2 13±2 13±2 
eSR 0 0 0 0.02±0.02 0.18±0.02 0.05±0.02 
 
 
Table 8. Simulation parameters for TES-ADT. Definitions of A, D and Eta can be found in 
Ref. [6] 
(MHz) ALC 1 ALC 2 ALC 3 ALC 1 ALC 2 ALC 3 
10 K 300 K 
A 142±1 170±1 227±1 137±1 163±1 217±1 
D 15±1 12±1 10±1 15±1 8±1 10±1 
Eta 15±2 12±2 10±2 10±2 8±2 10±2 
eSR 0 0 0 0.50±0.03 0.38±0.03 0.22±0.03 
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Table 9. Simulation parameters for TES-ADS. Definitions of A, D and Eta can be found in 
Ref. [6] 
(MHz) ALC 1 ALC 2 ALC 3 ALC 1 ALC 2 ALC 3 
10 K 300 K 
A 143±2 188±2 200±2 140±1 162±1 197±1 
D 18±2 8±2 10±2 10±2 10±2 15±2 
Eta 15±3 8±3 10±3 10±2 10±2 15±2 
eSR 0 0 0 0.71±0.03 0.01±0.01 0.79±0.03 
 
 
3. Time-resolved Photoluminescence 
 
Photoexcitation of the sample with a pulsed laser creates a population of singlet 
excitons with a lifetime of the order of nanoseconds. These can then either decay to 
the ground state radiatively (fluorescence) or non-radiatively, or be converted into 
long-lived triplet excitons via intersystem crossing (ISC). Triplet excitons can also 
decay via radiative (phosphorescence) or non-radiative mechanisms. Triplet excitons 
can also undergo a process called triplet-triplet annihilation, where two triplet 
excitons interact and are quenched into a singlet exciton and a molecule in the ground 
state. This process accounts for the experimental observation of the singlet emission 
at long times after the laser pulse (delayed singlet) [7]. Since the singlet and triplet 
excitons have different lifetimes and characteristic energies, we can measure their 
time decays independently by measuring the spectrum of the emitted light as a 
function of time after the laser pulse. The photoluminescence decays are then 
modelled to derive the rates of the involved dynamic processes, including the ISC. 
The time dependent photoluminescence measurements were performed using an 
excitation wavelength of 415 nm, with an energy density per pulse of 1 mJ/cm2, a 
repetition rate of 10 Hz and a pulse width at half height of 5 ns [8]. The emitted light 
was dispersed by a spectrograph and detected by a charge-coupled device featuring an 
image intensifier that is electronically gated for time resolution. The spectral 
resolution is 20 nm. About 10 mg of each sample were placed in a He flow cryostat.  
The singlet and triplet signals were measured as a function of the delay time after 
pulsed laser excitation. We measured the complete emission spectrum from λ=425 
nm to λ=775 nm at several representative delay times after the laser pulse. Then, the 
singlet and triplet decay kinetics were extracted from these spectra following the 
intensities at two representative wavelengths. The wavelengths 475 nm and 745 nm 
were chosen for the Alq3, 480 nm and 743 nm for Gaq3, and 471 nm and 743 nm for 
Inq3. The PL spectra were corrected for the spectral efficiency of the detection 
system. 
 
The fluorescence decay is determined by several dynamic processes as discussed 
above. It is the result of the recombination of the singlets generated directly by the 
laser excitation and of the delayed singlets generated via triplet-triplet annihilation.  
ISC processes from the triplet to singlet state via excited state absorption [9] can be 
ignored under pulsed excitation. The following rate equations system describes the 
aforementioned ensemble of dynamic processes after the end of the excitation pulse  
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                (5) 
    (6) 
where S1 and T1 are the singlet and triplet populations, kS and kT the decay rates from 
the singlet and triplet states to the ground state including both radiative and non-
radiative contributions, kISC the inter-system crossing rate and kTT the triplet-triplet 
annihilation rate.  
To extract the value of the rates, the experimental decays were simulated by 
calculating numerical solutions to these equations. 
 
The parameters of this simulation are the populations of singlet and triplet states at 
t=0, S1(0) and T1(0) respectively, and the rates KS, KT, KISC, KTT. 
The populations of the singlet and triplet states are proportional to the measured 
signals intensities, in arbitrary units, the proportionality depending on the geometry. 
The values of the population for the triplet state at t=0 is fixed to zero because of the 
experimental conditions. Indeed, our excitation wavelength selectively excites the 
molecules to their S1 level while the triplet state is populated only indirectly at later 
times through the ISC process. The specific value of the population of the singlet state 
S1 at t=0, as well as the value of KTT, do not influence the other parameters, however 
choosing a specific value for one of these two parameters determines the value of the 
other one. As a consequence they can be fixed arbitrarily without changing the result 
for KS, KT and KISC. For this reason KTT was fixed at a literature value for Alq3 [10]. 
Choosing a different value for KTT would only change the value of the initial 
population for S1, but would not change the other transition rates, which are the 
physically relevant parameters here for the purpose of this work.  
To the best of our knowledge values of the triplet-triplet annihilation rates for Gaq3 
and Inq3 have not been measured. As a consequence for these two samples we chose 
to estimate the initial population of S1 by comparison with respect to the Alq3 sample, 
also taking into account the different quantum yields, and we determined the value of 
KTT accordingly.  
It is worth to stress once more that, given that we do not comment on or draw any 
conclusions from the values of KTT, these assumptions do not matter for what 
concerns the conclusions of this paper. Thus, on the whole, making these assumptions 
on S1 at t=0 and KTT only leaves three independent parameters, i.e. KS, KT and KISC. 
Results of these simulations are shown in figures 3, 4 and 5 for Alq3, Gaq3 and Inq3, 
respectively. 
The values used for the singlet and triplet decay rates and the inter-system crossing 
rate in these simulations are reported in Table 10.  
We note that the values obtained for the singlet decay rate in the three samples are in 
agreement with literature data on singlet lifetimes on these materials [11], which is a 
good indication that the assumptions made are not relevant.  
 
dS1
dt
= −kSS1 − kISCS1 + kTTT1
2
dT1
dt
= −kTT1 + kISCS1 − kTTT1
2
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Figure 3. Singlet and triplet (insets) decays in Alq3 at 300 K. Lines are the result of modeling 
based on the rate equation system described in the text. 
 
 
Figure 4. Singlet and triplet (insets) decays in Gaq3 at 300 K. Lines are the result of modeling 
based on the rate equation system described in the text. 
 
 
Figure 5. Singlet and triplet (insets) decays in Inq3 at 300 K. Lines are the result of modeling 
based on the rate equation system described in the text. 
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Table 10. Singlet and triplet decay rates, and intersystem crossing rates used in the 
simulations of photoluminescence decays in Alq3, Gaq3 and Inq3 at 300 K. 
 kS (μs-1) kT (μs-1) kISC (μs-1) 
Alq3 64±2 0.03±0.02 1.7±0.2 
Gaq3 64±2 0.02±0.01 2.3±0.2 
Inq3 87±1 0.03±0.01 3.5±0.4 
 
 
4. Comparison with electron paramagnetic data in literature 
 
Several works in the literature have investigated the electron paramagnetic resonance 
(EPR) properties of Alq3, and it is indeed instructive to compare them with our work. 
Existing EPR data in Alq3 consistently evidence a narrow EPR signal close to g=2 
which is indicative of a quasi-free electron. This is in line to what one would expect 
for a system where both the SOI and HFI are weak (and, consequently, spin relaxation 
is slow). 
 
In general, the SOI and HFI have distinct effects on the shape of the EPR signal. SOI 
leads to an anisotropic g tensor, with orientation-dependent deviations of the g factor 
(Δg) from the free electron value of ge=2.0023. Qualitatively, this allows assessing the 
strength of SO coupling if one can resolve the anisotropy of the resonance line. This 
is not easy to do in practice because the relation between Δg and the spin-orbit 
coupling is model- and electronic structure-dependent. As for the HFI, it leads instead 
to a splitting of the resonance into a multiplet. If this splitting can be resolved, it 
provides a straightforward measurement of the strength of the hyperfine coupling. 
 
The EPR signal close to g=2 in Alq3 is overall very narrow, and no clear HF splitting 
has been resolved in as-grown Alq3 powders [12,13]. However, a small but 
measurable g anisotropy has been unambiguously observed [12]. It is also worth 
noting that anisotropic g factors have also been observed in other common OSCs, 
such as phthalocyanines. This result clearly proves a small, yet sizeable, effect of SO 
interaction on charge carriers.  
On the other hand, an effect of HF interactions on the quasi-free electron in Alq3 has 
been observed through, for example, conductivity-detected magnetic resonance 
measurements in Alq3 and Deuterium-substituted Alq3 [14]. In this case, an effect of 
the HFI has been observed as a small change of the width of the resonance line when 
hydrogen is substituted by deuterium.  
 
On the whole, these works clearly indicate that both the SOI and the HFI have small, 
yet measurable effects on charge carriers in Alq3. However, neither the absolute 
magnitude of the two interactions or, most important, their relative magnitude have 
been quantitatively worked out from the data in any of these experiments.  A more 
quantitative comparison would be interesting, but based on literature this is hardly 
possible. Interestingly, it has been pointed out that the g values can in some cases, 
such as Alq3, significantly underestimate the real strength of SOC interaction [15]. 
This is because the g-factor is only sensitive to spin mixing between different orbitals, 
whereas it neglects spin mixing within the same orbital. In Ref.15 it is specifically 
shown that for this reason the deviation in g can underestimate the SO coupling and 
the spin mixing in organics, and therefore may not be a good measure of these 
quantities. 
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On the whole, the existing EPR data indicate that the effects of SOI in organics, and 
specifically in Alq3, are not negligible and have an influence on the properties of 
charge carriers. This is in line with the main conclusion of our work, i.e. that the the 
SOI , which has often been neglected in the past, is also important in these materials 
as a source of electron spin relaxation. 
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