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Abstract
We prove that the exponent of the second homology group H2(G,Z) divides
the exponent of G for p-groups of class p, where p is an odd prime. Moreover,
we prove that exp(H2(G,Z)) | (exp(G))
n, where n = 1 + ⌈logp−1
c+1
p+1
⌉.
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1. Introduction
Let G be a group. The Schur multiplier of G, denoted by M(G), is the
second homology groupH2(G,Z) of G with integer coefficients. It was conjec-
tured that exp(M(G)) | exp(G) for every finite group G. This was disproved
in [2], by giving an example of a 2-group of exponent 4 with exp(M(G)) = 8.
However the conjecture remains open for groups of odd exponents.
It was proved by various authors that exp(M(G)) | exp(G) for several
classes of groups, including groups of class 2 [6], groups of class 3 [13], odd
order groups of class 4 [14], powerful p-groups [8], potent p-groups [15], groups
of maximal class [16], meta abelian p-groups of exponent p [12], p-groups of
class at most p− 2 [14], p-groups of class at most p− 1 [10] and some other
classes of groups. Recently in [1], the authors has proved that exp(M(G)) |
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exp(G) for odd order groups of class 5, p-central meta abelian p-groups,
groups considered by L. E. Wilson.
We state our main results below.
Theorem 4.6. Let p be an odd prime and G be a p-group of nilpotency
class p + 1. If G is pn-central, then exp(γ2(G)) | p
n.
Theorem 4.7. Let p be an odd prime and G be a p-group of nilpotency
class p. Then
(i) exp(M(G)) | exp(G).
(ii) If G is finite, then exp(G ∧G) | exp(G).
Let G a group and c, d denote the nilpotency class and the derived length
of G respectively. In [4], G. Ellis proved that exp(M(G)) | (exp(G))⌈
c
2
⌉. In
Theorem 2.13 of [12], P. Moravec proved that exp(M(G)) | (exp(G))2(d−1),
hence exp(M(G)) | (exp(G))2⌊log2 c⌋ for finite p-groups where p is an odd
prime. In Theorem 5.3 of [1], the authors proved that exp(M(G)) | (exp(G))⌈log2(
c+1
3
)⌉
for groups of odd exponent. In Theorem 1.1 of [17], N. Sambonet proved
that exp(M(G)) | (exp(G)⌊logp−1c⌋+1 for finite p-groups where p is an odd
prime. In Theorem 5.6 of [1], the authors improved thise by proving that
exp(M(G)) | (exp(G)⌈logp−1c⌉. In the next theorem we improve this bound
further.
Theorem 5.4. Let p be an odd prime and G be a finite p-group of nilpotency
class c ≥ p. Then exp(G ∧G) | exp(G)n, where n = 1 + ⌈lopp−1
c+1
p+1
⌉.
2. Commutator Collection
The commutator collection process can be found in many books, for in-
stance in [5], [11]. We write conjugation as, xy = xyx−1, and xyy−1 = [x, y].
Our commutators are right normed, thus [z, y, x] denotes [z, [y, x]]. Also let
[ tb, a] denote the commutator [b, b, . . . , b, a] in which b appears t times. The
identity yx = [y, x]xy will be repeatedly used in the collection process as
shown below: Let G be a group and a, b ∈ G. Then
(ab)2 = abab,
a(ba)b = a([b, a]ab)b,
(a[b, a])abb = ([a, b, a][b, a]a)abb = [a, b, a][b, a]a2b2.
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In the next Theorem, we recall the collection formula given in Theorem
12.3.1 of [5].
Theorem 2.1. We may collect the product (x1x2 . . . xj)
n in the form (x1x2 . . . xj)
n =
xn1x
n
2 . . . x
n
j c
ej+1
j+1 . . . c
ek
k R1R2 . . . Rs, where Cj+1, . . . Ck are the basic commuta-
tors on X1, x2, . . .Xj in order, and R1, dots, Rs are basic commutators later
than Ci in the ordering. For 1 ≤ i ≤ j, the exponent ei is of the form
ei = a1n + a2n
(2) + · · · + amn
(m), where m is the weight of Ci, the a
′s are
non-negative integers and do not depend on n but only on Cj. Here n
(l) =
(
n
l
)
.
LetA({a, b}) denote the set of all basic commutators of a, b. SetAi({a, b}) =
{C ∈ A({a, b}) : w(C) ≤ i}, in which w(C) denote the weight of C in a, b.
We restate Theorem 2.1 in the following way.
Lemma 2.2. Let G be a group, a, b ∈ G and n, i ∈ N. Then (ab)n =∏
C∈Ai({a,b})
CfC(n)anbn mod γi+1(H), where H = 〈a, b〉. For C ∈ A({a, b}),
fC(n) = a1
(
n
1
)
+ a2
(
n
2
)
+ · · · + arC
(
n
rC
)
, rC is the largest r with ar 6= 0 and
a1, a2, . . . , arC are non-negative integers depends only on C.
The following remark can be found in Lemma 3.25 of [11].
Remark 1. When applying the commutator collection process to (ab)n, if
ci = [b, ta], then ni =
(
n
t+1
)
.
Remark 2. Since we follow the left notations, [b, ta] in Remark 1 corre-
sponds to the commutator [ tb, a].
3. Regular Groups
Definition 3.1. A p-group G is regular if for all a, b ∈ G and every integer
α > 0 there exist i ≥ 0 and s1, s2, . . . , si ∈ γ2〈a, b〉 such that (ab)
pα =
ap
α
bp
α
s
pα
1 . . . s
pα
i .
Equivalently G is a regular p-group if and only if for all a, b ∈ G there
exists s ∈ γ2〈a, b〉 such that (ab)
p = apbpsp. Results listed in Lemma 3.2 can
be found in chapter 4 of [11].
Lemma 3.2. Let G be a regular p-group, n be a positive integer. Then
(i) For all a, b ∈ G the following are equivalent : [b, a]p
n
= 1; [b, ap
n
] =
1; [bp
n
, a] = 1.
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(ii) For all a ∈ G any commutator C of weight at least 1 in a has order at
most the order of a mod Z(G).
(iii) For all g1, g2, . . . , gr ∈ G the order of the product g1g2 . . . gr is at most
the maximum of the orders of g1, g2, . . . , gr.
(iv) For all a, b ∈ G ap
n
= bp
n
if and only if (ab−1)p
n
= 1.
Definition 3.3. Let G be a group, n be a positive integer. G is said to be
n-central if exponent of G
Z(G)
divides n and G is said to be n-abelian if for all
a, b ∈ G (ab)n = anbn.
In [12], P. Moravec has proved that regular p-groups have zero exponential
rank. Thus for a regular p-group G, pn-central implies pn-abelian. Also
Lemma 3.5 for the case pn = p was proved by Mann in Lemma 9 of [9]. The
next two lemmas follow from Lemma 3.2. We just include it here for the sake
of completeness.
Lemma 3.4. Let G be a regular p-group, a, b ∈ G and n be a positive integer.
If [b, ap
n
] = 1, then (ab)p
n
= ap
n
bp
n
.
Proof. Since G is regular (ab)p
n
= ap
n
bp
n
sp
n
, where s ∈ γ2〈a, b〉. Using
Lemma 3.2 (i), we get [b, a]p
n
= 1. Note that γ2〈a, b〉 = 〈{
g[b, a] : g ∈ 〈a, b〉}〉.
Hence by Lemma 3.2 (iii) sp
n
= 1.
Lemma 3.5. Let G be a p-group of nilpotency class p, a, b ∈ G and n be
a positive integer. Then the following are equivalent : [b, a]p
n
= 1; [b, ap
n
] =
1; [bp
n
, a] = 1.
Proof. By symmetry it is enough to show [b, a]p
n
= 1 if and only if [b, ap
n
] = 1.
We have, [b, ap
n
] = bap
n
b−1(a−1)p
n
= (ba)p
n
(a−1)p
n
and [b, a]p
n
= (baa−1)p
n
.
The group 〈ba, a〉 = 〈[b, a], a〉 has nilpotency class ≤ p− 1, so regular. Using
Lemma 3.2 (iv), we obtain (ba)p
n
= (a)p
n
if and only if (baa−1)p
n
= 1. Thus
[b, ap
n
] = 1 if and only if [b, a]p
n
= 1.
Corollary 3.6. Let G be a p-group of nilpotency class p. Then exp(γ2(G)) |
exp( G
Z(G)
).
Corollary 3.6 follows from Lemma 3.5 and Lemma 3.4. Note that using
corollary 3.6, one can obtain that exp(M(G)) | exp(G) for p-groups of class
≤ p− 1.
Lemma 3.7 is a generalisation of Lemma 3.2 (ii) for groups of class p.
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Lemma 3.7. Let G be a p-group of nilpotency class p. Then for all a ∈ G,
any commutator C of weight at least 1 in a has order at most the order of a
mod Z(G).
Proof. Let the order of a mod Z(G) be pn, n ≥ 1. If C = [g1, a] or C =
[a, g2], g1, g2 ∈ G, then applying Lemma 3.5 yields C
pe = 1. We proceed by
induction on the weight of C. Let w(C) > 2 and C = [C2, C1], where both
C1, C2 are having lesser weight than C. If either of C1, C2 is a, then using
Lemma 3.5 Cp
n
= 1. Otherwise, suppose C1 has weight ≥ 1 in a. Then
by induction hypothesis Cp
n
1 = 1, so [C2, C
pn
1 ] = 1. Hence by Lemma 3.5
Cp
n
= 1.
4. Class p
For an odd prime p, it was proved that exp(M(G)) | exp(G) if G has class
at most p − 2 by P. Moravec in [14] and if G has class at most p − 1 by
authors of [10] and [1]. We prove this result for groups of class at most p, by
showing that the exponent of the commutator subgroup of a Schur cover of
G divides exponent of G. We refer the reader to [7] for an account on central
extensions and Schur covers.
Observe that if G is a group of class 3 then for every a, b ∈ G [b, an] =
[a, b, a](
n
2)[b, a]n, n ∈ N. So Lemma 4.1 clearly holds for the case p = 2.
However the proof of Lemma 4.1 holds for all primes p.
Lemma 4.1. Let G be a p-group, n be a positive integer and a, b ∈ G such
that [b, ap
n
] = 1. Suppose H = 〈a, b〉 has nilpotency class at most p+ 1, then
[ p−1a, [h, a]]
(p
n
p )[h, a]p
n
= 1 for every h ∈ H.
Proof. Since H = 〈a, b〉, ap
n
∈ Z(H). So, 1 = [h, ap
n
] = hap
n
h−1a−p
n
=
(ha)p
n
a−p
n
= ([h, a]a)p
n
a−p
n
. Note that the group 〈[h, a], a〉 has class ≤ p.
Applying Lemma 2.2 to ([h, a]a)p
n
we have,
1 =
∏
C∈Ap({[h,a],a})
CfC(p
n)[h, a]p
n
. (4.1.1)
Note that Lemma 3.7 yields Cp
n
= 1 for every C ∈ A({[h, a], a}). Consider a
C ∈ Ap({[h, a], a}), let n1, n2 be weights of C in [h, a], a respectively. Then
n1 + n2 ≤ p and since C ∈ γ2n1+n2(H), 2n1 + n2 ≤ p + 1. From Lemma
2.2, recall that rC ≤ n1 + n2. If n1 + n2 = p then 2n1 + n2 ≤ p + 1 gives
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that n1 = 1, n2 = p − 1. Therefore rC < p for every C ∈ Ap({[h, a], a}),
hence pn | fC(p
n), except for C = [ p−1a, [h, a]]. Also f[ p−1a,[h,a]](p
n) =
(
pn
p
)
by Remark 2. Thus (4.1.1) gives the result we seek.
Lemma 4.2. Let G be a group, x, y, z, u, gi, hi ∈ G, i ∈ {1, 2}. Then
(i)
[gg1, h] =
g[g1, h][g, h] = [g, g1, h][g1, h][g, h]. (4.2.1)
(ii)
[g, hh1] = [g, h]
h[g, h1] = [g, h][h, g, h1][g, h1]. (4.2.2)
(iii) If G is a nilpotent group of class c and w(x) + w(y) + w(z) ≥ c + 1,
then
x[y, z] = [y, z]. (4.2.3)
(iv) If G is a nilpotent group of class c and w(x)+w(y)+w(z)+w(u) ≥ c+1,
then
[x, y][z, u] = [z, u][x, y] (4.2.4)
Proof. (i), (ii) (or their analogue identities with right notations) can be found
in every standard book on group theory and (iii), (iv) follows from the
identities ab = [a, b]b, ab = [a, b]ba respectively.
Lemma 4.3. Let G be a group of nilpotency class c, r be a positive integer
and let a, b, g1, . . . , gr ∈ G. If w(a)+w(b)+w(g1)+ · · ·+w(gr) ≥ c+1, then
(i) [ab, gr, . . . , g1] = [a, gr, . . . , g1][b, gr, . . . , g1].
(ii) [gr, . . . , g1, ab] = [gr, . . . , g1, a][gr, . . . , g1, b].
(iii) For every 1 ≤ i < r,
[gr, . . . gi+1, ab, gi, . . . , g1] = [gr, . . . , gi+1, a, gi, . . . , g1][gr, . . . , gi+1, b, gi, . . . , g1].
(all the commutators in (i), (ii), (iii) are bracketed arbitrarily.)
Proof. We prove (i), (ii), (iii) by induction on r.
(i) Let r = 1. Applying (4.2.1) to [ab, g1],
[ab, g1] =
a[b, g1][a, g1]
= [a, g1][b, g1] by (4.2.3), (4.2.4).
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Let r > 1, [ab, gr, . . . , g1] be of the form [[ab, gr], gr−1, . . . , g1]. Oth-
erwise [ab, gr, . . . , g1] = [[ab, gr, . . . , gj], . . . g1], 1 ≤ j < r, in which
[ab, gr, . . . , gj] can be viewed as [ab, ht, . . . , h1], hl ∈ G, t < r− (j − 1),
giving the result by induction hypothesis. Applying (4.2.1) to [ab, gr]
we have
[[ab, gr], gr−1, . . . , g1] = [[a, b, gr][b, gr][a, gr], gr−1, . . . , g1].
By induction hypothesis,
[[a, b, gr][b, gr][a, gr], gr−1, . . . , g1]
= [[a, b, gr], gr−1, . . . , g1] [[b, gr], gr−1, . . . , g1] [[a, gr], gr−1, . . . , g1].
The first term vanishes and the lemma follows by (4.2.4).
(ii) Let r = 1. Applying (4.2.2) to [g1, ab],
[g1, ab] = [g1, a]
a[g1, b]
= [g1, a][g1, b] by (4.2.3).
Let r > 1, [gr, . . . , g1, ab] be of the form [gr, . . . , g2, [g1, ab]]. Other-
wise [gr, . . . , g1, ab] = [gr, . . . , [gj, . . . , g1, ab]], 1 < j ≤ r, in which
[gj, . . . , g1, ab] can be viewed as [ht, . . . , h1, ab], hl ∈ G, t < j, giving
the result by induction hypothesis. Applying (4.2.2) to [g1, ab],
[gr, . . . , g2, [g1, ab]] = [gr, . . . , g2, [g1, a][a, g1, b][g1, b]].
Using induction hypothesis,
[gr, . . . , g2, [g1, a][a, g1, b][g1, b]]
= [gr, . . . , g2, [g1, a]] [gr, . . . , g2, [a, g1, b]] [gr, . . . , g2, [g1, b]].
The second term vanishes giving the result we seek.
(iii) Let r = 2. [g2, ab, g1] can be bracketed in 2 ways.
[g2, [ab, g1]] = [g2, [a, b, g1][b, g1][a, g1]] by (4.2.1)
= [g2, [a, b, g1]][g2, [b, g1]][g2, [a, g1]] by (i).
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Note that first term vanishes and [g2, [b, g1]], [g2, [a, g1]] commute by
(4.2.4), thus we have [g2, [ab, g1]] = [g2, [a, g1]][g2, [b, g1]].
[[g2, ab], g1] = [[g2, a][a, g2, b][g2, b], g1] by (4.2.2)
= [[g2, a], g1][[a, g2, b], g1][[g2, b], g1] by (ii).
The second term vanishes yielding [[g2, ab], g1] = [[g2, a], g1][[g2, b], g1].
Let r > 2, [gr, . . . gi+1, ab, gi, . . . , g1] be either of the form [gr, . . . gi+1, [ab, gi], . . . , g1]
or of the form [gr, . . . , [gi+1, ab], gi, . . . , g1]. Otherwise
[gr, . . . gi+1, ab, gi, . . . , g1] = [gr, . . . , gi+1, [ab, gi, . . . , gj], . . . g1], 1 ≤ j < i or
[gr, . . . gi+1, ab, gi, . . . , g1] = [gr, . . . , [gj′, . . . gi+1, ab], gi, . . . , g1], i+1 < j
′ ≤ r.
[ab, gi, . . . , gj], [gj′, . . . gi+1, ab] in the above can be viewed as [ab, ht, . . . , h1],
[h′t′ , . . . , h
′
1, ab] respectively with hl, h
′
k ∈ G, t < i− (j − 1), t
′ < j′ − i,
which enables the result by induction hypothesis.
[gr, . . . gi+1, [ab, gi], . . . , g1] = [gr, . . . gi+1, [a, b, gi][b, gi][a, gi], . . . , g1] by (4.2.1).
If i = 1 then by (ii) and if i > 1 then by induction hypothesis we have,
[gr, . . . gi+1, [a, b, gi][b, gi][a, gi], . . . , g1]
= [gr, . . . gi+1, [a, b, gi], . . . , g1] [gr, . . . gi+1, [b, gi], . . . , g1] [gr, . . . gi+1, [a, gi], . . . , g1].
Then the first term vanishes and second, third terms commute by
(4.2.4) giving the result.
[gr, . . . , [gi+1, ab], gi, . . . , g1] = [gr, . . . , [gi+1, a][a, gi+1, b][gi+1, b], gi, . . . , g1] by (4.2.2).
If i = r − 1 then by (i) and if i < r − 1 then by induction hypothesis
we have,
[gr, . . . , [gi+1, a][a, gi+1, b][gi+1, b], gi, . . . , g1]
= [gr, . . . , [gi+1, a], gi, . . . , g1] [gr, . . . , [a, gi+1, b], gi, . . . , g1] [gr, . . . , [gi+1, b], gi, . . . , g1].
The second term vanishes giving the result.
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Corollary 4.4. Let G be a group of nilpotent class c. [, . . . , ]
(
bracketed
arbitrarily
)
be a commutator of weight c. Then [, . . . , ] : G× G× · · · ×G
(
c
times
)
−→ γc(G), (gk, . . . , g1) 7→ [gk, . . . , g1] is multiplicative in each coordi-
nate.
Corollary 4.4 will be crucially used in proving Theorem 4.5.
Theorem 4.5. Let p be an odd prime and G be a p-group of nilpotency class
p+ 1. If G is pn-central, then exp(γ2(G)) | p
n.
Proof. Note that γp(γ2(G)) ⊂ γ2p(G) ⊂ γp+2(G) = 1. Thus γ2(G) is p
n-
abelian by Lemma 3.4. Hence it is enough to show [b, a]p
n
= 1 for every
a, b ∈ G. Let a, b ∈ G, applying Lemma 4.1 we have
[ p−1a, [b, a]]
(p
n
p )[b, a]p
n
= 1. (4.5.1)
In the remaining proof we proceed to show [ p−1a, [b, a]]
(p
n
p ) = 1. Towards that
we keep replacing a with ab starting from (4.5.1), as a, b ∈ G are arbitrary.
S = {[xp−1, xp−2, . . . , x1, [b, a]] : x1, x2, . . . , xp−1 ∈ {a, b}}. Commutators in
S are right normed. Let σi : S −→ {a, b}, 1 ≤ i ≤ p − 1, be the map
[xp−1, xp−2, . . . , x1, [b, a]] 7→ xi. For C ∈ S, define SC = {D ∈ S : 1 ≤ i ≤
p − 1, if σi(C) = b, then σi(D) = b}. Observe that all the elements of S
commute with one another. Then using Corollary 4.4, replacing a in C with
ab gives
∏
D∈SC
D. Let Sr = {C ∈ S : σi(C) = b for exactly r i
′ s, 1 ≤ i ≤
p − 1}, 0 ≤ r ≤ p − 1. Consider C ∈ Sr, D ∈ St, 0 ≤ r, t ≤ p − 1. Note
that if D ∈ SC , then t ≥ r. Also for every D ∈ St the number of C ∈ Sr
having D ∈ SC is
(
t
r
)
. Set Er =
∏
C∈Sr
C, 0 ≤ r ≤ p − 1. Thus replacing
a in Er with ab gives
∏
C∈Sr
(
∏
D∈SC
D) =
∏p−1
t=r E
(tr)
t . Now we replace a in
(4.5.1) with ab. Note that [ p−1a, [b, a]] = E0 and [b, ab] = [b, a]. Thus, after
this replacement (4.5.1) becomes
p−1∏
r=0
Er
(p
n
p )[b, a]p
n
= 1. (4.5.2)
The comparison of (4.5.1) with (4.5.2) gives
p−1∏
r=1
Er
(p
n
p ) = 1. (4.5.3)
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Again replacing a in (4.5.3) with ab as a, b gives
E
(p
n
p )
p−1
p−2∏
r=1
( p−1∏
t=r
Et
(tr)
)(pnp ) = 1. (4.5.4)
Then comparing (4.5.3), (4.5.4) yields
∏p−2
r=1
(∏p−1
t=r+1Et
(tr)
)(pnp ) = 1. Then
rearranging
∏p−2
r=1
(∏p−1
t=r+1Et
(tr)
)
as
∏p−1
t=2
(∏t−1
r=1Et
(tr)
)
, we obtain
p−1∏
t=2
(Et
∑t−1
r=1 (
t
r))(
pn
p ) = 1. (4.5.5)
Define αm(n) =
∑
1≤i1<i2<···<im−1<n
(
n
im−1
)(
im−1
im−2
)
. . .
(
i2
i1
)
, where 1 < m ≤
n ∈ N. We prove that
p−1∏
k=m
(
Ek
αm(k)
)(pnp ) = 1, (4.5.6)
for 2 ≤ m ≤ p − 1. Observe that (4.5.5) gives
∏p−1
k=2
(
Ek
α2(k)
)(pnp ) = 1. Let
2 < m ≤ p− 1, we assume (4.5.6) for m− 1 and prove it for m.
p−1∏
k=m−1
(
Ek
αm−1(k)
)(pnp ) = 1. (4.5.7)
Replacement of a in (4.5.7) with ab gives,
(
E
αm−1(p−1)
p−1
)(pnp ) p−2∏
k=m−1
( p−1∏
j=k
Ej
(jk)
)αm−1(k)(pnp ) = 1. (4.5.8)
Comparison of (4.5.7), (4.5.8) gives
∏p−2
k=m−1
(∏p−1
j=k+1Ej
(jk)
)αm−1(k)(pnp ) =
1. Then by rearranging (
∏p−1
j=k+1Ej
(jk)
)αm−1(k) as∏p−1j=m (∏j−1k=m−1Ej(jk)αm−1(k))
we obtain,
p−1∏
j=m
(
E
∑j−1
k=m−1 (
j
k)αm−1(k)
j
)(pnp ) = 1. (4.5.9)
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Now we show that the power of Ej in (4.5.9) is αm(j)
(
pn
p
)
.
j−1∑
k=m−1
(
j
k
)
αm−1(k) =
j−1∑
k=m−1
((
j
k
)
×
∑
1≤i1<i2<···<im−2<k
(
k
im−2
)(
im−2
im−3
)
. . .
(
i2
i1
))
=
∑
1≤i1<i2<···<im−2<k<j
(
j
k
)(
k
im−2
)
. . .
(
i2
i1
)
= αm(j).
Thus (4.5.9) becomes
∏p−1
j=m
(
E
αm(j)
j
)(pnp ) = 1. This proves (4.5.6) for
m = p− 1. So E
αp−1(p−1)(p
n
p )
p−1 = 1. Since αp−1(p − 1) = (p − 1)! is relatively
prime to p, we obtain
E
(p
n
p )
p−1 = 1. (4.5.10)
Ep−1 = [ p−1b, [b, a]]. Interchanging of a, b in (4.5.10) gives [ p−1a, [a, b]]
(p
n
p ) =
1. Note that [ p−1a, [b, a]] = [ p−1a, [a, b]]
−1, thus [ p−1a, [b, a]]
(p
n
p ) = 1 proving
the theorem.
Suppose G is a 2-group of class 3 and exp( G
Z(G)
) = 2n. Then by Lemma
4.1 we have, [a, b, a](
2
n
2 )[b, a]2
n
= 1. Replacing a with ab and proceeding as
in the above proof yields [a, b, a](
2
n
2 ) = 1, thus exp(γ2(G)) | 2
n. In Theorem
4.5 we ignore the case p = 2, since the conjecture was proved for groups of
class 2 in [6].
Now we illustrate the proof of Theorem 4.5, by taking the special case
p = 5. Then according to the notations in the theorem, we have
E0 = [ 4a, [b, a]],
E1 = [a, a, a, b, [b, a]][a, a, b, a, [b, a]][a, b, a, a, [b, a]][b, a, a, a, [b, a]]
E2 = [a, a, b, b, [b, a]][a, b, a, b, [b, a]][a, b, b, a, [b, a]][b, a, a, b, [b, a]][b, a, b, a, [b, a]][b, b, a, a, [b, a]]
E3 = [a, b, b, b, [b, a]][b, a, b, b, [b, a]][b, b, a, b, [b, a]][b, b, b, a, [b, a]]
E4 = [ 4b, [b, a]].
Replacing a in E0 with ab gives E4E3E2E1E0. Similarly replacing a in
E1, E2, E3, E4 with ab gives E
4
4E
3
3E
2
2E1, E
6
4E
3
3E2, E
4
4E3, E4 respectively. To
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begin with, from (4.5.1) we have
E
(5
n
5 )
0 [b, a]
5n = 1. (4.5.11)
Replacement of a in (4.5.11) with ab gives
(E4E3E2E1E0)
(5
n
5 )[b, a]5
n
= 1. (4.5.12)
Comparison of (4.5.11), (4.5.12) yields
(E4E3E2E1)
(5
n
5 ) = 1. (4.5.13)
Again replacement of a in (4.5.13) gives(
(E4)(E
4
4E3)(E
6
4E
3
3E2)(E
4
4E
3
3E
2
2E1)
)(5n5 ) = 1. (4.5.14)
By comparing (4.5.13), (4.5.14), we obtain
(
(E44)(E
6
4E
3
3)(E
4
4E
3
3E
2
2)
)(5n5 ) =
1. Thus, (
E144 E
6
3E
2
2
)(5n5 ) = 1. (4.5.15)
Again replacement of a in (4.5.15) with ab yields,(
E144 (E
4
4E3)
6(E64E
3
3E2)
2
)(5n5 ) = 1. (4.5.16)
Then by comparing (4.5.15), (4.5.16) we get
(
(E44)
6(E64E
3
3)
2
)(5n5 ) = 1.This
gives (
E364 E
6
3
)(5n5 ) = 1. (4.5.17)
After replacing a in (4.5.17) with ab, (4.5.17) becomes(
E364 (E
4
4E3)
6
)(5n5 ) = 1. (4.5.18)
Finally comparing (4.5.17), (4.5.18) yields
(
E244
)(5n5 ) = 1. Also below we
have computed αm(n) for 1 ≤ m < n ≤ 4.
α2(2) =
(
2
1
)
= 2, α2(3) =
(
3
2
)
+
(
3
1
)
= 6, α2(4) =
(
4
1
)
+
(
4
2
)
+
(
4
3
)
= 14,
α3(3) =
(
3
2
)(
2
1
)
= 6, α3(4) =
(
4
3
)(
3
2
)
+
(
4
3
)(
3
1
)
+
(
4
2
)(
2
1
)
= 12 + 12 + 12 = 36,
α4(4) =
(
4
3
)(
3
2
)(
2
1
)
= 24.
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Theorem 4.6. Let p be an odd prime and G be a p-group of nilpotency class
p. Then
(i) exp(M(G)) | exp(G).
(ii) If G is finite, then exp(G ∧G) | exp(G).
Proof. Let H be a Schur cover for G. Since H is a central extension of G, H
will have nilpotency class at most p+1. Thus by Theorem 4.5, exp(γ2(H)) |
exp( H
Z(H)
) | exp(G). Recall that M(G) ⊂ γ2(H) and if G is finite, then
G ∧G ∼= γ2(H), and hence the theorem.
5. A Bound for the exponent of the Schur multiplier
Let G be a finite p-group where p is an odd prime. In this section we ob-
tain a bound for exp(M(G)) depending on the nilpotency class. We improve
the bounds given in Theorem 1.1 of [17] and Theorem 5.6 of [1].
The next Lemma can be found in [3].
Lemma 5.1. Let N,M be normal subgroups of a group G, M ⊂ N . Then
we have an exact sequence M ∧G→ N ∧G→ N
M
∧ G
N
→ 1.
The following Lemma was proved in [1].
Lemma 5.2. Let p be an odd prime and N be a normal subgroup of a finite
p-group G. If the nilpotency class of N is at most p− 2, then exp(N ∧ G) |
exp(N).
Theorem 5.3. Let p be an odd prime and N be a normal subgroup of a finite
p-group G. If the nilpotency class of N is c, then exp(N ∧ G) | (exp(N))n
where n = ⌈logp−1(c+ 1)⌉.
Proof. We proceed by induction on c. If c ≤ p − 2, then by Lemma 5.2
exp(N ∧ G) | exp(N). Let c > p − 2, by Lemma 5.1 we have an exact
sequence
γp−1(N) ∧G→ N ∧G→
N
γp−1(N)
∧
G
γp−1(N)
→ 1.
Thus exp(N ∧ G) | exp(im(γp−1(N)) ∧ G) exp(
N
γp−1(N)
∧ G
γp−1(N)
). Using
Lemma 5.2, exp( N
γp−1(N)
∧ G
γp−1(N)
) | exp( N
γp−1(N)
) | exp(N). So exp(im(γp−1(N)∧
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G)) | exp(N). Let k be the nilpotent class of γp−1(N). Since ⌈
c+1
p−1
⌉(p− 1) ≥
c + 1, k + 1 ≤ ⌈ c+1
p−1
⌉. Further c + 1 ≤ (p − 1)n gives that, k + 1 ≤
⌈ c+1
p−1
⌉ ≤ (p − 1)n−1. Then by induction hypothesis, exp(γp−1(N) ∧ G) |
(exp(γp−1(N)))
n−1 | (exp(N))n−1. Therefore, exp(N ∧G) | (exp(N))n.
Theorem 5.4. Let p be an odd prime and G be a finite p-group of nilpotency
class c ≥ p. Then exp(G ∧ G) | exp(G)n, where n = 1 + ⌈logp−1(
c+1
p+1
)⌉. In
perticular, exp(M(G)) | (exp(G))n.
Proof. In Since c ≥ p, n = 1 only for c = p. So by Theorem 4.6 exp(G∧G) |
exp(G) in this case. Let c > p, using Lemma 5.1 consider the exact sequence
γp+1(G) ∧G→ G ∧G→
G
γp+1(G)
∧
G
γp+1(G)
→ 1.
We have that exp(G ∧ G) | exp(im(γp+1(G) ∧ G)) exp(
G
γp+1(G)
∧ G
γp+1(G)
). By
Theorem 4.6, exp( G
γp+1(G)
∧ G
γp+1(G)
) | exp( G
γp+1(G)
) | exp(G). Let k be the
nilpotent class of γp+1(G). Since ⌈
c+1
p+1
⌉(p + 1) ≥ c + 1, k + 1 ≤ ⌈ c+1
p+1
⌉.
Further c+1
p+1
≤ (p − 1)n−1 gives that, k + 1 ≤ (p − 1)n−1. Then applying
Theorem 5.3, exp(γp+1(G) ∧ G) | (exp(γp+1(G)))
n−1 | (exp(G))n−1. Hence
exp(im(γp+1(G) ∧G)) | (exp(G))
n−1. Therefore exp(G ∧G) | (exp(G))n.
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