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Abstract
An effective large-scale model of interacting boson gas at low temperatures is constructed from first prin-
ciples. The starting point is the generating function of time-dependent Green functions at finite temperature. 
The perturbation expansion is worked out for the generic case of finite time interval and grand-canonical 
density operator with the use of the S-matrix functional for the generating function. Apparent infrared di-
vergences of the perturbation expansion are pointed out. Regularization via attenuation of propagators is 
proposed and the relation to physical dissipation is studied. Problems of functional-integral representation 
of Green functions are analyzed. The proposed large-scale model is explicitly renormalized at the leading 
order.
© 2018 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction
Investigation of the dynamics of the superfluid transition is an important problem with long 
history. According to the seminal paper of Hohenberg and Halperin dynamics of the transition 
is described by a phenomenological stochastic model: either model E or model F in the standard 
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106 J. Honkonen et al. / Nuclear Physics B 939 (2019) 105–129classification [1]. In these models even the two-loop calculation does not allow to find an unam-
biguous stable fixed point and calculate the sign of the correction exponent ω exactly (the sign 
of ω heavily depends on the fixed point at which it is calculated) [2]. Results of four-loop calcu-
lations of the static critical index α [3] and the experimental result [4] are usually regarded as an 
argument for the infrared (IR) stability of the simpler model E. The two-loop results in model E 
by De Dominicis and Peliti [5,6] demonstrate two different fixed points, one of which can be IR 
stable. A numerical error in these works was found by Dohm [7], whose results were confirmed 
recently in [8]. A different approach to the investigation of the IR stability of the theory was 
proposed in [9]. It is based on the analysis of the influence of hydrodynamic modes. However, 
a reliable result for the physically relevant large value of the expansion parameter ε has not yet 
been achieved and the dynamic critical exponent of the superfluid transition is not known.
Contrary to the basic critical exponents, the correction exponents ω depend on the model: 
models of the same class of equivalence may even have different numbers of coupling constants 
and, consequently, exponents ω. Therefore, it is not unreasonable to analyze “the most exact 
model” and we suggest to use the model based on time-dependent Green functions at finite 
temperature (GF@FT) to this end. As was shown in [9,10] behaviour of this model is more 
similar to that of model F than of model E.
The formalism of nonequilibrium Green functions (NEGF) is a versatile tool for studying time 
evolution of many-particle quantum systems both near equilibrium, and in suitable nonequilib-
rium states and at arbitrary time scales (for reviews, see, e.g. [11–14]). In most cases, however, 
detailed calculations are carried out for time-dependent Green functions, which are the near-
equilibrium variant of the nonequilibrium Green functions. This is the case in the present paper 
as well. A great deal of the literature on NEGF and GF@FT is devoted to the analysis of ki-
netic phenomena on the basis of the functional equations of motion for the generating function 
of NEGF and GF@FT (Schwinger equations and Dyson equations in the quantum-field theory 
parlance).
We intend to analyze the dynamics of a boson gas with the aid of the field-theoretic renormal-
ization group. To this end the standard perturbation theory is the customary tool. In this setup the 
construction of NEGF was first put forward by Keldysh [15] for solutions independent of initial 
conditions. Here, we will arrive at the approximation of Keldysh from a generic treatment. In de-
scription of NEGF it is customary to use products of time-dependent operators ordered along a 
contour on an auxiliary complex time plane. This trick puts each time-ordered exponential of an 
evolution operator in the NEGF in a correspondence with a certain part of the contour [11–16]. 
Here, following the classic monograph [17], we propose to express each time-ordered exponen-
tial with the aid of a S-matrix functional of a c-number field and fuse the product of time-ordered 
products into a single normal product. The result is a generating function of GF@FT, in which 
different dummy fields correspond to different evolution operators, but the structure is completely 
generic in the sense of the universal notation of [17]. In particular, the perturbation expansion of 
the generating function is generated by the standard S-matrix functional. In this approach the 
origin of n × n propagators and contractions is self-evident (n is the number of time-ordered 
products in the definition of NEGF) and the functional equations of motion follow automatically 
according to the universal scheme [17].
This paper is organized as follows. In Sec. 2 perturbation theory for generic Green functions 
at finite temperature is constructed in a finite time interval with the use of the S-matrix func-
tional obtained by standard Wick theorems and fusion rules in the functional–differential form 
for time-ordered products of operator functionals. Feynman rules are established for the model 
obtained with three auxiliary fields. Sec. 3 is devoted to the analysis of apparent IR divergences 
J. Honkonen et al. / Nuclear Physics B 939 (2019) 105–129 107of the perturbation theory in the limit of whole time axis. In Sec. 4 a regularization by attenuation 
of propagators is put forward and the limit to the whole time axis with initial condition in the 
infinite past carried out. New field variables are introduced leading to propagator set of retarded 
and advanced Green functions together with the Keldysh functions. The origin of dissipation is 
discussed in Sec. 5. The effective large-scale model is put forward in Sec. 6. Renormalization of 
the effective model is analyzed in Sec. 7. The method of calculation of two-loop contributions to 
renormalization constants is presented in Appendix A.
2. Perturbation theory for Green functions at finite temperature
Grand-canonical expectation value of the time-ordered product of Heisenberg field operators 
is the definition used here for the time-dependent Green functions at finite temperature (GF@FT)
Gn(x1, x2, . . . , xn) = Tr
{
exp
[−β(Hˆ −μNˆ)]
ZG
T
[
ϕˆH (x1)ϕˆH (x2) · · · ϕˆH (xn)
]}
. (1)
Here, ZG is the partition function, the field operator has two components and consists of the 
annihilation and creation operators of a scalar bosonic field
ϕˆH (x) :=
(
ψˆH (t,x)
ψˆ+H (t,x)
)
. (2)
The time evolution of the Heisenberg operators in (1) is generated by the operator Hˆ −μNˆ . For 
instance, the Heisenberg (annihilation) field operator is
ψˆH (t,x) = exp
[
i(t − t0)
h¯
(Hˆ −μNˆ)
]
ψˆ(x) exp
[
− i(t − t0)
h¯
(Hˆ −μNˆ)
]
,
where ψˆ(x) is the Schrödinger field operator. To analyze the effect of various auxiliary time 
instants introduced in the construction of the perturbation theory we have introduced explicitly a 
reference time instant for operator evolution t0. In should be noted that the time-dependent Green 
functions at finite temperature (1) are independent of t0.
Perturbation expansion is constructed with the use of the interaction representation and field 
operators in the interaction representation will be denoted without subscript e.g.
ψˆ(t,x) = exp
[
i(t − t0)
h¯
(Hˆ0 −μNˆ)
]
ψˆ(x) exp
[
− i(t − t0)
h¯
(Hˆ0 −μNˆ)
]
, (3)
where Hˆ = Hˆ0 + Vˆ .
Time-dependent Green functions at finite temperature are a special case of non-equilibrium 
Green functions. In the latter the expectation value is calculated with the use of some non-
equilibrium density operator instead of the grand-canonical density operator in (1). Non-
equilibrium Green functions are often introduced and elaborated on the basis of the idea of 
Schwinger [18] of a contour-ordered product of operators in a complex time plane [13,14] instead 
of the usual time-ordered product used in (1). In this approach the main goal is not perturbation 
expansion but the Cauchy problem of Dyson equations (called Kadanoff–Baym equations in this 
context) for Green functions, from which, of course, perturbation expansion may be inferred.
Here, our aim is to construct the standard perturbation expansion on the whole time axis 
with the subsequent renormalization-group analysis of an effective large-scale model inferred 
from the perturbation expansion. For this setup of the problem we find it useful to resort to the 
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lem of representation the expected value of time-ordered product of Heisenberg operators with 
the aid of Wick’s theorems is usually discussed on the traditional basis of pairing of operators 
[11,16]. Here, we apply the elegant functional–differential representation [17], which also allows 
a straightforward transformation to a functional integral in a way, which, in particular, elucidates 
the problems appearing in the construction of the functional integral for GF@FT.
The first step is presentation of the time-ordered product of the Heisenberg operators in (1) in 
the form of the time-ordered product of Dirac operators (see, e.g., [17]):
T
[
ϕˆH (x1)ϕˆH (x2) · · · ϕˆH (xn)
]
= Uˆ (t0, tf )T
⎧⎪⎨⎪⎩ϕˆ(x1)ϕˆ(x2) · · · ϕˆ(xn) exp
⎡⎢⎣− i
h¯
tf∫
ti
dt Vn(ϕˆ(t))
⎤⎥⎦
⎫⎪⎬⎪⎭ Uˆ (ti , t0) , (4)
where tf > tl >> ti ∀ l = 1, . . . , n. The evolution operator Uˆ in (4) is
Uˆ (t, t ′) = exp
[
i(t − t0)
h¯
(Hˆ0 −μNˆ)
]
exp
[
− i(t − t
′)
h¯
(Hˆ −μNˆ)
]
× exp
[
− i(t
′ − t0)
h¯
(Hˆ0 −μNˆ)
]
and Vn(t) is the interaction operator functional in the normal form, i.e. Vn(ϕˆ) = N [Vn(ϕˆ)]. This 
implies the amendment of the definition of the chronological product at coinciding times as the 
normal product. Note that – contrary to the Green functions – the chronological product (4) does 
depend on the reference time instant t0.
Having in mind the eventual passing to the limit tf → ∞, ti → −∞, we use the representation 
of both evolution operators in (4) in the form of the antichronological exponential:
Uˆ (t ′, t) = T˜ exp
⎡⎣ i
h¯
t∫
t ′
Vn(ϕˆ(u)) du
⎤⎦ ,
where T˜ stands for the antichronological product and t ′ < t but the time-integral in the exponen-
tial is written in the natural ordering with the lesser time argument as the lower limit.
In perturbation theory is convenient to carry out the trace in (1) in the basis spanned by the 
eigenstates of the free operator Hˆ0 − μNˆ . Factorization of the corresponding density operator 
transforms the exponential of the grand canonical density operator into the evolution operator of 
Euclidean field theory, which is convenient to express in the form of a chronological exponential 
in the Euclidean “time”:
UˆE(t,0) = exp
[
t
h¯
(Hˆ0 −μNˆ)
]
exp
[
− t
h¯
(Hˆ −μNˆ)
]
= T exp
⎡⎣−1
h¯
t∫
0
Vn(ϕˆ(u)) du
⎤⎦
(5)
with the eventual substitution of t = β for the upper limit. In the interaction picture evolution 
of the Euclidean field operators is given by the rule
ϕˆE(t,x) = exp
[
t
(Hˆ0 −μNˆ)
]
ϕˆ(x) exp
[
− t (Hˆ0 −μNˆ)
]
,h¯ h¯
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−it . Due to the presence of the finite reference time t0 we shall use different notation for the 
operators with Euclidean time evolution (without t0) instead of using the Dirac operators (3)
with imaginary time.
Thus, substitution of representations (4) and (5) in (1) gives rise to the expectation value of 
a product of four time-ordered products of operators. With the choice ti < t0 we arrive at the 
representation
Gn(x1, x2, . . . , xn) = Tr
(
exp
[−β(Hˆ0 −μNˆ)]
ZG
T exp
⎡⎢⎣−1
h¯
β∫
0
Vn(ϕˆ(t)) dt
⎤⎥⎦
× T˜ exp
⎡⎢⎣ i
h¯
tf∫
t0
Vn(ϕˆ(t)) dt
⎤⎥⎦T{ϕˆ(x1)ϕˆ(x2) · · · ϕˆ(xn) exp
⎡⎢⎣− i
h¯
tf∫
ti
Vn(ϕˆ(t)) dt
⎤⎥⎦}
× T˜ exp
⎡⎣ i
h¯
t0∫
ti
Vn(ϕˆ(t)) dt
⎤⎦) . (6)
Here, Wick’s theorems allow to fuse the product of time-ordered products to a single normal-
ordered product [17] leading to the expression:
Gn(x1, x2, . . . , xn) = Tr
(
exp
[−β(Hˆ0 −μNˆ)]
ZG
×N
{
exp
(
1
2
4∑
l=1
δ
δϕl
	ll
δ
δϕl
+
∑
k<l
δ
δϕk
nkl
δ
δϕl
)
ϕ3(x1) · · ·ϕ3(xn)
× exp
[
−1

β∫
0
Vn(ϕ1) dt + i

tf∫
t0
Vn(ϕ2)dt
− i

tf∫
ti
Vn(ϕ3) dt + i

t0∫
ti
Vn(ϕ4) dt
]}∣∣∣∣∣ ϕ2,3,4=ϕˆ
ϕ1=ϕˆE
)
, (7)
where Vn(t, ϕ) is the normal form of the interaction functional and we have denoted explicitly all 
four field arguments, whose labelling follows the order of factors in the operator product in (6). 
In the exponential differential reduction operator all integrals are implied and the contractions 
are defined in the standard manner (subscripts refer to enumeration of the fields.): 	33 is the 
chronological contraction
	(x,x′) = T [ϕˆ(x)ϕˆ(x′)]−N [ϕˆ(x)ϕˆ(x′)] , (8)
	22 = 	44 is the antichronological contraction
	˜(x, x′) = T˜ [ϕˆ(x)ϕˆ(x′)]−N [ϕˆ(x)ϕˆ(x′)] , (9)
and 	11 is the Euclidean chronological contraction
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′) = T [ϕˆE(x)ϕˆE(x′)]−N [ϕˆE(x)ϕˆE(x′)] . (10)
For economy of space we do not list explicitly all six normal contractions in (7) but remind the 
rule of construction:
n(x, x′) = ϕˆ(x)ϕˆ(x′)−N [ϕˆ(x)ϕˆ(x′)] , (11)
where the field operators are either Dirac operators or Euclidean free field operators depending 
on the label of the field argument in (7).
The grand-canonical expectation value of the normal product for arbitrary operator functional 
F is calculated with the aid of the relation
Tr
{
exp
[
−β(Hˆ0 −μNˆ)
]
N [F(ϕˆ)]
}
Tr exp
[
−β(Hˆ0 −μNˆ)
] = exp(1
2
δ
δϕ
d
δ
δϕ
)
F(ϕ)
∣∣∣
ϕ=0 , (12)
where the kernel of the functional differential operator is the expected value of the normal product 
of fields (we shall call it the thermal contraction)
d(x, x′) =
Tr
{
exp
[
−β(Hˆ0 −μNˆ)
]
N
[
ϕˆ(x)ϕˆ(x′)
]}
Tr exp
[
−β(Hˆ0 −μNˆ)
] . (13)
Since in (7) there are fields with both Euclidean and Dirac evolution rules and – consequently 
– functions (13) differing by temporal behaviour, it is convenient to write the quadratic form of 
the reduction operator (12) as the completed square over the four fields of (7), which adds the 
function d to all matrix elements of the 4 × 4 propagator matrix in (7). Therefore
Gn(x1, x2, . . . , xn) = Z0
ZG
{
exp
[
1
2
4∑
l=1
δ
δϕl
	ll
δ
δϕl
+
∑
k<l
δ
δϕk
nkl
δ
δϕl
+ 1
2
4∑
k,l=1
δ
δϕk
dkl
δ
δϕl
]
ϕ3(x1) · · ·ϕ3(xn) exp
[
−1

β∫
0
Vn(ϕ1) dt
+ i

tf∫
t0
Vn(ϕ2)dt − i

tf∫
ti
Vn(ϕ3) dt + i

t0∫
ti
Vn(ϕ4) dt
]}∣∣∣∣∣
ϕi=0
, (14)
where Z0 = Tr exp
[
−β(Hˆ0 −μNˆ)
]
. This is almost the final form for generating the pertur-
bation expansion of the GF@FT. Apart from the product of fields in front of the interaction 
exponential, expression (14) is of the form of the S-matrix functional [17]. The four field vari-
ables and the corresponding time integrals may be put in correspondence with the contributions 
produced by different parts of the contour in the complex time plane in the contour-ordered 
approach.
Simplifications require an analysis of the dependence on the time parameters ti , t0 and tf
introduced in the construction of the perturbation expansion. The original GF@FT (1) are in-
dependent of all three and, in principle, their values may be chosen from the point of view 
of convenience of calculations. Before discussing this issue, let us specify the model analyzed 
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density interaction near the critical point of condensation. Thus, the Hamilton operator is chosen 
in the form
Hˆ =
∫
dx
[
ψˆ+(t,x)
(
−
2∇2
2m
−μ
)
ψˆ(t,x)+ g
4
ψˆ+2(t,x)ψˆ2(t,x)
]
(15)
which, following the tradition of quantum field theory, is written in the normal form, so that the 
interaction functional Vn is obtained by simply replacing the field operators by the corresponding 
functions, i.e. by omitting operator hats.
All contractions of two creation operators as well as two annihilation operators vanish. There-
fore, the contractions of the two-component field (2) are 2 × 2 matrices with zero diagonal 
elements. In the time-wave-vector representation the chronological contractions are (plane-wave 
basis)
	(t, t ′;k) = iGR(t − t ′,k) = θ(t − t ′) exp [−iω(k)(t − t ′)] , (16)
	˜(t, t ′;k) = −iGA(t − t ′,k) = θ(t ′ − t) exp [−iω(k)(t − t ′)] , (17)
	E(t, t
′;k) = θ(t − t ′) exp [−ω(k)(t − t ′)] , (18)
where
ω(k) = (k)

= 1

(

2k2
2m
−μ
)
and GR , GA establish the connection between the usual retarded and advanced Green functions 
of nonrelativistic kinetic theory [20].
The thermal contractions (as well as the normal contractions) differ by the rule of time evolu-
tion of the Dirac operator and the Euclidean operator:
dDD(t, t
′;k) = exp [−iω(k)(t − t ′)]n(k) ,
dEE(t, t
′;k) = exp [−ω(k)(t − t ′)]n(k) ,
dDE(t, t
′;k) = exp [ω(k)(−i(t − t0)+ t ′)]n(k) , (19)
dED(t, t
′;k) = exp [ω(k)(−t + i(t ′ − t0))]n(k) ,
where the subscripts refer to the time evolution of the field operators in the averaged operator 
product d(x, x′) = 〈ψˆ+(t ′, x′)ψˆ(t, x)〉 and n(k) is the mean occupation number of the state with 
k in the free boson gas:
n(k) = 1
exp [β(k)] − 1 .
All simple contractions generated by normal-ordered products of two field operators vanish due 
to definition (11). The rest have the same time dependence as the thermal contractions, but the 
mean occupation number is replaced by the unity:
nDD(t, t
′;k) = exp [−iω(k)(t − t ′)] ,
nEE(t, t
′;k) = exp [−ω(k)(t − t ′)] ,
nDE(t, t
′;k) = exp [ω(k)(−i(t − t0)+ t ′)] , (20)
nED(t, t
′;k) = exp [ω(k)(−t + i(t ′ − t0))] .
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restrictions on the wave numbers in simple contractions with Dirac evolution brings about certain 
problems in calculations in perturbation theory, as will be demonstrated in the next section.
In terms of fields ψ and ψ+ corresponding to the field operators of the Hamiltonian (15), the 
functional representation (14) assumes the form
Gn(x1, x2, . . . , xn) = Z0
ZG
{
exp
[ 4∑
l=1
δ
δψl
	ll
δ
δψ+l
+
∑
k<l
δ
δψk
nkl
δ
δψ+l
+
4∑
k,l=1
δ
δψk
dkl
δ
δψ+l
]
×ψ3(x1) · · ·ψ3(xm)ψ+3 (xm+1) · · ·ψ+3 (xn) exp
[
− g
4
β∫
0
dt
∫
dxψ+1
2
(t,x)ψ21 (t,x)
+ ig
4
tf∫
t0
dt
∫
dxψ+2
2
(t,x)ψ22 (t,x)−
ig
4
tf∫
ti
dt
∫
dxψ+3
2
(t,x)ψ23 (t,x)
+ ig
4
t0∫
ti
dt
∫
dxψ+4
2
(t,x)ψ24 (t,x)
]}∣∣∣∣∣ ψi=0
ψ
+
i
=0
. (21)
The complete 4 × 4 matrix of contractions contains different combinations of functions defined 
in (16), (17), (18), (19) and (20):
	 =
⎛⎜⎜⎝
	E + dEE nED + dED nED + dED nED + dED
dDE 	˜+ dDD nDD + dDD nDD + dDD
dDE dDD 	+ dDD nDD + dDD
dDE dDD dDD 	˜+ dDD
⎞⎟⎟⎠ (22)
and each matrix element contains an oscillating part. It will be shown later that this is in-
convenient in the analysis of perturbation theory and, moreover, is the source of unusual IR 
divergences.
It should be noted that the perturbation expansion (21), (22) refers to the most generic case of 
GF@FT: the time limits tf and ti as well the reference time t0 are arbitrary (except for the con-
vention of ordering) and the density operator is that of the interacting system. In principle, any 
Hermitian operator polynomial in field operators and with a free-field-like quadratic part could 
be used in ρˆ instead of Hˆ −μNˆ (with, of course, the corresponding changes in contractions fol-
lowing from definitions (8), (9), (10), (11) and (13)). In particular, (21), (22) are a generalization 
of Wagner’s result with 3 × 3 propagator matrix [16].
3. Unusual and usual divergences of the perturbation theory
In Feynman diagrams of the perturbation expansion of Green functions in quantum field the-
ory several divergences are met. In particle field theories the main concern are UV divergences 
in the Fourier space of wave vectors, which may be dealt with by the theory of renormaliza-
tion to arrive at a meaningful physical theory. In massless models IR divergences are a major 
problem, to which there is no generic solution yet. In relativistic models of particle physics 
wave vectors and frequencies may be treated on equal footing due to the propagator structure of 
perturbation theory. In non-relativistic field theory, as in the present problem, wave-vector and 
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proach to critical phenomena. In the latter, all divergences are brought about by the wave-vector 
space. It turns out that in non-relativistic quantum field theory divergences appear also in the time 
(frequency) integrations of Feynman diagrams due to the oscillatory behaviour of the propaga-
tors of quantum mechanics (in contrast to the exponential attenuation in stochastic field theory). 
Some of these divergences are due to peculiarities of representation and disappear order by or-
der in perturbation theory, others are genuine UV of IR singularities related to the continuum or 
thermodynamic limit of the model. In this section we are mainly discussing apparent temporal 
divergences brought about by the structure of perturbation theory.
In the perturbation expansion of ordinary Green functions – calculated as expectation values of 
time-ordered products of Heisenberg operators in the ground state instead of the grand-canonical 
trace over all basis states – the limit tf → ∞, ti → −∞ is customary to facilitate the use of 
the Fourier transform. In case of the usual Green functions this limit may be carried out in each 
Feynman graph of the perturbation expansion separately. This is not the case here, however. 
Consider, for instance, the simplest one-loop self-energy contribution of the physical fields to the 
two-point Green function G2(x1, x2) = Tr
{
ρˆGT
[
ψˆH (x1)ψˆ
+
H (x2)
]}
(the subscript refers to the 
number of the field variables in (21))
=
tf∫
ti
dt [	(t1 − t)+ dDD(t1 − t)](1)
ψ+3 ψ3
× [	(t − t2)+ dDD(t − t2)] = −ig
∫
dp
[
θ(0)+ n(p)]
×
tf∫
ti
dt exp [−iω(k)(t1 − t)] [θ(t1 − t)+ n(k)] exp [−iω(k)(t − t2)]
× [θ(t − t2)+ n(k)] = −ig
∫
dpn(p) exp [−iω(k)(t1 − t2)]
× [(t1 − t2)+ (t1 − ti + tf − t2)n(k)+ (tf − ti )n2(k)] .
Here, the wave-vector integral of the propagator with coinciding time arguments is taken over 
the closed loop. The wave-vector integral of the mean occupation number n(p) is convergent and 
gives rise to a finite factor. We use the convention in which the time-ordered product at coinciding 
time arguments is defined as the normal product, which amounts to that formally θ(0) = 0. The 
time integral, on the contrary, gives rise to terms which diverge in the limit tf → ∞, ti → −∞. 
It should be noted that if the model is analyzed in the frequency representation on the whole time 
axis (i.e. after passing to the limit tf → ∞, ti → −∞) this singularity appears in the form of 
a pinch singularity (integration contour in the complex frequency plane is pinched between two 
poles of propagators or contractions) as a product of two frequency δ functions with coinciding 
arguments [14].
However, there are other similar graphs corresponding to interaction terms with fields ϕ2, ϕ3
and ϕ4 in the generic notation (7). All one-loop contributions to G2 (labels are numbers of fields) 
are
G
(1)
2 (x1, x2) = + + + .
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+ +
=
tf∫
ti
dt [	(t1 − t)+ dDD(t1 − t)](1)
ψ+3 ψ3
[	(t − t1)+ dDD(t − t1)]
+
t0∫
ti
dt [nDD(t1 − t)+ dDD(t1 − t)](1)
ψ+4 ψ4
dDD(t − t2)
+
tf∫
t0
dt [nDD(t1 − t)+ dDD(t1 − t)](1)
ψ+2 ψ2
dDD(t − t2)
= −ig
∫
dpn(p) exp [−iω(k)(t1 − t2)] (t1 − t2)
[
θ(t1 − t2)+ n(p)
]
. (23)
The linear growth in time t1 − t2 of (23) obtained is not a divergence, but nevertheless it is unusual 
behaviour of the loop correction. The meaning of this linear growth is more transparent in the 
frequency space: the Fourier transformation of the right side of (23) with respect to t1 − t2 gives 
rise to the following expression
− ig
∫
dpn(p)
[ −1
(ω −ω(k)+ iδ)2 − 2πi δ
′ (ω −ω(k)) n(k)
]
= g
∫
dpn(p)
∂
∂ω
[
i
ω −ω(k)+ iδ + 2π δ (ω −ω(k)) n(k)
]
, (24)
where δ′ is the derivative of the δ function and the expression in square brackets on the right 
side is the Fourier transform of the propagator 	 + dDD . Thus, the expression (23) is simply the 
leading term of an expansion in a shift of the frequency. It should be noted that (24) cannot be 
obtained by direct substitution of propagators in frequency representation.
It is not difficult to see in the frequency space that the term (23) corresponds to a shift (renor-
malization) of the chemical potential by the amount g ∫ dp n(p). More conveniently this fact may 
be seen by the use of the reduced vertex [17] with respect to the generation of thermal contrac-
tions, i.e. (generic notation)
Vred(ϕ) = exp
(
1
2
δ
δϕ
d
δ
δϕ
)
V (ϕ) ,
which in the case of interaction in (15) amounts to (integrals in functionals are implied)
Vred(ψ,ψ
+) = exp
(
δ
δψ+
d
δ
δψ
)(g
4
ψ+2ψ2
)
= g
4
ψ+2ψ2 + g
(∫
dpn(p)
)
ψ+ψ + g
2
(∫
dpn(p)
)2
.
The last term on the right side is an unimportant constant, but the second directly yields a fluc-
tuation correction to the chemical potential. We recall that when reduced vertices are used, there 
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apparent divergences produced by closed loops of single propagators may be dealt with explicitly 
once and for all.
However, oscillating time dependence occurs in other graphs as well with the subsequent 
generation of apparent divergences. It is utterly annoying to collect all the relevant terms prior 
passing to the limit of whole time axis. Therefore, we find it convenient to regularize these IR 
divergences so that each separate graph has a finite limit, when tf → ∞, ti → −∞.
Traces of the unusual divergences appear in following sections in the form of poles in the 
temporal regulator introduced in Sec. 4.
4. Temporal regularization of the perturbation theory
To deal with finite quantities in each separate Feynman diagram of the perturbation expansion 
we introduce attenuation with respect to time in both time directions from the present instant by 
defining the regularized propagators as follows
	reg(t, t
′;k) = θ(t − t ′) exp [−iω(k)(t − t ′)− γ (t − t ′)] ,
	˜reg(t, t
′;k) = θ(t ′ − t) exp [−iω(k)(t − t ′)+ γ (t − t ′)] , (25)
dDD reg(t, t
′;k) = exp [−iω(k)(t − t ′)− γ |t − t ′|]n(k) ,
dDE reg(t, t
′;k) = exp [ω(k)(−i(t − t0)+ t ′ − γ |t − t0|)]n(k) , (26)
dED reg(t, t
′;k) = exp [ω(k)(−t + i(t ′ − t0)− γ |t ′ − t0|)]n(k) ,
nDD reg(t, t
′;k) = exp [−iω(k)(t − t ′)− γ |t − t ′|] ,
nDE reg(t, t
′;k) = exp [ω(k)(−i(t − t0)+ t ′ − γ |t − t0|)] , (27)
nED reg(t, t
′;k) = exp [ω(k)(−t + i(t ′ − t0)− γ |t ′ − t0|)] .
The dependence of the attenuation coefficient γ > 0 on k will be specified later. Physically, this 
temporal regularization corresponds to introduction of energy dissipation to a Hamiltonian quan-
tum system. This attenuation is a feature brought about by loop corrections in the perturbation 
theory anyway [21] and, as will be demonstrated in the following section, is a crucial feature in 
the renormalization of the model.
With the regularized propagators (25), (26) and (27) we may safely pass to the limit ti → −∞
and tf → ∞. Having done this there is a choice for the value of the reference time instant t0. 
If we put t0 = 0 (or choose any other finite value), then the vertices of the density operator 
field remain connected to others and we are left with the full perturbation theory (21), (22) with 
16 contractions and propagators. For problems with time scales of the order of relaxation time 
(to equilibrium or steady state) this is the appropriate choice. Here, we are interested in the 
situation at times much larger than the relaxation time and in this case it is reasonable to send 
the reference time t0 to −∞, which makes the correlation functions dDE reg, dED reg, nDE reg and 
nED reg vanish and also removes the contribution of the fields ψ4 and ψ+4 in (21). It should be 
borne in mind, however, that in this argument the density operator is time-independent. There 
are other options to deal with the statistical averaging of the time-ordered product of Heisenberg 
operators [13,14], which we do not discuss here.
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	reg =
⎛⎝	E + dEE 0 00 	˜reg + dDD reg nDD reg + dDD reg
0 dDD reg 	reg + dDD reg
⎞⎠ .
The structure of the propagator matrix reveals that the pair of fields ψ+1 and ψ1 is decoupled from 
the rest in this approach and the only temperature dependence remains in the propagators. Little 
reflection shows that the functional in ψ+1 and ψ1 gives rise to ZG/Z0, therefore the functional 
representation (21) is replaced by
Gn(x1, x2, . . . , xn) =
{
exp
( 3∑
l=2
δ
δψl
	reg ll
δ
δψ+l
)
ψ3(x1) · · ·ψ+3 (xn)
× exp
[
ig
4
∞∫
−∞
dt
∫
dxψ+2
2
ψ22 −
ig
4
∞∫
−∞
dt
∫
dxψ+3
2
ψ23
]}∣∣∣∣∣ ψi=0
ψ
+
i
=0
, (28)
with the regularized propagator
	reg =
(
	˜reg + dDD reg nDD reg + dDD reg
dDD reg 	reg + dDD reg
)
.
This gives rise the perturbation theory for GF@FT proposed by Keldysh [15]. From this line of 
argument it is clear that the limit t0 → −∞ in the present approach is tantamount to neglecting 
all correlations in the initial distribution of particles.
In construction of the perturbation theory as well as in the analysis of divergences it is con-
venient to use a different set of Green functions [15]. To this end, let us introduce a new set of 
fields (written in terms of functional variables, this corresponds to the change of Green function 
matrices in the original paper of Keldysh [15])⎛⎜⎜⎝
η
η+
ξ
ξ+
⎞⎟⎟⎠= 1√2
⎛⎜⎜⎝
ψ3 −ψ2
ψ+3 −ψ+2
ψ2 +ψ3
ψ+2 +ψ+3
⎞⎟⎟⎠ . (29)
In terms of these Retarded–Advanced–Keldysh (RAK) fields the reduction operator of the per-
turbation expansion is
P = exp
[
− δ
δη
	˜reg
δ
δξ+
+ δ
δξ
	reg
δ
δη+
+ δ
δξ
	Kreg
δ
δξ+
]
, (30)
where 	Kreg is the (regularized) Keldysh function
	Kreg(t, t
′;k) = exp [ω(k)(−i(t − t ′)− γ |t − t ′|)] [1 + 2n(k)] . (31)
The interaction functional becomes
SI (η, η
+, ξ, ξ+) = g
4
∞∫
dt
∫
dx
(
ψ+2
2
ψ22 −ψ+3 2ψ23
)
−∞
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4
∞∫
−∞
dt
∫
dx
(
η+ξ+ξ2 + ξ+2ξη + ξ+η+η2 + η+2ηξ
)
= V1 + V2 + V3 + V4 , (32)
where the shorthand notation on the right side will be used further to identify the different field 
structures of the interaction terms. For purposes of renormalization the common coupling con-
stant g will also be replaced later by a set of coupling constants with indices following the 
labelling introduced in (32).
In the regularized model a functional-integral representation may be constructed with the use 
of the standard trick [17], which here assumes the form
exp
[
− δ
δη
	˜reg
δ
δξ+
+ δ
δξ
	reg
δ
δη+
+ δ
δξ
	Kreg
δ
δξ+
]
= 1
C
∫
DE
∫
DE+
∫
DX
∫
DX+
× exp
(
−X+
[
∂
∂t
+ iω(k)− γ
]
E −E+
[
∂
∂t
+ iω(k)+ γ
]
X
− 2E+γ [1 + 2n(k)]E +E δ
δη
+E+ δ
δη+
+X δ
δξ
+X+ δ
δξ+
)
,
where the normalization factor is
C−1 = det
∣∣∣∣ 12π
[
∂
∂t
+ iω(k)− γ
]
1
2π
[
∂
∂t
+ iω(k)+ γ
]∣∣∣∣
Linear exponentials of derivatives produce shifts in the integration variables. Therefore, the 
functional–differential representation (28) of Green functions gives rise to the functional inte-
gral representation of Green functions of RAK fields in the form
G(A,A+,B,B+) = exp
[
− δ
δη
	˜reg
δ
δξ+
+ δ
δξ
	reg
δ
δη+
+ δ
δξ
	Kreg
δ
δξ+
]
× exp
[
i

SI (η
±, ξ±)+A+ξ + +B+η +Aξ+ +Bη+
]∣∣∣∣∣
η±=ξ±=0
=
∫
Dη
∫
Dη+
∫
Dξ
∫
Dξ+ exp
(
−ξ+
[
∂
∂t
+ iω(k)− γ
]
η
− η+
[
∂
∂t
+ iω(k)+ γ
]
ξ − η+ {2γ [1 + 2n(k)]}η + i

SI (η
±, ξ±)
+A+ξ + +B+η +Aξ+ +Bη+
)
. (33)
It should be noted that this connection is unambiguous in the regularized model only, when γ > 0
and 	Kreg is not a solution of the free-field equation of motion.
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regularized model the propagator matrix is given unambiguously as the inverse of the differential 
operator in the following quadratic form of the action functional
S0(η, η
+, ξ, ξ+) =
∞∫
−∞
dt
∫
dkη+(t,−k)
(
i
∂
∂t
− 
2k2
2m
+μ+ iγ
)
ξ(t,k)
+
∞∫
−∞
dt
∫
dk ξ+(t,−k)
(
i
∂
∂t
− 
2k2
2m
+μ− iγ
)
η(t,k)
+ 2i
∞∫
−∞
dt
∫
dkη+(t,−k) [(1 + 2n)γ ]η(t,k) .
Separation of advanced and retarded propagators allows to prove a loop theorem similar to that in 
stochastic field theory [3]. The idea is based on two properties of the propagators in the reduction 
operator (30). First, only retarded and advanced propagators are attached to field arguments η and 
η+ in the interaction functional. Second, in the retarded and advanced propagators the lesser time 
argument is always that of η or η+. Therefore, in a time-ordered propagator starting from the η
or η+ field of a vertex, the time argument grows from that of the (time-local) vertex.
In the vertices brought about by the interaction functional (32), there is always at least one 
field η or η+ which thus gives rise to at least one time-ordered propagator with time direction 
from the vertex. In interaction vertices there is always at least one field ξ or ξ+ as well, which 
makes it possible (but not necessary, in general) to attach a time-ordered propagator to that vertex 
with the time direction to the vertex. Due to these properties, if in a connected graph there is a 
time-ordered propagator between two vertices, then in this graph there is necessarily a chain 
of time-ordered propagators with the same direction of time in all of them. There are now two 
possibilities: the end points of the chain of time-ordered propagators correspond to external field 
arguments of a connected Green function or the chain forms a closed loop, in which case the 
value of the whole graph is equal to zero.
This theorem has an important consequence: one-irreducible graphs with external ξ or ξ+
arguments only vanish identically, because they are bound to have closed loops of successive 
step functions in time. This property preserves the field structure of the propagator matrix (30)
to all orders in perturbation theory. Of course, this must be so, because the change of variables 
(29) is based on a transformation of the full propagator matrix in Dyson equations of the model. 
However, there is more here. The Dyson equation allows to make conclusions about two-point 
functions. From the loop theorem it follows in particular, that the four-point one-irreducible 
function ξξξ+ξ+ = 0 so that there are limitations on the generation of vertex structures in the 
perturbation expansion.
5. The origin of dissipation
It turns out that the attenuation introduced above may be regarded not only as regularization, 
but has a physical meaning as well. It describes the physical dissipation produced directly by the 
loop corrections in the present model.
To discuss the origin of dissipation we use the Dyson equation
D−1 = 	−1 −.
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model
	 =
(
0 −	˜
	 	K
)
,
and  contains self-energy graphs.
The one-loop contribution to  is not interesting. Due to the presence of n these graphs do 
not have UV divergences and lead to a redefinition of the chemical potential only. It is necessary 
to consider two-loop graphs. According to the loop theorem of previous Section, the  matrix 
contains the elements η+η, η+ξ and ξ+η .
Let us introduce a momentum cutoff  and consider η+ξ in two-loop approximation. It 
consists of diagrams:
+ 1
2
+ 1
2
.
Several similar terms in different graphs cancel, whereafter we arrive at the relation (in the 
wavevector-frequency representation)
η+ξ = −g
2
(2π)6
∫
d3k
∫
d3q
∞∫
0
dt exp
[
−i
(
h¯k2
2m
− h¯q
2
2m
+ h¯(k − q)
2
2m
− μ
h¯
)
t
]
{
n
[
(q)
]− 1
2
n [(k)]n [(k − q)]+ n [(k)]n [(q)]} . (34)
The expression is presented at zero external frequency and wave vector for simplicity. The ex-
istence of dissipation is ensured by the nonvanishing real part of this expression. Using the 
reference formula
∞∫
0
dt exp
{
−i
[
h¯k2
2m
− h¯q
2
2m
+ h¯(k − q)
2
2m
− μ
h¯
]
t
}
= −i
[
h¯k2
2m
− h¯q
2
2m
+ h¯(k − q)
2
2m
− μ
h¯
]−1
+ πδ
(
h¯k2
2m
− h¯q
2
2m
+ h¯(k − q)
2
2m
− μ
h¯
)
(35)
it may be concluded that the first term of the right side of (35) leads to the divergent in 
imaginary part of (34) but the second term in the right side of (35) yields the positive convergent 
real part of η+ξ .
The matrix of D−1 is triangular, therefore
detD−1 = −detD−1 detD−1 .η+ξ ξ+η
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conjugated to η+ξ that ensures attenuation of all two-point Green functions in time.
Due to presence of n, analytic calculations in the present model are rather cumbersome. There-
fore, a more detailed analysis of the dissipation problem will be made in Section 6 on the example 
of infra-red (IR) effective theory with the asymptotic expression for n.
6. Effective IR theory
Our main task announced above is an investigation of the critical behaviour with the aid of 
the renormalization group. For the renormalization group analysis it is necessary to construct an 
effective large-scale model with definite canonical (engineering) dimensions of the fields and the 
subsequent dimensions of parameters. Prescription of canonical dimensions implies that all prop-
agators of perturbation theory possess the property of generalized homogeneity. The choice of the 
parameters of the latter then determines the region of dynamic variables in which the asymptotic 
behaviour is sought. The average occupation number n(p) factor is singular in the critical region 
p2 ∼ μ → 0 leading to the inequality n 1. In the original variables determination of canonical 
dimensions is obscured by the structure of the dynamic propagators 	 + dDD and 	˜ + dDD , in 
which the thermal contraction dDD yields the dimensionally leading contribution in the IR limit 
and the dynamics of the model is lost. The situation is quite different in the RAK variables, in 
which the propagators (16), (17) possess the usual generalized homogeneity of a non-relativistic 
theory at the outset and approximations are needed in the Keldysh function (31) only.
In IR limit the unregularized Keldysh function
	KIR(ω ,k) =
4πTC δ [ω −ω(k)]
ω(k)
,
where TC is the critical temperature in energy units, is a generalized homogeneous function of the 
frequency and wave number with the canonical dimension −4 under scaling ω → λ2ω, k → λk. 
Therefore, it will be used to determine canonical dimensions. The renormalization theory will be 
applied here to the analysis of the large-scale behaviour of the model in a manner similar to that 
in the theory of critical phenomena and stochastic dynamics [3]. This approach is based on the 
intimate connection between the UV and IR divergences at the critical dimension (logarithmic 
theory).
Since there is no action in the unregularized model, canonical dimensions are calculated 
through the UV exponent (degree of divergence) dγ of a one-irreducible graph γ of the model [3]
dγ = d + 2 + (d − 4)V1 + (d − 4)V2 + dV3 + dV4 −
(
d + 2
2
)
Nη+
−
(
d + 2
2
)
Nη −
(
d − 2
2
)
Nξ+ −
(
d − 2
2
)
Nξ , (36)
where Vi is the number of vertices i (labelled according to (32)) in the one-irreducible graph and 
Nζ is the number of external arguments corresponding to the field ζ . From (36) it is immediately 
seen that the canonical dimensions of the fields are dξ = dξ+ = d/2 − 1, dη = dη+ = d/2 + 1
and the critical dimension of the model is dc = 4. Since the coefficient of the interaction vertices 
V3 and V4 is always positive, these interaction structures are IR irrelevant and are omitted in the 
effective IR model.
However, the connection between the UV and IR divergences is less straightforward in the 
regularized model. To see this, consider the leading fluctuation contribution to the one-irreducible 
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in Table 2 and the only two-loop contribution to η+η) containing three regularized Keldysh 
functions
	KIR reg(ω ,k) =
4γ TC
ω(k)
{[ω −ω(k)]2 + γ 2} .
Omitting irrelevant coefficients we have (here and henceforth γ (i) denotes a graph γ with van-
ishing external frequency and wave vector; the superscript refers to the number of loops)
γ
(2)
η+η ∝ γ
∫
dq
(2π)d
∫
dk
(2π)d
1
ω(k)ω(q)ω(k + q)
1{[
ω(k)+ω(q)−ω(k + q)]2 + 9γ 2} .
(37)
According to the formal degree of divergence, the Fourier integral contributing to η+η has the 
wave–number dimension equal to dγ = 2(d − 4). However, in the regularized model things are 
different. In the critical region we adopt ω(k) ∼ k2/2m. In this case the integral (37) is UV 
convergent at d < 5 and below five dimensions the dependence on the attenuation coefficient γ
may be obtained by scaling it out to yield
γη+η ∝ γ d−4
∫
dq
(2π)d
∫
dk
(2π)d
1
ω(k)ω(q)ω(k + q)
1{[
ω(k)+ω(q)−ω(k + q)]2 + 9} .
(38)
Expression on the right side of (38) shows that its limit γ → 0 diverges below four dimensions, 
which signals that there are IR divergences in the model below four dimensions as expected. The 
UV behaviour of the integral, however, is quite different from that of the unregularized model. 
To fix this we use the freedom in the choice of the attenuation parameter γ , which does not need 
to be an independent of the wave number constant.
In the critical region the temporal behaviour of the system is characterized by critical slowing 
down, i.e. by vanishing of time derivatives with wave number. Therefore, in order to include this 
property and preserve in the critical region the IR regularization due to attenuation we should 
have the attenuation factor vanishing with the wave number. Moreover, in order to be able to 
use the standard machinery of the RG for the large-scale analysis of the model, we choose the 
wave–number dependent attenuation factor of the form γ ∝ k2. From the technical point of view 
this choice allows to use the theory of UV renormalization and the RG for the analysis of the 
large-scale behaviour, because it leads to a model in which the IR divergences appear just below 
the dimension, at which the model is logarithmic. Indeed, if we choose γ = aω(k) ∝ k2, where 
a is a positive number, we obtain
γ
(2)
η+η ∝
∫
dq
(2π)d
∫
dk
(2π)d
a
ω(k)ω(q)ω(k + q)
×
[
ω(k)+ω(q)+ω(k + q)]{[
ω(k)+ω(q)−ω(k + q)]2 + [ω(k)+ω(q)+ω(k + q)]2 a2} ,
instead of (37). Now the wave–number dimension of this integral is 2d−8 as in the unregularized 
model. This superficial degree of divergence corresponds to the usual UV divergence at four 
dimensions, to which dimensional regularization is applied under the renormalization.
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the effective action which completely changes the structure of the perturbation theory in the func-
tional representation. The point is that with the set of original propagators there is no well-defined 
free part of the action in the functional-integral representation (because the Keldysh function is 
a solution of the homogeneous free-field equation of motion). However, with the account of the 
two-loop correction the Keldysh function retains the form of the regularized function, in which a
in the numerator is replaced by a finite quantity of the order g2. In this case the set of propagators 
may be inverted unambiguously giving rise to a well-defined action in the functional integral.
It should be noted that without the attenuation term the action of the model is fully symmetric 
with respect to the change of fields η, η+ ←→ ξ, ξ+, since there is no term ∝ η+η in that case. 
Introduction of attenuation breaks this symmetry and allows to introduce different canonical 
dimensions in accordance with the power-counting expression (36) for the fields directly in the 
action.
For simplicity, we will use the massless scheme to investigate the critical phenomena, in the 
model considered it implies μ = 0, so that n(k) ≈ 2mTC/k2. The extra parameters  and TC can 
be eliminated from the propagators by the scaling of coordinates, time and fields. This leads to 
propagators of the effective IR theory in dimensionless variables in the form
〈ξ(t,k)ξ+(t ′,−k)〉0 = 	KIR reg(t,k) =
2
k2
e−iuk2(t−t ′)−αk2|t−t ′|,
〈η(t,k)η+(t ′,−k)〉0 = 0,
〈ξ(t,k)η+(t ′,−k)〉0 = 	reg(t,k) = θ(t − t ′)e−iuk2(t−t ′)−αk2|t−t ′|, (39)
〈η(t,k)ξ+(t ′,−k)〉0 = −	˜reg(t,k) = −θ(t ′ − t)e−iuk2(t−t ′)−αk2|t−t ′| ,
with the dimensionless parameters α and u.
Note that propagators (39) include dissipative factors. According to the analysis of Sec. 5, in 
the unregularized model dissipation appears as a result of two-loop corrections and it regularizes 
the apparent IR divergences in diagrams. Therefore, the formally small (∼ g2) parameter occurs 
in the denominators of loop contributions. This is inconvenient from the point of construction 
of the perturbation theory. To avoid these problems the dissipative factors were introduced into 
the regularized propagators at the outset. The dissipation parameter α can be considered an ad-
ditional regulator, whose smallness is not connected with the parameter of expansion g. With 
the aid of this regulator it is possible to construct the perturbation expansion in a straightforward 
manner. The value α = 0 corresponds to the initial unregularized model, but it will be shown 
in the following sections that nonzero α is generated during the renormalization of the theory. 
Therefore, from the technical point of view we are dealing with “generation terms” [3] added 
to the basic action of the renormalized model at the outset in order to achieve multiplicative 
renormalizability. Recall that the dissipative term is chosen in the form αk2 because we consider 
massless theory and require both the canonical dimensions of the effective IR model and the 
connection between IR and UV divergences to hold in the regularized model.
As a result of this analysis we arrive at the effective IR model with the basic action in the 
scaled variables (integrals implied here and henceforth)
S = −4αη+η + η+
[
− ∂
∂t
+ ∇2(ui + α)
]
ξ + ξ+
[
− ∂
∂t
+ ∇2(ui − α)
]
η
− ig1
2
η+ξ+ξ2 − ig2
2
ξ+2ηξ (40)
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Canonical dimensions of the fields and parameters of 
the effective IR model.
ξ , ξ+ η, η+ α g
dω
Q
−1
2
1
2
0 2
dk
Q
d
2
d
2
0 −d
dQ
d
2
− 1 d
2
+ 1 0 4 − d
with
g1 = g2 = g 
TC
(√
2π
λT
)d
,
where λT =
√
2π2/mTC is the thermal de Broglie wavelength at the critical temperature TC . 
In (40) the coupling constants are in fact equal, but the labels are introduced to anticipate the 
different renormalization of the vertices.
Model (40) is proposed as an alternative to critical dynamics, therefore the notation implies 
the change of the weight eiS in the functional integral, which is usual in quantum mechanics, to 
eS adopted in statistical physics [3,17].
In dynamic models it is convenient to use separate scaling dimensions with respect to temporal 
and spatial variables with the convention [3] dkk = 1, dωω = 1, dkω = dωk = 0 and define the full 
canonical dimension according to the scaling of the parabolic differential operator in action (40): 
dQ = dkQ + 2dωQ. Canonical dimensions of fields and parameters inferred from the effective IR 
action are listed in Table 1.
7. Renormalization of the theory. Dissipation
For the purpose of the renormalization group analysis we shall consider model (40) in 4 − ε
space dimensions. The superficial UV divergences of one-irreducible Green functions  of model 
(40) are determined by the UV exponent (36) at the critical dimension dc = 4, i.e.
d∗ = 6 − 3Nη+ − 3Nη −Nξ+ −Nξ .
The structure of action (40) is such that Nη+ +Nξ+ = Nη +Nξ (conservation of “charge”). Ac-
cording to the loop theorem of Sec. 4 there are no one-irreducible functions (and, consequently, 
counterterms) without fields η, η+, such as ξ+ξ , ξ+ξ+ξξ and ξ+ξ+ξ+ξξξ . Therefore, the diver-
gent graphs correspond to one-irreducible functions ξ+η , η+ξ , η+η, η+ξ+ξξ and ξ+ξ+ξξη . 
Thus, Green functions of model (40) can be renormalized by power counting and there are no 
counterterms of structure different from (40). The renormalized action can be written in the form
S = −Z0ηη+ + η+
(
−Z1 ∂
∂t
+Z2∇2
)
ξ + ξ+
(
−Z3 ∂
∂t
+Z4∇2
)
η
−Z5η+ξ+ξ2 −Z6ξ+2ηξ (41)
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introduced two different charges g1 and g2 in the action (40).
Under complex conjugation, basic action (40) obeys the symmetries (α is considered a real 
number)
S(η+, η, ξ+, ξ, g1, g2) = S∗(−η+,−η, ξ+, ξ, g∗2 , g∗1) = S∗(η+, η,−ξ+,−ξ, g∗2 , g∗1).
Integration by parts and vanishing of surface terms is implied here. This symmetry leads to the 
constraints on the renormalization constants
Z0 = Z∗0 , Z1 = −Z∗3 , Z2 = −Z∗4 , Z5 = −Z∗6 (42)
where the change (g1, g2) → (g∗2 , g∗1) on the r.h.s. of equalities is implied.
Calculation of the two-loop counterterm to Z0 in the minimal subtraction scheme yields a 
result finite in the limit α → 0 and leads to
Z0 = 4α − g
2
1
64π4
(
u2 + α2) ε
{
πu+ 2u arctan
(
u
4α
− 3α
4u
)
+ α log
[
4096α8(
u2 + α2) (u2 + 9α2)3
]}
,
where g2 = g1 is implied. Details of calculation can be found in Appendix A. This expression 
shows that Z0 tends to a finite value in the limit α → 0. This is a demonstration of the property 
that the parameter α – introduced as a regulator – is generated in the process of renormalization.
The common hypothesis about the connection between dissipation in the hydrodynamic limit 
and the influence of hard modes to soft modes is here substantiated by the fact that the attenuation 
parameter α is generated due to UV renormalization. It may be said that the UV renormalization 
is a method to take into account the influence of hard modes on the soft in the sense of the 
Kadanoff transformation.
We have introduced different coupling constants g1, g2 for different vertices with the un-
renormalized real-number values g1 = g2. To use the symmetry (42), we restrict our analysis to 
a hypersurface g1 = g∗2 for the time being. From relations (42) it follows that the action can be 
multiplicatively renormalized by the renormalization constants Zη, Zη+ , Zξ , Zξ+ , Zg1, Zα , Zu. 
Moreover, the renormalization constants Zα and Zu are real. These constants are connected with 
the counterterms by equations
4αZαZη+Zη = Z0,
Zη+Zξ = Z1, ZηZξ+ = Z∗1 ,
ZαZη+Zξα + iZη+ZξZuu = Z2,
ig1
2
Zη+Z
2
ξZξ+Zg1 = Z5.
These equations can be resolved as
Zη+ = Z∗η, Zξ+ = Z∗ξ , Zη+Zξ = Z1,
Zα = 1
α
Re(Z2Z−11 ), Zη+Zη =
1
4α
Z0Z
−1
α
Zu = 1 Im(Z2Z−11 ), Zg1 = −
i
Z5Z0Z
−2
1 (Z
∗
1)
−1Z−1α .u 2g1α
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Leading-order contributions to renormalization in the MS scheme. The diagrams are de-
picted in the first column, in the second the symmetry coefficients (S.C.) are quoted. The 
third column indicates the renormalization constant to which the diagram contributes. In 
the fourth column values of the pole parts of the diagrams are quoted in the normaliza-
tion of propagators and vertices corresponding to the basic action (40). The product of 
the value in the fourth column and the symmetry coefficient of the second column yields 
the contribution of the graph to the counterterm of the renormalized action (41). Contri-
butions to Z1 are the coefficients of iω and contributions to Z2 are the coefficients of 
k2 in the Maclaurin expansion of diagrams as functions of external frequency and wave 
number. Expressions for M0, M2 and M3 too lengthy to fit the table are quoted in (43), 
(44) and (45), respectively.
Diagram S.C. Zi Value
1
2
Z5 − g
2
1
(iu+ α)8π2ε
1 Z5 − g
2
1
8απ2ε
1 Z5 g1g∗1
8απ2ε
1
2
Z0 − 2g1g
∗
1
(8π2)2 ε
M0
8
1
2
Z1 − g1g
∗
1
(8π2)2ε
M2
4
1
2
Z2 − g1g
∗
1
(8π2)2α
[
(u2 + 3α2 − 2αui)
2(u2 + 9α2)
]
1 Z1 g21
(8π2)2ε
M3
4
1 Z2 g21
(8π2)2αε
[
(u2 + 6α2 − iαu)
4(u2 + 9α2)
]
There is an obvious symmetry in the initial action (40). Arbitrariness in the phases of renormal-
ization constants of fields is a remnant of this symmetry.
We consider the renormalization of model (40) in space dimension 4 − ε using dimensional 
regularization and the minimal subtraction (MS) scheme. Renormalization constants then have a 
form (1+ poles in ε).
The tadpole graphs are equal to zero in the framework of dimensional regularization and mass-
less theory. Contributions of diagrams to the leading order renormalization (i.e. counterterms) in 
the MS scheme are presented in Table 2. Counterterms brought about by the watermelon graphs 
are coefficients of iω and k2 in the Mclaurin expansion of the expressions in the Fourier space.
After integration over the time variable divergences of diagrams were calculated with zero 
external wave number and a sharp IR cutoff in the last wave-vector integral. Due to the presence 
of both real and imaginary parts in the exponentials of propagators (39), the calculation of wave-
vector integrals cannot be carried out in the fashion used in stochastic dynamics. Examples of 
calculation are briefly explained in Appendix A.
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M0 = 8(
u2 + α2)
[
π u+ 2u arctan
(
u
4α
− 3α
4u
)
+ α log 4096α
8(
u2 + α2) (u2 + 9α2)3
]
. (43)
M2 = 1(
u2 + α2)2
(
2αu
[
−π + 2 arctan
(
u
2α
+ 3α
2u
)]
+
(
u2 − α2
)
log
16α4(
u2 + α2) (u2 + 9α2)
− i
{
(u2 − α2)
[
π − 2 arctan
(
u
2α
+ 3α
2u
)]
+ 2αu log 16α
4(
u2 + α2) (u2 + 9α2)
})
. (44)
M3 = 2(
u2 + α2)2
{
4αu arctan
u
3α
−
(
u2 − α2
)
log
16α2
u2 + 9α2
− 2i
[
(u2 − α2) arctan u
3α
+ αu log 16α
2
u2 + 9α2
]}
. (45)
8. Conclusion
In conclusion, we have analyzed the problem of first-principles construction of an effective 
large-scale model for weakly interacting boson gas in the vicinity of the critical point. We have 
used time-dependent Green functions at finite temperature to describe the dynamics of the micro-
scopic model near equilibrium. The construction of perturbation theory has been carried out with 
the use of the functional form of Wick’s theorems without any resort to a complex time variable, 
although resulting expressions may be interpreted in this framework as well. We have pointed out 
apparent IR divergences in individual Feynman graphs of the perturbation expansion, introduced 
a regularization in the form of temporal attenuation of propagators to deal with a finite model 
and analyzed the effect of these divergences at leading orders of both the original model and the 
proposed effective large-scale model.
It has been shown that the dissipative terms corresponding to this regularization are brought 
about by loop corrections of the perturbation expansion. These terms provide the time symmetry 
breaking leading to definite asymptotic behaviour at large scales. This produces the unambiguous 
representation of the renormalized perturbation theory in terms of a standard functional integral 
with fields vanishing at infinity, which is not possible in the original model.
As a result of this analysis, we have put forward a model which allows to use the 
quantum-field renormalization group to investigate the large-scale behaviour of the system. 
The renormalization-group problem is more difficult than usually due to the presence of a 
non-perturbative charge u. Therefore, the fixed points of the RG equations cannot be found 
analytically. Moreover, a similar analysis in models E and F of critical dynamics shows that 
the leading-order approximation is not sufficient to determine an IR stable fixed point. We are 
working on the RG analysis of the problem and hope to present detailed analysis in the near 
future.
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Appendix A. Calculation of Feynman diagrams
Consider the two-loop graph giving rise to a contribution in Z0 (fourth item in Table 2). 
Omitting coupling constants and with the use of propagators (39) from the integral over the time 
variable we obtain
γη+η =
∫
q>m
dq
(2π)d
∫
dk
(2π)d
1
k2q2(k − q)2
× 16
[
k2 + (k − q)2 + q2] α[
k2 − q2 + (k − q)2]2 u2 + [k2 + (k − q)2 + q2]2 α2 ,
where the inner k integral is taken over the whole wave-vector space. Due to symmetry of the 
integrand, in the decomposition[
k2 + (k − q)2 + q2]
k2q2(k − q)2 =
1
k2(k − q)2 +
1
(k − q)2 q2 +
1
k2 q2
the last two terms give rise to equal integrals and effectively we may replace[
k2 + (k − q)2 + q2]
k2q2(k − q)2 →
1
k2 (k − q)2 +
2
k2 q2
.
It is convenient to arrange the dependence on the scalar product p · q = pq cos θ in the simplest 
form by making the shift k → k + q/2. The result is
γη+η = 64α
∫
q>m
dq
(2π)d
∫
dk
(2π)d
[
1
(k + q/2)2 (k − q/2)2 +
2
(k − q/2)2 q2
]
× 4
16 k4
(
u2 + α2)+ 8 k2 q2 (−u2 + 3α2)+ q4 (u2 + 9α2) . (A.1)
Having pulled out the q dependence by the scaling k → (q/2)k we readily calculate the q inte-
gral: ∫
q>m
dq
(2π)d
1
q8−d
= Sd
(2π)d
m2d−8
8 − 2d ≈
1
16π2ε
,
where Sd is the surface area of a sphere of unit radius in d dimensional space and ε = 4 − d .
The remaining k integral has a finite limit, when d → 4. Therefore, at the leading order of the 
ε = 4 − d expansion it is sufficient to calculate it in four dimensions. In this case in the angular 
part of the k integral the integral over the angle between k and q is taken by the reference 
formula [22]
π∫
sin2 θ dθ
p2 + 1 − 2p cos θ =
⎧⎪⎨⎪⎩
π2
2 , p < 1 ,
π2
2 , p > 1 .0 2p
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yields 4π .
After the change of variables k2 = t we arrive at the sum of two rational integrals, which may 
be taken with the use of reference literature [22] and/or some (computer) algebra:
γη+η = 2α
(8π2)2ε
[ 1∫
0
(
1 + 2
1 + t
)
t2 dt
u2 + 9α2 + t2 (u2 + α2)+ t (−2u2 + 6α2)
+
∞∫
1
(
1 + 2
1 + t
)
t dt
u2 + 9α2 + t2 (u2 + α2)+ t (−2u2 + 6α2)
]
+O(1)
= 1
32π4
(
u2 + α2) ε
{
πu+ 2u arctan
(
u
4α
− 3α
4u
)
+ α log 4096α
8(
u2 + α2) (u2 + 9α2)3
}
+O(1) .
In a similar fashion the integral giving the contribution of the fifth item in Table 2 to the renor-
malization constant Z1 may be calculated as
− i
∂γ A
η+ξ
∂ω
∣∣∣∣
ω=0
=
∫
q>m
dq
(2π)d
∫
dk
(2π)d
1
k2q2
× 4[
k2(α + iu)+ q2(α + iu)+ (k − q)2(α − iu)]2
= − 1
128π4
(
u2 + α2)2 ε
{
2αu
[
−π + 2 arctan
(
u
2α
+ 3α
2u
)]
+
(
u2 − α2
)
log
[
16α4(
u2 + α2) (u2 + 9α2)
]}
+ i
128π4
(
u2 + α2)2 ε
{
(u2 − α2)
[
π − 2 arctan
(
u
2α
+ 3α
2u
)]
+ 2αu log
[
16α4(
u2 + α2) (u2 + 9α2)
]}
+O(1). (A.2)
The integral giving the contribution of the seventh item in Table 2 to the renormalization constant 
Z1 is
− i
∂γ R
η+ξ
∂ω
∣∣∣∣
ω=0
= −
∫
q>m
dq
(2π)d
∫
dk
(2π)d
1
k2q2
× 4[
k2(α − iu)+ q2(α + iu)+ (k − q)2(α + iu)]2
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128π4
(
u2 + α2)2 ε
{
4αu arctan
u
3α
−
(
u2 − α2
)
log
(
16α2
u2 + 9α2
)}
+ i
64π4 (u2 + α2)2 ε
{
(u2 − α2) arctan u
3α
+ αu log
(
16α2
u2 + 9α2
)}
+O(1) (A.3)
It should be noted that if we put α = 0 in the denominators of the wave-vector integrands in 
(A.1), (A.3) and (A.2), we arrive at expressions of the type[
k2(α − iu)+ q2(α − iu)+ (k − q)2(α + iu)
]2 ∣∣∣
α=0= −4 (k · q)
2 u2
which change the UV behaviour of the integrand in such way that – apart from the logarithmic 
UV divergence of the twofold wave-vector integral – the wave vector integrals over k and q
separately become logarithmically divergent at four dimensions. In dimensional regularization 
this means that instead of the first-order pole in ε the leading singularity in these integrals is 
a second-order pole in ε. This is quite unusual, because the divergent k and q integrals do not 
correspond to any divergent subgraphs of the superficially divergent two-loop graphs. Therefore, 
it seems that in the perturbation theory of original model (i.e. without the attenuation of propaga-
tors) the standard diagrammatic approach to construction of UV renormalization does not work. 
In relativistic-invariant particle field theories this kind of problem does not appear.
References
[1] P.C. Hohenberg, B.I. Halperin, Rev. Mod. Phys. 49 (1977) 435–479.
[2] R. Folk, G. Moser, J. Phys. A 39 (2006) R207–R313.
[3] A.N. Vasil’ev, The Field Theoretic Renormalization Group in Critical Behavior Theory and Stochastic Dynamics, 
Chapman Hall/CRC, Boca Raton, FL, 2004.
[4] J.A. Lipa, J.A. snd Nissen, D.A. Stricker, D.R. Swanson, T.C.P. Chui, Phys. Rev. B 68 (2003) 174518.
[5] L. De Dominicis, C. Peliti, Phys. Rev. Lett. 38 (1977) 505–508.
[6] L. De Dominicis, C. Peliti, Phys. Rev. B 18 (1978) 353–376.
[7] V. Dohm, Z. Phys. B 38 (1979) 79–95.
[8] L.T. Adzhemyan, M. Dancˇo, M. Hnaticˇ, E.V. Ivanova, M.V. Kompaniets, EPJ Web Conf. 108 (2016) 02004.
[9] M. Dancˇo, M. Hnaticˇ, M.V. Komarova, T. Lucˇivjanský, M.Y. Nalimov, Phys. Rev. E 93 (2016) 012109.
[10] M. Hnatich, M.V. Komarova, M.Y. Nalimov, Theor. Math. Phys. 175 (2013) 779–787.
[11] P. Danielewicz, Ann. Phys. 152 (1984) 239–304.
[12] K.-c. Chou, Z.-b. Su, B-l. Hao, L. Yu, Phys. Rep. 118 (1985) 1–131.
[13] J. Rammer, H. Smith, Rev. Mod. Phys. 58 (1986) 323–359.
[14] N.P. Landsman, C.G. van Weert, Phys. Rep. 145 (1987) 141–249.
[15] L.V. Keldysh, Sov. Phys. JETP 20 (1965) 1018–1026.
[16] M. Wagner, Phys. Rev. B 44 (1991) 6104–6117.
[17] A.N. Vasil’ev, Functional Methods in Quantum Field Theory and Statistical Physics, Gordon and Breach Science 
Publishers, Amsterdam, 1998.
[18] J. Schwinger, J. Math. Phys. 2 (1961) 407–432.
[19] J. Honkonen, Theor. Math. Phys. 175 (2013) 827–834.
[20] E.M. Lifshitz, L.P. Pitaevskii, Physical Kinetics, Pergamon, Oxford, 1981.
[21] A.A. Abrikosov, L.P. Gor’kov, I.E. Dzyaloshinskii, Quantum Field Theoretical Methods in Statistical Physics, Perg-
amon, Oxford, 1965.
[22] I.S. Gradshteyn, I.M. Ryzhik, Table of Integrals, Series and Products, Academic Press, New York, 1983.
