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ムの整合性を保証するために，ファイルシステムの整合性検査 (fsck) [1]やジャーナリング [2]，
soft-updates [3]，コピーオンライト [4]などの技術が提案されている．中でも，ジャーナリング






容M と D を一旦記録し (図 1.1 (b))，記録の終了を確認した後に，保存領域の対象のファイル
































ループには，iノードビットマップ (IB)，データビットマップ (DB)，iノードブロック (INODE)































ID (i_uid)，グループ ID (i_gid)，ファイルの属性フラグ (i_flags)，iノード番号 (i_ino)，i











































iノードブロックは，ファイル所有者のユーザ ID(i_uid)，グループ ID(i_gid)などを 16ビッ






から iノードキャッシュを取得には ext3_iget関数を用い，iノードキャッシュから iノードブ
ロックを更新するには ext3_do_update_inode関数を用いる．
図 2.2 に，ディスクへの読み込みが発生した様子を示す．ここで，対象のファイルの i ノー
ドはM1，実データは D1 から構成されているとする．カーネルは，対象のファイルがメモリに
キャッシュされているかどうかを確認する (図 2.2 (a))．キャッシュされていなければ，ディス
ク内の iノードを iノードオブジェクトに，実データをページ単位に分割してページキャッシュ
に格納し (図 2.2 (b))，ユーザプロセスにデータを渡す (図 2.2 (c))．その後，同じファイルをア
クセスすると，iノードキャッシュとページキャッシュを用いてファイルを高速に読み込む．
Linuxでは，ファイルのオープン時に O_SYNC や O_DIRECTフラグを明示的に指定しない限り
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図 2.2 ファイルの読み込み (a) キャッシュミス (b) ディスクから対応するデータを読み込み
(c) データをユーザプロセスに渡す
図 2.3 非同期書き込み．(a) writeシステムコールによる処理 (b) カーネルスレッドによる
処理 (c) Dirtyフラグのクリア
非同期 I/Oとなる．図 2.3に，ファイルへの非同期書き込みを行う様子を示す．ここで，D は
実データ，M はメタデータ，Dirtyフラグが立っているデータを灰色で表す．非同期書き込みで
は，ディスクキャッシュへの書き込みが完了すると，ユーザに書き込みが終了したことを通知す



















orderedモード (図 2.4 (b))も同様に，メタデータをジャーナルに保存し，実データを保存領
域に書き込む．しかし orderedモードでは，メタデータの書き込みは，実データの書き込みの後
と順番を強制するため，メタデータは必ず有効な実データを参照する．
dataモード (図 2.4 (c))では，メタデータと実データの両方をジャーナルに保存する．そのた
め，メタデータと実データの整合性が損なわれることはない．




モード 保存対象 保存領域への オーバーヘッド 信頼性
IB DB I D 書き込み順番の強制
writeback ! ! ! × 小 低
ordered ! ! ! D→ M 中 中
data ! ! ! ! × 大 高


























ext3 のトランザクションは，主に t_buffers と t_sync_datalist と呼ばれる二つの双
方向リストでデータを管理する．t_buffers は，ジャーナルに書き込むデータを繋げた






ングのデータ構造 (journal data) を表す．writeback モードは，ジャーナリングを行う M を
t_buffers リストへ，保存領域へ書き込む対象の D をジャーナリングとは別のデータ構造の
Dirtyリストに追加する．Dirtyリストに追加されたデータは，従来のファイルシステムと同様
にカーネルスレッド pdflushがディスクへの書き込みを行う．orderedモードでは，ジャーナリ
ングを行うM を t_buffersリストへ，ジャーナリングをしない D を t_sync_datalistリス
トに追加する．t_buffersリストと t_sync_datalistリストに追加されたデータは，カーネル





















図 2.8 に，ext3 が writeback モードでジャーナリングの処理を行うときの書き込みの様子
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図 2.8 ext3 (writebackモード)におけるファイル書き込み．(a) writeシステムコールによ
る処理 (b) カーネルスレッドによる処理 (c) Dirtyフラグと JBDDirtyフラグのクリア
を示す．ここで，D は実データ，M はメタデータ，Dirty フラグが立っているデータを灰色，
JBDDirtyフラグが立っているデータを黒色で表す．
ext3 の writeback モードでは，ファイルの書き込みが発生すると，ジャーナリング対象
であるメタデータに対して journal_dirty_metadata 関数，対象ではない実データに対し
て block_write_end 関数を実行する．journal_dirty_metadata 関数は，対象のメタデー
タに JBDDirty フラグを立て，実行中のトランザクションの t_buffers リストに追加する．
block_write_end関数は，対象のデータにDirtyフラグを立てる (図 2.8 (a))．カーネルスレッ
ド pdflushは Dirtyフラグの立っているデータをディスクに書き込み，kjournaldは，JBDDirty
フラグの立っているデータをコミット，チェックポイントを行う (図 2.8 (b))．その後，カーネ






JBD は，カーネルスレッド kjournald を生成し，JBDDirty フラグが立っているデータに対
してジャーナリング処理を行う．kjournaldは，以下の 9つの処理を繰り返し実行する．
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Phase 5: Phase 4 で発行した I/O要求が完了するまで待機する．
Phase 6: Phase 4 のトランザクションに対して，コミットブロックの I/O要求を発行する．
Phase 7: Phase 6 のトランザクションをチェックポイント状態に遷移させる．













Selective Journalingモードを持つファイルシステムである．図 3.1に，Wasteless Journaling
と Selective Journalingの動作例を示す．ここで，iノードキャッシュはM ′，ページキャッシュ
は D′1，D′2，D′3，現在ディスクに書き込まれているデータ D1，D2，D3 からの差分を灰色で表
す (図 3.1 (a))．これまでの ext3では，このような書き込みに対してページキャッシュ単位で書
き込みを行うため，書き込む必要のないデータの書き込みまで行ってしまう．そのため，小さい
サイズの書き込みがシステムのボトルネックとなる [16]．そこで，Wasteless Journalingモード
では，ページキャッシュの差分を結合して一つのデータ D′ とする (図 3.1 (b-1))．カーネルス








図 3.2 Adaptive Journaling
ら，ディスク I/O待ち時間を減らすことができる．
Adaptive Journaling [10] は，トランザクション内のデータの I/O パターンから，ジャーナ
リングモードを自動的に設定する機構である．図 3.2 に，システムの動作例を示す．ここで，
ディスクの保存領域はM1，M2，D1，D2，D3，D4 の順番に保存されており，一つ目のトラン
ザクションでM ′1，D′1，D′4 を，二つ目のトランザクションでM ′2，D′2，D′3 を書き込む場合を考
える (図 3.2 (a))．これまでの ext3 の ordered モードでは，一つ目のトランザクションで M ′1
をジャーナルに，D′1，D′4 を保存領域に書き込む．二つ目のトランザクションで M ′2 をジャー
ナルに，D′2，D′3 を保存領域に書き込む．その後，M ′1，M ′2 が保存領域に書き込まれる．一方，
data モードは，一つ目のトランザクションで M ′1，D′1，D′4 を，二つ目のトランザクションで
M ′2，D′2，D′3 をジャーナルに書き込む．その後，M ′1，D′1，D′4，M ′2，D′2，D′3 が保存領域に書
き込まれる．しかし，orderedモードは一つ目のトランザクションに対して，シーケンシャルで





書き込みの場合，orderedモード 図 3.2 (b - 1)，シーケンシャルでない書き込みの場合，data

































各ジャーナリングモードのオーバーヘッドと信頼性を，表 4.1に示す．ここで，IB は iノー
ドビットマップ，DB はデータビットマップ，I はファイルの iノード，D はファイルの実デー
タを表す．noneモードは，独自の方式でファイルの整合性を保証するアプリケーションに対し
表 4.1 dajFSのジャーナリングモード
モード 保存対象 保存領域への オーバーヘッド 信頼性
IB DB I D 書き込み順番の強制
none ! ! × 極小 極低
writeback ! ! ! × 小 低
ordered ! ! ! D→ M 中 中



















は，多数のファイルやディレクトリの名前とその内容を Filesystem Hierarchy Statndard [19]
という規格として定めている．表 4.2は，その規格の一例である．例えば，/etcの下にはシステ
























setjournal [-r] dir ... mode
[説明]




> setjournal dir1 dir2 writeback
dir1: none -> writeback



































じめに，ディレクトリ dirは dataモードに設定されていて，dir以下にファイル fileが存在す
るものとする (図 4.1 (a))．ここで，dir以下にディレクトリ subdirを新規作成すると，subdir
は初期モードとして dataモードが設定される (図 4.1 (b))．その後，ユーザは setjournalコ
マンドを用いて，subdir を writeback モードに設定することができる (図 4.1 (c))．さらに，














で，IB は iノードビットマップ，DB はデータビットマップ，JD はディスクリプタブロック，
JC はコミットブロックを表す．
ケース 1: ファイルの変更 ˜/qsort/qsort.cを編集する場合 (図 4.3 のケース 1)
変更前の ˜/qsort/qsort.c の i ノードを Iq，実データを Dq とする．ここで，
˜/qsort/qsort.c の i ノードを I ′q，実データを D′q へ変更した場合を考える．
ファイルは親ディレクトリのジャーナリングモードに従うため，˜/qsortのジャー
ナリングモードの writebackモードが適用される．従って，ジャーナルに JD，I ′q
，JC が書き込まれ，保存領域に D′q に書き込まれる．
ケース 2: ファイルの移動 /var/mail/aoyamaを˜/logに移動する場合 (図 4.3 のケース 2)
変更前の /var/mailの iノードを Im，実データを Dm，˜/logの iノードを Il，
実データを Dl とする．ここで，ファイルエントリの削除によって/var/mailの i
ノードを I ′m，実データをD′mへ，ファイルエントリの追加によって˜/logの iノー




ナリングモードの noneモードが適用される．従って，ジャーナルに JD，I ′m，D′m
，JC が書き込まれ，保存領域に I ′l，D′l に書き込まれる．また，˜/log/aoyamaは
移動先のディレクトリのジャーナリングモードの noneモードに従うことにする．
ケース 3: シンボリックリンクに対する操作 ˜/thesis/daj.epsを編集する場合 (図 4.4 の
case 3)
変更前の ˜/thesis/daj.eps の i ノードを Is，実データを Ds とする．ここで，
˜/thesis/daj.epsの iノードを I ′s，実データをD′s へ変更した場合を考える．シ
ンボリックリンクに対する操作は，リンク元ファイルの親ディレクトリのジャーナ
リングモードに従うため，リンク元ファイル˜/image/dajfs.epsの親ディレクト
リ˜/image の ordered モードが適用される．従って，ジャーナルに JD，I ′s，JC
が書き込まれ，保存領域に D′s に書き込まれる．
ケース 4: ハードリンクに対する操作 /home/guest/minutes を編集する場合 (図 4.4 の
case 4)
変更前の /home/guest/minutes の i ノードを Ih，実データを Dh とする．ここ
で，/home/guest/minutesの iノードを I ′h，実データをD′h へ変更した場合を考
える．ハードリンクに対する操作は，最後に貼られたリンク先ファイルの親ディレ
クトリのジャーナリングモードに従うため，最後に貼られた˜/の writebackモード
が適用される．従って，ジャーナルに JD，I ′s，JC が書き込まれ，保存領域に D′s
に書き込まれる．
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図 4.3 本システムの動作例 (ケース 1:ファイルの変更，ケース 2: ファイルの移動)
































struct inode *ext3_new_inode(handle_t *handle , struct inode *dir ,
const struct qstr *qstr , umode_t mode)
この関数は，handleで指したトランザクションに対して，ディレクトリ dirにパーミッショ







int ext3_rename (struct inode *old_dir , struct dentry *old_dentry ,
struct inode *new_dir , struct dentry *new_dentry)
この関数は，移動前のディレクトリ old_dirのファイルエントリ old_dentryを削除し，移
























struct inode *inode = file_inode(filp);
if(S_ISDIR(inode ->i_mode )){
mode = inode ->i_flags & JOURNAL_MODE;
















struct inode *inode = file_inode(filp);
if(S_ISDIR(inode ->i_mode )) {
journal_flush(journal );





mode = mode & JOURNAL_MODE;
inode ->i_flags = (inode ->i_flags & ~JOURNAL_MODE) | mode;








int ext3_mkdir(struct inode *dir , struct dentry *dentry , umode_t mode)
ext3_mkdir関数は，ディレクトリ dirにパーミッション modeのファイルエントリ dentry
を追加する．この関数は以下の流れで実行される．
Step 1: 新規ディレクトリ用の iノードブロックを確保する．
Step 2: 新規ディレクトリ用の iノードブロックを初期化する．
Step 3: 新規ディレクトリに"."と".."のファイルエントリを追加する．
Step 4: 新規ディレクトリの I/O要求を発行する．
Step 5: ディレクトリ dirの I/O要求を発行する．









dajFS の writeback/ordered/data モードは，ext3 の writeback/ordered/data モードの実
装を利用した．ext3 では，オブジェクトに登録する操作関数を変更することで各ジャーナ
リングモードの操作を実現している．例えば，アドレス空間オブジェクトの writepage 操





static int dajfs_writepage(struct page *page ,
struct writeback_control *wbc)
{
struct inode *inode = page ->mapping ->host;
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unsigned int mode = inode ->i_flags & JOURNAL_MODE;
switch(mode){
case JOURNAL_MODE_FL:
return ext3_journalled_writepage(page , wbc);
case ORDERED_MODE_FL:
return ext3_ordered_writepage(page , wbc);
case WRITEBACK_MODE_FL:







writeback : Dirtyフラグが立っているページキャッシュに関する I/O要求を発行する．
ordered : JBDDirty フラグ立っているページキャッシュに関する I/O 要求を発行
する．
data : JBDDirty フラグが立っているページキャッシュに関するジャーナリング用の
I/O要求を発行する．
write_end ページキャッシュを書き込み準備状態にする．
writeback : ページキャッシュに Dirtyフラグを立てる．
ordered : ページキャッシュに JBDDirtyを立て，キャッシュを現在のトランザクショ
ンの t_sync_datalistリストに追加する．
data : ページキャッシュに JBDDirtyフラグを立て，キャッシュを現在のトランザク
ションの t_buffersリストに追加する．
set_page_dirty ページキャッシュに Dirtyフラグを立てる．
writeback/ordered : ページキャッシュに Dirtyフラグを立てる．
data : ページキャッシュに JBDDirtyフラグを立てる.
direct_IO ページキャッシュをダイレクト I/O転送する．
writeback/ordered : ダイレクト I/O転送を行う．
data : ジャーナルを経由するダイレクト I/O転送を行う．
is_dirty_witeback ページキャッシュに Dirtyフラグが立っているかどうか判定する．
writeback/data : ページキャッシュに Dirtyフラグを立てる．
ordered : ページキャッシュに JBDDirtyフラグを立てる.
27
図 5.1 dajFSにおける noneモードと orderedモードの比較
5.3.2 noneモード





none モードを実現するために，JBD が提供している API の journal_dirty_metadata 関
数を変更した．本システムでは，journal_dirty_metadata関数内部でファイルのジャーナリ
ングモードを取得する．対象のファイルが writeback/ordered/data モードの場合，従来通り





ディスク I/Oが発生する例を示す．ここで，トランザクション (ID:1)はトランザクション ID
が 1のトランザクション，JS1 は実行中のトランザクション IDが 1であることを示すジャーナ
ルスーパーブロック，JC1 はトランザクション IDが 1が終了したことを表すコミットブロック
であるとする．初期状態 (図 5.2 (a))から変更があったデータを灰色で表す．また，次の説明の
フェーズ番号は 2.3.4節におけるものを表す．
ファイルを i ノード I から I ′，実データ D から D′ に編集した場合を考える．none モード
では，i ノードと実データはトランザクション (ID:1) の t_sync_datalist リストに追加され
28
図 5.2 noneモードにおいて無駄な書き込みが発生する例
る．ここで，タイムアウトで kjournald が起床すると，Phase 2 でトランザクション (ID:1)
をコミット状態に遷移させる．Phase 3 では，コミット状態のトランザクション (ID:1) の
t_sync_datalist リストに繋がっているデータ I ′ と D′ を保存領域に書き込む (図 5.2 (b))．
Phase 6 で JC1 をジャーナルに書き込み，トランザクション (ID:1)をチェックポイント状態
に遷移させる．その後，Phase 8 で JS2 をジャーナルに書き込む (図 5.2 (c))．ここまでに，
ジャーナルに JS1，JC1 と保存領域に I ′，D′ をディスクに書き込んだ．ジャーナルに書き込ま
れた JS1 と JC1 は，ファイルシステムをリカバリするうえで何の意味も持たない．
そこで本システムでは，上記のようなトランザクションがコミット状態になった際に，
t_sync_datalistリストの書き込みだけを行い，以降の処理を行わないことにした．dajFSで
は，既存の kjournaldと比較して，Phase 3と Phase 4の間に新しく処理を追加した．本シス
テムで新たに拡張した kjournaldは，以下の処理を繰り返し実行する．














Phase 4: Phase 1で保存領域に書き込みを行っていない，かつ t_buffersリストにデー
タが繋がっていないならば，Phase 0 に戻る．




Phase 6: Phase 4 で発行した I/O要求が完了するまで待機する．
Phase 7: Phase 4 のトランザクションに対してコミットブロックの I/O要求を発行する．
Phase 8: Phase 6 のトランザクションをチェックポイント状態に遷移させる．



















書き込み (write)，上書き (rewrite)，ランダム書き込み (random write)，読み込み (read)，再読
み込み (reread)，ランダム読み込み (random read)の各テストを実行した．IOzoneでは，各テ
表 6.1 評価実験に使用したシステムの構成
ハードウェア CPU Intel Core i5-4570 3.20GHz 8M cache
メモリ 8GB
HDD 500GB Hitachi Serial ATA/3.0 7200rpm
SSD 120GB Intel SSD 520 Series





(a) HDD (b) SSD
図 6.1 IOzoneよる writebackモードの性能比較
(a) HDD (b) SSD
図 6.2 IOzoneよる orderedモードの性能比較
ストにおいて性能 (KB/s)を測定する．ファイルサイズは 16GB，1回の writeシステムで書き
出す単位を 8MBとした．実行結果には close，fsync，ﬄushの時間も含まれる．
ext2，ext3-w，ext3-o，ext3-dとの比較結果を図 6.1 (writebackモード)，図 6.2 (orderedモー
ド)，図 6.3 (dataモード)，図 6.4 (noneモード)に示す．まず，writebackモードに，ordered






(a) HDD (b) SSD
図 6.3 IOzoneよる dataモードの性能比較
(a) HDD (b) SSD










書き込み (write per-char)，ブロック単位の書き込み (write per-block)，ブロック単位の上書き
(rewrite)，文字単位の読み込み (read per-char)，ブロック単位の読み込み (read per-block)の
各テストを実行した．Bonnie++ では，各テストにおいて性能 (KB/s) を測定する．ファイル
サイズは 16GBとし，write時にバッファキャッシュを使用せずに計測した．
ext3-w，ext3-o，ext3-d，ext2との比較結果を図 6.5，図 6.6，図 6.7，図 6.8に示す．ただし，
write per-char，read par-charは測定値が小さすぎるため，HDDでは測定値を 10倍，SSDで
(a) HDD (b) SSD
図 6.5 Bonnie++による writebackモードの性能比較
(a) HDD (b) SSD
図 6.6 Bonnie++による orderedモードの性能比較
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(a) HDD (b) SSD
図 6.7 Bonnie++による dataモードの性能比較
(a) HDD (b) SSD
図 6.8 Bonnie++による noneモードの性能比較
は 100 倍で示している (グラフ右軸)．また，測定にかかった時間が短すぎるため，Bonnie++












いかと考えられる．SSDの場合， dajFSの文字単位の書き込みの性能は ext2の性能の 50%程




























(a) HDD (b) SSD
図 6.9 SQLiteの性能比較 (deleteモード)
表 6.2 deleteモードにおける SQLiteの実行時間 (s)の比較
HDD SSD
insert update delete insert update delete
ext3-d 728.58 1,411.42 1,428.22 35.98 39.70 37.11
dajFS 1,140.39 1,260.64 1,272.42 23.14 25.88 23.64





SQLite ジャーナルモードが delete モードの場合と wal モードの場合の実験結果を，それぞ
れ図 6.9，図 6.10に示す．また，各 SQLiteジャーナルモードにおける ext3-dと，ロールバッ
クジャーナルファイルを noneモードにした dajFSとの実行時間 (s)の比較を表 6.2，表 6.3に
示す．
delete モードの実験の場合，ロールバックジャーナルファイルを none モードにした dajFS





かかる時間は遅いため，このような結果が得られた．一方，wal モードの場合，dajFS は ext2
と同等の性能を持ち，HDDの場合では ext3-dと比較して 80%以上の性能改善が見られた．こ
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(a) HDD (b) SSD
図 6.10 SQLiteの性能比較 (walモード)
表 6.3 walモードにおける SQLiteの実行時間 (s)の比較
HDD SSD
insert update delete insert update delete
ext3-d 475.66 574.53 572.65 10.02 11.86 10.29
dajFS 109.42 114.65 115.57 4.92 6.46 4.94
比率 23 % 20% 20% 49% 55% 48%
れは walモードは，データベース本体への書き込みはデータベースを切断するまで書き込まない














(a) HDD (b) SSD
図 6.11 MySQLの性能比較







































State 2: 書き込みを行ったファイルが破損していない (ext3-wと同等)．
ここで，ファイルが破損していないとは，i ノードが正常な値であることを意味
する．




モード State 1 State 2 State 3 State 4
none !
writeback ! !
ordered ! ! !
data ! ! ! !
*5 https://www.sleuthkit.org/
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