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It is shown that all the discrete eigenvalues of a one-dimensional Schrodinger 
operator with a multiple well potential possess an asymptotic expansions in power 
of h’: when h + 0. A formula for all the coefftcients of these expansions is given. 
The method uses two main tools: Perturbation by boundary conditions and 
exponential decay of eigenfunctions which are developed in this article. As a bye 
product of this work, the exponential localization of eigenvectors when h goes to 
zero can be proved. 
INTRODUCTION 
Interest in one-dimensional Schrodinger operators and their classical limit 
has always been great since the discovery of quantum mechanics. This 
problem is a laboratory of sufficient complexity to represent properties of 
real systems and yet it is sufftciently simple to discuss detailed questions. 
One of the very interesting questions is the behaviour of discrete eigenvalues 
in the classical limit-4 (Planck’s constant) going to zero-for multiple-well 
potentials. Here tunneling plays an important role. Another problem of 
interest is the decay of a particle through a potential barrter, the so-called 
shape resonances problem. The two problems just mentioned are the subject 
of a series of articles of which this one is the first. 
There exists an enormous literature on both subjects, mainly because both 
problems are old and important for many fields of physics and chemistry. 
They have in our opinion never been treated satisfactorily. 
More recently the simple system of the symmetric double-well potential 
has been discussed extensively (e.g., [2, 3, 11, 121) and its connection to 
quantum field theory, statistical mechanics, and molecular physics was 
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stressed. In fact problems of molecular physics were the original motivation 
of this work since so much in the analysis of diatomic molecules depends on 
the multiple-well theory [5, 61. 
For the analysis of the multiple-well problems we shall use the following 
approach: First, we analyze the one-well problem, i.e., the Schrodinger 
operator with a potential having just one nondegenerate absolute minimum.’ 
Second, we consider the multiple-well system. To bring in the results about 
the case just discussed we introduce Dirichlet, respectively, Neumann 
boundary conditions to separate the different wells. At the end those 
boundary conditions are removed by a rank (I - 1) perturbation (Krein’s 
formula), where Z is the number of wells. The shape resonances ystem is 
treated analogously. 
It is important to distinguish the cases h = 0 and h - 0. By this we mean 
on the one hand the case where we are interested in asymptotic statements 
about discrete eigenvalues at h = 0 or on the other hand about statements for 
h small. Typically everything related with tunneling effect is of the latter 
type. Our results show, for instance, that every statement about discrete 
eigenvalues in the case h = 0 depends only upon the potential in the vicinity 
of its absolute minimum. For h - 0 this is not so. 
In this article we are mainly interested in questions of the first kind, i.e., 
asymptotic statements about discrete eigenvalues ans preparation of 
technical results for the articles to come. The following articles will be 
concerned with the exact computation of the tunneling effect (removal of 
Dirichlet boundary conditions between wells). The contribution to discrete 
eigenvalues due to this change of boundary conditions will be expressed 
through a convergent power series in f, called the tunneling parameter. 
Parameter t is of the order fi exp -ah - ’ for some positive constant a 
depending on the potential.’ In the third article we give a convergent pertur- 
bation expansion for shape resonances for small values of h. The pertur- 
bation series is given in terms of a parameter similar to the one mentioned 
above. 
We shall now describe in more details the content of this article. In Part I 
we begin by recalling the Neumann-Dirichlet bracketing. Then we present 
Krein’s formula which is our basic tool to compute effects of a perturbation 
induced by adding an extra Dirichlet boundary condition. An estimate on 
this perturbation is given in terms of the diagonal of the Green’s function of 
the unperturbed operator; this last one is estimated in terms of the values of 
the potential around the position of the extra boundary condition. In the 
’ The nondegenerate case was analyzed with different techniques in 141 for expansions to 
any order and in (71 for expansions to order two. 
’ This extends and gives a sense to the heuristic formulas for the decoupling Of energy levels 
in the case of symmetric double wells obtained by WKB or Euclidian functional integrals 
methods (see, e.g., the analysis of Coleman 13 1). 
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Appendix to Part I we generalize that to the case of several added boundary 
conditions of either Dirichlet or Neumann type. 
After discussing stability of eigenvalues under finite rank perturbation in a 
general frame, the particular case of rank one is discussed in Part II in detail 
in the frame of selfadjoint operators. The ordering according to size of eigen- 
values is analyzed. An application to the case where the rank one pertur- 
bation of a Schrodinger operator is provided by an extra boundary condition 
is given as also an application to the case of crossing of eigenvalues. 
Part III is the main section where we give rigorous asymptotic expansions 
as k goes to zero for the eigenvalues of the Schrodinger operator 
H(k) = -k4 $ + v 
on an arbitrary interval R, where V is supposed to have a finitely degenerate 
absolue minimum. 
From Sections 1-5 the operator H(k) exists on a suitably small open 
interval R and V has a nondegenerate absolute minimum, the general case is 
discussed in Section 6. Section 1 contains an introduction and notations for 
the case of nondegenerate minimum. In particular the microscopic operator 
is introduced 
h(k)=-~+k-2[V(x,+k.K)-I~“I. 
r 
where the potential V has the following expansion: 
.s 3 
V(x) = PO + \ L’,(X - xoy + O((s - x0)’ + ‘). 
n=? 
.K 4 x0, N> 2. L’? > 0. (1) 
This gives a formal expansion of W(k, x) = k -‘[ C’(x, f kx) - r,\ for fixed .Y 
as 
n+zk”x” + O(k,‘-‘). (2) 
So h(k) appears formally as a perturbation of the harmonic Schrodinger 
operator h”’ = - (d2/dx2) + ti2x2. This is justified rigorously in Section 2. 
However, perturbation theory cannot be applied directly since the pertur- 
bation of /z”’ is large when x grows. We remedy this by exploiting 
systematically pointwise exponential bounds uniform in k on the eigenvectors 
of h(k) which are derived in Sections 3 and 4. We use the method of 
complex boosts which is not new but pushed here further to include results 
on the derivatives of eigenfunctions. This allows us to prove in Section 5 one 
of the main results of this paper. 
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THEOREM. Let Q be some open interval in IR and V a real potential 
bounded from below on R such that V E L,‘,,(R). Let H(k) be the selfadjoint 
realization of -k4A + V on L’(Q) with either Dirichlet or Neumann 
boundary condition on an. If V has a nondegenerate absolute minimum v0 at 
x, E R and admits an expansion (1) around x0, then the n th eigenvalue 
E,,(k) of H(k) is asymptotic to vg + (2n + 1) vi/‘k’ as k \ 0. Furthermore 
E,,(k) = v,, + k2e,(k), where e,,(k) admits an asymptotic expansion in k up to 
order N - 2 given by the formal Rayleigh-Schriidinger coeficients applies to 
the perturbation W(k, x) - v2x2. 
It is important to notice here that by the form of the Rayleigh- 
Schrlidinger coefficients, the fact that the expansions of the perturbation is in 
powers of kx and the symmetry of the harmonic oscillator, only even powers 
of k appear in the expansion. This is not true for eigenvectors of H(k), 
showing that k is really the good perturbation parameter in this problem. 
Notice also that the boundary conditions on X2 can be more general than 
indicated in the theorem due to the Dirichlet-Neumann bracketing. 
Finally in Section 6 we extend this result to the situation where V has 
finitely degenerate minimas, and asymptotic expansions at k = 0 of the eigen- 
values of the multiple-well Schrodinger operator are given. 
Part IV consists of the concluding remarks. We present extensions of 
results of Section III to a more general type of potential. We also give results 
on the localization in the classical limit; they are obtained with different 
techniques as those given in [ 121. 
Some words about notation, terminology, and organization of this article. 
There are four parts numbered with Roman numerals. The third part is 
divided into, six sections. Lemmas, propositions, theorems, and remarks are 
numbered consecutively within every part and within every section of 
Part III. The same holds for formulas. There are two appendices, Appendix 
to Part I and Appendix to Part III. Very often in Part III we use the 
terminology “bounded in k;” this means bounded in k for k in [0, k,] for 
some k, > 0. o(T), p(T), and tr T will denote respectively the spectrum, the 
resolvent set, and the trace of the operator T. 
I. KREIN'S FORMULA 
In the following we shall discuss Schriidinger operators on the same open 
interval a = (a, /I) with the same symbol 
L=-$+ V(X) (I.1 ) 
and same boundary conditions on ~32 (Dirichlet or Neumann) but with 
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different boundary conditions at a finite number of interior points of G. They 
are related by Krein’s formula [ 1 ] as we shall see in Theorem 2. 
The results of this part do not depend qualitatively on the size of f2 and 
the choice of boundary conditions on X!. Therefore we choose R = E + \{ O} 
and Dirichlet boundary conditions on X2. We assume generally that the 
potential V is in L,‘,,(R) and bounded from below. To simplify notation. C’ 
will be taken nonnegative. H will be the selfadjoint realization of L in 
L*(R + ), the form domain of which verifies 
Q(H) = &(R + ) n Q(V), (I.21 
where Q(H) (resp. Q(V)) denotes the form domain of H (resp. of I’). 
.FA(R + ) in the usual notation of Sobolev spaces is the form domain of the 
selfadjoint operator H, = -d’/dx’ with Dirichlet boundary conditions on 
a?. 
We begin with the case of only one interior point where boundary 
conditions are changed; the case of several ones is presented in the Appendix 
to Part I. 
The Dirichlet HD (resp. Neumann NN) operator is obtained by imposing a 
Dirichlet (resp. Neumann) boundary condition at a chosen point x = b < 00. 
The form domain of HD (resp. HN) verifies 
resp. 
QWD) = pF@, b) OL2$(b, CO)] n Q( I’) (1.3) 
Q(HN)= [{uEX’(O,b),u(O)=O}@.X’(b. co)]nQ(v). (1.4) 
The two operators have the important property that they decompose into a 
direct sum according to the direct sum decomposition of the Hilbert space 
L2(R ‘) = L2(0, b) @ L2(b, m). 
The operators H, HD, HN are ordered in the quadratic form sense. This is 
the statement about the Dirichlet-Neumann bracketing. 
PROPOSITION 1. One has the ordering in the quadratic form sense (see. 
e.g., ] 13. p. 3301) 
HN<H<HD. (1.5) 
In particular in the sense of bounded selfadjoint operators the inequalities 
(HD+a)-‘<(H+a)-‘<(HN+a)-’ (1.6) 
hold for any negative number a. 
If E, ED, EN denote the nth repeated eigenvalues of H, HD, HN counted 
from below, then 
EN<E<ED. (1.7) 
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The last statement follows obviously from (1.5) due to the minimax 
principle of [ 13, 191. Let us denote by F(x, y; z) (resp. FD(x,y; z), 
FN(x, y; z)) the Green’s functions of H (resp. HD, HN) 
((H-z)-‘u)(x)= \dyF(x,y;z)u(y) (I.81 
and analogous equations for FD, FN. The following result is called Krein’s 
formula: 
THEOREM 2. Let H, and HD be the operators defined above with 
V(x) > 0 and L/,,(IR +\{O}). Then for z E P(H) n P(HD) 
(H - z) - ’ - (HD - z) - ’ = n(z) P(t), (1.9) 
where A(z)-’ = F(b, 6; z) and P is the rank one operator defined by the 
integral kernel 
P(x, y; z) = F(x, 6; z) F(b, y; z). (I. 10) 
Proof: This is a straightforward consequence of the Green’s formula; see 
also [13, p. 1881. 
Remark 3. Krein’s formula implies that H, HD, and HN have the same 
essential spectrum. 
In the remainder of this part we give estimates on the norm of the 
difference A(-l)P(-I) between (H + l)-’ and (HD + I)-‘. The crucial 
technical tool is 
LEMMA 4. Under the consitions stated before one has: 
(i) The kernel of the resolvent (H + 1) - ’ is pointwise nonincreasing 
in the potential V, i.e., V,(x) > V,(x) a.e. implies 
where 
W, + 11-l (x,Y) < W, + 11-l (x,Y), 
Hi = - $ + V,(X), i= 1,2. 
(ii) The order relation (1.6) can be strengthened to 
(HD + 1))’ (x,y)< (H+ I)-’ (x,Y)< (HN + I)-’ (x.4’) 
V(X,.Y)E [O,b]‘u [b, OO[~. (I. 11) 
KREIN'S FORMULA 263 
Proof, The resolvent has a representation i  terms of the Wiener process. 
Let ,uU:~ be the Wiener measure on the path going from x to 4’ in time t. Then 
the kernel of the heat operator is given by the Feynman-Kac formula and 
the resolvent is obtained by Laplace transformation 
(H+ 1)-’ (x,4’)= j%e- (_ d&(o) exp - (_I V(w(s)) ds, (1.12) 
‘0 ‘0 
where the path integral must be taken over the set of continuous paths which 
do not reach zero [IO]. From this formula statement (i) follows immediately. 
The inequality on the left of (1.11) is a direct consequence of (1.9), 
(H + 1)-’ (s.)‘) = (HD + 1))’ (X,1’) + 
F(b,x- l)F(b.J*;- I) 
F(b. b: - 1) 
(1.13) 
and the positivity of F 
F(x, ?‘: - 1) > 0 V(x,y) E (IF; ‘\(O) I? (1.14) 
which follows, for instance, from (1.12) or Proposition A.l.3. This also can 
be seen using Feynman-Kac formula directly. The proof of the inequality on 
the right of (1.11) is similar providing we know Krein’s formula for the 
Neumann case (Corollary A.l.4). 
Remark 5. Generalization of Lemma 4. There are no extra difftculties to 
extend Lemma 4 to the case of a general open interval R with boundary 
conditions on X2 of either Dirichlet or Neumann type. For details about 
these generalizations ee (81. 
Propositions 6 and 7 are extremely useful for estimating the difference of 
the resolvents (H$ I)-’ and (HD + 1))‘. 
PROPOSITION 6. Let H and H” be defined as in Theorem 2. then 
lj(H + l)-’ - (HD + l))li < F(b. 6: -1). (1.15) 
Proof If we use Krein’s formula (Theorem 2). we obtain 
It is easy to show by a comparison theorem (see [ 16 1) that 
t/.x-En?+. F(b,x;-l)<F(b,b:-1) exp- lb-x] (1.17) 
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from which we deduce that 
llF(b, - ; -l)l[* < F(b, b; -I)*. (1.18) 
Now (I. 16) and (I. 18) together give (I. 15). 
It is reasonable to expect: the bigger the value of the potential at b is, the 
smaller is the perturbation induced by adding a Dirichlet boundary condition 
at b. To state this more precisely we need 
PROPOSITION 7. Let H be defined as in Theorem 2. For any positive G we 
define 
V-(b,s)=essinf{V(x),(x-bl <E}, 
Y+(b,s)=esssup(V(x),(x-bl<s}; 
then 
th E[ 1 + V+(b, c)]“’ <F(b be-l)< CothEll + v-@d”*~ (I ,9) 
211 + V+(b,~)]“* ’ ’ ’ ’ 2[1 + V-(b, &)j”’ ’ 
Notice that V-(6, E) belongs to R + because V is nonnegative but V+(b, E) 
can be +a~ in which case the lower bound is zero. 
Proof: Let FF (resp. FF) denote the Green’s function of the selfadjoint 
realization of -(d*/dx*) + V+(b, E) (resp. -(d*/dx*) + V-(b, E)) on IR ’ 
with Dirichlet (resp. Neumann) boundary conditions at b - E and b + E. 
Then by Lemma 4 and Remark 5 one has 
Ff(b,b;-l)(F(b,b;-l)(F;(b,b;-1). (1.20) 
It is a simple exercice to compute Fy(b, 6; -1) and FF(b, 6; - 1). They are 
precisely the quantities which figure in (I. 19). 
In view of applications it will be useful to have estimates on perturbations 
induced by adding several boundary conditions of either Dirichlet or 
Neumann type. This will be done in the Appendix to Part I. 
II. INTERTWINING OF EIGENVALUES THROUGH 
FINITE RANK PERTURBATIONS 
The results of this chapter-although very elementary-are basic to a 
precise analysis of the bracketing formula (1.5). The first results concern the 
stability of eigenvalues under a finite rank perturbation of a very general 
linear operator on a Banach space (Proposition 1). The second result 
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concerns a symmetric rank one perturbation of a selfadjoint operator 
(Theorem 7). It is much more detailed and tailored to the application we 
have in mind. 
The first result is contained in 
PROPOSITION 1. Let T be a closed operator on a Banach space X and A 
a finite rank operator on X. Assume I E C is an eigenealue of T. Then 
) dim ker(T - 1) - dim ker( T + A - A)] < rank(A ). (11.1) 
The statement of Proposition 1 tells us, that the dimension of the 
eigenspace of T with eigenvalue A can only deviate by the number rank(A) 
from the corresponding dimension of the eigenspace of T + A. In particular. 
if dim ker( T - L) > rank A. A is an eigenvalue of T + A. 
Proof of Proposition 1. If A is of rank k it can be written in the form 
Au = 2 ei(u)fi. 
ikl 
where e, ,..., ek are linearly independent elements of the dual space X*. 
Obviously for F = of=, ker e, the inclusion F n ker(T - A) c ker(T + A - i) 
holds. Since on the other hand the ets are linearly independent. codim F = k 
and therefore 
dim ker(T + A - 1) > dim ker( T - 1) - k. 
Exchanging the roles of T and T + A one obtains inequality (II. 1). 
Remark 2. Notice that we do not require that 1 be an isolated eigen- 
value (although this will be the case in our applications). 
Remark 3. For an isolated eigenvalue the above result could be made 
more precise using the Weinstein-Aronzajn formula [ 13 I. 
In the second part of Part II we consider the perturbation of a selfadjoint 
operator by a symmetric rank one operator. As a preliminary step we prove 
LEMMA 4. Let T be a selfadjoint operator on a separable Hilbert space, 
bounded from below. Denote 6.11 (,I, ,..., Ah.) the discrete spectrum of T below 
the essential spectrum of T. labelled in ascending order. The Ays are assumed 
to be nondegenerate. Furthermore let A be a positive rank one operator, 
which does not vanish on any of the discrete one-dimensional eigenspaces of 
T. Then the spectrum of T + A contains N - 1 discrete eigenvalues 
,tt , . . . . . u,, ~~, of multiplicity one, so that 
Aj <Pj < Ai+[r i = l,.... N - 1. (11.2) 
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Remark 5. An analogous result holds for A negative. It can be produced 
from Lemma 2 by exchanging T and T + A. 
Remark 6. N can be any natural number including infinity. 
Proof of Lemma 4. For any z E p(T) n p(T + A) the identity 
(T+A -z)-’ = (T-z)-’ - “;;);;;~z;m:’ -’ (11.3) 
holds. For z very negative this follows from Neumann series. By analyticity 
it holds then, for arbitrary z in the resolvent set of T and T + A. 
Notice that under the assumption of the lemma, no discrete eigenvalue of 
T below info,,,(T) can be an eigenvalue of T + A and vice versa, for 
otherwise there exist f, g, and 13. such that Tf = Af, (T + A)g = lg. This 
implies (f, Ag) = 0. Since A is a rank one operator there exists e such that 
Ag = e( g, e) so that we get (f, e)(e, g) = 0. One of the factors has to vanish, 
say, the second one. But this implies that g is an eigenvector of T with eigen- 
value A. But vanishing of A on g-an eigenvector of T-contradicts the 
assumptions of the lemma. 
The discrete eigenvalues of T + A below inf oess(T) are precisely the 
zeroes of the function 
g(z) = I + tr A(T- z)-‘. (11.4) 
This follows from identity (11.3) and the result of the last paragraph. The 
eigenvalues of T + A are the poles of the resolvent. (Notice that the resolvent 
is meromorphic because aess(T + A) = o,,,(T)). Look at the right-hand side 
of (11.3). The resolvent (T- z))’ is analytic at any eigenvalue of T + A. 
Hence singular behaviour is only introduced by the zeroes of the 
denominator in the second term. 
The function g(z) has precisely one zero in any interval I, = (A,,, A,, + ,). 
g(z) can be written in terms of the spectral measure ~~(1) = (e, E(A) e) of T 
g(z) = 1 + j_ & 40) (11.5) 
g converges to SW (-co) if z approaches ,I, from below (above), n < N. 
The derivative of g(z) is strictly positive in the interval I,, because 
g’(z) = II(T- z)-’ e/l* = 0 (11.6) 
would imply e = 0. Hence we have the situation depicted in Fig. 1. 
There is therefore exactly one discrete nondegenerate eigenvalue of T + A 
in any interval I,, and none in the boundary. This proves the lemma. 
We are now ready to prove the main result of this part. 
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THEOREM 1. Let T be selfadjoint and bounded from below on a 
separable Hilbert space R. Assume that the lowest part of the spectrum of T 
contains N isolated eigenvalues, counting multiplicity, 2, ,< A2 < ... < lV. Let 
A be a positive symmetric rank one operator. Then the lowest part of the 
spectrum of T + A contains (N - 1) isolated eigenvalues. counting 
multiplicity. ,u, <uz < .‘e <u,,-, such that Vn. 1 < n < N - 1. one has 
Proof Notice first that by adding an operator with arbitrarily small 
norm to T one can obtain an operator T, whose N first eigenvalues are 
nondegenerate; this can be achieved with a symmetric finite rank operator 
having range in the direct sum of the corresponding eigenspaces. Second by 
an arbitrarily small modification of A one can arrange that it is nonvanishing 
on each eigenspace of T,; it is enough to add to its eigenvector an arbitrarily 
small linear combination of the N first eigenstates. Then we are in the 
situation of Lemma 4, i.e., we have, denoting by A,” and pu,“. the eigenvalues of 
T, and T, + A,, respectively. 
Now as c goes to zero the eigenvalues of T, and T, + A E converge to those of 
T and T + A, respectively, and (11.8) implies (11.7). 
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Remark 8. There exists a more elegant proof of Lemma 4 based on the 
mini-max principle [ 19). However, we have chosen to present his one since 
it uses the important information that eigenvalues of T + A are exactly the 
solutions of the equation 
1 +trA(T-z)-‘=O. (11.9) 
Notice that this remains true also for nonselfadjoint operators and is a 
particular case of the Weinstein-Aronzajn formula. Let us come back to the 
situation described in Part I, the Sturm-Liouville operators with different 
boundary conditions. It is well known that the operator H has nondegenerate 
point spectrum. On the other hand HD and HN might have a denegerate 
point spectrum with degeneracy d = 2 since they are direct sums of selfad- 
joint operators. If we apply the results stated in Proposition 1 and Theorem 7 
to this situation we get 
COROLLARY 9. Let H = -(d*/dx*) + V(x), VE L,&, V(x) > 0 be the 
selfadjoint operator as defined in Part I and let HD (resp. HN) be the 
corresponding Dirichlet (resp. Neumann) operators. We denote bJ> (E,}, 
{Ef’}, (E”}, i = 1, 2 ,..., the discrete repeated eigenvalues of H, HD, and HN 
in ascending order. The order relations among all eigenvalues are 
summarized in the following graph, where -, denotes increase or more 
precise@, nondecrease: 
E,--+E,-E,-E, I.. 
I \ T ‘A I \ I -C -E,N N -E, -EE,N ... . 
(II. 10) 
Remark 10. Order relation (11.10) implies 
E” GE;+,, i = 1, 2,..., N - 2. (II. 11) 
The inequality Ey ,< Er+ , will, however, be wrong in general. 
Remark 11. If V(x) > V(b) Vx > 6, where b is the point (where we 
imposed the additional Dirichlet, respectively, Neumann boundary 
condition) the inequlaities E,? < EiN, , hold provided the eigenvalues are 
below V(b) (8). This situation arises in the classical limit for potentials with 
nondegenerate minima. 
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The above analysis, which supplements the Dirichlet-Neumann bracketing 
by the interlacing (11.7) of eigenvalues, is particularly useful for the 
discussion of level crossing. Consider the family of one-dimensional 
Schrodinger operators 
H(k) = -k’ -$ + v(x), VEL;,p+), V(x)>O; (II. 12) 
H(k) is defined again by the sum of the two quadratic forms and is analytic 
in k for k > 0. HD(k) and HN(k) are defined analogously. The discrete eigen- 
values are analytic functions of k. Only eigenvalues of HD(k) and HN(k) are 
allowed to cross, because H(k) has nondegenerate eigenvalues. There can be 
only two lines crossing in one point k,. So far we used just general results of 
Sturm-Liouville operators. 
The Dirichlet-Neumann bracketing provides a labelling of eigenvalues o 
that the horizontal and vertical arrows in (11.10) hold. Notice, however, that 
this choice of labelling might contradict analyticity in the case of HD(k) and 
/ 
FIGURE 2 
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HN(k); i.e., E:(k), Er(k) are continuous but not necessarily analytic at cross 
points. This is explained in Fig. 2. 
The interlacing of eigenvalues, expressed by the diagonal arrows in (II. IO). 
provides additional information. In case of level crossing of HN(k) the 
corresponding eigenvalue of H(k) has to go through the cross point, i.e., 
E”(k,) = Ey! ,(k,) implies E,(k,,) = E”(k,) = Ej”- ,(k,). Correspondingly, 
EiD_ ,(k;) = E”(k;) implies E,(k/,) = ED(&) = Ep-,(kh). The siatuion is 
depicted in Fig. 2. In Part III the discrete eigenvalues of H(k) will be 
analyzed in much more detail. 
III. HARMONIC APPROXIMATION AND ASYMPTOTIC EXPANSION 
1. Introduction, Notation, and General Assumptions 
In this part we discuss the asymptotic expansions of discrete eigenvalues 
of the operator H(k) in the classical limit k \ 0. H(k) is the positive selfad- 
joint operator with symbol -k4A + V defined in L*(Q), f2 open interval, and 
Dirichlet boundary condition on 8Q. On V we shall make the following 
assumptions: 
V E L/,,(I2) with finite, nondegenerate absolute minimum at X, E 0. (III. 1.1) 
I’ admits an asymptotic expansion at x0 up to order N > 2, 
V(x) = VN’(x) + 0(1x - x0 pv + ‘), (III. 1.2) 
:\ 
Y’yx) = s V”(X - x’Jn, 
tl=O 
L’2 > 0 (III. 1.3) 
Of course we can always assume x0 = L’~ = 0. It is important and useful for 
the following discussion to notice that the asymptotic expansion is 
unchanged if Q is replaced by the open interval R’ c R if x0 E Q’. This fact 
will be shown in Section 6 (Proposition 6.2). Therefore we are permitted to 
make the following assumptions on the interval R without reducing 
generality: 
fu,(x - xo)2 < V(x) < ~z&c -x0)2 vx E Q, 
$,(x -x0)2 < V’yx) < $,(x - xo)Z vx E R, (III. 1.4) 
n = (4, 6). 
In analogy to H(k) we define the positive selfadjoint operator H’““(k). Its 
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symbol is -kJA + VCM’. In particular H”‘(k) is called the harmonic 
approximation.” 
The microscopic operator h(k) is technically very important as we 
mentioned in the Introduction. It is defined by 
h(k) = k-‘D(k) H(k) D-‘(k). (III. 1.5) 
where D(k) denotes the unitary dilation operator from L’(R) to L’(R(k)). 
R(k) = (-k-lb. k-~‘b) and 
(D(k) u)(x) = k’“u(ks) (111.1.6) 
hcN’(k) is defined analogously. We shall denote their symbol by-A + Wk. s) 
for h(k) and -A + WcN’(k, x) for h’N’(k). 
A remark concerning the microscopic operator h”‘(k) of the harmonic 
appoximation H’*‘(k): it has the symbol -A + L!~.Y* and Dirichlet boundary 
conditions on X2(k). For k = 0 this is just the harmonic oscillator which we 
denote by h . (2’ It plays an important role (Theorem 5.1). 
There is a technical difficulty with microscopic operators. They are acting 
on function spaces L’(R(k)) depending on k. This can be circumvented. 
however, by the following technical trick: Let us introduce a family of 
operators k(k) defined on functions in L’(R) which have the same spectrum 
as h(k) in the interval (0, ke2b2u2). By definition, G(k) has the symbol 
-A + Ct(k. x), 
@(k, x) = W(k, x) for s E Q(k). 
= l’?X2 otherwise, 
and Dirichlet boundary conditions on 22(k). Since we are interested in 
asymptotic expansions of discrete eigenvalues with a fixed finite labelling 
and since furthermore every such eigenvalue will always be in the interval 
(0, k-*b*tl,) for k sufficiently small we can replace h(k) in our discussion by 
c(k). In fact-to simplify matters-we shall use the same notation h(k) to 
denote both operators. The function space on which the operator acts will 
prevent any possible confusion. 
The operator h’“‘(k), the resolvents 
r(k, z) = (h(k) - z)-‘. r”“(k, z) = (h’“‘(k) - z) ‘. (III. 1.7) 
and the reduced resolvents s(k, z), s’,“(k. z) are defined analogously. For 
’ Notice that H”‘(k) is a particular case of H(k). Hence all results we will prove about 
H(k) will be correct for H”‘(k). 
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special values of z these operators come up so often that we introduce the 
following shorthand notation 
r(k) = r(k, z = -l), s(k) = s(k, z = e(k)), (111.1.8) 
where e(k) denotes the eigenvalue with respect to which the resolvent has 
been reduced. Notice that hC2’(k) applied on functions in L*(R) denotes the 
harmonic oscillator with Dirichlet boundary conditions at 30(k). 
The eigenprojectors are denoted with the letter p, for instance, p’“‘(k) for 
the eigenprojector of hCN’(k). Eigenvalues are denoted by the letter e. For 
example Pv’(k) is an eigenvalue of HfN’(k). Recall that the nth eigenvalue 
e”’ of hi*’ is (2n + 1) 6. Eigenfunctions are denoted by the Greek letter rp; 
for example, p(k) for an eigenfuaction of h(k). 
2. Harmonic Approximation for Microscopic Operators 
The validity of the so-called harmonic approximation plays a central role 
in the discussion of the classical limit k \ 0 of the on-dimensional 
Schrodinger operator. 
The following simple result is used in the proof of the main theorem of 
this section. It is stated without proof. 
LEMMA 2.1. The function W(k, x) converges uniformly on every compact 
of R to v2xZ, as k goes to zero. 
Now we formulate the main result of this section. 
THEOREM 2.2. u we denote by )( (IHS the Hilbert-Schmidt norm of 
operators, then 
Vz 6~ o(h”‘) & 1) r(k, z) - r”‘(z)IJHs = 0. 
Proof: It is enough to prove the statement for z = -1. We shall use the 
well-known fact that r(k) and r(‘) are Hilbert-Schmidt operators. Due to 
(111.1.4), their kernel, considered as function in L2(lR2) is bounded by a k- 
independent function which belongs to L2(lR2): for instance, the kernel of 
(-A + $l,x’ + 1)-‘. It is therefore sufficient to show that pointwise 
convergence of the difference of these kernels to zero because of the 
Lebesgue dominated convergence theorem. We shall do this using the Feyn- 
man-Kac formula. 
r(k)@, y) - r’*‘(-x, y> 
= 
I +“dte-‘f 4:, a,Jo~) exp - 1’ ds W(k, w(s)) 0 - Iw.w(O) =x,0(f) =)‘I -0 
i 
I 
- exp - (111.2.1) 
0 
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where aksr(w) is defined by 
ak,iu) = 1 if o[(O. r)] naR(k) = 0, 
(111.2.2) 
=o if not. 
For fixed t and a path w with bounded range the integrand goes to zero 
because of Lemma 2.1. Furthermore it is bounded by e--I which is k-- 
independent and integrable; by applying the Lebesgue dominated 
convergence theorem, this proves that (111.2.1) goes to zero. (Remember that 
the Wiener measure is carried by paths with bounded range.) 
Remark 2.3. Theorem 2.2 shows in particular that 
II’*’ = n - r ‘k’m, h(k), (111.2.3) 
where n - r lim means the limit in the norm resolvent sense. Of course the 
same is true for h’*‘(k) and h’“‘(k). 
Remark 2.4. Theorem 2.2 still holds if we replace r”’ by r”‘(k). The 
same proof works up to slight modifications. 
Theorem 2.2 implies the validity of the harmonic approximation for the 
computation of the eigenvalues of h(k) and therefore for these of H(k). In 
particular this already gives stability of eigenvalues of h”’ (see [ 13 ]) and 
e(k) = e”’ + o(l), E(k) = k’e”’ + o(k’) (111.2.4) 
with analogous results for the eigenvectors. These results will be improved in 
the sequel. 
3. HOLOMORPHIC FAMILIES OF BOOSTED OPERATORS: 
BASIC PROPERTIES 
In this section we introduce and discuss several operator-valued analytic 
functions. for instance, h(a, k) formally defined by 
h(a, k) = (exp ia j: d-j dt) h(k) 
x exp -ia lx dm dt. 
-0 
We shall prove results on the domain of analyticity in a (Lemma 3.5. 
Remark 3.7) and about the convergence in the classical limit k \ 0 
(Theorem 3.9). 
214 COMBES,DUCLOS,AND SEILER 
Let us introduce two unitary groups of multiplication operators, called 
boosts. 
DEFINITION 3.1. For any real a we define the multiplication operators 
U(a) = exp ia & g, iJ(a, k) = exp ia ix dm dt. 
-0 
The image of h(k) and h’*’ is denoted by h(a, k) and /~‘~‘(a), respectively, 
i.e., 
h(a, k) = U(a, k) h(k) U-‘(a, k), P(a) = U(a) h’*‘u- ‘(a). 
Analogously resolvents of h(a, k) and h’*‘(a) are denoted by r(u; k, z) and 
#*‘(a; z), respectively. As in the previous case (Section 1) we write r(a; k) 
for r(a; k, z = -1), etc. 
Remark 3.2. Of course we could have chosen a different lower bound of 
the integral in the definition of boosts. This would not change any of the 
results we are going to present. 
In the following we shall need the simple technical. 
LEMMA 3.3. For any real a, U(a, k) U(a) - ’ converges strongly to one 
for k ‘y. 0. 
Proof: Since U(a, k) U(a)-’ is uniformly bounded by one, it suflices to 
prove the satement on a dense set, for instance, Cp(lR). Consider the identity 
II(U(a, k) U(a)-’ - 1) u/l2 = 2(1Ju(l* - Re(U(a, k) U(a)-’ u, u)). (111.3.1) 
The scalar product on the rhs can explicitly be computed, 
(u(a, k) u(a) - ’ u, u) = [ 
-C'(k) 
dx 1 u(x)1 * exp ia ir (\/wck,t> 
-0 
- dv2t2} dt. 
The integrand converges pointwise to ( u(x)/’ and is uniformly bounded by 
1 u(x)l’. Hence (111.3.1) converges to zero for k \ 0. 
The next result shows that theorem on the norm resolvent limit of h(k) can 
be extended to h(a, k). 
PROPOSITION 3.4. For any a E IR, h’*‘(a) = n - r lim,,, h(a, k). 
Proof: It is sufficient to prove the result for z = -1. In this case we are 
led to consider 
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II r(a; k) - r’2’(u)ll 
= I\r(k) - U(cf, k)-’ U(a) p p U(a)-’ U(a, k)ll. 
Because of the well-known compactness of v’?r and the above result on the 
strong convergence of U(k, a) U(a) ’ we get that U(a. k) ’ U(a) ~~7 
converges to v/r m in norm. The same holds for its adjoint. Hence the 
statement follows from Theorem 2.2. 
We shall now prove that the operator-valued functions h(a. k) and h”‘(o) 
have analytic extensions into the complex plane. This is a consequence of the 
following general result: 
LEMMA 3.5. Let R be an open interval of R and V in L:,,(R). V 
nonnegative. Let H be the positive selfadjoint operator with symbol -A + V 
and Dirichlet boundary conditions on cYR. Let U(a) be the multiplication 
operator by exp ia J’:, @@ d s or x0 in R and a in F?. Then the family of f 
boosted operators H(a) = U(a) HU(a)-’ extends to the strip 1 Im a 1 < 1 into 
a selfadjoint holomorphic family of type B in the sense of Kato 113 1. More 
precisely H(a) is the maximal sectorial operator with vertex zero and semi 
angle Arc sin 1 Im a 1, associated to the quadratic form 
t(u)[ul = I/Vu(12 + (1 + u?)ll c” %I12 
+ ia[(Vu. V’ ‘u) - (V’ ‘u. Vu)1 (111.3.2) 
i\lith domain the form domain of H. 
Note that for the case of unbounded intervals Dirichlet boundary 
conditions mean just square integrability. 
Proof For any CI E IFC it is easy to check that (111.3.2) holds and that the 
domain of t(u) is independent of a. Now we use formula (111.3.2) to define a 
family of forms t(a) for complex CL with the same domain. It remains to 
show that t(a) is sectorial and closed in the strip / Im 11 < 1. It is sufficient to 
show this for purely imaginary a = i/3, /3 E IF;‘. 
law tta)lull 
= arctan Im Wl4 J/3JjZRe(Vu, C” ‘u)! 
Ret(a)[ul = arctan I(Vu((2 + (1 -pI)ll v”*ul(* 
IPIIIw/l V”‘Ull 
G arctan (1 -p*)“* I(VUjlII PUI/ 
IPI = arctan (1 -p2),,z = arcsin IPI (111.3.3) 
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. which shows the sectoriarity with vertex 0 and semi angle arcsin 1 Im a 1. To 
prove closedness of t(i/3) it suffices to show the closedness of Re t(i/3) [ 13 ], 
but this is so because 
Re t(Q)[u] = ]/VU]]’ + (1 -p’)]] Y”‘u(]’ 
and the right-hand side is manifestly closed on D@(a)). 
Remark 3.6. (i) Lemma 3.5 works also with 
.IXI 
U(a) = exp ia 1 ’ ess inf( V(r), r = ]x]}“’ d]x( 0 
in any dimension. One can allow a negative part for V if it is relatively form- 
bounded to -A with bound less than one. In this case the vertex is in general 
no more zero and relation (111.3.3) is slightly different. (See [8].) 
(ii) This lemma generalizes results in [ 17, 181 in the s,ense that greater 
values of ] Im a] are allowed. This is because we investigate the closedness 
and sectoriality more directly. 
(iii) If VE L ‘(f2) x0 may be taken in an. 
Remark 3.7. Lemma 3.5 applies of course immediately to the case h(k) 
and h”‘. Therefore we conclude that the families of boosted operators h(a, k) 
and h’*‘(a) possess an analytic exension to the strip ] Im a 1 < 1. By standard 
arguments their resolvents are compact for any a in the strip 1 Im al < 1. 
Furthermore their spectrum is a-independent. 
Remark 3.8. Sometimes it is useful to remember that H(a) of 
Lemma 3.5 has the symbol 
(iv + aV”‘)’ + V= -A + ia(VV”’ + V’,“V) + (1 + a’) V. (111.3.4) 
Now we are ready to state and prove the main theorem of this section: 
THEOREM .3.9. Let h(a, k) and h’*‘(a) be the operators deJned 
preaiously. Then 
h”‘(a) = H - r lim h(a, k). (111.3.5) 
The limit is uniform in a for a in any compact set of the strip ( Im a ] < I. 
Proojl The family (r(a; k), 0 < k & k, 1 of holomorphic operator-valued 
functions in the strip ] Im a ] < 1 is uniformly bounded in k and a. This is due 
to the sectoriality 
llr@; k)ll < 1. (111.3.6) 
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So by the Montel’s theorem, this family is normal in the strip / Im a/ < I 
[ 141. We already know by Proposition 3.4 that r(a; k) converges to f-“‘(a) 
for any a in IF?. Therefore this convergence is also true uniformly on every 
compact of (Ima] < 1. 
Remark 3.10. Theorem 3.9 gives nothing new with respect to Section 2 
on the behaviour of the eigenvalues e(k). Any eigenvector cp(a. k) can be 
chosen in such a way that it is related to the corresponding eigenvector q(k) 
of h(k) by [15] 
da, k) = exp ia.1: mt) dt v(k). (111.3.7) 
Because cp(a, k) converges for k \ 0 to the eigenvector of the boosted 
harmonic oscillator h’*‘(a), exponential bounds on p(k) follow, as will be 
described in the next section. 
Remark 3.11. Boosted reduced resolvents can be introduced in the same 
way as for the resolvents. We shall denote them s(a; k, zj, s”‘(a; k, z). 
s(*)(a; z) with conventions analogous to those stated in (III. 1.8). 
The results of this section are basic for the discussion of the exponential 
decay of eigenfunctions (Section 4) and important in the proof of our main 
theorem on asymptotic expansions of discrete eigenvalues in Section 5 of this 
part (see, in particular, Proposition 5.3). 
4. Exponential Bounds 
This section contains results on exponential bounds for eigenvectors. We 
use a method which we call the analytic method based on properties of 
boosted operators analyzed in Section 3.‘. 
The main tool of this section is formulated in 
THEOREM 4.1. Let rp(a, k) and p’*‘(a) be eigenvectors of h(a. k) and 
h”‘(a). respectit$efjv. analytic in a for / Im al < 1. then 
vz ~(a. k) = 6”“‘(a) 
in F’-p(H) Vp 1 <p < co. Va ]Im a] < 1. 
’ There is another method. based on comparison theorems I16 1, They both give bounds of 
the typical form C exp f(r). The main features of the two methods are summarized: 
Analytic method Comparison method 
Bounds valuable on all Valuable only for s with Cyx) ~ E > 0 
range ofs. and monotonically increasing I’. 
Bad control on C. Good control on C. 
f(u) = u ( .’ I” ?(f) dr. f(s) =/ (L’(1) ~ E)’ ! tir. 
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Proof: We shall prove the statement for the special case of convergence 
in Lp(lR), 2 <p < co, and a E ilR only. For the general case we refer to the 
Appendix of Part III. Convergence in L2(R) follows immediately from the 
norm resolvent convergence of h(a, k) (Theorem 3.9). To prove convergence 
in Lm(R) we apply a Sobolev-type inequality’ to w(u, k) = (~(a, k) - o”‘(a) 
II w@, k)lL < constOlVv(a, k)ll II wb k)ll + II 4+, k)ll’). 
Obviously it is enough to prove uniform boundedness of 1) Vty(a, k)ll since 
11 w(a, k)ll converges to zero. This is true because 
II Vrpb k)ll’ < W4ay k) da, k), da, k)) = G)ll da, k)ll’ 
and both terms of the rhs converge in the limit k \ 0. 
Theorem 4. I implies 
COROLLARY 4.2. Let (p(k) be an eigenvector of h(k), then Vk, > 0 Vu,, 
0 < a0 < 1, there exist constants Cko,uo, Dko,ao, which depend only on k, and 
a,, such that 
Vk, O<k<k,, Va, O<a < a0 
(i) II kxp 4v2/2)“Z -x2/2/ dk>ll G Cko.ao7 
(ii) I rp(k)(xI + IO) @>I G Dko.ao exp(-4v2/2)“” x*/2). 
Remark 4.3. In particular all these bounds hold for eigenfunctions of 
h”“‘(k) and h’*‘(k) since those operators are special cases of h(k). 
In fact from Theorem 4.1 we derive more precise exponential bound using 
W(k), and then (111.1.4) is used to obtain the bounds we present. For 
example, (i) comes from 
-x W(k, t)“’ dt 
II II 
0) Q Go,a,,. 
0 
These more precise bounds applied to h’*’ and h’*‘(k) give a better decay 
with v:” instead of (~~/2)“~ which we use in the sequel. 
5. Asymptotic Expansions 
In this section we present the main result of this part. It concerns the 
asymptotic expansion of eigenvalues of the microscopic operator h(k) 
defined in Section 1. We recall that h(k) has the symbol -A + W(k), 
’ Such inequalities are proved, for instance, by differentiating and integrating ix(x) 
~(a. k: x)1’, where x(x) is a suitably chosen element of CA(R(k)). 
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W(k, x) = k-‘V(kx), and that, due to our assumptions on V, the following 
asymptotic relation holds: 
W(k, x) = W’yk, x) + O(k”- ‘), k \ 0. x fixed, 
s - 2 
W’.“‘(k.x) = F’ vn+2knxn+2. 
k=O 
We shall prove that every discrete eigenvalue e(k) of h(k) possesses an 
asymptotic expansion 
M- 2 
e(k) = e”’ + 1 T e,k” + O(k.‘-‘) 
n=l 
(111.5.1) 
and furthermore that the coefficients {e,} are computed by a formal 
application of Rayleigh-SchrGdinger perturbation theory to 
s - 2 
hc2’ + k1 L,n+2k”x”+2. 
El 
Notice that the perturbation of h (*) b y a polynomial in x is quite an extraor- 
dinary thing. However, we are not claiming anything about this beast as an 
operator, but we shall make statements about the coefficients of its 
Rayleight-Schrodinger (R-S) perturbation series. They are explicitly given 
by [1316 
en = t- (-1) \y 
/Tl 1 - ,.,+...+r’,=n 
kil+..‘tw,=l-l 
w>o.u,>o 
X~~(V,,,+~X”~+~S(~‘~~ . . . ~,,,+2~yL.~+2~‘2’U~). (111.5.2) 
We recall that s”) denotes the reduced resolvent of h”’ and s”“’ for ,u = 0 is 
by definition just the spectral projector p”’ of the unperturbed eigenvalue 
e’2’ 
THEOREM 5.1. Consider the microscopic Schrtidinger operator h(k) with 
s-vmbol -A + W(k, x), W(k, x) = k-‘V(kx) as defined Section 1 of this part. 
Let e(k) be an eigenvalue of h(k) real analytic in k, k > 0, converging to an 
eigenvalue e”’ of the harmonic approximation h”’ for k ‘k 0. Then, e(k) 
possesses an asymptotic expansion given by (1115.1) and (111.5.2). In 
particular the coeflcients (e,} :I f are finite. 
’ Notice that all the operators involved in (111.5.2) contain at least one projection operator 
IS”‘)” = p”’ so that the trace makes sense. 
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Remark 5.2. Due to the theorem on the harmonic approximation 
(Theorem 2.2) every e(k) converges to an eigenvalue of h’*). 
The structure of the proof is rather simple, the technical part, however, 
quite involved. Therefore we shall give, prior to the proof, an exposition of 
the main ideas. 
In a first step we show that the coefficients e,, as defined by (III.5.2), are 
finite (Proposition 5.8). This is not at all trivial. The mechanism, which is at 
the basis of this fact, is the exponential decay of the unperturbed eigenvector 
v (2) of h(2). 
To prove (111.5.1) we start with an identity, which follows from standard 
perturbation theory, 
N-2 
t?‘(k) = ec2’(k) + 2 e,(k) k” + R(k). 
fl=l 
(111.5.3) 
Here we denoted the discrete eigenvalues of h’*‘(k) and h’“‘(k) converging to 
e’*’ for k \ 0 by e’*‘(k) and etN’(k). e,(k) is defined as e, by Eq. (5.2) with 
the two changes 
(1) s(*)“ is replaced by s’2’(k)u. 
(2) The trace goes over L’@(k)) only. 
Hence (111.5.3) is clearly the R-S perturbation series for h’*‘(k) perturbed 
by the polynomial in k and x, W@“(k,x) - v2x2, both considered as 
operators on L’(Ll(k)).’ The remainder R(k) is given by the standard 
formula (111.5.10). Notice that the unperturbed operator is k dependent. This 
makes the statement about the order of R(k) more complicated as in 
standard perturbation theory. Still we prove (Proposition 5.11) that the 
analogous result holds: the remainder R(k) is of order k”-‘. 
In the following we shall make systematic use of the fact that every term 
in (111.5.3) can be changed by something of the order greater or equal to 
N- 1 in k, in particular, by terms which are exponentially small without 
changing the structure of the equation. Replacing etN’(k) by e(k) introduces 
an error of the order k”- ’ (Proposition 5.9) which can be absorbed therefore 
in the remainder R(k) without changing its order in k. Similarly e,(k) can be 
replaced by e, since the two differ by an exponentially small term 
(Proposition 5.10). Hence we end up with the equation we wanted to prove. 
As we mentioned previously the exponential decay of eigenvectors plays a 
crucial role in the proof of the theorem. But this localization around x,, = 0 
would be of no help if it would not be preserved by resolvents and reduced 
resolvents of h(k).8 This important fact is the content of the four following 
preparatory propositions. 
’ The k in the latter operator (perturbation) only plays the role of the coupling constant. 
a In fact. in the proof. this statement is only necessary for the operator h’,“(k). 
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PROPOSITION 5.3. Let DaoaP be9 the Banach space of function in Lp(IFG) 
analytic with respect to the multiplication group U(a) in the strip I Im a I < 1 
with the norm (Iu(\,~,~ = 11 U(-ia,) u (I,,, then the resolvents of h(k). h”‘(k). 
and h”’ are bounded uniformly in k as mapping from D,() into D,,,, ,,s~~. 
p = 2, 00, for a, < 1. 
The same property holds for eigenprojections and reduced resolvents of 
these operators. 
Proof We first prove the result for the resolvent of h(k) and p = 2. Let 
u E DaO. then if CI E R one has 
U(a. k) r(k) u = r(a, k) U(a, k) u. 
It follows from Lemma 3.5 that r(a, k) has analytic continuation in the strip 
1 Im a 1 < 1. On the other hand by assumption (III. 1.4) U(a, k) u has an 
analytic continuation in Jim al < @ a,. Then by the above equality 
U(a, k) r(k) u has an analytic continuation in this last strip and by another 
application of (III. 1.4) U(a. k) r(k) u is analytic in (Im a I < a,/fi. Uniform 
boundedness in k of the mapping so defined follows from uniform boun- 
dedness of r(a, k) for ( Im a ) < a,. 
The case p = 03 now follows from the previous one by Sobolev inequality. 
Similar method applies to the resolvents of h”’ and h”‘(k) with U(a) instead 
of U(a, k). 
Finally since eigenprojections are contour integrals of the resolvents they 
enjoy the same property as well as reduced resolvents, consequently. 
Remark 5.4. It appears from the above proof that r”‘. r”‘(k), and the 
corresponding reduced resolvents are in fact bounded from D,” to D,,).,. 
Immediately from this follows: 
PROPOSITION 5.5. For any fixed nonnegative integer n and a’, < 1 
xynr’2’(k) and xnr”) are mappings, untformly bounded in k, from DO0 to 
D,,, 4, < a,. The same is true if resolvents are replaced b)l reduced 
resolvents. 
PROPOSITION 5.6. Let v(2) and (o’*‘(k) be normalized eigenvectors of h”’ 
and h’*‘(k), respectively, with eigenvalues e”’ and e’2’(k) such that 
lim v”)(k) = (p”’ as k goes to zero. Then both [e’*‘(k) - e”’ / and 
11 p”‘(k) - P’~‘() decay faster than exp(-av:” ke2b2) for all a < 1. 
’ We shall systematically drop the index p in the case p = 2. 
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ProoJ From Green’s formula we get 
(e’*‘(k) - e(*‘)(fq(*‘(k), cp’*‘) 
= (h’*‘(k) p(k), $P’) - (q+(k), h’%p) 
= (P’(k)(x) @‘*‘(x)I;: ‘;I:,“. (111.54) 
The right-hand side is estimated by Corollary 4.2. Since (o”‘(k), (p’*‘) tends 
to one, we get the statement about e’*‘(k) - e’*’ and then by Lemma A.III.l 
about I( q’*‘(k) - p(*’ (I. 
PROPOSITION 5.1. For 0 ,< a < 1 and all integers ,a > 0, one has 
(((p’(k) - s@‘u )u,t))l<Cexp -4o~~‘k’b’)(~ir~(~Jul~, 
( 
for 1~ E D,, supp u c R(k) and some constant C depending only on a. 
Proof The case ,u = 0 follows from Proposition 5.6 and by 
Proposition 5.3 the general case reduces to ,LI = 1. On the other hand, by the 
definition of the reduced resolvent and Proposition 5.6 one can replace in the 
proof the reduced resolvent by the resolvent at some point z. One has 
((r’*‘(k, 2) - r’*‘(2)) u, u) = C’(x) $x)1”,: ‘:I:: 
with u^= r’*‘(k, z) u and D = r(*)(F) U. Since u ED, we can apply 
Proposition 5.3 to v^; it remains to show that (u^‘(+k-‘b)j < C II uII which 
follows from Sobolev inequality. 
Now we start with the proof of Theorem 5.1 and show first 
PROPOSITION 5.8. The coeflcients (e,}l:f deJined 6.~ (111.5.2) arefinite. 
ProofI Every e, is the sum of finitely many terms. Therefore it is enough 
to prove finiteness of a typical term. Due to the conditions 
p, +p, + .** +p[= I- 1, ,U~ > 0, one of the indices pi has to vanish. After 
relabelling, a typical term is of the form 
It is finite due to the exponential decay of o’*’ and the result stated in 
Proposition 5.3 about preservation of exponential decay by resolvents and 
reduced resolvents. 
Having now established that the terms we talk about in Theorem 5.1 are 
well defined, we start modifying terms in (111.5.3) as explained previously. 
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First we show that it is enough to discuss the spectrum of h’““(k). This is in 
our opinion a remarkable result in itself. 
PROPOSITION 5.9. Let e(k) and ecN’(k) be eigenvalues of h(k) and 
h’,“‘(k), respectively, converging both to e”’ for k \ 0. Then 
e(k) = e’“‘(k) + O(k-‘- ‘). (111.5.6) 
Proof: Consider the identity 
(e(k) - ecN’(k))(rp(k), rp’“‘(k)) = (p(k), (W(k) - W’,“(k)) q’.“(k)). 
Due to Theorem 4.1, 1(&k), q’“‘(k))1 converges to one. The difference 
W - W’“’ can be estimated as 
I W(k, x) - W’S’(k, x)1 < C 1x1. + ’ k,‘- ‘. 
Due to the exponential bounds on eigenvectors (Corollary 4.2) we get for an 
a>0 
I@(k), (W(k) - WtN’(k)) cp’“‘(kNl 
- 
< const k”-’ (_ (xl”+’ exp ’ 
-R 
(-a \/?x ) dx. 
This proves (111.5.6). 
Next. in (111.5.3), we substitute e”’ and e, for e”‘(k) and e,(k). respec- 
tively. The error introduced is negligible due to 
PROPOSITION 5.10. e, and e,,(k) differ by a term of order 
exp - a q 2 (1 < 1. 
Proof. We compare term by term the various contribution of (111.5.2) for 
e, and e,,(k). For example, comparing (111.5.5) with 
(,~2~(,),S~“+ZS(~)(k)U’ . . . X~‘/-~+2S(2)(k)W I ?S~“+$(2)(k)) (111.5.7) 
we get terms like 
or 
(111.5.8) 
t-y 
~~j+~S’~‘(k)U’-’ . . . S12)(k)rl X~‘~+2p(Z)(k), 
(S 
I?),‘; _ s’2’(k)“) x4+1+~s~2)U~+I , . . ~(2)~f-~pyL.f+2q,‘2)). (111.5.9) 
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The statement follows from Corollary 4.2 and Propositions 5.5-5.7 since o”’ 
and p’*‘(k) are uniformly bounded in D, and supp o”‘(k) c D(k). 
To finish the proof of the theorem we have to give an estimate on the 
remainder term R(k). 
PROPOSITION 5.11. The remainder 
A- 2 
R(k) = e’“‘(k) - e’*‘(k) - 1 e,(k) k” 
ll=l 
is O(k”-‘) 
It is enough to prove the result for the following contribution to the 
remainder lo 
R(k)=-&trl dz. z{r”‘(k,z) 
r 
x (-WN’(k, x) + t’,x’)}“- ’ r’“‘(k, z), (111.5.10) 
where Z denotes a suitable contour. To simplify notation in the following 
argument we shall write r2 for r’*‘(k, z), U for -WcN’(k, x) + uZx2, rs for 
rcN’(k, z), and p2, qN for q’*‘(k), q’*“(k). To get any result about R(k) we 
have to change the trace into a finite sum of scalar products between vectors 
with exponential decay. This is done by adding to the integrand in (111.5.10) 
a function, analytic on a neighborhood of the interior of Z, 
(111.5.11) 
I(z) = {r2U)N-’ rn: - {fj2u}“-‘s.‘. 
By telescoping the integrand Z we get the formula 
Z(z) = {r2U)N-1 Pp” + q- (r21/)“-l r2p2u(s2U)l-2 pr. 
I?2 
Notice that in every term we have a projector operator onto an eigenvector 
oN, respectively v2. Hence the trace can be replaced by a sum of simple 
scalar products of the form 
((r2U)N-’ PqP, rp”) or (U{s2U)‘-* sN(r2U)“-’ r2y12, rp’). 
” In fact every term of order larger or equal to N - I in k is put into the remainder. 
Obviously there are more terms than those written in (5.10) since W’,“(k, x) is a polynomial 
in k of degree N - 2. But all those terms are clearly of order K’- ’ as a slight modification of 
the proof of Proposition 5.8 shows. 
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Now the statement follows immediately from a repeated application of 
Propositions 5.3 and 5.5. 
6. Generalisations 
Since the beginning of this part we deal with an operator H(k) which was 
very particular because of the requirements on the size of R (see 
condition (111.1.4)), the boundary conditions on ii0 (Dirichlet) and the 
nondegeneracy of the absolute minimum of I’. In this section we shall step 
by step remove to a certain extent these requirements. First we change the 
boundary conditions in the following manner: 
PROPOSITION 6.1. The asymptotic expansions for the eigenvalues of h(k) 
and H(k) (see Section 1) are not aficted by the change of Dirichlet 
boundary conditions into Neumann boundary conditions. Moreover all results 
on harmonic approximation and exponential decay of eigemectors still hold. 
Proof. Here, all the symbols associated to h(k), H(k), defined previously. 
will be used correspondingly for the case of Neumann boundary conditions. 
We start by showing that the harmonic approximation still holds. 
First we show that the kernel of r(k) - r(‘)(k) goes to zero pointwise as 
k \ 0. Following [ 10 J we introduce the “accordion folding map” Fk from IT< 
onto Q(k) 
F&u) = x - 4nk ~~ ‘b if (4n- l)k~~‘b<s<(4n+ I)k-‘b. 
= (4~2 + 2) k-lb --s if (4n-t l)kmm’b<.u,<(4n+3)km’b. 
(111.6. I ) 
Let ti(k). F@“(k), be the bounded functions on iF defined by 
6’(k) = W(k) o gk, fic2’(k) = W”‘(k) o FA. (111.6.2) 
We shall denote by F(k), t(2) (k). the corresponding resolvents. Then one has 
(see [lOI) 
[r(k) - r’2’(k)](x,y) = \‘ 
UEB~,yl 
[t(k) - ?“‘(k)1(x.y). (111.6.3) 
For the term in the rhs of (111.6.3) which corresponds to u =J’ the 
convergence to zero goes as in Theorem 2.2, because I@(k) converges to 
I@“(k) in L:,(R). We bound the other terms by the corresponding terms 
for the free case (e(k) = @‘2)(k) = 0), where everything is computable. This 
gives sums of geometrical series which go to zero with k. Now, to have the 
convergence to zero of r(k) - rC2’(k) in the Hilbert-Schmidt norm, we must 
find a k-independent L2(R2) bound for (r(k) - r”‘(k))(x, y). Because of 
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(111.1.4) it is bounded by twice the kernel of (-d + iv,x’ + 1))’ with 
additional Neumann boundary conditions on ah(k), which is still k- 
dependent through the boundary conditions. Nevertheless it is shown in 
Proposition A.I.7 that we can bound this last one by a k-independent L2(lR2) 
function. 
Now to prove that lim,,, I( r(k) - rc2) JIHS = 0 it is sufficient to show that 
lim,,, 1) r”)(k) - r(*) JJHS = 0, but this is done in Proposition A.I.9. 
There are no difficulties to extend the results of Sections 3 and 4 on basic 
properties of boosted operators and exponential decay to this case, because 
we did not use there the fact that h(k) was defined with Dirichlet boundary 
conditions, except for Theorem 4.1 which must be reformulated differently 
(see the end of the Appendix to Part III). 
Now let eD(k), eN(k), ylD(k), (pN(k), denote the nth eigenvalues and nth 
eigenvectors of h(k) in the Dirichlet and Neumann case, respectively. By 
Green’s formula we have 
(cpD(k), vN(k))(eD(k) - eN( 
= fpD’(k, x) fpN(k, x)I::~“,-!4,‘-. (111.6.4) 
Because of the harmonic approximation lim, +,, l(qD(k), oN(k))J = 11 v(2) I(’ = 1. 
The rhs of (111.6.4) is exponentially small in k because of the exponential 
decay of the eigenvectors and their derivatives (Corollary 4.2). Hence this 
shows that the asymptotic expansion for eD(k) is valid for eN(k) too. 
We shall remove the condition on the size of R in Proposition 6.2. So far 
the operators we considered had no essential spectra. This may occur from 
now on. For that reason we introduce the notation 
V, = lim inf V(X) if *coER, 
x-r*CC (111.6.5) 
=+cc if not; 
V, = min( V, , V_). (111.6.6) 
Now we describe the operators we shall consider. Let R be any finite or 
infinite open interval in R. Let V obey conditions (111.1.1~(111.1.3), V 
having a nondegenerate minimum taken in Q as it was stated there. H(k) will 
be a selfadjoint realization of -k’A + I’ in L’(Q) with either Dirichlet or 
Neumann boundary conditions on &?.‘I 
With these assumptions one has 
v, > vg. 
” Notice that if one wants to put a Newmann boundary condition at b. it is necessary that 
b is finite and V is integrable on a bounded neighborhood of b. 
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It is well known that 
H(k) is a real analytic family for k > 0 and moreover it is monotonically 
decreasing in k. Therefore all eigenvalues E(k) below V are analytic 
functions in k > 0, monotonically decreasing. They are of multiplicity one by 
a result from the Sturm-Liouville theory. For each of them we shall consider 
the greatest open interval of the form (0, a) on which E(k) is analytic. 
F(H(k)) will denote the set of all such spectrum-valued functions. Then we 
have 
PROPOSITION 6.2. Let H(k) be as above: then 
(i) The set F(H(k)) of all spectrum-valued functions is denumerable. 
(ii) Each eigenvalue in 3(H(k)) admits an asymptotic expansion up 
to order N for k \ 0 which is given by the formal Raq’leigh-Schriidinger 
expansion as in Theorem 5.1; in particular, for the n th eigenvalue one has 
E(k)=v,+(2n+ l)\/<k’+.... 
Proof: This is an obvious consequence of Theorem 5.1 and 
Proposition 6.1 combined with Neumann-Dirichlet bracketing. 
Remark 6.3. Note that in this case all asymptotic expansions are 
distinct due to formula (111.6.9). This will not be so in the following case 
where the assumption on nondegeneracy of the minimum is dropped. 
Now we are ready to consider potentials with a finitely degenerate 
absolute minimum. Let R be an arbitrary open interval and let V satisfy 
(i)” VE G”,W. 
(ii) V has an absolute minimum L’~. 
(iii) There exists a splitting of R 
iif= (j ni. I< 00. 
i- I (111.6.10) 
pi = (bi, bi,,), bi < b;+,. i= l,.... I 
such that on every Qi, u0 is a nondegenerate minimum of V which is taken 
at .‘ci in Qi. 
I2 Of course we could weaken this assumption by allowing nonintegrable singularities at a 
tinite number of points in R. However, since such singularities would necessarily induce a 
Dirichlet boundary condition at the corresponding points. H would be a direct sum and the 
results stated below would apply to each of the components to the sum itself. 
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(iv) V admits asymptotic expansions up to order N> 2 at every xi, 
N 
V(x) = vg + 7 v,.i(x - xiy + O((x - xiy+ ‘), (111.6.11) 
II=2 
‘2.i > O Vi = l,..., I. (111.6.12) 
Let H(k) be one of the operators as defined before Proposition 6.2. ZfD(k) 
(resp. H’(k)) is the operator obtained from H(k) by adding at every point bi, 
i = 2,..., Z, a Dirichlet (resp. a Neumann) boundary condition. Then one has 
HD(k) = & H”(k), HN(k) = GJ H”(k), (111.6.13) 
i=I i=l 
where the rhs’s are defined in an obvious way. Concerning the essential 
spectra one knows 
o,,,(H(k)) = q&ID(k)) = a,,,(HN(k)) = [ V, , 00) (111.6.14) 
with V, > v,, as before. The behaviour near k = 0 of the spectra of HD(k), 
HN(k) below V, is easily analyzed because all the operators H,?(k), H”(k) 
obey the assumptions of Proposition 6.2. 
The eigenvalues of H;(k) are labelled according to their natural order. 
Those of HD(k) by two indices, the first one i refers to the relevent 
constituent HD(k), the second one is the label in a(H”(k)). In what follows it 
will be enough to write just the first index of the label. So labelled, all these 
spectrum-valued functions are analytic in k \ 0 and monotonically 
decreasing. 
Because of Proposition 6.2 we know that all these spectrum-valued 
functions admit an asymptotic expansion up to order N for k \ 0. Consider 
now, the set of all these expansions. Because of Proposition 6.2 and 
Remark 6.3, identical expansions may come only from different intervals Qi. 
When this occurs we want to consider them as distinct. 
We arrange all these expansions in increasing order by using 
DEFINITION 6.4. Let X:=0 E,k”, Cf=, EA k” be any of two of these 
expansions. We shall say that Cfro E;k” is bigger or equal to CEZO E,k” if 
there exists an interval [0, a) on which the values of Et=0 (EL -E,) k” are 
nonnegative. 
It can be easily seen that this is an order relation. 
Remark 6.5. If it happens that there are equal expansions we will fix the 
ordering of such expansions arbitrarily, since this choice is irrelevant in the 
sequel. 
We now give a name for such a set of expansions. 
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DEFINITION 6.6. We denote by &‘(HD(k)) the ordered set of all 
asymptotic expansions associated to elements in 3(Ho(k)), i = l,.... I. We 
call &‘(HD(k)) the set of repeated asymptotic expansions. 
Remark 6.1. A similar definition can be introduced for HN(k) and 
because of Proposition 6.2 
&‘(HD(k)) = .d(HN(k)): 
F(H(k)) is defined as before. 
(111.6.15 ) 
Now by the results of Proposition 6.2, formulas (111.6.13) and (111.6.15). 
Remark 4.3, and Definition 6.4 combined with Neumann-Dirichlet 
bracketing one can easily deduce 
THEOREM 6.8. Let H(k), HD(k) be the operators defined above. Then 
(i) the set .F(H(k)) of all spectrum-valued functions of H(k) below I“ 
is denumerable. 
(ii) Each element in .F(H(k)) admits an asymptotic expansion up to 
order N for k \ 0. More precise!,, the nth element of .&(HD(k)) is the 
asymptotic expansion of the nth eigenvalue in .F(H(k)) for k \ 0. 
(iii) There can be at most I eigenvalues in F (H(k)) with the same 
asymptotic expansion. 
IV. CONCLUDING REMARKS 
We begin with two remarks which show possible extensions of results of 
Part III to a more general type of potential. Throughout Part III we always 
assumed that the potential behaved like a parabola around the positions of 
absolute minimum; this was contained in assumptions (111.6.11) and 
(111.6.12). In fact the results of Theorem 6.8 are still true when (111.6.11) and 
(111.6.12) are replaced by 
V(x) = L’o + \‘ n,; L’k.i(x - xiy + O((x - Xi) + ’). (IV. I ) 
1’ Zl,.i > O Vi = I...., 1. (lV.2) 
where li is a strictly positive integer such that 21, < N, which depends on i 
the label of the well. 
One can even consider a “totally flat” minimum which means that 
V(x) = 2’” on a bounded open interval; in this case we shall set li = +oo. 
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By the Neumann-Dirichlet bracketing it is enough to consider the case of a 
single minimum. 
If we denote the operator to be studied by -gA + V, we have seen in 
Part III that k =g”’ was a convenient perturbation parameter to get 
asymptotic expansions with integral exponents. This power is relevant for the 
case I = 1 (harmonic approximation), but this is no more valid in general. 
In fact the microscopic operator h(k) is obtained with the dilation 
(D(k) u)(x) = k”*u(kx) 
This gives formally 
with k = g’:*“t ‘1. (IV.3) 
-gA + I’= L’,, + gli”+ “D - ‘(k) h(k) D(k). (IV.4) 
This formula is also valid for the “totally flat” case, where I= +co implies 
k= 1, D(k) being the identity. 
The limit of the microscopic operator is now -A + L’~,x*’ for I < 00 and 
for the flat case, this is the Laplacian with Dirichlet’s boundary conditions 
on the boundary of the open interval where V(x) = c,. 
The asymptotic expansion of the lowest eigenvalues now has the form 
E(g) = U” + g”“+ ‘)e + . . . ) (IV.5) 
where e is an eigenvalue of the limit operator. 
In the case of the “totally flat” minimum one recovers the well-known 
result 
E(g)=u,+ge+..., 
where e is an eigenvalue of the Laplacian with Dirichlet boundary conditions 
on the interval where V(X) = ~1~. To our knowledge the situation where 
I= 00, but V is not constant on some interval, is an open problem; our result 
(IV.5) suggests that in this case the first order term in the asymptotic 
expansion of E(g) is also of order g. 
Our second remark concerns the situation where the minima of V are 
nondegenerate. Let us consider a potential V satisfying the usual 
assumptions made before except that in (111.6.11) and (111.6.12) one assumes 
different minima V,, i in each interval a,, i = l,..., I. Then for each element in 
F(Hf’(k)) or F(@(k)) one has an asymptotic expansion 
E,,i(k) = uo,i + (2n + 1) 6 k* + ..+ . (IV.6) 
In this situation, however, the application of Neumann-Dirichlet bracketing 
is not as straightforward as before; it can only be asserted immediately that 
the asymptotic expansions associated to the lowest minimum u0 correspond 
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to eigenvalues of H(k). For the other minima crossing of eigenvalues of 
different H?(k) (or H”(k)) can occur even for arbitrarily small values of k. 
As a consequence the order of the asymptotic expansions in ,d(H”(k)) does 
not necessarily correspond to the order of the eigenvalues in 3 (HD(k)) and 
.3 (HN(k)) even possibly for arbitrarily small values of k. Another difftculty 
lies in the fact that, due to this possibility of crossing between eigenvalues of 
HD(k) or HN(k) coming from wells with different minima, the nth repeated 
eigenvalue of HD(k) and HN(k), respectively, do not necessarily correspond 
to the same asymptotic expansion. 
Nevertheless the situation is not as bad as it looks at first sight and we 
clarify it completely with the methods of Parts I, II. First of all the 
Neumann-Dirichlet bracketing formula (1.7) still gives information since 
once knows that for small k the spacing between eigenvalues of H”(k) and 
H”(k). i = l...., I, is exponentially small. Since the nth repeated eigenvalue of 
HD(k) = @H:(k) lies above the nth repeated eigenvalue of 
H”(k) = t@l$“(k), it is easy to deduce from the Neumann-Dirichlet 
bracketing formula (1.7) that there is certainly at least one eigenvalue of 
H(k) between two eigenvalues of HD(k) and HN(k) which have the same 
asymptotic expansion. So everything looks like if the different minima of I’ 
contributed independently to the spectrum of H(k) as in the case of H’(k) 
and HN(k). Although this is what one expects since the tunnel effect is 
exponentially small, it is not yet clear what happens near crossing points. if 
any, of eigenvalues of HD(k) and HN(k). The investigation which follows. 
using the general results of Part II. reveals a quite remarkable phenomenon. 
We assume for simplicity that there are two minima L’,,., and L’~.?. with 
1”0,, < L‘,,? and 0 < ~~~~~ $ cz., (Fig. 3). Then one expects crossing of eigen- 
values of H:(k) and H:(k) for small values of k as the asymptotic 
expansions (IV.6) suggest. Let us assume, for example, that the ground states 
E:,,(k) and E:.,(k) cross at some value k= k,. Then for a value k = k, 
close to k, one also has crossing of the ground states E:,,(k) and E:.,(k) 
FIGURE 3 
5t30:52,2- IO 
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(see Fig. 4). It follows from Proposition 1, Part II (see also Fig. 2) that there 
must be an eigenvalue of H(k) going through each of these crossing points. 
One corresponds to the ground-state branch E,(k) of H(k) which for k < k, 
comes from the lowest minimum uO,, ; the other branch comes from the other . . mmimum vO,Z. What happens after the crossing is an interchange of the 
branches between the two wells showing a repulsion effect between the levels 
coming from the two different minimas. That is, eigenstates associated to 
these two branches, which are continuous in k by a standard result of pertur- 
bation theory, have their supports continuously shifted from one well to 
another when k approaches the cross points. The arguments underlying this 
picture of quantum particles undergoing transitions from one well to another 
by this tunnel effect will be given below. The main point about the fact 
described here is that although the tunnel effect is exponentially small as far 
as the shift of eigenvalues is concerned, its effect on the support of 
eigenstates, looked upon as continuous functions of k, is very strong near 
crossing points. 
As a last remark we now want to discuss the localization of eigenstates in 
the classical limit. Our previous interpretation of the tunnel effect near 
crossing points rests on the claim that eigenstates associated to eigenvalues 
having asymptotic expansions originating from a given minimum are essen- 
tially localized near this minimum in case one is not close to a crossing 
point. The mathematical support of this claim is given by Lemma A.III.1. 
Taking h, = H(k) and h, = HD(k), one has an L*-estimate on the 
differences of eigenstates of H(k) and those of HD(k); since the last ones are 
localized entirely on some wells, one can get in this way an estimate on the 
localization of those of H(k). Such estimates involve the energy shifts 
ED(k) -E(k) which are exponentially small and the level spacings between 
lowest eigenvalues of H(k) which are of the order k2 outside crossing points. 
Accordingly lip(k) - rpD(k)(J is exponentially small outside crossing points; 
this L2-estimate is in turn easily converted into an Lm-estimate. 
“0.1 
I 
! : 
I . w 
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Of course the validity of these asymptotic arguments is questionable since 
we apply them for values of k which are not arbitrarily small. Nevertheless 
the numerical analysis of some models [8] shows that it extends to 
significant values of k including the crossing points of the first eigenvalues. 
To conclude this last remark on localization let us mention the following 
result concerning the multiple-well situation described in Section 6 the proof 
of which (see [8]) is based on Lemma A.III.1 and Neumann-Dirichlet 
bracketing for eigenprojections. Let H(k) = -k4A + V be a multiple-well 
Hamiltonian of the type described in Part III, Section 6, and HD(k) the 
associated Dirichlet operator which corresponds to the decoupled wells 
situation. 
Let us gather in same packets eigenvalues of H(k), resp. HD(k), with same 
asymptotic expansion. Then all eigenvectors associated to eigenvalues in a 
same packet are localized on the wells where the corresponding eigenvectors 
of HD(k) lice. More precisely the tails of these eigenvectors outside these 
wells are exponential& small in the L K -norm. 
APPENDIX TO PARTI: ESTIMATES OF PERTURBATION 
BY BOUNDARY CONDITIONS 
We begin with the case of several added Dirichlet boundary conditions. 
PROPOSITION A.I.1. Let H be as in part I and H,D obtained from H by 
adding Dirichlet boundary conditions at a finite number I of distinct points 
(b,}i=, in IF?+. Then 
Il(H+ 1))‘~(H,D+ l))li< i F(b,,bi;-l). 
i-l 
(A.I. 1) 
Proof. We make our proof by induction. The case I = 1 was proved in 
Proposition 1.6. Let us assume we know (A.I. 1) is true for I = J. Then 
IlWf I)-’ - W:+, + I)-‘II 
< “ F(bi,bi:-l)+F,D(b,+,,bJ+,;-1), 
iTl 
(A.I.2) 
where FJ” denotes the kernel of (Hy + 1))‘. Now by the statement of 
Lemma 1.4(ii), we have 
FJD(bJ+,rbJ+,;-l)~F(bJ+,,bJ+,;-l) (A.I.3) 
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which gives the result. Now we enter the Neumann case by giving Krein’s 
formula for one added Neumann boundary condition. In the following we 
use the notation D,F to denote the derivative of F with respect to the ith 
variable. 
THEOREM A.I.2. Let H and HN be defined as in Proposition 1 of Part I; 
then the d@ierence of their resolvent is a rank one operator the kernel oj 
which being given by 
((H-z)-’ - (HN -z)-‘}(x,y)= 
D,F(b,x;z)D,F(b,y;z) 
D, D,fV, b; 2) 
Vz E p(H) np(HN). (A.1.4) 
As for the proof of Theorem 2 of Part I, this is a consequence of Green’s 
formula; see [S] for details. 
In the following we shall use the explicit form of Green’s function of H 
F(x,y;z)= W(u,.uJ’ Uz(Y) u,(x) x >Y, 
.U,(Y) uz(x) x GY, 
(A.I.5) 
where U, (resp. UJ denotes a solution of (H-z) u = 0 which belongs to 
D(Hx), where x is a smooth characteristic function of a neighbourhood of 
the right (resp. left) end point of R; W(u, , u2) denotes the Wronskian of U, 
and u2. (See, e.g., [20]). In the following, when there cannot be confusion, 
we drop the third variable of F. In addition we shall use the general 
properties of Green’s functions which are listed below. 
PROPOSITION A.I.3. When H is of the type described in the beginning of 
Part I, one has the following properties for its Green’s function F at the point 
z=-1: 
(i) For every x in 0, F(x, . ) satisfies 
D:&Y)= (1 + V~))F(x,wv) on R - (x) (A.I.6) 
D,F(x, x-) - D,F(x, x+) = 1; (A.I.7) 
(ii) V(x,y)ER’, F(x,y)=F(y,x), D,F(x,y)=DzF(.u,y), and 
D,D,F(x,y)=D,D,F(.r,y); 
(iii) V(x, y) E R2, F(x, y) > 0 and D, D,F(x, y) < 0; 
(iv) V(x, y) E Cl*, x > (resp. < ) y, then D,F(x, y) E (0, 1) (resp. 
(-LO)). 
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Proof. Properties (i) and (ii) are very well known (e.g., 191). Proper- 
ties (iii) and (iv) can be derived, for instance, using the explicit form (A.I.5) 
of the Green’s function F and the properties of monotonicity and convexity 
of the ui’s. These last ones follow from (A.I.6) and the positivity of V. 
COROLLARY A.I.4. Under the hypothesis of Theorem A.I.2 ooze has 
t’((x.y)E (O,b]‘u [b. ~0)~. F(x,~;-l)~F”(?r.1,;-1). (A.I.8) 
ProoJ We know the sign of the quantities on the rhs of (A.I.4) using 
(iv), (ii), and (iii) of Proposition A.I.3. This is sufficient to conclude the 
proof. 
Remark A.I.5. We recall that the first order derivatives of F(x, J*; z) with 
respect to zc and ?’ are discontinuous on the diagonal x =y but the right and 
left derivatives do exist. The notation used for them in Proposition A.I.3(i) is 
standard and will be used in the following without further comment. 
From now on, to simplify and in view of applications we shall consider 
only (except in Proposition A.I.8) the case where symbol (I. 1) is the one of 
an harmonic oscillator 
L = - 2 + LX?. r>O (A.I.9) 
and the interval R is R = R. HN will denote the operator obtained from H 
by adding Neumann boundary conditions at two distinct points a and b such 
that a < 6. 
PROPOSITION A.I.6 (Krein’s formula for two Neumann boundary 
conditions). Under the conditions stated above the dl@erence of the 
resolcent of H and HN is a rank two operator the kernel of which is given b!, 
I(H - z)-’ - (HN - z)-‘](x,y) 
= (D,D2F(b,b)D,DzF(a,a)- [D,DzF(a,b))‘} ’ 
x (0, F(a, x)- D, F(b. s)) 
-D,D,F(a, b) 
D, D,F(a. a) I( 
(A.l.10) 
where the last line must be understood as a product of matrices. 
Strategy of the Proof. Let HNd denote the operator with only one added 
Neumann boundary condition at a. Then we can rewrite (H - z) - ’ - 
(HN-z)-’ as ((H-z)-‘-(HN~-z)~‘}+((HN~~-z)~‘-(HN-~)~’). 
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This shows it is a sum of two rank one operators the kernel of which we can 
compute by Theorem A.I.2. 
Proposition A.I.l gives L*(R’)-bounds on FN with z = -1 which are 
uniform in (a, b) on every neighbourhood of (-co, +oo) such that a < 6. 
PROPOSITION A.I.7. Let H and HN be as before; then 
Vu < b, 3C > 0, F”‘(x, v) < CF(x, Y). 
Moreover, C as a function of (a, b) is bounded on every neighbourhood of 
(-a, +co) such that a < 6. 
The details of the proof can be found in [8,21]. 
In the remaining of this Appendix we investigate the behaviour of pertur- 
bations induced by added boundary conditions when the position of these 
boundary conditions is pushed away to infinity. 
PROPOSITION A.I.8. Let H be as in the beginning of Part I with R = R. 
Let HD be the operator obtained from H by adding Dirichlet boundary 
conditions at the points a and b. Then if V obeys 
lim inf V(x) = +oo, (A.I.l I) 
.t-*Cc 
HD converges to H in the norm resolvent sense when (a, 6) goes to 
(--co, +m). 
ProoJ Because of Proposition A.I.1 and the inequality on the left of 
(1.19) one has 
ll(H” + l)-’ -(H+ I)-‘11 
< F(a, a) + F(b, 6) 
~ coths[l + V-(a,~)]“* + coths[l + V-(b,e)]“” 
2[1 + v-(a,&)]"2 2[ 1 + V-(b, &)]“* 
for any E > 0. (A.I. 12) 
Now if we fix E and let (a, b) go to (-co, +co ) we have, because of 
assumption (A.I.11) on V, V-(a, E) and V-(b, E) which go to infinity; so, 
the rhs of (A.I.12) goes to zero. 
PROPOSITION A.I.9. Under the conditions of Proposition AI.6 one has 
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ProoJ Using the Feynman-Kac formula one can show (see a similar 
proof in Proposition 111.6.1) that the difference of the kernels of the 
resolvents goes to zero pointwise. Now, Proposition A.I.7 provides an 
L *(I? ‘)-bound on this difference of kernels which is independent of a and b 
and which allows us to apply the Lebesgue dominated convergence theorem. 
APPENDIX TO CHAPTER III 
We begin with a lemma which gives a relation between the growth rate of 
eigenvectors and those of eigenvalues. Let h, < h, be two real positive selfad- 
joint operators. Suppose that their spectrum below e is purely discrete. We 
denote by ej”, i = 1, 2, j = 1, 2 ,..., n + 1, the first n + 1 repeated eigenvalues 
of h, and h, below e and by 9:” the corresponding real orthonormalized 
eigenvectors chosen such that (9;“. rpj”) > 0. Here Si and Ai will denote. 
respectively, eJ2’ - ej” and e!” - ej”, 
J+I 
We shall also use a sequence of 
rational functions homogeneous of degree -1 built as follows: 
G,(-u,) = $3 
I 
(A.M. 1 ) 
J 7 vKj+ I G.i+ ,(xj+ ,, xj ,..., x,) = 2 y 
+ +Yj + ‘.. +.ui 
Gi(x; ,.... x, ). 
iz 1 -vi+ I
LEMMA A.III.1. If in addition to the conditions stated above \ve assume 
that the spectrum of h, below e is nondegenerate we get 
llulh" - vljlZ'II < 2 _ ‘- ~jG,_;+l(A..A.~I....,Ai). (A.III.2) 
j=l 
Proof. Let t, 3 t, denote the forms corresponding to h, > h,. We write 
(2) _ yn 
(Pn - ii=, ani~li’ + r, where r is orthogonal to (w~“}~ , ; obviously 
JIr/I’= 1 -C?, /cz,,~~‘. Then 
where we used the mini-max principle for the last inequality. Then 
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Then if we notice that 
we obtain our basic formula 
(1 - ai’). (A.III.3) 
Inequality (A.III.2) is clearly true for n = 1; the cases n > 1 are obtained by 
induction. 
In the remainder of this Appendix we complete the proof of Theorem 4.1 
and reformulate this theorem for the case of Neumann boundary conditions 
on kX2(k). 
End of the Proof of Theorem 4.1. We divide the proof in several steps 
and give only the case u = ip and 2 <p < co. The details of the proof for a 
general a and 1 < p < 2 can be found in [8,2 11. Recall that we proved 
convergence in Lp(lR), 2 < p < co. 
(i) Convergence in P’**(IR) for a = ip. First we need the following 
result: 
Vp E [ 1, co], t/s > 0, Fz W(k)S q$a, k) = (Vzxz)‘rp’*‘(a) 
in Lp(IR). (A.III.4) 
By interpolation it is sufficient to show it for p = 1 and p = co. We write the 
proof for x in iR + ; the one for ,Y in IR - being similar. Lemma 2.1 and 
convergence in L”(R) (proved before) give (A.III.4) but in L&(R). Our aim 
is to obtain the case p = 1 by applying the dominated convergence theorem. 
We must bound IV(k)” p(a, k), so we rewrite 
W(k)’ q(i/?, k) = 
[ 
W(k)’ exp - /3’ Ix W(k, r) ’ ” dc 
-0 I 
CpW -P’L kh P’ > 0, IP -P’ 
by a k-independent L ‘(IT? ‘) function. Using (III. 1.4) this can 
1 < 1 (A.III.5) 
be done easily 
for the first factor of the rhs of (A.III.5); the second factor is k-bounded in 
LiL’(iR) by the La(lR) convergence. 
To obtain the case p = co we note that in addition to the convergence in 
LEc(lR), W(I?)~V)(& k) is bounded by a k-independent Lx(Rc) function 
which vanishes at infinity. As (V,X*)~ cp”‘(i/l) also vanishes at infinity this is 
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sufficient to deduce the convergence in L 3c’(lR + ). The second result we need 
is 
‘,‘; II Vv(a, k)ll = II Vv’Ya)ll. (A.III.6) 
Obviously one has lim,, (h(a, k) rp(a. k), q(cf, k)) = (h’2’(a) cp’2’(a). 
o”‘(a)). Taking the real part on both sides we obtain 
‘,; I)Vrp(a, k)l12 + (1 + a2)ll W(k)“? q+. li)Il’ 
= Ipp(a)ll2 + (1 + d?)llV/&P $P(a)(l? 
which shows together with (A.III.4) for s = 4 and p = 2 that (A.III.6) is true. 
Now to get the convergence of Vv(a, k) to zero in L’(R) it is sufftcient to 
show the weak convergence on a dense set because of (A.III.6). But if we 
take Cc(R) this follows from the convergence in L ‘( lb ). 
needJidi) Convergence in lti’.z(P)for a = i/I. The following result will be 
Qk, > 0. Vs > 0. sup (11 W(k)’ Vq$a, k)ll, k E (0. k,)} < co. (A.III.7) 
This follows from the identity 
W(k)’ Vp(a, k) 
W(k)’ U($‘, k)jVrp(i(P -/I’), k) + /?’ U’(k)’ ’ cp(i@ - p’). k) 1. 
/I’ > 0, lp-,PI < I. (A.III.8) 
where we see that the first factor on the rhs is k-bounded in L’ (iF7 + ) because 
of (111.1.4) and the second one is k-bounded in L’(P) because of (A.III.6) 
and (A.III.4). The proof for x in R- is similar. Then with (A.III.7) we can 
deduce the following result: 
Vk, > 0. sup(#-dpja. k) + iaV( W(k)’ ’ da. K))Il. 
k E (0, k,)} < 03. (A.III.9) 
Because cp(a. k) is an eigenvector of h(a. k) it is equivalent to derive 
(A.III.9), to look at (e(k) - (1 + a’) W(k)) p(a. k) - iaN’( ’ Vq?(a. k) 
which is k-bounded in L’(R) because of (A.III.7) and convergence in L’(F<, ). 
Now we prove that Vv(a, k) goes to zero in L”(R) with k \ 0. For later 
convenience, instead of w(a, k). we prefer to look at the vector @(a. k) 
defined by 
@(a. k) = Crp(a, k) - iaW(k)“’ v(a, k) - V~“‘(a) + ia &<T y”‘(a) 
(A.M. 10) 
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which has the same behavior as k goes to zero because their difference foes 
to zero in Lm(lR) (see A.III.4). We know that @(a, k) goes to zero with k in 
L*(lR) (see (i) and A.III.4). So by a standard trace theorem it is sufftcient to 
show that V@(a, k) is k-bounded in L*(R); this is a consequence of 
(A.III.9). 
Reformulation of Theorem 4.1 in the Neumann Case 
Let ~(a, k) and rp’*‘(a) be eigenvectors of h(a, k) and h’*‘(a), respectively, 
analytic in a for 1 Im a( < 1, then 
fz Ijrp(a, k) - Ip’Z’(a)lIXl.p,R(k,,O~l.p(lR\n,k)) = o 
for everyp in 11, co] and every a such that lImaI < 1. 
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