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We present a new connection between colorings and hamiltonian paths: If the
chromatic polynomial of a graph has a noninteger root less than or equal to
t0= 23+
1
3
3- 26+6 - 33+ 13
3- 26&6 - 33=1.29559...,
then the graph has no hamiltonian path. This result is best possible in the sense
that it becomes false if t0 is replaced by any larger number.  2000 Academic Press
1. INTRODUCTION
The first link between colorings and hamiltonian cycles was perhaps the
observation made by Tait in 1880 (see [1, p. 160]) that, if a planar cubic
graph has a hamiltonian cycle, then its dual graphs is 4-colorable. A
stronger link is provided by the fact that both the problem of deciding if
a graph is 3-colorable and that of deciding if a graph has a hamiltonian
cycle are NP-complete, and thus these two problems are, in some sense,
equivalent from a computational point of view. In this paper we provide a
new link in terms of roots of chromatic polynomials.
If G is a graph and t is a nonnegative integer, then P(G, t) denotes the
number of coloring of G such that all colors are one of the integers
1, 2, ..., t. As P(G, t) is a polynomial, it is defined for all real numbers t. We
say that t is a chromatic root of G if P(G, t)=0. Clearly, 0 is a chromatic
root, and so is 1 unless G has no edges. It is well known and easy to see
(using (1) below) that there are no other roots less than 1. Jackson [3]
proved the fascinating result that all chromatic roots distinct from 0, 1 are
greater than 3227. He also proved that 3227 cannot be replaced by any
larger number. This was strengthened in [7], where it is proved that the
set of chromatic roots consists of 0 and 1 and a dense subset of the interval
from 3227 to infinity. In this paper we prove that a graph with a hamiltonian
path has no chromatic root less than or equal to the real number t0 defined
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in the Abstract. On the other hand, for every number t1>t0 , the interval
from t0 to t1 contains a chromatic root of a graph with a hamiltonian path.
The smallest roots greater than 1 may be investigated for other classes
of graphs. Thus Jackson [3] conjectured that no 3-connected, nonbipartite
graph can have a chromatic root in the open interval between 1 and 2. It
was pointed out in [6] that Jackson’s conjecture implies the analogous
statement for graphs with a Hamiltonian cycle. It may also be of interest
to consider the class of bipartite graphs and the class of 3-connected
graphs, respectively.
2. A SPECIAL CLASS OF GRAPHS WITH HAMILTONIAN PATHS
Our terminology is essentially that of Bondy and Murty [1] with a few
modifications. If e=xy is an edge of the graph G, then Ge=Gxy denotes
the graph obtained from G by contracting e. If the edge xy is not present,
then Gxy denotes the graph obtained from G by identifying x and y. We
make repeated use of the identity
P(G, t)=P(G+xy, t)+P(Gxy, t); (1)
see Theorem 8.6 in [1] or Theorem 2.6 in [4]. Also, if G1 and G2 are two
graphs whose intersection is a complete graph with k vertices, then
P(G1 , t) P(G2 , t)=P(G1 _ G2 , t) t(t&1) } } } (t&k+1); see Theorem 2.5
in [4]. We shall use this repeatedly for k=1, 2.
If S is a set of vertices of the graph G, then an S-bridge is a subgraph
of G consisting of S, a component H of G&S, and all edges in G joining
S and H.
For each natural number k, we let Hk denote the graph obtained from
a path x1x2 } } } x2k+3 by adding the edges x1x4 , x2kx2k+3 and all edges
xi xi+4 for i=2, 4, 6, ..., 2k&2. This is a special class of graphs which
Jackson [3] calls generalized triangles. Proposition 2.1 below gives an
alternative characterization of the graphs Hk .
Proposition 2.1. Let G be a 2-connected graph having a hamiltonian
path. Then G is isomorphic to a graph of the form Hk if and only if G
satisfies the following: G has a separating set S of two vertices and, for each
such set S, G has no edge joining the two vertices of S, and G has precisely
three S-bridges, and none of them is 2-connected.
Proof. It is easy to see that each Hk has the property described in
Proposition 2.1. Suppose conversely, that G has the property of Proposi-
tion 2.1. Let S=[x, y] be a separating set of vertices of G, and let M1 ,
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M2 , M3 be the three S-bridges. Let P be a hamiltonian path in G. We may
assume that P starts in M1 and ends in M3 . As M2 is not 2-connected, it
has a cutvertex z. Now G&[x, z] must be connected since it has at most
two components (because P contains a hamiltonian path of M2 joining x
and y). Since G&[x, z] is connected and M2&z is disconnected, it follows
that one of the components of M2&z consists of x only. Similarly, the
other component of M2&z consists of y only. Hence M2 is the path xzy.
We may assume that P contains a hamiltonian path of M3&x starting
at y. Let u be a cutvertex of M3 . Then the component of M3&u containing
x contains x only, since otherwise, G&[x, u] has precisely two com-
ponents, a contradiction. Since M3 is connected, x is joined to u. If M3 has
more than three vertices, then G&[u, y] has precisely three components,
one of which consists of a single vertex v by the previous reasoning. Note
that P contains the path xzyvu and that z and v have degree 2 in G. Since
we can repeat the argument, it follows that every second vertex in P has
degree 2 in G. We also note that G contains the edge xu and no other edge
from x to M3 , and that x and u have distance 4 on P. By repeating the
argument, we conclude that any two vertices in G which have distance 4 on
P and which have degree greater than 2 in G are joined by an edge in G
and have degree 4 in G. Now it is easy to see that G is isomorphic to a
graph of the form Hk .
We now turn to the chromatic polynomial of Hk . We let t0 be the
number introduced in the Abstract. Equivalently, t0 is the unique real root
of the polynomial (t&2)3+4(t&1)2.
Proposition 2.2. The union of the sets of chromatic roots of the graphs
H1 , H2 , ... consists of 0, 1, 2 and a subset of the open interval between t0 and
2 having elements arbitrarily close to t0 .
Proof. As mentioned earlier, no chromatic polynomial has a root less
than 1 and distinct from 0. Since H2 is nonbipartite, 2 is a chromatic root.
Since each Hk is a series-parallel graph (that is, a graph containing no
subdivision of K4), no Hk has a chromatic root greater than 2; see [7]. So,
we focus on the interval between 1 and 2.
Let pk denote the chromatic polynomial of Hk . If we put x=x2k+2 and
y=x2k and apply (1) and the remark following (1) to Hk , where k3,
then
pk=(t&2)2 pk&1+(t&2)(t&1)2 pk&2 . (2)
Note that (2) also holds for k=2 if we put p0=t(t&1)(t&2).
For a general theory of recurrence relations, see, e.g., Theorem 4.4.1 in
[5]. However, (2) is of second order and therefore easy to solve directly,
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as explained below. For (almost) each fixed t, (2) has a solution of the
form
pk=A:k+B;k, (3)
where A, B are constants (depending on t) and
:= 12 ((t&2)
2+- (t&2)2+4(t&1)2 (t&2)) (4)
and
;= 12 ((t&2)
2&- (t&2)4+4(t&1)2 (t&2)). (5)
Putting k=0, 1, respectively, in (3) we obtain
A+B=t(t&1)(t&2) (6)
and
A:+B;=t(t&1)((t&2)3+(t&1)2). (7)
Suppose now that 1<t<t0 . Then :, ; are distinct positive real numbers.
If we multiply both sides of (6) by ; and subtract the resulting equation
from (7) we conclude that A is negative. By (6), B<&A. Since :>;>0,
it follows from (3) that pk(t)<0 for each k=1, 2, ... . In particular, t is not
a chromatic root of any Hk , k=1, 2, ... .
Suppose next that t0<t<2. Then :, ; are not real. Now there exist real
constants A, B, r, % (depending on t) such that pk=Ark sin %k+Brk cos %k.
By changing t slightly, if necessary, we may assume that %? is irrational.
Then the numbers %, 2%, ... are dense in the set of real numbers modulo 2?;
see, e.g., Lemma 2.1 in [7]. It follows that the numbers p1(t)r, p2(t)r2, ...
get arbitrarily close to each of A, &A, B, &B. In particular, they do not
have the same sign. Hence some pk has a root between t0 and t.
For each k=1, 2, ..., let tk be the smallest root of pk greater than 1.
Using (2) it is easy to prove, by induction on k, that t1 , t2 , ... is a strictly
decreasing sequence. Hence it tends to t0 as k tends to infinity, and there-
fore t0 is not a root of any of p1 , p2 , ... .
3. THE GENERAL CLASS OF GRAPHS WITH
HAMILTONIAN PATHS
Theorem 3.1. Let G be a 2-connected graph with n vertices having a
hamiltonian path. Then
(&1)n P(G, t)>0 when 1<tt0 . (8)
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Proof. We prove Theorem 3.1 by contradiction. Let us assume that G
is a smallest counterexample, and let t be a number less than or equal to
t0 for which (8) fails. Since the sequence t1 , t2 , ... defined at the end of the
proof of Proposition 2.2 is a strictly decreasing sequence of numbers
converging toward t0 , it follows that P(Hk , t)<0 for all k, and hence G is
not isomorphic to any of the graphs H1 , H2 , ... . We shall prove that G has
the properties described in Proposition 2.1. Then Proposition 2.1 implies
that G is isomorphic to one of the graphs H1 , H2 , ..., a contradiction.
If e=xy is an edge of G, then Ge is 2-connected.
Equivalently, G&x& y is connected. (9)
To prove (9), let us assume that G&x& y is disconnected. Then we can
write G=G1 _ G2 , where G1 & G2 consists of x, y, e, and each G1 , G2 is
a 2-connected graph smaller than G having a hamiltonian path. Since
P(G, t)=P(G1 , t) P(G2 , t)t(t&1) (see the remark following (1)), and G1 ,
G2 both satisfy (8), it follows that also G satisfies (8), a contradiction. To
obtain the final contradiction it suffices to prove the following:
G has a separating set of two vertices. If S is a separating set
of two vertices x, y of G, then G has precisely three S-bridges
none of which is 2-connected. (10)
Since G has a hamiltonian path Q, and G is 2-connected, G has an edge
e which is not in Q but incident with an end of Q. If G&e is 2-connected,
then G&e satisfies (8). By (9), also Ge satisfies (8). But then (1) implies
that also G satisfies (8), a contradiction. So G&e has a cutvertex. Hence
G has a separating set of two vertices. Let S=[x, y] be any such set.
Since G has a hamiltonian path, G cannot have more than three S-bridges.
If G has precisely two S bridges G1 , G2 , say then by (1),
P(G, t)=P(G+xy, t)+P(Gxy, t)
=P(G1+xy, t) P(G2+xy)t(t&1)+P(G1 xy, t) P(G2 xy, t)t.
Since each of the four graphs in the last term satisfies (8), it follows that
both summands in that have the same sign, and hence also G satisfies (8),
a contradiction. So we may assume that G has precisely three S-bridges G1 ,
G2 , G3 with n1 , n2 , n3 vertices, respectively. Recall that Q is a hamiltonian
path of G. We may assume that Q starts and ends in G1 and G3 , respec-
tively.
We first prove that G2 is not 2-connected. Suppose therefore (reductio ad
absurdum) that G2 is 2-connected. By (9), G2 has at least 4 vertices. Let H
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be the graph obtained from G by deleting G2&x& y and adding a path
xzy instead. Then H satisfies (8) and we use (1) to conclude
0<(&1)n1+n3+1 P(H, t)
=(&1)n1+n3+1 (P(H+xy, t)+P(Hxy, t))
=(&1)n1+n3+1 (P((G1 _ G3)+xy, t)(t&2)
+P((G1 _ G3)xy, t)(t&1)). (11)
Since P((G1 _ G3) + xy, t) = P(G1 + xy, t) P(G3 + xy, t)  t(t&1) and
P((G1 _ G3)xy, t)=P(G1 xy, t) P(G3 xy, t)t, and all four graphs on the
right hand sides satisfy (8), it follows that P((G1 _ G3)+xy, t) and
P((G1 _ G3)xy, t) have the same sign. Hence (11) implies that
|P((G1 _ G3)+xy, t)|>|P((G1 _ G3)xy, t)| (t&1). (12)
Since each of G2 , G2+xy and G2xy is 2-connected and has a hamiltonian
path, each of them satisfies (8). Hence P(G2+xy, t) and P(G2 xy, t) have
opposite sign, and by applying (1) to G2 we conclude that
|P(G2+xy, t)|>|P(G2 xy, t)|. (13)
By (1), (12), (13), we get
(&1)n P(G, t)=(&1)n (P(G+xy, t)+P(Gxy, t))
=(&1)n P((G1 _ G3)+xy, t) P(G2+xy)t(t&1)
+(&1)n P((G1 _ G3)xy, t) P(G2 xy, t)t>0. (14)
This contradiction proves that G2 is not 2-connected. Finally we prove
that G3 is not 2-connected. Suppose therefore (reductio ad absurdum) that
G3 is 2-connected. We may assume that Q contains a hamiltonian path Q3
of G3&x starting at y. Since G3 is 2-connected, x is joined to at least two
vertices of Q3 . Let u be the neighbor of x on Q3 which is closest (on Q)
to y. By the choice of u, G&xu is 2-connected. By (9), Gxu is 2-connected.
By (1)
P(G, t)=P(G&xu, t)&P(Gxu, t), (15)
By the minimality of G, G&xu satisfies (8). It now suffices to prove that
also Gxu satisfies (8). This follows from the minimality of G if Gxu has
a hamiltonian path. So assume that Gxu has no hamiltonian path. Then
G3 has at least five vertices. We now repeat the above proof where we were
assuming that G2 is 2-connected. In that proof we used the fact that all the
graphs G2 , G2+xy and G2 xy are 2-connected and have a hamiltonian
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path. So, all we need to prove is that the same statement hold when G2 is
replaced by G3 xu. By (9), Gxu is 2-connected and hence also G3 xu+xy
is 2-connected. So we must argue why G3xu and G3xuxy are 2-connected.
Otherwise G3&x&u or G3&x& y&u is disconnected. The two paths Q4 , Q5
of Q3& y&u show that none of G3&x&u or G3&x& y&u has more
than two components. As x is joined precisely to one of Q4 , Q5 , it follows
that G& y&u has precisely two components. (Note that, if G3&x&u is
disconnected, then the component containing y must also contain a neighbor
of y because G3 is 2-connected, and y is not joined to x.) This contradiction
to the second part of (10) (which we have already proved) completes the
proof.
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