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Abstract—In 6G networks, unmanned aerial vehicles (UAVs)
can serve as aerial flying base stations (AFBS) with aerial
mobile edge computing (AMEC) server capabilities. AFBS is
an increasingly popular solution for delivering time-sensitive
applications, extending network coverage, and assisting ground
base stations in the healthcare systems for remote areas with
limited infrastructure. Furthermore, the UAVs are deployed in
the healthcare system to support the Internet of medical things
(IoMT) devices in data collection, medical equipment distribution, and providing smart services. However, ensuring the privacy
and security of patients’ data with the limited UAV resources
is a major challenge. In this paper, we present a federated
deep reinforcement learning framework for resource allocation
in UAV-enabled healthcare systems, where IoMT devices send
their trained model parameters without transmitting sensitive
raw data to the AMEC server. In the proposed framework, the
IoMT device is associated with AFBS based on the quality of the
data and its demand in order to maximize learning efficiency
and accuracy. This work aims to minimize the computation costs
of the IoMT devices while considering UAV resources and the
fairness of UAV coverage. Simulation results prove that our
proposed algorithm outperforms other baseline algorithms in
learning accuracy and computational cost.
Index Terms—IoMT, UAV, Privacy preservation, Computation
cost, Federated learning, Resource allocation

I. I NTRODUCTION
The emergence of sixth-generation (6G) technologies offers a promising paradigm for intelligent Internet of medical
things (IoMT) networks or intelligent Internet of Healthcare
Things (IIoHT) in healthcare 4.0. The IoMT is an emerging
technology that enables medical IoT devices and people to be
incorporated into the healthcare industry to exchange healthcare data via a wireless connection [1]. In addition, IoMT
increases reliability, provides the end-to-end services, reduce
costs, and provides better services for society [1], [2].
However, resource constraints, privacy, network congestion,
and delay are critical issues that must be addressed in IoMT to
satisfy the quality of the service (QoS) and save patients’ lives.
These issues can affect the end-to-end delay and performance
of data delivery in the healthcare system. The mobile edge
computing (MEC) has been utilized to reduce delays in

emergency packet delivery and reduce congestion in healthcare
systems [1], [3]. However, the base station (BS) equipped with
MEC services may fail due to artificial or natural calamities,
or the MEC servers may become overwhelmed when dealing with ultra-dense IoMT/end-user devices. Furthermore, the
conventional MEC network cannot fully satisfy the healthcare
system’s demands because most IoMT devices are mobile.
In this regard, the Unmanned Aerial Vehicle (UAV) is used
to enhance network coverage, relaying edge devices data to
the central MEC server, compute tasks and allocate resources
to devices, etc. In the healthcare industry, UAVs are used
to collect and transfer medical data from IoMT devices to
MEC servers, transfer medical data to desired patients and
physicians, provide medical treatments and diagnoses to patients at any time and allocate different resources to IoMT
devices [4], [5]. Therefore, the UAV-enabled healthcare system
can alleviate the difficulties of personal and patient health
monitoring and control in remote areas and during pandemics,
epidemics, and emergencies.
Furthermore, machine learning (ML) methods have been
applied in the healthcare industry to provide smart health
services, optimizing system parameters, monitoring populations, and controlling chronic diseases [6]. In particular, the
reinforcement learning (RL) and deep RL (DRL) methods
are used in the healthcare industry to maximize energy efficiency, minimize communication latency, and allocate efficient
resources [7] [8]. Federated learning (FL) is a recent ML
paradigm that allows heterogeneous edge nodes to train data
models and perform aggregation centrally, protecting data
privacy. In [9], [10], the authors proposed a framework that
utilizes FL and edge computing to help healthcare systems
deal with the constraints of resources and privacy preservation
issues. Yang et al. [11] presented an FL-based UAV-enabled
network to preserve the privacy of the data training model
for the edge user devices. Elayan et al. [12] proposed a deep
FL framework for healthcare data monitoring and analysis
using IoT devices to ensure medical data privacy and support
decentralization.

The research works mentioned above demonstrated that
federated reinforcement learning (FRL) has been used in
5G and B5G enabled healthcare systems to preserve privacy
while efficiently allocating resources. Therefore, to address
the problems of conventional MEC and resource limitations
of IoMT devices while preserving medical data privacy, we
propose a federated DRL (FDRL) framework for a UAVenabled healthcare system that enables distributed learning
and allocates resources efficiently. The combination of FL
and UAV technology is an essential piece of technology for
the healthcare system because it delivers ultra-low latency and
addresses various ground IoMT needs. The main contributions
of this paper are summarised as follows (1) We propose an
FDRL framework for UAV-enabled healthcare systems that
allows IoMT devices to share, aggregate, and update the DRL
model parameters in a distributed manner. (2) We formulate
association and resource allocation problems, then transform
the problem to a Markov decision process (MDP) model and
solve it using the DRL algorithm, a deep deterministic policy
gradient (DDPG) to control a dynamic and high-dimensional
network environment. (3) We conducted an extensive simulation using a real-world heartbeat datasets to prove that the
proposed FDRL algorithm can achieve the theoretical analysis
and outperform the existing benchmarks.
II. S YSTEM MODEL
As shown in Fig. 1, we consider a UAV-enabled healthcare system consisting of multi-UAV deployments swarming
over the ground network in a smart city. The UAVs are
equipped with aerial MEC (AMEC) servers to provide services/resources to the IoMT devices (IMD). Moreover, one
central server/SDN manages the air-to-ground (ATG) network.
There is a set of IMDs denoted by M = {1, . . . , M } and a set
of UAVs in a clustered network denoted by J = {1, . . . , I}
and controlled by one UAV cluster head (UCH) u. In particular, the ground BS or small BS (SBS) may be overburdened
as a result of providing a large number of IoT devices/livestream events, BS/SBS may fail, and being unable to cover vast
geographical areas such as remote areas and mobile devices.
Therefore, UAV technology is a prominent solution to address
these issues in B5G/6G network infrastructures. Without loss
of generality, we use a 3D Cartesian coordinate system to
express the position of IMD m as (xm , ym , 0) and UCH u as
(Xu , Yu , Hu ) at time slot t, where Hu is represents altitude
of UCH. The horizontal distance between IMD m and UCH
u can be written as:
p
Dmu (t) = (Xu − xm )2 + (Yu − ym )2 , ∀m ∈ M. (1)
w
Let αmu
(t) ∈ {0, 1} be a binary variable representing IMD m
w
association with UCH u and A = {αmu
(t)} is the association
w
matrix, ∀m ∈ M. When αmu (t) = 1, the IMD m can share
the model parameters after performing local training with
UCH and the UCH u coverage should be i.e, Dmu (t) ≤
w
Hu tanθu ; otherwise αmu
(t) = 0 then IMD m computes
the task locally. The ATG communication link between the
UCH u and the m-th IMD with a specific probability can be

Fig. 1: Proposed system model.

modeled by path loss which includes the line of sight (LoS)
and non-LoS (NLoS) [13]. The probability of LoS depends on
the environment, the altitude, angle of elevation, and location
of both the UCH and the IMD. Therefore, according to [13],
[14] the LoS connection probability between UCH u and IMD
m at time slot t is calculated as:
1
LoS
,
Pmu
(t) =
(2)
1 + ς1 exp − ς2 ( 180
π θmu − ς1 )
where ς1 and ς2 are constants depending on environment and
θmu denotes the angle of elevation between UCH u and IMD
Hu
m, which is given as θmu = tan−1 ( dmu
(t) ). The transmission
data rate of IMD m can be calculated as:


Pmu (t)hmu (t)
Rmu (t) = bmu (t)log 1 +
,
(3)
σ2
where bmu (t) and Pmu (t) denote the allocated bandwidth
from UCH u to IMD m and the transmission power of IMD
m to offload data to UCH u, respectively. σ 2 is noise power
LoS
and hmu (t) = 10−P lmu /10 is channel gain between UCH
u and IMD m at time slot t. bmu (t) ∈ [0, 1] is fraction of
radio spectrum allocated to IMD. The allocation of spectrum
resources should satisfy the following constraint:
X
bmu (t) ≤ 1, ∀m ∈ M.
(4)
m∈M

We assume that the ATG system employs multiple channel
access techniques based on the orthogonal frequency-division
multiple access (OFDMA) approach [14]. The set of available
subchannels is defined for each computing node as w ∈ W =
{1, 2, 3, ..., W }. Let B be an operational frequency band that
B
[Hz], and
can be divided into an equal subchannel b = W
assigned to IMDs using multiple radio access techniques. The
IMD m then offloads tasks to the UCH at time slot t [15]. The
allocated radio resource between IMD m and UCH u should
meet the following constraints:
M
X
m=1

w
αmu
(t)bmu (t) ≤ B, ∀m ∈ M.

(5)

Each computational node can serve at most m IMDs at time
slot t.
A. Computing Model
Each IMD generates or collects sensitive data or timetolerable data from patients or users, denoted as Nm =
(Cm , Dm , Tm , βm ), where Cm denotes the required number
of CPU cycle to compute the data, Dm denotes the size
of data transmitted or in transmission to edge node, Tm is
the latency constraint and βm ∈ {0, 1} denotes data type is
sensitive/critical or not. If βm = 1, indicates sensitive/critical
data and if βm = 0, it is time tolerable data.
When the IMD m is not associated with UCH, it can
compute tasks locally. The local computation time of the
m (t)
loc
task is calculated as Tm
(t) = D
fm (t) ≤ Tm (t), ∀m ∈ M,
where fm (t) is computation capacity of IMD m and should
max
satisfy 0 ≤ fm (t) ≤ fm
. The energy consumption of local
exe
3
loc
(t), where
execution is calculated as: Pm
(t) = κm (fm
)Tm
κm is the energy coefficient of CPU. The power constraint of
IMD m is calculated by:

T 
X
exe
max
Pm
(t) + Pmu (t) ≤ Pm
, ∀m ∈ M,
(6)
t=1

where Pmu (t) is transmission power consumption from IMD
max
is maximum power budget of IMD
m into UCH, and Pm
m. When the IDM m is associated with UCH u at time
slot t and offloads data into UCH, the data transmission
m (t)
tr
w
latency is calculated as Tmu
(t) = αmu
(t) RCmu
(t) , ∀m ∈ M.
The execution latency of offloaded data can be written as
m (t)
w
exe
(t) fDmu
(t) = αmu
Tmu
(t) , ∀m ∈ M, where fmu (t) is allocated
computation capacity from UCH u at time slot t. The total
latency to process medical data is calculated as Tmu (t) =
exe
tr
w
loc
(t).
(t)+Tmu
(t) = 0; otherwise Tmu (t) = Tmu
(t), if αmu
Tm
The computation constraint of UCH u can be written as:
M
X

fmu (t) ≤ Fumax , ∀m ∈ M,

(7)

m=1

where Fumax is the maximum computation capacity of UCH
u including UAVs.
B. Energy consumption Model
To compute the IMD m task, the energy consumption
of UCH u includes transmission power, execution power,
hovering power, and flying power consumption. We assume
that each IMD m and UCH u adopts discrete power control
[13]. The energy consumptionof UCH u for transmitting
tr
IMD m task at time slot t can be written as Emu
(t) =
w
αmu (t)pmu (t), ∀m ∈ M, where pmu (t) is the allocated
transmission power of UCH u to IMD m. Further, the energy
consumption for computing IMD m task at time slot t can
ex
3
ex
be written as Emu
(t) = κ̂u fmu
Tmu
(t), ∀m ∈ M, where κ̂u
effective capacitance coefficients of UCH u that depend on the
CPU. The UCH u transmission power resource constraints can
be written as:
I
X
Pmu (t) ≤ Pumax , ∀j, ∀m ∈ M,
(8)
i=1

where Pumax is the maximum available transmission power
resource block of UCH u. Therefore, the overall energy
consumption to accomplish IMD m medical tasks can be
IM D
w
written as Emu (t) = Em
(t) if αmu
(t) = 0, otherwise
tr
ex
Emu (t) = Emu (t) + Emu (t) .
When the IMD is associated with the UCH u according
to the current policy and other IMD information, the energy
consumption is also calculated based on UCH u constraints
such as flying, hovering, and execution energy consumption at
the time slot t [14]. The flying energy consumption depends
on flying distance and speed of UCH Vu (t). Then, the flying
fl
energy consumption
√ Eu (t) at time slot t is calculated as:
q
(t)
Euf l (t) = pful (t) Vuu(t) , where pful (t) is flying power consumption of UCH u at time slot t and Vu (t) represent speed of
UCH u and qu (t) = [xu (t) − xu (t − 1)]2 + [yu (t) − y(t − 1)]2 .
The UCH u hovering energy consumption Euho (t) at time slot
pho (t)Cm (t)
t is calculated as Euho (t) = uRmu (t)
, where pho
u (t) denote
the energy consumption during hovering at the time slot t.
Therefore, the total energy consumption of UCH u in the time
slot t is calculated as Eutot (t) = ζ̄Euf l (t)+ ζ̂Euho (t)+ ζ̌Euexe (t),
where ζ̄, ζ̂, ζ̌ weights of the UCH u flight, hovering and
computing energy consumption, respectively. In this study, our
first aim is to allocate resources efficiently to IMDs while
minimizing the energy consumption and latency of IMDs
via optimizing both the offloading/association and resource
allocation decisions. But, this may lead to an unfair process
since one UCH may serve more IMDs than others. To address
this, we adopt the fairness coverage of UCHs defined in [14].
It defines the level of fairness among UCHs that serve IMDs
and among IMDs in the healthcare systems.
We formulate the optimization problem (9) to minimize
the costs including energy consumption, delay, and resource
w
(t), bmu (t)
allocation, depending on decision profile αmu
and the resources of UCH. The overall P
computation costs

M
w
(t)
Tmu (t) +
expressed as Zmu (t) = ωt αmu
m=1

PM
w
(t)
ωe αmu
m=1 Emu (t) , where ωt and ωe denote the
weight of latency and energy consumption, respectively and
ω1 + ω2 = 1.
P1

min Zmu (t)

(9)

A,B,F ,P

S.t:

w
C1 :αmu
(t) ∈ {0, 1}, βm (t) ∈ {0, 1},

bmu (t) ∈ [0, 1], ∀m ∈ M.
X
X
w
C2 :
αmu
(t) = 1,
bmu (t) ≤ 1.
u

C3 :

C4 :

C5 :

M
X
m=1
M
X
m=1
M
X

u

fmu (t) ≤ Fumax , ∀m ∈ M.
pum (t) ≤ Pumax , ∀m ∈ M.
w
αmu
(t)bmu (t) ≤ B, ∀m ∈ M,

m=1
w
{αmu
(t)},

where A =
B = {bmu (t)} , F = {fmu (t)} ,
P = {pmu (t)}, ∀m ∈ M . Here, constraint (C1) indicates

the binary offloading decision strategy, data type of IMD m
and radio resource, respectively. Constraints (C2) indicates that
computation task compute at one place at time slot t, the
allocated radio resource at time slot t should be equal to or less
than 1. Constraints (C3, C4, C5) denote the maximum computation capacity, maximum transmission power, and maximum
radio resource of computational node u, respectively.
C. Federated learning model
The classic DRL approaches lack training data and have
a high overhead, making it difficult for agents to develop an
accurate DRL model for individual learning. To tackle these
issues, FL can be used to improve the local DRL model’s
training performance without relying on centralized training
data. We utilize FL in a UAV-enabled healthcare system
to improve decentralized resource allocation and association
while maintaining the privacy of IMD data. The IMDs upload
their local models to the AMEC server/SDN using optimal
resource allocation and association policies. The AMEC server
uses federated averaging to aggregate all local models into
a global model. Then, the AMEC server sends the updated
global model to the associated IMDs, and the IMDs train their
local model based on the updated global model. For each IMD
task, let Dm be a dataset of local IMD, and local training
sample size is D = {D1 , D2 , . . . , DM }. {Dmu } is a dataset
on UCH to train the global model. For the m-th IMD, the sum
loss function on dataset Dm can calculated as:
Fm (θθ u ) = P

1

M
X

F (θθ u ).

(10)

m∈M m=1

Each associated IMD m trains its model parameters θ m (t)
based on its dataset Dm by calculating the local stochastic
gradient descent ▽Fm (θθ u (t))
θ m (t)) = θ u (t)) − ϕ ▽ Fm (θθ u (t)),

(11)

where ϕ > 0 is the learning step. The AMEC server performs
global model aggregation by averaging and updating global
model parameters expressed as:
θ u (t + 1) = P

M
X

1

m∈M

Dm

θ m (t + 1).

(12)

It may transmit incorrect data or requests, as medical data is
sensitive and may be compromised during the training process,
and raw data transmission consumes resources. Therefore, we
use FL, which allows each IMD to train a local model and
then transmit the parameters of the locally trained model to
acquire a global model by aggregating the local model at
UCH or SDN. It minimizes the global model’s loss function
and computation costs in terms of communication latency and
energy consumption while maintaining the privacy of the IMD
data.
Algorithm 1 DDPG-based solution
1: Randomly initialize critic’s network Q(s, a|θQ ) and
actor’s network µ(st |θµ ) with weight θQ and θµ
2: Initialize actor’s and critic’s target networks Q′ (.) and
′
µ′ (.), with weights θQ ← θQ and θµ′ ← θµ
3: Initialize the memory replay B
4: for episode = [1, 2, . . . , 1000] do
5:
Initialize ATG environment
6:
Receive an initial state s(0)
7:
for time step : [t = 1, 2,...,T] do
8:
Based on the policy µ, select action a(t) = µ(s(t))+
ς, ς is exploration noise
9:
if ψu (t) > 0 ∩ νu (t) > 0 then
10:
Execute action a(t) and obtain the immediate
reward r(t).
11:
Observe the next state s(t + 1).
12:
Collect
and
store
transition
tuples
(s(t), a(t), r(t), s(t + 1)) into memory replay B.
13:
Randomly sample mini-batch H of transition tuples from B.
14:
Update the critic main-network Q(s, a|θQ ) and
Update the actor main-network µ(s(t)|θµ ) by
policy gradient and loss function.
15:
Update actor’s target network and critic target′
′
′
network by θQ ← τ θQ +(1−τ )θQ , θµ ← τ θµ +
µ′
(1 − τ )θ
16:
end if
17: end for
18: end for

m

Algorithm 2 depicts the proposed FDRL algorithm process.
III. FDRL- BASED S OLUTION
In this section, we present an FDRL-based privacypreserving resource allocation and association policy to solve
the resource allocation and association problems in (9). We
incorporate the DRL (DDPG) with the FL. The problem with
the ATG network is that the environment is dynamic, and the
action space is continuous. The DDPG algorithm [16] is used
to solve this problem. It can make an optimal association and
resource allocation decision based on IMD demand information, network coverage, and resource block of UCH. However,
the IMDs transmit the raw data to the edge or central server,
which trains the learning model and obtains the optimal policy.

A. Deep Reinforcement Learning Framework
First, we transform the problem (9) into a DRL basic idea
of an MDP model [14], [17]. The AMEC server acts as a
learning agent. Define the MDP tuples as follow:
State Space S(t): The state space is a set of states
s(t) ∈ S(t) = {s(t)} in the environment, i.e., s(t) =
{βm (t), ψu (t), Tm (t), νu (t)}, where βm (t), ψu (t), Tm (t) and
νu (t) denote task type of IMD, UCH resource blocks, maximum time delay of task Nm and UCH coverage range at time
slot t, respectively.
Action space A(t): The agent selects association and resource
allocation actions a(t) from action space A(t) depending on
the observed state and the current policy π, where π : S → A.
w
a(t) = {αmu
(t), bmu (t), fmu (t), pmu (t)}.

Reward function R(t): The reward function is the objective
function of (9). The agent obtains minimal computation costs,
including communication latency and energy consumption,
after completing the IMD task Nm at time slot t. The reward
e e
function is defined as r(t) = −(ω t rt + ωP
r ). Then the
T
overall reward function is given as R(t) =
t=1 r(t). The
objective of the agent is to maximizePthe long-term reward,
+∞
which is given as: π ∗ = argmaxa Eπ [ t=1 γ t−1 r(t)], where
γ is discount factor on immediate reward r(t).
Algorithm 2 FDRL-based association and resource allocation
1: Inputs: Execute resource allocation and association by
running Algorithm 1
2: Initialize: global parameters θ u (0) at AMEC server, number of communication round T , and learning step ϕ
3: for time slot = 1, 2, ..., T do
4:
for Each IMD m do
5:
Compute its local update.
6:
Train the local model parameter.
7:
Return θ m (t + 1)
8:
end for
9: Upload θ m (t + 1) to the AMEC server.
10: AMEC server receive θ m (t + 1) from each IMD m.
11: Update the global model on AMEC server by Equ. (12).
12: end for
13: Output: Obtain final global FL model parameter θ u .
1) DDPG based solution: The DDPG algorithm can discretize state and action spaces to deal with continuous state
and action spaces. It solves the problem by combining the
advantages of deep neural network (DQN) with a policy
gradient. It is a hybrid network comprised of a critic and
an actor (make action decision); both make use of a DQN.
The critic evaluates each state-action pair using a Q-function
[16]. As any DRL algorithm, DDPG algorithm has training and
testing phases. Regarding the correlation between transitions
utilized in the training stage, experience replay technology is
used in DDPG to minimize the convergence rate. Specifically,
storing Ot transitions in a replay memory buffer and randomly
sampling a mini-batch of transitions from the buffer to train the
DDPG model, i.e., updating the actor and critic’s parameters
until they converge. The actor-network and critic network
parameters are updated according to the policy gradient and
loss function [16], respectively. In particular, the parameter
matrix of the actor’s evaluation network (θµ ) is updated by
applying the chain rule [16] as ▽θµ J(θµ ), where ▽θµ is
gradient of θµ and J(θµ ) is the policy objective function.
The critic network modifies the parameters of its evaluation
network (θQ ) the gradient of (▽θ L(θQ ) ) to minimize the loss

2
function, L(θQ ) = E (Q(s, a)|t − (r(t) + γQ′ (s, a)|t+1 ) ,
where Q′ (s, a) Q-function of the critic’s target network. Then
the agent uses soft updating technique to update the parameters
′
′
′
of target networks as θQ ← τ θQ + (1 − τ )θQ , θµ ←
′
τ θµ + (1 − τ )θµ , where τ is the soft update coefficient. The
DDPG-based association with the resource allocation process

is shown in Algorithm 1.
IV. S IMULATION R ESULTS
To demonstrate the performance of the FDRL-based association and resource allocation framework through extensive
simulation. For comparison, we use DDPG and the DQN
algorithms and utilize a real-world heartbeat dataset to evaluate
the performance of our proposed FDRL algorithm. This dataset
[18] includes a group of heartbeat signals, i.e., electrocardiogram (ECG) signals. These signals represent normal and
abnormal cases. The deployment and parameter configuration
of the ATG network depends on [14]. We consider M =100
IMD randomly distributed in 500m×500m. The UAV network
is swarming over the ground network and hovering at 100m.
The system bandwidth and subchannel bandwidth are 20MHz
and 80KHz, respectively.
TABLE I: Simulation Parameters
Parameters
Number of SDN,UCH and UAVs
Path loss exponent
max and P max
Pm
u
max and f max
fm
u
κ̂m , κ̂u
Velocity of UCH
Average power gain and noise power
Discount factor
Number of episodes
Steps per episodes
Learning rate of actor and critic
Soft update

Values
1,1,5
2.2
10dBm and 30dBm
2.0 GHz, 15GHz
10−27 , 10−28
25m/s
-60dBm, -110dBm
0.99
1000
200
10−3 , 10−2
0.001

The data size of IMD is [100,1000] KB, and the requested
CPU cycle is [0.5,1.5] GHz. The size of the replay memory
buffer is 2.5X106 ; the mini-batch size is 1024, and the
discount factor γ = 0.9. Table 1 summarizes other simulation
parameters.

(a) Accuracy rate.

(b) Communication cost.

Fig. 2: Communication analysis.
As shown in Fig. 2a, the accuracy of the proposed scheme
and benchmark algorithms are evaluated using a heartbeat
dataset. We have taken the better client/IMD participation rate
of 0.5 from trial and error in the FL training. With increasing
rounds of communication and global updates, the accuracy
of all algorithms rapidly increases in the first 15 rounds and
gradually converges after 25 rounds. The evaluation results
demonstrate that the accuracy rate is affected by the quality

of training data, communication rounds, and the number of
clients/IMDs.

the FL method to minimize the edge server burden/traffic and
ensure medical data privacy. The DDPG algorithm was used
to optimize these problems and control the continuous action
space. The numerical results have proven that the proposed
method outperforms the benchmark algorithm in terms of
accuracy and computation costs.
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Fig. 3: Performance analysis based on health data size.
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