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Abstract
We consider the problem of parameter estimation in the case of ob-
servation of the trajectory of diffusion process. We suppose that the
drift coefficient has a singularity of cusp-type and the unknown param-
eter corresponds to the position of the point of the cusp. The asymp-
totic properties of the maximum likelihood estimator and Bayesian
estimators are described in the asymptotics of small noise, i.e., as the
diffusion coefficient tends to zero. The consistency, limit distributions
and the convergence of moments of these estimators are established.
1 Introduction
Let us consider the following problem. The observed continuous time tra-
jectory Xε = (Xt, 0 ≤ t ≤ T ) of the diffusion process satisfies the stochastic
differential equation
dXt = S (ϑ,Xt) dt + ε dWt, X0 = x0, 0 ≤ t ≤ T, (1)
where Wt, 0 ≤ t ≤ T is the standard Wiener process and the drift coefficient
S (ϑ, x) has a cusp-type singularity, i.e., at the vicinity of the point ϑ we have
S (ϑ, x) ≈ a |x− ϑ|κ+h, where κ ∈
(
0, 1
2
)
. The parameter ϑ is unknown and
we have to estimate it by the observations Xε. We are interested in the
asymptotic properties of the estimators of this parameter in the asymptotics
of small noise: ε→ 0.
Such stochastic models, called sometimes, dynamical systems with small
noise or perturbed dynamical systems attract attention of probabilists and
statisticians (see, for example, Freidlin and Wentzel [7] and Kutoyants [12]
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and references therein). The interest to this stochastic models can be ex-
plained as follows. Suppose that we have a dynamical system described by
the ordinary differential equation
dxt
dt
= S (ϑ, xt) , x0, 0 ≤ t ≤ T. (2)
The right hand part (rhp) of this system depends on some parameter ϑ and
therefore the state xt of the dynamical system of course depends on the value
of this parameter, i.e., xt = xt (ϑ). If we know ϑ, then we know the trajectory
X0 = (xt, 0 ≤ t ≤ T ). For many real systems it is natural to suppose that
the rhp contains some small noise (perturbations)
dXt
dt
= S (ϑ,Xt) + ε nt, x0, 0 ≤ t ≤ T. (3)
The most “popular” noise nt, 0 ≤ t ≤ T considered in the corresponding
literature is the so-called white Gaussian noise (WGN), i.e., nt is a Gaussian
process with the properties Ent = 0,E ntns = δ (t− s). Here δ (t) is the
Dirac delta-function. In this case the observations Xε = (Xt, 0 ≤ t ≤ T )
of the system (3) can be written as solution of the stochastic differential
equation (1). Therefore we replaced nt by the derivative of the standard
Wiener process. Of course, the Wiener process is not differentiable and the
equation (1) is just a short-writing of the corresponding integral equation
Xt = x0 +
∫ t
0
S (ϑ,Xs) ds+ εWt, 0 ≤ t ≤ T.
A wide class of estimation problems (parameter estimation and nonparamet-
ric estimation) were considered in [12]. The properties of estimators (max-
imum likelihood, Bayesian, minimum distance) are well studied in regular
(smooth with respect to the unknown parameter) and non regular (change
point, delay estimation) cases. The smooth case corresponds to the trend
coefficient S (ϑ, x) continuously differentiable w.r.t. ϑ and finite Fisher in-
formation. The change-point problem can be described by the following
example
dXt = h (Xt) 1I{ϑ<Xt}dt + g (Xt) 1I{ϑ≥Xt}dt + εdWt, X0 = x0, 0 ≤ t ≤ T,
i.e., we have a switching diffusion process with unknown threshold ϑ. Such
models are called threshold diffusion processes like threshold autoregressive
(TAR) time series [1] and statistical problems related to this model are sin-
gular [14]. If we have a cusp-type singularity as
S (ϑ, x) = sgn (x− ϑ) |x− ϑ|κ 1I{ϑ<x} + sgn (x− ϑ) |x− ϑ|
κ 1I{ϑ≥x}
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where κ ∈
(
0, 1
2
)
, then for κ close to zero we have cusp-type switching similar
to change-point, but without jump. Usually the characteristics of the real
systems can not “make jumps” and the cusp-type switching sometimes fits
better to the real systems.
In the present work we are interested in the properties of these estimators
when the trend coefficient has a singularity like cusp. This case is in some
sense intermediate between regular case and the change-point (discontinuous
drift) case. The statistical problems with the models having cusp-type singu-
larities were studied since 1968, when Prakasa Rao [19] described the asymp-
totic distribution of the MLE ϑˆn in the case of i.i.d. observations with the
density function f (ϑ, x) having the representation f (ϑ, x) ≈ a |x− ϑ|κ + h
with κ ∈
(
0, 1
2
)
at the vicinity of the point x = ϑ. It was shown that
n
1
2κ+1
(
ϑˆn − ϑ
)
=⇒ cuˆ
where c > 0 is some constant and the random variable uˆ will be described
later. Note that in this case the Fisher information does not exist and the
study of estimators requires special techniques. The exhaustive treatment of
singular estimation problems (including cusp-type singularity) can be found
in the Chapter VI of the fundamental work by Ibragimov and Khasminskii
[9]. In this work one can find the general results concerning the asymptotic
behavior of the MLE and Bayesian estimators in the situations including
cusp-type singularity. In particular, they described the asymptotic distribu-
tion of the MLE and BE and showed that the BE are asymptotically efficient
in minimax sense. For inhomogeneous Poisson processes with the intensity
functions λ (ϑ, t) having a cusp-type singularity λ (ϑ, t) ≈ a |t− ϑ|κ + h the
properties of the MLE and BE were described in [3]. For ergodic diffusion
processes with the drift coefficient having cusp-type singularity the similar
results were obtained in [4]. The case of cusp-type singularity for the model
of observations of regression model were treated in [20] and in [6]. For the
model of signal in WGN, where the signal has cusp-type singularity such re-
sults were obtained in [2]. Note that the case κ ∈
(
−1
2
, 0
)
was considered in
[8] (ergodic diffusion) and in [10]. The survey of the properties of estimators
for the different models of stochastic processes with cusp-type singularities
can be found in [5].
The method of the study of estimators through the properties of the nor-
malized likelihood ratio developed in the work [9] is in some sense of universal
nature. It was applied in the study of estimators for a wide class of models of
observations and is applied in the present work too. In particular, we check
the conditions of two general theorems (Theorem 1.10.1 and Theorem 1.10.2)
in [9] concerning the behavior of estimators.
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We show that the MLE ϑˆε and Bayesian estimators ϑ˜ε are consistent,
have different limit distributions
ε
1
κ+12
(
ϑˆε − ϑ
)
=⇒ c uˆ, ε
1
κ+12
(
ϑ˜ε − ϑ
)
=⇒ c u˜,
with the same constant c > 0, the polynomial moments of these estimators
converge and that the BE are asymptotically efficient. The random variables
uˆ and u˜ are defined in the next section.
2 Main result
We suppose that the following condition is fulfilled:
Condition A. The drift coefficient
S (ϑ, x) = a |x− ϑ|κ + h (x) ,
where κ ∈ (0, 1/2) and a > 0. The function h (x) is bounded, has continuous
bounded derivative w.r.t. x: |h′ (x)| ≤ H1 and is separated from zero: h (x) ≥
b > 0 (for all x). The parameter ϑ ∈ Θ = (α, β), where α > x0 and
β < infϑ∈Θ xT (ϑ).
The limit of Xε is X0 = {xt, 0 ≤ t ≤ T} – solution of the deterministic
equation
dxt
dt
= a |xt − ϑ0|
κ + h (xt) , x0, 0 ≤ t ≤ T. (4)
Note that by this condition we have the estimate
|S (ϑ, x)| ≤ L (1 + |x|κ) (5)
with some L > 0. Here and in the sequel we denoted ϑ0 the true value. Let
us denote
0 < Sm = inf
x0≤x≤xˆT
S (ϑ0, x) , SM = sup
x0≤x≤xˆT
S (ϑ0, x) <∞,
where xˆT = supϑ∈Θ xT (ϑ).
The properties of the maximum likelihood and Bayesian estimates are
described with the help of the limit likelihood ratio. Let us remind that the
likelihood ratio in this problem is (see Liptser and Shiryaev [15])
L (ϑ,Xε) = exp
{∫ T
0
S (ϑ,Xt)
ε2
dXt −
∫ T
0
S (ϑ,Xt)
2
2ε2
dt
}
.
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The maximum likelihood estimator (MLE) ϑˆε is defined as solution of the
equation
L
(
ϑˆε, X
ε
)
= sup
θ∈Θ
L (θ,Xε) .
If this equation has more than one solution, then we can take anyone as
MLE. Note that we cannot use the maximum likelihood equation
L˙ (θ,Xε) = 0, θ ∈ Θ,
where dot means derivative w.r.t. ϑ because the likelihood ratio function
L (ϑ,Xε) is not differentiable.
The Bayesian estimator (BE) ϑ˜ε for the quadratic loss function and den-
sity a priori p (θ) , θ ∈ Θ (continuous positive function) is defined by the
expression
ϑ˜ε =
∫ β
α
θ p (θ|Xε) dθ =
∫ β
α
θ p (θ)L (θ,Xε) dθ∫ β
α
p (θ)L (θ,Xε) dθ
.
We take quadratic loss function for the simplicity of exposition. The estab-
lished in this work properties of the likelihood ratio allow to describe the
behavior of the BE for essentially wider class of loss functions (see Theorem
1.10.2 in [9]).
The limit behavior of the MLE and BE are described with the help of two
random variables uˆ and u˜ defined as follows. Let us introduce the random
function
Z (u) = exp
{
WH (u)−
|u|2H
2
}
, u ∈ R (6)
and put
Z (uˆ) = sup
u∈R
Z (u) , u˜ =
∫
R
uZ (u) du∫
R
Z (u) du
. (7)
Here WH (·) is two-sided fractional Brownian motion with Hurst parameter
H = κ + 1/2. The random variable uˆ is well defined [18]. We need as well
the definitions
Γ2ϑ =
a2
h (ϑ)
∫ ∞
−∞
(|s− 1|κ − |s|κ)2 ds, γϑ = Γ
1/H
ϑ ,
uˆϑ0 =
uˆ
γϑ0
, u˜ϑ0 =
u˜
γϑ0
, Wˆ = sup
0≤t≤T
|Wt| .
As usual in such problems, we can introduce the lower minimax bound
on the risks of all estimators:
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Proposition 1 Let the condition A be fulfilled then for all ϑ0 ∈ Θ and all
estimators ϑ¯ε we have
lim
δ→0
lim
ε→0
sup
|ϑ−ϑ0|≤δ
ε−
4
2κ+1 Eϑ
(
ϑ¯ε − ϑ
)2
≥
E (u˜)2
γ2ϑ0
. (8)
The proof of this proposition we discuss after the proof of the Theorem 1
below.
According to this bound we call an estimator ϑ∗ε asymptotically efficient
if for all ϑ0 ∈ Θ we have the equality
lim
δ→0
lim
ε→0
sup
|ϑ−ϑ0|≤δ
ε−
4
2κ+1 Eϑ (ϑ
∗
ε − ϑ)
2 =
E (u˜)2
γ2ϑ0
.
The main result of this work is the following theorem.
Theorem 1 Let the condition A be fulfilled, then the MLE ϑˆε and the BE
ϑ˜ε are uniformly on compacts K ⊂ Θ consistent, have different limit distri-
butions
ε−1/H
(
ϑˆε − ϑ0
)
=⇒ uˆϑ0, ε
−1/H
(
ϑ˜ε − ϑ0
)
=⇒ u˜ϑ0,
the moments converge (uniformly on compacts): for any p > 0
Eϑ0
∣∣∣∣∣ ϑˆε − ϑ0ε1/H
∣∣∣∣∣
p
−→ Eϑ0 |uˆϑ0|
p , Eϑ0
∣∣∣∣∣ ϑ˜ε − ϑ0ε1/H
∣∣∣∣∣
p
−→ Eϑ0 |u˜ϑ0 |
p ,
and the Bayesian estimators are asymptotically efficient.
Proof. Let us introduce the normalized likelihood ratio
Zε (u) =
L
(
ϑ0 + ε
1/Hu,Xε
)
L (ϑ0, Xε)
, u ∈ Uε =
(
α− ϑ0
ε1/H
,
β − ϑ0
ε1/H
)
.
It has the representation
Zε (u) = exp
{∫ T
0
S
(
ϑ0 + ε
1/Hu,Xt
)
− S (ϑ0, Xt)
ε
dWt
−
∫ T
0
(
S
(
ϑ0 + ε
1/Hu,Xt
)
− S (ϑ0, Xt)
)2
2 ε2
dt
}
.
We show below that Zε (u) converges in distribution to the random function
Zϑ0 (u) = Z (γϑ0u).
The first result which we are going to prove is the uniform convergence
of the random process Xε to the deterministic solution X0 = (xt, 0 ≤ t ≤ T )
of the ordinary equation (4). To prove it we need the following estimate.
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Lemma 1 (N.V. Krylov [11]) Let the conditions A be fulfilled, then there
exists a constant L∗ > 0 such that with probability 1
sup
0≤t≤T
|Xt − xt| ≤ L∗
(
εκWˆ κ + ε Wˆ
)
. (9)
Proof. Let us denote by F (xt) the right hand part of the equation (4).
Then we can write
dxt
F (xt)
= dt, and
∫ xt
x0
dy
F (y)
= t. (10)
If we put Yt = Xt − εWt, then the equation
dXt = a |Xt − ϑ0|
κ dt + h (Xt) dt + εdWt, X0 = x0
can be written as
dYt = a |Yt − ϑ0 + εWt|
κ dt + h (Yt + εWt) dt, Y0 = x0,
or
dYt
dt
= a |Yt − ϑ0 + εWt|
κ + h (Yt + εWt) , Y0 = x0.
Using the smoothness of h (·) (h (x+ δ) = h (x) + δh′ (x˜)) and the elementary
inequalities
|a+ b|κ ≤ |a|κ + |b|κ , |a+ b|κ ≥ |a|κ − |b|κ ,
we write two estimates
dYt
dt
≤ a |Yt − ϑ0|
κ + h (Yt) + ε
κ |Wt|
κ + εC |Wt| ,
dYt
dt
≥ a |Yt − ϑ0|
κ + h (Yt)− ε
κ |Wt|
κ − εC |Wt| .
Hence we have
dYt
dt
≤ F (Yt) + ε
κWˆ κ + εCWˆ ,
dYt
dt
≥ F (Yt)− ε
κWˆ κ − εCWˆ
and (remind that F (y) ≥ b)∫ Yt
x0
dy
F (y)
≤ t + b−1TεκWˆ κ + b−1εCTWˆ ,
∫ Yt
x0
dy
F (y)
≥ t− b−1TεκWˆ κ − b−1εCTWˆ .
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The equality (10) allows to write
∫ Yt
xt
dy
F (y)
≤ b−1TεκWˆ κ + b−1εCTWˆ ,
∫ Yt
xt
dy
F (y)
≥ −b−1TεκWˆ κ − b−1εCTWˆ .
As the function F (y) is continuous we have
−b−1TεκWˆ κ − b−1εCTWˆ ≤
(Yt − xt)
F (y˜)
≤ b−1TεκWˆ κ + b−1εCTWˆ ,
where min (Yt, xt) ≤ y˜ ≤ max (Yt, xt). Hence∣∣∣∣Yt − xtF (y˜)
∣∣∣∣ ≤ b−1TεκWˆ κ + b−1εCTWˆ .
Recall that F (y˜) is bounded and separated from zero by a positive constant
which does not depend on ε. Further, there exists a constant c1 > 0 such
that ∣∣∣∣Yt − xtF (y˜)
∣∣∣∣ ≥ c1 |Xt − xt + εWt| ≥ c1 |Xt − xt| − c εWˆ .
Therefore
|Xt − xt| ≤ L∗
(
εκWˆ κ + εWˆ
)
where the constant L∗ = L∗ (ϑ0, b, c1, C, T ) > 0.
Lemma 2 Let the condition A be fulfilled, then for any κ1 ∈ (0, κ) there
exist the constants ν > 0 and c∗ > 0 such that
sup
ϑ∈Θ
Pϑ
{
sup
0≤t≤T
|Xt − xt| > ε
κ1
}
≤ e−c∗ ε
−ν
(11)
for all ε < ε0 with some ε0 > 0.
Proof. Remind that for any N > 0
P
{
Wˆ > N
}
= P
{
sup
0≤t≤T
|Wt| > N
}
≤ 4P {WT > N} ≤
4
N
√
T
2π
e−N
2/2T .
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Hence we can write
Pϑ0
{
sup
0≤t≤T
|Xt − xt| > ε
κ1
}
≤ P
{
L∗
(
εκWˆ κ + εWˆ
)
> εκ1
}
= P
{
Wˆ κ + ε1−κWˆ > L−1∗ ε
κ1−κ
}
≤ P
{
2Wˆ κ > L−1∗ ε
κ1−κ
}
+P
{
ε1−κWˆ > Wˆ κ
}
≤ P
{
Wˆ > (2L∗)
−1/κ ε
κ1−κ
κ
}
+P
{
Wˆ > ε−1
}
≤ 4ε
κ−κ1
κ (2L∗)
1
κ
√
T
2π
exp
{
−
ε
−2(κ−κ1)
κ
2T (2L∗)
2
κ
}
+ 4ε
√
T
2π
e−
ε−2
2T .
The last expression allows us to take ε0 > 0 such that for all ε ∈ (0, ε0) we
have the estimate (11) where ν = 2(κ−κ1)
κ
> 0 and c∗ =
(
2
2κ+1
2 T
κ
2L∗
)− 2
κ
.
Lemma 3 Let the condition A be fulfilled then the finite dimensional distri-
butions of the stochastic process Zε (·) converge to the finite dimensional dis-
tributions of Zϑ0 (·) and this convergence is uniform on the compacts K ⊂ Θ.
Proof. Consider the stochastic integral
Iε
(
u,X0
)
=
1
ε
∫ T
0
(
S
(
ϑ0 + ε
1/Hu, xt
)
− S (ϑ0, xt)
)
dWt
=
a
ε
∫ T
0
(∣∣xt − ϑ0 − ε1/Hu∣∣κ − |xt − ϑ0|κ) dWt.
Note that Iε (u, x) , u ∈ Uε is a Gaussian process. By condition A the solution
xt, 0 ≤ t ≤ T is strictly increasing function. Therefore we can put t = t (x)
by the relation
t =
∫ x
x0
dy
S (ϑ0, y)
, x ∈ [x0, xT ] .
This provides us the equality (x1 < x2)
Eϑ0
(
Wt(x1) −Wt(x2)
)2
=
∫ x2
x1
dy
S (ϑ0, y)
.
Hence if we put
w (x) =
∫ x
x0
√
S (ϑ0, y) dWt(y), x0 ≤ x ≤ xT ,
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then w (x) , x0 ≤ x ≤ xT is a Gaussian process with independent increments
Eϑ0 (w (x1)− w (x2))
2 = x2 − x1
and ∫ T
0
(∣∣xt − ϑ0 − ε1/Hu∣∣κ − |xt − ϑ0|κ) dWt
=
∫ xT
x0
(∣∣x− ϑ0 − ε1/Hu∣∣κ − |x− ϑ0|κ)√
S (ϑ0, x)
dw (x) .
Further, let us change the variables x = ϑ0 + sε
1/H . Then
Iε
(
u,X0
)
= a
∫ xT−ϑ0
ε1/H
x0−ϑ0
ε1/H
(|s− u|κ − |s|κ)√
S (ϑ0, ϑ0 + sε1/H)
dW (s)
=
a√
h (ϑ0)
∫ xT−ϑ0
ε1/H
x0−ϑ0
ε1/H
(|s− u|κ − |s|κ) dW (s) (1 + o (1))
with the corresponding two-sided Wiener process
W (s) = W1 (s) 1I{s≥0} +W2 (−s) 1I{s≤0}, s ∈
[
x0 − ϑ0
ε1/H
,
xT − ϑ0
ε1/H
]
.
Here W1 (s) , s ≥ 0 and W2 (s) , s ≥ 0 are two independent standard Wiener
processes. We used here the relation
S
(
ϑ0, ϑ0 + sε
1/Hu
)
= aεκ/H |su|κ + h
(
ϑ0 + sε
1/Hu
)
= h (ϑ0) + o (1) .
Therefore for any fixed value u we have the following representation of the
limit process
Iε
(
u,X0
)
=⇒ I0 (u) =
a√
h (ϑ0)
∫ ∞
−∞
(|s− u|κ − |s|κ) dW (s) .
It has the following properties: EI0 (u) = 0 and
EI0 (u)
2 =
a2
h (ϑ0)
∫ ∞
−∞
(|s− u|κ − |s|κ)2 ds = |u|2κ+1 Γ2ϑ0 .
The process
WH (u) =
a√
h (ϑ0)Γϑ0
∫ ∞
−∞
(|s− u|κ − |s|κ) dW (s) , u ∈ R
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is known as a representation of the two-sided fractional Brownian motion,
because WH (·) is a Gaussian process with the properties:
EWH (u) = 0, E
[
WH (u)
]2
= |u|2κ+1 = |u|2H .
Hence using the standard arguments we obtain the convergence of the finite-
dimensional distributions(
Iε
(
u1, X
0
)
, . . . , Iε
(
uk, X
0
))
=⇒ (I0 (u1) , . . . , I0 (uk))
and this convergence is uniform on the compacts ϑ0 ∈ K ⊂ Θ.
Let us consider the ordinary integral
Jε (u,X
ε) =
∫ T
0
(
S
(
ϑ0 + ε
1/Hu,Xt
)
− S (ϑ0, Xt)
ε
)2
dt
=
a2
ε2
∫ T
0
(∣∣Xt − ϑ0 − ε1/Hu∣∣κ − |Xt − ϑ0|κ)2 dt.
If we show the convergence in probability
Jε (u,X
ε)− Jε
(
u,X0
)
−→ 0, (12)
then we obtain the convergence
Iε (u,X
ε) =⇒ I0 (u) = Γϑ0W
H (u) .
We can write
Jε (u,X
ε)− Jε
(
u,X0
)
=
a2
ε2
∫ T
0
(
∆(u,Xt)
2 −∆(u, xt)
2) dt,
where we denoted
∆ (Xt, u) =
∣∣Xt − ϑ0 − ε1/Hu∣∣κ − |Xt − ϑ0|κ .
Let us denote ℓε (x) = ε
−2ΛT (x) the normalized local time of the diffusion
process Xt and remind that for any function g (·) ≥ 0 we have the occupation
time formula ∫ T
0
g (Xt) dt =
∫ ∞
−∞
g (x) ℓε (x) dx. (13)
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Moreover, according to (9), we know that∫ T
0
g (Xt) dt −→
∫ T
0
g (xt) dt =
∫ T
0
g (xt)
S (ϑ0, xt)
dxt =
∫ xT
x0
g (x)
S (ϑ0, x)
dx
=
∫ ∞
−∞
g (x) ℓ0 (x) dx, (14)
where we denoted ℓ0 (x) = S (ϑ0, x)
−1 1I{x0≤x≤xT }. Hence for any continuous
function g (·) ≥ 0 we have the convergence∫ ∞
−∞
g (x) ℓε (x) dx −→
∫ xT
x0
g (x) ℓ0 (x) dx,∫ ∞
−∞
g (x) Eϑ0ℓε (x) dx −→
∫ xT
x0
g (x) ℓ0 (x) dx
(see details in [13]). For example, for any small δ > 0 and y ∈ (x0, xT )
Eϑ0
∫ T
0
1I{y−δ<Xt<y+δ} dt =
∫ y+δ
y−δ
Eϑ0ℓε (x) dx→
∫ y+δ
y−δ
dx
S (ϑ0, x)
≈
2δ
S (ϑ0, y)
.
We can write
Jε (u,X
ε) =
a2
ε2
∫ ∞
−∞
(∣∣x− ϑ0 − ε1/Hu∣∣κ − |x− ϑ0|κ)2 ℓε (x) dx
= a2
∫ ∞
−∞
(|v − u|κ − |v|κ)2 ℓε
(
ϑ0 + v ε
1/H
)
dv
−→ a2ℓ0 (ϑ0)
∫ ∞
−∞
(|v − u|κ − |v|κ)2 dv
= a2ℓ0 (ϑ0) |u|
2κ+1
∫ ∞
−∞
(|s− 1|κ − |s|κ)2 ds = Γ2ϑ0 |u|
2κ+1 ,
where we put x = ϑ0 + v ε
1/H and v = us.
For Jε (u,X
0) we have the similar relations
Jε
(
u,X0
)
=
a2
ε2
∫ T
0
(∣∣xt − ϑ0 − ε1/Hu∣∣κ − |xt − ϑ0|κ)2 dt
=
a2
ε2
∫ xT
x0
(∣∣x− ϑ0 − ε1/Hu∣∣κ − |x− ϑ0|κ)2
S (ϑ0, x)
dx
=
a2
ε2
ε
2κ+1
H
∫ xT−ϑ0
ε1/H
x0−ϑ0
ε1/H
(|v − u|κ − |v|κ)2
a |v|κ ε1/H + h (ϑ0 + vε1/H)
dv
−→
a2
h (ϑ0)
∫ ∞
−∞
(|v − u|κ − |v|κ)2dv = Γ2ϑ0 |u|
2κ+1 .
12
Therefore we obtained the convergence in probability (12).
Hence the log-likelihood ratio
lnZε (u) =⇒
a√
h (ϑ0)
∫ +∞
−∞
(|s− u|κ − |s|κ) dW (s)
−
a2
2h (ϑ0)
∫ +∞
−∞
(|s− u|κ − |s|κ)2 ds
= Γϑ0W
H (u)− Γ2ϑ0
|u|2H
2
= lnZ (γϑ0u) , u ∈ R.
Therefore we have the convergence of the finite dimensional distributions
of Zε (u) to the finite dimensional distributions of the limit process Z (γϑ0u).
Of course, if we take ϕε = ϕε (ϑ0) = γ
−1
ϑ0
ε1/H and the normalization
Z˜ε (u) =
L (ϑ0 + ϕεu,X
ε)
L (ϑ0, Xε)
, u ∈ Vε =
(
α− ϑ0
ϕε
,
β − ϑ0
ϕε
)
,
then the same proof provides us the convergence of finite dimensional distri-
butions
(Z˜ε (u1) , . . . , Z˜ε (uk)) =⇒ (Z (u1) , . . . , Z (uk)) ,
where Z (u) is defined in (6).
For simplicity of exposition in the lemmas 4 and 5 we put γϑ0 = 1, i.e.,
ϑ = ϑ0 + ε
1/Hu.
Lemma 4 Let the condition A be fulfilled, then there exists a constant C > 0
such that for all u1, u2 ∈ Uε we have the estimate
sup
ϑ∈K
Eϑ
∣∣∣Z 12ε (u2)− Z 12ε (u1)∣∣∣2 ≤ C |u2 − u1|2H . (15)
Proof. Below we use the equality EϑZε (ui) = 1 and change the measure
Eϑ
∣∣∣Z 12ε (u2)− Z 12ε (u1)∣∣∣2 = 2− 2 Eϑ (Zε (u1)Zε (u2)) 12 = 2− 2 Eϑ1VT
where ϑ1 = ϑ+ ε
1/Hu1 and
VT =
(
Zε (u2)
Zε (u1)
) 1
2
= exp
{∫ T
0
δt
2 ε
dWt −
∫ T
0
δ2t
4 ε2
dt
}
.
Here
δt = S
(
ϑ+ ε1/Hu2, Xt
)
− S
(
ϑ+ ε1/Hu1, Xt
)
.
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Then by Itoˆ formula
dVt = −
δ2t
8 ε2
Vt dt +
δt
2 ε
Vt dWt, V0 = 1
or
VT = 1−
1
8ε2
∫ T
0
δ2t Vt dt +
1
2 ε
∫ T
0
δt Vt dWt.
Hence
Eϑ
∣∣∣Z 12ε (u2)− Z 12ε (u1)∣∣∣2 = 1
4ε2
∫ T
0
Eϑ1Vt δ
2
t dt
≤
1
8ε2
∫ T
0
Eϑ1δ
2
t dt +
1
8ε2
∫ T
0
Eϑ2δ
2
t dt
We used elementary inequality
2Eϑ1Vtδ
2
t ≤ Eϑ1V
2
t δ
2
t + Eϑ1δ
2
t = Eϑ2δ
2
t + Eϑ1δ
2
t .
Further,
Eϑ1
∫ T
0
(∣∣Xt − ϑ− ε1/Hu2∣∣κ − ∣∣Xt − ϑ− ε1/Hu1∣∣κ
ε
)2
dt
=
∫ ∞
−∞
(∣∣x− ϑ− ε1/Hu2∣∣κ − ∣∣x− ϑ− ε1/Hu1∣∣κ
ε
)2
Eϑ1ℓε (x) dx =
= |u2 − u1|
2κ+1
∫ ∞
−∞
(|s− 1|κ − |s|κ)2 Eϑ1ℓε (x (s)) ds
≤ C |u2 − u1|
2κ+1 ,
where we change the variable x = x (s) = ϑ+ ε1/Hu1 − sε
1/H (u1 − u2).
Lemma 5 Let the condition A be fulfilled, then there exist constants cˆ > 0
and µ > 0 such that
sup
ϑ∈K
Pϑ
{
Zε (u) > e
−cˆ|u|µ
}
≤ e−cˆ|u|
µ
. (16)
Proof. Note that as follows from the proof of this lemma we show that there
are two constants cl > 0 and cr > 0 such that
sup
ϑ∈K
Pϑ
{
Zε (u) > e
−cr|u|
µ
}
≤ e−cl|u|
µ
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but for the simplicity of expression we put cˆ = min (cl, cr). The particular
values of these constants is not important.
We have to study the probability
Pϑ0
{
a2
ε2
∫ T
0
[|Xt − ϑ0 − ϕεu|
κ − |Xt − ϑ0|
κ]
2
dt > cˆ |u|µ
}
.
Let us denote as before
∆ (Xt, u) = |Xt − ϑ0 − ϕεu|
κ − |Xt − ϑ0|
κ ,
∆(xt, u) = |xt − ϑ0 − ϕεu|
κ − |xt − ϑ0|
κ .
Recall that |a + b|κ − |b|κ < |a|κ, therefore
|∆(xt, u)| ≤ |ϕεu|
κ , |∆(Xt, u)−∆(xt, u)| ≤ 2 |Xt − xt|
κ .
Introduce the set
A =
{
ω : sup
0≤s≤T
|Xs − xs| ≤ ε
κ1
}
,
and consider some estimates on this set. Here 0 < κ1 < κ. Hence on this set
the estimate
|∆(Xt, u)−∆(xt, u)| ≤ 2ε
κWˆ κ
2
T
holds. As α − ϑ0 < ϕεu < β − ϑ0 we have |ϕεu| < β − α. The relation (16)
for the different values of u we will establish separately.
Case ϕγε < |ϕεu| < β − α, where γ <
κ2(κ+ 12)
κ+1
. We can write
∫ T
0
[|Xt − ϑ0 − ϕεu|
κ − |Xt − ϑ0|
κ]
2
dt ≥
∫ T
0
∆(xt, u)
2 dt
− 2
∫ T
0
|∆(xt, u)| [∆ (Xt, u)−∆(xt, u)] dt.
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Below we use the relations (10) and put xt = x, x− ϑ0 = y, y = sϕεu∫ T
0
∆(xt, u)
2 dt =
∫ T
0
∆(xt, u)
2
S (ϑ0, xt)
dxt
=
∫ xT
x0
[|x− ϑ0 − ϕεu|
κ − |x− ϑ0|
κ]
2
a |x− ϑ0|
κ + h (x)
dx
=
∫ xT−ϑ0
x0−ϑ0
[|y − ϕεu|
κ − |y|κ]2
a |y|κ + h (ϑ0 + y)
dy
= |ϕεu|
2κ+1
∫ xT−ϑ0
ϕεu
x0−ϑ0
ϕεu
[|s− 1|κ − |s|κ]2
a |sϕεu|
κ + h (ϑ0 + sϕεu)
ds
≥
|ϕεu|
2κ+1
SM
∫ xT−ϑ0
β−α
x0−ϑ0
β−α
[|s− 1|κ − |s|κ]2 ds.
Therefore
1
ε2
∫ T
0
[|xt − ϑ0 − ϕεu|
κ − |xt − ϑ0|
κ]
2
dt
≥
|ϕεu|
2κ+1
ε2SM
∫ xT−ϑ0
β−α
x0−ϑ0
β−α
[|s− 1|κ − |s|κ]2 ds ≥ c∗ |u|
2κ+1 .
Further ∫ T
0
|∆(xt, u)| |∆(Xt, u)−∆(xt, u)| dt ≤ CT |ϕεu|
κ εκ
2
Wˆ κ
2
T .
Hence
1
ε2
∫ T
0
∆(xt, u)
2 dt−
2
ε2
∫ T
0
∆(xt, u) [∆ (Xt, u)−∆(xt, u)] dt
≥ c∗ |u|
2κ+1 − CT |ϕεu|
κ εκ
2−2Wˆ κ
2
T ≥ |u|
2k+1
(
c∗ −
CTWˆ κ
2
T ε
κ
κ+1/2
+κ2−2
|u|κ+1
)
≥ |u|2k+1
(
c∗ −
CTWˆ κ
2
T ε
κ
κ+1/2
−2+κ2
ϕ
(κ+1)(γ−1)
ε
)
because |u| > ϕγ−1ε . We have
κ
κ+ 1/2
+ κ2 − 2 +
(κ+ 1) (1− γ)
κ+ 1/2
= κ2 − γ
κ+ 1
κ + 1/2
≡ η (κ) > κ2 − κ2 = 0.
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Introduce the set
B =
{
ω : CTWˆ κ
2
T ε
η(κ) <
c∗
2
}
.
Then on the set A ∩ B we have
1
ε2
∫ T
0
∆(Xt, u)
2 dt ≥
c∗
2
|u|2κ+1 .
Case ϕγ0ε ≤ |uϕε| ≤ ϕ
γ
ε . Introduce δε = ϕ
γ
ε , where γ < γ0 < 1. We have
the relations∫ T
0
∆(Xt, u)
2 dt ≥
∫ t0+δε
t0−δε
∆(Xt, u)
2 dt ≥
∫ t0+δε
t0−δε
∆(xt, u)
2 dt
− 2
∫ t0+δε
t0−δε
∆(xt, u) [∆ (Xt, u)−∆(xt, u)] dt.
Here t0 satisfies the equality xt0 = ϑ0, i.e.,
ϑ0 = x0 +
∫ t0
0
S (ϑ0, xs) ds, t0 =
∫ ϑ0
x0
dy
S (ϑ0, y)
.
Note that
xt0+δε = xt0 + δεS (ϑ0, x˜t0) ≥ ϑ0 + δε Sm,
xt0−δε = xt0 − δεS (ϑ0, x˜t0) ≤ ϑ0 − δε Sm.
Hence∫ t0+δε
t0−δε
∆(xt, u)
2 dt =
∫ t0+δε
t0−δε
∆(xt, u)
2
S (ϑ0, xt)
dxt =
∫ xt0+δε
xt0−δε
∆(x, u)2
S (ϑ0, x)
dx
=
∫ xt0+δε−ϑ0
xt0−δε−ϑ0
[|y − ϕεu|
κ − |y|κ]2
S (ϑ0, ϑ0 + y)
dy
= |ϕεu|
2κ+1
∫ xt0+δε−ϑ0
ϕεu
xt0−δε
−ϑ0
ϕεu
[|s− 1|κ − |s|κ]2
S (ϑ0, ϑ0 + sϕεu)
ds
≥
|ϕεu|
2κ+1
SM
∫ Sm
−Sm
[|s− 1|κ − |s|κ]2 ds.
This allows us to write
1
ε2
∫ T
0
∆(xt, u)
2 dt ≥
|ϕεu|
2κ+1
ε2SM
∫ Sm
−Sm
[|s− 1|κ − |s|κ]2 ds ≥ c1 |u|
2κ+1 .
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For the second integral we have
1
ε2
∣∣∣∣
∫ t0+δε
t0−δε
∆(xt, u) [∆ (Xt, u)−∆(xt, u)] dt
∣∣∣∣ ≤ 2 |ϕεu|
κ εκ
2
δεWˆ
κ2
T
ε2
≤ |u|2κ+1
2ϕκεε
κ2δεWˆ
κ2
T
|u|κ+1 ε2
≤ 2 |u|2κ+1 Wˆ κ
2
T ε
κ
κ+1/2
+κ2+ γ
κ+1/2
+
(κ+1)(1−γ0)
κ+1/2
−2.
We can write
κ
κ+ 1
2
+ κ2 +
γ
κ + 1
2
+
(κ+ 1) (1− γ0)
κ+ 1
2
− 2 = κ2 +
γ
κ + 1/2
− γ0
(κ+ 1)
κ + 1
2
.
The condition
η1 = κ
2 +
γ
κ+ 1/2
− γ0
(κ+ 1)
κ+ 1
2
> 0
is equivalent to
γ0 < κ
2κ +
1
2
κ + 1
+
γ
κ+ 1
< κ2
(
κ + 1
2
)
(κ+ 2)
(κ+ 1)2
.
Therefore we take γ0 satisfying this condition. It is easy to see that the
condition γ0 > γ is fulfilled.
Recall that all inequalities are valide on the set
C =
{
ω : 4Wˆ κ
2
T ε
η1 < c1
}
we have the estimate
1
ε2
∫ T
0
∆(Xt, u)
2 dt ≥
c1
2
|u|2κ+1
Case 0 ≤ |uϕε| ≤ ϕγ0ε . Introduce the value t0 as solution of the equation
xt0 = ϑ0 and put δε = c
∗ |uϕε| with the constant c∗ > 0 which will be defined
later. We suppose that u > 0. We can write∫ T
0
∆(Xt, u)
2 dt ≥
∫ t0+δε
t0−δε
∆(Xt, u)
2 dt =
∫ ∞
−∞
∆(x, u)2 ℓε (x) dx.
Here we used the occupation time formula for diffusion process∫ b
a
h (Xt) dt =
∫ ∞
−∞
h (x) ℓε (x) dx,
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where h (x) ≥ 0 is some bounded function, ℓε (x) = ε−2Λε (x) and Λε (x) is
the local time. Recall the Tanaka formula
Λε (x) = |Xb − x| − |Xa − x| −
∫ b
a
sgn (Xt − x) dXt.
Note that in our case a = t0 − δε and b = t0 + δε. We have (below we put
x = ϑ0 + sϕεu)
1
ε2
∫ ∞
−∞
∆(x, u)2 ℓε (x) dx
=
|ϕεu|
2κ+1
ε2
∫ ∞
−∞
(|s− 1|κ − |s|κ)2 ℓε (ϑ0 + sϕεu) ds
≥ |u|2κ+1
∫ 1
4
− 1
4
(|s− 1|κ − |s|κ)2 ℓε (ϑ0 + sϕεu) ds
≥ cκ |u|
2κ+1
∫ 1
4
− 1
4
ℓε (ϑ0 + sϕεu) ds,
where
cκ = min
−1≤4t≤1
(|s− 1|κ − |s|κ)2 > 0.
Further we put once more x = ϑ0 + sϕεu and obtain∫ 1
4
− 1
4
ℓε (ϑ0 + sϕεu) ds =
1
ϕεu
∫ ϑ0+ϕεu4
ϑ0−
ϕεu
4
ℓε (x) dx
=
1
ϕεu
∫ t0+δε
t0−δε
1I{ϑ0−ϕεu4 <Xt<ϑ0+
ϕεu
4 }
dt
=
1
ϕεu
∫ t0+δε
t0−δε
1I{ϑ0−ϕεu4 −εκ1<xt<ϑ0+
ϕεu
4
+εκ1}dt
+
1
ϕεu
∫ t0+δε
t0−δε
[
1I{ϑ0−ϕεu4 <Xt<ϑ0+
ϕεu
4 }
− 1I{ϑ0−ϕεu4 −εκ1<xt<ϑ0+
ϕεu
4
+εκ1}
]
dt.
Introduce the event
D =
{
ω : sup
t0−δε≤t≤t0+δε
|Xt − xt| ≤ ε
κ1
}
,
where 0 < κ1 < κ. Then on this set we have
1I{ϑ0−ϕεu4 <xt+Xt−xt<ϑ0+
ϕεu
4 }
≤ 1I{ϑ0−ϕεu4 −εκ1<xt<ϑ0+
ϕεu
4
+εκ1}
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and ∫ t0+δε
t0−δε
[
1I{ϑ0−ϕεu4 <Xt<ϑ0+
ϕεu
4 }
− 1I{ϑ0−ϕεu4 −εκ1<xt<ϑ0+
ϕεu
4
+εκ1}
]
dt
≤
∫ t0+δε
t0−δε
[
1I{ϑ0−ϕεu4 −εκ1<xt<ϑ0+
ϕεu
4
+εκ1}
−1I{ϑ0−ϕεu4 −εκ1<xt<ϑ0+
ϕεu
4
+εκ1}
]
dt = 0.
Finally we can write
1
ϕεu
∫ t0+δε
t0−δε
1I{ϑ0−ϕεu4 −εκ1<xt<ϑ0+
ϕεu
4
+εκ1}dt
=
1
ϕεu
∫ t0+δε
t0−δε
1I{ϑ0−ϕεu4 −εκ1<xt<ϑ0+
ϕεu
4
+εκ1}
dxt
S (ϑ0, xt)
=
1
ϕεu
∫ xt0+δε
xt0−δε
1I{ϑ0−ϕεu4 −εκ1<x<ϑ0+
ϕεu
4
+εκ1}
dx
S (ϑ0, x)
≥
1
SMϕεu
∫ xt0+δε−ϑ0
xt0−δε−ϑ0
1I{−ϕεu4 −εκ1<y<
ϕεu
4
+εκ1}dy
≥
1
SMϕεu
∫ Smδε
−Smδε
1I{−ϕεu4 −εκ1<y<
ϕεu
4
+εκ1}dy,
where we used the relation
xt0+δε = xt0 +
∫ t0+δε
t0
S (ϑ0, xs) ds ≥ ϑ0 + δεSm.
Let us put c∗ = (4Sm)
−1, then we obtain the estimate
1
ϕεu
∫ t0+δε
t0−δε
1I{ϑ0−ϕεu4 −εκ1<xt<ϑ0+
ϕεu
4
+εκ1}dt ≥
1
4SM
because
[
−ϕεu
4
, ϕεu
4
]
⊂
[
−ϕεu
4
− εκ1, ϕεu
4
+ εκ1
]
.
Therefore on the set D we have the estimate
1
ε2
∫ T
0
(|Xt − ϑ0 − ϕεu|
κ − |Xt − ϑ0|
κ)
2
dt ≥
cκ
4SM
|u|2κ+1 .
The compliment of D has the following probability
Pϑ0 (D
c) = Pϑ0
(
sup
t0−δε≤t≤t0+δε
|Xt − xt| > ε
κ1
)
≤ Pϑ0
(
sup
t0−δε≤t≤t0+δε
|Xt − xt| > ε
κ1
)
≤ ec∗ε
−ν
.
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Let us introduce the set
F = A ∩ B ∩ C ∩ D.
Then on the set F we have the estimate
1
ε2
∫ T
0
(∆ (Xt, u))
2 ≥ c |u|2κ+1 (17)
and there exist constants c∗ > 0 and µ∗ > 0 such that
Pϑ0 (F
c) ≤ Pϑ0 (A
c) +Pϑ0 (B
c) +Pϑ0 (C
c) +Pϑ0 (D
c) ≤ e−c
∗ε−µ
∗
.
We have ε1/Hu ∈ (α− ϑ0, β − ϑ0) and |u| ≤ (β − α) ε−1/H . Hence
ε−1 ≥
|u|H
|β − α|H
and
Pϑ0 (F
c) ≤ exp
{
−
c∗ |u|µ
∗H
|β − α|µ
∗H
}
= e−d|u|
µ∗H
.
We can write (below ∆t = ∆(Xt, u))
Pϑ0
(
Zε (u) > e
−cˆ|u|2κ+1
)
= Pϑ0
(∫ T
0
p∆t
ε
dWt −
∫ T
0
p2∆2t
2ε2
dt > −cˆp |u|2κ+1 +
p− p2
2ε2
∫ T
0
∆2tdt
)
.
Let us take such p > 0 and cˆ that on the set F
−cˆp |u|2κ+1 +
p− p2
2ε2
∫ T
0
∆2tdt ≥
(
−cˆp+ c
p− p2
2
)
|u|2κ+1 ≥ c˜ |u|2κ+1
with some c˜ > 0. Further denote
Πε =
∫ T
0
p∆t
ε
dWt −
∫ T
0
p2∆2t
2ε2
dt.
Then
Pϑ0
(
Zε (u) > e
−cˆ|u|2κ+1
)
≤ Pϑ0
(
Πε ≥ c˜ |u|
2κ+1 ,F
)
+Pϑ0 (F
c)
≤ e−c˜|u|
2κ+1
Eϑ0e
Πε + e−d|u|
µ∗H
≤ e−c˜|u|
2κ+1
+ e−d|u|
µ∗H
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because Eϑ0e
Πε = 1.
Therefore we obtained (16) with some positive constants cˆ and µ.
The properties of the normalized likelihood ratio Zε (·) established in
the Lemmas 3-5 allow us to cite the Theorems 1.10.1 and 1.10.2 in [9] and
therefore to obtain the limit distributions and the convergence of moments.
The lower bound (8) is a particular case of more general result presented
in the section 1.9 [9]. We can recall here a short sketch of the proof. Let
us introduce a positive density q (θ) , θ ∈ (ϑ0 − δ, ϑ0 + δ) and denote ϑ˜q,ε the
BE which corresponds to this prior density. Then for any estimator ϑ¯ε we
can write
sup
|θ−ϑ0|<δ
ε−
2
HEϑ
(
ϑ¯ε − ϑ
)2
≥ ε−
2
H
∫ ϑ0+δ
ϑ0−δ
Eϑ
(
ϑ¯ε − ϑ
)2
q (ϑ) dϑ
≥ ε−
2
H
∫ ϑ0+δ
ϑ0−δ
Eϑ
(
ϑ˜q,ε − ϑ
)2
q (ϑ) dϑ
−→
∫ ϑ0+δ
ϑ0−δ
Eϑ (u˜ϑ)
2 q (ϑ) dϑ = E (u˜)2
∫ ϑ0+δ
ϑ0−δ
q (ϑ)
γ (ϑ)2
dϑ
because we have the uniform on compacts convergence of the second moments
of the Bayes estimators. From the continuity of γ (ϑ) it follows that∫ ϑ0+δ
ϑ0−δ
q (ϑ)
γ (ϑ)2
dϑ −→
1
γ (ϑ0)
2
as δ → 0. Therefore we obtain (8).
The asymptotic efficiency of the BE ϑ˜ε follows from the uniform con-
vergence of the moments of the BE. It is interesting to compare the limit
variances Euˆ2 and Eu˜2 of the MLE and BE respectively. The results of
simulations of these quantities are given in [16]. See as well [10], where the
densities of the distributions of uˆ and u˜ for some values of H are presented.
3 Discussion
The presented result (Theorem 1) can be generalized in several directions. We
can consider some related estimation problems for the model of observations
Xε = (Xt, 0 ≤ t ≤ T ) satisfying
dXt = S (ϑ,Xt) dt + εdWt, X0 = x0, 0 ≤ t ≤ T,
where the drift coefficient is
S (ϑ, x) = α |x− γ|κ 1I{x<γ} + β |x− γ|
κ 1I{x≥γ} + h (x) .
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If the unknown parameter is ϑ = (α, β, γ) and κ ∈
(
0, 1
2
)
, then it can be
shown that the normalized likelihood ratio
Zε (u) =
L (ϑ0 + ϕεu, X
ε)
L (ϑ0, XT )
, ϑ0 + ϕεu ∈ Θ
admits the representation
lnZε (u) = u1ξ1 + u2ξ2 + ΓW
H (u3)−
u21
2
I1 −
u22
2
I2 −
|u3|
2H
2
Γ2 + o (1) .
Here ϑ0 + ϕεu =
(
α0 + εu1, β0 + εu2, γ0 + ε
1/Hu3
)
. The random variables
ξi ∼ N (0, Ii) , i = 1, 2 and
I1 =
∫ γ
0
|xt − γ|
2κ dt, I2 =
∫ T
γ
|xt − γ|
2κ dt.
We suppose that it will be interesting to verify that the estimators ϑˆε
(MLE) and ϑ˜ε (BE) of the three components have the following limits
αˆε − α0
ε
=⇒
ξ1
Ii
,
βˆε − β0
ε
=⇒
ξ2
I2
,
γˆε − γ0
ε1/H
=⇒ Γ1/H uˆ,
α˜ε − α0
ε
=⇒
ξ1
Ii
,
β˜ε − β0
ε
=⇒
ξ2
I2
,
γ˜ε − γ0
ε1/H
=⇒ Γ1/H u˜.
The random variables uˆ, u˜ are defined in (7) and the random variables ξ1, ξ2, uˆ
are independent. The same we can say about ξ1, ξ2, u˜.
If we suppose that ϑ = (α, β, κ), then we have regular statistical experi-
ment with normalizing ε and asymptotic normality of all estimators follows
from the general result Theorem 3.5.1 in [9].
The case ϑ = (γ, κ) can not be treated by the Ibragimov-Khasminskii
method directly because the rate of convergence of the normalizing function
of the MLE ϑˆε depends on the unknown parameter κ. In this case we need
a special study.
It can be interesting to study the other estimators too. For example, let
us consider the model of observations (1) with the drift coefficient S (ϑ, x)
satisfying the condition A and denote xt (ϑ) solution of the limit equation
(2). Introduce the minimum distance estimator (MDE) ϑ∗ε by the relation∫ T
0
[Xt − xt (ϑ
∗
ε)]
2 dt = inf
ϑ∈Θ
∫ T
0
[Xt − xt (ϑ)]
2 dt.
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Then, following the same lines as in the proofs in Chapter VII, [12], it can
be shown that the MDE is consistent and asymptotically normal with the
regular rate:
ϑ∗ε − ϑ0
ε
=⇒ ζ ∼ N
(
0, D (ϑ)2
)
.
The limit variance D (ϑ)2. Here
ζ =
(∫ T
0
x˙t (ϑ0)
2 dt
)−1 ∫ T
0
x
(1)
t (ϑ0) x˙t (ϑ0)
2 dt,
where x
(1)
t (ϑ0) is a Gaussian process satisfying the stochastic differential
equation (we omit ϑ0 below)
dx
(1)
t = aκ sgn (xt − ϑ0) |xt − ϑ0|
κ−1 x
(1)
t dt + dWt, x
(1)
0 = 0, 0 ≤ t ≤ T
and Eϑ0ζ
2 = D (ϑ0)
2.
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