In this paper, explicit formulae for the expectation and the variance of descent functions on random standard Young tableaux are presented. Using these it is shown that the normalized variance, V /E 2 , is bounded in many cases. * Supported in part by the Austrian Academic Exchange Service (Österreichischer akademischer Austauschdienst)
Introduction
In a recent paper [AR] , Adin and Roichman defined and studied certain descent functions on standard Young tableaux. They calculated the expectation and derived an estimate for the variance of these functions. Their results were proved using character theory of symmetric groups.
In this paper, the value of the expectation is calculated using an elementary method. Additionally, the value of the variance is determined explicitly by the same method. This method is based on the hook-bijection of Novelli, Pak and Stoyanovskii (cf.
[NPS]). The expressions for the expectation and the variance are used to derive a somewhat more precise form of the results in [AR] .
In the following section the necessary definitions are given. Thereafter the main results of the paper are stated. In the third section two auxiliary lemmata are presented. These lead directly to the proofs of the main results and some corollaries in the fourth section.
Some definitions and the statement of the main results
Let λ = (λ 1 , ..., λ k ) be a partition of n, i.e. an non-increasing sequence of positive integers. We identify the partition λ with its Ferrers diagram (cf. [ECII] , 7.2). A standard Young tableau is a filling of the shape λ with the numbers 1, 2, ..., n (each used exactly once) so that every row and column is increasing. Figure 1 shows a standard Young tableau of shape (4, 3, 2). To every λ there corresponds a conjugate partition (cf. [ECII] , 7.2) which will be denoted λ ′ . The conjugate partition of (4, 3, 2) is (3, 3, 2, 1). 1 3 4 6 2 5 8 7 9
Figure 1: A Standard Young Tableau
We say that a standard Young tableau T has a descent at i if the entry i + 1 is strictly south of i in T . The set of all descents of a given tableau T is denoted by D(T ). In the example above, D(T ) = {1, 4, 6, 8}. To every function f : N → R there corresponds a descent function d f (T ) := f (i) where the sum is over D(T ). When talking of random standard Young tableaux of shape λ we imply that a uniform distribution is used. The expectation of a descent function over all standard Young tableau of shape λ is denoted by E λ (d f ) and the variance by V λ (d f ).
With these preliminaries we are ready to state our main results:
2.1. Theorem. For a given f : N → R and λ a partition of n, the expectation
Here
and N := n! (i,j)∈λ
is the number of standard Young tableaux of shape λ.
2.2.
Remark. The technique presented in this paper seems to allows the calculation of arbitrary momenta of d f (cf. Remark 3.2). However, their expressions will be very complicated, as a comparison between the expectation and variance leads us to expect.
2.3.
Theorem. Let f : N → R + and let {λ n } ∞ n=1 be an sequence of partitions with
where n := |λ m |.
2.5. Remark. The reasons for studying V (X)/E(X) 2 are two-fold. First, it is the variance of the normalized variable X/E(X). Moreover, [AR] use Chebyshev's inequality to derive a certain type of concentration of d f if the normalized variance is bounded. They show that this is the case if f has strictly polynomial growth. The results in this paper are more precise, giving the exact condition as to when the normalized variance is bounded (Theorem 2.3). What is still lacking, is a general concentration result, since the Chebyshev inequality works in one direction only.
Auxiliary results
The calculation of the expectation is made possible by the observation that, for any given λ, the number of descents at i is independent of i. Similarly, we calculate the variance utilizing that the number of co-occurrences of descents at i and i + 1 is independent of i and the number of co-occurrences of descents at i and j for |i − j| > 1 is independent of i and j. The first statement of the following lemma is also found in [ECII] , 7.19, where it is proved using quasi-symmetric functions. It is also follows from Lemma 4.2 of [AR] .
3.1. Lemma. The total number of descents at i over all standard Young tableaux of shape λ is independent of i. The co-occurrence of descents at i and j > i + 1 is independent of i and j, as is the co-occurrence at i and i + 1.
Proof. Define the partial order P of tableau cells by c 1 ≤ c 2 if c 1 is north-west of c 2 (not necessarily strictly). Number the cells of λ starting from the bottom row from the left, then the second-lowest row from the left and so on (see Figure 2 ). Now, every standard Young tableau corresponds to an extension of the partial order P to a linear order. Every standard Young tableau also corresponds to a string of numbers formed by reading the numbering in the order determined by the standard Young tableau (i.e. starting with the cell containing the 1, followed by that containing 2 etc.). Moreover the standard Young tableau has a descent at i exactly when the i th letter of the string is greater than the i + 1 st . The standard Young tableau in Figure 2 corresponds to the string 637849152. This string has descents after the 6, the 8, the 9 and the 5, that is at positions 1, 4, 6 and 8, respectively. 1 3 4 6 2 5 8 7 9 6 7 8 9 3 4 5 1 2
Figure 2: A Standard Young Tableau and the numbering of the cells
We arrange the strings on top of each other and consider two adjacent columns of the resulting matrix. Fix an i < n − 1. We will prove that the columns i and i + 1 have the same number of descents. Let a > b > c be given numbers and consider strings corresponding to some linearization beginning with some string w of length i − 1 followed by a, b and c in some order and ending by some v. We may neglect the strings wabcv (which has descents at both i and i + 1) and wcbav (which has neither), should these strings occur, since they do not influence the relative number of descents. Now if a, b and c may be chosen freely after w, the strings 1) wacbv 2) wbacv, 3) wbcav and 4) wcabv will all occur and the number of descents due to these is the same in both columns. A constraint can occur only if one of the numbers covers another in P . There are six possibilities with two dependent and one independent number. In each exactly two of the four strings above occur and these are complementary. For instance, if a must precede b, 1) and 4) are possible. One easily checks the remaining cases as well. All three numbers can depend on each other only if one is covered by or covers the other. In the former case the strings 2) and 3) occur, in the latter 1) and 4), so again there are equally many descents. These being all the cases, we see that the columns i and i + 1 have an equal number of descents, and since i was arbitrary the first claim is proved.
By inspecting the above argument, we see that we have actually proven the first co-occurrence claim as well. Fix letters a > b > c and integers j < i − 1. Forming all possible strings of length i − 1 and n − i − 2 of the remaining numbers such that the first has a descent at position j and considering these as the w and v of the previous paragraphs we see that the number of descents at i equals the number of descents at i + 1 for strings with an a, b and c at positions i, i + 1 and i + 2 in some order. The first co-occurrence claim follows by letting a, b and c vary over all combinations.
To prove the last statement, we need to consider strings of the type wbcdav and wdabcv (etc.) where a > b > c > d and w has length i − 1. There are three interesting cases with descents at the first two places and three with descents at the last two. If there are no restriction between a, b, c and d following w everything is clear. Examining the possible restrictions one by one (there are 12 between two, 16 between three, 4 between four and 12 between two pairs of the numbers) it turns out that in each case the amount of strings of the first kind is equal to the that of the second kind.
Remark.
To determine the n th momenta of d f we need to know the cooccurrence of up to n letters. The above method will yield this, however, there will be a lot of cases, since we have to consider the all possibilities of letters being adjacent or separated by at least one other element.
In order to calculate the expectation and variance of descent functions, we still need explicit formulae for the invariant numbers put forth in the previous lemma. To derive these, we count the number of descents at 1, at 1 and 3, and at 1 and 2. We will use the algorithm from [NPS] to calculate the relative frequency of standard Young tableaux of these types. For ease of reference, it is described here.
The algorithm of [NPS] starts with a random filling of λ with the numbers 1, ..., n. It consists of n steps. In each step there is an "active" element. It is chosen beginning from the rightmost column, moving up till the column is exhausted, continuing from the bottom of the next one (to the left) and so on until the upper left corner is reached.
Having an active element we compare it with its eastern and southern neighbors. If it is the smallest, we move to the next step. Otherwise, we exchange the active element with its smaller neighbor and proceed to compare it with its new neighbors. The algorithm obviously ends in a standard Young tableau, and [NPS] tells us that every standard Young tableau of shape λ will be generated exactly n!/N times (N stands for the total number of standard Young tableau of shape λ and is given explicitly in the following lemma). By means of this algorithm we derive:
3.3. Lemma. The first number in the previous theorem is N c λ ′ , the second equals
is the number of standard Young tableau of shape λ.
Proof. Let us inspect the situation for descents of 1. Choose two cells of λ. Imagine we put the numbers 1 and 2 in these cells and generate the rest of the numbers randomly (of uniform distribution). Then we use the [NPS] algorithm on this numbering.
We will discern three cases: 1) Both cells are in the same column. In this case, there will be a descent no matter how we place 1 and 2 in the selected cells.
2) One cell is in the top row and the other strictly east from it. In this case there will never be a descent.
3) Otherwise there will be a comparison of some active element x with both 1 and 2 (Figure 3) during the algorithm. In exactly half of these cases, the resulting tableau will have a descent at 1.
x 1 2 Figure 3 : The third case (1 and 2 may be exchanged)
The relative frequency of 1) and 2) is respectively λ ′ i (λ ′ i − 1)/(n(n − 1)) and λ i (λ i − 1)/(n(n − 1)). To calculate the relative frequency, c λ ′ we take 1/2 and correct it by adding half of 1) and subtracting half of 2).
For the third claim (the second follows, below) we count the number of tableaux with descents at 1 and 2. It is easy to see that the initial situations that will lead to these descents are those with 1 (weakly) to the right of 2 which is to the right of 3 moreover, if they are in different columns, 2 must not be in the uppermost row and 3 not in the two uppermost rows. The number of possible such combinations is
which divided by n! yields the fraction of tableaux of shape λ with descents at 1 and 2. We see that d λ , e λ and e λ ′ enumerate the tableaux with 1, 2 and 3 in the first row, 1, 2, 3 and 4 in the first row and 1, 2, 3 and 4 in the first column respective. Now, the number of co-occurrences of standard Young tableaux with descents at 1 and at 3 is the number of standard Young tableaux with descents at 1 less the number of standard Young tableaux with descent at 1 but without descent at 3. The latter number equals tableaux beginning 1, 4 / 2 / 3 (meaning 1 and 4 in the first, 2 in the second and 3 in the third row) or 1, 3, 4 / 2. But these equal respectively the number of tableaux with 1 / 2 / 3 less those with 1 / 2 / 3 / 4 (see Figure 4 ) and those beginning 1, 2, 3 less those beginning with 1, 2, 3, 4, from which the claim follows. 
The Proofs of the main results
Proof of Theorem 2.1 The claim concerning the expectation is obvious. The variance is expressed in the standard form V (X) = E(X 2 ) − E(X) 2 . Since only the co-occurrence of the numbers matter, this also follows easily from the previous lemmata.
Proof of Theorem 2.2 Let us first prove that condition (2.4) is sufficient. For convenience we will denote |λ m | by n and we will omit the superscript from λ m and write λ 1 for its first component when there is no danger of confusion. We will assume without loss of generality that n ≥ 10.
We start by deriving two bounds for c λ ′ : Let q := λ 1 /n. If q ≥ 1/2 then
According to Theorem 2.1 we have three terms to bound (the last one is already constant, −1). We will first show that the third term (corresponding to descents at i and j for |i − j| > 1) is bounded, which is equivalent to showing that
Since f > 0, the sum on the left is less than the sum on the right and we may disregard these sums. Since d λ ′ > e λ ′ it suffices to show that
This is trivial if c λ ′ is bounded away from zero, so we may assume that q ≥ 211/220, by (4.1). Thus c λ ′ < 1/22, by (4.2).
We will show that (4.3) holds with k = 11. Let r := n − λ 1 and assume without loss of generality that r > 0. Then (4.3) is implied by r n − λ 3 1 + λ 2 1 r n 3 + λ 4 1 + λ 3 1 r n 4 + 6(1 − q) n ≤ 11 r n 2 , (4.4) where the last term on the left-hand-side comes from replacing n − 1, n − 2 and n − 3 by n and similarly for the λ i 's. To see this, start by considering 11c 2 λ ′ − c λ ′ . The derivative with respect to c λ ′ is negative since c λ ′ < 1/22. Thus making c λ ′ larger is no problem. To see that this replacement does not make −d λ + e λ smaller by more than 6(1 − q)/n, write it as λ 1 − 3 n − 3 − 1 i≥j≥k λ i (λ j − 1)(λ k − 2) n(n − 1)(n − 2) + i≥j≥k≥l≥2 λ i (λ j − 1)(λ k − 2)(λ l − 3) n(n − 1)(n − 2)(n − 3) .
