ABSTRACT In this paper, we propose a regression model to establish a relationship between surface electromyography (sEMG) and knee joint angles. In this model, the correlation dimension of wavelet coefficient (WCCD) and an Elman network are developed for the model estimation. In our experiment, the sEMG signals were recorded from five muscles concerned with knee joint motion, and knee joint angles were simultaneously recorded by a Codamotion system. First, we used a feature extraction method based on WCCD to extract optimal feature vectors from multichannel sEMG signals. Then, the Elman network was used to map the optimal sEMG features to the knee joint angles. The results show that the features extracted from the multichannel sEMG signals using the WCCD method proposed in this paper outperform the time-domain and frequency-domain methods. Our method is expected to be applied to intelligent prosthetics, exoskeleton robots, and medical rehabilitation robots.
I. INTRODUCTION
Patients who suffered from spinal cord injury (SCI) lose their motor function because of neurologic damage, which involve long rehabilitation treatment after surgery. Active training has been proven to improve the cortical reorganization and help in neuron-rehabilitation. Passive exercise with a simple machine, such as a treadmill, is a traditional treatment but is limited. A traditional human-machine interface based on program control has constrained the development of robot intelligence. The new class of intelligent robots, such as rehabilitation and power-assisted ones, and intelligent prosthetics need to be developed from passive acceptance of instructions to active understanding of human behavior [1] . Biological signals were used to develop a human-machine interface with the advancement of bio-information technology. sEMG signals contain useful muscle activity information and are
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stronger than EEG signals. Therefore, engineers use sEMG signals to develop a feasible human-machine interface [2] .
Fundamentally, sEMG signals are often used as a control signal in three ways [3] - [5] . In the first method, sEMG signals are used as a switch signal. Researchers use the switch signal to distinguish different motion modes of the limbs of the human body. This method obtains higher recognition rate and more motion modes. Feature extraction methods and classification algorithms are the research focuses of this approach. For example, Momen K. et al suggested a fuzzy C-means clustering method to distinguish four movements using the natural logarithm of root mean square (RMS) values of sEMG signals; this approach obtained a recognition rate of 92.7% ± 3.2% [6] . However, this method can only identify a limited number of motion modes. Additionally, the movement smoothness of a robot and coordination between human and robot are greatly affected. In the second method, a muscle force scheme, such as the Hill muscle model, based on sEMG was established together with muscle physiology to calculate joint angle [7] . However, the model has complex structure and contains many physiological parameters that cannot be directly measured. In the third method, researchers directly established a regression model of associated sEMG and joint motion. In this approach, neural networks are often used to develop regression models. Lee and Lee [8] used multilayer neural network to estimate gait angle, and the result indicated that absolute average error of the prediction gait angles is 0.25 • . Zhang et al. [9] estimated the joint angles of the human legs using BP neural network, which obtained an accuracy rate of 90.1% ± 4.1%. Chen et al. [10] recently proposed a deep belief network method to estimate the joint angles of the lower limb. The authors extracted sEMG features using this method and established a BP neural regression model. Finally, a 96.2% ± 1.5% accuracy rate was obtained.
Wang et al. [11] proposed the wavelet-based correlation dimension method to discriminate four types of forearm movements. According to their experiment, the waveletbased correlation dimension exhibited more robustness and higher classification accuracy than other existing methods. Rajendra et al. [12] proposed the continuous wavelet analysis of heart rate variability signal for disease recognition. They calculated fractal dimension (FD) of heart rate signals in their analysis. The results of FD indicated that all the identification classes has more than 90% confidence interval. Our present study aims to develop a regression model that relates the multichannel sEMG signals to human knee joint angles to create a more natural human-machine interface. Specifically, we propose a new feature extraction method on the basis of WCCD to extract the optimal feature vectors from multichannel sEMG signals and establish an Elman network estimation model that can map the optimal feature vectors to the knee joint angles. Experiments were conducted to validate the effectiveness of the methods proposed in this study. Results showed that the proposed methods can obtain higher estimation accuracy over traditional ones.
II. MATERIALS AND METHODS

A. DATA ACQUISITION
Leg stretching and bending were the commonly used rehabilitation exercises for stroke patients in hospitals. Thus, this idea was used as our experimental basis. Twelve healthy volunteers (six males and six females, 23 ± 3 years old, 170 ± 15 cm in height) participated in leg extension exercises. This approach is conducted to obtain convincing experimental data. In this experiment, each subject was sitting.
And they performed the leg extension exercise movement in six conditions: low speed without load (LNL), low speed with load (LL), medium speed without load (MNL), medium speed with load (ML), high speed without load (HNL), and high speed with load (HL). As shown in Fig. 1 .The acquisition period was set to 10 s. A cycle consisted of a flexion and extension action. Low, medium, and high speeds corresponded to completing two, four, and six action cycles in 10 s. In this study, five leg muscles, including rectus femoral (RF), vastus medialis (VM), biceps femoris (BF), semitendinosus (SE), and gastrocnemius (GA), were recorded when the subject performed a leg extension exercise [13] . As shown in Fig. 2 . RF and VM are powerful knee extensors [14] . SE and BF play role in flexing the legs and rotating the knee joints [15] . GA is concerned with standing and walking.
A DELSYS Trigno Wireless System (Delsys Inc, USA) is used to collect sEMG signals. We selected the sEMG signal sampling frequency of 1600 Hz. The device used in the knee joint angle measurement is Codamotion (Charnwood Dynamics Ltd, UK). The sampling rate of the knee joint angles is 100 Hz. These five muscles were selected to collect sEMG signals, and markers were placed in the leg, knee, and thigh to collect angle data, as shown in Fig. 3 .
In the data preprocessing, the sEMG signals should be sub-sampled to unify the signal frequency. We averaged the SEMG signal at every 16 points. Processed signals were shown in Fig. 4 . Fig.4(a) shows the angle signals. Fig. 4 (b) shows one channel of the sub-sampled sEMG signals.
B. SEMG SIGNAL PROCESSING 1) EXTRACTION OF RAW SEMG SIGNAL
The DELSYS Trigno Wireless System is used in the sEMG acquisition device. The system is equipped with a band pass filter of 20 to 450 Hz, but substantial noises are still generated by environmental factors. We had to de-noise the collected sEMG signals twice to improve signal-to-noise ratio and make better use of sEMG information. We adopted a symlets wavelet to conduct a multiscale decomposition of the collected sEMG signal [16] . Subsequently, we set a hard threshold to remove the noise signal. We then reconstruct the signal [17] . Finally, all the de-noising signals constitute the initial five dimensional feature vectors for the five channels of sEMG signals. 
2) CORRELATION DIMENSION OF WAVELET COEFFICIENT
Wavelet transform is a more powerful time-frequency analysis method than short-time Fourier transform, which can decompose the signal according to different scales and provide more information in time and frequency domains. The discrete wavelet transform process uses a filter. This technique is a signal decomposition method. In digital signal processing, this technique is called dual channel sub-band coding, as shown in Fig. 5(a) . S is the signal that need to be analyzed. A and D are the low and high frequency parts, respectively. The low frequency part is the coefficient produced by the large scaling factor after translation, which is the description of the low frequency part of the signal. The high frequency part is the coefficient produced by small scaling factor through translation, which is the description of the high frequency part of the signal [18] . Fig. 5 (b) continued to break down the decomposed low frequency part as the original signal, which is called wavelet multistage decomposition. The identification of decomposition series mainly depends on the effective frequency and experimental object in the original signal [19] .
The approximate components of the wavelet decomposition can effectively reflect the original signal and prevent the influence of many high frequency details. Therefore, the approximate components are used to describe the original signal and extract the features that reflect the characteristics of the approximate components. Thus, the original signal can be identified successfully. In addition, we append the parameters of nonlinear dynamics on the approximate components given the complexity of the sEMG signal.
Correlation dimension is a kind of fractal dimension definition that indicates the degree of system density in multidimensional space. Moreover, correlation dimension reflects the degree of system point and point correlation. Correlation dimension is calculated by Procaccia's G-P algorithms [20] . These algorithms are used to calculate the correlation dimension of attractors from time series.
Phase space remodeling. Let a time series {x (k) k = 1, 2, . . . , N . We rewrite them according to (1) .
where X m i is the new time series, m is the embedding dimension, and τ is time delay.
Calculate correlation integral C n (r). We obtain the maximum component difference between two vectors as the distance between them as follows.
where x i and x j are the vectors in the remodeled phase space. Any vector whose distance is less than the given positive number r is called the associated vector. In the remodeled phase space, n vectors exist. Equation (3) is used to calculate the correlation integral C n (r).
where H (x) is a Heaviside Function
Calculate the correlation dimension D. Correlation integral C n (r) has the following relations (5) with r when r → 0.
where D is the correlation dimension. We should select the appropriate r, so that D can describe the self-similar structure of the chaotic attractors. We can calculate the approximate value of D according to (6) .
Correlation dimension reflects the degree of distribution of the system in a multidimensional space. The combination of wavelet method and correlation dimension method can better reflect signal characteristics. We used the db3 wavelet to decompose the signal in three layers [21] . Additionally, we calculated the correlation dimension of the low frequency coefficients of each layer. As shown in Fig. 6 , we obtained the multiple correlation dimension coefficients.
We extract the low frequency coefficients α ij of each layer and calculate the correlation dimension D i of its corresponding layer, where i is the current decomposition level, and j is the index of wavelet low frequency coefficient. We use a new eigenvector WCCD to represent the time-domain properties and distribution of the sample as follows:
where c is frequency doubling factor, and c is obtained by experiment.
The new eigenvector P ij contains the low frequency coefficient information of each wavelet decomposition, which can reflect the time-domain characteristics of sEMG signals effectively. P ij also has the correlation dimension information of each channel sEMG signal, which reflects the degree of dispersion of different signals in multidimensional space.
3) ELMAN NETWORK FOR ANGLE ESTIMATION
The Elman network was first proposed by J. L. Elman in 1990 for voice processing. This system is a typical local regression neural network. The structure of the Elman network is shown in Fig. 7 . The Elman network structure not only includes input, hidden, and output layers, but also contains a layer that memorizes the historical information of a hidden layer, which is called the context layer. The context layer receives feedback signals from the hidden layer. The hidden layer is connected to the input of the hidden layer through the delay and storage of the context layer, which is particularly sensitive to the historical data based on the time series [22] . Therefore, this network is superior to other methods in predicting time series. We can use this feature to establish an Elman network estimation model to predict knee angles.
The mathematical model of the Elman network is as follows:
where W 1 , W 2 , and W 3 are weight matrices between each connection layer; α(0 < α ≤ 1) is the feedback factor of the context layer; f is the activation function of the hidden layer VOLUME 7, 2019 as shown in (11); and g is the activation function of the output layer as shown in (12) .
The parameters of an Elman network are usually learned using the back propagation (BP) algorithm. The BP algorithm is based on a gradient descent strategy [23] . Assume that the actual output of the network at time k is y d (k). The expected output of the sample is y (k). The error function is defined as (13) .
Calculate the partial derivative of error function E with respect to variable W 3 ∂E
Similarly, calculate the partial derivative of error function E with respect to variable
Finally, calculate the partial derivative of error function E with respect to variable
According to (18) ∂x j (k)
Regardless of x c (k) dependence on connection weight W 1 jl , we can obtain ∂x j (k)
According to (20) and (21) ∂x j (k)
From W = −η ∂E ∂w we deduce that
where
Equation (23), (24), and (25) are used for the weights training of Elman neural networks.
III. RESULTS AND DISCUSSION
The sEMG and angle data were collected from twelve healthy volunteers. The volunteers performed the leg extension exercise movement in six conditions as previously mentioned. Each volunteer did eight sets of movements in different conditions and took a five-minute break after the experiment. A total of 96 samples exist for each group of motion patterns. In this study, the root mean square error (RMSE) is used to describe the accuracy of the prediction algorithm, as shown in (28) .
where N is the length of the angle signal,θ is the estimated knee angle, and θ is the actual knee angle collected by the Codamotion. All prediction results were performed using a six-fold cross validation. The samples was divided into six equal-sized groups. Among those groups, one of the groups was chosen as testing data and the other groups as training data. This process was repeated for each groups, resulting in six results [24] . The results below averaged over six sub-data sets.
Before calculating the WCCD, the correlation dimension of each layer needs to be computed. The training samples are decomposed with db3 wavelet to obtain the low frequency coefficients of each layer. Two important parameters need to be determined in the phase space remodeling using the G-P algorithm (i.e., delay time τ and embedding dimension (m). We use the C-C algorithm on the basis of the association integration proposed by Kim to estimate the delay time τ and embedding dimension m, wherein m = 3 and τ = 10 [25] . Table 1 showed the correlation dimensions of multilayer wavelet coefficients.Ch1-Ch5 are the five different acquisition channels. Ch3 collects the sEMG signal of the vastus medialis, which is more involved in the knee flexion movement. The value of the correlation dimension calculated for Ch3 is greatest. In Table 1 , the correlation dimension obtained by wavelet coefficients of different layers is slightly different. These differences can effectively distinguish the characteristics of various channels for better prediction of knee joint angles. We can obtain the WCCD eigenvector P ij according to (7) after calculating the correlation dimension D i of each layer.
We selected Elman network for the angle estimation. The output layer consisted of only one neuron that predicts the angles of the knee joint. If the number of neurons in the hidden layer were not reasonable, the prediction error would be very large. We did experiments to select the number of neurons. Fig. 8 shows the average RMSE for leg extension exercise when number of neurons change. From Fig. 8 , the optimal number of neurons in the hidden layer was 15, and sigmoid was the activation function for the hidden layer.
We compared three algorithms with the WCCD method. The time-domain method was used in this comparison task [26] . The integral of absolute value (IEMG) and RMS were used to represent the time-domain features in this study [27] . IEMG is an index in clinical application, which can be expressed as
where x i is the sEMG signal amplitude in a segment i and N is length of the sEMG signal. Due to limitations on space, we selected four comparison pictures of the actual and estimated angles, as shown in Fig. 11 .
The frequency-domain method, which includes the mean power (MNP), was also used in this comparison task. MNP is an average power of the sEMG power spectrum, which can be expressed as
where P j represents the sEMG power spectrum at frequency bin j and M denotes length of the frequency bin. We used the Elman network with 15 neurons' hidden layer to estimation knee joint angle. The prediction results are shown in Fig. 9 .
From Fig. 9 , our test results show that the RMSE increase with speed. Under load test, the RMSE is smaller than the other. This is due to the fact that leg takes the strain.
We also tested WCCD method proposed in this study with the BP network, Least squares support vector machines (LSSVM), and general regression neural network (GRNN) [28] . We also did experiments to determine the network configuration of BP and GRNN. We selected the BP network with 9 units' hidden layer and GRNN with 15 units' hidden layer. And we got LSSVM's hyperparameters by simulated annealing algorithm [29] . And regularization parameter gam = 16.747, kernel parameter sig2 = 22.374.
We tested all motion patterns and obtain the prediction error of the four models, as shown in Table 2 . As illustrated in the table, the prediction error of the Elman model proposed in this study is lower than those of the other three models in all movement patterns. And the prediction results of the Elman model are less disturbed by the motion patterns.
We tested the performance of the WCCD method for different subjects using Elman prediction model. We obtained the WCCD eigenvector and actual knee angle when volunteers did a leg extension exercise movement in HNL conditions. We used the WCCD method to estimate the knee joint angles for all volunteers. For all of them, the prediction algorithm has achieved acceptable results. The RMSE values of all volunteers are shown in Fig. 10 . The results show that our method is robust to different subjects.
To further verify the accuracy and the operability of the WCCD method, we chose all data of a volunteer to train network and get comparisons of actual and estimated angles. We chose Elman prediction model proposed in this study to estimate knee angles. Fig. 12 shows one subject's angle prediction results obtained by our method. As shown in (a), the subject did the leg extension exercise movement without load. Thus, the (a) actual angle is larger than (b). According to the result, the RMSE of (a) is 4.0854, and that of (b) is 3.5534. Muscle activity is evident under weight-bearing conditions, and accurate predictions can be obtained. According to the comparison result of (a), (c), and (e), the motion speed has a greater effect on the prediction results. Our prediction model also obtains a lower accuracy in the fast motion situation. According to the prediction result, WCCD method is the best prediction algorithm. In most cases, our method can make a good performance. On the other hand, we use this data to train BP, LSSVM, GRNN and Elman. As shown in Fig. 13 , the experimental results show that a little difference was observed among BP neural network, GRNN and LSSVM prediction model. And the Elman model proposed in this study has high prediction accuracy. The results showed that it is reasonable for us to choose Elman as the prediction model.
IV. CONCLUSIONS
This study presents a continuous angle estimation method for human knee joint in leg extension exercises using multichannel sEMG signals. In this implementation, a new feature extraction method is proposed on the basis of the WCCD considering the nonlinear characteristics of surface EMG and redundant information in multichannel signals. The Elman network is structured and trained to relate the optimal feature vectors and calculate knee joint angles. Experimental results demonstrate the validity of the proposed method. In the future, the proposed methods will be utilized to estimate the continuous motions of multiple joints. The proposed method can be applied to intelligent prosthetics, exoskeleton robots, and medical rehabilitation robots to improve motion stability between human and robot. It should be noted, however, that our study has examined only healthy people. In a future study, we will cooperate with a hospital on an experiment and test our method on a group of patients under physical therapy.
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