Abstract-Speech is the natural mode of communication between humans. Human-to-machine interaction is gaining importance in the past few decades which demands the machine to be able to analyze, respond and perform tasks at the same speed as performed by human. This task is achieved by Automatic Speech Recognition (ASR) system which is typically a speech-to-text converter. In order to recognize the areas of further research in ASR, one must be aware of the current approaches, challenges faced by each and issues that needs to be addressed. Therefore, in this paper human speech production mechanism is discussed. The various speech recognition techniques and models are addressed in detail. The performance parameters that measure the accuracy of the system in recognizing the speech signal are described.
I. INTRODUCTION
Human-machine interaction is gaining high attention in the past few decades due to advances in technology and applications which demand the computers to be able to perceive, interpret and respond to the command given by the user via the voice signal. Hence, understanding the human speech production model and devising an accurate model to recognize speech is necessary.
A. Mechanism of human speech production
Speech is the transformation of thoughts into words. Human ears perceive the sound signal and there is a conversion of pressure signal into electrical signal. The message is conveyed to the brain where the processing is done and appropriate decision is taken. If the response is to be verbal then it is conveyed to the speech model through the motor system of the human body. The articulation and the formation of meaningful messages are carried out by the speech model. The human speech production model is shown in figure 1 . Here, sound is produced when the air pressure is applied to the lung via the muscles and then this pressure signal passes through the vocal tract.
The vocal tract has vocal folds that are characterized by having different resonant frequencies. The opening and closing of the vocal folds produce varying words or sound signal. The sound signal may pass through the oral cavity producing oral sounds or the nasal cavity producing nasal sound, depending on the closing or the opening of the velum respectively.
It is observed that a careful analysis is performed by ASR model to determine the voiced, unvoiced or silence portions of the speech signal. This model formulates algorithms which trains the computer to perform the processing of the information and determines what is the uttered word or sentence. It also performs a kind of mapping from continuous time speech signal to a sequence of discrete time samples.
C. Objectives of Automatic Speech Recognition
The main objective of speech recognition is to understand what is being said. ASR develops models and algorithms that can precisely simulate the physical system of human speech production. Text conversation between human and machine needed the user to type in the data to the machine at the speed that would match the speed of the utterance, which is difficult. If the machine is able to take in the instructions directly by speech without text then a lot of time is saved. In order to achieve this objective ASR is deployed as it converts speech signal into text form.
D. Challenges of Automatic Speech Recognition
Speech is a non-stationary continuous time signal whose implementation for speech recognition poses many challenges. Few of them are described as follows.
Speakers
have different language of communication. So the machine has to be fed with the database of each language which will be huge and this increases the cost of implementation and the search time. Human interact not just with words but with the help of gestures as well. The need to inculcate gestures and emotion recognition with speech becomes challenging task. Recording of voice signal will introduce background noise which will affect the accuracy of recognition. So a de-noising process must be adopted to improve performance of ASR. 
E. Motivation
The demand for human-machine interaction is increasing day-by-day. Therefore, the challenges of ASR need to be addressed with an efficient algorithm for speech recognition. The knowledge of human speech production, nature of speech signal and synthesizing speech using machine, the current speech recognition techniques available, and their loopholes and to address them becomes necessary so that areas of improvements can be highlighted.
The rest of the work is organized as follows. Section II deals with the related work on existing ASR systems. Section III deals with the general block diagram of ASR. Section IV is dedicated to the study of performance parameters used to measure the recognition rate of ASR. Section V discusses the applications and advantages of ASR. The conclusion and scope of the work on ASR is described in section VI.
II. EXISTING MODELS OF AUTOMATIC SPEECH RECOGNITION
Researchers and scientists have contributed a lot in surveying and proposing new techniques that will help in increasing the speech recognition accuracy. Vijayalakshmi et al., [5] highlights the architecture of ASR system using different approaches. Li Deng and Xiao Li [9] discussed Machine Learning (ML) paradigms which are motived by ASR applications. The crosspollination of ML and ASR techniques are introduced to obtain improved results. Pandey et al., [13] discussed various databases generated for recognition of Indian languages. Swati et al., [22] explained various speech feature extraction and classification techniques and compared the various existing techniques for speech recognition. Itoh et al., [28] gives the performance measuring metrics normally used in speech recognition techniques. It is seen that Word Error Rate (WER) is widely used accuracy measurement metric for ASR.
Considering the recent advances in speech recognition, it would be no surprise to predict that by 2050 fifty percentages of the searches will be voice searches. Table  1 shows the growth of the speech recognition technology over the years. 
III. OVERVIEW OF AUTOMATIC SPEECH RECOGNITION
In this section the brief classification of speech recognition and architecture of automatic speech recognition system are explained in detail.
A. Classification of Speech Recognition Approach
Speech Recognition is the mapping of speech signal to text. Figure 2 shows the broad classification of speech recognition approaches. [5] [6]. Acoustic Phonetic Approach: Acoustics and Phonetics [7] [8] are the study of different sounds and phonemes of the language respectively. Acoustic phonetic approach of speech recognition relies on the postulates that every spoken language will have finite, definite and distinctive phonetic units whose properties are determined either by the time-domain signal or the spectrum of the signal. This approach will be useful for languages which are under-resourced. Figure 3 shows the general block diagram of the acoustic phonetic approach used for speech recognition. The speech signal when given as input to the speech analysis system will give the spectral representation of the time-varying signal. The features that provide speech acoustics are obtained from feature detection stage. Speech signal is quasi-stationary and its analysis is performed by segmentation of signal into region of stable behavior. The segmented regions are grouped into classes having similar behavior. Each class is labeled by a phoneme of the language whose behavior match with each other. Some of the areas of applications of this approach are multilingual speech recognition, accent classification, speech activity detection system, speech recognition for Asian languages, speech recognition for Indian languages, vocal melody extraction and so on.
Pattern Recognition Approach:
In this scheme there are two steps namely pattern training and pattern comparison. A training algorithm is selected to generate training samples which are correctly labeled using certain measurement parameters such as zero-crossing rate. A mathematical framework is developed to establish speech pattern representation in the form of a template or a stochastic model. The spoken words are compared with the possible patterns obtained in training phase for determining the identity of the unknown. Figure 4 shows the block diagram of pattern recognition approach and the classification of the Pattern recognition approach is tabulated in table 2. The spoken words are compared with the possible patterns obtained in training phase for determining the identity of the unknown. Figure 4 shows the block diagram of pattern recognition approach and the classification of the Pattern recognition approach is tabulated in table 2. Table 2 . Classification of Pattern Recognition Approach
Type Description
Template Based Approach A collection of prototypical speech patterns are stored as reference patterns. An unknown spoken utterance is matched with each of these reference templates and a category of the best matching pattern is selected.
Stochastic Approach
This approach is based on the use of probabilistic models so that uncertain or incomplete information, such as confusable sounds, speaker variability, contextual effects and homophone words can be addressed.
Artificial Intelligence Approach: Artificial
Intelligence [12] is the emerging technology having applications in almost every field of day-to-day life. Speech recognition remains one of the challenging areas in artificial intelligence. Artificial intelligence provides flexible recognition with a self-learning program to understand the voice modulation by listening and updating different pronunciations. The recognition of speech happens by using frequency depths to differentiate background noise from actual speech signal. this way, artificial intelligence approach is very effective in large vocabulary processing systems.
B. Architecture of Automatic Speech Recognition System.
Speech recognition is carried out in two stages namely training stage and testing stage. In training stage, the input to the system is known speech obtained from a database. The database sample is preprocessed and the significant features are extracted by applying various feature extraction techniques. In testing stage, the test sample is unknown and the acoustic analysis is performed. In order to discuss the stages involved in ASR architecture [6] [10], it is very important to be aware of the databases that serve as input to the ASR system. Figure 6 shows the architecture of ASR system. The various steps involved in ASR are database, preprocessing, feature-extraction and classification.
Database: To achieve accurate speech recognition, databases used must be precisely collected and their scope has to be wide enough to provide coverage to all the acoustic-phonetic units of the speech. There are two main reasons to develop speech database. One is the use of database in research areas covering phonemes, acoustics, lexical and expressions of the language; and the other is in differentiating the speakers on the basis of age, gender, environment etc., while designing a speech database, the following factors must be taken into account. The larger the population of participating individuals better will be the coverage of all the speech units and greater will be the recognition rate. However, huge databases will require more storage. Therefore, there has to be a tradeoff between the database size and the number of speech recordings.  Intended use: Based on the application, speech corpus has to be obtained.  Intra-speaker and inter-speaker variability: The database should have the recordings of the speaker in different emotions, expressions, accent etc., which is intra-speaker variability.
Collecting database for Indian languages is challenging as there are many languages and variations among the same language depending on the culture and geographical region of the speaker. Most of the time, there is no standard database available and hence the databases are designed as and when the need arises. Table 3 gives the overview of some of the Indian databases generated for various applications [13] . There are also some of the standard databases available for ready usage in speech recognition. Most of them are for English and foreign languages. Table 4 gives an overview of some of the standard and frequently used speech databases [14] . It is one of the first phonetically balanced corpus of code-mixed speech in an Indian language pair. Pre-processing: Speech signal, being continuous signal, has to be digitized using an analog-to-digital converter and given as input to the processing system [15] [16] . The first step is pre-processing of speech signal and it involves various stages as shown in figure 7 . Background noise is any unwanted signal and it has to be suppressed for recognizing the actual speech. Therefore, suitable filters are designed to remove unwanted interferences or noises present in the signal.  Pre-emphasis:
It removes high-frequency components, which are usually of little or no significance in processing.  Voice Activity Detection: The Voice Activity Detectors (VADs) are designed to select voiced/ speech, the unvoiced/ non-speech sections and the silence regions in the signal using some of the classic parameters like zero-crossing rate, energy of the signal and autocorrelation function.  Framing: Speech is a quasi-stationary signal and hence processing of speech has to be done for short period of time and also these frames are overlapped before analyzing so that vital information is not lost. To achieve this, speech signal is normally divided into frames of 20-30ms and overlapping of 30-50% of each frame with adjacent frames is performed.  Windowing: The speech signal frames are multiplied with the windows of varying shapes so as emphasize the portions of greater importance and suppress the portions that are of little importance. The window co-efficient should be such that its weight is less at the region of discontinuity and more in the region of continuous speech. Feature Extraction: The goal of feature extraction is to extract the significant information from the enhanced speech signal. The feature extraction techniques convert the preprocessed signal to a set of feature vectors and these vectors characterize the nature of the speech. Table 5 shows the comparison of some of the feature extraction techniques [17] [18] [19] [20] . Gamma tone filters are used to simulate the behavior of the cochlea PNCC includes medium time power bias removal which is used to increase the robustness. It is calculated using arithmetic to geometric mean ratio to estimate the reduction in quality of speech caused by noise.
Accuracy rate higher compared to MFCC and RASTA The implementation is complex as well as complex. Band-pass filters are deployed in logarithmic spectrum domain.
LPC (Linear Prediction
RASTA filter will band-pass all feature coefficient due to which noise becomes the additive portion. On low pass filtering the resulting spectra, the noise is suppressed and the spectrum is smoothened.
 Useful for multi-speakers and multi-languages.  Reliable for moderate sized vocabulary.
 It requires moderate to hard implementation.
Pattern classifier:
The feature vectors obtained from the feature extraction technique are compared with the test feature vector to find out the similarity index. Based on the similarities of feature vectors obtained, the pattern Classifier makes decision to accept or reject the samples. Table 6 gives the comparison of various classifier techniques [22] [23] .  Optimal configuration selection is not easy.
IV. PERFORMANCE PARAMETERS

A. Performance Measures
Two most widely used speech performance measuring parameters are Word Error Rate (WER) and Command Success Rate (CSR). These are discussed in brief here.
Word Error Rate (WER):
It is the most widely used speech recognition metric. WER [24] is used to measure recognition accuracy at word level. If 'N' is the number of words in reference speech, 'S' is the number of substitutions, 'I' the number of insertions and 'D' the number of deletions, and then the formula for calculating WER is as given by equation 1.
The lower the value of WER, the better is the recognition accuracy.
Command Success Rate (CSR):
It is defined as the ratio of number of correctly recognized sentences to the total number of sentences used as input. If 'TS' is the total number of sentences and 'RS' is the number of correctly recognized sentences, then CSR [24] is given by equation [2] 
Smartphones and mobile devices have inbuilt speech recognizers that enable dial-by-voice features. They make use of natural-language processing techniques. CMU Sphinx: Sphinx and its higher versions are open source speech recognition software for English language used for recognizing continuous, speaker-independent speech signal. The coding is done in C/Java/Python and is available in multiplatform operating systems (Sphinx 4 version).
HTK (HMM Tool kit):
It is a proprietary software toolkit developed to handle HMM. This toolkit is applicable only for recognizing English language and the software is coded using C language. It can also be used for speech synthesis, DNA sequencing and character recognition.
V. ADVANTAGES AND APPLICATIONS OF AUTOMATIC SPEECH RECOGNITION
Speech Recognition is adopted in almost all the areas of technology. The main aim of speech recognition is to have automation of devices or applications so as to have robust and accurate typing. The major application areas of speech recognition are listed in Table 7 along with their advantages [25] [26]. 
Medical Assistance
To validate the performance of patient in communication disorder To make speech disorder assessment by speech pathologist fast and inexpensive. Physicians dictate to the computers directly for development of reports in areas like radiology, pathology, and endoscopy. Evaluation of voice and speech disorders in head and neck cancer.
Industrial Applications
By endowing the wheelchair with new Human-Machine Interfaces (HMI) and increasing the wheelchair navigation autonomy, wheelchair users can be socially independent. Voice input computers are used in many industrial inspection applications allowing data to be input directly into a computer without keying or transcription.
Forensic and Law Enforcement FASR (Forensic Automatic Speech Recognition) is used for judicial and law enforcement purposes for identification of speech samples of suspected speaker.
Telecommunications Industry
Generate new revenue by including voice banking services, voice prompter, directory assistance, call completion, information services, customer care, computer-telephony integration, voice dictation. Achieve cost reduction by automation of operator services, automation of directory assistance, voice dialing etc.
Home Automation and Security Access Control
Powered wheelchairs provide unique mobility for the disabled and elderly with motor impairments. ASR can provide an unconventional and more secure means of permitting entry without any need of remembering password, identity numbers, lock combination, etc. or the use of keys, magnetic card or any other device which can be easily stolen.
Education and Learning through ASR Mobile learning: Speech recognition supported games on mobile devices could help in improving the literacy in the developing countries.
Information Technology and Consumer Electronics
Speech recognition support enables internet access for the people with mobility impairments, people with visual impairments and senior citizens. In this paper a brief discussion on Automatic Speech Recognition (ASR) system which is typically a speech-totext converter is presented. In order to recognize the areas of further research in ASR, one must be aware of the current approaches, challenges faced by each and issues that needs to be addressed. In addition to this, human speech production mechanism and the speech recognition techniques are addressed. The performance parameters that measure the accuracy of the system in recognizing the speech signal and software tools employed in speech recognition described in detail.
