Convolutional neural networks (ConvNets) have been used for both classification and semantic segmentation of cellular images. Here we establish a method for cell type classification utilizing images taken on a benchtop microscope directly from cell culture flasks eliminating the need for a dedicated imaging platform. Significant flask-to-flask heterogeneity was discovered and overcome to support network generalization to novel data. Cell density was found to be a prominent source of heterogeneity even within the single-cell regime indicating the presence of morphological effects due to diffusion-mediated cell-cell interaction. Expert classification was poor for single-cell images and excellent for multi-cell images suggesting experts rely on the identification of characteristic phenotypes within subsets of each population and not ubiquitous identifiers. Finally we introduce Self-Label Clustering, an unsupervised clustering method relying on ConvNet feature extraction able to identify distinct morphological phenotypes within a cell type, some of which are observed to be cell density dependent.
outperforming experts across various fields. Cell biology is no exception, with groups 8 demonstrating the segmentation [2] and classification [3] [4] [5] of single adherent cells as 9 well as mixed populations in clusters and in suspension; however, two issues continue to 10 prove challenging towards the application of ConvNets to single cell classification.
11
First, due to the small cell numbers typically obtained relative to the wide variety of 12 accessible phenotypes, qualitative morphological differences may be observed across 13 experiments conducted within only days of one another. These morphologies may vary 14 greatly enough to preclude generalization of a network to novel data even when 15 validation within the original dataset is near perfect(see Fig. 2 ). Second, most To uncover the nature and potential biological significance of these morphological 35 phenotypes, we developed Self-Label Clustering, a novel unsupervised clustering method 36 designed to cluster and identify distinct morphological phenotypes within one cell type. 37 Single cells undergo significant morphological changes throughout the cell cycle, and 38 even clonal populations span a wide range of single cell morphologies which may benefit 39 from larger vocabulary of identifiers than those currently available. Using Self-Label
In the present study, we established an easy-to-apply pipeline for biological laboratories 48 to classify cell types from simply microscope images. Benchtop microscope for everyday 49 laboratory use was used for capturing cell images in flasks (Fig 1a) . Representative 50 brightfield low-res cell images were captured through the microscope and the software 51 (Fig 1b, see Materials and Methods). The images were then maunally cropped into 52 single cell images in squares for artificial neural network training input (Fig 1c) after 53 properly normalizaed (Fig 1b) . The ConvNet designed for cell type classification was 54 shown in Fig 1d, with the cell image input layer, six quadruplets of convolutional,
55
ReLU, Batch Normalization and average pooling layers, a fully connection layer and a 56 softmax classification layer (see Materials and Methods). Once the ConvNet was given 57 enough labeled single cell images with known cell type attributions, a successfully 58 trained ConvNet model is expected to be capable of classifying a newly input single cell 59 image with unknown cell type into a correct cell type with low error (Fig 1e) . The basic 60 workflow of image-based cell type classification through convolutional neural network 61 for single adherent cell with low-res brightfield images was illustrated in Fig 1e. 
62
We initially trained and validated the network on single cell images originating from 63 a pair of flasks in a single experiment, i.e. images from one flask of cell type A
64
(HEK-293A) were labelled positive and images from another flask of cell type B
65
(HT1080) were labelled negative. The two flasks from one experiment are considered 66 one 'flask pair' illustrated in Fig 2a (left) . Randomly assigning 80% of the cells as 67 training data and 20% as validation, for every flask pair so tested, we were able to 68 achieve satisfactory validation accuracies in excess of 95% (Fig 2a) averaging over 69 mini-batches, with comparable training accuracies well above expert classification with 70 an average of 51.58% (Fig 2b) . For expert classification to be a proper comparison of 71 this training regime, all cells came from one flask pair of HEKs and HT1080s (Fig S2) . 72 The computing time spent on the ConvNet training for each trial was fairly short with 73 generally less than 5 minutes to achieve over 95% accuracy, suggesting the method we 74 developed is easy and fast to apply. In the mixed-population test when two cell types
75
were mixed together and seeded overnight, the proposed ConvNet also showed excellent 76 performance (Fig 2g) . Single cell image data preparation, workflow, and artificial neural network architecture. a. Bench-top microscope model [info] used for capturing cell images in commonly-used, thick bottomed, plastic cell culture flasks, b. Example brightfield images of both multi-cell regions (1216x1616 pixels) and manually cropped single cell regions (224x224 pixels). Note the camera used was not monochromatic and the images were converted to grayscale to reduce dimensionality and improve training efficiency, c. Quantile normalization of the image intensity distribution was performed for each cell to a reference distribution constructed from an arbitrarily selected single cell image, d. Cartoon of the proposed ConvNet architecture. Six quadruplets of convolutional, ReLU, Batch Normalization and average pooling layers were constructed. A single fully connected layer was constructed before the Softmax and classification layers, e. Illustration of Cell Type Classification from low-res flask images through artificial neural network. Labelled cells (yellow, blue) in labelled flasks should be fed into the neural network as training data, and unlabelled flasks shoule be treated as validation data. The trained ConvNet model is able to predict cell type with low error given novel cells with unknown label.
We proceeded to test the generalizability of the network, selecting cells from a novel 78 flask for the assembly of the validation set illustrated in Fig 2c ( ideal training accuracy approaching 100% as expected, validation was poor and slightly 87 better than random (Fig 2c, 4 pairs shown) . We went on to perform the following 88 cross-flask exercise in an effort to utilize a more robust training set. (Fig 98  3e) .
99
Given the identification of significant heterogeneity between flasks of the same cell 100 type imaged on separate days, we went on to determine if the network was capable of 
Mixing cell density achieves robust generalization

113
Cell density within a population is known to be a factor of affecting cellular phenotypes 114 and cell growth through manipulating level of cell-cell interaction [6] [7] [8] , and cell 115 morphology among all cellular phenotypes can also be affected by altering cell 116 density [9, 10] . The failure of the ConvNet to generalize between flasks for which the cell 117 density was not controlled (Fig 2c) , while all within the single-cell limit, in addition to 118 the excellent performance of the network when classifying the same cell type from two 119 different flasks (Fig 2e) motivated the design of experiments for which the number of cells seeded into each flask was precisely regulated for investigating single cell 121 morphology heterogeneity under different density conditions. We went on to select two 122 seeding densities, "high" with 0.5 million cells seeded per flask and "low" with 0.1 123 million cells seeded per flask (Fig 3a) . Initially an intermediate number was additionally 124 used to construct a "medium" density but the range of densities used was determined to 125 be too narrow to warrant a subdivision (data not shown). To ensure differences in cell 126 density were the cause of the observed variability and not another source of biological 127 variation (e.g. passage number) or intrinsic variability of the imaging protocol, we 128 established the following protocol (Fig 3a) . Cross-flask tests with densities conserved (e.g. high density training/high density validation, low density training/low density validation). Tests for which the training and validation data are both from the same passage are labeled blue and tests for which the training and validation data are from different passages are labeled purple. There is no observed dependence on passage number, c. Cross-flask tests accross densities (e.g. high density training/low density validation, low density training/high density validation). Colored according to passage as in b., d. Training on both densities and generaing to a novel flask pair with density uncontrolled, e. Left: Training on pools of images from flask pairs of uncontrolled density and generating to novel flask pairs of uncontrolled density. Right: expert classification training on 3 uncontrolled flask pairs and generating to a novel flask pair of uncontrolled density, f. Expert classification for multi-cell frame classification of two cell types, g. Cartoon of the proposed distribution of single cell morphological phenotypes within a single cell type across flasks of different densities.
On day one, T75 cell culture medium flasks of both cell lines were prepared and 130 incubated for 24 hrs after which time they were split into four flasks each, 2 of high 131 density and 2 of low density. The remaining cells from each of the large flasks were 132 seeded in a new large flask. The four density-controlled flasks were allowed to adhere for 133 24 hrs and were imaged within 2 hrs of one another. The 2 large flasks were maintained 134 for one week during which time they were passaged once before the process of splitting 135 into density-controlled flasks was repeated. In total this produced 16 flasks: 2 low 136 density and 2 high density for each cell type imaged on two separate days from two 137 separate passages.
138
Flasks of the same density were able to generalize to one another regardless of the 139 day on which they were imaged, i.e. neither the passage number (Fig 3b) nor any other 140 day-specific variable impedes generalization; however, networks trained on images of one 141 density were unable to generalize to flasks of the other (Fig 3c) . While these results
142
clarified that variations in cell density, even within the single-cell regime, were the cause 143 of this inability to generalize the network model to novel data, they highlighted a 144 problem in the application of this, or any similar protocol, for everyday lab use. We 145 constructed the method presented in Fig 1 to require no dedicated imaging of the user 146 and further utilized images captured within cell culture flasks so that cell passage would 147 not be required prior to classification; however, if only small variations in cell density 148 preclude generalization of the model, the heterogeneity of the flasks in culture would be 149 too great to overcome. On the other hand, networks trained on a combination of both 150 densities were able to generalize to novel flasks of either density (Fig 3d) . We went on 151 to assemble combinations of flasks of uncontrolled cell density (discussed in the previous 152 section) and found that, indeed, utilizing pairs or triplets of flasks for training data or cell passage prior to data collection. The only additional requirement is that a few 157 independent flasks of each cell type of interest should be pooled as training data to 158 achieve better generalization.
159
Expert classification vs ConvNet classification
160
The morphological differences between flasks of uncontrolled density were not great 161 enough to achieve expert classification (Fig 2f) . This was unsurprising considering 162 expert performance distinguishing between two different cell types was only slightly 163 better than random (Fig 2b) ; however, expert classification of images containing 164 multiple cells was far better (Fig 3f) . Images containing multi-cell regions (1216x1616 165 pixels) were displayed to experts in the manner described above for single cell images. 166 In this task, experts showed decent performance achieving 77.63% accuracy on average. 167 This result suggests experts rely on the identification of characteristic phenotypes representing a series of (50) images generated out of the same cell through the 182 augmentation outlined in Fig S1. We assigned each class a unique label and replaced 183 the final two-class classification layer in the network architecture described in Fig 1d   184 with an N -class classification layer where N is the number of classes determined by the 185 number of cells in the database (Fig 4a) . In this way, we constructed what we call a remainder achieving close to 100% both training accuracy and validation accuracy (Fig 196  4b) . The 'original' cell augmented to generate each class was excluded from both the 197 training and validation sets. These cells were then classified through the pre-trained Self-Label ConvNet and the activations of the last convolutional layer were recorded (32 199 3x3 matrices). The matrices were then flattened to a vector of length 288, each element 200 representing one 'feature' of the input cell (Fig 4c) . Training profile of Self-Label ConvNet. An accuracy of nearly 100% can be achieved for both training data and validation data, and a Softmax loss of nearly 0 can be achieved for both training data and validatioan data, c. Workflow for acquiring the LCA feature space an example cell. Novel cells are input into the pre-trained Self-Label ConvNet and the activations of the last convolutional layer are recorded as 32 3x3 matrices for each cell input. The matrices are then flattened to a vector of length 288, each element representing one 'feature' of the input cell, d. LCA matrix: LCA feature maps for many cells across all densities (2208 cells total) are displayed as rows in a matrix (size 2208x288) with each column representing one feature in the LCA, e. Clustering outcome for the LCA matrix applying k-means to rows according to Euclidean distance with k = 11. Clusters are shown after reshuffling the cell indices based on their cluster index., f. Cross-density cluster comparison. Two flasks of two densities are shown. For each flask, the fraction of cells belonging to each of the k = 11 clusters are displayed. Clusters with significantly different representations between densities are colored, g. Morphological Analysis: Two clusters of cells dominated by low density (cluster #10) and high density (cluster #3) respectively, were analyzed. Morphological properties for cells within these clusters were calculated with CellProfiler, and two features (SkeletonEndpoints and TextureSumVariance5) were chosen to generate a 2D projection, illustrating clear distinguishability in a low dimensional morphological feature space. High density biased cluster (cluster #3) was labeled in red and low density biased cluster (cluster #10) was labeled in blue.
promising results. k-means clustering was then performed on the rows of this matrix ImageNet database [11] , and the Self-Label ConvNet described in this study similarly 209 recognizes sub-classes within a single cell type without prior knowledge of these classes. 210 Cluster numbers from 2 to 100 were tested and a peak silhouette score (Fig S4) was 211 observed for k = 11 where the sum of the distances to cluster centers also appears to 212 change slope ("elbow plot" Fig S4) . The LCA matrix with rows reordered based on 213 cluster identity is displayed in Fig 4e and (Fig 4g) . It is clear that the 238 high density biased cluster A contains cells with a "rougher" texture and more skeleton 239 endpoints indicating a more uneven cell boundary. Thus the application of Self-Label
240
ConvNet revealed the presence of distinct morphological phenotypes of potential 241 biological significance.
242
Discussion
243
The application of ConvNets to cell type segmentation and classification promises to 244 improve the efficiency and accuracy of image analysis in many cell biology groups.
245
Challenges remain in improving the usability and generalizability of these methods.
246
Protocols which do not require dedicated experiments or imaging will decrease the 247 barrier-to-entry for groups new to these methods and we hope the utilization of images 248 taken on benchtop microscopes directly from cell culture flasks will make the use of the 249 techniques presented here more approachable. Morphological heterogeneity across flasks 250 creates hurdles for network generalizability but we showed that when incorporating 251 multiple flasks with uncontrolled density, decent generalizability is achievable. Brightfield images (1216x1616 pixels) of cells in a typical cell culture flask (Fig 1b) 271 were captured at 10X magnification on a standard Nikon benchtop model (Fig 1a) . All 272 tests were imaged with identical settings and preparation with the exception that in the 273 completion of the mixed-population tests, a fluorescent image was additionally captured 274 for each region in order to resolve the H2B nuclear label in the HT1080 population. The 275 camera used was not monochromatic and the images were converted to grayscale to 276 reduce dimensionality and improve training efficiency. Single cells were then manually 277 cropped, centered within squares of 224 pixels in length. The cropped images were 278 augmented via image rigid rotation, rigid translation, and the addition of artificial 279 background imitating substrate irregularities before normalization (Fig S1b) . For the 280 final data preparation step, we conducted quantile normalization (Fig 1c) of the image 281 intensity distribution to correct for any variations in light intensity across or among the 282 fields of view. Each single cell image was normalized to a reference distribution 283 constructed from an arbitrarily selected single cell image. pixel kernels of size 5x5 pixels. Stochastic gradient descent [1] was chosen as the 294 learning algorithm and the learning rate was set to be fixed at 10 −4 . We observed a 295 learning rate within 10 −3 to 10 −4 to be appropriate for the tests conducted in this work, 296 and the application of learning rate decay did not have a meaningful impact.
252
Materials and Methods
253
Data Acquisition and Preparation
297
Mini-batch size was set to be approximately 5% of the size of the dataset in each test 298 and the mini-batches were designed to be shuffled randomly every epoch throughout the 299 training process to enhance model validation performance. The ConvNet training was 300 performed utilizing GPU (NVIDIA). cost for neural network training with around 3 million iterations to achieve stable 315 accuracy and loss (Fig 2b) . Once the Self-Label ConvNet was successfully trained to a 316 near 100% accuracy, the activations of the last convolutional layer of the ConvNet were 317 investigated (see Results, Fig 4c,d) .
318
Expert Classification
319
To evaluate neural network performance and additionally to investigate 320 similarities/contrasts between human and network feature identification, an expert 321 classification survey was distributed to 20 individuals (Fig S) . Four parts were included 322 in the survey: 1. Within-flask pair classification between HT1080 and HEK-293A cells 323 (Fig 2b) , 2. Classification between two flasks of a single cell type (cross-flask pair 324 identification) (Fig 2f), 3 . Classification of two cell types when including multiple 325 flask-pairs with uncontrolled density as training data and a novel flask-pair as validation 326 data (Fig 3e) , and 4. multi-cell frame classification of two cell types in a single flask pair 327 (Fig 3g) . Illustrated in Fig S3, 
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The JSD between two (or more) probability distributions is a measure of the 349 dissimilarity of those distributions. For two distributions, and using the natural 
