1 as benchmarks to verify calculational capabilities for nuclear criticality safety have led to questions about the definition of the materials. These measurements are perhaps the most accurate critical experiments that have been performed because of the extremely low uncertainty in the neutron multiplication factor, k eff . These low uncertainties result from the precisely defined materials and precisely defined delayed critical configurations. Some of these uncertainties are from personal communications with the researchers (many of those with knowledge of the accuracies in the metrology and analytical methods are deceased). Some are from supplemental tables of data, which were contained in summaries of the inspection reports and actual inspection reports and do not appear in the logbooks for the measurements. Other than the experimental logbooks that are available electronically, much of the documentation has been destroyed or stored, and the last time one of the authors (JTM) tried to trace some of the experimental details, he was confronted with a large number of unlabeled file boxes without any indication of what was in the boxes. Examination of these files would have taken months just to determine the contents. These uncertainties in the description of the HEU metal used in these measurements are of interest to the Working Party of Nuclear Criticality Safety (WPNCS) International Criticality Safety Benchmark Experiment Project (ICSBEP) because these HEU metal critical experiments at ORCEF have been or are being documented as benchmarks for nuclear criticality safety calculations for ICSBEP. [2] [3] [4] [5] [6] [7] This report documents uncertainties in the mass, dimensions, impurities, isotopics, and 235 U content of the HEU metal (oralloy) used in a wide variety of delayed critical experiments at the ORCEF in the late 1950s, 1960s, and 1970s . Most of these experiments were performed in the east cell of ORCEF. In 2010, personnel from the National Nuclear Security Administration's (NNSA's) Y-12 National Security Complex (Y-12 NSC) reexamined the uncertainties in the descriptions of the HEU materials used in these critical experiments, 8 and a meeting was held at ORNL with personnel from Idaho National Laboratory, ORNL, and the Y-12 NSC to discuss these uncertainties. .
MASS
Most of the masses are obtained from summary tables in the log books or are in the possession of the researchers who listed masses in grams. These masses were obtained from the certified inspection reports and rounded to the nearest gram. Thus, their uncertainty is plus or minus one-half of a gram since they were rounded up or down to the reported values.
A recent correspondence (email dated April 10, 2010) from Zeina Jabour of the National Institute of Standards and Technology (NIST), formerly the National Bureau of Standards (NBS), to Calvin Hopper of Oak Ridge National Laboratory (ORNL) documented the accuracy of the mass measurements at Y-12 at various times. These accuracies are typical of those in the metrology laboratory at Y-12. However, for measurements with the plant production scales, the uncertainties should be increased by a factor of 3. This email is as follows. In the early 1970s when experiments were performed for an oralloy sphere at ORCEF, certified inspection reports from Y-12 were provided to ORCEF with the mass documented out to 0.01 gram for 20 kilogram parts. A portion of an inspection report stating the mass for one part of the oralloy sphere is given in Fig. 1 . While working on a paper to describe the oralloy sphere experiment, the author questioned the accuracy of the masses quoted in the inspection reports. He talked with several people around at that time and John Googin was the only one who could provide any information. He said that in the early 1990s in or near the production area there was a large glass balance with temperature and humidity control that measured the mass of 20 kilogram parts to a precision of 0.001 gram and that they normally reported out the results to 0.01 gram. He said that this accuracy was produced by applying a correction for the difference in buoyancy of the oralloy and reference standard weights in air. He also said that this balance was not now operational, and he did not recall when it ceased operation.
From
While the uncertainty in mass measurements conducted in the Metrology Facility is well documented, those performed in the plant environment are not as well documented. As a conservative estimate for the uncertainty in mass measurements performed on the "shop floor," the Metrology accuracy was multiplied by a factor of 3. In recent email from James Green, presently of the metrology laboratory at Y-12, the mass accuracy in 1960 was 0.089 gram for 20 kilogram samples traceable to the NBS (Table 1) . In most cases, the masses from the inspection reports were rounded to the nearest gram in the log books. In the case of the HEU metal sphere parts, the masses are from the inspection reports.
Certainly, the part masses quoted in the benchmark experiments with oralloy metal parts at the ORCEF are accurate to one-half a gram.
DIMENSIONS
The oralloy dimensions quoted in the inspection reports for these experiments are given to 0.0001 in. 
ISOTOPICS
The isotopic content of the oralloy used in these experiments was taken from tables compiled by the researchers when the materials were delivered to ORCEF by Y-12. The values given in the table of isotopic composition of the oralloy are transcribed in weight percent to two decimal places from the isotopic analysis reports.
At the recent meeting mentioned above, Y-12 staff stated that the isotopic content reported for a given sample of the metal was obtained from the mean of two measurements of using thermal ionization mass spectrometry. Calculation of the combined uncertainties in isotopic content considers the precision and accuracy of the measurement and the uncertainties associated with the standard used to calibrate the instrument. During the time frame for the ORCEF experiments, the dominating contribution to overall measurement uncertainty for 235 U content is the uncertainty of the NBS standard (SRM U850 values are shown in Table 2 ). For many measurements, the uncertainty could be lower by the square root of the number of measurements if the uncertainties are statistically distributed. The precision in monthly averages of the oralloy enrichment measurements during this time period would be more accurate than the weight percents given in Table 2 . However, the main contributor to the uncertainty is that for the standard samples from NBS. An example of average enrichments at Y-12 is given in Table 3 for the oralloy parts made over a period of ~1 month. These parts were made for the oralloy metal critical; the experiments were performed in the east cell of ORCEF. The measured isotopics for these 68 oralloy metal parts are listed in HEU-MET-FAST-051 2 and Appendix A. The standard deviation of the mean for the 235 U isotopic content is 0.00348%, which is a factor of 5 lower than the combined uncertainty of Table 2 . The monthly averaged isotopics for all oralloy produced at Y-12 varied much less than uncertainty associated with a single reported value for a single oralloy part. The uncertainty in a single measurement of the 235 U content of oralloy fabricated at the Y-12 plant was 0.0177 wt %. However, the standard deviation of the mean of all isotopic measurements made in each month was considerable less, and for the parts used in these measurements, as much as a factor of 5 lower. While this indicates that the precision of the measurement is well below that of the uncertainties in the NBS standard, the accuracy, and thus uncertainty, cannot be better than the value of 0.0177 wt% for the 235 U isotope.
IMPURITIES
The concentration of metallic impurities in oralloy products was determined by DC-Arc emission spectroscopy, and the concentration of "gas" species was determined by combustion analyses -similar to modern Leco-type measurements (Table 4 ). The uncertainty in impurity measurements during this time frame is the least well characterized. In general, it was established that the uncertainty of these methods is estimated to be 70% for values measured below 10 micrograms/g-uranium and 20% for values measured above 10 micrograms/g-U.
8 Table 4 lists the mean, estimated uncertainty, and the measured range of impurities in the materials analyzed for the ORCEF experiments. The comparison between the experimental range of impurities and estimated uncertainty (based on the mean value) was performed to ensure that the estimated uncertainty was not larger than the experimental range of measurements, which would indicate that the criteria being used was not adequately large enough to describe the uncertainty of the measurement.
The sum of all uncertainties associated with this set of elemental impurities was determined to be ~100 micrograms/gram-U. However, it should also be added that for characterization of these oralloy parts, 10 impurity analyses were performed on samples collected from each part. Thus, the combined uncertainty for the impurity content in single oralloy part would be reduced by a factor of 10 1/2 . Applying this factor to each of the uncertainties associated with an impurity concentration provides an estimated total uncertainty in impurity concentration of ~35 micrograms/gram-U. Range calculated using 70% uncertainty for elements detected below 10 μg/g-U and 20% uncertainty for elements above 10 μg/g-U.
A conservative estimate of the uncertainty (with respect to the purity of uranium) would be 100 micrograms per gram or a contribution of 0.01% to the uncertainty of the 235 U concentration of the metal.
GRAMS OF URANIUM PER GRAM OF ORALLOY
The grams of uranium per gram of oralloy was determined by dichromate titration in the 1960s and 1970s. This method is similar to the modern Davies-Gray method. While the uncertainty in the total uranium from dichromate titration is dependent on several experimental factors, the major contributor to the uncertainty is the skill of the laboratory analyst. Skilled analysts can produce uncertainties as low as 0.03%. A realistic estimate of the uncertainty for these measurements for a highly purified uranium metal (oralloy) with the skilled Y-12 workforce at the time would be 0.05% or lower. For pure metals, uncertainties as low as 0.02% are achievable. The mean measured grams of uranium per gram for the oralloy parts used at ORCEF is 99.95 grams of uranium per gram of oralloy, which is in excellent agreement with the impurity analyses: sum of all impurities = 489 micrograms/gram-U.
SUMMARY OF UNCERTAINTY IN 235 U CONTENT
Because of the time frame in which the measurements associated with the certification of the ORCEF oralloy were performed, it is difficult to provide an accurate uncertainty. However a conservative estimate of the uncertainty can be obtained by taking the square root of the sum of the squares of the uncertainty due to titration (0.05%), isotopic (0.0177%), and impurities (0.01%). A summary of the uncertainties in the 235 U in a 25,000 gram mass of uranium (oralloy-nominal 99.95% metal) metal typical of that used in the ORCEF measurements from the grams of uranium per gram of metal from titration, the isotopic content of 235 U, and the impurities is given in the Table 5 . The total recommended uncertainty in the 235 U mass is 0.054% and results in the assumption that the uncertainties in the grams uranium per gram of metal, the uncertainty in the isotopic content, and the uncertainty in the impurities are independent. However, these numbers are reduced if many samples are analyzed and the average values are used.
CONCLUSIONS
The uncertainties given in this report are considered conservative.
Mass:
Masses of 20 kilograms, oralloy parts (~93 wt % 235 U enriched uranium metal) used in critical experiments at ORCEF at Y-12 are accurate to ½ gram.
Dimensions:
Dimensions of oralloy parts used in the ORCEF critical experiment with metal cylinders and annuli are accurate to 0.0004 in.
Isotopics
The uncertainty in a single measurement of the 235 U content of oralloy fabricated at the Y-12 plant was 0.0177 wt %. However, the standard deviation of the mean of all isotopic measurements made in each month was considerably less, and for the parts used in these measurements, as much as a factor of 8 lower. One such analysis for oralloy parts fabricated at essentially the same time used at ORCEF gives a standard deviation of the mean wt % 235 U of 0.0035 wt %. However, because most of the uncertainty comes from the standards at the NBS, the uncertainty in the isotopic content of 235 U is assumed to be 0.0177%.
Impurities:
For a particular spectrochemical impurity analysis, the uncertainty for elements <10 micrograms/gram-U is 70%, and for elements >10 micrograms/gram-U, the uncertainty is 20%. However, for these oralloy materials, 10 impurity analyses were performed, and the uncertainty was ~20% (about a factor of 3 less) for elements <10 micrograms per gram and ~6% for elements >10 micrograms per gram.
Grams of uranium per gram of oralloy:
A realistic estimate of the uncertainty for these measurements for a highly purified uranium metal (oralloy) with the skilled Y-12 workforce at the time would be 0.05% or lower. For pure uranium metal, uncertainties as low as 0.02% are achievable. The measured (mean) grams of uranium per gram of oralloy is 0.9995 grams of uranium per gram of oralloy, which is in excellent agreement with the impurity analyses.
Total Uncertainty in
235 U Mass The recommended total uncertainty in the 235 U mass is 0.061% and results in the assumption that the uncertainties in the grams uranium per gram of metal, the uncertainty in the isotopic content, and the uncertainty in the impurities are independent. For a 25,000 gram sample of oralloy, this uncertainty is 13 grams. A-1
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APPENDIX A. ISOTOPIC ANALYSES FOR URANIUM METAL PARTS
The isotopic analyses for the uranium metal parts are given in Table A-1. All parts were made at the same time, and the variations for the parts are the uncertainty in the isotopic determination methods rather than differences in the uranium metal. A-2 A-3 (10 March, 2010) , the analytical dates in question fall between the late 1950's to the mid-1970's. While most instrumentation and methods used during this era are obsolete, Analytical Chemistry personnel have attempted to estimate uncertainties associated with measurements used to characterize highly-pure uranium metal samples during this time frame. To estimate these uncertainties, the investigation has included inspection of archived records and conducted phone interviews with retirees who were intimate with the instrumentation methods used during this era. From these archived records and conversations, the major contribution to uncertainty in the weight-percent of 235U is measurement of total uranium by dichromate titration during this time-frame. However, quality control calculations limits imposed during this time frame and consideration of possible contributions of various measurements indicate that the uncertainty in the 235U content is likely between 0.04% and 0.1% (weight-percent). Between ca. 1950 Between ca. -1970 , most of the methods and instrumentation were developed and built (respectively) within the Oak Ridge complex specifically for the characterization of high-purity uranium metal (>0.999 g-U/g). However, the retrieval of records pertaining to the analytical measurements presents a significant challenge -location, classification, incomplete records, etc. Personnel in the Analytical Chemistry Organization at Y-12 have visited the Y-12 Site's repository to inspect archived control charts, procedures and other records pertaining to the characterization of uranium metal during this time frame. In addition, multiple phone interviews were conducted to discuss what techniques were used and general operational aspects of the instrumentation.
Historical Characterization of High-Purity Uranium Metal
From these records and conversations, four primary methods were utilized between ca. 1950-1970 to determine the purity of uranium metal: (i) dichromate titration for total uranium (or g-U/g), (ii) mass spectrometry for isotopic characterization, (iii) various forms of arc-based spectroscopy for elemental impurities and (iv) combustion analysis for carbon, nitrogen and oxygen. The following sections provide a brief description of the method and likely uncertainties associated with each method during this time frame.
Dichromate titration
A dichromate titration (similar to the modern Davies-Gray method) was used to determine the concentration of uranium by ACO in the 60s & 70s. The uranium was completely dissolved in a combination of hydrochloric, sulfuric, and perchloric acids, which ensured the uranium was fully oxidized to the hexavalent state. The entire sample was then passed through a reducing-agent bed to reduce all of the uranium to a lower oxidation state (4+). A precisely weighed amount of NIST potassium dichromate was added in a slight excess to the solution. The resulting solution was then titrated with a reducing solution to a potentiometric endpoint. Results from this technique have the potential for very low uncertainty in determination of uranium concentration -especially for high-purity metals.
While the uncertainty of total uranium from dichromate titration is dependent on several instrumental factors (i.e. uncertainty in isotope ratios, multiple weighing steps), the major contributor to uncertainty is the skill of the laboratory analyst performing the measurements. Skilled analysts are capable of producing uncertainties as low as 0.03% in the g-U/g for high-purity metals using either dichromate or Davies-Gray methods. However, it would require substantial effort to locate and determine the exact uncertainty for measurements pertaining to the ORCEF experiments. However, since the international target values (ITV's) are developed based on historical measurements, it is assumed that the uncertainty for total uranium determination by dichromate titration would be of similar magnitude. The ITV for uncertainty in Davies-Gray titration is currently 0.14% g-U/g. This would represent a conservative estimate in the g-U/g measurement by dichromate titration, primarily because ITV values are set substantially higher than typical uncertainties produced by skilled laboratories on all uranium-bearing materials. A more realistic estimate of uncertainty for this measurement on highlypurified uranium metal with a skilled workforce would be 0.05% or lower (confirmed by conversations with retirees). Typically, for pure metals and oxides, Davies-Gray and similar titration can achieve uncertainty of measurement values approaching 0.02%.
Isotopic Mass Spectrometry
The type of mass spectrometry used in the early 1960's to mid-1970's was the predecessor for modern thermal ionization mass spectrometry. The instrument used for these measurements was the MS-5 -a 1950-vintage uranium hexafluoride gas-source mass spectrometer, which was modified to allow for solids analysis. Solid uranium metal was dissolved in nitric acid and the solution was applied to a filament (approximately 300 to 400 micrograms of total uranium loaded). This filament was then inserted into the instrument at high-vacuum and heated to sufficient temperature to volatilize the uranium. The gas was then leaked into an electron impact ionization source to produce ions. The ion were accelerated and measured by mass spectrometry. In the MS-5 instruments, the ions were separated by their m/z by a magnetic field, which was scanned to focus the separated ion beam onto a single Faraday cup. [This is in contrast to modern multicollector-style instruments where all ions of interest (i.e. 233, 234, 235, 236, 238) are measured simultaneously.]
The 1978 procedure Y/P65-233057 "Isotopic Abundance Measurements on the MS-300 Thermal Emission Mass Spectrometer" briefly describes the results of a comparison between the MS-5 instrument and the MS-300 instrument, which went into operation in the mid-1970's. From this study, the precision of the MS-5 was comparable to that of the MS-300. For 49 routine metal samples the mean weight percents and standard deviation (1-sigma) of the mean were: However, isotope ratio determination is dependent on the standard used to calibrate the instrument for operation. The accepted uncertainty of many isotopic standards used during this time frame was much higher than the standard deviation determined experimentally. For example, the commonly used SRM U-850 Certificate of Analysis provides the following: This would likely be a minimum for the uncertainty during this time frame (1960) (1961) (1962) (1963) (1964) (1965) (1966) (1967) (1968) (1969) (1970) for the MS-5 instrumentation.
The isotopic data included in the Hopper Letter was analyzed. The standard deviation of the mean for the 235 U data provided was determined to be 0.03%. This standard deviation of the sample population is consistent with a measurement uncertainty of 0.02%. This sample population standard deviation includes both the instrument uncertainty and the variability of the material analyzed over the time frame for the experiments.
Elemental Impurity Analyses
Between the 1950's and 1970's, elemental impurities in high-purity uranium metal were determined by a combination of techniques, depending on the elements of interest and customer needs. In the late 1950's to mid-1960's, a DC-arc emission spectrometer ("Old" Quantometer) was used to determine the concentration of 18 elements. In the mid-1960's, this instrumentation was replaced by another DC-arc emission spectrometer ("New" Quantometer), which was capable of measuring 24 elements. Both Quantometer systems allowed simultaneous measurement of elements using direct-reader technology, coupled to strip-chart recorders, which made a paper computer tape. The computer tapes were then processed with computer systems at the K-25 Gaseous Diffusion Plant. During this entire time frame, additional methods were used to quantify elements of interest not amenable to the Quantometer systems. The methods included DC-arc emission spectroscopy and spark-source mass spectrometry -both with photographic plate detection. Judging from the element list provided in the letter, it is likely that the major elemental impurity constituents were determined by either the "Old" or "New" Quantometer systems -depending on the date of analysis.
While we were unable to locate control charts associated with these two instruments in the archives, conversations with retired and current ACO personnel indicate that the two instruments were very similar with regard to uncertainty of measurement. While DC-arc spectrometry (direct-reader, non-photographic) is capable of <10% uncertainty of measurement, typically uncertainties in measurement are dependent on the concentration of the element of interest and the "brightness" of the emission lines used. Because the optical emission from uranium is complex, bright and nearly continuous across the visible-to-UV region, emission spectroscopic determination of elemental impurities suffers greatly at levels below ~10 ug/g-U for most elements. Generally, a conservative estimate of the uncertainty of the elemental concentration in highly-pure uranium metal is 20% of measured value when elements are above 10 ug/g-U and ranging up to 70% for elements below 10 ug/g-U.
The concentration of carbon, nitrogen and oxygen were determined by Leco-type analyses. One gram aliquots of the pure metal were subjected to combustion under various atmospheres (e.g. oxygen-or hydrogen-saturated environments) followed by separation of gaseous species and detection of products (e.g. CO 2 , NO 2 , H 2 O, respectively). This technology was well-developed in this era of measurement and typically produced 3-20% uncertainty in the measurement of these elements, depending on the respective concentration. Again, a conservative estimate for uncertainty will be considered as 20% for the measurement of these elements.
Considering the elements listed in the Hopper Letter, the uncertainty in total impurities is quite similar to the uncertainty associated with the g-U/g determination by titration and the uncertainty associated with the isotopic characterization. Table 3 lists the average of all impurities for the samples, the calculated uncertainty (using criteria above) and the measured range of impurities in the materials analyzed for the ORCEF experiments. Using the criteria that elements detected below 10 ug/g-U have 70% uncertainty in measured value and those above 10 ug/g-U have 20% uncertainty produces a calculated range of values that is consistent with the measured range for nearly all elements. In addition, when considering the sum of the impurities the experimental and calculated ranges are consistent. Thus, a conservative estimate of the uncertainty (with respect to the purity of the uranium) would be 300 ug/g-U or a contribution of 0.03% to the uncertainty of 235 U concentration in the metal.
Discussion and Summary
Because of the time frame of measurements associated with certification of ORCEF materials and limited personnel and archival information, it is difficult to provide an accurate value for uncertainty in the 235 U content in all parts used at ORCEF. However, a conservative estimate for 235 U content can be made by considering the likely measurement uncertainties associated the measurement techniques during this era. The simplest estimate considers the variability (uncertainty) with each measurement -similar to While this is an elementary approach to estimating the uncertainty association with the measurement of 235 U content for the uranium disks used in the ORCEF experiments, it is consistent with quality control limits that were maintained for highly purified metal products during this era.
In addition the simple consideration of uncertainties associated with different measurement techniques, one should also consider the quality control calculations that were performed to ensure only accurate results were reported for high-purity uranium metal. After all measurements were performed, the summation of the experimentally determined uranium concentration and the impurities were required to be within a specific limit (99.95 to 100.05). While the origin of this limit is unknown, it was likely derived from repeated analyses of statistical controls within the Y-12 plant during this time frame. If this summation did not fall within the limit, the titration was performed again. If the summation still fell outside the limit, all analytical tests were performed again. This summation ensured that the results were accurate to with 0.1% for all the tests performed during this era of measurement.
Considering both the elementary consideration of uncertainty and the quality control limits imposed during this era, the uncertainty of 235 U content is estimated to 0.1%. Because the major contribution to the calculated uncertainty is an estimate based on process knowledge and an educated guess for the uncertainty of the dichromate titration, it is possible that the uncertainty could be slightly lower. Because the titration involves a pure metal, it likely has minimal uncertainty (0.02%). With this uncertainty in Eq. 2, the total uncertainty of 235 U content would be 0.04%. Thus, a conservative estimate of the 235 U content uncertainty would be 0.1%, with a minimum estimate of 235 U content uncertainty of 0.04%.
