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QUANTUM SYMMETRY GROUPS OF NONCOMMUTATIVE TORI
MICHA L BANACKI AND MARCIN MARCINIAK
Abstract. We discuss necessary conditions for a compact quantum group to act on the algebra
of noncommutative n-torus Tn
θ
in a filtration preserving way in the sense of Banica and Skalski.
As a result, we construct a family of compact quantum groups Gθ = (A
n
θ
,∆) such that for
each θ, Gθ is the final object in the category of all compact quantum groups acting on T
n
θ
in a
filtration preserving way. We describe in details the structure of the C*-algebra An
θ
and provide
a concrete example of its representation in bounded operators. Moreover, we compute the Haar
measure of Gθ. For θ = 0, the quantum group G0 is nothing but the classical group T
n ⋊ Sn,
where Sn is the symmetric group. For general θ, Gθ is still an extension of the classical group
Tn by the classical group Sn. It turns out that for n = 2, the algebra A2θ coincides with the
algebra of the quantum double-torus described by Hajac and Masuda. Using a variation of
the little subgroup method we show that irreducible representations of Gθ are in one-to-one
correspondence with irreducible representations of Tn ⋊ Sn.
1. Introduction
Classical notion of a group arises in a natural way in the context of symmetries of various
mathematical structures. When the notion of a quantum group had been introduced then it
became clear that this scheme could provide us with the new insight into the meaning of symmetry.
It appears that the notion of a coaction of a compact quantum group on a C*-algebra ([20]) is an
appropriate framework for description of nonclassical symmetries of noncommutative spaces.
Wang’s considerations on quantum symmetry groups of finite spaces ([24]) was one of the first
attempt to address this issue. It was considered also by other researchers in various contexts
(see for instance [12, 18]). An interesting approach was presented by Goswami in [13], where
the concept of quantum isometry group of a noncommutative manifold was considered. In [3, 4]
several examples were provided. Motivated by this Banica and Skalski ([1]) proposed a definition
of a quantum symmetry group of C*-algebra equipped with an orthogonal filtration.
The aim of this paper is to present an explicit construction of a quantum symmetry group Gθ
of the algebra of noncommutative torus C(Tnθ ) which acts in a filtration preserving way. We show
that this quantum group appears in a natural way from considering some necessary conditions
for such an action. Thus, it is a final object in the category described by Banica and Skalski.
Moreover, we discuss in details the structure of its underlying C*-algebra Anθ . In particular we
describe a representation of Anθ as an algebra of bounded operators on some appropriate Hilbert
space. We compute the Haar measure of Gθ. It appears that Gθ is an analog of the classical
semidirect product Tn ⋊ Sn. It is interesting that being a purely quantum group it is still an
extension of the classical torus Tn by the classical symmetric group Sn. We explore this property
and we describe irreducible representations of Gθ by means of a variation of little subgroups
method. We show that irreducible representations of Gθ are in one-to-one correspondence with
irreducible representations of the classical group Tn ⋊ Sn.
The paper is organized as follows. In Section 2 we provide some preliminary facts on compact
quantum groups, their coactions on C*-algebras, and basic properties on noncommutative tori.
Section 3 provides the reader with the construction of the C*-algebra Anθ . In Chapter 4 we prove
the existence of the quantum group (Anθ ,∆), compute its Haar measure and describe its irreducible
representations.
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2. Preliminaries
2.1. Compact quantum groups. Let us begin with a short introduction to the theory of com-
pact quantum groups developed by Woronowicz in [27, 26].
Definition 2.1 ([27]). A compact quantum group G is a pair G = (A,∆), where A is a unital
C*-algebra and ∆ : A→ A⊗A is a unital ∗-homomorphism (comultiplication) such that
(1) (∆⊗ idA)∆ = (idA ⊗∆)∆, i.e. the following diagram
A A⊗A
A⊗A A⊗A⊗A
∆
∆
idA ⊗∆
∆⊗ idA
commutes,
(2) subspaces ∆(A)(1 ⊗A) and ∆(A)(A ⊗ 1) are dense in A⊗A.
In particular, the above definition is satisfied by compact matrix quantum groups.
Definition 2.2 ([26]). A compact matrix quantum group is a pair (A, u) which consists of a unital
C*-algebra A and a matrix u ∈Mn(A) satisfying the following conditions
(1) matrix entries uik generate dense
∗-subalgebra A in A,
(2) there exists a unital ∗-homomorphism (comultiplication) ∆ : A→ A⊗A such that
∆(uik) =
n∑
j=1
uij ⊗ ujk, i, k = 1, . . . , n,
(3) there exists a linear antimultiplicative map (coinverse) κ : A → A such that
κ(κ(a∗)∗) = a, a ∈ A,
and
n∑
k=1
uikκ(ukj) = δij1A,
n∑
k=1
κ(uik)ukj = δij1A
for i, j = 1, . . . , n.
Analogously to the case of classical compact topological groups, we introduce the notion of a
finite-dimensional representation. Remind that according to ’leg notation’, if t =
∑
i xi ⊗ yi ∈
X⊗Y for some unital algebras X,Y and Z is also a unital algebra, then elements t12 ∈ X⊗Y ⊗Z
and t13 ∈ X ⊗ Z ⊗ Y are defined as t12 =
∑
i xi ⊗ yi ⊗ 1Z and t13 =
∑
i xi ⊗ 1Z ⊗ yi.
Definition 2.3. Let H be a finite dimensional Hilbert space. A representation of a compact
quantum group G = (A,∆) acting on H is an element v ∈ B(H)⊗A such that
(2.1) (idA ⊗∆) v = v12v13.
Let us observe that for a rerpresentation v =
∑
i bi⊗ai ∈ B(H)⊗A, one can consider a uniquely
determined linear map v˜ : H → H ⊗A defined by
v˜(x) =
∑
i
bix⊗ ai, x ∈ H.
Then the condition (2.1) means that the following diagram commutes
H H ⊗A
H ⊗A H ⊗A⊗A
v˜
v˜
idH ⊗∆
v˜ ⊗ idA
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By choosing particular orthonormal basis e1, . . . , en in H we can define v : H → H ⊗ A by the
set of n2 ’matrix coefficients’ vij ∈ A satisfying v(ej) =
∑n
i=1 ei ⊗ vij . Now, the condition (2.1) is
equivalent to
∆(vij) =
n∑
k=1
vik ⊗ vkj , i, j = 1, 2, . . . , n.
We say that representation v is unitary if there exists an orthonormal basis e1, . . . , en in H
such that ’matrix coefficients’ vij ∈ A form a unitary matrix in Mn(A).
Let us consider two representations v : K → K ⊗ A and w : L → L ⊗ A. A linear map
S : K → L such that the following diagram
K K ⊗A
L L⊗A
S
v
w
S ⊗ idA
commutes is know as an intertwining operator. The set of intertwining operators will be denoted
by Mor(v, w). We say that v is equivalent to w if there exists an invertible element in Mor(v, w).
Representation v is called irreducible if and only if Mor(v, v) =
{
λ1B(K) : λ ∈ C
}
. Each represen-
tation is equivalent to a unitary one.
Finally, let us remind the notion of the Haar measure
Theorem 2.4 ([27]). Let G = (A,∆) be a compact quantum group. There exists a unique state
h on A such that
(2.2) (idA ⊗ h)∆ = h(·)1A = (h⊗ idA)∆.
We say that h is the Haar measure on G = (A,∆).
2.2. Noncommutative n-torus. Idea of noncommutative n-torus was first considered by Rieffel
[22] as a generalization of the irrational rotational algebra [21]. Since that moment noncommuta-
tive torus has become broadly discussed subject as one of the simplest yet still nontrivial example of
a noncommutative topological space (which can be also equipped with a noncommutative smooth
structure in the sense of Connes spetral triples formalism [6, 7]).
Definition 2.5. Noncommutative n-torus is a universal C*-algebra C(Tnθ ) generated by the set
of unitary elements {xi : i = 1, 2 . . . , n} satisfying
xixj = ωijxjxi
for all i, j = 1, 2 . . . , n, where ωij = e
2πiθij and θij are entries of a skew-symmetric matrix θ ∈
Mn(R).
In a specific case when θ = 0, i.e. all ωij are equal to 1, C(T
n
0 ) is a universal C*-algebra gen-
erated by n commuting unitaries {xi : i = 1, 2 . . . , n}, therefore it is isomorphic with the algebra
C(Tn) of continuous functions on classical n-torus. Hence, noncommutative torus can be consid-
ered as a deformation of the commutative C*-algebra C(Tn). In a language of noncommutative
topology one can treat C(Tnθ ) as a dual object to the ’abstract’ space T
n
θ .
By Poly(Tnθ ) we denote a dense
∗-subalgebra of C(Tnθ ) which consists of elements of the following
form
Poly(Tnθ ) =
{
x =
∑
~r∈Zn
a~rx
~r : almost all a~r ∈ C are equal to 0
}
where
x~r = xr11 x
r2
2 . . . x
rn
n
for any ~r = (r1, r2 . . . rn) ∈ Zn. Similarly to the previous remark, Poly(Tn0 ) coincides with the
∗-algebra of polynomial functions on Tn, when monomial function xi : T
n → C is given by
xi(t1, t2 . . . tn) = ti.
There is a natural action γ of Tn on C(Tnθ ) given on generators as
(2.3) γt(xi) = tixi
4 MICHA L BANACKI AND MARCIN MARCINIAK
where t = (t1, t2 . . . tn) ∈ Tn. Strating from this definition one can consider an averaging over
orbits E : Poly(Tnθ )→ Poly(T
n
θ ) described by
E(x) =
∫
Tn
γt(x)dµ(t) = a~01 = φ(x)1
where µ denotes the Haar measure on Tn. From that one can extends φ to the faithful trace define
on the whole C(Tnθ ) [8].
2.3. Quantum symmetry groups. The following definition due to Podles´ [20] give us a gener-
alization of a well known concept of strongly continuous action of a compact group on some unital
C*-algebra [19].
Definition 2.6. A coaction of a compact quantum group G = (A,∆) on a unital C*-algebra B
is a unital ∗-homomorphism α : B → B ⊗A such that
(1) (α⊗ idA)α = (idB ⊗∆)α, i.e. the following diagram
B B ⊗A
B ⊗A B ⊗A⊗A
α
α
idB ⊗∆
α⊗ idA
is commutative,
(2) subspace α (B) (1B ⊗A) is dense in B ⊗A.
In the classical setting symmetry group (automorphism group) of a given space X is described
by the group of all transformations of X which preserve its inner structure. From the category-
theoretic point of view, the notion of symmetry group can be equivalently defined as a final
(universal) object in an appropriate category of transformations acting on a given X . Such
approach was used by Wang in his discussion on quantum automorphism groups of finite spaces
[24]. Similar scheme was also introduced by Banica and Skalski in their definition of quantum
symmetry groups preserving orthogonal filtrations [1].
Before we pass to this construction we shall remind the notion of an orthogonal filtration.
Suppose that there is a unital C*-algebra B and the set of indexes I with one distinct element
0 ∈ I.
Definition 2.7 ([1]). An orthogonal filtration on B is a pair V = {ϕ, (Vi)i∈I} which consists of a
faithful state ϕ : B → C and a family (Vi)i∈I of finite-dimensional subspaces of B such that
(1) V0 = C1,
(2) ϕ(x∗y) = 0 for x ∈ Vi, y ∈ Vj , where i, j ∈ I, i 6= j,
(3) span
(⋃
i∈I Vi
)
is a dense ∗-subalgebra B of B.
Example 2.8. Let B = C(Tnθ ) and let φ be the faithful trace on C(T
n
θ ). We will consider the
following orthogonal filtration on C(Tnθ ).
(1) V0 = C1,
(2) Vp,q = span{xi1xi2 . . . xipx
∗
jq
. . . x∗j1 : ik, jl = 1, . . . , n, ik 6= jl, k = 1, . . . , p, l = 1, . . . , q},
i.e. Vp,q is a linear span of irreducible words consisting of p generators xi and q conjugate generators
x∗j .
Definition 2.9. Let B be a unital C*-algebra equipped with an orthogonal filtration V =
{ϕ, (Vi)i∈I}. We say that a compact quantum group G = (AG,∆G) acts on B in a filtration
preserving way if there is a coaction α : B → B ⊗AG such that
(2.4) α(Vi) ⊂ Vi ⊗AG
for all i ∈ I, where Vi ⊗AG denotes here an algebraic tensor product.
By CB,V (or CB when the state and filtrafion are fixed) we denote the category of all compact
quantum groups acting on B in a filtration preserving way. Objects Ob (CB,V) in this category are
pairs (G, α) where G is a compact quantum group and α is a filtration preserving coaction of G
on B. The morphisms Mor (CB,V) are compact quantum groups morphisms which are compatible
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with appropriate coactions, i.e. π ∈ Mor((G1, α1), (G2, α2)) if π : C(G2)u → C(G1)u is a unital
*-homomorphism such that
(2.5) (π ⊗ π) ◦∆G2 = ∆G1 ◦ π,
and
(2.6) (idB ⊗ π) ◦ α2
∣∣
B
= α1
∣∣
B
.
(Here C(G)u denotes the universal version of AG. See [1, 2] for details).
We say that (Gu, αu) ∈ Ob (CB,V) is a quantum symmetry group of (B,V) if (Gu, αu) is a final
object in this category, i.e for each (G, α) ∈ Ob(CB,V) there is a unique morphism from (G, α) to
(Gu, αu).
Remark 2.10. The existence of the final object in CB,V was proved in [1]. The final object is
unique up to isomorphism.
Let G = (A,∆) be a compact quantum group which coacts on a unital C*-algebra B by unital
∗-homomorphism α. We say that the coaction is faithful if there is no proper Woronowicz Hopf
C*-subalgebra A˜ ⊂ A such that α is a coaction of (A˜,∆) on B. If (Gu, αu) is the final object in
CB,V , then αu is faithful [24].
3. Construction of the quantum group algebra
3.1. Necessary conditions. Let G = (A,∆) be a compact quantum group. Assume that α is
a coaction of G on C(Tnθ ) which preserves the filtration described in Example 2.8. The aim of
this subsection is to describe necessary conditions for (A,∆) to be the final object in the category
CC(Tn
θ
). Let us start with the observation that the assumption on α implies α(V1,0) ⊂ V1,0 ⊗ A.
Since V1,0 = span{x1, . . . , xn}, there are unique elements uik ∈ A, where i, k = 1, . . . , n, such that
(3.1) α(xk) =
n∑
i=1
xi ⊗ uik, k = 1, . . . , n.
Definition 2.6 and (3.1) imply that
(3.2) ∆(uik) =
∑
j
uij ⊗ ujk, i, k = 1, . . . , n.
Therefore u = (uik) ∈Mn(A) = B(Cn)⊗A is a representation of G on Cn.
Proposition 3.1. If α preserves the filtration on the algebra C(Tnθ ), then elements uik satisfy the
following relations:
uikujl + ωjiujkuil = ωkluilujk + ωjiωklujluik,(3.3)
n∑
i=1
uiku
∗
il = δkl1,(3.4)
n∑
i=1
u∗iluik = δkl1,(3.5)
ujku
∗
ik = 0, i 6= j,(3.6)
u∗ikujk = 0 i 6= j,(3.7)
where i, j, k, l = 1, . . . , n.
Proof. Since α is a *-homomorphism, we have
(3.8) α(xkxl) = ωklα(xlxk)
(3.9) α(xkx
∗
k) = 1⊗ 1 = α(x
∗
kxk)
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for every k, l = 1, . . . , n. Let us observe that
α (xkxl) = α (xk)α (xl) =
∑
i,j
xixj ⊗ uikujl
=
∑
i
x2i ⊗ uikuil +
∑
i<j
xixj ⊗ uikujl +
∑
i>j
xixj ⊗ uikujl
=
∑
i
x2i ⊗ uikuil +
∑
i<j
xixj ⊗ uikujl +
∑
i<j
xjxi ⊗ ujkuil
=
∑
i
x2i ⊗ uikuil +
∑
i<j
xixj ⊗ uikujl +
∑
i<j
ωjixixj ⊗ ujkuil
=
∑
i
x2i ⊗ uikuil +
∑
i<j
xixj ⊗ (uikujl + ωjiujkuil)
and, consequently
α (xlxk) =
∑
i
x2i ⊗ uiluik +
∑
i<j
xixj ⊗ (uilujk + ωjiujluik).
Since the system {xixj : i ≤ j} is linearly independent, (3.8) leads to (3.3). Further, we have
α (xkx
∗
k) = α (xk)α (x
∗
k) =
∑
i,j
xix
∗
j ⊗ uiku
∗
jk =
∑
i
xix
∗
i ⊗ uiku
∗
ik +
∑
i6=j
xix
∗
j ⊗ uiku
∗
jk
= 1⊗
∑
i
uiku
∗
ik +
∑
i6=j
xix
∗
j ⊗ uiku
∗
jk
and similarly
α (x∗kxk) = 1⊗
∑
i
u∗ikuik +
∑
i6=j
x∗i xj ⊗ u
∗
ikujk.
Using (3.9) and linear independence of the set {1} ∪ {xix
∗
j : i 6= j} we derive
(3.10)
∑
i
uiku
∗
ik = 1, k = 1, 2 . . . , n
and (3.6). Analogously, (3.9) and linear independence of the set {1} ∪ {x∗i xj : i 6= j} imply
(3.11)
∑
i
u∗ikuik = 1, k = 1, 2 . . . , n
and (3.7). Finally, we make use of the inclusion α(V1,1) ⊂ V1,1 ⊗A. Since
α(xkx
∗
l ) =
∑
i,j
xix
∗
j ⊗ uiku
∗
jl = 1⊗
∑
i
uiku
∗
il +
∑
i6=j
xix
∗
j ⊗ uiku
∗
jl
and
α(x∗kxl) =
∑
i,j
x∗i xj ⊗ u
∗
ikujl = 1⊗
∑
i
u∗ikuil +
∑
i6=j
x∗i xj ⊗ u
∗
ikujl
for k 6= l, we derive
(3.12)
∑
i
uiku
∗
il = 0
and
(3.13)
∑
i
u∗ikuil = 0.
Combination of (3.10) and (3.12) leads to (3.4), while (3.11) and (3.13) give (3.5). 
QUANTUM SYMMETRY GROUPS OF NONCOMMUTATIVE TORI 7
3.2. Construction of a representation. The aim of this subsection is to describe explicitly a
conecrete Hilbert space H and operators Uik ∈ B(H), i, k = 1, . . . , n, which satisfy relations listed
in Proposition 3.1. To this end let us define H =
⊕
σ∈Sn
Hσ, where Hσ = ℓ
2(Z)⊗(
n
2) for every
σ ∈ Sn, where Sn denotes the symmetric group. Let
Λ = {(λ1, λ2) : λ1, λ2 = 1, 2, . . . , n, λ1 < λ2}.
Obviously, #Λ =
(
n
2
)
. Tensor factors in Hσ = ℓ
2(Z)⊗(
n
2) will be labeled by elements of Λ and by{
eλσ,m : m ∈ Z
}
we denote the standard orthonormal basis in the copy of ℓ2 (Z) labeled by λ ∈ Λ.
By V we denote the set of all functions v : Λ→ Z. For every σ ∈ Sn and v ∈ V we define vectors
εσ,v ∈ Hσ = ℓ2(Z)
⊗(n2) by
εσ,v =
⊗
λ∈Λ
eλσ,v(λ).
The set {εσ,v : v ∈ V } is an orthonormal basis in each space Hσ. Define action of each operator
Uik on the basis {εσ,v : σ ∈ Sn, v ∈ V } by
Uikεσ,v =

⊗
λ∈Λ
Uλike
λ
σ,v(λ) if σ(k) = i
0 if σ(k) 6= i
,
where
Uλike
λ
σ,m =

eλσ,m if k /∈ λ,
(ωi,σ(λ2) ωk,λ2)
m eλσ,m if k = λ1,
eλσ,m+1 if k = λ2.
Then, the adjoint U∗ik is given by
U∗ikεσ,v =

⊗
λ∈Λ
U∗λik e
λ
σ,v(λ) if σ(k) = i,
0 if σ(k) 6= i,
where
U∗λik e
λ
σ,m =

eλσ,m if k /∈ λ,
(ωi,σ(λ2) ωk,λ2)
m eλσ,m if k = λ1,
eλσ,m−1 if k = λ2.
Proposition 3.2. Operators Uik satisfy relations listed in Proposition 3.1.
Proof. It follows from the above definitions that
U#ik(Hσ) =
{
Hσ if σ(k) = i,
{0} if σ(k) 6= i,
where a# means either a or a∗. If i, j, k, l are such that i = j, k 6= l or i 6= j, k = l, then there
is no permutation σ such that σ(k) = i and σ(l) = j. Hence, for any σ, either U#ik (Hσ) = {0} or
U#jl (Hσ) = {0}. Therefore,
(3.14) U#ikU
#
jk = 0, i 6= j
and
(3.15) U#ikU
#
il = 0, k 6= l.
Now, assume i 6= j and k 6= l. Let σ be such that σ(k) = i and σ(l) = j. Firstly, observe that
(3.16) U#λik U
#λ
jl e
λ
σ,m = U
#λ
jl U
#λ
ik e
λ
σ,m
if k /∈ λ or l /∈ λ. Further, assume that k < l and λ0 = (k, l). Then
Uλ0ik U
λ0
jl e
λ0
σ,m = (ωjiωkl)
m+1 eλ0σ,m+1
Uλ0jl U
λ0
ik e
λ0
σ,m = (ωjiωkl)
m eλ0σ,m+1
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UikUjlεσ,v =
⊗
λ
UλikU
λ
jle
λ
σ,v(λ) = U
λ0
ik U
λ0
jl e
λ0
σ,v(λ0)
⊗
⊗
λ6=λ0
UλikU
λ
jle
λ
σ,v(λ)
= (ωjiωkl)
v(λ0)+1 eλ0
σ,v(λ0)+1
⊗
⊗
λ6=λ0
UλikU
λ
jle
λ
σ,v(λ)
and similarly
UjlUikεσ,v = (ωjiωkl)
v(λ0) eλ0
σ,v(λ0)+1
⊗
⊗
λ6=λ0
UλjlU
λ
ike
λ
σ,v(λ).
So, bearing in mind (3.16), we get
UikUjlεσ,v = ωjiωklUjlUikεσ,v.
Since σ(k) 6= j and σ(l) 6= i, we have also
UjkUilεσ,v = UilUjkεσ,v = 0
Thus, relation (3.3) is satisfied on the subspace Hσ. Similarly, we check that it holds on Hσ,
where σ is such that σ(k) = j and σ(l) = i. If σ(k) /∈ {i, j} or σ(l) /∈ {i, j}, then all four terms in
(3.3) vanish on Hσ. Hence, (3.3) is satisfied on the whole space H . Further, if i, j, k are such that
i 6= j, then due to (3.14)
UikU
∗
jk = 0.
U∗ikUjk = 0.
Therefore, relations (3.6) and (3.7) are satisfied. Finally, let us observe that
UikU
∗
ikεσ,v =
{
εσ,v if σ(k) = i
0 if σ(k) 6= i
and
U∗ikUikεσ,v =
{
εσ,v if σ(k) = i
0 if σ(k) 6= i
.
Since for every k and σ there is exactly one index i such that σ(k) = i,∑
i
UikU
∗
ikεσ,v = εσ,v
and ∑
i
U∗ikUikεσ,v = εσ,v.
Thus, relations (3.4) and (3.5) are also satisfied. 
Corollary 3.3. There exists a universal C*-algebra Au generated by uik, i, k = 1, . . . , n, subject
to relations listed in Proposition 3.1.
Proof. In order to show that Au is well defined one need to construct at least one representation
of the relations (3.3) – (3.7) in bounded operators and to show that
sup{‖π(uik)‖ : π is a representation of relations (3.3) – (3.7)} <∞
for every i, k (cf. [5]). The first task was done in Proposition 3.2. Now, assume that for some
Hilbert spaceH , operators π(uik) satisfy relations listed in Proposition 3.1. It follows from relation
(3.5) that for every x ∈ H ,
‖x‖2 = 〈x, x〉 =
∑
i
〈x, π (u∗ikuik)x〉 =
∑
i
‖π (uik)x‖
2
,
hence ‖π (uik)‖ ≤ 1, and supπ ‖π(uik)‖ ≤ 1. 
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3.3. Structure of the algebra Au. For θ = (θij) being a real skew-symmetric n× n matrix, we
consider a quantum multitorus C*-algebra Anθ defined as
Anθ =
⊕
σ∈Sn
C
(
T
n
θ(σ)
)
,
where for σ ∈ Sn, θ(σ) = (θ
(σ)
ij ) ∈Mn(R) is a skew-symmetric matrix defined by
θ
(σ)
ij = θji + θσ−1(i),σ−1(j).
For any σ ∈ Sn, let xσ,1, . . . , xσ,n be the system of generators of C(Tnθ(σ)). The algebra A
n
θ is
generated by all xσ,i, i = 1, . . . , n, σ ∈ Sn. The elements satisfy the following relations
(3.17) xσ,ixτ,j = δσ,τω
(σ)
ij xτ,jxσ,i,
(3.18) xσ,ix
∗
τ,j = δσ,τω
(σ)
ji x
∗
τ,jxσ,i,
(3.19)
∑
σ∈Sn
xσ,ix
∗
σ,i = 1 =
∑
σ∈Sn
x∗σ,ixσ,i,
where ω
(σ)
ij = e
2πiθ
(σ)
ij = ωj,iωσ−1(i),σ−1(j).
Remark 3.4. It can be shown by standard arguments ([5]) that Anθ is isomorphic to the universal
C*-algebra generated by elements xσ,i subject to relations (3.17) – (3.19).
Our goal is to show the following.
Theorem 3.5. The universal C*-algebras Au is isomorphic to A
n
θ .
Before the proof of the theorem we formulate some necessary propositions about operators
satisfying relations listed in Proposition 3.1. We start with the following two lemmas.
Lemma 3.6. Let p1, . . . , pn be orthogonal projections on some Hilbert space H.
(1) If
∑n
i=1 pi = n1B(H), then pi = 1B(H) for each i.
(2) If
∑n
i=1 pi = 1B(H), then pipj = 0 for every i, j such that i 6= j.
Proof. Routine. 
Lemma 3.7. Let H be a Hilbert space.
(1) If S1, S2 ⊂ H are two subsets, then S⊥1 ∩ S
⊥
2 = (S1 + S2)
⊥.
(2) If K1,K2 ⊂ H are closed subspaces, then K⊥1 +K
⊥
2 = (K1 ∩K2)
⊥.
Proof. Elementary. 
Now, we assume that H is some Hilbert space, and Uik ∈ B(H) are arbitrary operators satis-
fying relations (3.3) – (3.7). Let Pik = U
∗
ikUik and Qik = UikU
∗
ik.
Proposition 3.8. Operators Uik and U
∗
ik are partial isometries.
Proof. One need to show that Pik and Qik are orthogonal projections. Obviuously, Pik and Qik
are selfadjoint. Moreover,
P 2ik = U
∗
ikUikU
∗
ikUik = U
∗
ik
1−∑
j 6=i
UjkU
∗
jk
Uik = U∗ikUik −∑
j 6=i
U∗ikUjkU
∗
jkUik = U
∗
ikUik = Pik.
The second equality follows from (3.4), while the fourth from (3.6). Thus, Pik is an orthogonal
projection, hence Uik is a partial isometry. Similarly, using (3.5) and (3.7), one can show that
Q2ik = Qik and this shows that U
∗
ik is a partial isometry. 
Proposition 3.9. The matrix U = (Ukl) ∈Mn(B(H)) is unitary, i.e. U∗U = 1Mn(B(H)) = UU
∗.
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Proof. It follows from (3.5) that U∗U = 1Mn(B(H)). It remains to show that UU
∗ = 1Mn(B(H)).
Firstly, notice that UU∗ is a projection. Moreover, it follows from (3.7) that (UU∗)kl =
∑
i UkiU
∗
li =
0 for k 6= l. Therefore, diagonal entries of the matrix UU∗ are projections. Now, observe that∑
k
(UU∗)kk =
∑
k
(∑
i
UkiU
∗
ki
)
=
∑
i
(∑
k
UkiU
∗
ki
)
=
∑
i
1 = n1,
where the third equality follows from (3.4). Since each diagonal term (UU∗)kk is a projection, we
conclude from Lemma 3.6 that (UU∗)kk = 1 for each k = 1, . . . , n. Thus UU
∗ = 1Mn(B(H)). 
Remark 3.10. By similar arguments one can show that the transpose matrix UT is also unitary.
Corollary 3.11. We have the following orthogonality relations:
(3.20) PikPil = 0 if k 6= l,
(3.21) QikQil = 0 if k 6= l,
(3.22) PikPjk = 0 if i 6= j,
(3.23) QikQjk = 0 if i 6= j,
where i, j, k, l = 1, . . . , n.
Proof. Let i be fixed. Since the matrix UT is unitary,
∑
k Pik =
∑
k U
∗
ikUik = 1. As Pik are
orthogonal projections, the equality in (3.20) should be satisfied for every k 6= l (cf. Lemma 3.6).
The rest of the relations can be showed similarly using unitarity of U and UT . 
Let Kik = Im(Pik) = Im(U
∗
ik) and Hik = Im(Qik) = Im(Uik).
Corollary 3.12. For any i, k, l such that k 6= l,
(3.24) U∗ikUil = 0,
(3.25) UilU
∗
ik = 0.
Proof. Since UikU
∗
ik and UilU
∗
il are orthogonal to each other then Im(Uil) and Im(Uik) are or-
thogonal subspaces as well. Thus, Im(Uil) ⊂ Im(Uik)⊥ = ker(U∗ik), hence U
∗
ikUil = 0. By similar
arguments one can show that also UilU
∗
ik = 0. 
Proposition 3.13. For any i, k, l such that k 6= l,
(3.26) UikUil = 0.
Proof. For i = j condition (3.3) reduces to
(3.27) UikUil = ωklUilUik.
Observe, that ker(UikUil) ⊃ ker(Uil) = Im(U∗il)
⊥ = K⊥il . Similarly, ker(ωklUilUik) ⊃ K
⊥
ik. As the
equality (3.27) holds, ker(UikUil) ⊂ K⊥il +K
⊥
ik. According to (3.20) in Corollary 3.11 and Lemma
3.7, K⊥il +K
⊥
ik = H . Therefore, UikUil = 0. 
Proposition 3.14. Operators Uik are normal, i.e. UikU
∗
ik = U
∗
ikUik for all i, k = 1, . . . , n.
Proof. It follows from Proposition 3.13 that U∗ikUikUilU
∗
il = 0 for i, k, l such that k 6= l. Thus
Hil ⊂ K
⊥
ik for k 6= l. Since H =
⊕
kHik =
⊕
kKik for every i, we get Hik = Kik for every i, k.
The latter is equivalent to Pik = Qik. 
Corollary 3.15. For i, j, k such that i 6= j,
(3.28) UikUjk = 0.
Proof. It follows from Corollary 3.11 and Proposition 3.14 that PikQjk = PikPjk = 0. Thus
Im(Ujk) ⊂ Im(U∗ik)
⊥ = ker(Uik), and (3.28) follows. 
Proposition 3.16. For i, j, k, l such that i 6= j and k 6= l,
(3.29) UikUjl = ωjiωklUjlUik.
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Proof. Let i 6= j and k 6= l. Condition (3.3) is equivalent to
UikUjl − ωjiωklUjlUik = ωklUilUjk − ωjiUjkUil.
Let L and R denote respectively the left and the right hand side of the above equality. Observe
that
ker(L) ⊃ ker(Uik) ∩ ker(Ujl) = Im(U
∗
ik)
⊥ ∩ Im(U∗jl)
⊥ = K⊥ik ∩K
⊥
jl = (Kik +Kjl)
⊥.
Similarly, ker(R) ⊃ (Kil + Kjk)⊥. Notice that due to Corollary 3.11 subspaces Kik + Kjl and
Kil +Kjk are orthogonal to each other. Since L = R, we arrive at
ker(L) ⊃ (Kik +Kjl)
⊥ + (Kil +Kjk)
⊥ = H.
The last equality is due to Lemma 3.7. Therefore, L = 0. 
Proposition 3.17. For i, j, k, l such that i 6= j and k 6= l,
(3.30) U∗ikUjl = ωijωlkUjlU
∗
ik.
Proof. Since UikU
∗
ik = U
∗
ikUik (cf Proposition 3.14), operators Uik, U
∗
ik restricted toHik are isomor-
phisms and they are zero on the orthogonal complement of the subspaceHik for every i, k. Now, let
i 6= j and k 6= l. Since Ujl(Hjl) = Hjl, due to Proposition 3.16 we have Uik(Hjl) = UikUjl(Hjl) =
UjlUik(Hjl) ⊂ Hjl. Therefore, Uik(Hik∩Hjl) ⊂ Hik∩Hjl and Ujl(Hik∩Hjl) ⊂ Hik∩Hjl. Similarly,
one can show that U∗ik(Hjl) ⊂ Hjl, and U
∗
ik(Hik∩Hjl) ⊂ Hik∩Hjl and U
∗
jl(Hik∩Hjl) ⊂ Hik∩Hjl.
If x ∈ Hik ∩Hjl, then due to (3.29) we have
UikUjlU
∗
ik(x) = ωjiωklUjlUikU
∗
ik(x) = ωjiωklUjl(x)
and consequently
(3.31) UjlU
∗
ik(x) = U
∗
ikUikUjlU
∗
ik(x) = ωjiωklU
∗
ikUjl(x), x ∈ Hik ∩Hjl.
On the other hand, if x ∈ (Hik ∩ Hjl)⊥, then by Lemma 3.7, x =
∑
r 6=i xrk +
∑
s6=j xsl where
xrk ∈ Hrk and xsl ∈ Hsl. Thus
UjlU
∗
ik(x) =
∑
r 6=i
UjlU
∗
ik(xrk) +
∑
s6=j
UjlU
∗
ik(xsl).
Observe that U∗ik(xrk) = 0 for r 6= i (cf Corollary 3.11 and Proposition 3.14). Further, if s 6= j,
then U∗ik(xsl) ∈ Hsl for s 6= i and U
∗
ik(xsl) = 0 for s = i. Hence UjlU
∗
ik(xsl) = 0 (again Corollary
3.11). Thus we came to equality UjlU
∗
ik(x) = 0 for x ∈ (Hik ∩ Hjl)
⊥. In a similar way we show
that U∗ikUjl(x) = 0 for x ∈ (Hik ∩Hjl)
⊥, so we get
(3.32) UjlU
∗
ik(x) = 0 = ωjiωklU
∗
ikUjl(x), x ∈ (Hik ∩Hjl)
⊥.
Taking into account (3.31) and (3.32) we get (3.30). 
Corollary 3.18. For every i, j, k, l,
[Uik, Pjl] = 0,(3.33)
[Pik, Pjl] = 0.(3.34)
Proof. If i = j or k = l, then from (3.25), (3.26) or (3.7), (3.28) respectively we get UikPjl = 0 =
PjlUik. Otherwise,
UikPjl = UikU
∗
jlUjl = ωijωlkU
∗
jlUikUjl = ωijωlkωjiωklU
∗
jlUjlUik = PjlUik,
so (3.33) is satisfied. Relation (3.34) is a consequence of (3.33). 
For every permutation σ ∈ Sn we define a projection Pσ by
(3.35) Pσ =
n∏
i=1
Pi,σ−1(i) = P1,σ−1(1)P2,σ−1(2) . . . Pn,σ−1(n).
The projections satisfy PσPτ = δσ,τPσ for σ, τ ∈ Sn, because if σ 6= τ then there is i such that
σ−1(i) 6= τ−1(i) and Pi,σ−1(i)Pi,τ−1(i) = 0. Moreover, we have
Proposition 3.19. The projections Pσ, σ ∈ Sn, are central and they form a resolution of the
identity, i.e.
∑
σ∈Sn
Pσ = 1.
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Proof. It follows from unitarity of the matrix UT (cf. Remark 3.10) that
∑
k Pik = 1 for every i.
Thus,
1 =
∑
k1,k2,...,kn
P1,k1P2,k2 . . . Pn,kn =
∑
k1,k2,...,kn
ki 6= kj for i 6= j
P1,k1P2,k2 . . . Pn,kn
=
∑
σ∈Sn
P1,σ−1(1)P2,σ−1(2) . . . Pn,σ−1(n) =
∑
σ∈Sn
Pσ
The second equality follows from orthogonality relations (3.20). Projections Pσ are central due to
Corollary 3.18. 
Proof of Theorem 3.5. Let vik ∈ A
n
θ , i, k = 1, . . . , n, be elements defined by
(3.36) vik =
∑
σ∈Sn
σ(k)=i
xσ,i.
We will show that elements vik satisfy relations of Proposition 3.1. Observe that due to (3.17)
vikvjl =
∑
σ∈Sn
σ(k)=i
∑
τ∈Sn
τ(l)=j
xσ,ixτ,j =
∑
σ∈Sn
σ(k)=i, σ(l)=j
xσ,ixσ,j .
If i = j, k 6= l or i 6= j, k = l, then vikvjl = 0, similarly vilvjk = 0, vjkvil = 0 and vjlvik = 0.
Thus, the relation (3.3) is satisfied. Assume i 6= j and k 6= l. Then
vikvjl =
∑
σ∈Sn
σ(k)=i, σ(l)=j
xσ,ixσ,j
=
∑
σ∈Sn
σ(k)=i, σ(l)=j
ω
(σ)
ij xσ,jxσ,i
=
∑
σ∈Sn
σ(k)=i, σ(l)=j
ωjiωσ−1(i),σ−1(j) xσ,jxσ,i
= ωjiωkl
∑
σ∈Sn
σ(k)=i, σ(l)=j
xσ,jxσ,i
= ωjiωkl vjlvik.
Analogously, vjkvil = ωijωkl vilvjk, so relation (3.3) follows. Further, notice that
(3.37) xσ,ix
∗
σ,i = xσ,jx
∗
σ,j
for every σ ∈ Sn and i, j = 1, . . . , n. Indeed, since x∗σ,ixτ,j = 0 for σ 6= τ (cf. (3.18)), we infer
from (3.19)
xσ,ix
∗
σ,i = xσ,ix
∗
σ,i
∑
τ
xτ,jx
∗
τ,j = xσ,ix
∗
σ,ixσ,jx
∗
σ,j =
∑
τ
xτ,ix
∗
τ,ixσ,jx
∗
σ,j = xσ,jx
∗
σ,j .
For any k, l we have from (3.37) and (3.19)∑
i
vikv
∗
il =
∑
i
∑
σ∈Sn
σ(k)=i
∑
τ∈Sn
τ(l)=i
xσ,ix
∗
τ,i
= δk,l
∑
i
∑
σ∈Sn
σ(k)=i
xσ,ix
∗
σ,i
= δk,l
∑
i
∑
σ∈Sn
σ(k)=i
xσ,1x
∗
σ,1
= δk,l
∑
σ∈Sn
xσ,1x
∗
σ,1 = δk,l1.
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Thus, relation (3.4) is satisfied. Similarly, one can prove (3.5). Finaly, if i 6= j, then
vikv
∗
jk =
∑
σ∈Sn
σ(k)=i
∑
τ∈Sn
τ(k)=j
xσ,ix
∗
τ,j = 0
because xσ,ix
∗
τ,j = 0 for σ 6= τ and there is no σ such that σ(k) = i and σ(k) = j. Therefore, (3.6)
holds. Similar arguments for (3.7).
Next, we will show, that the algebra Anθ is generated by elements vik. Notice that for every σ
and i,
xσ,ix
∗
σ,ixσ,i = xσ,i
1−∑
τ 6=σ
x∗τ,ixτ,i
 = xσ,i −∑
τ 6=σ
xσ,ix
∗
τ,ixτ,i = xσ,i.
Consequently (x∗σ,ixσ,i)
2 = x∗σ,ixσ,i, so x
∗
σ,ixσ,i is a projection. Observe also that
v∗i,σ−1(i)vi,σ−1(i) =
∑
τ∈Sn
τ−1(i)=σ−1(i)
x∗τ,ixτ,i
and
(v∗1,σ−1(1)v1,σ−1(1))(v
∗
2,σ−1(2)v2,σ−1(2)) . . . (v
∗
n,σ−1(n)vn,σ−1(n)) = (x
∗
σ,1xσ,1)(x
∗
σ,2xσ,2) . . . (x
∗
σ,nxσ,n)
Hence,
xσ,i = xσ,ix
∗
σ,ixσ,i(3.38)
= vi,σ−1(i)x
∗
σ,ixσ,i
= vi,σ−1(i)(x
∗
σ,ixσ,i)
n
= vi,σ−1(i)(x
∗
σ,1xσ,1)(x
∗
σ,2xσ,2) . . . (x
∗
σ,nxσ,n)
= vi,σ−1(i)(v
∗
1,σ−1(1)v1,σ−1(1))(v
∗
2,σ−1(2)v2,σ−1(2)) . . . (v
∗
n,σ−1(n)vn,σ−1(n))
Since elements xσ,i generate A
n
θ , elements vik are generators of A
n
θ too.
Finally, let Uik ∈ B(H) for some Hilbert space H , and assume that they satisfy relations (3.3)
– (3.7). We will show that there is a unique representation π : Anθ → B(H) such that π(vik) = Uik
for i, k = 1, . . . , n. For σ ∈ Sn and i = 1, . . . , n, define operators Xσ,i ∈ B(H) by
(3.39) Xσ,i = Ui,σ−1(i)Pσ,
where Pσ is the projection defined in (3.35). It follows from Proposition 3.19, that Xσ,iXτ,j =
0 = Xσ,iX
∗
τ,j for σ 6= τ . Proposition 3.16 impies
Xσ,iXσ,j = Ui,σ−1(i)Uj,σ−1(j)Pσ = ωj,iωσ−1(i),σ−1(j)Uj,σ−1(j)Ui,σ−1(i)Pσ = ω
(σ)
ij Xσ,jXσ,i,
while Proposition 3.17 leads to
Xσ,iX
∗
σ,j = Ui,σ−1(i)U
∗
j,σ−1(j)Pσ = ωi,jωσ−1(j),σ−1(i)U
∗
j,σ−1(j)Ui,σ−1(i)Pσ = ω
(σ)
ji X
∗
σ,jXσ,i
for i 6= j. Since Uik are normal (cf. Proposition 3.14), we have also Xσ,iX
∗
σ,i = Pσ = X
∗
σ,iXσ,i.
Proposition 3.19 leads to ∑
σ
Xσ,iX
∗
σ,i =
∑
σ
X∗σ,iXσ,i =
∑
σ
Pσ = 1.
Thus, all relations (3.17) – (3.19) are satisfied by operators Xσ,i. Since A
n
θ is a universal algebra
subject to these relations, there exists a unique representation π : Anθ → B(H) such that π(xσ,i) =
Xσ,i for every σ and i. Now, observe that UikPσ = 0 if and only if σ(k) 6= i. Hence
Uik = Uik
∑
σ∈Sn
Pσ = Uik
∑
σ∈Sn
σ(k)=i
Pσ =
∑
σ∈Sn
σ(k)=i
Xσ,i.
Comparing it with (3.36) we get π(vik) = Uik. On the other hand, if π
′ : Anθ → B(H) is any
representation such that π′(vik) = Uik, then π
′(xσ,i) = Xσ,i by (3.38) and (3.39), and consequently
π′ = π. 
Proposition 3.20. The C*-algebra Anθ is nuclear.
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Proof. For σ ∈ Sn, let γ(σ) be the action of Tn on C(Tnθ(σ)) given by (2.3). Consider an action
γ˜ =
⊕
σ γ
(σ) of Tn on Anθ , i.e. γ˜t(xσ,i) = tixσ,i for σ ∈ Sn, i = 1, . . . , n. The fixed point C*-
subalgebra (Anθ )
γ˜ is the linear span of central projections pσ (cf. Proposition 3.19), i.e. (A
n
θ )
γ˜ is
isomorphic to C(Sn). Since (A
n
θ )
γ˜ is commutative, it is a nuclear C*-algebra. Hence, according
to [10, Proposition 2] Anθ is nuclear too. 
Remark 3.21. Let us consider the case when ωij are trivial, i.e. ωij = 1 for all i, j (or equivalently
θ = 0). Then An0 is a commutative C*-algebra which is isomorphic to the algebra C(T
n ⋊ Sn)
of continuous functions on semidirect product Tn ⋊ Sn. To verify this one can think of T
n ⋊ Sn
as a subgroup in a group of n × n unitary matrices U(n), i.e. there is a faithful representation
ρ : Tn ⋊ Sn → U(n) such that
(3.40) ρ((t, σ))i,j = tiδi,σ(j)
where (t, σ) ∈ Tn ⋊ Sn. Therefore, algebra of continuous functions on Tn ⋊ Sn can be seen as a
universal C*-algebra generated by matrix entries functions ρi,j : T
n⋊Sn → C. It is easy to check
that such generators are subjected to relations (3.3) – (3.7) with ωij = 1 for all i, j.
Remark 3.22. It is worth noting that for n = 2 the C*-algebra A2θ is in fact the algebra of the
quantum double torus DqT
2 (described by Hajac and Masuda [14]) if one puts ω21 = q. It is not
surprising since the structure of DqT was obtain as a deformation of the algebra of continuous
functions on the semidirect product T2 ⋊Z2, where Z2 can be treated as S2.
4. Compact quantum group Gθ
4.1. General properties. The disscusion in previous section provides necessary tools for prov-
ing the following two central propositions. In the sequel, due to Theorem 3.5, we can identify
generators vik of A
n
θ with generators uik of the universal algebra Au.
Proposition 4.1. The pair Gθ = (A
n
θ ,∆) with comultiplication ∆ : A
n
θ → A
n
θ ⊗A
n
θ given by
(4.1) ∆(uik) =
∑
j
uij ⊗ ujk
is a compact quantum group.
Proof. Straightforward computation shows that ∆ is compatible with all relations (3.3) – (3.7),
so it can be uniquely extended to the unital ∗-homomorphism on the whole Anθ . To show that
∆ satisfies condition (1) of Definition 2.1 it is enough to cheeck that equality for generators uik,
what seems to be a rather easy exercise. Finally, let us recall that Anθ is a universal C*-algebra
generated by entries of the invertible matrix, so the condition (2) of Definition 2.1 is also satisfied
(for details see [17, Proposition 3.6]). 
Observe that the dense *-subalgebra Anθ generated by matrix coefficients uik can be described
as follows. Remind that there are central projections pσ, σ ∈ Sn, such that
∑
σ pσ = 1, where
pσ =
n∏
i=1
ui,σ−1(i)u
∗
i,σ−1(i)
(cf. Proposition 3.19). Let us introduce the following notations. For σ ∈ Sn and i = 1, . . . , n let
xσ,i = ui,σ−1(i)pσ,
and for σ ∈ Sn, ~r = (r1, . . . , rn) ∈ Zn, let
(4.2) u~rσ = u
r1
1,σ−1(1)u
r2
2,σ−1(2) . . . u
rn
n,σ−1(n),
where urik = (u
∗
ik)
−r for r < 0 and u0iσ−1(i) = pσ for any σ . Since u
#
iku
#
jl = 0 whenever i = j,
k 6= l or i 6= j, k = l (where a# is a or a∗), we have
Anθ = span{u
~r
σ : σ ∈ Sn, ~r ∈ Z
n}.
Remind that for fixed σ, elements xσ,i, i = 1, . . . , n, generate the algebra C(T
n
θ(σ)
), and
Poly(C(Tnθ(σ))) = span{x
~r
σ : ~r ∈ Z
n},
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where x~rσ = x
r1
σ,1 . . . x
rn
σ,n. Therefore
Anθ =
⊕
σ∈Sn
Poly(C(Tnθ(σ))).
One can check that the counit ε : Anθ → C and coinverse κ : A
n
θ → A
n
θ are defined on generators
as
(4.3) ε(xσ,i) = δσ,e,
(4.4) κ(xσ,i) = x
∗
σ−1,σ−1(i),
where e denotes the unit of the group Sn.
Now, we define a coaction of Gθ on the algebra C(T
n
θ ) of the noncommutative n-torus. Let us
remind (cf. Example 2.8), that we consider subspaces Vp,q ⊂ C(Tnθ ), p, q = 0, 1, 2, . . ., where
Vp,q = span{xi1 . . . xipx
∗
jq
. . . x∗j1 : is 6= jt for every s = 1, . . . , p and t = 1, . . . , q}
The family of these subspaces together with the faithful trace φ on C(Tnθ ) forms an orthogonal
filtration V on C(Tnθ ).
Theorem 4.2. There exists a coaction α : C(Tnθ )→ C(T
n
θ )⊗A
n
θ of Gθ on C(T
n
θ ) defined by
(4.5) α(xk) =
∑
i
xi ⊗ uik,
where {xi : i = 1, 2 . . . , n} is a set of generators of C(T
n
θ ), {uik : i, k = 1, 2, . . . , n} is a set of
generators of Anθ and α acts in a filtration preserving way.
Moreover, the quantum group Gθ is the quantum symmetry group of the noncommutative n-
torus Tnθ .
Proof. Since generators uik satisfy the relations (3.3) – (3.7), condition (4.5) determines a uniqe
unital ∗-homomorphism α on C(Tnθ ). To show that α satisfies condition (1) of Definition 2.6 it is
enough to verify it only for generators uik. It follows from straightforward calculations. Further,
for any k, unitarity of the matrix u implies∑
i
α (xi)
(
1C(Tn
θ
) ⊗ u
∗
ki
)
=
∑
i,j
xj ⊗ ujiu
∗
ki =
∑
j
xj ⊗ δjk1An
θ
= xk ⊗ 1An
θ
.
Hence condition (2) of Definition 2.6 follows. To end the proof we should show that α(Vp,q) ⊂
Vp,q ⊗ Anθ . Indeed, if ks 6= lt for s = 1, . . . , p and t = 1, . . . , q, then
α(xk1 . . . xkpx
∗
lq
. . . x∗l1) =
∑
i1,...,ip,j1,...,jq
xi1 . . . xipx
∗
jq
. . . x∗j1 ⊗ ui1,k1 . . . uip,kpu
∗
jq,lq
. . . u∗j1,l1
If the product ui1,k1 . . . uip,kpu
∗
jq,lq
. . . u∗j1,l1 is nonzero, then it follows from Corollary (3.12) that
is 6= jt for every t, s. Thus α(ui1,k1 . . . uip,kpu
∗
jq,lq
. . . u∗j1,l1) ∈ Vp,q ⊗A
n
θ .
It remains to show that (Gθ, αθ) is a final object in the category CC(Tn
θ
),V of compact quantum
groups acting in the filtration preserving way on C(Tnθ ) (cf. Subsection 2.3 and [1]). Assume that
(G, αG) is an object in the category CC(Tn
θ
),V , where G = (AG,∆G). Since αG(V1,0) ⊂ V1,0 ⊗ AG,
there are uniquely determined elements wik ∈ AG such that αG(xk) =
∑n
i=1 xi ⊗wik. Clearly, the
elements form a representation. Consequently, there is a unital *-homomorphism π : Anθ → AG
such that π(uik) = wik. One easily checks that both conditions (2.5) and (2.6) are satisfied.
Moreover, if π′ : Anθ → AG is another *-homomorphism satisfying these conditions, then∑
i
xi ⊗ π
′(uik) =
∑
i
xi ⊗ wik.
Thus, π′(uik) = wik = π(uik), hence π
′ = π. 
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4.2. Haar measure. Before we go further, let us consider some useful structural results. For
each ~r ∈ Zn consider a function ψ˜~r : Sn × Sn → T given by
ψ˜~r(τ, σ) =
∏
i<j
τ−1(i)>τ−1(j)
(
ωτ−1(j),τ−1(i)ωσ−1(i),σ−1(j)
)rirj
Making substitution τ−1(i) 7→ j, τ−1(j) 7→ i one can observe that
(4.6) ψ˜~r(τ, σ) =
∏
i<j
τ(i)>τ(j)
(
ωijωσ−1τ(j),σ−1τ(i)
)rτ(i)rτ(j)
For ~r ∈ Zn and σ ∈ Sn let σ~r = (rσ−1(1), . . . , rσ−1(n)). Define
u~rτ,σ = u
r1
τ−1(1),σ−1(1)u
r2
τ−1(2),σ−1(2) . . . u
rn
τ−1(n),σ−1(n)
for σ, τ ∈ Sn. One can easily check that
(4.7) u~rτ,σ = ψ˜~r(τ, σ)u
τ−1~r
τ−1σ.
Further, by (4.1) we get
∆(pik) =
∑
l
pil ⊗ plk.
Due to orthogonality relations (3.22) it leads to
∆(pσ) =
∑
l1,...ln
p1,l1 . . . pn,ln ⊗ pl1,σ−1(1) . . . pln,σ−1(n)(4.8)
=
∑
τ
p1,τ−1(1) . . . pn,τ−1(n) ⊗ pτ−1(1),σ−1(1) . . . pτ−1(n),σ−1(n)
=
∑
τ
p1,τ−1(1) . . . pn,τ−1(n) ⊗ p1,σ−1τ(1) . . . pn,σ−1τ(n)
=
∑
τ
pτ ⊗ pτ−1σ.
Relations (4.1) and (4.7) imply
∆(u~rσ) =
∑
l1,l2...ln
ur11,l1 . . . u
rn
n,ln
⊗ ur1
l1,σ−1(1)
. . . urn
ln,σ−1(n)
(4.9)
=
∑
τ
ur11,τ−1(1) . . . u
rn
n,τ−1(n) ⊗ u
r1
τ−1(1),σ−1(1) . . . u
rn
τ−1(n),σ−1(n)
=
∑
τ
u~rτ ⊗ u
~r
τ,σ =
∑
τ
ψ˜~r(τ, σ)u
~r
τ ⊗ u
τ−1~r
τ−1σ,
By (4.8) the above formula is true also for ~r with at least one ri = 0. Consequently
(4.10) ∆(x~rσ) =
∑
τ
ψ˜~r(τ, σ)x
~r
τ ⊗ x
τ−1~r
τ−1σ.
Now, let us consider the Haar measure h on Gθ. Since the underlying algebra decomposes as
a direct sum Anθ =
⊕
σ C(T
n
θ(σ)
) it is enough to specify h on the elements which lineary generate
each component C(Tn
θ(σ)
).
Proposition 4.3. Haar measure h on Gθ satisfies
(4.11) h(x~rσ) =
1
n!
δ~0,~r.
Proof. Since Haar measure is unique, it is enough to check that functional defined by (4.11) is a
Haar measure.
h(1) =
∑
σ
h(pσ) =
∑
σ
h(x
~0
σ) = 1.
From (4.10) we get
(h⊗id)∆(x~rσ) =
∑
τ
ψ˜~r(τ, σ)h(x
~r
τ )x
τ−1~r
τ−1σ = δ~r,~0
1
n!
∑
τ
x
~0
τ−1σ = δ~r,~0
1
n!
∑
τ
pτ−1σ = δ~r,~0
1
n!
1 = h(x~rσ)1
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and similarly (id⊗ h)∆(x~rσ) = h(x
~r
σ)1. 
Remark 4.4. It follows from above proposition that h =
⊕
σ φσ, where φσ is a faithful trace on
C(Tn
θ(σ)
). Therefore, h is a faithful trace on Anθ . It means particularly that Gθ is of Kac type.
4.3. Representations of Gθ. If σ ∈ Sn, then we denote Anθ,σ = C(T
n
θ(σ)
). For a subgroup
H ⊂ Sn define AH =
⊕
σ∈H A
n
θ,σ. Clearly, AH is a subalgebra of A
n
θ . For i, j = 1, . . . , n, we write
i ∼H j if i = σ(j) for some σ ∈ H . Clearly, ∼H is an equivalence relation. One has
(4.12) AH = C
∗{uij : i, j = 1, . . . , n and i ∼H j}
Let pH =
∑
σ∈H pσ. Then pH is a maximal central projection in AH , i.e. AH = pHA
n
θ . Moreover,
for every i, j such that i ∼H j
(4.13)
∑
k∼H i
uiku
∗
jk = δi,jpH =
∑
k∼H i
u∗kiukj
Define ∆H : AH → AH ⊗AH on generators described in (4.12) by
∆H(uij) =
∑
k∼Hj
uik ⊗ ukj
It follows from transitivity of the relation ∼H that ∆H is well defined.
Proposition 4.5. The pair (AH ,∆H) is a compact quantum group.
Moreover, a morphism πH : A→ AH determined by
πH(xσ,i) =
{
xσ,i if σ ∈ H,
0 otherwise
is a surjective morphism of Hopf C∗-algebras.
Proof. Coassociativity of ∆H is obvious. Since (4.13) is satisfied, the matrix (uij)i∼Hj is invertible
in Mn(AH). Hence the density conditions in Definition 2.1 are also satisfied. The rest follows
from straightforward calculations. 
Proposition 4.6. Let ιH : C(H) → AH be a map given by ιH(δσ) = pσ for σ ∈ H, and let
πH : AH → C(Tn) be determined by πH(xσ,i) = xi for σ ∈ H, i = 1, . . . , n where xi are standard
generators of C(Tn). Then ιH is an injective morphism of Hopf C*-algebras, while πH is a
surjective one.
Moreover, 0 −→ C(H)
ιH−→ AH
πH−→ C(Tn) −→ 0 is an exact sequence.
Proof. Directly follows from (4.8) and straightforward calculations. 
Remark 4.7. Application of the above proposition for H = Sn yields the following short exact
sequence of compact quantum groups
0 −→ Tn −→ Gθ −→ Sn −→ 0.
In particular Tn is a quantum normal subgroup of (Anθ ,∆) in the sense of [25], while Sn is a
quotient quantum group. Thus, the purely quantum group Gθ can be considered as an extension
of the classical group Tn by the classical group Sn (compare [23]).
Our aim is to describe irreducible representations of Gθ. Namely, we will show the following
theorem.
Theorem 4.8. Irreducible representations of the quantum group Gθ are in one-to-one correspon-
dence with irreducible representations of the classical group Tn ⋊ Sn.
Remark 4.9. According to Mackey theory ([16]), each irreducible representation of the semidirect
product of the abelian group Tn by Sn can be characterized as an induced representation of certain
representation of ”little subgroup”. For readers convenience let us remind basic ingredients of this
construction. Consider the natural action of Sn on Z
n (which is a dual to Tn), fix some orbit
Oκ of this action and its representative ~rκ. One can canonically extend the character ~rκ to a
character of Tn ×H~rκ ⊂ T
n ⋊ Sn. Then choose some irreducible representation v of the stabilizer
group H~rκ ⊂ Sn, extend it to a representation v˜ of T
n ×H~r ⊂ T
n ⋊ Sn and take a representation
η being a tensor product η of the extended character ~rκ and v˜. The induced representation η˜~rκ,v
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of η turns out to be an irreducible representation of Tn ⋊ Sn. Two such representations η˜~rκ,v and
η˜~rκ′ ,v′ are equivalent if and only if κ = κ
′ and v, v′ are equivalent. Moreover, each irrediucible
representation of Tn ⋊ Sn is equivalent to η˜~rκ,v for some κ and v.
Now, let us fix ~r ∈ Zn. Let H~r ⊂ Sn be the stabilizer of ~r, i.e. σ ∈ H~r if and only if σ~r = ~r.
The immediate consequence of (4.9) is the following equality
(4.14) ∆H~r (u
~r
σ) =
∑
τ∈H~r
ψ˜~r(τ, σ)u
~r
τ ⊗ u
~r
τ−1σ
for every σ ∈ H~r.
Let us consider the following function ϑ~r : H~r ×H~r → C
(4.15) ϑ~r(σ, τ) =
∏
i<j
σ(i)>σ(j)
(
ωτ−1(j),τ−1(i)
)rσ(i)rσ(j) , σ, τ ∈ Sn.
We describe some properties of ϑ~r.
Lemma 4.10. For every σ ∈ H~r and τ, ρ ∈ Sn,
(4.16) ϑ~r(στ, ρ) = ϑ~r(σ, τρ)ϑ~r(τ, ρ).
Proof. The right hand side of (4.16) is given by
ϑ~r(σ, τρ)ϑ~r(τ, ρ) =
∏
i<j
σ(i)>σ(j)
ω
rσ(i)rσ(j)
ρ−1τ−1(i),ρ−1τ−1(j)
∏
i<j
τ(i)>τ(j)
ω
rτ(i)rτ(j)
ρ−1(i),ρ−1(j)
=
∏
τ(j)<τ(i)
στ(j)>στ(i)
ω
rτ(i)rτ(j)
ρ−1(j),ρ−1(i)
∏
i<j
τ(i)>τ(j)
ω
rτ(i)rτ(j)
ρ−1(i),ρ−1(j)
The last equality is due to substitution i 7→ τ(j), j 7→ τ(i) in the first product as well as the fact
that σ ∈ H~r. Thus we get
ϑ~r(σ, τρ)ϑ~r(τ, ρ) =
∏
i<j
τ(i)>τ(j)
στ(i)<στ(j)
ω
rτ(i)rτ(j)
ρ−1(j),ρ−1(i)
∏
i>j
τ(i)>τ(j)
στ(i)<στ(j)
ω
rτ(i)rτ(j)
ρ−1(j),ρ−1(i) ×
×
∏
i<j
τ(i)>τ(j)
στ(i)<στ(j)
ω
rτ(i)rτ(j)
ρ−1(i),ρ−1(j)
∏
i<j
τ(i)>τ(j)
στ(i)>στ(j)
ω
rτ(i)rτ(j)
ρ−1(i),ρ−1(j).
Since ωji = ω
−1
ij , it reduces to
ϑ~r(σ, τρ)ϑ~r(τ, ρ) =
∏
i>j
τ(i)>τ(j)
στ(i)<στ(j)
ω
rτ(i)rτ(j)
ρ−1(j),ρ−1(i)
∏
i<j
τ(i)>τ(j)
στ(i)>στ(j)
ω
rτ(i)rτ(j)
ρ−1(i),ρ−1(j).
After the substitution i 7→ j, j 7→ i in the first product we get
ϑ~r(σ, τρ)ϑ~r(τ, ρ) =
∏
i<j
τ(i)<τ(j)
στ(i)>στ(j)
ω
rτ(i)rτ(j)
ρ−1(i),ρ−1(j)
∏
i<j
τ(i)>τ(j)
στ(i)>στ(j)
ω
rτ(i)rτ(j)
ρ−1(i),ρ−1(j)
=
∏
i<j
στ(i)>στ(j)
ω
rτ(i)rτ(j)
ρ−1(i),ρ−1(j)
= ϑ~r(στ, ρ).
Thus the proof of (4.16) is completed. 
Observe that the previously defined function ψ˜~r (cf. (4.6)) satisfies
(4.17) ψ˜~r(σ, τ) = ϑ~r(σ, e)ϑ~r(σ, σ
−1τ).
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Consider the following functions ψ~r : Sn × Sn → T
1 and ϕ~r : H~r → T
1
(4.18) ψ~r(σ, τ) = ψ˜~r(σ, στ) = ϑ~r(σ, e)ϑ~r(σ, τ), σ, τ ∈ Sn,
(4.19) ϕ~r(σ) = ϑ~r(σ, e), σ ∈ H~r.
Let us recall that for a locally compact group G and abelian group A, a function ψ : G×G→ A
is called a 2-cocycle, if ψ(g, e) = ψ(e, g) = 1 for g ∈ G, and
(4.20) ψ(g, h)ψ(gh, k) = ψ(g, hk)ψ(h, k), g, h, k ∈ G.
Proposition 4.11. For every σ, τ ∈ H~r, we have
(4.21) ϕ~r(σ)ϕ~r(τ) = ϕ~r(στ)ψ~r(σ, τ).
Consequently, the function ψ~r given by (4.18) is a 2-cocycle on H~r.
Proof. Obvious consequence of definitions (4.18), (4.19) and relation (4.16). 
Define an element χ~r ∈ AH~r by
(4.22) χ~r =
∑
σ∈H~r
ϕ~r(σ)u
~r
σ
Then we have
Proposition 4.12. For any ~r ∈ Zn, ∆H~r (χ~r) = χ~r⊗χ~r, i.e. χ~r is a 1-dimensional representation
(character) of a quantum group (AH~r ,∆H~r ).
Proof. From (4.14) we have
∆H~r (χ~r) =
∑
σ∈H~r
ϕ~r(σ)∆H~r (u
~r
σ)
=
∑
σ,τ∈H~r
ϕ~r(σ)ψ˜~r(τ, σ)u
~r
τ ⊗ u
~r
τ−1σ
=
∑
τ,ρ∈H~r
ϕ~r(τρ)ψ˜~r(τ, τρ)u
~r
τ ⊗ u
~r
ρ
=
∑
τ,ρ∈H~r
ϕ~r(τρ)ψ~r(τ, ρ)u
~r
τ ⊗ u
~r
ρ
=
∑
τ,ρ∈H~r
ϕ~r(τ)ϕ~r(ρ)u
~r
τ ⊗ u
~r
ρ
= χ~r ⊗ χ~r
The fifth equality follows from Proposition 4.11. 
Let us fix ~r ∈ Zn. It can be considered as a character of the (classical) group Tn. Since
Tn is quantum subgroup of (AH~r ,∆H~r ), the character χ~r defined in (4.22) can be considered
as an extension of ~r to the whole (AH~r ,∆H~r ). Now, let v : H~r → B(K) be some irreducible
representation of the stabilizer subgroup H~r. Consider it as an element of B(K)⊗C(H~r), and let
v˜ = (id⊗ ιH~r )(v) ∈ B(K)⊗AH~r . It can be easily shown that v˜ is an irreducible representation of
the quantum group (AH~r ,∆H~r ).
Next, consider a representation η ∈ B(K) ⊗ AH~r being a tensor product of representations
χ~r and v˜. We will show that one can associate a representation η˜~r,v to η in a way similar to the
construction of an induced representation. To this end let us consider the subspace K˜~r,v ⊂ K⊗A
n
θ
defined as follows
K˜~r,v =
{∑
σ∈Sn
λ(σ) ⊗ u~rσ : λ ∈ FH~r ,v
}
where FH~r ,v is a space of all functions λ : Sn → K such that λ(σρ) = ϑ~r(σ, ρ)v(σ)λ(ρ) for every
σ ∈ H~r and ρ ∈ Sn. Now, for each right coset from H~r\Sn we fix some representative σν , so that
H~rσν ∩ H~rσν′ = ∅ for ν 6= ν
′ and
⋃
ν H~rσν = Sn. We can define a basis in FH~r ,v which consists
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of the functions λµ,i(σν) = δµ,νei, where µ ∈ {1, 2, . . . [G : H~r]} and ei form a fixed basis in the
space K. Since any σ ∈ Sn belongs to a unique right coset H~rσν , one can write
λµ,i(σ) = ϑ~r(σσ
−1
ν , σ
−1
ν )v(σσ
−1
ν )δµ,νei
for all σ ∈ Sn. Let
fµ,i =
∑
σ∈Sn
λµ,i(σ) ⊗ u
~r
σ =
∑
σ∈H~rσµ
λµ,i(σ)⊗ u
~r
σ.
The system of elements fµ,i turns out to be a basis in K˜~r,v. If K has the structure of a Hilbert
space, then we can equipp FH~r ,v with a scalar product
(4.23) 〈f, g〉FH~r,v
=
1
|H~r|
∑
π∈Sn
〈f(π), g(π)〉K ,
One can check that {λµ,i} is orthonormal with respect to (4.23).
Now, define a map η˜~r,v : K˜~r,v → K˜~r,v ⊗A
n
θ by η˜~r,v = idK ⊗∆.
Lemma 4.13. For any µ and i,
(4.24) η˜~r,v(fµ,i) =
∑
ν,j
fν,j ⊗ aν,j;µ,i
where elements aν,j;µ,i ∈ Anθ are given by
(4.25) aν,j;µ,i =
∑
ξ∈H~r
ϑ~r(σν , e)ϑ~r(ξ−1τ, τ−1ξσµ) 〈ej , v(ξ)ei〉u
σ−1ν ~r
σ−1ν ξσµ
.
Proof. It follows from (4.9) that
η˜~r,v(fµ,i) =
∑
σ∈H~rσµ
∑
τ∈Sn
λµ,i(σ)ψ˜(τ, σ) ⊗ u
~r
τ ⊗ u
τ−1~r
τ−1σ
=
∑
τ∈Sn
∑
ρ∈τ−1H~rσµ
λµ,i(τρ)ψ˜(τ, τρ) ⊗ u
~r
τ ⊗ u
τ−1~r
ρ
=
∑
ν
∑
τ∈H~rσν
∑
ξ∈H~r
λµ,i(ξσµ)ψ˜~r(τ, τ
−1ξσµ)⊗ u
~r
τ ⊗ u
σ−1ν ~r
τ−1ξσµ
,
For a given coset µ, and ξ ∈ H~r, and τ ∈ H~rσν we may define a function λ
ξ,τ
µ,i : Sn → K given by
λξ,τµ,i (π) = ϑ~r(πτ
−1, τ)ϑ~r(πτ−1, ξσµ)λµ,i(πτ
−1ξσµ).
We show that λξ,τµ,i ∈ FH~r ,v. If π 6∈ H~rσν , then λ
ξ,τ
µ,i (σπ) = 0 = λ
ξ,τ
µ,i (π) for all σ ∈ H~r. Let
π ∈ H~rσν and σ ∈ H~r. Observe that (4.16) implies
ϑ~r(σπτ
−1, τ)ϑ~r(σπτ−1, ξσµ)ϑ~r(σ, πτ
−1ξσµ) = ϑ~r(σπτ
−1, τ)ϑ~r(πτ−1, ξσµ)
= ϑ~r(πτ
−1, τ)ϑ~r(σ, π)ϑ~r(πτ−1, ξσµ)
Therefore, both expressions
λξ,τµ,i (σπ) = ϑ~r(σπτ
−1, τ)ϑ~r(σπτ−1, ξσµ)ϑ~r(σ, πτ
−1ξσµ)v(σ)λµ,i(πτ
−1ξσµ)
and
ϑ~r(σ, π)v(σ)λ
ξ,τ
µ,i (π) = ϑ~r(πτ
−1, τ)ϑ~r(πτ−1, ξσµ)ϑ~r(σ, π)v(σ)λµ,i(πτ
−1ξσµ)
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are equal. Hence λξ,τµ,i ∈ FH~r ,v. Consequently, λ
ξ,τ
µ,i is a linear combination of functions λβ,j , i.e.
λξ,τµ,i =
∑
β,j γβ,jλβ,j, where γβ,j are given by
γβ,j =
〈
λβ,j , λ
ξ,τ
µ,i
〉
FH~r
(4.26)
=
1
|H~r|
∑
π∈Sn
〈
λβ,j(π), λ
ξ,τ
µ,i (π)
〉
=
1
|H~r|
∑
π∈Sn
〈
λβ,j(π), ϑ~r(πτ
−1, τ)ϑ~r(πτ−1, ξσµ)λ
ξ,τ
µ,i (πτ
−1ξσµ)
〉
=
δβν
|H~r|
∑
π∈H~rσν
ϑ~r(πτ
−1, τ)ϑ~r(πτ−1, ξσµ)ϑ~r(πσ
−1
ν , σν)ϑ~r(πτ
−1ξ, σµ)×
×
〈
v(πσ−1ν )ej , v(πτ
−1ξ)ei
〉
=
δβν
|H~r|
∑
π∈H~rσν
ϑ~r(πτ
−1, τ)ϑ~r(πσ
−1
ν , σν)ϑ~r(ξ, σµ)〈ej , v(σ
−1
ν τ
−1ξ)ei〉
=
δβν
|H~r|
∑
ζ∈H~r
ϑ~r(ζσντ
−1, τ)ϑ~r(ζ, σν )ϑ~r(ξ, σµ)
〈
ej, v(σντ
−1ξ)ei
〉
= δβνϑ~r(σντ
−1, τ)ϑ~r(ξ, σµ)
〈
ej , v(σντ
−1ξ)ei
〉
.
In the above equalities we used relation (4.16) several times.
Since λµ,i(ξσµ) = λ
ξ,τ
µ,i (τ) =
∑
β,j γβ,jλβ,j(τ) and (4.17) is satisfied, we have
η˜~r,v(fµ,i) =
=
∑
ν
∑
β
∑
j
∑
τ∈H~rσν
∑
ξ∈H~r
δβνϑ~r(σντ
−1, τ)ϑ~r(ξ, σµ)
〈
ej , v(σντ
−1ξ)ei
〉
λν,j(τ) ×
× ϑ~r(τ, τ−1ξσµ)ϑ~r(τ, e)⊗ u
~r
τ ⊗ u
σ−1ν ~r
τ−1ξσµ
Notice that according to Lemma 4.10,
ϑ~r(σντ
−1, τ) = ϑ~r(σν , e)ϑ~r(τ, e)
and
ϑ~r(ξ, σµ) = ϑ~r(τ, τ
−1ξσµ)ϑ~r(ξ−1τ, τ−1ξσµ),
as σντ
−1, ξ ∈ H~r. Consequently,
ϑ~r(σντ
−1, τ)ϑ~r(ξ, σµ)ϑ~r(τ, τ−1ξσµ)ϑ~r(τ, e) = ϑ~r(σν , e)ϑ~r(ξ−1τ, τ−1ξσµ).
Finally, we get
η˜~r,v(fµ,i) =
=
∑
ν,j
 ∑
τ∈H~rσν
λν,j(τ) ⊗ u
~r
τ ⊗
∑
ξ∈H~r
ϑ~r(σν , e)ϑ~r(ξ−1τ, τ−1ξσµ)〈ej, v(σnuτ
−1ξ)ei〉u
σ−1ν ~r
τ−1ξσµ
 .
Observe that the expression∑
ξ∈H~r
ϑ~r(σν , e)ϑ~r(ξ−1τ, τ−1ξσµ)〈ej , v(σnuτ
−1ξ)ei〉u
σ−1ν ~r
τ−1ξσµ
is independent on the choice of τ ∈ H~rσν and it is equal to aν,j;µ,i given by (4.25). Thus, (4.24)
is proved. 
Proposition 4.14. For every ~r ∈ Z and an irreducible representation v of H~r, the map η˜~r,v is
an irreducible representation of Gθ.
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Proof. It follows from Lemma 4.13 that η˜~r,v(K˜~r,v) ⊂ K˜~r,v⊗A
n
θ . Observe also that for any f ∈ K˜~r,v
we have
(η˜~r,v ⊗ idAn
θ
)η˜~r,v(f) = (idK ⊗∆⊗ idAn
θ
)(idK ⊗∆)(f)
= (idK ⊗ idAn
θ
⊗∆)(idK ⊗∆)(f)
= (idK˜ ⊗∆)η˜~r,v(f),
so η˜~r,v is a representation.
We show that η˜~r,v is irreducible. Let S : K˜~r,v → K˜~r,v be a linear map which intervines η˜~r,v
with itself. Let sµ,iν,j be matrix coefficients of S in the basis fν,j , so that
S(fµ,i) =
∑
ν,j
sµ,iν,jfν,j .
Then (4.24) yields
η˜~r,v(S(fµ,i)) =
[Sn:H~r]∑
ν,π=1
dimK∑
j,k=1
sµ,iν,jfπ,k ⊗ aπ,k;ν,j .
and
(S ⊗ idAn
θ
)η˜~r,v(fµ,i) =
[Sn:H~r ]∑
β,π
dimK∑
k,l
sβ,lπ,kfπ,k ⊗ aβ,l;µ,i.
Since S ∈Mor(η˜, η˜), the two above expressions are equal. Thus, for arbitrary π and k∑
ν,j
sµ,iν,jaπ,k;ν,j =
∑
β,l
sβ,lπ,kaβ,l;µ,i.
Using the exact form (4.25) of coefficients aπ,l;µ,i and taking into account that u
σ−1π k
σ−1π ξσµ
are lineary
independent for different π, µ and ξ, we infer that for any ξ ∈ Hk,∑
j
sµ,iν,j 〈ek, v(ξ)ej〉 = 0,
provided that ν 6= µ, and ∑
j
sµ,iµ,j 〈ek, v(ξ)ej〉 =
∑
l
sπ,lπ,k 〈el, v(ξ)ei〉 .
These equalities are equivalent to
(4.27) 〈ek, v(ξ)S
µ
ν ei〉 = 0
for ν 6= µ, and
(4.28)
〈
ek, v(ξ)S
µ
µei
〉
= 〈ek, S
π
πv(ξ)ei〉 .
where Sµν : K → K is a linear operator with matrix entries (s
µ,i
ν,j)i,j with respect to the standard
basis of K. Equation (4.27) means that Sµν = 0 for ν 6= µ, while (4.28) shows that S
µ
µ ∈ Mor(v, v)
and Sµµ = S
π
π for any µ, π. It follows from irreducibility of v that s
µ,i
ν,j = λδµ,νδi,j . Hence S = 1K˜~r,v ,
and irreducibility of η˜~r,v follows. 
Now, we are ready to formulate the followin theorem.
Theorem 4.15. Let ~rκ, κ ∈ K, be a system of representatives of orbits of the action of Sn on Zn.
(1) For any κ, κ′ ∈ K and representations v, v′, if η˜~rκ,v, η˜~rκ′ ,v′ are equivalent, then κ = κ
′
and v, v′ are equivalent representations.
(2) Each irreducible representation of Gθ is equivalent to η˜~rκ,v for some κ and v.
Proof. (1) Assume fistly that κ 6= κ′. Since ~rκ and ~rκ′ are not in the same orbit, elements uτ~rκσ and
u
ρ~rκ′
π are linearly independent for any σ, τ, π, ρ ∈ Sn. Hence, there is no map S : K˜~rκ,v → K˜~rκ′ ,v′
such that η˜~rκ′ ,v′S = (S ⊗ idAnθ )η˜~rκ,v. Now cosider the case κ = κ
′ and v˜ and v˜′ are inequivalent.
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Assume that there exists an invertible S ∈ Mor(η˜~rκ,v, η˜~rκ′ ,v′). Then clearly K˜~rκ,v and K˜~rκ′ ,v are
isomorphic. Let us identify K and K ′ and fix some orthonormal basis {ei}. Let
S(fµ,i) =
∑
ν,j
sµ,iν,jf
′
ν,j .
Having in mind the formula (4.25) for matrix coefficients of η˜~r,v and η˜~r′,v′ , we conculde that for
any ξ ∈ H~r
〈ek, v(ξ)S
µ
ν ei〉 = 0
if ν 6= µ, and 〈
ek, v
′(ξ)Sµµei
〉
= 〈ek, S
π
πv(ξ)ei〉 ,
where Sµν : K → K is a linear operator with matrix coefficients (s
µ,i
ν,j)i,j with respect to the fixed
basis. Observe that for any µ, Sµµ ∈ Mor(v, v
′) and therefore all Sµµ are not invertible because v
and v′ are not equivalent. Since Sµν = 0 for µ 6= ν, S : K˜ → K˜
′ can not be invertible.
(2) For ~r ∈ Zn, let V be the left regular representation of H~r. It can be decomposed as a direct
sum of irreducible finite dimensional representations
V =
⊕
ι
vι
where ι runs over a finite set of indices. It is well known fact that the character of the regular
representation χV : H~r → C given by χV (σ) = Tr(V (σ)) for all σ ∈ H~k has the following properties
χV (σ) =
{
|H~r| if σ = e
0 if σ 6= e
where |H~r| denotes the rank of H~r and χV =
∑
α χι, χι being a character of representation vι.
Let aιν,j;µ,i be matrix coefficients of the representation η˜~r,vι , i.e. according to (4.25)
aιν,j;µ,i =
∑
ξ∈H~k
ϑ~r(σν , e)ϑ~r(ξ−1σν , σ
−1
ν ξσµ) 〈ej , vι(ξ)ei〉 u
σ−1ν ~r
σ−1ν ξσµ
.
For any ̺ ∈ H~r and µ, ν ∈ H~r\Sn,∑
ι
∑
i,j
〈
ei, vι(̺
−1)ej
〉
aιν,j;µ,i =
=
∑
ι
∑
i,j
〈
ei, vι(̺
−1)ej
〉 ∑
ξ∈H~r
ϑ~r(σν , e)ϑ~r(ξ−1σν , σ
−1
ν ξσµ) 〈ej , vι(ξ)ei〉u
σ−1ν ~r
σ−1ν ξσµ
=
∑
ξ∈H~r
ϑ~r(σν , e)ϑ~r(ξ−1σν , σ
−1
ν ξσµ)
∑
ι
∑
i,j
〈
ei, vι(̺
−1)ej
〉
〈ej, vι(ξ)ei〉
uσ−1ν ~r
σ−1ν ξσµ
=
∑
ξ∈H~r
ϑ~r(σν , e)ϑ~r(ξ−1σν , σ
−1
ν ξσµ)
∑
ι
Tr(vι(̺
−1ξ))u
σ−1ν ~r
σ−1ν ξσµ
=
∑
ξ∈H~r
ϑ~r(σν , e)ϑ~r(ξ−1σν , σ
−1
ν ξσµ)Tr(V (̺
−1ξ))u
σ−1ν ~r
σ−1ν ξσµ
=
∑
ξ∈H~r
ϑ~r(σν , e)ϑ~r(ξ−1σν , σ
−1
ν ξσµ) |H~r| δξ,̺u
σ−1ν ~r
σ−1ν ξσµ
= ϑ~r(σν , e)ϑ~r(ξ−1σν , σ
−1
ν ξσµ)|H~k|u
σ−1ν ~r
σ−1ν ̺σµ
.
Hence
u
σ−1ν ~r
σ−1ν ̺σµ
=
(
ϑ~r(σν , e)ϑ~r(ξ−1σν , σ
−1
ν ξσµ) |H~r|
)−1∑
ι
∑
i,j
〈
ei, vι(̺
−1)ej
〉
aαν,j;µ,i.
For any ~r ∈ Zn and σ ∈ Sn there are unique κ ∈ K, µ, ν ∈ H~r\Sn, and ̺ ∈ H~r such that
~r = σ−1ν ~rκ and σ = σ
−1
ν ̺σµ. Thus, each element u
~r
σ is a linear combination of matrix coefficients
of representations η˜~rκ,v. Consequently, these coefficients linearly span the unique dense Hopf
∗-subalgebra Anθ in A
n
θ , and the proof is completed (see [2, 27] for details). 
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Proof of Theorem 4.8. Immediate consequence of the above theorem and Remark 4.9. 
5. Final remarks
Remark 5.1 (Multiple noncommutative torus). In [9] a multiple noncommutative torus Tn was
considered. It turns out that Tn and Anθ are isomorphic as *-algebras. Morever, coalgebra struc-
tures on Tn is isomorphic to (A
n
θ , F ◦∆), where F is the flip operator on A
n
θ ⊗A
n
θ (cf. (4.9) and
[9, equation (5)]).
Remark 5.2 (Quantum isometry groups). In [3, 4, 13] a quantum isometry group QISO(Tnθ ) of
noncommutative n-torus was considered. It is defined as the universal object in the category of
compact quantum groups acting smoothly and isometrically on Tnθ . Isometric action is understood
as an action commuting with a Laplacian L defined by
L(x~r) = −(r21 + r
2
2 . . .+ r
2
n)x
~r = −r2x~r,
where x~r = xr11 x
r2
2 . . . x
rn
n , and x1, . . . , xn are generators of C(T
n
θ ). It appears that Gθ = (A
n
θ ,∆)
is a quantum subgroup of QISO(Tnθ ). To justify this statement it is enough to show that condition
(b) of [13, Definition 2.11] is satisfied, namely that αϑ = (idC(Tn
θ
) ⊗ ϑ) ◦ α commutes with L on
Poly(Tnθ ) for every state ϑ on A
n
θ . We have
αϑL(x
~r) = (idC(Tn
θ
) ⊗ ϑ)αL(x
~r)
= −r2(idC(Tn
θ
) ⊗ ϑ)α(x
~r)
= −r2
∑
τ
ϑ
(
ur1
τ−1(1),1u
r2
τ−1(2),2 . . . u
rn
τ−1(n),n
)
xr1
τ−1(1)x
r2
τ−1(2) . . . x
rn
τ−1(n)
= −r2
∑
τ
ϑ(u~rτ,e)ϕ~r(τ)x
τ−1~r,
and
Lαϑ(x
~r) = L(idC(Tn
θ
) ⊗ ϑ)α(x
~r)
=
∑
τ
ϑ
(
ur1
τ−1(1),1u
r2
τ−1(2),2 . . . u
rn
τ−1(n),n
)
L
(
xr1
τ−1(1)x
r2
τ−1(2) . . . x
rn
τ−1(n)
)
=
∑
τ
ϑ
(
u~rτ,e
)
ϕ~r(τ)L
(
xτ
−1~r
)
= −
∑
τ
(r2τ(1) + r
2
τ(2) . . . r
2
τ(n))ϑ
(
u~rτ,e
)
ϕ~r(τ)x
τ−1~r
= − r2
∑
τ
ϑ
(
u~rτ,e
)
ϕ~r(τ)x
τ−1~r.
Hence αϑL(x) = Lαϑ(x) for all states ϑ on Anθ and all x ∈ Poly(T
n
θ ). This implies that (Gθ, α)
is an object in the category of compact quantum groups acting on noncommutative n-torus in a
smooth and isometric way [13], because Poly(Tnθ ) is a
∗-algebra generated by eigenvectors of L.
Therefore, there is the unique quantum group morphism from (Gθ, α) to (QISO(T
n
θ ), αu) which is
compatible with coactions α and αu. It is surjective on the level of underlying C*-algebras, since
the coaction α is faithful. Thus Gθ is a quantum subgroup of QISO(T
n
θ ).
Remark 5.3 (Rieffel deformation). Let us remind that the mentioned above quantum isometry
group of the noncommutative torus can be viewed as an effect of the Rieffel deformation procedure
applied to the classical isometry group of the classical torus (cf. [3, 4]). It seems that the
similar phenomena should appear in the context of quantum symmetry groups or, more generally,
quantum groups preserving some distinguished set of subspaces.
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