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ABSTRACT
We formulate a quantum Monte Carlo (QMC) method for calculating the ground 
state of many-boson systems. The method is based on a field-theoretical approach, and 
is closely related to existing fermion auxiliary-field QMC methods which are applied in 
several fields of physics. The ground-state projection is implemented as a branching ran­
dom walk in the space of permanents consisting of identical single-particle orbitals. Any 
single-particle basis can be used, and the method is in principle exact. We apply this 
method to an atomic Bose gas, where the atoms interact via an attractive or repulsive con­
tact two-body potential parametrized by the s-wave scattering length. We choose as the 
single-particle basis a real-space grid. We compare with exact results in small systems, 
and arbitrarily-sized systems of untrapped bosons with attractive interactions in one di­
mension, where analytical solutions exist. Our method provides a way to systematically 
improve upon the mean-field Gross-Pitaevskii (GP) method while using the same frame­
work, capturing interaction and correlation effects with a stochastic, coherent ensemble 
of non-interacting solutions. To study the role of many-body correlations in the ground 
state, we examine the properties of the gas, such as the energetics, condensate fraction, 
and the density and momentum distributions as a function of the number of particles and 
the scattering length, both in the homogenous and trapped gases. Results are presented 
for systems with up to 1000 bosons. Comparing our results to the mean-field GP results, 
we find significant departure from mean field at large positive scattering lengths. The 
many-body correlations tend to increase the kinetic energy and reduce the interaction en­
ergy compared to GP. In the trapped gases, this results in a qualitatively different behavior 
as a function of the scattering length. Possible experimental observation is discussed.
xiii
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CHAPTER 1
Introduction
The study of many-body quantum systems has been an important but very challeng­
ing research field for many years. Many forefronts in modem physics are essentially 
dealing with systems that are many-body in nature, such as nuclei, atoms, molecules, 
solids, liquids, gases, and recently, degenerate quantum gases. Our understanding of 
these systems is based on the quantum-mechanical Schrodinger equation (or Dirac equa­
tion, if the system is relativistic), which poses an enormously challenging problem con­
sidering its mathematical complexity. Today, computational methods have often been the 
way of choice to extract theoretical understanding on such systems. Most computational 
quantum-mechanical studies are based on simpler mean-field theories such as the Gross- 
Pitaevskii (GP) equation for bosons or the Kohn-Sham density-functional theory (DFT) 
for fermions. Despite their remarkable success, the treatment of interparticle interactions 
or correlation effects is only approximate within these approaches, and can lead to incor­
rect results, especially when the interaction strength is very large. It is therefore necessary 
to develop alternative computational methods that can describe the effect of interaction 
more accurately and reliably.
In this work, we develop a quantum Monte Carlo (QMC) method [1] to compute the
2
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3ground state of many-boson systems. The method is in principle exact aside from con­
trollable statistical and discretization errors. We apply this method to study on the ground 
state of a (degenerate) Bose gas. Our primary objective is to investigate the effect of 
many-body correlations on this system, and quantify how much these correlations cause 
deviations from the mean-field picture.
Our interest in the development and use of this method was originally motivated 
by the realization of the Bose-Einstein condensation (BEC) in ultracold, dilute atomic 
gases [2]. Later on, highly degenerate Fermi gases have also been realized experimen­
tally [3, 4, 5]. These are dilute gases consisting of interacting alkali-metal atoms. These 
systems are considered “clean”, in that the dominant interactions are simple and well un­
derstood, and that the experimental parameters are highly controllable. Such an exciting 
development in the experimental atomic physics community has drawn a rush of interest 
to understand the physics of ultracold gases from the theoretical point of view [6,7], More 
generally, the ultracold gas experiments has become as an ideal “laboratory” to advance 
our understanding of many-body physics.
In the weakly-interacting regime, simple mean-field theories describe this system 
quite well. The ground state and dynamical properties of the gas are well described by 
means of the Gross-Pitaevskii (GP) equation [8, 9, 10]. The two-body interaction is 
approximated by a shape-independent, 5 function potential characterized by the atom- 
atom scattering length a,. More recently, Feshbach resonances [11] have successfully 
been used as a powerful way to tune the strength of the interaction experimentally. This 
provides a source of rich physics, and increases the need for theoretical methods which 
can benchmark GP and provide an alternative where GP is inadequate. As the interaction 
strength is increased, however, the correlation effect becomes very important, and GP 
equation is no longer adequate to describe the behavior of the gas.
There have been numerous attempts to quantify the non-mean-field effects in the 
ground state of a Bose gas. Bogoliubov approximation for a homogenous Bose gas [12,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
13, 14] gives good first- and second-order corrections only in the very dilute regimes. 
Therefore, it is not well suited for studying the gas in the presence of Feshbach res­
onances. The inclusion of one-loop quantum corrections and the use of local-density 
approximation result in the modified GP equation [15]. This approach still neglects the 
detail of the potential, however. Esry [16] develops a Hartree-Fock theory as a means 
of including the correlation effect in the BEC many-body calculations. Mazzanti and 
co-workers [17] apply the correlated basis theory [18] to study the detailed structure of 
dilute hard- and soft-sphere Bose gases, in particular the radial distribution function g(r), 
momentum distribution function, and condensate fraction. A comparative study for the 
modified GP and correlated basis approaches is presented in Ref. [19]. Recently, McK­
inney and co-workers [20] use a many-body dimensional perturbation theory to compute 
the ground-state energy and breathing-mode frequency of spherically trapped gases at 
different interaction strengths.
Semianalytic methods are versatile in that it is generally very easy to extend to study 
realistic systems with large number of particles. However, each of these methods are 
approximate, therefore it has its own limitations. Here lies the role of the computa­
tional methods such as quantum Monte Carlo. Most of these methods are essentially 
exact aside from the statistical errors. Thus they are able to provide insight and unbi­
ased benchmark for other many-body methods. These include the exact diffusion Monte 
Carlo (DMC) [21, 22] for both the homogenous [23] and trapped gases [24, 25, 26]. 
These methods improve from the ground-state variational Monte Carlo [27], which often 
already gives good description of the many-body system.
Several other QMC methods exist for calculating the properties of interacting many- 
body systems. Complementary to the ground-state DMC is the finite-temperature path- 
integral Monte Carlo (PIMC) [28] methods. Both DMC and PIMC, which work in many- 
particle configuration space and in the first-quantized framework, have been successfully 
applied to a variety of boson and fermion systems. In the context of atomic gases,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
5Krauth [29], Gruter et al. [30], and Holzmann and Krauth [31] have employed PIMC 
to study finite-temperature properties of trapped bosons with positive scattering lengths, 
modeling the two-body interactions by a hard-sphere potential. Ulmke and Scalletar [32] 
did finite-temperature QMC calculations on quantum spin systems and the Bose-Hubbard 
model; in the latter calculation, a hard-core repulsive potential was assumed, which al­
lowed a transformation of the problem into an X X Z  spinlilce problem that can be treated 
with a fermion QMC method.
Our method is based on the auxiliary-field quantum Monte Carlo (AF QMC) ap­
proach [33, 34]. The AF QMC is a field-theoretical method, where many-body propaga­
tors resulting from two-body interactions are transformed, by use of auxiliary fields, into 
a many-dimensional integral over one-body propagators [35, 36]. The many-dimensional 
integral is then computed using stochastic means. The AF QMC framework is appealing 
for several reasons:
1. the method scales algebraically with system size, which allows us to study systems 
containing a large number of particles,
2. the particle statistics is automatically taken care of by working in the 
second-quantized formalism,
3. the calculation can be carried out using any arbitrary set of basis states, and not 
limited to the real-space configuration, and
4. it provides a many-body method with a close, formal relation to mean-field 
approaches, as we shall discuss later.
The AF QMC method has been widely employed to study fermion systems in condensed 
matter [37, 38, 39, 40, 41], nuclear physics [42, 43], and lattice gauge theory. Essentially 
no work has been done using AF QMC for interacting boson systems, however, except 
for a proof-of-concept work by Sugiyama and Koonin [34],
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
In this dissertation, we formulate an AF QMC ground-state method for many-boson 
systems. Compared to its fermionie counterpart, our method here is formally simpler. 
It therefore offers opportunities to study algorithmic issues that are also pertinent for 
fermion calculations. Because of the intense interest in methods for treating correlated 
systems (fermions or bosons) and the relatively early development stage of this type of 
QMC method, a secondary purpose of this work is to use the bosonic test ground to 
explore, discuss, and illustrate the generic features of ground-state QMC methods based 
on auxiliary fields.
The many-body ground state is projected from a trial wave function, |'PT), using 
open-ended, branching random walks to sample the auxiliary fields. Our choice of |\1/T) 
is a permanent consisting of N  identical single-particle orbitals, which was first suggested 
in a model calculation by Sugiyama and Koonin [34], We formulate an importance sam­
pling scheme, which greatly improves the efficiency of the method and makes possible 
simulations of large systems. We also discuss in detail the back-propagation technique 
which allows convenient calculation of virtually any ground-state observables. As we 
shall discuss in Chapter 3, Sec. 3.9, it provides a means for true many-body calculations 
in a framework which closely relates to the GP approach. The approach can be viewed as 
a stochastic collection of parallel GP-like calculations whose “coherent” linear combina­
tion gives the interaction and correlation effects. It is worth emphasizing that the method 
scales gracefully (similar to GP) and allows calculations for a large number (N)  of bosons. 
A sufficiently detailed description of the method is given to facilitate implementation.
In AF QMC, the auxiliary-field transformation can result in signed or complex­
valued Monte Carlo sampling, which causes the sign and complex-phase problems [44, 
41). Although in principle AF QMC calculates the exact many-body ground state, in 
practicality, these problems limit the usefulness of our method in the strongly-correlated 
regimes, where the interesting physics happens. Our QMC implementation for the Bose 
gas systems suffer from the phase problem when the interaction is repulsive. We over­
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
7come this problem by using the phaseless approximation [41], which allows us to explore 
the many-body system in the strongly-interacting regimes. The phase problem is mild in 
the weakly through moderately strongly interacting regimes, and the phaseless approx­
imation yields negligible errors. In the very strong interaction regimes, however, the 
results may be seriously biased, and the extent of this bias is largely unknown. Here we 
study the effect of the phaseless approximation and discuss possible improvements on 
this constraint.
In the latter half of this dissertation, we present the QMC calculation of the ground 
state properties of the gas [45]. In the development of the QMC method, we use the 
trapped atomic Bose gas as our testbed, where the atoms interact via an attractive or re­
pulsive on-site two-body potential. We use this model to benchmark the method against 
known exact results, and discuss its characteristics. We then study in detail the energet­
ics (i.e., the individual energy terms that contribute to the total energy) and the density 
and momentum distributions of an interacting Bose gas in the weak through moderately- 
strong correlation regimes. We consider both the homogenous and trapped Bose gases in 
three dimensions. We find that the many-body correlations are manifested in the decrease 
of the interaction energy, compensated by an increase of the kinetic energy. This effect 
increases with the density and interaction strength. This finding is consistent with a previ­
ous study in the homogenous case [17]. In this work, we extend this detailed investigation 
to a gas in the harmonic confinement. For this system, the interplay between the repul­
sive interaction (which causes the overall density profile to expand) and the many-body 
correlations results in a nontrivial increase in both the kinetic energy and the gas’ extent, 
relative to GP description.
The rest of this dissertation is organized as follows.
In Chapter 2, we will present a second-quantized Hamiltonian to describe an interact­
ing Bose gas. We use a simple potential to model the interatomic two-body interaction. 
As a result of discretization in a real-space basis, we arrive at a simple, Hubbard-like
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Hamiltonian.
In Chapter 3, we review the basic ground-state projection and auxiliary-field quan­
tum Monte Carlo method. We introduce our method for bosons, including the formulation 
of an importance-sampling scheme and the back-propagation technique for convenient 
calculation of virtually any ground-state observables. We describe our QMC implemen­
tation on the Bose-Hubbard model, and benchmark our QMC method using this model. 
We also describe our implementation of the GP approach to study the same Hamiltonian. 
We will show the characteristics of the QMC method and demonstrate its ability to obtain 
exact results using several benchmarks.
In Chapter 4, we present the QMC calculation results for both homogenous and 
trapped Bose gases with repulsive interactions. We study in detail the energetics of the 
gas as a function of the number of particle N  and the s-wave scattering length a,. We also 
examine the correlation effect captured in the real-space and momentum distributions of 
the particles. All calculations are done at typical experimental densities and interaction 
strengths. Our study extends to the strongly-interacting regime, which is achieveable 
using Feshbach resonances. We compare our results to the mean-field GP and the first- 
order Bogoliubov approaches.
In Chapter 5, we will briefly describe the collapse of a 3D condensate with attractive 
interactions. This collapse has been predicted by mean field, and we observe that the 
many-body correlations tend to make the collapse earlier than that predicted by the mean- 
field GP equation.
Chapter 6 contains miscellaneous comments and discussions on the method and the 
results. First, we discuss the computing aspects of our method. We also discuss the 
finite-size errors that come into play in our calculations, which brings us to considering 
the usefulness and limitations of the simple <5 potential that we use in this study. We 
investigate the effect of the phaseless approximation in the measured quantities.
In Chapter 7, we present our concluding remarks, and comment on the future direc­
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
9tion of this research.
Finally, the Appendices contain additional technical details of the method and the 
program used in this research project.
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CHAPTER 2 
A Model for Interacting Bose Gases
A Bose atomic gas in today’s experiments usually consists of thousands to millions 
of alkali atoms, cooled to nanokelvin temperatures. These atoms are characterized by 
an integer atomic spin. As such, they can occupy the same orbital (single-particle quan­
tum state). Bose-Einstein condensation (BEC) happens when a large fraction the atoms 
in the gas occupy a single orbital—typically, the one with the lowest energy. When a 
gas Bose-condenses, its properties differ significantly from a normal “gas” as we know 
it from our daily life. BEC is an exotic state of matter, characterized with many pecu­
liar features, such as superfluidity (i.e., the absence of viscosity) and unusual specific 
heat and other thermodynamic properties. All these are a stark manifestation of the un­
derlying quantum nature of this gas these at ultralow temperatures. Since Bose Einstein 
condensation in dilute alkali gases happens at temperatures close to zero kelvin, the (zero- 
temperature1) ground state of these systems play an important role in our understanding 
of these systems—which fact motivates a large number of theoretical activities, including 
this work, to study the BEC ground state. These theoretical efforts are centered on un­
derstanding how the interatomic interactions determine the properties of a Bose-Einstein
’O f course, the absolute zero kelvin can never be reached experimentally. Nonetheless, the static be­
havior o f  BEC at low temperatures is very close to the ground state properties.
10
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condensate [6, 7]. Even in the dilute and weakly-interacting regimes, the effects of these 
interactions cannot be neglected: a BEC of interacting atoms is nontrivially different from 
the “textbook” hypothetical BEC of an ideal (noninteracting) gas.
In this chapter, we describe a quantum-mechanical model for an interacting Bose 
atomic gas. We limit the model to a single-species Bose atomic gas with pairwise (two- 
body) interactions.
2.1 Quantum Theory of Many-Body Systems
We consider a microscopic system containing N  particles. These particles live in an 
external potential VeXt, and are interacting via a two-body interaction potential V^b- For 
simplicity, we assume that V2B is the only interaction mechanism among the constituent 
particles. In quantum mechanics, all information about this system is contained in the 
many-body wave function T, which is a function of the coordinates of all the N  particles 
(rl , r2, . . . ,  r N) and other degrees of freedom (c^, a2, . . . ,  aN), such as spin, that may 
characterize these particles. The ground state of the system is the time-independent state 
with the lowest possible energy. At zero temperature, this is the state of the system in 
die absence of external disturbances. The ground-state wave function satisfies the time- 
independent Schrodinger equation
N N  N
EE ~  2^ rV« + a n) +E  E  F2B(rn , an, rn, ,a n,) = =
k n = l  L n  J  n —1 n f —n-t-1 J
(2.1)
The indices n  and n' enumerates the particles, and m n is the n-th particle’s mass. The 
operator which operates on the wave function on the left-hand side of the equation is 
called the Hamiltonian.
A  Bose gas is a systems containing N  identical particles called bosons. In the quan­
tum world, identical particles are indistinguishable. In a system containing many identical
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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bosons, these particles may occupy the same quantum state (or, orbital). A many-boson 
wave function remains unchanged when two of the constituent particles are exchanged,
On the contrary, the other class of particles, called fermion, does not allow multiple occu­
pancy of the same orbital— a rule often termed the Pauli’s exclusion principle. A many- 
fermion wave function flips sign under such an exchange, e.g.
As we can already see here, the problem of solving the iV-atom BEC ground state 
is an enormous mathematical challenge, since the differential equation (2.1) involves at 
least 3N  variables.
2.1.1 Many-Body Hamiltonian in Second Quantization
A quantum-mechanical many-body problem is much better handled in the second- 
quantized formalism. Here, the real-space wave function is re-encoded as an abstract 
wave function in the many-particle Hilbert space. We assume that an appropriate set of 
single-particle basis (|Xi)} has been chosen, in terms of which the wave functions will 
be expanded. For simplicity, we assume that the single-particle basis is orthonormal, al­
though this is not required. The number of basis states is M . We will use lowercase 
Roman letters i, j ,  k, and I to enumerate over the single-particle basis states. The opera­
tors c\ and c,;, respectively, are the usual creation and annihilation operators for the state 
|Xj)- They satisfy the commutation relations
e.g.
(2 .2)
[ci? Cj\_ = 0. (2.3)
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These automatically impose the proper symmetrization requirement of the bosonic many- 
body wave functions.
We limit our discussion to a quantum-mechanical, many-body system with two-body 
interactions. The Hamiltonian H  has a general form of
H  =  K  +  V ,  (2-4)
where K  is the sum total of all the one-body operators (which, in the trapped BEC context, 
are the kinetic and external potential energy operators),
k  = Y ,  K i A ci
v  (2.5)
K ij =  { Xi \K\ Xj ) ,
and V  contains the two-body interactions,
v  =  v i j k A c)ckci
ijki (2.6)
Vijki =  ( x iXj \V\XiXk) -
We note that (he basis is not always discrete; it can be a continuous set of basis, in which 
case die sums will be replaced by integrals. The discretization and/or truncation of the ba­
sis is necessary for computational treatment of the problem. Our objective is to calculate 
the ground-state properties of such a system, which contains a fixed number of particles, 
N.
2.2 Model Hamiltonian for Bose Gas
2.2.1 A tom-A tom Interaction
As we have pointed out earlier, atom-atom interaction is a very important ingredient
for understanding the properties of a Bose gas. Here we derive a model potential, which
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we will use to describe the interacting Bose gas. This simple potential assumes several 
conditions that are usually found in the experiments:
•  The range of the interaction r e is very small, typically only a few Angstroms.
•  The thermal de Broglie wave length XT =  ^ n h 2/ (mfcsT) is roughly on the order 
of ~  0.1 pm —which is a very large number on a microscopic scale.
•  The gas is very dilute: The typical density is between ~  0.1 /mi~"3 and ~  5000 p in -3 . 
This translate to the an average interparticle spacing of p_1//3 ~  0.05 pan to ~  2 pm.
Thus the order of these quantities is typically given by
re p-1/3 ~  At  • (2-7)
The most important fact to notice is that the wave length of the wave function is 
much larger than the interaction range. Because of these conditions, the interatomic in­
teractions are essentially low-energy scatterings, and the detail of the potential does not 
play an important role. This suggests the use of an effective potential characterized by the 
low-energy atom-atom scattering length, as. Repulsive interaction is characterized by a 
positive as, and attractive by a negative as. The two-body interaction takes a simple form
V2b(Tl -  r2) =  47ra-"—£(ri -  r2) . (2.8)m
It is worth emphasizing that this is a model potential, which is built upon the abovemen­
tioned assumptions. In addition, it assumes that the short-distance correlations in the 
real interaction has been taken into account, or “integrated out”. The dominant effect 
must come from s-wave scattering, and |as | is much smaller than the average interparticle 
spacing. For more details, we refer the reader to Refs. [7] and [46]. In the alkali-metal 
gases these conditions are in general well met, and the model potential can be expected 
to give quantitative information, although care must be taken to validate the conditions.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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2.2.2 Bose-Hubbard Model
The real-space Hamiltonian of an interacting Bose gas in d dimension is given by
H  = j d 3r f t ( r )  ( ^ ^ Vr + ^(r)
+  \  ' ~ ^ ~ L J d3ri (2-9">
= K  + V2B.
The one-body Hamiltonian K  consists of the kinetic energy, T ,  and the (external) con­
finement potential, Etrap. The interaction Hamiltonian, V2B, is the sum of all the two-body 
interactions. Note that as is the true scattering length only in three-dimensional systems. 
Nonetheless, we will retain the symbol as everywhere as a convenient measure of the 
interaction strength in any dimension. The equivalent of scattering length in 2D systems 
is derived in Ref. [47], Here we consider only a spherically symmetric harmonic trap 
for simplicity. The characteristic trap frequency is u o, which is related to the so-called 
oscillator length scale by aho = ^/h/mu>0. A homogenous Bose gas can be considered as 
a special case of Eq. (2.9) with a zero trap frequency.
Many calculations use Eq. (2.9) as the starting point. We must point out, however, 
that this model Hamiltonian cannot be solved exactly in 2D and 3D, where the 5-function 
singularity is pathologic [48, 49]. Physically this makes sense, since the short-distance 
detail of the potential is not explicitly included in the Hamiltonian. A proper treatmeant 
must include a cutoff momentum kc to be consistent with the assumption that the short- 
range correlation (which is characterized by the high-momentum contributions). This is 
equivalent to having a “cutoff radius” which prevents particles from getting too close to 
each other and “see” the detail of the potential.
Our approach here is to replace the 5 function potential with a finite-strength, finite- 
range potential. This is done by discretizing the real space into a lattice, which at the 
same time provides a solvable potential. Discretization is also necessary to provide an
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approximate Hamiltonian with a finite number of basis vectors to be used in our QMC 
calculations.
We introduce a real-space lattice, with a linear dimension of L, in a simulation cell 
of physical volume (2rb)d. This lattice spacing is given by =  2rb/L .  We use an integral 
index i (and also j ,  when two distinct indices are needed) to enumerate the real-space 
sites, where each index runs from 1 through L d. The coordinate of the i-th site is given 
by r T h e  discretization procedure is described in detail in Appendix A. The resulting 
Hamiltonian, corresponding to Eq. (2.9), is given by
H = \ j 2 klblb<3 +  \  ( ^ )  lr* “  rofch  + \u  (ch 4 ci -  eh) , (2.10)
q '  '  i  i
This Hamiltonian is similar to the well-known Hubbard model, except that representation 
of kinetic energy is in momentum space, which yields a better convergence to continuum 
results. We will call Eq. (2.10) the modified Hubbard Hamiltonian. The momentum-space 
operators are connected to the real-space operators via
L
i=  1
(2-lib)
i=l
The values of k q are dictated by the periodic boundary condition, as described in Ap­
pendix A.
The Hubbard parameters t, U, and k are related to the real, physical parameters as 
follows:
* = 2 ^ ,  (2.12a)
47ra'
U = — T ,  (2.12b)
<T2
« =  — , (2.12c)
a h0
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where for simplicity we have set h =  in = 1. Note that we use the regularized a's in the 
definition of U, as will be explained shortly. The t parameter does not appear explicitly 
in Eq. (2.10), as it is implicitly contained in the definition of k 2q.
An alternative form of the discretized Hamiltonian takes a form identical to the Hub­
bard Hamiltonian—with an external potential term added:
Here, the kinetic energy is approximated by means of finite difference.
Compared to the “standard” Hubbard-like Hamiltonian, the modified Hamiltonian 
(2.10) has several advantages: (1) it reproduces the continuum kinetic energy spectrum 
more faithfully, and therefore (2) the computed observables converge more quickly to the 
continuum values. We will use the modified Hubbard Hamiltonian to study the ground 
state of BEC in Chapters 4 and 5. The standard Hubbard Hamiltonian will be used in the 
various benchmarks.
2.2.3 Regularization of the Hubbard U
The discretized two-body interaction potential in Eq. (2.10) must be renormalized in 
order to yield the correct two-body scattering properties, in particular the correct scatter­
ing length as. Following the regularization procedure on a d-dimensional lattice [50], we 
obtain the “bare” scattering length parameter a's, which is dimension-dependent:
(2.13)
in 3D, with K 3 =  2.442749
in 2D, with i \ 2 «  1/n (2.14)a <
47r In(K 2 c /a i2D))
'S
1
in ID .
, 47rai1D)[l +  c /(a i1D)7r2)]
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where a ^ D) is the real scattering length in d dimensions. Of course, in 3D, a i3D) =  as. 
In ID, the true scattering length is related to as via [50] 4™* =  l/(47rai1D'!). The “bare” 
interaction strength a's must be used in the QMC calculations. This regularization assumes 
the parabolic dispersion in tire kinetic energy, which is well approximated by Eq. (2.10). 
Note that this regularization procedure only applies for many-body calculations, not to 
the mean field, as explained below.
As we can see in Eq. (2.14), the regularization has a small effect in ID as <; —> 0. This 
attests to the fact that a one-dimensional 5-function potential is a perfectly well-defined 
problem.
2.2.4 On-Site Versus 5 Potentials
In the discretized model, our resolution is limited by the lattice spacing. This, in 
a sense, fulfills the validity conditions of the model interaction in Eq. (2.8), as it in a 
sense “integrates out” the short-range dynamics. On the other hand, we can view the on­
site potential as a distinct pseudopotential, distinct from the 5 potential, whose two-body 
scattering length is as. Such a potential is characterized by a “hypercubic” shape of side 
<; and strength U. We will present the implication of this finite shape in Chapter 4.
In QMC calculations, the lattice constant c must be much smaller compared to the 
average interparticle spacing, but larger than the scattering length,
K |  <  c <C p~l ,d . (2.15)
This is to retain the short-rangeness of the actual potential. With a negative as, the par­
ticles tend to “lump” together due to the gain in the interaction energy. This is a situa­
tion where we especially have to be aware of the validity of the effective potential. As 
mentioned, we will check this consistency at the end of a calculation to ensure that the 
occupancy of the lattice points is indeed less than unity.
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2.3 Mean-Field Approach: Gross-Pitaveskii Equation
Mean-field approach gives the simplest description of the system. In this approach, 
we assume that the correlation effects are negligible. This approximation is valid in the 
dilute limit of the gas. Here we treat the mean-field solution as the zeroth-order solution in 
the Bogoliubov expansion. Since the Bose-Einstein condensation involves a macroscopic 
occupation of a quantum state, we “separate out” this state in the field operator—the so- 
called Bogoliubov transformation— so that
smaller than the scalar “average” f>Q( r). The scalar 4>0{r) is often called the order param­
eter or the condensate wave function, since it represents the condensate in the mean-field 
picture. N  has been assumed to be very large, and the number of particles in the conden­
sate state, N q, is assumed to also be very large, close to the total number of particles in 
the system, N:
The Gross-Pitaevskii equation comes about if we neglect the fluctuations altogether, 
and minimize the energy expectation value
i>{ r) =  ^ 0(r) + 8tp{r). (2.16)
This assumes that the contribution from the fluctuations of the field, S f i r ) ,  is much
N  — N q <C N q (2.17)
(2.18)
subject to the constraint
(2.19)
The Gross-Pitaesvkii (GP) equation is
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
20
Here p  is the Lagrange multiplier from the minimizing process, which is an eigenvalue 
of the GP equation. The GP equation is a non-linear Schrodinger that describes the con­
densate in a non-mean-field way. In the homogenous gas, an expansion in terms of the 
gas parameter pa?s beyond the mean-field solution of the GP equation has been calcu­
lated to the second term [12, 13, 14]. The higher-order terms depend on the details of the 
potential [51], which are not included in the 5-function pseudopotential.
Here we present a slightly different variant of the derivation of the GP equation 
using the similar “jargons” used in QMC. We assume that the condensate wave function 
is a single-permanent wave function
l * 0 p> =  ( » 4 ) » , a 2 I >
where
$ j p = J  d3r (r) (2.22)
is the orbital occupied by each particle in the system. This assumes that all particles are 
in the condensate. In the Bogoliubov approximation, this discrepancy is very small, since 
we assume that N  — N 0 <c N q. Minimizing the energy expectation value with respect to 
|<hGP), keeping the total number of particles fixed at N ,  we arrive at
-  ^ - V V gpM  +  | m ^ r V Gp(r)z m  (223)
iV  — 1 A7ras h 2 9 . .
' +  H v  — I^cpM I PgpM  =  m jp ( r )  •
This is identical to Eq. (2.20) above in the limit of large N ,  since y / N y?Gp(r) =  1/’o(r )- 
Here, the prefactor is preserved, which is necessary for comparison with QMC for 
small N  <C 103.
The nonlinear term in Eqs. (2.20) and (2.23) has a physical meaning of the “mean- 
field” interaction energy of the system [7], Because of this, we do not “regularize” as as 
in the many-body Hamiltonian Eq. (2.10).
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The GP solution and its higher-order Bogoliubov pal expansion are valid in the dilute 
regime, where the value of the gas parameter is very small (pal <H 1). Mathematically, the 
series expansion is a asymptotic series; therefore it has a very limited usefulness at large 
enough pa3s. At pa'i > H r 4, it even predicts a wrong trend, such as a strong negative 
turn in the total energy [23]. Therefore, there is the need of going beyond this simple 
formalism, especially if we want to accurately treat the many-body interactions in the 
moderate to strong interaction regimes. This brings us to the many-body QMC method 
that we describe in Chapter 3, which in principle takes into account the correlation effects 
exactly. Nonetheless we will often use the GP results to compare with QMC in order to 
show the effects of many-body correlations in the BEC systems.
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CHAPTER 3 
Quantum Monte Carlo Method for the 
Ground State of Boson Systems
In this chapter, we develop a quantum Monte Carlo method to compute the ground 
state of a many-body Hamiltonian with at most two-body interactions.
H  = K  + V ,  (3-1)
where K  is the sum total of all the one-body operators (the kinetic energy and external 
potential energy),
K  =  (3.2)
v
and V  contains the two-body interactions,
V  =  ^ Z i X i X j M X i X k ) ^ ] ^  , (3.3)
ijkl
as presented in Chapter 2. We will first describe the general method that is useful to 
compute exactly the ground-state properties of a given many-body system containing a 
fixed number of particles, N. The formalism applies for either boson or fermion systems.
22
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The major difference lies in the form of the wave functions and the computation of the 
matrix elements. Later, we will apply this method to the Bose-Hubbard Hamiltonian, 
equation (2.10) or (2.13).
3.1 Ground-State Projection
The ground-state wave function |# 0) can be readily extracted from a given trial so­
lution |T t ) using the ground-state projection operator
V gs =  exp A t H j  ex p (A rS r)  , (3-4)
where j3t is the best guess of the ground-state energy, provided that |WT) is not orthogo­
nal to |4>0):
Applying the operator V gs repeatedly to | 'hT) would exponentially attenuate its excited- 
state components, leaving only the ground state,
( P * m T> ^  l*o>, (3.5a)
P ^ o )  —  |$o ). (3.5b)
Because of its resemblance to the real-time propagator, the operator V & is also called the 
imaginary-time propagator. In ground-state QMC methods, T,,s is evaluated by means of 
a Monte Carlo sampling, resulting in a stochastic representation of the ground-state wave 
function.
3.2 Basic Auxiliary-Field Method
Two essential ingredients are needed in order to evaluate V gs within a reasonable 
computing time. The first is the Trotter-Suzuki approximation [52, 53]. The propagator
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is broken up into a product of exponential operators, which becomes exact in the limit of 
A t  ---> 0. The second-order form of this approximation is
exp - A t (K  + V) =  e x p ( - |A r X )  e x p ( - A t V)  e x p ( - |A r /6 )
(3.6)
+  £>(Ar3).
The second ingredient is the Hubbard-Stratonovich (HS) transformation [35, 36], which 
allows us to reduce the two-body propagator to a multidimensional integral involving only 
one-body operators, using the following identity [54]:
p o o  ,   \
e x p ( |A rt)2) =  / dx exp(—| x 2) e x p ( .x \/A rv )  , (3.7)
v27T J —oo
where v is a one-body operator: v = Y ^ i jvijcl cj- The hermiticity of V  allows us to 
decompose it into a sum of the square of one-body operators {uz} (see, e.g., Ref. [54]),
^  =  - l X ^ 2 - (3-8)
i
Because of this, we can always apply the HS transformation to a general two-body oper­
ator,
e x p ^ -A rV ^  =  I T  ^  ex p ^ X iV A rv ^ j  + 0 ( A r 2) . (3.9)
Applying these two procedures, we obtain an approximate expression of the ground- 
state projection operator,
V  — p&tEtr  gs — c • • e x p (■-| A t K )  | n  J  d x i p f a )  e x p ^ V A t v ^ j  |  e x p ( - | A r K )
+  0 ( A t 2) ,
(3-10)
where p(x) is the normalized Gaussian probability density function with unit standard de­
viation: p(x) =  exp(—l x 2). This approach is applicable to both boson and fermion
systems. It enables us to compute the exact ground state of a quantum many-body sys­
tem. To reduce the systematic error from the finite time step A t ,  the so-called “Trotter
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error,” small time steps A t are necessary. Often, calculations are performed for several 
A t values, then an extrapolation to A t —» 0 is made to remove the Trotter error.
For convenience, we define the following notations:
•  x  =  {aq, x 2, ■ • •} : the collection of all auxiliary-fields.
•  p(x) = YliP(x i) '■ a (normalized) multidimensional probability density function, 
which is the product of the one-dimensional probability density functions p(x i).
•  Bv(x ) : a product of the exponential one-body operators arising from the 
auxiliary-field transformation. FromEq. (3.10), B v{x) =  FIj f‘xP(-A A t  v^j .
•  B( x ) :  the product of B v(x) with all other one-body exponential operators that do not 
depend on the auxiliary fields x,  and all the necessary scalar prefactors. For the 
projector in Eq. (3.10), B(x)  = eArEr ■ exp( —|A t K )  B v ( x )  exp( —|A t K )  .
With these notations, V gs takes a generic form of a high-dimensional integral operator,
Bgs ~  J  d x p ( x ) B ( x ) . (3.11)
3.2.1 Wave Function Representation
We write our wave functions in terms of the basis functions |xj). A single-particle 
wave function is written as
M  =  ^¥><41°) =  ^ | 0 ) . (3T2)
i i
A  single-permanent, A'-boson wave function is given by
|<£) = $ $ . . .  $ r |0 ) . (3-l3>
In general, the exact ground-state wave function is a superposition of such permanents. 
Unlike the fermionic case, where the particles occupy mutually orthogonal orbitals, there
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is no such restriction on the orbitals here. We use this freedom in our method to have all 
the bosons occupy the same orbital in \<j>), which greatly simplifies the computation [34]. 
We will refer to this as the identical orbital representation (IOR). This representation 
eliminates the usual factorial computational complexity of permanents. The exponen­
tial of a one-body operator A  [e.g., 13(f)] transforms a permanent into another perma­
nent [55],
(In Appendix B, we include a brief summary of properties of wave functions in IOR and 
the formulas for computing overlaps and matrix elements.)
3.2.2 M e t r o p o l i s  AF QMC
Standard AF QMC calculations [34] employ M e t r o p o l i s  Monte Carlo algorithm 
to compute various ground-state observables,
(3.14)
(* T|p
vvg.s. —
J  V { { x m, yn}) P ({fm, &}) (^tIEL A  I]» g(s7n)|ffT)
f  T>({Sm,yn}) P ( { x m,yn}) {Vr \T[m B ( x m) fin B (yn) \ ^ T}
J  T>{{xm, Vn}) P{{ fm, yn}) {vi{Xm})\<P({yn}))
(3.15)
where
P ( { x m, yn}) — rim dxmY \n dyn, 
P({Xm,yn})  = Tlm P&n)TlnP(yn)
and in the last line we have introduced the shorthand
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The M ETR O PO LIS simulation is carried out by sampling the probability density function 
defined by the integrand in the denominator. Given tbe choice of \&T in the identical- 
orbital representation, this readily applies to bosons, which is how the model calculation 
by Sugiyama and Koonin [34] was done. The total length of the imaginary time is prede­
termined by A t  and the number of B  operators in the product.
3.3 Branching Random-Walk for Boson Ground States
In this project, we formulate another approach for ground-state calculations of bosons 
with branching random walks. There are several advantages in implementing the Monte 
Carlo sampling as a branching random-walk process. It is a true ground-state formalism 
with open-ended random walks which allow projection to long enough imaginary times. 
The sampling process can be made much more efficient than in standard AF QMC, by 
virtue of importance sampling with T t to guide the random walks. It also leads to a uni­
versal approach for bosons and fermions, where it is necessary to use the random-walk 
formalism in order to implement a constraint to deal with the sign and complex-phase 
problems [39, 41].
A key observation is that we can choose an IOR single-permanent wave function as 
the initial wave function | T t  }. At each imaginary time step r  =  n  A t  in the projection in 
Eq. (3.5), the wave function is stochastically sampled by a collection of single-permanent 
wave functions { |< ^ /} ,  where the index i  (in Cursive letter) is different from the basis 
index i. From Eqs. (3.11) and (3.14), we see that, with each walker {(pf'1) initialized to 
|4/t ) in IOR, the resulting projection will lead to a superposition of single-permanent 
wave functions, all of which are in IOR.
Each permanent evolves by the stochastic application of V«&, as follows: we ran­
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domly sample x  from the probability density function p(x) , then apply B(x)  on \4p'>)'.
^(r+Ar) ) <- B { x ) | ^ r)) . (3-16)
We will call these permanents random walkers. The collection of these random walkers 
at each imaginary time step is also referred to as population.
The population must first be equilibrated so that the ground-state distribution is 
reached. After equilibrium the ground state is given stochastically by the collection of 
permanents,
(The =  sign denotes the equality in the limit of infinite stochastic sampling.)
The random-walk process naturally causes the walker’s orbitals to fluctuate. In order 
to increase sampling efficiency, we may associate a weight factor to each walker |<^). 
For example, we can use the walker’s amplitude as the weight factor,
A better definition of the weight will be introduced later when we discuss importance 
sampling. We duplicate a walker when its weight exceeds a preset threshold. Conversely, 
walkers with small weights (lower than a predetermined limit) should be eliminated with 
the corresponding probability. In this way, the walkers will have roughly the same weight. 
This results in a branching random walk. A greater detail on the branching and population 
control is given in Appendix E.
3.4 Importance Sampling
In practice, the efficiency of the bare random walk described above is very low, be­
cause the random walks naively sample the Hilbert space, causing the weights of the
(3.17)
1
=  y/(& |& > •
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walkers to fluctuate greatly. This results in large statistical noise. We formulate an im­
portance sampling procedure [39, 41], using the information provided by the trial wave 
function j T t ), to guide the random walk into the region where the expected contribution 
to the wave function is large. This reduces the variance in the sampling process, and 
significantly reduces the computing time to get good quality results.
3.4.1 Importance-Sampled Random Walkers
An importance-sampled walker also consists of a permanent and a weight, although 
the weight will be redefined according to the projected overlap of the permanent with the 
trial wave function. The purpose is to define a random-walk process which will lead to a 
stochastic representation of the ground-state wave function in the form
where Wi is the new weight of the walker. The overlap enters to redefine the weight factor 
such that walkers which have large overlap with |\kT) will be considered “important” and 
will tend to be sampled more. Such walkers will also have greater contributions in the 
measured observables. Since the permanent now appears as a ratio |<?>-.■} /  ( Tt  | ; its 
normalization is no longer relevant and can be discarded, unlike in the unguided random 
walk. The only meaningful information in | i s  its position in the permanent space.
3.4.2 Modified Auxiliary-Field Transformation
Now we describe the random-walk process for the modified walkers. The goal is to 
modify V gs in Eq. (3.11) such that the random-walk process leads to random walkers with 
the characteristics described above in Eq. (3.18). The basic idea is the same as that in 
Ref. [39]. The main difference is that here we are dealing with bosons. In addition the HS 
fields in Ref. [39] are discrete Ising-like, which allowed simplifications in the importance
(3.18)
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sampling, while here the auxiliary fields are continuous and thus a more general formal­
ism will be developed. Our mathematical derivation here follows that of Ref. [41], Up to 
now we have assumed that (4/T|<£i) is real and positive. There is therefore no additional 
subtlety with the meaning of importance sampling and the correct form of the overlap 
to use, which Ref. [41] addressed in the context of fermionic calculations with general 
interactions.
To derive the importance-sampled propagator, we plug Eq. (3.18) into Eq. (3.5b). We 
will focus on the two-body propagator, which is evaluated stochastically and is therefore 
affected by importance sampling in a nontrivial way.
The modification leading to the propagator P gs consists of two parts. The first is a 
rewriting of Eq. (3.7),
I poo ___
exp ( |  A t?)2) =  —j=z / dx  e x p (—| z 2) exp(xa: — | ^ 2) exp V A r ( x  — x )v  ,
v27r J —oq L
(3.19)
where we have added an arbitrary shift x  to the auxiliary field x  in the auxiliary-field op­
erator. This is a change of variable in the integral on the right-hand side and does not alter 
the result of the integral. The new propagator P gs must preserve the representation of 
|To) in the form of Eq. (3.18), which dictates that the walkers propagate in the following 
manner:
m( ^ >  I P ar)> l P )_  (3 20)
'  (* Ti 4 r+ ir>} 1 '
The second part of P gs is a result of this requirement. By bringing the term (T t |^:t+At )^ 
in Eq. (3.20) to the right-hand side, we obtain an overlap ratio ('I'T|<f)iT+Ar)) /  {'I't I'A^)- 
Combining the two parts gives an importance-sampled propagator of the form
P gs[^] ~  J  d x p ( x ) W( x ,  <j))B{pc — x ) , (3.21)
where
W( x ,  0) =  e x p ( l  • £ -  ' I )  (3-22)
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is the aggregate of all the scalar prefactors in the modified propagator. Here we use the 
customary notation of vector dot product, e.g. x - x  = J 2 ix ;x 'f This propagator takes 
the current population { w ^ \  j<A)} and advances them to {w[t+At\  |cyT+Ar}}}, both of 
which represent J<f>0} in the form of Eq. (3.18).
Monte Carlo sampling of the new propagator V gs is similar to the one without impor­
tance samping. We sample x  from a normal Gaussian distribution, and apply the operator 
B (x  — x)  to the current walker But now we accumulate an extra multiplicative
weight factor W( x ,  < A ) every time we apply Eq. (3.21),
^ ( t+at)) B (x  — x)\< p^) , (3.23a)
^ ( r+ A r)  ^ ^(r) j ^ ( r )  _ ( 3 2 3 b )
Note that the weight factor W( x ,  A * ) depends on |\J/T) and both the current (<A ) and 
future f Ar' ) walker positions.
3.4.3 The Optimal Choice for Auxiliary-Field Shift x
The optimal importance sampling is achieved when each random walker contributes 
equally to the estimator. We therefore choose x  to minimize the fluctuation in the weight 
factor w.  We do so by minimizing the fluctuation of W( x .  <p) with respect to x t at its 
average (Xi =  0),
A
dx.i
=  0 .
x-i =0
It is sufficient to expand the exponentials in terms of A r  and require the term linear in 
Xi to vanish, since this is the leading term, containing \/A r .  The others are vanishingly 
small as A r  —>■ 0. The best choice for x t that satisfies this requirement is
s  =  (3.24)
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This choice depends on the current walker position as well as I 'I 't), which is to be ex­
pected, since the objective for the shift is to guide the random walk toward the region 
where {\fT|<3-r '} is large. With x  determined, the algorithm for the random walk, as given 
in Eq. (3.23), is now completely specified.
3.4.4 Local-Energy Approximation
We can furthermore approximate the prefactor W( x ,  <p) in Eq. (3.22) to obtain a 
more elegant and compact expression. After rewriting the prefactor in the form of an 
exponential, expanding B( x  — x ) in terms of A r, and ignoring terms higher than Of A t)  
in the exponent, we obtain
J ^ e x p  |A r ( l  -  x?)(v?
i
where
9 ’2 -  V?) exp |A  TV} (3-25)
vf  =  • (3-26)
(The product is over the basis index i, which should be distinguished from the walker 
index i. The latter is held fixed here.) The first exponential in Eq. (3.25) can be ignored 
by noting that the average value of x j  with respect to the Gaussian probability density 
function is unity. Setting x f  1, that is, evaluating the exponential at the mean value 
( x f }, is justified because vf  and vf  do not change drastically within one time step. We also 
note that \  )T9 v\ =  — ( ^ T| V'|0t)/(W T|0i), which is the mixed estimator of the potential 
energy with respect to the walker |<p^. Combining this term with the similar contribution 
from the one-body propagator, we obtain a simple, approximate expression for Eq. (3.22),
W( x ,  <k) «  eAr(£T-^[*T A ]) ? (3.27)
where 9i\ the local energy of (pi as defined in Eq. (3.31) later,
B iAVti Vx\ — FT TT7 •
W t IVv
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Note that, contrary to Eq. (3.22), this form depends only on the current walker position 
and not the future, although in practice a symmetrized version can be used, which replaces 
the local energy by the average of the two. For a good trial wave function, the local energy 
fluctuates less in the random walk. This form has a nice limit, namely, if the trial wave 
function is the exact ground-state wave function, the local energy becomes a constant and 
the weight fluctuation is altogether eliminated.
The algorithm resulting from Eq. (3.27) is an alternative to Eq. (3.22). The two are 
identical and exact in the limit A r  —> 0, but can have different Trotter errors.
Our importance-sampling formalism has a formal similarity to that in the diffusion 
Monte Carlo (DMC) methods in real configuration space [56, 57], The local energy has 
a similar form and our shift to the auxiliary field can be formally related to the force 
bias in DMC. Subtle and important differences exist, however, in both the formalism and 
implementation of importance sampling in these methods [41].
3.5 Measurement of Observables
3.5.1 “Brute-Force” and Mixed Estimators
The ground-state expectation value of an observable A  is
/ is (*o U |« o ) „  ™
(3-28)
In principle, we can use the same Monte Carlo samples as both (<f>0| and |$o)- A “brute 
force” measurement on the population {|d>:r '}} at imaginary time r  is given by
( >M “  s y t f W 1) ( 9>
and the estimator (M)bf is the average of such measurements. The “brute force” estimator 
is not useful in real-space-based QMC methods such as diffusion Monte Carlo, because
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the overlaps between different walkers would lead to 5 functions. Here the walkers are 
nonorthogonal mean-field wave functions, and Eq. (3.29) is well defined in principle. The 
estimator is exact for all observables in the limit of large N„,^. The ground-state energy 
estimated in this way is variational, namely, the computed energy always lies higher than 
the exact value (outside of the statistical error bar) and converges to the exact value as 
iVwiia- is increased. In practice, however, the usefulness of the “brute force” estimator is 
limited to smaller systems. In general, it will have a large variance. For this estimator to 
be useful, a very large number of walkers is required, as illustrated in Fig. 3.1. Reducing 
the variance is expensive because (A)hi scales as 0 ( N ^ lkc), where Arwna- is the size of the 
population used to represent j<E>0) .
The simplest approach to measuring the observables is the mixed estimator, obtained 
by replacing (<E>0| with the best guess of the ground state, (AT | :
(A) = (3 30)
For example, to compute the ground-state energy, we can introduce the so-called local 
energy E L[ipT,<j)},
E l { * r , 0 ]  =  A } H M  ■ ( 3 3 1 >
vPt W)
The ground-state energy is obtained from the weighted sum of the local energies associ­
ated with each walker,
S W A )  ' ( }
The local energy for each walker can be computed using the formula given in Appendix 
B.
The mixed estimator in Eq. (3.30) is exact only if the operator A  commutes with
the Hamiltonian. Otherwise, a systematic error arises. Nonetheless, the mixed estimator
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
35
often gives an improvement over the purely variational estimator,
(3.33)
Two formulas are often employed to correct for the systematic error,
{^exirapl — 2(A)mix (^.)tm ix (3.34)
/  A \  -  V 1 / m ix
\ ^ i /extrap2 /  a \
\  /  T
i (3.35)
The second formula is useful for quantities such as density profile, which must be non­
negative everywhere. These corrections are good only if | d'T) does not differ significantly 
from |<I>0). In general, we need the back-propagation scheme to obtain the correct ground- 
state properties.
An Illustration
Here we present two illustrative results to elucidate the difference between the brute- 
force and mixed estimators. Figure 3.1 illustrates the convergence of the two estimators 
to the correct ground-state energy with increasing N wlkr. (The calculation is on a Bose- 
Hubbard Hamiltonian with 13 sites and 5 particles, which will be described in detail in 
Sec. 3.7.1 onward. The parameters used are almost identical to Table 3.1, except that 
U = —0.7692.) We note that the convergence of the brute-force E b{ is particularly slow 
compared to E mix, and it always lies above the exact energy. E’mix also systematically 
converges to the exact ground-state energy as A t  —► 0, but it lacks the “strict” variational 
property as E u  does. Figure 3.2 shows the interaction energy (V2b) for the same system, 
measured at different imaginary times r .  It is clear that the mixed estimator {V'2B}m;x 
does not converge to the exact energy. In principle, (V2B)bf already converges to the exact 
energy ; it has a small residual error that goes away in the limit of iVwikr —> oo. Note that 
we already used iVwikr =  1600 to generate these snapshots—which is too demanding for
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FIG. 3.1: Convergence o f the brute-force and mixed estimators o f  the total energy as a function 
o f N-nUa. The exact energy is shown as the dotted line, while the GP (mean-field) energy is given 
by the dash-dotted line. The brute-force energy for N wikr =  20 lies outside the plot.
real QMC applications. These examples underscores that it is very expensive to obtain 
accurate estimates with brute-force estimators.
Ground-state energy
x  QMC (mixed-est) >— ®-
i  QMC (brute force) ■— *-
Exact ------
I
3.5.2 Back-Propagation Estimator
With importance sampling, the mixed estimator in Eq. (3.30) is given by
iA) . = - ± -  - T 7 . (3.36)\ /m ix  ^ —>
2 ^ Wi
i
As mentioned earlier, the normalization of is irrelevant because <Pi only appears in 
ratios in any formula that defines the algorithm: Eqs. (3.18), (3.22), (3.24), (3.27), and 
(3.36). We can (and should) normalize the permanent as needed, and discard the resulting 
normalization factor.
As it has been illustrated earlier, the mixed estimator is often inadequte for comput­
ing observables whose operators do not commute with the Hamiltonian. As an extreme
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QMC measurements: interaction energy
-1.85 __QMC(mixed-estj_.— 
QMC (brute force) — ■ 
Exact —  
GP - -
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0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
X
FIG. 3.2: Snapshots o f  brute-force and mixed estimators for the interaction energy (V^b ), plotted 
for different simulation times r . The exact energy is shown as the dotted line, while the GP 
interaction energy is given by the dash-dotted line. Lines connecting QMC data are added to aid 
the eye.
example, the condensate fraction in the attractive, trapped Bose-Hubbard model is greater 
than 100% if the Green’s function (cjr^) is estimated using the mixed estimator. There­
fore we have to propagate the wave functions on both the right- and the left-hand side of 
the operator,
, A )  =  { * T \ * M - T b,,H )A \% )
bp (« T|B tp ( - r bpff)|®„)
This estimator approaches the exact expectation value in Eq. (3.28) as r bp is increased.
Zhang and co-workers proposed a back-propagation technique [39] that reuses the auxiliary-
held “paths” from different segments of the simulation to obtain
($oP| =  { ^ T \ e x p ( - T hpH ) ,
while avoiding the A^lkr scaling of a brute-force evaluation with two separate populations 
for ($ 01 and | <f>0) . Here we give a more formal derivation and description of the technique.
Consider the population {[ (p^ )} at the imaginary time r ,  which represents | (I>0) in 
the form of Eq. (3.18). The propagator in the denominator in Eq. (3.37) can be viewed
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equivalently as operating to the wave function on the left or on the right. The latter 
is precisely the “normal” importance-sampled random walk from r  to the future time 
t ' =  r  +  r bp, which consists of n bp =  r bp/ A r  steps. We first assume that there is no 
branching (birth/death of walkers) in die normal walk, i.e., the weights are fully multiplied 
according to Eq. (3.22). The random walk of each walker will generate a unique “patii” in 
the auxiliary-field space. For convenience, we define a shortcut B ({r' for the auxiliary-field 
operator applied to a walker d{T> at an imaginary time t:
combination of such products gives a stochastic representation of exp ( —r b JT).
Replacing die operator exp ( -  rbpH ) in the numerator and denominator of Eq. (3.37) 
with Eq. (3.42), and using the expression for |4>0) given by Eq. (3.18), we obtain
^ i T)l0iT)> = B ( x - x )  | 4 t) ) (3.38)
and its associated weight prefactor :
= W  (x, ^ V 1 T) (3.39)
Furthermore, we introduce a compact notation for the time-ordered product
£)(t ':t ) _  p ( r ' - A r )  _ _ _ r ( t + A t )  ^(t ) (3.40)
and correspondingly the product of the prefactors along this path,
w t^ ':t) = w[T'~Ar) ■ ■ ■ w lT+Ar) w{t) . (3.41)
Each path defines a product
(3.42)
which propagates a walker | ^ r)) to its future generation, \( i \ '}). Collectively, die linear
(3.43)
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Using the propagation relation in Eq. (3.23), we can show that
(3.44)
i.e., the denominator in Eq. (3.43) reduces to u t 'K  This result is to be expected, and
can also be seen by completing the n bp steps of the “normal” random walk we discussed 
above. With importance sampling, the Monte Carlo estimate of the denominator is simply 
given by the weights at the future time, r ' .
To simplify the numerator in Eq. (3.43), we associate a back-propagated wave func-
Note that each of these rf s originates from the trial wave function 14>T) , and is propagated
The estimators in Eqs. (3.37) and (3.46) parallel that of the standard AF QMC esti­
mator in Eq. (3.15). The |7>)’s and (?/|’s have similar meanings. The only difference lies 
in how the paths are generated. Here an open-ended random walk is used to advance an 
ensemble of paths from t to r ',  which result in fluctuating weights that represent the path 
distribution. In the standard AF QMC, a fixed length path (corresponding to r bp +  req, 
with Teq being the minimum time for equilibriation or, failing that, the maximum time that 
can be managed by the computer) is moved about by the METROPOLIS algorithm, which 
eliminates branching by the acceptance/rejection step. In other words, the estimators in 
Eqs. (3.15) and (3.46) are the same, except for the weights.
tion with each walker |©-T' ),
(3.45)
by applying the B ’s in reverse order, as implied by the Hermitian conjugation. We may 
then write Eq. (3.43) in the following form:
i'T, \ " (
(3.46)
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Equation (3.46) defines an algorithm for obtaining an estimate of {A)hp via the fol­
lowing steps:
1. A population is recorded as
2. as the random walk continues, the path history is kept for a time interval r bp;
(r  )
3. the population {|r/t bp )} is then generated by a backward propagation defined in 
Eq. (3.45);
4. this population is matched in a one-to-one manner to weighted by the
weight at the later time, w[T) , and the estimator is formed.
In the back-propagation, the propagators are, as shown in Eq. (3.45), identical to those in
the forward direction, but in reverse order in imaginary time. As in the normal walk, the
(T )
normalization of \i \  bp ) does not enter in the estimator. Similar to the mixed estimator, 
this procedure can be repeated periodically to improve statistics. Evidently this estimator 
is exact in the limit of large r bp.
We have assumed that there is no branching within the interval r bp. In practice, a 
population control scheme is often used which causes the birth/death of walkers. This 
does not affect the derivation above or the basic algorithm. The effect on the implemen­
tation is that a list of ancestry links must be kept for the forward steps, which indicates 
the parent of each walker at each step in the imaginary-time duration r bp. As a result 
of branching, two or more (?/|’s may share the same path segment in their “past” and the 
same parent walker |<p(T)). The estimator remains exact for large r bp. Branching or weight 
fluctuation does have a more serious practical implication, however. As r bp is increased, 
more and more (t] | ’s will be traced back to the same parent |©-7^ ). Or equivalently, fewer 
and fewer permanents in the set {| (p[T'>)} will contribute to the estimator. This results in 
an increase in the variance; thus, a loss in sampling efficiency. Better importance sam­
pling will help improve the situation, often greatly, by reducing fluctuations in weights,
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although the problem will always occur at large enough r bp. In our applications to date, 
we have rarely encountered the problem and find that the computed observables converge 
quite rapidly (see Sec. 3.8 for illustrative results).
3.6 Phaseless Approximation for QMC
The method described above is exact for any quantum system and any two-body 
interaction. However, certain type of interaction introduces complex or signed over­
lap (\['T|<p). Both the orbitals <t>t and the weights wt are now complex-valued. In the 
importance-sampled overlap (d>T|<I>o) =  Yl{^}w<p, the individual weights now accumu­
late random complex phases, and the variance of the overlap grows expontially with the 
simulation time. This causes the Monte Carlo (MC) signal to be lost in the noise, which 
eventually renders the MC samples unusable. The severity of this problem increases 
rapidly with the strength of the interaction. Consequently, in the strongly-interacting 
regime, the “raw” simulation algorithm is completely useless.
This problem happens in the QMC simulation of the Bose-Hubbard Hamiltonian, 
Eq. (2.10), with repulsive interactions. The phase problem manifests itself as unreason­
ably large fluctations in the weight sum of the population (defined as 52{,*}l'uVl) a°d the 
measured observables. This is in contrast to DMC calculations of BEC [23, 24, 26], 
where no sign or phase problem exists because the bosonic ground-state wave function 
is nonnegative and fully symmetrical. Physically, it is easy to see why a phase problem 
must occur. Our many-body wave function is being represented in 10R, with only one 
orbital in each walker. With a repulsive interaction, the only way to reflect correlation 
effects, i.e., particles avoiding each other, is to make the orbitals complex.
In order to prevent signal loss, we have to perform a constrained Monte Carlo simula­
tion to prevent the variance from growing with the simulation time r .  We use the phaseless 
approximation [41] recently developed for QMC calculations in electronic systems. This
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approximation successfully eliminates the phase problem, at a cost of an uncontrolled 
systematic bias. In other words, the walkers no longer samples the exact ground-state 
wave function. In addition, the mixed estimator of the total energy is not variational in 
the limit of A t  —> 0. However, as we will demonstrate in several benchmarks below, the 
bias is relatively mild for weak: and moderately strong interaction regimes.
In the first ingredient of the phaseless approximation, the weights {w^ } are restricted 
to have real, positive values only. Although this eliminates one source of the variance 
growth, it does not remove the problem completely, since the orbitals are still complex­
valued. In particular, there is a finite probability for the overlap to approach
zero (or become arbitrarily small) from any direction in its complex plane. 1 When this 
happens, large fluctuations in the population is inevitable. To avoid this problem, a second 
ingredient is the “projection” of the walker’s weight to take into account only the positive, 
real-valued contribution of the overlap (>3>T|0). We define the phase rotation angle A 6
This is the complex-phase rotation of the overlap, which results from the application of
Equations (3.23a) and (3.48) define the algorithm of the phaseless QMC method. The 
wave function \<p) propagates in the same way as before—and its components may accme 
complex phases. The weight, on the other hand, is restricted to take only real, positive
b e c a u se  o f  the two-dimensionality o f the complex overlap, it is possible that ('I'T j<i>) is very small 
while the corresponding weight w $  is not (hence, not eliminated in the QMC population-control process). 
Recall that the weight o f  a walker is no longer identical to the overlap (T t \<f>) due to the modified auxiliary- 
field transformation— see Eqs. (3.22) and (3.23b). The importance sampling minimizes the fluctuations o f  
the weights, while (\&T |<j>) itself may vary significantly during the simulation.
by
(3.47)
B (x — x) to |©). The phaseless constraint alters the evolution of w 0 to
otherwise
(3.48)
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values and prevent the overlap from becoming extremely small. With the phaseless con­
straint, the QMC calculation can be carried out for an arbitrary length of the imaginary 
time r ,  while preventing the variance from growing indefinitely. This approximation has 
been shown to perform well in electronic-structure calculations [41],
Note that this approximation reduces to the constrained-path quantum Monte Carlo [39] 
if the overlap is real but not positive definite. If the overlap is always nonnegative,
then the phaseless approximation has no effect—it reduces to the “standard” QMC.
3.6.1 Phaseless Approximation and Back-Propagation
We note that the presence of phaseless approximation breaks the time-reversal sym­
metry of the ground-state projector exp ( — A t H) .  Therefore, the forward, phaseless 
propagator [ exp ( —r bp H j ) ph is no longer formally equivalent to the back-propagated 
propagator [ exp ( —r bp H ) ] due to the constraint. This causes an additional systematic 
error in the back-propagation estimator. This is similarly the case in the constrained-path 
Monte Carlo for fermion lattice models with real HS transformations [39, 58]. It was 
shown there [58] that the error vanishes linearly as |4^T) —> |$ 0)- The work done in this 
dissertation represents the first generalization of the back-propagation technique to the 
phaseless QMC method to compute various ground-state observables. We will further 
discuss the effect of the phaseless constraint in Chapter 6.
3.7 Implementation to Interacting Bose Gas
The QMC method presented above is a very general method, applicable to both 
fermion and boson systems with any type of two-body interactions. In principle, change 
to fermion systems require only the change in the wave function representation (from 
permanents to determinants) and the calculation of the overlaps and matrix elements.
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Now we describe the implementations of both our QMC method and the standard 
mean-field GP approach to study this model. In the next section, we will show several 
benchmarks to demonstrate the ability of our method to compute exact results. We will 
also characterize the method by several examples.
3.7.1 Implementation of QMC
The implementation of the QMC method described above on the Bose-Hubbard 
Hamiltonian is straightforward. We use an approximate ellipsoid cutoff on the lattice 
for trapped Boson gases, since the wave function outside the ellipsoid is extremely small. 
The number of basis M  is equal to the number of lattice sites inside the truncated sphere 
of radius rb. This reduces the basis size by ~  47%, which saves both the computing time 
and memory requirements. The two-body potential in Eq. (2.10) or Eq. (2.13) is already 
in the desired form of Eq. (3.8). With a negative U, the HS transformation in Eq. (3.9) 
leads to M  auxiliary fields and one-body propagators in the form of
exp( y j A t \U\ XiUj) , (3.49)
where n,: =  c\ct is the density operator. Our trial wave function |T t ) is a mean-field­
like, self-consistent, single-permanent wave function (I>GP, which we will describe later. 
If the interaction is repulsive (as >  0, or equivalently U > 0), the one-body propagators 
resulting from the HS transformation become complex, in the form of exp(i v /A rf7 .rin j). 
The same algorithm applies in this case as well. In principle, the complex one-body 
operator only requires a change to the corresponding complex operations. The weights 
and orbitals are now complex-valued. For a small as, the basic QMC algorithm can 
be used for short simulation times r .  For an arbitrarily large as, the phaseless QMC 
algorithm must be used.
We mention here a technical point in the implementation. The ground-state projec­
tion in our method involves the application of one-body propagator in the form of eA on
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a single-permanent wave function |</>). This usually translates into a matrix-vector multi­
plication in the computer program, which generally costs 0 ( M 2). Often there are special 
properties of A  that can be exploited to evaluate the one-body propagator more efficiently. 
In the Bose-Hubbard Hamiltonian, the only nondiagonal part of the Hamiltonian in real 
space is the kinetic operator in K.  We can separate it from the other one-body opera­
tors and apply the kinetic propagator in momentum space. Wave functions are quickly 
translated between these two representations using fast Fourier transforms (FFT). In this 
way, the actual application of exp( —|A t K )  involves only diagonal matrices; thus the 
overall cost for each exp( —|A t K )  operation is reduced to 0 ( M  log M).  We observe 
in our calculations that the additional Trotter error is much smaller than the error already 
introduced in the original breakup, Eq. (3.6). The reader is referred to Appendix C for a 
detailed account of this trick.
The QMC calculation is implemented as a C++ program, nicknamed TBHQMC (which 
stands for Trapped Bose-Hubbard Quantum Monte Carlo) for lack of a better name. It is a 
complete implementation QMC (both the basic and phaseless QMC algorithms) for Bose 
gases in ID, 2D, and 3D. The dimensionality of the problem is a compilation parameter— 
the same program must be compiled differently to produce a separate executable for each 
dimensionality. It can also be compiled for attractive interactions only, in which case only 
real arithmetic is used (in most part, except the FFT application of the kinetic propagator) 
and the computing time is slashed by a factor of >  2. A brief overview of this program, 
including the design of the code, is presented in Appendix F. Currently, this program can 
only perform single-processor calculations. Multiple calculations with different random 
number sequences can be used to reduce the statistical error bars. Parallelization is one 
of the pending upgrade on this program.
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3.7.2 Implementation of the Gross-Pitaevskii Equation
The GP wave function <I>GP is the single-permanent wave function
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$ GP(ri, r 2, . . . ,  rN) = v?(ri)y?(r2) • ■ • < (^rn ) , (3-50)
which minimizes the expectation value of the ground-state energy. Such a wave function 
satisfies the self-consistent Gross-Pitaevskii equation [8, 9, 10]
h2
- V ‘ ip(T) +  $ m w o \ r - T 0\-(p(r)
(3.51)
2mv V (r ) \ u l \v  -  r |V (r
N  -  1 Aivash2 . . . o . , .
+ —^ ------- — I^WIVW = M r ) .
We keep the prefactor (N  — 1)/iV, since we will study both large and small values of N .
To compare our QMC results to those of mean field, we carry out GP calculations on 
the same lattice systems. The discretized GP Hamiltonian in the second-quantized form 
is2
=  k «bl b<i + \  ( ^ )  S  lr* “ rol2c<Ci + Uo -  K
q '  '  % i
(3.52)
Here n t is the expectation value of the density operator,
. (3.53)
( Gp I G p )
We have implemented two methods for solving the GP equation: The first is the 
usual self-consistent iterative approach. We generate an initial density profile, by 
solving the noninteracting Hamiltonian (with U0 — 0). The density is fed back to con­
struct the initial Hamiltonian Hqp in Eq. (3.52). Direct diagonalization of this one-body 
Hamiltonian yields its ground state |<l>Gp). We thus obtain an updated density n p  and a 
better Hamiltonian H qI- This procedure is iterated until the desired convergence criterion
2The GP Hamiltonian can also use second-order finite difference for the kinetic energy. We usually use 
the same kinetic energy discretization when comparing GP and QMC calculations.
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is satisfied. We choose our convergence condition to be
/dr|y?<m >(r) - < p (t)(r)|
where e is a small number (usually on the order of 1CT13 for double-precision numbers).
The second method we use to solve Eq. (3.52) avoids the diagonalization procedure. 
It is closely related to the QMC method, both computationally and formally (see Sec. 3.9). 
We use the ground-state projector exp ( — A t H gp) ,
[e x p (-A T H GP) ]” |* < » > } ^ |< I» GP) .  (3.55)
The initial wave function is arbitrary and can be, for example, chosen again as the solution 
with U0 =  0. The feedback mechanism through the density profile n i remains the same. 
By using FFT for the kinetic propagator as described in Appendix C, a large speed gain 
is obtained, especially for large systems. In practice, we have often found this method 
to be a simpler and faster alternative to the first method of diagonalization and iteration. 
Note that the scalar term — nf  does not affect the projection process, but with
it H gp corresponds to the original many-body Hamiltonian in that {4>Gp|f7Gp |$ GP) =  
(<E,GP|i7 |<l>Gp). As we have mentioned in Chapter 2, Sec. 2.3, the U0 parameter in the GP 
calculations is given by (47ras/c d), not regularized using Eq. (2.14). This is because the 
two-body interaction potential has been replaced by a mean-field interaction energy in the 
GP approximation (see the discussion in Ref. [7]).
3.7.3 Trial Wave Function for QMC
In principle, the GP wave function described earlier can be used as the trial wave 
function in the QMC calculations. However, a subtlety arises because of the renormaliza­
tion of the interaction strength.
The best T x for use in QMC is the one that best approximates the true ground state. 
Energetically, such a wave function minimizes the variational energy of the many-body
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Hamiltonian, Eq. (2.10) or Eq. (2.13). Restricting the search to single-permanent wave 
functions with identical orbital only, such a criteria leads to a GP-like Hamiltonian with 
a's in place of as in Eq. (3.52). Thus, the optimal trial wave function for QMC calculations 
appears to be the GP-like solution with the regularized interaction strength, a's.
To summarize, there are two mean-field wave functions here:
1. the true solution of the GP equation, with which we will compare the QMC results, 
and
2. the solution of the GP-like equation with a regularized scattering length a's, which we 
will use as the QMC trial wave function. Let us name this wave function the 
“reg-GP” solution, for it involves the regularization process, which leads to an 
unphysical GP-like equation.
The two wave functions are not the same. The “physical” GP wave function always gives 
a higher variational energy on the many-body Hamiltonian (which uses the regularized 
o'), regardless the sign of the interaction. In one of the tests, the use of GP solution as 4/x 
in QMC leads to sampling variances that are roughly twice as large compared to those 
computed with the reg-GP solution in an otherwise identical run. Conversely, the optimal 
is dependent on the lattice, and is not a solution of the original GP equation. As 
shown later (see Fig. 4.14), each c, value corresponds to a different renormalized a's [see 
Eq. (2.14)], and gives rise to a distinctly different density profile. Besides, the energetics 
of the reg-GP solution do not correctly converge with o  In fact, none of the reg-GP 
quantities converge to “continuum” limits as q —> 0.
3.8 Benchmark Results
In this section, we present results from our QMC calculations in one-, two-, and 
three-dimensions. To validate our method and illustrate its behavior, the majority of the
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calculations in the rest of this chapter will be on systems where exact results are available 
for benchmark. These include small lattices, which can be diagonalized exactly, and the 
case of attractive 5-function interactions in one dimension, where analytic solutions exist. 
Most of the results we present here will be for attractive interactions, where the method is 
exact and is free of any phase problem from complex propagators. Such systems therefore 
provide a clean testground for our method. For the purpose of presenting the method to 
facilitate implementation in other systems, some numerical results and comparisons are 
shown in detail to illustrate the behavior and characteristics of the method.
We use the “standard” Bose-Hubbard Hamiltonian [Eq. (2.13)] throughout this sec­
tion. In addition, the exact and GP calculations are carried out on the same lattice 
Hamiltonian, thus eliminating the need to regularize as in the QMC’s two-body poten­
tial throughout this section.3 Here, the GP ground state wave function is a variational 
solution to the Bose-Hubbard Hamiltonian.4
We measure the ground-state expectation values of the following quantities: the 
ground-state energy E, kinetic energy ( T ) ,  external confining potential ( V u - a p ) ,  inter­
action energy {V'2b}> density profile (n t) , and the condensate fraction (often abbreviated 
“cond. frac.” in the tables and figures). The condensate fraction is defined as the largest 
eigenvalue of the density matrix [7], If we write the one-body Green’s-function matrix 
(c\c.j) in terms of its eigenvalues { N a} and eigenvectors
then the largest eigenvalue (denoted by N 0) divided by the total number of particles gives 
the condensate fraction. Physically, this gives the fraction of the particles that are in 
the “condensate” quantum state, i.e. the single-particle state which is macroscopically
3The only exception is the calculations in Sec. 3.8.4, where connection with realistic systems is made—  
thus necessitating the use o f regularized a's .
4This is in contrast to the GP formalism o f  the interacting B ose gas Hamiltonian in the continuous space, 
where the GP ground state is actually not variational [59].
(3.56)
a
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occupied. This state is the condensate wave function, which is given by
1%) =  I ]  %(*HK>) =  %(*) IXi) • (3.57)
i i
3.8.1 Characteristics of QMC Method
Comparison with exact diagonalization: as < 0
The many-body Hamiltonian (2.13) can be diagonalized exactly for small systems to 
benchmark our QMC calculation. We compare our QMC results with exact diagonaliza­
tion for a one-dimensional lattice of 13 sites, and study its behavior for different values 
of the interaction strength as and number of particles N .
The first system we study has five bosons, with t =  2.676, U =  —1.538, and n =  
0.3503. These values were derived from the physical parameters a ho =  8546 A and as — 
—5.292 x 10-6 A -1 . (Recall that, by our definition, as in ID does not have the dimension 
of length, and is not the scattering length itself.) For all systems in this section and in 
Sec. 3.8.3, we multiplied t, U, and n by a factor of 108 A 2 to make them dimensionless and 
close to unity. Our energies are therefore dimensionless. Table 3.1 shows the comparison 
of the quantities computed using three methods: QMC, GP, and exact diagonalization 
(ED). The statistical uncertainty of QMC results is presented in parentheses. We see 
that the agreement between QMC and ED is excellent. GP makes significant errors here 
because of the sizable interaction strength as well as the small number of particles.
Convergence in Imaginary Time Step A t
To illustrate the convergence in imaginary time step A t , we show in Fig. 3.3 the 
total energy and the average trap energy (Ctrap). The former can be obtained exactly from 
the mixed estimator while the latter requires back-propagation. To show the Trotter error, 
we have deliberately done the calculations up to rather large A t values. We see that both 
quantities converge to the exact results as A t  —» 0.
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TABLE 3.1: Comparison o f  QMC against exact diagonalization (ED) and the mean-field GP 
methods for U  < 0. The system has 13 sites, 5 particles, t  =  2.676, U  — —1.538, n  — 0.3503. 
In the QMC calculation, w e use A t  =  0.01, r bp — 4.0, and the GP solution as the trial wave 
function.
Type E (T) (Krap) {V2B) cond.frac.
ED -1.009 4.278 0.8427 -6 .129 95.59%
QMC -1.008(2) 4.279(3) 0.8423(5) -6.129(2) 95.59%
GP -0.493 3.919 0.7504 -5 .162 100%
QMC 
Exact diag.
0.850
0.840
0.830 -0.98D,
-0.99
0.820
b j  - 1 .0 0
- 1.01
0.810
- 1.02
0.05 0.1 0.15 0.2
0.800 0 0.05 0.1 0.15 0.2
A t
FIG. 3.3: Convergence o f QMC observables with A t . The main graph shows the trap energy 
(K rap), While the iaset shows the total energy, E .  The energies and A t  are dimensionless, as 
explained in the text. The system has the same parameters as in Table 3.1. Lines connecting 
QMC data are present only to aid the eye.
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Convergence in Back-Propagation Length rbp
To illustrate the convergence of observables in back-propagation length, we show 
in Fig. 3.4 the various observables computed by QMC as a function of r bp. Separate 
calculations were done for different values of r bp. For all calculations, a small A t  value 
of 0.01 was used. We see that, for observables that do not commute with H , the mixed 
estimates ( r bp =  0) are indeed quite biased. The linear extrapolation in Eq. (3.34) with 
the variational (GP) estimate still leaves a significant error in most cases. In fact, for the 
kinetic energy it gives a worse estimate. With back-propagation, all quantities converge 
to the exact results rather quickly, by r bp — 2. (The total energy E  is of course exact for 
any r bp, including r bp =  0.) The energy expectation values show that this is a system 
with significant interaction effects. Alkali-metal systems at the experimental parameters 
often have weaker interaction strengths, and the convergence rate is expected to be even 
faster.
Insensitivity to the Trial Wave Function
Our QMC method is exact and is therefore independent of the trial wave function 
4/t . In Fig. 3.5 we show QMC results obtained using two different d/T’s, namely the non­
interacting solution and the GP wave functions. The convergence of condensate fraction 
and trap energy are shown versus back-propagation time r bp for a system of six particles 
on 13 sites. The calculations lead to the same results. The quality of *PT, however, does 
affect the variances of the observables and their convergence rates with r bp. For exam­
ple, the noninteracting wave function, which disregards the two-body interaction, is more 
extended (in its density profile) than GP. Its mixed estimator is therefore worse than that 
with the GP trial wave function. The mixed estimator for the ground-state energy is exact 
in both, but the variance is slightly larger with the former.
The benchmarks above illustrate of the characteristics of the QMC method. In brief,
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FIG. 3.4: Convergence o f  the computed observables versus rbp. The system is the same as in 
Table 3.1. The different panels show five different observables. The horizontal axes are the back- 
propagation length. Exact and GP results are also shown for comparison. Solid lines are present 
only as a visual aid.
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FIG. 3.5: Independence o f QMC results on the trial wave function. Here “GP” stands for the 
Gross-Pitaevskii wave function, “nonint” for the noninteracting wave function. The system is 
the same as in Table 3.1, except that here w e use six particles. The horizontal axes show the 
back-propagation length.
three parameters affect the QMC convergence to the exact results: the time step A t ,  back- 
propagation length rb , and the trial wave function. QMC is exact in the limit o f A r  — > 0
and r,bP
'bP
oo. The results above show that, with reasonably chosen A t  and Tbp, the
QMC results are essentially exact. The results, are largely insensitive to the choice of trial 
wave function.
Calculation Along a Gross-Pitaevskii Isoline
We now show results for different systems with N  from two to nine bosons and 
varying interaction strengths. We note that if we keep the product (N  — 1) U constant, 
the Gross-Pitaevskii equation predicts the same per-particle energies and densities. For 
brevity, we shall refer to the curve in which (N  — 1)1 J  is constant as the GP isoline. 
Deviation from the GP isoline is therefore an indication of the effect of many-body corre­
lations. In order to show results on multiple systems at the same time, we will scan a GP 
isoline. Figure 3.6 shows the QMC and GP results as a function of the number of particles 
along the isoline (N  — 1)U =  — 2.301 In the GP calculations, the per-particle quantities
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FIG. 3.6: Comparison o f  QMC, GP, and ED results for different systems along a GP isoline. 
Calculations were done along a GP isoline ( N  -  l ) U  — - 2 .3 0 f  for up to nine particles in 13 
sites. The graphs show the total and interaction energies p e r  particle. QMC and exact results 
are indistinguishable. GP is accurate in the limit o f  weak correlation but deviates more from the 
exact results as the system becomes more correlated.
are constants. The QMC results, on the other hand, capture the effect of correlations. 
Both the total energy and the interaction energy are lowered from the GP results. These 
deviations increase as the system becomes more correlated, i.e., when U is increased or 
when N  is decreased. Although N  is too small here because of the limitation of ED, the 
results are representative of the general trend in larger systems (see below).
Figure 3.7 further illustrates the effect of particle correlations in this system. Al­
though the exact interaction energy is lower than that of GP, the exact density profile is 
more extended. This is also manifested in the average trap potential energy (Vtiaf)) /N ,  
where the QMC results are 0.1981(8) and 0.1605(2) for N  — 2 and 9 particles, respec­
tively, while the GP value is 0.1501. In GP, the interaction energy is lowered by increasing 
inter-particle overlap, namely by shrinking the profile. In reality, the particles find a way 
to lower the interaction energy without statically confining to the central sites, resulting 
in a more extended one-body profile.
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FIG. 3.7: The normalized density at different lattice sites. Results are for 13-site systems along 
the GP isoline ( N  — 1) II  — —2.30f. The normalized GP curve is identical for any number of 
particles along this line. QMC results are shown for N  =  2 and N  =  9. The QMC results have 
very small error bars and are indistinguishable from ED (not shown). The QMC density profiles 
are more extended, although the interaction energies are lower than GP, as shown in Fig. 3.6.
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3.8.2 Comparison With Analytic Results in ID: a s < 0
In this section, we demonstrate our QMC method with a large system where exact 
results are available. The problem of an arbitrary number of untrapped bosons interacting 
with an attractive <5 potential in one dimension can be solved analytically [60], yielding 
analytic expressions for the total energy and density profile. The ground state is a many- 
body bound state, a “droplet”. Here we carry out QMC and GP calculations and compare 
our results against these analytic results, on systems of up to 400 bosons.5 
The Hamiltonian in the continuous real space is
1 N 02 i N
^  =  2 9 ^  (3.58)
i —1 ' * i > j = 1
The interaction constant (g >  0) is related to our Hubbard parameters by g =  | U/  \ f t  |. 
The ground state of this Hamiltonian is an AT-boson bound state. The overall wave func­
tion, however, can freely “slide” like a droplet in the absence of the external confining 
potential. We therefore need to subtract the center-of-mass motion, or equivalently, fix
the center of mass at x ----- 0. By fixing the center of mass at x — 0, we can eliminate
the contribution from its overall (center-of-mass) motion, which leads to the following 
analytic expressions for the density profile [61]:
^  , n ( N ' ) 2e~gnN W/2
(3-59)
and the total energy,
( N  + n -  l ) \ ( N - n -  1)!
E  = - ± g 2N ( N 2 - 1). (3.60)
In our QMC calculations, we again put the system on a real-space lattice, discretizing 
the kinetic energy using finite difference. The lattice size is chosen to be large enough 
so that discretization errors are comparable to or smaller than statistical errors. As the
5Here w e also do not regularize the interaction strength U. Regularization has a very small effect on U
here, since the lattice spacing is very small here.
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ground state of the system is a droplet in the absence of tire external confining potential, 
the center of mass can slide in the calculation due to random noise. We therefore need 
to subtract the center-of-mass motion, which we will refer to as the droplet correction. 
Technically, this can be accomplished conveniently in the random walk by treating the 
system with respect to its center of mass. In Appendix D, we describe our method for 
this correction, which is applicable in any situation where the center of mass and relative 
motions need to be separated. In our calculations, the correction affects the kinetic and 
total energies, as well as the density profiles. The results shown below were all obtained 
with this correction applied.
We first study a system of 20 particles with g =  0.154. Table 3.2 shows the energies, 
and Fig. 3.8 the density profiles. This is a system where mean field makes significant 
errors. Our QMC results are in excellent agreement with the exact results.
TABLE 3.2: Comparison o f  QMC and GP results to available exact results for a ID  droplet. The 
system has 20 particles and g =  0.154. A  lattice o f  1024 sites was used, with A t  =  0.01 and 
rbp =  2.5. For comparison, QMC results without droplet correction (DC) (see Appendix D.2) 
are also shown.
Type E <T> (Vfc) cond. frac.
Analytic result —1.971 
QMC -1.964(8) 
QMC (no DC) -1.851(8) 
GP -1 .784
2.044(8) -4.007(4) 
2.157(8) -4.007(4) 
1.776 -3.561
99.76%
99.76%
100%
Gross-Pitaevskii Isoline
We next scan systems with various numbers of particles by following the GP isoline 
( N  — l )g  =  4.0. The energy per particle is shown as a function of N  in Fig. 3.9, for up 
to 400 particles. Figure 3.10 shows the density profiles for up to 100 particles. Again, the 
agreement between QMC and exact results is excellent. As the interaction strength g is 
increased or as N  is decreased, mean-field results deviate more and more from the exact
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FIG. 3.8: Comparison o f QMC and GP density profiles to analytic results for the system shown 
in Table 3.2. The densities are normalized. The QMC error bars are displayed every five data 
points to avoid cluttering the plot. The inset shows the same curves with logarithmic vertical 
scale, indicating that at large distances the density is exponential.
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results. For example, as we go from g =  0.01 (N  =  400) to 10 times the strength along 
the isoline, the systematic error in the GP total energy increases roughly from 0.5% to 
5%.
-0.164 i---------- 1---------- 1---------- 1----------* 1 1 ■ 1
-0 .166  -    .
_____i r  -----
 ..................
-0 .168  - . •
^  I ..
tq  -0 .170  - W
-0 .172  -
Analytic — s ....
| /  QMC i— '
- ° '174  - I  GP............. ->______|_____ l______ |______|______J______t______
0 50  100 150 20 0  2 5 0  300  350  400
N
FIG. 3.9: Comparison o f  the QMC energy with the exact answer and GP along the GP isoline 
( N  — 1 )g =  4.0. We use a lattice o f  1024 sites, A t  =  0.01, and rbp =  4.0.
Varying the Number of Particles
We now study the system along a different line, holding the interaction strength g 
fixed while scanning the number of particles, again up to IV =  400 particles. Figure 3.11 
shows the behavior of E / N 3, with g ----- 0.0403. At large N, the total energy is roughly 
proportional to N 3. Compared to Figs. 3.9 and 3.10, the interaction is stronger at larger 
N  and weaker at lower N , with the crossover at N  ^  100. Most of the calculations 
are therefore more challenging numerically. Again QMC was able to completely recover 
the correlation energy missed by GP. At large N , smaller time steps were used and more 
computing was necessary to reduce the statistical errors. (Note that the error bars appear
 
   ^
P I
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FIG. 3.10: Comparison o f  the density profiles from QMC and GP along the GP isoline ( N  — 
l ) g  — 4.0. The densities are normalized. The system is the same as that in Fig. 3.9. The GP 
density is the same for any N  on the isoline.
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FIG. 3.11: Comparison o f  computed ground-state energy for different numbers of particles N .  
The interaction strength is held constant at g — —0.0403. The total energy divided by N :t is 
shown as a function o f  N  for QMC, GP, and exact calculations. Conservative QMC parameters 
were used, with rbp =  4.0 in all case, and A t  =  0.01 for N  <  200 and A t  =  0.005 otherwise.
3.8.3 Comparison With Exact Diagonalization: a s >  0
We have shown above that our QMC algorithm is exact and works well for a wide 
range of systems with attractive interactions. In this section, we show benchmarks of 
the QMC method for repulsive interactions. We will also show some benchmarks of 
the phaseless QMC calculations. As we have repeatedly pointed out, the basic QMC 
algorithm in principle also works in the repulsive interactions. Our initial studies indicate 
that, for moderate interaction strengths, the “unconstrained” QMC remains very efficient 
and gives accurate results, allowing reliable calculations for parameters corresponding to 
experimental situations in 3D.
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We first benchmark our algorithm in one- and two-dimensional systems with repul­
sive interactions against exact diagonalization. Table 3.3 and Fig. 3.12 show the results 
for a one-dimensional system with 13 sites and four particles. We compare the energet­
ics and condensate fraction obtained using various methods: exact diagonalization (ED), 
unconstrained QMC (u-QMC), QMC with phaseless approximation (ph-QMC), and the 
GP self-consistent projection. The u-QMC results agree very well with the exact results,
TABLE 3.3: Benchmark o f  unconstrained and phaseless-constrained QMC calculations (marked 
as u-QMC and ph-QMC, respectively) with exact diagonalization (ED). The test system is a 
ID  Bose-Hubbard Hamiltonian with 13 sites and 4 particles. The parameters are t  =  2.676,
U  =  1.538, and k  =  0.3503. We use A t  =  0.01 and rbp. =  2.5. We do not estimate the error 
for the condensate fraction.
Type E (T) < w (E2b) (N0/ N )
Exact 4.244 1.183 1.7929 1.2685 98.51%
u-QMC 4.239(21) 1.176(18) 1.790(8) 1.273(8) 98.59%
ph-QMC 4.243(9) 1.175(7) 1.823(1) 1.246(3) 98.35%
GP 4.429 1.0293 1.8003 1.5991 100.00%
as expected. The error estimates, however, cannot be reduced by simply running a long 
simulations since the variances grow with imaginary time r.  A better approach is to per­
form many short calculations and average the results. Overall, ph-QMC results also agree 
reasonably well with the exact result. The kinetic ((T)) and interaction energies ((V2b)) 
are much closer to the exact answer than those computed via GP. However, GP overes­
timates the interaction energy because it does not take into account the particle-particle 
correlation. As shown in Table tbl:TlD+13s4p.phls-benchmark, however, the combina­
tion of phaseless approximation and back-propagation biases manifest itself in the wrong 
trend for the trap energy {Vtrap}. We note that reducing A r  does not reduce this bias.
Table 3.4 shows results for bosons in a two-dimensional trap, using a 4 x 4 lattice. 
The GP solution exhibits a different behavior as in the ID calculation, in that the density 
profile is slightly more extended, and the interaction energy is overestimated. As in other
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FIG. 3.12: The QMC density profiles for repulsive bosons in a ID trap. See table 3.3 for the 
system parameters. The vertical scale is the site occupancy. This plot is not normalized. The ED 
density is not displayed, because it is essentially identical to the QMC density. Instead, w e show  
the noninteracting profile (corresponding to U  =  0) to illustrate the modification on the profile 
due to interactions.
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cases, the QMC statistical error bar on the condensate fraction was not computed directly, 
but we estimate it to be on the last digit.
TABLE 3.4: Comparison o f  QMC calculations against exact diagonalization and GP on a 4 x 4 
lattice. Here N  =  4, t  =  0.2534, U  =  + 0 .3184 , k  =  3.700, A r  =  0.01, and rbp =  2.5.
Type E (T) ( % t r a p ) (% 2 b ) cond. f’rac.
Exact
QMC
GP
6.000
6.005(6)
6.067
1.818
1.817(2)
1.763
3.8326
3.8325(2)
3.8359
0.350
0.355(5)
0.469
97.8%
97.8%
100%
3.8.4 Benchmarking Phaseless Approximation: Large Systems and 
Realistic Parameters
We now show several benchmarks of the phaseless approximation on a large system 
with realistic as > 0 scattering lengths. As we shall see below, our algorithm remains 
efficient and gives accurate results for large systems with scattering lengths corresponding 
to experimental situations in 3D. In the benchmarks below, we always use the regularized 
a's in the QMC calculations. We use the modified Hubbard model, Eq. (2.10), with the 
better fc2-dispersion for the kinetic energy operator.
We use the unconstrained QMC as the reference. For weak to moderate interaction 
strengths, the unconstrained QMC can be carried out for a very short period of time r  
before the signal is completely lost in the large Monte Carlo fluctuations. To obtain the 
desired accuracy, we perform many short QMC runs (~  100 runs), each with a different 
random number sequence, and average the measured energies. Each short run is always 
started and equilibrated from the trial wave function |'I'X).
Table 3.5 shows the benchmark of phaseless QMC with local-energy approximation 
[Eq. (3.27)] for 3D trapped gas of 100 atoms with as =  80 A, 300 A, and 500 A. The 
trap’s oscillator lengthscale is oho ■ - 8546 A. The A r parameter is adjusted accordingly
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to make the Trotter error similar to or smaller than the statistical errors below. A larger as 
parameter would require a smaller A r  to yield comparable Trotter errors.
The first row, with as =  80 A, represents a typical situation in the trapped atomic 
gas experiments far from Feshbach resonances. The agreement between the phaseless and 
unconstrained calculations is excellent. In fact, they are almost indistinguishable.
TABLE 3.5: Benchmark o f QMC calculations with and without the phaseless constraint for a s =  
80 A, 300 A, and 500 A. We simulate 100 atoms in a 3D harmonic trap with aho =  8546 A. 
The E h annotation refers to the QMC with local-energy form o f the weight prefactor W  ( x , &). 
The simulation lattice is 24 x 24 x 24. Shown here are per-particle quantities. A ll energies are 
expressed in the unit o f h j jQ, or equivalently, a bo2. For each a s value, w e use the same A r  and 
rbp for u-QMC, ph-QMC, and GP calculations.
Type E / N ( T ) / N <VW ) / N (V2b ) / N
as — 80 A
ph-QMC (El ) 1.7943(3) 0.5984(3) 0.96029(9) 0.23562(8)
u-QMC 1.7947(2) 0.5987(2) 0.96006(4) 0.23594(4)
GP 1.7924 0.5947 0.95649 0.24121
as =  300 A
ph-QMC (Eh) 2.321(2) 0.503(2) 1.3190(4) 0.4995(6)
ph-QMC 2.314(2) 0.495(2) 1.3200(4) 0.4991(6)
u-QMC 2.321(1) 0.500(1) 1.3185(4) 0.5032(5)
GP 2.296 0.460 1.2857 0.5503
as =  500 A
ph-QMC (Eh) 2.6777(2) 0.500(3) 1.5638(6) 0.591(1)
u-QMC 2.6811(4) 0.511(7) 1.563(2) 0.614(3)
GP 2.620 0.408 1.4901 0.721
Now consider the second benchmark on a trapped gas with strong as — 300 A, which 
is already beyond the typical alkali atom’s scattering lengths. As shown in Table 3.5, the 
phaseless approximation still performs very well to reproduce the exact result. Here we 
compare the two approaches of updating the walker’s weight: using the exact expression, 
Eq. (3.22), and the local energy approximation, Eq. (3.27). We observe that the use of the
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local energy form generally yields a better approximation to the ground-state observables. 
Presumably, this is in part due to the “softening” of the fluctuation and phase rotation of 
( ' tT |^) near the complex-plane’s origin.
Finally, let us consider a benchmark with a very large scattering length, as =  500 A, 
shown in the third group of Table 3.5. This is roughly the largest «., for which we can 
perform short, unconstrained QMC calculations. At larger as values, the signal is quickly 
wiped out by the noise. Here the total energy E  is estimated via mixed estimator (which is 
exact for the total energy, and is identical to the back-propagation estimator with T bP =  0 ) .  
since it fluctuates much less and is therefore a more reliable estimate of the energy. All the 
other quantities are computed using the back-propagation estimator. The third group of 
Table 3.5 shows how the phaseless approximation biases the computed observables com­
pared to the unconstrained QMC. The kinetic energy is pushed down, so also is the inter­
action energy. This results in an overall lowering of the total energy computed through 
back-propagation [which is 2.655(3), not shown on the table]. Nonetheless, the phaseless 
QMC still produces a good approximation to the exact energies, and yields the correct 
trend of the many-body corrections from the GP predictions. We will discuss the system­
atic bias associated with the phaseless approximation more thoroughly in Chapter 6.
In the examples above, we have established the validity of the phaseless approxima­
tion in the region of interest. Our results indicate that the systematic errors introduced 
by the phaseless approximation are small for moderate interaction strengths. We can ex­
pect to obtain accurate and reliable results for relatively large scattering length regimes 
achievable via Feshbach resonances.
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3.9 Connection Between QMC and Gross-Pitaevskii Pro­
jections
The QMC method we have presented, which goes beyond mean field and includes 
many-body correlations, has a deep connection with the GP mean-field approach. Our 
approach uses an HS transformation which leads to integrals of single-particle operators 
over auxiliary-fields. The mean-field solution can be regarded as the leading term in the 
stationary-phase asymptotic expansion of the exact solution [62], Our method evaluates 
this exact solution, which is in the form of many-dimensional integrals, by Monte Carlo 
sampling. In this section, we comment further on the formal connection between our 
importance-sampled QMC and the GP as done by projection (the second of the two GP 
methods discussed in Sec. 3.7.2).
Let us consider the two-body propagator expressed in the modified AF transforma­
tion, Eq. (3.19). Suppose that we are now taking the first QMC step, where the walker 
and the trial wave function are both |<j>) =  | ^ x ). Following the discussion of the optimal 
choice of x  in the same section, Sec. 3.4, we know that x — 0 is a stationary point with 
the choice
=  (3.61)
(w >
We can approximate the integral in Eq. (3.19) by the value of the integrand at x =  0, 
which can be justified in the limit of small A r. More explicitly, with a change of the 
integration variable y = \ /A r  x, the integral can be written as
/■°o p —y 2/ 2 A  t
e x p ( |A rt)2) =  /  dy
J - o o  V27rAr
As A r —+ 0, the dominant contribution to the integral comes from the maximum of the 
Gaussian at y =  0. The leading term of the importance-sampled many-body propagator
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is therefore
exp - A r ( K  -  +  \ Y l vf) ’ (3.62)
where K  is the one-body term of the original Hamiltonian. Under this approximation, 
our ground-state projection becomes deterministic, needing only one walker. If for the 
next step we use the updated wave function \4>') to evaluate the new { k j  in Eq. (3.61), 
we obtain a self-consistent projection with successively improved one-body propagators. 
In fact, the one-body Hamiltonian in the exponent of Eq. (3.62) is precisely the mean- 
field Hamiltonian. For example, for the Bose-Hubbard model, the last two terms in the 
exponent lead to the GP mean-field potential
Apart from the factor (N  — 1 ) /N  which approaches unity in the limit of large N ,  we 
have recovered the GP propagator. The projection with Eq. (3.62) lowers the variational 
energy for any initial \4>) and is stationary when \(p) is the GP solution. This is why GP 
is the best variational wave function that has the form of a single permanent, and hence a 
reasonable trial wave function to use for most of our QMC calculations.6
It is also clear from the discussion above that the importance-sampling formalism 
allows us to have an optimal form of HS transformation, in that the HS propagator e '^ -U  
involves only the difference v — v. In other words, although in Eq. (3.9) we write the 
decomposition for the bare interaction term, the importance sampling transformation ef­
fectively introduces a mean-field background based on the trial wave function and allows 
the HS to deal with only a residual quadratic interaction term, (v — v )2.
To summarize, our QMC method reduces to GP if we evaluate the many-body prop­
agator by the stationary-point approximation, using only the centroid of the Gaussian.
6 Again, here the same regularized a's must be used in both the QMC and “GP" projections. See the 
discussion in Sec. 3.7.3.
(3.63)
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The full method evaluates the many-dimensional integral over auxiliary fields exactly 
by Monte Carlo calculation. It captures the interaction and correlation effects with a 
stochastic, coherent ensemble of mean-field solutions. The structure of the calculation 
can be viewed as a superposition of GP-like projections that we have described. Our 
method, therefore, provides a way to systematically improve upon GP while using the 
same framework.
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CHAPTER 4 
Repulsive Interactions: Study of 
Correlation Effects
In this chapter, we present our study on the effect of many-body correlations in the 
Bose gas systems with repulsive interactions. We calculate the ground-state energies, 
density profiles, and momentum distributions of the bulk (homogenous) and the trapped 
(inhomogenous) gases. For comparison, we also carry out the mean-field GP calculations 
with the corresponding Hamiltonian.
We use the modified Hubbard Hamiltonian with momentum-space representation of 
the kinetic energy. By default, we always use the phaseless approximation, therefore the 
“ph-” prefix will be dropped from this point on. Following our observation in the earlier 
benchmark [Table 3.5], all calculations here are carried out using the local energy form 
of the weight prefactor.
71
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4.1 Homogenous Bose Gas
We first consider a homogenous Bose gas. Our purpose is to characterize its correla­
tion effect at different densities and interaction strengths, without the additional compli­
cation of the gas inhomogeneity. We will then use the insight from this simpler system to 
help understand the behavior of the gas in the presence of an external trapping potential. 
We choose our “lattice constant” <; to be 3560 A, which is much larger than the scattering 
lengths used below. In the shape-independent 5-potential approximation, this “prevents” 
the atoms from coming too close to see the detail of the potential. This also helps avoid 
the ultraviolet divergence of the true 5 potential.
The uniform gas is characterized by a density of p =  N/Q ,  where Q =  (2rj>)d is the 
volume of our simulation box. In the GP approximation, the energy of the gas is given 
by the mean-field interaction energy. The energy per unit particle is given by (setting 
h = m  =  1)
E gp _  {V2b )gp 
N  ~~ N
=  A ( A v i ) 4M * / ' A ir  (41)
= ( :^ ir :) 2,vo»-
Beyond this zeroth-order approach, the field-theoretical Bogoliubov result for the ground- 
state energy is an asymptotic expansion in terms of the gas parameter pafy The first two 
terms are [12, 13]
-E'Bog ( N - 1 \  /  128
I T  ~  ^  ( !1 +  l 5 V i (4'2)
We do not include the higher-order term, which is logarithmic in the gas parameter [14],
since it deviates from the correct energy even at intermediate values of pazs [23]. We
retain the (N  — l)/iV  prefactor for better comparison with the Monte Carlo results. Equa­
tion (4.2) gives a correction to the mean-field GP result, which is expressed in terms of
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the gas parameter paz3. This parameter, therefore, is a rough indication of the departure 
from the mean-field picture of the interacting Bose systems.
4.1.1 Equation of State
Figure 4.1 shows the effect of interaction as we increase the density of the gas. We 
choose a fixed interaction strength of as =  120 A. The Bogoliubov total energy is indis­
tinguishable from QMC. We notice that the GP total energy is lower than that predicted
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FIG. 4 .1: Ground-state observables o f  a uniform B ose gas with a e =  120 A for different densi­
ties. We also show the Bogoliubov approximation o f  the total energy and the condensate fraction. 
The GP total energy is identical to its interaction energy, since the kinetic energy is zero in this 
approximation. The simulation was done on a 16 x  16 x  16 lattice representing a physical volume 
o f 184.4 f i i i i l  There are 50-700  particles in the calculations above.
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by both the QMC and Bogoliubov calculations. The relative difference between the QMC 
and GP total energies is about ~  1% throughout the range of densities considered here. 
This is not inconsistent with the variational principle: The GP wave function cannot be 
the true ground state of this system [7, 59]. Indeed, the GP energy is the lower bound 
of the true ground-state energy [63]. Nevertheless, we make use of the GP results as our 
reference, since it gives a fair description of the BEC systems in the regimes of weak to 
moderately strong correlations.
The kinetic energy in Fig. 4.1 increases with density. This can be attributed to the 
interactions and many-body correlations in the system. In the noninteracting limit, all par­
ticles occupy the zero-momentum state in the ground state. Interactions cause a fraction 
of these particles to be excited to higher momentum states, which gives the depletion of 
the condensate and consequently the nonzero kinetic energy. (Note that these excitations 
are virtual excitations, since we are dealing with static properties of the condensate, not 
the dynamics.) The amount of excitation is proportional to the correlation effect due to in­
teractions. Therefore, in Fig. 4.1, a higher density gives rise to a lower condensate fraction 
and a higher kinetic energy. The many-body correlations also lower the interaction en­
ergy (F jb)• 1° the many-body picture, the particles avoid each other, which results in the 
reduction of (V2B). This mechanism, however, increases the kinetic energy, as explained 
above. As we observe here, the kinetic energy is considerably smaller than the interaction 
energy, since the value of as is small. The system is therefore in the weakly-interacting 
regime.
Figures 4.1 shows the condensate fraction computed using two approaches: In QMC, 
we measure the one-body density matrix (cjc-). Its largest eigenvalue, divided by the total 
number of particles in the simulation, gives the condensate fraction. In the homogenous 
gas, N q is identical to the occupancy of the zero-momentum state. The first-order Bogoli-
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ubov approximation of the condensate fraction is
$ - 1 - ^ ) * .  (43)
Both the estimates of the condensate fraction are very close to unity, again confirming 
that the gas is in a very dilute regime.
In the results shown above, the first-order Bogoliubov approximation estimates the 
increase in the total energy quite well. It also gives some indication of the condensate 
fraction. The Bogoliubov condensate fraction is underestimated in the region that we 
study (pa?s <  l tT 4). This is largely because Bogoliubov approximation only include 
part of the correlation. The kinetic and interaction energies are not estimated within the 
Bogoliubov framework. Considering from the condensate fraction in Fig. 4.1, however, 
the Bogoliubov kinetic energy may have been higher than that calculated using QMC.
There are two important differences between QMC and the Bogoliubov approxima­
tion:
•  Bogoliubov approximation only includes part of the correlation. More specifically, it 
only retains terms which are quadratic in the field fluctations, d #  and Sip. The QMC 
calculations, on the other hand, retain the correlations to all orders.
•  Bogoliubov approximation uses zero-range, shape-independent 5 potential. QMC 
uses an on-site potential with adjustable “width” and U parameters. As we shall show 
later, many quantities, including (T) and (V-jb), are sensitive to the detailed form of 
the potential. Here the potential has a large range (~  Q, therefore its U parameter is 
not large. For as =  120 A, the U /t  ratio is 0.92. A “harder” potential, which for the 
same as has a bigger U /t  ratio, would make a more correlated system, in which case 
more particles are “excited” out of the zero-momentum state. Mazzanti and 
co-workers [17] find that the precise value of the condensate fraction also depends on 
the potential’s detail. Here, it gives a relatively small effect.
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These factors may affect the predictive capability of the Bogoliubov framework on some 
quantities, such as the condensate fraction shown above. We will see the same trend 
consistently throughout the remaining of this section, where comparative studies are done 
in various regimes of the gas.
4.1.2 Effect of Interaction Strength
We also study the change in the energies as we increase the scattering length, keep­
ing the density fixed. In Fig. 4.2, we show the simulation of a uniform Bose gas with 
density p =  0.542 /m i-3 . We simulate 100 particles in a simulation box of volume 
Q =  184.4 yum3.
As as increases, the kinetic energy increases significantly. At the same time, the 
departure of (V2B) from the mean-field value also becomes larger. The physical detail 
of this system is clearly far from the mean-field picture, which completely neglects the 
correlations. The non-mean-field effect here is larger than that observed by simply in­
creasing the density, because the gas parameter pa3s increases rapidly. Alternatively, we 
can see this in the U f t  ratio, which is a rough indication of the departure from mean field, 
is increasingly larger for stronger interaction strengths as, while it is unchanged with the 
density increase. This ratio is growing faster than linear with as due to the presence of as 
in the denominator in Eq. (2.14).
Again, the results here can be explained in terms of the excitations of the particles 
to nonzero momentum states due to interactions. With a large scattering length a8, more 
particles are scattered from the zero-momentum state, and more of the higher-momentum 
states are occupied. This results in the rapid increase of the kinetic energy. The kinetic 
energy, which is very small in the small as regime, is no longer negligible for larger as 
values. For as =  600 A, or equivalently pa3 =  1.2 x 10~4, the kinetic energy is about 37% 
of the total energy. The interaction energy, however, is also greatly reduced compared to
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FIG. 4.2: Ground-state observables o f  a uniform B ose gas with scattering lengths between 4 0 -  
120 A. The density is p  =  0.542 /i m ~ 3. The upper triangle data points in the g.s.energy plot are 
from diffusion Monte Carlo (DMC) calculations using a soft sphere (SS) potential [23]. We also 
show the Bogoliubov correction in the total energy and the condensate fraction.
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the GP mean-field energy. This shows that at large as values (or more generally, in the 
large pa3s regime), the energetics of the gas is dominated by the kinetic energy arising 
from many-body correlations. In contrast, the GP description completely suppresses the 
kinetic energy.
The net effect of correlations is an increase in the total energy, which is considerably 
smaller than the effects exhibited by the kinetic and potential terms separately. At as =  
600 A, the QMC total energy is higher by 6% to GP. The Bogoliubov total energy still 
traces the QMC energy very well, although the condensate fraction disagrees with QMC, 
just as in Fig. 4.1 earlier.
In Fig. 4.2, we also compare our calculation result with an earlier diffusion Monte 
Carlo (DMC) calculation by Giorgini and co-workers [23]. We use their results for the 
soft sphere potential with large radius of R  =  5as, since this potential best mimics our 
situation here, namely q ~  2R  ~  10os. Our results agree well with their DMC energies.
4.1.3 Momentum Distribution
To further understand the trend of correlations in the Bose gas, we also calculate 
the momentum distribution. Figure 4.3 shows tire normalized momentum distribution ob­
tained with three different values of the gas parameter. These curves explain the origin of 
the kinetic energy increase: When the gas parameter increases, more particles are excited 
from the zero-momentum state. In addition, states with higher momenta also become 
more occupied. This results in a rapid increase in the kinetic energy. The spreading across 
many momentum states, on the other hand, is responsible for the reduction in the mea­
sured interaction energy. This does not mean that the interactions become unimportant, 
since the strong correlations that we observe here originate from the two-body interac­
tions inside the gas. However, since the particles are effectively avoiding each other, the 
interaction energy is not as high as the GP mean-field energy.
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FIG. 4.3: Normalized momentum distribution for several gas parameters pa3. N ote the use o f  
logarithmic vertical scale, showing that the density at k  =  0 is still far greater than any other 
momentum states. The data marked with crosses and down triangles correspond to the densities 
0.542 fa n ' 3 and 2.71 /rm~3 in Fig. 4.1, respectively. The data marked with open circles are 
from a s =  500 A system in Fig. 4.2.
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4.2 Trapped Bose Gas
Now we show the corresponding calculations in the trapped gas systems to study the 
effect of adding particles or increasing the interaction strength in the trapped gas system. 
In the presence of the trap, the condensate is no longer a uniform distribution, and this 
adds to the richness of the system. We simulate systems containing up to 1000 atoms. We 
expect to be able to deduce the physical behavior of the realistic condensate, having much 
larger number of particles, from our observations here.
The calculations shown below are for a fixed lattice parameters: we use a 24 x 24 x 24 
lattice, corresponding to a physical linear dimension of 2rb — 14aho. This gives us a 
lattice constant of c =  0.583oho. Our trap length scale is a ho =  8546 A, which gives 
typical peak densities of ~  10-40 yum-3 for 100-1000 particles. The lattice constant 
c is still significantly larger than the scattering lengths that we use here (for example, 
as =  120 A  =  0.014aho).
4.2.1 Dependence on Number of Particles N
We first study the ground state of the trapped bosons as functions of the number of 
particles in the trap, N .  For this purpose, we pick an interaction strength as — 120 A, 
close to 41K triplet scattering length [64], which is 151(19) A.
Figure 4.4 shows the energies and condensate fraction for N  ^ 50 through 1000 
particles. The total energy increases with the number of particles in the gas. The GP 
energy is still a good estimate of the total energy, however the true many-body energy 
always lies higher than GP. We observe that even in the inhomogenous gas, the GP total 
energy is still the lower bound of the true ground-state energy, similar to the homogenous 
case [63].
The presence of the trap alters the trend of the individual energy terms as a function 
of N  compared to the homogenous gas. The presence of the trap allows the condensate to
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FIG. 4.4: Energies and condensate fraction for 50-1000 bosons in a 3D harmonic trap with 
a ha =  8546 A and a s — 120 A. We also plot the condensate profile from the Bogoliubov with 
local-density approximation (LDA) [65].
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
82
modify its shape. If there are more particles in the trap, the repulsion becomes stronger, 
which pushes the condensate to grow bigger. This results in a lower kinetic energy per 
particle at a higher N. The many-body correlations, as will be discussed shortly, is re­
sponsible for the kinetic energy that is higher than the GP prediction.
For a trapped, inhomogenous gas, Javanainen [65] estimates the Bogoliubov con­
densate fraction to be
This estimate is based on the local-density approximation of the condensate: At each 
point in space, the “local” condensate depletion is taken to be Eq. (4.3), and the density is 
calculated using the Thomas-Fermi approximation. We observe in Figs. 4.4 and later in 
4.7 that the condensate depletion is also overestimated by the mean-field-Bogoliubov ap­
proximation. Again, we attribute this discrepancy to the details of the interaction potential 
that enter into our many-body Hamiltonian. In other studies, this difference is often too 
small to notice due to the wider range of the gas parameter considered [23, 26].
To make a direct connection with experiments, the density profiles are presented 
in the form of column density. The column density py(x ,z )  is defined as the density 
p(x, y. z) integrated along the y-axis,
The density observed using optical measurements [66, 67, 68] is proportional to the col­
umn density.
Figure 4.5 shows the column density profile of the condensate as a function of the 
number of particles in the gas. The height as well as the width of the profile grow with in­
creasing N ,  as expected. The detailed shape of the gas inside the trap is determined by the 
competition between the harmonic external potential and the repulsive interatomic inter­
actions. It is not a Gaussian, as shown in by the N  =  1000 density profile in Fig. 4.6. The
^  =  l -  0 . 3 9 7 8 ( A W a ho)6/ 5 . (4.4)
(4.5)
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FIG. 4.5: The ground-state column density py ( x , z  =  0) o f  a trapped gas o f N  =  50-1000  
bosons with scattering length o f a s =  120 A. Close to each QMC profile, w e attach the corre­
sponding GP column density profile. On this scale, the QMC and GP profiles are indistinguish­
able for N  =  50. We also include the 50-particle noninteracting profile to show the change in 
the profile due to interactions.
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FIG. 4.6: The ground-state density profile p (x ,  y  =  0, z  =  0) o f  an N  — 1000 trapped gas with 
scattering length o f  a s =  120 A. This is the density profi le o f  the AT =  1000 gas shown earlier 
in Fig. 4.5. We fit a Gaussian 4 .e x p (—B x 2) to this curve, and obtain a rather poor agreement, 
as shown here. The “shoulder” o f  the condensate at 1 <  \x\ < 2 is wider than the Gaussian’s 
shoulder; on the contrary, the skirt o f  the condensate ( |x  >  3) decays much faster than the 
Gaussian.
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repulsive interactions push the atoms away from each other, therefore it tends to increase 
the condensate size. The external potential, which has a quadratic form, on the other hand, 
tends to strongly limit the size of the condensate, because it is energetically expensive to 
have an extended profile. As an optimal configuration, the condensate grows with N  (or 
with as) such that more particles occupy the “shoulder” of the condensate rather than its 
“skirt”. Figure 4.6 shows that a Gaussian curve fitted to the QMC profile would have a 
smaller “shoulder” but a bigger “skirt”, which energetically is very expensive due to the 
|r | form of the confinement potential.
The general feature of the density profile is well captured by the mean-field GP 
density. We observe that the QMC density profile (and also the column density) always 
has a lower peak (by ~  1%) and a wider profile relative to GP. This is also an effect of 
many-body correlations, which we will explain later.
Dependence on Interaction Strength as
Figure 4.7 shows the change in ground-state observables for as a function of the 
interaction strength as. Again, here the trend of (T) as a function of as is qualitatively 
different from that shown in Fig. 4.2. At small as, the kinetic energy actually decreases 
with as. However, the many-body correlation effect becomes more striking as the inter­
action strength increases. This effect is so large that the kinetic energy curve turns up for 
a iS >  400 A, The QMC interaction energy is also significantly lower than the mean-field 
interaction energy for as >  600 A.
Figure 4.8 shows several density profiles of 100 bosons trapped with a ho =  8546 A 
for three different scattering lengths. We observe that the QMC peak density is always 
lower than GP, and therefore the QMC overall density profile is always more extended. 
For as = 80 A, the peak column density is lowered by 0.5% from GP. For as =  500 A, 
this difference is about 7%. Earlier many-body calculations using the correlated basis
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FIG. 4.7: Ground-state observables for 100 bosons in a 3D harmonic trap with a ho =  8546 A. 
Five quantities are shown: the ground-state energy, condensate fraction, kinetic energy {T ) ,  trap 
energy (Vtrap), and interaction energy (V^b)- The condensate fraction from Bogoliubov with 
local-density approximation (LDA) [65] is also plotted.
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FIG. 4.8: The ground-state column density py (x, z  =  0) o f a trapped gas containing N  =  100 
bosons with scattering lengths 80 A, 300 A, and 500 A. The QMC and GP profiles are too close  
to distinguish for a„ =  80 A. A lso shown here is the noninteracting profile.
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approach [19, 69] and DMC [24, 26] also yielded the same qualitative behavior on the 
density profiles.
We can obtain a physical explanation of these results by making use of the insight 
obtained from the homogenous gas. In discussing the energetics here, we shall take GP 
as the reference point. In other words, the “increase” or “decrease” of an energy term is 
expressed relative to the corresponding GP quantity.
In the homogenous gas, many-body correlations are responsible for reducing the 
interaction energy at the expense of increased kinetic energy. This is easy to understand in 
the homogenous case: The mean-field ground state is the many-partiele zero-momentum 
state, which is the lowest energy condensate state possible for such a system. Therefore, 
excitations and fluctuations due to interactions can only “throw” the particles into higher- 
momentum states, which results in the increase in the system’s kinetic energy. Here we 
argue that a similar mechanism actually exists in the trapped, inhomogenous gas.
With the contact interaction, the net increase in the sum total of (T) +  (V^b), caused 
by many-body correlations, effectively makes the many-body interactions more “repul­
sive” than the mean-field interactions. This explains why the many-body density profile 
is always more extended than the mean-field density. Expanding the profile effectively 
reduces the local gas parameter p(r)a;,, which in turn lowers the overall energy. In the 
strongly-interacting regime, the center profile of the condensate would actually become 
flatter, where the gas is roughly homogenous in its density, and, by consequence, in its 
p(r)ag local parameter also.
To explain the upturn of the kinetic energy curve in Fig. 4.7 for as >  400 A, we 
need to understand that there are two competing effects in the trapped gas systems: the 
“mean-field” effect and the “many-body” effect. When the gas parameter p(0)af is small, 
the mean-field effect is dominant. As we add more particles into the gas or increase 
as (or both), the condensate expands due to the increasing repulsive interactions. The 
total kinetic energy decreases as the system becomes less confined. The GP ground state
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captures this effect very clearly. The overall energetics shown in Fig. 4.4 and the part of 
Fig. 4.7 where as <  400 A is of a mean-field nature to a large degree. On top of this, 
there is the effect of many-body correlations, which yields a higher kinetic energy and 
lower interaction energy, just like the homogenous case. In the large p{0)a3s regime, the 
many-body correlation effect, which we have discussed earlier, becomes more prominent. 
In Fig. 4.7,where we vary as and keep N  fixed, the correlation effect is very large. The 
result is the net increase in the kinetic energy for as >  400 A. This analysis suggests that 
the same correlation effect, which is present in the homogenous gas, is also present here 
in the trapped gas. This also explains why many results from the homogenous gas can be 
extended to the inhomogenous case by means of local-density approximation.
4.2.2 Momentum Distribution
It may seem counterintuitive that for the trapped system QMC predicts both a wider 
condensate profile and a higher kinetic energy relative to GP, contrary to what we may 
expect from the Heisenberg uncertainty principle. A closer look at the momentum distri­
bution 7r(k) is helpful to resolve this paradox.
Figure 4.9 shows the momentum distribution along the kx axis for trapped 100 
bosons with as — 200 A and 500 A. The QMC’s momentum distribution is more peaked 
than GP. This translates in the real space to a more extended density profile for QMC, as 
is observed in Fig. 4.8. However, it is the higher-fc regime of the momentum distribution 
that causes the increase in the kinetic energy. Figure 4.10 shows the difference between 
the QMC and GP momentum distributions shown for the two as values above. It shows 
that the density is depleted (relative to GP) in the medium-A; regime, around k ~  a ^ 1. 
Part of this depletion goes to the low-momentum region near k — 0, while the other, to 
the high-k region. At higher as, the depletion shifts toward the smaller k region. Those 
excited to the large-fc region obviously contribute more to the kinetic energy because its
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FIG. 4.9: The ground-state momentum distribution for trapped gases containing Ar — 100 bosons 
with scattering lengths 200 A and 500 A. In both cases, aho =  8546 A. Note that the horizontal 
axis is kx , not the radial |k |.
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a hCi — 8546 A. The feature o f  the difference profiles are the same in both scattering lengths: 
there is an enhancement at momenta near k  =  0, then depletion in the medium-fc region, and an 
additional enhancement in the high-/c region.
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contribution is proportional to k 2. In addition, there is a bigger “phase space for the 
large-A; regimes, which means that the seemingly small density enhancement in the k >  2 
region for as =  500 A actually contributes significantly to the kinetic energy increase. 
This qualitative behavior is also observed in the as =  200 A  case, although the enhance­
ment in the high-/c region is not visible in the graph. Consequently, the contribution to 
the high-A; region increases significantly for a bigger as, which results in the net increase 
in the kinetic energy. This is exemplified in Fig. 4.11, where the difference between the 
QMC and GP momentum distributions is multiplied by kA. The kinetic energy is related 
to the momentum distribution via
where fl  is the volume of the simulation box. Here we take the continuum limit and note 
that the ground-state momentum distribution has a spherical symmetry. Therefore it is 
clear that the enhancement in the high-A: region would result in the increase of the kinetic 
energy. As we have pointed out earlier, the increased occupancy near k  =  0 gives rise to 
the overall characteristics of the real-space density profile, which is more extended than
A precision momentum-distribution measurement would be useful to reveal the de­
tailed structure of the many-body correlations in the Bose gas systems. From our results, 
it is not clear whether the increase of the kinetic energy due to many-body correlation 
would actually manifest itself as finer bumps in the real-space density profile, because 
our real-space lattice is too coarse. This fine structure in the density profile is predicted 
by DMC calculations [26], In the auxiliary-field QMC framework, a better resolution in 
the density profile may be obtained by choosing a more suitable basis set. An appealing 
candidate would be the Hartree-Fock states [16], whereby the GP solution becomes the 
lowest-energy state in this basis set, and also the leading term in the ground-state wave 
function.
(4.6)
GP.
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FIG. 4.11: The difference o f the QMC to GP momentum distributions in Fig. 4.9, multiplied by 
k 4. Here N  =  100, a]j0 =  8546 A. This shows the contribution to the QMC kinetic energy 
increase from various regions o f  the momentum space.
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So far, we have studied the effect of many-body correlations at a fixed discretization 
parameter This intentionally was done in order to minimize the systematic error due 
to lattice discretization. As we shall show later (see Fig. 6.2 and its discussion), at our 
current value, the errors associated with finite basis size is relatively small compared 
to the many-body correlation effect observed. The fine tuning of <j, however, has another 
physical significance. This stems from our representation of the shape-independent 5 
potential as an on-site potential. Because of this approximation, the potential actually has 
a finite range and strength. The shape of the potential is a “cube” of side c, and its strength 
also varies with q. Therefore, the scattering length as no longer uniquely determines the 
potential, since its detail depends on <j.
Figure 4.12 shows the change in the energetics of a homogenous gas with density 
p — 0.542 p,m~3 and a constant as = 120 A. We vary the shape of the potential by 
varying the discretization parameter c. In the very low-energy limit such as this system 
(where pal ~  10~6), where the correlation effect is small, we may expect that this detail 
does not play an important role in the energetics of the system. On the contrary, the kinetic 
and interaction energies are sensitive to the detail of the potential even at a small as, as 
shown here. We notice an increase in the kinetic energy and the corresponding decrease 
in the potential energy when c becomes smaller. The total energy is much less sensitive 
to the detail of the potential. We also observe qualitatively the same behavior for larger 
gas parameters. This sensitivity to the potential’s detail—in various energy terms except 
the total energy—is consistent with that observed by Mazzanti and co-workers [17] in 
the correlated basis approach, where they vary the range R  of the soft-sphere repulsive 
potential.
A potential with a smaller range and stronger interaction makes the atoms more 
correlated. This may explain the cause of the increase in the correlation effect shown in
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the kinetic and interaction energies. However, varying the potential’s details is followed 
by die variation in the cutoff momentum in the calculation. This raises a subtle issue in 
interpreting die results presented here. We will further discuss this matter in Chapter 6.
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FIG. 4.13: The effect o f lattice discretization q to the measured energies o f  a trapped gas. The 
test system is a 100-particle gas with aho -= 8546 A. The total and trap energies are insensitive 
to the lattice constant q, whereas the kinetic and interaction energies are very sensitive.
The trapped gas systems also exhibit a similar behavior. Figure 4.13 shows the 
change in the energetics of a 100-particle trapped gas as ? is varied. We use the same 
system that has been studied in detail in Sec. 4.2.1. We observe a large dependence on 
the c in die kinetic and interaction energies, just as in the homogenous gas. The detail 
of the interaction potential, however, has a much less effect on the density profile as 
well as the total energy. This is shown by the trap energy in Fig. 4.13 and the density
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profile in Fig. 4.14. The qualitative behavior of the system is also consistent throughout 
a reasonable range of c shown here. The most striking feature, which is the turning 
of kinetic energy at as > 400 A, is observed at all q values. The turning point shifts 
toward the smaller as if <, is reduced, again indicating stronger correlations at smaller 
or equivalently, a narrower potential. Similarly, the interaction energy also exhibits a turn 
at a large as.
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FIG. 4,14: The density profile cross-section p (x ,  y  =  0, 2 =  0) o f a trapped gas for different <r 
lattice spacings. Here N  =  100, a s — 400 A and a ho =  8546 A. The QMC profiles were calcu­
lated using two different lattice constants: c =  0 .5aho and 0 .625aho. We also show the profiles 
obtained from the trial wave functions used in the QMC calculations. They do not convergence 
like the QMC profile, because the GP-like projection was done using different renormalized a's .
In conclusion, since the effect of the potential detail is clearly observed in the kinetic 
energy, it can be observed experimentally in the momentum distribution. This suggests 
that in order to predict or reproduce experimental observation such as the momentum 
distribution, we need to have the precise detail of the potential, not simply the scattering 
length. Conversely, precise measurement of the momentum and spatial distributions of 
the gas can help deducing the optimal pseudopotential for use in the theoretical many-
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CHAPTER 5 
Attractive Interactions: Collapse of the 
Condensate
In this chapter, we study the interacting Bose gas with a purely attractive potential. 
This system receives much less attention in the study of interacting BEC than that with 
effectively repulsive interaction. In the presence of attractive interactions, the conden­
sate “shrinks” relative to the noninteracting BEC. In the mean-field picture, this increases 
the kinetic energy. This prevents the condensate from collapsing. However, the 3D con­
densate is predicted to collapse beyond a critical interaction strength or number of parti­
cles [70], where the increase in the kinetic energy can no longer compensate the gain in 
the interaction energy. At this point, the Bose-Einstein condensation can no longer exist. 
Specifically, the model potential, Eq. (2.8), is no longer valid, since the gas is in a very 
high-density regime. A BEC with an effectively attractive interaction can only exist in the 
inhomogenous Bose gas, where the kinetic energy can sustain an extended ground state; 
in the uniform gas, this mechanism is absent, and the condensate is always unstable.
The condensate state is considered a “metastable” ground-state, in that it is not the 
lowest-possible energy state. In the GP framework, the collapsed state is the lowest-
99
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energy state; however, both the collapsed and extended states are two valid solutions of 
the GP self-consistent equation. The condensate made of out 7 Li atoms with negative as 
has been realized [71], and the dynamics of growth and collapse of the condensate has 
also been observed [72].
A zero-temperature, mean-field GP calculation [70] estimates the collapse critical 
point at
(N  -  I K
a ho
-0.575. (5.1)
Note that this boundary forms a GP isoline. Stoof [73] predicts that the BEC transition 
is preempted by a first-order transition from the gas phase to a liquid or solid phase. A 
variational analysis [74] predicts that a high-density, droplet-like regime exists in this 
system, provided that the pseudopotential has a finite range and shape (i.e., not die S 
function).
Here we study the effect of many-body correlations in the transition between the “ex­
tended” and “collapsed” states as we increase the density (number of particles) and/or the 
interaction strength. We find is that the correlations cause an unstability in the extended 
condensate. The result of our study is summarized in Fig. 5.1, which shows the boundary 
of the parameter region where the non-collapsed condensate can (or cannot) exist. The 
bottom line is that QMC predicts an earlier collapse than GP. The gap between the QMC 
and GP collapse boundary lines grow as N  decreases, showing that the non-mean-field 
effect is large in the small N  regime.
The GP and QMC calculations are earned out on a 15 x 15 x 15 lattice, with a fixed 
trap lengthscale aho =  8546 A  and <7 =  0.35aho. Here we use the original Bose-Hubbard 
Hamiltonian, Eq. (2.13). We do not regularize the as used in the QMC calculation. How­
ever, we believe that this effect is relatively small for the range of the scattering lengths 
used, therefore this should not alter the physics described here. On this discrete lattice, 
the GP collapse happens when (N  — l ) |a s | <  0.494aho. The difference between this
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Collapse in 3-D: QMC Upper Bound (on log-log scale)
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N
FIG. 5.1: The boundary o f  the condensate collapse, as predicted by QMC and GP. The trap 
lengthscale is aho =  8546 A. We use a 1-5 x 15 x  15 lattice with c =  0 .35ahCl. The horizontal 
and vertical scales are logarithmic. Below  the boundary lines, the non-collapsed condensate can 
exist; above the boundary lines, only collapsed state can exist. Lines connecting QMC dots are 
to aid the eye only.
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isoline and Eq. (5.1) is due to lattice discretization, which dictates the cutoff momentum, 
and the form of the kinetic energy discretization . 1
The QMC collapse boundary shown in Fig. 5.1 is the best estimate, the upper bound, 
obtained using many QMC runs. The collapse is very easy to recognize, since it has a very 
large negative total energy. Finding the exact boundary, however, is a very tricky problem, 
since the QMC simulation is not as stable in the vicinity of the collapse boundary, where 
the condensate tends to collapse easily.
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FIG. 5.2: The snapshot o f  energy E  in a QMC simulation. This snapshot clearly shows the 
signature o f  a QMC collapse. We simulate 50 particles on a 15 x  15 x 15 lattice with c =  0 .35a lK(. 
Here, the interaction strength is a s =  —Q A 0 la ho/ ( N  -  1).
Another signature of the collapse in QMC can be found in the snapshot of the total 
energy measured during the simulation. Figure 5.2 shows the snapshot of E  measured 
using mixed estimator at different simulation times r .  After a short equilibration ( r  <
0.25 in the graph), there is a short period where the energy is positive, corresponding to
1A later study using the modified Hubbard Hamiltonian [Eq. (2.10)] confirmed that in the limit o f  c —► 0, 
the collapse isoline approaches —0.575aho, as expected.
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the metastable, non-collapsed condensate. However, this stability does not last long, an at 
r  ~  2.5, the overall condensate collapses. Since this collapse has a much lower energy, 
this collapse is not reversible. The length of the time interval where the “metastable” 
ground state exists depends on the interaction strength: the greater |a s | is, the shorter is 
this interval. This length, however, varies greatly from one simulation to another, even 
if all the parameters are the same except for the random number sequence. This shows 
that the fluctuations in the Monte Carlo simulation might have to do with destroying the 
metastable state in the simulation.
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CHAPTER 6
Discussions
6.1 Finite-Size Effect Analysis
Our calculations are performed in a finite set of basis obtained by discretizing the 
continuum on a lattice. There are two kinds of finite-size error in our calculation: the 
error due to a finite box size, r&, and the discretization error due to a finite c.
The error due to finite simulation box size is easily reduced by using large enough 
rb. Figure 6.1 demonstrates the point. In the 3D trapped boson calculations with 100 
particles, setting rb > 5aho is sufficient for as < 1 0 0 0  A. For calculations with large 
number of particles in the trap, we use r b — 7aho to allow simulations of large enough 
condensate without noticeable errors from the finite box size.
The lattice discretization, or the finite c, raises a more serious issue. Ideally, cal­
culations should be done at as small value of c as possible to converge the results to the 
continuum values. This parameter, however, is also coupled to the on-site potential that 
we use, which in turns strongly affects the detailed energetics of the system, as already 
shown in Chapter 4, Sec. 4.3.
To estimate the error made by lattice discretization, we consider the discretization
104
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FIG. 6.1: The effect o f a finite simulation box size ( rb). The test system is a 3D 100-particle 
gas with aho =  8546 A. The lattice constant is held fixed at c =  0 .583aho. On this scale, the 
energies are converged for 2 r b/ a ho > 8 .
errors in the GP calculations. GP uses a mean-field potential, which completely ignores 
the detailed form of the actual potential. It is therefore free from the “coupling problem” 
that we have with QMC. Since the GP self-consistent projections are also done in the same 
lattice as QMC, we can expect the finite-size effects to be very similar in both calculations. 
The discretization error in the GP calculations are observed to be very small in the range 
of c that we use. In fact, for trapped systems with lattices finer than 10 x 10 x 10, this 
error is almost negligible compared to the differences due to the correlation effects, as 
shown in Fig. 6.2. Both the GP and QMC total energies are essentially flat lines in the 
range 0.3 <  <? <  0.8. Note that we use the momentum-space representation of the kinetic 
energy. This level of convergence would not have been possible had we used the finite- 
difference form, as demonstrated in Fig. A.2 in the appendix.
Figure 6.2 also shows that the two-body potential for QMC calculations must be 
properly regularized. In the range of as and c values that we use, the regularization 
procedure always yields a higher a's value. Without regularization, we obtain a total 
energy that is lower than GP, but it is also overtly sensitive to the detail of the potential,
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which violates the universal law governing the BEC properties even at a very small gas 
parameter pa3s. This problem is caused by the lower actual scattering length as that enters 
the QMC’s Hamiltonian.
The regularization procedure, on the other hand, must not be applied to the GP 
Hamiltonian, since the interaction potential has already been replaced by a mean-field in­
teraction energy. In contrast, the regularized GP Hamiltonian does not properly converge 
to the continuum limit as ? —>■ 0. The lack of continuum convergence limit is explicitly 
shown in Fig. 4.14, where we show the reg-GP’s density profiles computed using the two 
different values of the regularized a's. Each of them corresponds to a specific value of c.
6.2 Limitations of the Simple On-Site Potential
The lattice discretization was originally introduced for several reasons: (1) to define 
a reasonable set of basis states for the QMC orbitals, and (2) to avoid the divergence of the 
“real” 5 potential especially in 2D and 3D [48,49]. As we have discussed in Chapter 2.2, 
Sec. 2.2.2, the 5 potential must be used with a caveat, namely that the short-distance 
contributions to the interaction have been “integrated out”, leaving us with a very simple 
form of effective interaction. The use of d function as the two-body interaction is valid 
for distances much larger than the effective range of the interaction, r e. In the momentum 
space, this is equivalent to having a cutoff momentum kc <C 1 / r e. One approach, which 
we also use here, is to introduce a lattice-discretized model in order to introduce the cutoff 
momentum and remove the ultraviolet divergence [50]. The 5 potential becomes tire on­
site potential on a lattice. In Ref. [50], the occupation {n^  is intentionally chosen to be 
large for use in the Bogoliubov-like framework. In our calculation, we use the condition 
that (nt) <  1 in order to exhibit the many-body correlations to the fullest.
While the discretized Hamiltonian allows us to do carry out calculations, the on-site 
form of the interaction has an outstanding shortcoming. The most important problem is
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that it tightly couples the detailed form of the potential to the discretization parameter. 
When we vary ?, we effectively vary both the cutoff momentum and the potential’s form 
at once. This introduces a subtlety in the interpretation of the calculation results, espe­
cially as we try to extrapolate the predictions of this model to the behavior of the gas 
in the continuum limit, i.e. in the limit of —■> oo and ^ —» 0. From Fig. 6.2, we see 
that the effects of lattice discretization are small compared to the differences arising from 
the correlation effects. This leads us to believe that the change of physics in Figs. 4.12 
and 4.13 is largely due to the difference in the form of the interaction potential. That 
being said, however, there is no way to verify this statement within the Hubbard Hamilto­
nian. To firmly establish this matter, we have to decouple the cutoff momentum k c from 
the detailed form of the potential (which, for sure, excludes the on-site potential already 
employed here), and do calculations at several kc values. Ideally, the physical results of 
the calculation must not depend on the cutoff momentum—a well-known requirement in 
field-theoretical methods. Since the mean-field GP does not take into account any corre­
lations, the small finite-size effect shown in Fig. 6.2 might reflect only the small <; depen­
dence on the mean-field level only. Interactions between higher momentum states, which 
can be important for the correlation effects, may be excluded by the Hubbard Hamiltonian 
itself.
The true 5 potential does not have an intrinsic cutoff in the momentum space, apart 
from kc introduced by the lattice. The momentum-space interaction strength,
does not fall off to zero for large momentum transfers |q |. In fact, it is uniform for any 
|q |, which is unphysical in the limit of jqj —> oo.
We would like to re-emphasize here that the ultraviolet divergence of the 5 potential 
in the continuum limit is not resolved by simply discretizing the potential on a lattice, 
applying the regularization procedure abovementioned, and taking the limit of c —» 0 .
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As we have seen in Chapter 4, the detail of the potential affects the detailed ground-state 
energetics at any as value [17], which becomes more and more prominent for smaller c. 
This, of course, contradicts the initial assumption of the 5 function potential as a shape- 
independent approximation of the actual interaction potential. It is easy to see that in the 
limit of <r —> 0, the gas is trivially noninteracting in the exact many-body picture [15], 
since the range of the interaction potential is zero. In addition, Eq. (2.14) shows that the 
“bare” a's in 3D and 2D is zero in this limit.
Our analysis above shows the inadequacy of the simple <5 potential for many-body 
simulations. The on-site potential is too limited for us to obtain precise numerical predic­
tions, although it is already useful to gain physical insights into the many-body aspect of 
the Bose gas system. A better solution is therefore to use a better form of the two-body 
interaction that has an intrinsic cutoff in the momentum space (i.e., it falls off rapidly to 
zero at large |q|), which is not coupled with the cutoff momentum k c used in the calcu­
lation. Nevertheless, the on-site potential has its own advantages, namely that the QMC 
calculation is very simple and very fast. Even with such a simple model Hamiltonian, we 
have been able to obtain good agreement with numerous prior studies on the BEC ground 
state.
6.3 Bias Due to Phaseless Approximation
The phaseless approximation, as demonstrated by the benchmarks in Secs. 3.8.3 and 
3.8.4 of Chapter 3, gives an excellent approximation to the true many-body ground state 
for weak to moderate interaction strengths. Nevertheless, it remains an uncontrolled ap­
proximation to the true Monte Carlo simulation. Systematic deviation on the computed 
observables is expected. To date, there has not been any reported study about the extent 
of the phaseless approximation error. In addition to the error already made in altering the 
random walk process, there are two sources of error related to the phaseless approxima­
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tion, which we discuss below.
6.3.1 Errors Due to Finite At
The finite value of time step A t  causes a sytematic error (usually termed Trotter 
error) due to the Trotter-Suzuki decomposition in Eq. (3.6). In addition, a finite A t 
also incurs an additional error when the phaseless approximation is used. The origin 
of this error can be traced from the effect of phaseless approximation. When we apply 
the stochastic propagator B (x  -  x)  to a walker \<p) and update its correponding weight 
w0, the weight accumulates a nontrivial complex phase AO from the complex prefactor 
W (x, o'). The amount of this phase rotation is roughly proportional to the time step A t . 
In the phaseless approximation, we suppress this rotation by projecting W (x , (f>) to its 
positive real part only. This follows from the observation that in the limit of A t  —> 0, the 
phase rotation also vanishes. The loss of Monte Carlo signal, arising from the uniform 
distribution of in the complex-phase plane, is therefore eliminated. In a phaseless 
QMC calculations, large A t  values will inevitably cause many walkers to be killed in the 
simulation, since they rotate by large angles |A0| >  7t / 2  in a single propagation step. 
This leads to a large loss in the population over time. Although this can be compensated 
by the population control, it leads to a high branching rate in the Monte Carlo simulation. 
This is especially detrimental in the back-propagation estimator. With a high branching 
rate, only a very few walkers in |<E»0) are connected to the back-propagated orbitals {|r/}} 
which represent (U/T| exp ( — rbpH ) in Eq. (3.46). At as >  500 A, for example, we even 
observe that only 5% of the walkers contribute to |<f>0) in the back-propagation estimator. 
Such unbalanced back-propagation estimates have very large variances, although, unlike 
the unconstrained QMC, they do not grow with the simulation time. In any case, this 
forfeits the benefit of importance sampling. (As a side remark, the short, unconstrained 
QMC runs at as =  500 A  do not suffer from unbalanced back-propagation estimates.
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About 75% of the walkers still contribute to the back-propagation estimator.)
From the practical point of view, this problem severely limits the A t  to very small 
values, and in most cases, A t  is so small that the systematic error due to Trotter decom­
position itself is smaller than or comparable to the statistical error. This poses a serious 
problem in the large as regime, where we have to use ever-smaller A t.  This is not always 
possible, since such calculations would take a very long time and an enormous amount 
of memory. As an illustration, it is not uncommon for the back-propagation process to 
consume 2-10 GB of memory for a 20 x 20 x 20 lattice.
These unusually large phase rotations are not necessarily a universal characteristics 
of the phaseless approximation, although it will inevitably happen for any systems if A t 
is chosen to be arbitrarily large. This “feature” is largely due to the form of the Hubbard- 
Stratonovich (HS) transformation that we use. It can be understood if we examine the 
form of the resulting HS operator. For a positive U, it is a product of operators of this 
form:
exp iV A r U  (xi — x t) (6.1)
Consider the first step in the ground-state projection, which for the purpose of this dis­
cussion can be taken to be the application of the HS operators to the orbital \<p) =  | ^ T). 
The trial wave function is real, since it is obtained from a GP self-consistent projection. If 
we neglect the force bias for a moment, then the effect of this operator is simply adding a 
complex phase to the i-th  row of the orbital \(f>). Repeating this procedure on all the rows 
in the orbital matrix, the net effect to the overlap ('kT|<//) is roughly a phase rotation. This 
rotation angle is roughly proportional to \ /A t  U. This also explains why the rotation (and 
the bias due to the phaseless constraint) is severe on systems with large U values, as is 
noticeable from the size of the errorbars.
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6.3.2 Errors in Back-Propagation
The phaseless constraint not only alters the projection in the forward direction re­
sulting in a stochastic realization of the approximate ground-state wave function |$ q), 
it also causes systematic bias in the back-propagation estimator. As shown in Chap­
ter 3, Sec. 3.5.2, the estimator relies on the fact that the stochastic representation of 
exp( —r bpfT) is identical to its hermitian conjugate, [ e x p ( - r bp/ i j j  \  and therefore can 
be applied to the left-side wave function in matrix elements in order to “relax” {'Tx | to 
the ground-state wave function:
{^t I exp( —r bpiT) =  <4>0| ■
This rigorous equivalence no longer holds in the presence of phaseless constraint, since 
it breaks the symmetry between the forward and backward propagations, as it is also the 
case with the constrained-path QMC [39]. Nevertheless, we have demonstrated in the 
benchmarks in Secs. 3.8.3 and 3.8.4 that this estimator yields a good approximation to 
the exact ground-state observables.
With regard to the back-propagation errors, we have been able to observe a consistent 
trend in the systematic bias. If we examine the phaseless benchmarks against the exact, 
unbiased results shown in Tables 3.3 and 3.5, they all show the same qualitative behavior 
for this particular Hamiltonian:
1 . the trap potential ( V t r a p )  is overestimated, and the density profile from phaseless 
QMC is too extended compared to the exact answer, and
2. the kinetic energy (T) and interaction energy (t^®) are understimated.
These errors seem to be larger the strongly-interacting regime. They might account for 
excessive bend to the interaction potential shown in Figs. 4.2 and 4.7 for large as parame­
ters, which is very difficult to verify, as the unconstrained QMC is virtually useless in this
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regime. We emphasize that these trends in the back-propagation errors do not necessarily 
hold for any Hamiltonian.
At this juncture, we may question the validity of the upturn of the kinetic energy at 
large as shown in Fig. 4.7 for a trapped Bose gas. We may justify this upturn by comparing 
the phaseless and unconstrained QMC energies in Table 3.5. At a large as =  500 A, the 
phaseless approximation lowers the kinetic energy compared to the unconstrained result. 
This trend is observed consistent for all as values. Therefore, the kinetic energy upturn 
is a valid physical phenomenon in the trapped Bose gas systems as we increase as. This 
upturn is actually underestimated in the phaseless QMC calculations.
The most fundamental question remains to be answered: we need to find ways to 
improve our method with a view to reducing, or altogether eliminating, the phase problem. 
This is tire long-term goal of our research and development of this QMC method.
6.3.3 Insensitivity to the Trial Wave Function
We have shown in Sec. 3.8.1 that the QMC results is independent of the input trial 
wave function <PT. This also holds in the presence of the phaseless approximation to a 
large degree. Note that, strictly speaking, this approximation imposes a constraint based 
on the overlap (T t |<;6 }. Each in principle has a different constraining properties, and 
thus the phaseless systematic bias may vary according to the trial wave function. In our 
calculations, we observe that this dependence is very weak, if any. Presumably this is 
because the trial wave function is real and nodeless.
6.3.4 Variational Principle and Phaseless QMC
Our QMC total energy is always be lower than the trial energy computed with the 
trial wave function (which is the “wrong” GP wave function with the renormalized 
a's > as). However, the strict variational principle, that our QMC total energy is always
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higher than or equal to the exact total energy, is not guaranteed in the presence of phase­
less approximation [41]. We even observe this bias with the as =  500 A results shown 
in Table 3.5. Albeit the absence of the strict variational principle, the computed total en­
ergy is still an excellent approximation of the true ground-state energy, as shown in the 
benchmarks.
6.4 Computing
Because of the structure of QMC as a superposition of GP projections, our method 
scales gracefully with system size. As discussed in Chapter 3, Sec. 3.7.1, the bulk of 
our method scales as 0 ( M  log M ), with the significant speedup from using fast Fourier 
transform. For example, the 1024-site QMC calculation shown in Table 3.2 took about 4 
h on a single 667 MHz Alpha EV67 processor to get good statistics, with very conserva­
tive choices of A t  and other convergence parameters. It required about 1 .3 gigabytes of 
memory, largely because of back-propagation path recording. In contrast, treated fully, 
the latter problem would mean the diagonal!zation of a sparse, Hermitian matrix contain­
ing ( 8  x 104 1 ) 2 elements. Although this can be reduced by exploiting symmetries, exact 
diagonalization of this problem is clearly not within reach with computing capabilities in 
the foreseeable future.
The most demanding part of the QMC algorithm is the storage requirement in record­
ing the paths for back-propagation estimator. This memory requirement, for boson cal­
culations, scales roughly as 16 x M  x N wikr x n bp. Here we assume a complex-valued 
wave function (which gives the prefactor 16). M  is the number of single-particle basis 
states, which is also the number of the auxiliary fields to be recorded. n b is the number 
of steps in the back propagation. For example, on a 20 x 20 x 20 spherically-truncated 
lattice, M  is 4166. With 150 walkers and 800 steps in the back-propagation process, one 
calculation for as =  600 A requires about 4.2 GB of memory for storing the paths. This
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is smaller than the estimate above, which yields 8  GB, since the branching rate is very 
high in this particular simulation. Such a long back-propagation length is needed since 
we use a very small A t  for reasons given in Sec. 6.3.1 above. To make the calculation fit 
on a computing node, we store part of these paths on a disk file. This inevitably penalizes 
the code performance. A better solution is to parallelize the code, which is yet to be done 
for our current code. This would distribute the walkers and the paths on many nodes, thus 
each node bears only part of this memory burden.
We typically use hundreds of walkers in our calculation. The stochastic nature of 
QMC means that the number of walkers fluctuates due to branching and killing of walkers 
with very large and very small weights (see Chapter 3, Sec. 3.3). The population therefore 
must be controlled to ensure that it does not grow or decay too much, and that the walker 
weights have a reasonable distribution. Our method to control the population is similar to 
that discussed in Ref. [54],
We comment on tire effect of the number of particles, N , on computational scaling. 
Because of the use of IOR, the algorithm appears as if it only involved a single particle. 
This is not true, of course, since both the shift ft* and the local energy scale with N  (see 
Appendix B). As a result, a smaller time step must be used for larger N . The above 
argument suggests that A t  scale roughly as 1 /N , which we have used as a guideline in 
our calculations to select the range of A t  to use. Extrapolations with separate calculations 
using different A t values are then carried out.
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Conclusion and Outlook
We have presented a new auxiliary-field QMC algorithm for obtaining the many- 
body ground state of bosonic systems. This method, which is based upon the field- 
theoretical framework and is in principle exact, provides a means to treat interactions 
more accurately in many-body systems. Our method shares the same framework with the 
mean-field GP approach, but captures interaction and correlation effects with a stochastic 
ensemble of mean-field solutions. Our method is capable of handling large systems, thus 
providing the possibility to simulate system sizes relevant to experimental situations.
We have illustrated our method in trapped and untrapped boson atomic gases in one, 
two, and three dimensions, using a real-space grid as the single-particle basis which leads 
to a Bose-Hubbard model for these systems. We have demonstrated its ability to obtain 
exact ground-state properties. We have also carried out the GP mean-field calculations 
and compared the predictions with our exact QMC results. We expect the method to 
complement GP and other approaches, and become a useful numerical and theoretical tool 
for studying trapped atomic bosons, especially with the growing ability in experiments to 
tune the interaction strengths and reach more strongly interacting regimes.
In this dissertation, we have also employed the QMC method to study the ground
116
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state of interacting Bose gases in 3D. We observe the effect of correlations in the detailed 
energetics and density profiles, especially at large scattering lengths a3. Many-body cor­
relations in Bose gases tend to increase the kinetics as a means to reduce the interaction 
energy due to interparticle repulsions. In the trapped gas, these correlations result in a 
more expanded density profile compared to the mean-field prediction. Here, the corre­
lation effects also alters the momentum distribution of the gas, resulting in the enhanced 
occupation of the low- and high-momentum states. We also notice the importance of 
the detailed form of the potentials to the properties of the Bose gas, even in the weakly- 
correlated regime. Precision measurement of the density and momentum distributions can 
help revealing the structures arising from these many-body correlations. These experi­
mental results would provide a valuable and critical guidelines to attain better theoretical 
understanding of the interacting Bose gas systems. They are also useful in deducing the 
shape of the optimal pseudopotential to be used in theoretical calculations.
In this work, we have also seen several limitations of the method we currently use:
1 . the coarse lattice limits the resolution of the density and momentum distributions;
2 . the detail of the potential, which has non-negligible effects, is tightly coupled to the 
lattice discretization parameter; and
3. the phaseless approximation breaks the exactness of the QMC algorithm for repulsive 
interactions. For strongly-correlated regimes, where the interesting many-body 
physics remains to be seen, the effect of the approximation must be studied more 
carefully, and the reliability of the method is less well-established.
While problems ( 1 ) and (2) already have clear answers, i.e. using a better choise of basis 
states and a better, more realistic potential form, the third actually represents a long­
standing problem in any quantum Monte Carlo method. Finding better approaches to 
control phase problems (and also the related sign problems) is one of the most outstanding 
problems in computational physics.
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We have shown that our method as it stands can be very useful for moderate inter­
action strengths. For moderately strong interactions, the phaseless approximation [41], 
which eliminates the phase problem but introduces a systematic bias, can be used for 
scattering lengths close to Feshbach resonances. However, in the strongly-interacting 
regime of the gas, there are several issues which may affect the reliability of the current 
phaseless approximation. It is worth noting that this research represents the first to extend 
the back-propagation for use with the phaseless QMC simulation to compute observables 
other than the total energy. Because of the simplicity of these bosonic systems compared 
to electronic systems, they provide an ideal testbed, where for small sizes the problem is 
readily solved by exact diagonalization.
In future, there are many aspects of the interacting Bose gas remaining to be in­
vestigated using the many-body QMC method developed in this work. For example, we 
can study vortices in rotating condensates. It would seem straightforward to generalize 
our present framework to study rotations and vortices, since we are already dealing with 
complex propagators and wave functions in the repulsive case. We can also extend our 
method to study multi-species Bose gases, Fermi gases, or Fermi-Bose gas mixtures. In 
addition, we can also study the condensates in different dimensions (ID and 2D), and 
under different conditions (such as anisotropic traps).
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APPENDIX A 
Derivation of the Bose-Hubbard 
Hamiltonian
A.l Discretization Procedure
In this appendix, we detail the discretization procedure of the real-space Hamiltonian 
of Eq. (2.9),
H =  J d 3r $ ( r )  ^ ( r )
+  \ • 47r^  ' / d3r 1 y *^3 r 2 ^ t ( i ‘i) 'i/ ;t( r 2 )A (r-L — r 2)v 3 (r 2) ^ ( r 1) (A .1 )
= K  + V2B.
The real-space field operators satisfy the usual bosonic commutation relation,
[-0( r ) , ^ t (r')]_ =  <5(r -r ' ) ,
(A-2>
bP (r), '^(r7)]- = 0 .
We now put the system in a d-dimensional hypercube of side 2r b and apply the Bom-von 
Karman periodic boundary condition. We choose rb to be large enough so as to reduce the 
boundary effects. (We have verified this in the discussion, Chapter 6 .) We now discretize
119
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the d-dimensional hypercube into an L d lattice. This gives a lattice spacing of
We enumerate the real-space sites using an integral index i (and also j ,  when two distinct 
indices are needed), where each index runs from 1 through L d. The coordinate of the i-th 
site is given by r,,, which for convenience is defined as the center of the 2-th cell. Fig­
ure A .l illustrates how we truncate and discretize the real space in ID. We also illustrate 
here the amplitudes of an orbital of a wave function <p.
box extent oc
0 0 0_
4
- o — -o---
L' 1 'L32 51
lattice site index (i )
FIG. A .l: The real-space discretization truncation scheme. Here we use a l-D  lattice and dis­
cretize the trap into seven sites. The sites marked with 1' and L '  belong to the supercell copies 
o f the original lattice itself due to the periodic boundary condition. The trap is truncated at the 
fractional lattice “indices” 0.5 and 7.5.
We now introduce the creation and destruction operators on the lattice , 1
Ci =  <;dl2i>(vi)
These operators satisfy
(A.4) 
ct =  .
[co 4 ] -  i
(A.5)
fe,cv]_ = 0 ,
:The field operators have the same dimensionality as spatial wave functions, i.e., (length) d!2. To make 
the site operators dimensionless, w e add the prefactor s d ' 2 here.
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which can be verified by noting that the Dirac delta function is translated into a “scaled” 
Kronecker delta,
1 (A.6 )
In effect, we “average” the (continuum) field operators in a cell into a “site operator”. 
The density operator, for example, is now defined for the site points, and is related to the 
real-space densi ty operator via an approximate relation
c \ c i  ~  /  d d r ^ t ( r ) ^ ( r )  ■J A n
(A.7)
To discretize the kinetic energy, which contains a Laplacian operator, the simplest 
way is to use the typical finite-difference approximation of the second derivative,
d2f {x )  f { x o +  Ax) -  2 /(x 0) +  f { x o -  Ax)
d x 2
+  0 {  A xJ
( A x ) 2
Here we treat the field operators as if they were numbers. Using this, the Laplacian is 
approximately given by
1 d
V ^ ( r )  «  — ^  ^ ( r  +  dcj) -  2 ^ (r)  +  y ) ( r - Q q )  . (A.8 )
** j=i
on the lattice. Here x; is the unit vector in the Lth dimension. Hence, we get the dis­
cretized one-body operator
K
h2
2m,d2 
h2 r
i=i
— 2 ^ ( r  +  SX-i) -  2tfi(r) +  U (r -  o q )  +  \m to lr2& ( r )^ ( r )
~  E  ) - 2mc2 L E  C* W  “  2 d c!aciaj +  ~  r 0 |2c ic i(J } . (A.9)
i  (  ;gNN(j)
Here r 0 is the coordinate of the trap center. The two-body potential is discretized into
1 A ira.K 2
2B 2
1 4 i r a s h 2
2  m ?*1
E ^ ia Cia ^ ia ^ ia
V  (c f C. Cf C- - C 1 C./  j  \  la  icr ia  la  la  la (A. 10)
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Now we define a “reduced” unit system where we set h =  m  =  1 throughout our 
calculation . 2 Therefore, the energy has the unit of (length)-2. There are three constants 
that enter into the Hamiltonian,
The quantity aho is the harmonic oscillator length scale, defined as y^h/muiQ . We remind 
the reader that for QMC, it is the regularized a', that must enter into the definition of U in 
Eq. (A. 12), as discussed in Chapter 2, Sec. 2.2.3.
The result of the discretization process is the Bose-Hubbard Hamiltonian as a model 
for an interacting Bose gas,
This Hamiltonian has the same form as the famous Hubbard model used in superconduc­
tors and optical lattices. The difference lies in the “tuning” of the t, and U (and k) values 
to make the Hamiltonian correspond to the actual Bose gas parameters in continuum—not 
on a lattice.
The kinetic operator in Eq. (A. 14) has a very slow convergence to its continuum 
limit as ? —> 0, as shown in Fig. A.2. This is due to the fact that the dispersion relation
2This is analogous to “Hartree” convention in electronic structure calculations, except that here w e set 
m  instead of electron’s mass to unity.
1 (A. 11)
(A. 12)
(A. 13)
(A. 14)
A.2 Modified Kinetic Energy
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of the kinetic energy (the eigenvalues of the kinetic Hamiltonian— see Appendix C) does 
not follow the continuum dispersion relation at higher momenta. We can significantly 
improve this by expressing the discretized kinetic energy operator in the momentum rep­
resentation. Besides reproducing the continuum kinetic energy spectrum more faithfully, 
this improves significantly the convergence of the observables to the continuum values.
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FIG. A.2: Convergence o f  GP observables with the number o f  sites per dimension L.  On the 
major panels are the total and kinetic energies. To show that the change in the total energy is not 
solely due to the kinetic energy, w e show the variation in the interaction energy in the inset. The 
testcase parameters are a a =  120 A, aho =  8546 A, and 2r b =  7.009aho.
The field operators in the momentum space are related to the real-space operators 
through
^ k ) =  (2 ^ p 7 5  /  < M (r )e<k'r ; (A. 15a)
E  £ (k )e_<k'r • (A. 15b)
The Bom-von Karman periodic boundary condition restricts the values for the momen­
tum coordinates k  =  ( k j , ..., kd) to k  — n n i/rb, for I =  1 . 2 ..... <2 , and n-i are integers in 
the range -  [ L j2J < nj < [A /2J. We will use the index q -= 1 ,2 ..... L d to enumerate the 
points in the momentum space, where k q is the momentum vector of the q-lh point.
Using our notations, the kinetic Hamiltonian in the momentum space representation
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is given by
^  ^  5 ^ k V f (k )0 (k ) , (A. 16)
k
where k  sums over all the (discretized) momentum coordinates.
The creation and destruction operators on the lattice’s momentum space is the same 
as the field operator above, thanks to the periodic boundary condition:
L
bq == <p( k 9) e ik‘1'Tici
i = 1 
L (A. 17)
e-ikr n J
i=l
which satisfy the same commutation relation as in Eq. (A.5).
The discretized Hamiltonian with an improved kinetic operator is
2  V?q
+ f e c k  -  c k
r o l k k
(A. 18)
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APPENDIX B
Identical-Orbital Representation
In fermion calculations, we must use an M  x N  matrix to represent a determinant, 
because the orbitals must be mutually orthogonal. In the boson case, however, this restric­
tion is absent. The most general form of a many-boson permanent is expensive to com­
pute, having complexity of O( NMl ) .  But we can choose to make all the orbitals identical. 
In matrix language, we will have only an M-row column vector. We will term this rep­
resentation the identical-orbital representation (IOR). Each many-boson wave function 
in IOR has the form of a GP mean-field solution. Two conditions are necessary for this 
choice to be viable in the QMC, namely that an initial trial wave function of this form is 
allowed and that successive projections preserve the form. The only requirement for the 
former to hold is that the wave function in IOR not be orthogonal to the true many-body 
ground state, and it is straightforward to show that Eq. (3.14) holds for a |<f>) in this form. 
More complex wave functions can always be generated by a linear combination of such 
wave functions. In fact, this is what we accomplish through our Monte Carlo simulation.
In operator language, a single iV-boson wave function \<p) is given by
W  = p f i - 4 ' \ o )  = ( p ) N\o) (B.l)
N
where $  =  c ^ Q. In matrix form, \<p) would be M  x N  matrix d> whose columns are
125
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identical. The overlap of two such wave functions is given by
126
{ib\<f>) =  per (t/>T • 4>)
(B.2)
=  ■ <f>)N ,
where the boldface symbols tf) and <j> represent the single-column vectors for -ip and (j), 
respectively. Similarly, for any one-body operator A,
{tp\A\<f>) =  N \ jV(V>f • A • tf>)( . <j>f- 1 ; (B.3)
where A is the matrix for A. The matrix element of a quartic (two-body) operator is given 
by
i ^ b i b i b ^ )  =  n \  n ( n  - 1 ) r a r 0 < t> M ^  ■ ■ ( B - 4 )
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
APPENDIX C
Implementation of Kinetic Propagator
We have been working exclusively on a discrete real-space basis. But we note that 
operators like the momentum distribution and kinetic energy are diagonal in the momen­
tum basis representation. In addition, we can gain a significant speedup in the evaluation 
of the one-body propagator if its kinetic part exp( —|A r T )  is applied in the momentum 
space, where T  is the kinetic energy operator. In this section we develop the mathematics 
to deal with the transformation between the momentum and real-space representations.
C.l Kinetic Energy in Momentum Representation
Let us begin with a continuous real space with period 2rb, as assumed in Chap­
ter 2. For simplicity, we work in one dimension, as generalization to higher dimensions 
is straightforward. Because of the periodic boundary condition, the momentum space is 
discretized according to
kq =  2 ^  ’ (C1) 
where q is an arbitrary integer, —oo < q < +oo.
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The momentum-space field operators1 =  tp(q) is related to the Fourier trans­
formation of the real-space fields 4> (r) by
0{q) =  — L= [  d r $ ( r ) e i2wqr/2r'>; (C.2a)
V ' J
4{r)  =  - 2 =  '£ 'e ( q ) e - a ’"‘r,,r'  ■ (C .2b)
V 2?fe g
Similar formulas hold for the creation operators. Expressed in terms of the momentum- 
space fields, the second derivative of a real-space field is
V?-Kr) = - ^ = E ^ « ) ( S f ) 2-=-2^ .
and therefore the kinetic operator is given by
r = - l  J  d r f t t f V t y i r )
“  f  j f ‘ * | - E  ( I f )2 e- 2' (#- 4>/2-‘ -
Noting that j ^ b dr e~l2,r(«“ 9 ')r/2r6 =  2rb5q<qi, we have
Q
Because our real space is discretized into an L-point lattice, the q values are bounded; 
they can only be integers such that — [L/2J <  q < [L /2 j. Finally, here is the kinetic 
energy for a general d dimension, expressed in the momentum representation (which is 
diagonal, as expected):
T  =  I E  M  V W O O  =  t E  (1^)" bl K  ■ (C .3)
k q
In the last equality, we use Eqs. (A.3) and (A. 11) to make the dependence on the Hubbard 
t parameter explicit.
1 We sloppily interchange the k  and q arguments, since they correspond to each other in a one-to-one
manner.
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C.2 Kinetic Propagator in Momentum Representation
The application of the kinetic propagator in the momentum space is straightforward. 
The real-space wave function is translated into its momentum-space equivalent by means 
of Fourier transformation. The propagator exp( — |A t\F ), which is diagonal, is applied 
to this wave function. It is then translated back to the real-space representation.
Again, here we work out the ID case only, since extension to a general dimension
d is trivial. In the discretized space, an IOR iV-boson wave function (see Chapter B) is
given by
w  =  ( x > d ) i ° > -  <c -4>
Mathematically, we can use a column vector
( < k  h  ■■■ <Pl ) T
to denote this wave function. Its momentum-space alternative representation is given by
|0> — (u  i u>2 ■■■ lol)T , (C.5)
where
r -  L
=  <C 6 >
3=1
The following equations define the algorithm to apply the exp ( -  |A r T )  operator in 
momentum space:
L
(C.7a)
3 =  1
tOg <- exp A rt(2-nq/L)2] ujq ; (C.7b)
L+i/2J
^ =  4 i  E ^ ”'L- (c.ic)
q = [ —L / 2 \
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Fast translation between the real and momentum spaces are possible thanks to fast Fourier 
transform algorithm. In our code, we use the portable FFTW library [75]. This scales 
roughly as O(Ll ogL) .  The core propagator itself, Eq. (C.7b), scales only like O(L).  
Thus, in d dimensions, the overall scaling is roughly 0 ( L d log L d), where the scaling 
matters.
In our program, we actually use the second-order splitting,
e x p (-± A riF )  «  e x p ( - |A r f )  e x p ( - |A r F trap) e x p ( - | A r r ) . (C.8)
We can swap the location of T  and Vl[a!l above for an additional speed gain.
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APPENDIX D
Droplet correction
D.l Correcting the Density Broadening
To handle the droplet system given by the translationally invariant Hamiltonian in 
Eq. (3.58), an extra ingredient is necessary in addition to the “basic” QMC algorithm 
that we have described. In a deterministic calculation, for example in GP, the motion 
of the center of mass (c.m.) can be simply eliminated by fixing it at the origin, as in 
Eq. (3.59). In the QMC calculation, however, the orbitals fluctuate as they are propagated 
by 13(x — x), where the random fields x  are drawn from a Gaussian probability density. 
Random noise will inevitably cause the c.m. of the system to slide, undergoing a free 
diffusion whose average position is the origin.
Left unchecked, this spurious c.m. motion will lead to an artificial broadening of 
the density profile. To correct for it in the density profile, we could simply shift the 
c.m. of every walker back to the origin when measuring the density profile. However, the 
importance-sampled propagator involves ratios of overlaps with the trial wave function 
('I/T|())i}, which would have to be corrected in the random walk whenever a shift is made.
Our solution is to let the trial wave function slide along with the walkers. In other
131
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words, we rewrite the kinetic energy operator as
f  = f cm + r y (D .i)
where Tcm represents the c.m. kinetic energy and T ' the internal kinetic energy in the 
c.m. frame. The total Hamiltonian is given by
H  = f cm + f '  + V  = f cm + H '. (D-2)
The quantities that we wish to compute are governed by tire “internal” Hamiltonian H'. 
Since V  involves only relative coordinates among the particles, it commutes with Tcm; or 
more generally,
[Tcm, f f ' ] = 0 .  (D.3)
In this way, the importance-sampled QMC propagation is determined by H'. The motion 
of the c.m. in each walker is a separate free diffusion which is governed by Tcm. For 
consistency, the trial wave function must also follow each orbitals in the back-propagation 
phase.
To obtain the density profile in the c.m. frame, we must re-center each orbital with 
its “attached” trial wave function to the center of the simulation box, then average the 
contributions from all the orbitals. Note that the recentering of each orbital-'IQ pair can 
be done at any time in the simulation (except, of course, within a Monte Carlo step defined 
in Eq. (3.23)), since the overall motion of the orbitals is irrelevant.
To implement the sliding trial wave function, we note the following fact: Letting the 
trial wave function to “follow” the c.m. of a QMC orbital has the same effect as “shifting” 
the QMC orbital in the opposite direction so that its c.m. is always at the center of the 
simulation box— where the c.m. of the trial wave function also is. This c.m. correction 
must be done after the orbital is updated according to Eq. (3.23a), but before its weight 
(overlap) is updated [Eq. (3.23b)].
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D.2 Separating the Center-of-Mass Kinetic Energy
The moving trial wave function, however, poses a problem for the calculation of the 
kinetic energy. Now the orbitals are free to slide, and the diffusive motion of the orbital’s 
c.m. is no longer suppressed in the laboratory frame. When we use the usual t  term in 
the Hamiltonian in Eq. (2.13) to compute the kinetic energy, we obtain the total (T ), in 
which Tcm =  {Tcm) and the desired (T') are mixed. This leads to a spurious increase 
in the estimate of the kinetic energy and consequently the total energy, as shown in Ta­
ble 3.2. Since we know the nature of the c.m. motion, it is fairly straightforward to extract 
Tcm and explicitly subtract it from the kinetic and total energy estimates. Allowing the 
droplet to freely slide in the calculation is equivalent to having a spurious “propagator” 
exp^—A rT cmj , whose effect on the wave function for the c.m. is described by the diffu­
sion equation
_ 9 < K c„ ( R . t ) =  T )  ( D  4 )
It is a well known property of such a diffusion process that the averaged squared distance 
(R 2(t )) grows linearly with the (imaginary) time r ,
(R 2(t))  = b r . (D.5)
We can obtain b by recording the quantity (R 2(r)) for a period of time in the QMC simu­
lation. The constant b is linearly proportional to Tcm. More specifically, the c.m. Hubbard 
hopping parameter t cm can be extracted from 6,
t cm =  6/2 . (D.6)
This gives us the correct kinetic and total energies,
{ ? )  =  (1 -  ^ ) ( f ) ,  (D.7a)
( £ ')  =  <T'} +  (C2B) ■ (D.7b)
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To conclude, there are two necessary modifications in the QMC algorithm in order 
to treat quantum droplets:
1. We let the trial wave function effectively “follow” the QMC orbitals, by defining its 
c.m. according to that of each QMC orbital.
2. For each orbital, we accumulate all the applied c.m. shifts in order to estimate (R 2( r ) ) . 
This gives us the fraction of c.m. shifts kinetic energy through the constant t cm.
D.3 Discrete Droplet Correction
The results shown in Chapter 3, Sec. 3.8.2 demonstrate that QMC with the droplet- 
correction algorithm recovers the desired quantities in the center-of-mass frame. There is 
a minor issue associated with the first step of the droplet correction, however. The QMC 
orbital shift is actually a continuous quantity, since its c.m. is not limited on the lattice 
coordinates. In practice, however, we discretize the orbital shift, since our wave function 
is discretized on a lattice.
There is a small error associated with discretizing the orbital shifting. It is especially 
manifested in the QMC density profile, in that it is not exactly tracing the exact (analytic) 
profile within the errorbar, even in the limit of A t  —> 0. In addition, part of this error 
might actually come from the finite-difference approximation of the kinetic energy, since 
it converges rather slowly to the continuum limit. The solution would be to simulate with 
a finer lattice—although this is not necessarily practicable—-and/or using the k 2 form of 
the kinetic-energy dispersion.
Another possible solution is to allow the shift to be “continuous”, by interpolating 
the shifted wave function when the shifting distance is not integral in the lattice unit. This 
idea has not been tested; and there might be issues arising from such an approach, since 
this interpolation might bias the otherwise exact QMC.
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APPENDIX E
Population Control in QMC
This appendix is dedicated to population control and other techniques employed in 
our QMC method to enhance the efficiency of the Monte Carlo sampling.
Our calculation employs a collection of random walkers to sample the auxiliary- 
fields. Random sampling would inevitably cause fluctuations in the population, where 
some walkers would dominate in the measurement, while some other give very little con­
tribution. This situation, if not remedied, results in large variances in the measured quan­
tities. One key improvement comes from importance sampling described in Chapter 3, 
Sec. 3.4,-where a force bias is added to “guide” the random walk process so that the 
region that has large contribution in the measurement is sampled more often. Nonethe­
less, this will not completely eliminate the population fluctuations. An ideal situation, 
which we want to achieve, is one in which the walkers contribute roughly the same in the 
measurement.
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E.l Branching and Killing Mechanism
To increase sampling efficiency, a branching-and-killing mechanism is employed 
so that the walkers have roughly the same weights. It has two controlling parameters: 
MinWeight and MaxWeight. Its purpose is to maintain the weight of the walkers to be 
roughly unity. Therefore, MinWeight <  1 and MaxWeight > 1.
This mechanism works as follows:
•  When a walker’s weight |itij exceeds MaxWeight, it is split into n  =  [|u>ij +  walk­
ers with equal weight Wi/n  each.1 Here £ is a random number drawn from a uniform 
distribution [0,1), and [A\ refers to the “floor” integer of A, i.e. the largest integer that 
is smaller or equal to A.
•  When the weight is smaller than MinWeight, it must be decided whether to keep this 
walker. To do this, we draw an integer n  =  U«h| +  , which can only be either one 
or zero. If n  is zero, this walker must be killed. If n  is one, then this walker must be 
kept, but its associated weight must be reset to unity. The latter step is required so that 
statistically the weight of this walker is unchanged, since the probability of this walker 
to survive from the elimination process is equal to the old weight, |ujx|.
In this way, the distribution of the population remains statistically the same before and 
after the branching/killing step. This is a very important principle that must be obeyed in 
any population control technique.
Note that we have taken the absolute value of iux to be the weight of the walker. This 
definition only matters in the unconstrained simulation, where the weights are complex­
valued, and thus ambiguate the meaning of “weight” in the Monte Carlo samples. Taking 
the absolute value is our approach, whereby the samples would absorb the phase of w x.
’It is important to note that the second n  here has the same value as the first one; it is not the same as re­
evaluating [|uh| +  £J, which would yield another random integer. This convention is assumed throughout 
this appendix.
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Branching and killing the walkers causes iVwikr, the number of walkers in the popu­
lation, to fluctuate continuously. Such fluctuations pose a stability problem in the simu­
lation, since there is a finite probability that many walkers gain either very large or very 
small weights at the same time. In the former case N v/]kl becomes very large, which could 
overflow the computer’s memory; while in the latter N wikr may drop to zero, thus failing 
the simulation.
The offset in the trial energy E T is the first cause of population growth or decay, 
which is easy to tackle. The value of E T must be set such that the amplitude of the 
ground-state wave function, measureable via
remains constant on average. This systematic population increase or decrease can be 
strongly suppressed by estimating E T as accurately as possible, using the growth esti- 
mator[22], The basic idea is simple: after the population reaches the ground-state equi­
librium, the remaining source of systematic population growth or decay is the offset of 
ET to the true ground-state energy (within the corresponding Trotter bias), E ° .  This is 
measurable in the overlap of the (stochastic) ground-state wave function to the trial wave 
function, which on average shows a trend of exponential growth or decay:
the equilibration phase should grow (or decrease) linearly with the imaginary time. This 
E’t  adjustment phase is often termed the growth phase. After estimating E T as closely to 
E j  as possible, we do not adjust E T in the rest of the simulation, where we carry out the 
measurement of the ground-state properties.
E.2 Stabilizing the Simulation
j<^T|<^r+/3))| =  e ^ - ^ )  | (tfT|$<iT)) | . (E.2)
In our program, we perform a linear fit to the curve log (| (T t |T qT^ } |) vs. r ,  which after 
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E.2.1 Resampling the Population
Even in the absence of E T problem above, the population will still fluctuate due 
to the random nature of the simulation. Random fluctuation can drive the population to 
outgrow the computer’s memory or to vanish altogether. To prevent this from happen­
ing, we must rescale the population when the population size goes beyond a specified 
range. Two parameters in the program determines the range, namely WlkrMinRatio and 
WlkrMaxRatio. These set the minimum and maximum ratio of the population size (iVwikr) 
to the original size of the population, which in our program is called NWalkers. If either 
of these threshold is crossed, a rescaling algorithm is invoked to resample the population, 
so that the number of walkers remain within the allowed range.
Given a current population containing N wi\a- walkers, {|<;61)}, we want to obtain a 
new population {|</>-}} of size =  NWalkers, which is statistically equivalent to the 
old population. This statistical equivalence is important: if we repeat resampling the same 
old population with the algorithm, the “average” of the new populations must be identical 
to the old one. Otherwise, the Monte Carlo simulation would suffer from a systematic 
bias due to this resampling.
In our calculation, we use a combing algorithm to resample the population. This 
algorithm is stable, and it produces exactly NWalkers new walkers that are statistically 
equivalent to the original population. The total weight of the old population is
The j-th new walker is actually the i-th old walker, which gives the largest cumulative 
weight that is less than or equal to (j +  A)W /(NW alkers):
(E.3)
We first draw a random number between 0 and 1; name this number A:
A ^ e -
max
NWalkers
(E.4)
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The walkers in the new population have all their weights reset to unity. The excess pref­
actor, which is -  a '^lker - , is accumulated in a separate register, and taken into account in 
the measurement. The combing algorithm is illustrated in Fig. E.l.
05
w2’ 02 ^3>03
FIG. E. 1: Simple illustration for combing a population o f  three walkers into five. In the example 
above, the old walker number 1, <j>1, w ill become the new walkers numbered 1 and 2; the old <j>3 
will become the new walkers numbered 3, 4, and 5. The old <j>2 does not survive in this scenario. 
Other random shift A  may result in a different configuration.
There is another population rescaling algorithm which works by means of trial and 
error. A scaling factor is multiplied to the weights of the walker, then the branching/killing 
procedure is applied. The scaling factor is estimated from the current population size and 
the desired size (NWalkers). This attempt is repeated until the new population size fits 
the determined range:
(WlkrMinRatio x NWalkers) <  N w\ky: <  (WlkrMaxRatio X NWalkers).
This is not as stable as combing, therefore it is rarely used. It is kept for historical reasons 
only, especially for regression checks.
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APPENDIX F
TBHQMC Program Design
TBHQMC1 is a nickname for a program that I wrote for calculating the ground state of 
Bose gases using the QMC method described in Chapter 3. I have been developing this 
code from scratch since Fall 2001. It borrows a lot of ideas and structure from Shiwei 
Zhang’s original constrained-path QMC code written in FORTRAN. As the time of writing, 
this program is still under intensive development, as explained below. TBHQMC is written 
in ANSI C++.2 The total number of lines is currently at ~  43000, a large fraction of which 
contains comments.
This program is a breed of my “research” in physics and frontline scientific tech­
niques in C++. It relies heavily on templates and generic programming in order to maintain 
many parts as generic as possible. For example, the Hubbard base class (QMBS_Hubbard) 
has its lattice and details of the wave function parametrized via template parameters. 
These are the advantages of the C++ language, which are not (to this date) present in 
FORTRAN. In addition, recently the performance of compiled C++ programs has been im­
proving significantly, which makes this language very appealing and promising for scien-
‘I am not good at making up names. This cryptic name stands for Trapped Bose-H ubbard Quantum  
M onte Carlo.
2 At least, I was striving to write this code solely using ANSI C++ syntax and libraries, except that now it 
uses a few POSIX functions. Non-ANSI libraries and compiler-specific extensions are kept at a minimum.
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tific computing, while maintaining the expressiveness of the source code.
More specifically, TBHQMC has been used as a testbed to test several design ideas to 
manage a large scientific program. As the size of a program grows, there are a number of 
challenges: (1) how to make the program easy to learn, and (2) how to make the program 
easy to maintain, port, and upgrade, especially to avoid as many mistakes as possible in 
the development process?
The design of TBHQMC was originally intended such that subsequent new QMC cal­
culations for other physical systems can be constructed rapidly by reusing a lot of the 
existing components— and, if possible, without modifying those generic components, by 
virtue of C++ templates. The current design, however, is still very premature from this 
grand goal. It is still incomplete and lacks a large amount of flexibility. Some components, 
for example, the back-propagation linked-list manager, is sufficiently generic. Other com­
ponents, such as the Hubbard-Stratonovich transformation, are not easy to implement in 
a generic fashion, and therefore still implemented in a model- and wave-function-specific 
way in this code.
According to our current modular design, a complete framework for a QMC program 
is divided into several components. Here is the overview of these components:
•  QMBS (quantum many-body system) section contains the physical description of 
the system (i.e. the Hubbard parameters, the number of particles, the geometry and 
dimensions of the lattice, etc.). This class should be independent of the wave function’s 
internal representation3 and the method used in the actual calculation, since we may 
use different methods for the same physical system. The most basic features that are 
common to any many-body system, such as the number of particles and the number of 
basis vectors are defined in the QMBS_base template class. The concrete system, such
3Internal representation  refers to the way w e “represent”, or store, the wave function in our program—  
whether as a matrix, a vector, or something else. D o not confuse this with the representation basis usually 
used in quantum mechanics— the set o f basis states in term o f  which we expand our wave functions, e.g. 
the set o f plane waves or the set o f  atomic orbitals— although they are not completely unrelated.
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as the QMBS_Hubbard class template for the Bose-Hubbard model, is derived from this 
base template. The specific details of the wave function is injected into the class via a 
template parameter called reps. In addition, for the Hubbard-like system, the geometry 
of the lattice is parametrized via another template parameter called lattice.
• Reps (representation) section defines the internal (computational) representation of 
the wave functions, which is largely method-dependent. It also defines several meth­
ods to compute wave function overlaps and matrix elements. For example, our bosonic 
AF QMC method needs the wave function in the identical-orbital representation (IOR), 
which is implemented in the class AFQMC_boson_reps. This basic class provides the 
IOR wave function which is generic for any bosonic AF QMC calculations. This 
wave function contains the orbital \<j>) itself (as a column vector), an amplitude w (also 
used as the Monte Carlo weight), and a local energy E h (associated with this orbital). 
The exact diagonalization method requires a different representation. We define an­
other representation called Occup_boson_reps, where the wave function is expressed 
as a column vector c?W in Eq. (G.4). The extension for other types of particles is 
relatively straightforward. In fermionic systems, for example, we should use the non- 
orthogonal orbital representation (NOR), as usually defined in many fermion AF QMC 
literaturs [39, 54].
• QMC method class: On top of the two components above we build the actual class 
that implement the computational method, which is named Hubbard_QMC. Here the 
generic physical system class is “fused” together with the wave function and lattice 
definitions, thus making a complete class.
• Back-propagation path list: The management of the back-propagation paths and 
ancestry links is implemented generically in the class template QMC_BP_reps, which 
is largely independent of the specifics of the wave function and the physical problem. 
Again, the information about the random walkers is parametrized in the class.
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QMBS_Hubbard(Zam'ce, reps)
Hubbard_QMC
QMBS_base (reps)
QMC_BP_reps (b a se je p s )
AFQMC_boson_reps
EllipsoidRectLattice (ndim)
FIG. F.l: The hierarchy o f the classes in the TBHQMC program. The solid lines denote direct 
inheritance, while the dashed lines denote the parametrization o f  the class templates.
The relationship between the classes and templates are shown in Fig. F. 1. As the de­
sign concept becomes clearer, more of the parts of the QMC code will be implemented as 
generic components. These include the management of the random walkers, the branch­
ing/killing mechanism, and population control algorithm. Each of these is a complex 
issue in itself in relation to parallelization of the program.
In the current implementation, the Hubbard_QMC class temporarily serves as a “hub” 
for other classes which are not mentioned above. All of them are defined relative to 
Hubbard_QMC to facilitate future modifications in the model. These include the different 
forms of the stochastic propagators B(x)  (in which we also implement the phaseless 
constraint), the one-body propagator e x p ( - | A r A ) ,  population control algorithms, trial 
wave functions, and many more.
This modular approach allows us to maintain a large portion of the program as a com­
mon source code, although there are many different approaches to solving the problem. 
The interfaces of the classes are designed to be generic, and oftentimes the classes are in­
terrelated to each other via nested typedefs in order to increase the possibility of reusing
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these classes. For example, in the QMBS_Hubbard class, we define a local typedef called 
reps_type, which is identical to the reps template argument. In the higher-level part 
of the code, therefore, we would use the nested typedef QMBS_Hubbard:: reps_type to 
refer to the specific wave function representation, instead of AFQMC_boson_reps. When 
this code is modified to deal with fermionic problems, the typedef and many parts of the 
code that use this nested typedef remains unchanged, although now the actual representa­
tion is no longer AFQMC_boson_reps.
This modular design is still in a very early stage of development, however. Often­
times, new hacks and method-specific tricks must be implemented in the problem-specific 
manner to expedite its practical usefulness. In TBHQMC, virtual functions are used very 
sparingly in order to not sacrifice the performance. In the current version of the code, 
static polymorphism and even blunt static method overriding is commonly used as an 
ad-hoc alternative.
I am hoping that further development of this code will help elucidate the proper 
design of this scientific code, and of many others, in general. In future, when the design 
matures, we may be able to generalize the QMC class such that the model-dependent 
parts become template parameters. The QMC code base would then become generic and 
usable to study various physical problems. The goal of this design exercise is to obtain a 
framework, in which any QMC calculations can be implemented rapidly, thus saving the 
development time.
I have used GNU C++ compiler version 3.x in the development of the TBHQMC pro­
gram, and it is the most supported compiler in terms of compiler-specific extensions, 
etc. At the time of writing, it can be compiled on many platforms, including x86-based 
machines (using GNU C++ compiler version 3.0 and up), Alpha (using Compaq C++ 
compiler), SPARC (using SUN C++ version > 5.4), and Itanium (using Intel C++ com­
piler).
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
APPENDIX G
Exact Diagonalization for Boson 
Ground States
We employ direct diagonalization method to verify our calculation for small sy stems. 
The basic idea is quite simple. We will use a set of non-interacting iV-body eigenstates 
{[£,}} as the basis in our calculation. These states are just the symmetrized product of 
single-particle wave functions (|<a)}, namely:
i£i> = cpi«S) ® i4)) ® ® 44 = > (G.i)
with C = 1 for bosons, and
< G -2 >
Here ni', is the occupation number of the orbital o  : in the slate '(,}  The orthogonality
conditions read
{ { # ,}  = ' V V .
(0.3)
<«ji&) =  h , ■
Either ( | ^ ) }  or {|£j}} spans the whole N -boson Hilbert space, since they differ only by 
the proportional constants.
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A many-body basis state |^ )  corresponds to a unique set of N  quantum numbers 
describing the occupation of the single-particle states (orbitals), namely
(G.4)
Computationally, we represent the many-body basis vector (whose specific detail can 
be complicated) using its vector equivalent, a (',}>. As far as I know, there is no simple, 
closed formula to enumerate the elements of for an arbitrary N , because symmetriza- 
tion would eliminate many non-unique combinations in an irregular pattern. Nevertheless, 
it is quite trivial to enumerate this in computer (using a recursive algorithm).
We expand the ground state in terms of {[£,}}:
=  =  (G.5)
We therefore need to compute the C '/s that describe the exact ground state. The eigen­
value equation to be solved is
m >  =  -£oi*o>
■i i
Multiplying by ( ^ | from the left, we get
Y , C l(tj \ H \ Q = E lsCj .
i
If we define the N-body matrix element of the Hamiltonian \
=  « « >
then we will get the matrix expression of the eigenvalue equation— as we usually know:
' £ H ,jy c i = E0CI . (G.7,
i
‘D o not confuse this with the usually defined Hamiltonian matrix element in the one-body quantum 
mechanics ( H ap =  (a\H\f3)) \
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Direct diagonalization (or often called exact diagonalization in this dissertation) is a very 
expensive calculation. The number of basis { |(7}} grows exponentially with both the 
number of particles and the number of lattice sites. If M  is the number of sites in the 
lattice and N  the number of particles, then the number of many-body basis vectors is 
wi'! • Here M  also plays the role of the truncated single-particle basis. Because of 
this, it is only feasible to do direct diagonalization on very small systems.
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