The aim of this study is to investigate the effect of interfacial thermal boundary resistance (TBR) at a metal-dielectric interface on nonequilibrium energy transport in Au/SiO 2 films heated by femtosecond pulse lasers. In this paper we suggest a combined set of numerical models that include the two-temperature model (TTM) for a metal side and the heat conduction equation for a dielectric layer. In addition, the TBRs between metal and nonmetal layers are calculated using thermal conductance, which is closely associated with the electron-phonon resistance and phonon-phonon resistance. Herein we present the transient and spatial distributions of TBR for a Au/SiO 2 film irradiated by a 100-fs pulse laser with a 1053 nm wavelength, which are substantially affected by the phonon temperature and electron-phonon coupling. We also discuss the effect of laser fluence on the TBR and energy transport. The TBR rapidly increases the thermal conductivity at the interface, and becomes dominant at an early stage of laser irradiation over a very short period and then drastically decreases with time. Moreover, the TBR is substantially affected by the electron-phonon coupling and it should be considered for more accurate prediction of the lattice temperature drop at the interface.
Introduction
In recent years, femtosecond pulse lasers have been regarded as a promising technique in material processing because the thermal affected zone and collateral damage can be substantially reduced due to the time scale difference between the pulse duration and heat diffusion time. Much effort has been made in a wide variety of fields including medical applications, 1) material processing, 2) molecular spectroscopy, 3) ionization and dissociation of polyatomic molecules. 4) For such applications of ultra-short pulse lasers, it is necessary to investigate the non-equilibrium process between energy carriers, fast phase transition, theoretical modeling, and the non-linear effect on laser ablation.
Currently, considerable effort has been devoted to the theoretical and experimental study of non-equilibrium energy transport in metallic thin films. Among many theoretical models for femtosecond pulse laser interactions with metals, the two-temperature model (TTM) has been widely used to examine electron-phonon interactions and non-equilibrium energy transport in metallic thin films. [5] [6] [7] [8] [9] [10] [11] [12] Because the electron-electron interaction time (on the order of a hundred femtoseconds) is shorter than the electron-phonon interaction time (on the order of picoseconds), a strong non-equilibrium occurs between the electrons and phonons under the irradiation of femtosecond laser pulses. Thermal equilibrium among the excited electrons is reached within a few hundred femtoseconds, depending on the excitation energy above the Fermi level. 13) Cooling of the electrons occurs because of the electron-phonon energy transport and electronic diffusive motion.
Multilayer thin films have been used to make useful and applicable structures such as superconductors, microelectronic layer packages, 14) and multi-layer metal films. 15, 16) Generally, the existence of thermal boundary resistance (TBR) at the interface between dissimilar films would significantly affect the device performance, and the importance of TBR has been recognized with the development of micro-electromechanical systems (MEMS). 14) For these reasons, research reporting the detailed mechanism of the TBR phenomena at solid-solid interfaces has been conducted. [17] [18] [19] [20] [21] Most researchers have used the diffuse mismatch model (DMM) to describe solid-solid interfacial TBR. This model considers phonon transmission across the interface under the assumption that the electron-phonon coupling resistance can be neglected. 18) Majumdar and Reddy 20) suggested the TBR model, which accounts for the phononphonon scattering resistance at the interface between metal and nonmetal and the electron-phonon coupling resistance in metals. TBR causes a rapid decrease in the lattice temperature, resulting in thermal damage of solids. Although abundant research has been performed, the interaction of a femtosecond pulse laser with multilayer metal-dielectric films is poorly understood, and TBR modeling has not been applied to ultra-short pulse laser interaction with multilayer film structures. Moreover, it is impossible to measure the in situ profile of the interfacial resistance due to the very short time scale and because the interfacial layer cannot be determined experimentally. Hence, the effect of TBR on energy transport in metal-dielectric multilayer films irradiated by a femtosecond pulse laser requires further investigation. Thus, the main objective of this study was to numerically investigate the effect of the interfacial TBR in metal-dielectric (Au/SiO 2 ) thin films heated by femtosecond pulse lasers on non-equilibrium energy transport. Prior to the primary simulation, we validated our computational code by comparing the electron temperatures predicted for an Au single film with previous numerical results and experimental data. We suggest a combined set of energy equations, which include two-temperature equations for a metal side and a well-known conduction equation for a dielectric side. The transient evolution of TBR estimated at the interface is also examined in this article, particularly the analysis of the close interaction of TBR with the phonon temperature and electron-phonon coupling.
Numerical Modeling and Computational Details
2.1 A combined computational model of metaldielectric thin films According to Majumdar and Reddy, 20) the energy transport across metal-dielectric interfaces must occur between electrons and phonons. There are two different energy transport pathways: (1) coupling between electrons of the metal and phonons of the dielectric at the interface; and (2) coupling between electrons and phonons within the metal. We suggest a combination method to numerically simulate a metaldielectric thin film irradiated by ultra-short pulse lasers. The two-temperature model (TTM) has been widely used to simulate the electron-phonon interaction for metals irradiated by an ultra-short pulse laser. Because a focused laser beam diameter is typically much larger than the penetration depth of the metal, one-dimensional analysis is valid, and the spatial and temporal evolutions of the electron and lattice temperatures are expressed as follows:
where k e ðT e Þ is the electron thermal conductivity, G is the electron-phonon coupling factor, and Sðz; tÞ is the laser heating source term. In eq. (3), RðtÞ, F, t p , and ðz; tÞ represent the reflectivity at the surface, laser fluence, pulse duration, and absorption coefficient, respectively. In TTM, some of the thermal and optical parameters should be carefully modeled to ensure more accurate predictions. First, the electron heat capacity is commonly expressed as a linear function of the electron temperature, C e ðT e Þ ¼ T e , where ¼ % 2 n e k 2 B =2" F . 22) Because this Sommerfeld expansion is no longer valid for high electron temperatures, the electron heat capacity is calculated from the following equation:
where gð"Þ is the electron density of states (DOS), " is the chemical potential at T e , and f ð"; "; T e Þ is the Fermi distribution function. Based on the Drude theory, 23) we calculated the electron thermal conductivity, which can be expressed as
where V e denotes the electron velocity, and ( e is the electronelectron relaxation time with respect to the electron temperature. 23) It is noted that for ( e related to the collision frequency, there are three different regimes depending on the melting temperature and Fermi temperature: the cold solid regime (i), hot plasma regime (ii), and intermediate regime (iii), which correspond to the following expressions:
where the empirical constant k s can be obtained from experimental data using the interfacial condition. 24) Generally in thin film optics, the reflectivity and absorption coefficient can be expressed as R ¼ ððn À 1Þ 2 þ k 2 Þ=ððn þ 1Þ 2 þ k 2 Þ and ¼ 4% =!, respectively, and they are not constant values during laser irradiation. The complex refractive index can be expressed by n ¼ ðð
1=2 where n and k represent the refractive index and the extinction coefficient, respectively.
9) The Drude model was used to determine the complex dielectric function,
9,24) Thus, optical characteristics depend highly on the collision frequency, suggesting variation in the reflectivity during laser irradiation.
The electron-phonon coupling factor, G, should be carefully chosen in metals because electron-phonon coupling plays a major role in transferring electron energy to the lattice phonon. Previously, Lee et al. 25) compared theoretical models for electron-phonon coupling in a single Au film irradiated by a femtosecond pulse laser. They showed that electron-phonon coupling behavior depends significantly on the laser fluence and should be carefully determined when describing non-equilibrium energy transport. For the present study, we used the theoretical model proposed by Lin et al. 13) to ensure consideration of electron scattering away from the Fermi surface at high electron temperatures. The rigorous form of temperature-dependent electron-phonon coupling can be expressed as: 13) GðT
where gð"Þ is the electron DOS at the energy level ". The above equation reflects a major variation in the G-factor at high electron temperatures, whereas it requires some difficult procedures for electronic structure calculation of the electron DOS. Similar to the previous work of Ashcroft and Mermin, 26) we used the conventional heat conduction model in a SiO 2 layer to calculate the lattice phonon temperature on a dielectric side in the present study. This approach is valid under our conditions of laser irradiation in which electrons in the valance band of SiO 2 are not excited beyond a band gap energy of 9.0 eV for SiO 2 . 18, [26] [27] [28] Therefore, the energy transport via electrons can be neglected in a SiO 2 layer where conductive heat transfer becomes dominant. We used the simple conduction equation for a dielectric SiO 2 layer:
where & sm , C sm , and k sm are the density, heat capacity, and thermal conductivity of SiO 2 , respectively.
2.
2 Thermal boundary resistance (TBR) and numerical details Many researchers have used the acoustic mismatch model (AMM) or the diffuse mismatch model (DMM) for TBR at a solid-solid interface. [29] [30] [31] In these previous studies, AMM and DMM considering only the phonon-phonon resistance were used for energy transfer at the metalnonmetal interface under the assumption that electronphonon coupling resistance can be ignored. However, Majumdar and Reddy 20) suggested electron-phonon coupling resistance at the interface by assuming that in the metal, k e ) k p such that the harmonic mean of the electronic and lattice thermal conductivities is equal to k p . The simplified relation of the interfacial conductance can be written as
where h ep can be expressed as ðGk p Þ 1=2 , and is the electronphonon thermal conductance in metal. 20) Additionally, k p denotes the thermal conductivity in metal and h pp indicates the phonon-phonon thermal conductance per unit area that can be predicted using DMM. According to Majumdar and Reddy, 20) at sufficiently low temperatures, h pp can be expressed by $T 3 , where T denotes the lattice temperature on the dielectric side and $ is the empirical constant. In the present calculation, the empirical constant $ is assumed to be unity at phonon temperatures less than the melting temperature of SiO 2 . At a higher phonon temperature, the role of electron-phonon coupling becomes more important, and even dominant in certain high temperature regimes. 20) As shown in eq. (11), the TBR is closely associated with the electronphonon coupling factor, which is substantially dependent on the electron energy excited by the femtosecond pulse laser. Equation (11) includes two resistances: electron-phonon coupling resistance (R ep ¼ 1=h ep ) and phonon-phonon resistance at the interface (R pp ¼ 1=h pp ). The interfacial thermal conductivity k in can be determined by hL, where L is the characteristic length.
For discretization of the governing equations (see eqs. (1) and (2)) in the present study, the finite difference method (FDM) was used with the fully implicit scheme. For the diffusion terms, a central differencing scheme with second order accuracy was used, and integration of the transient terms was performed over the control volume and time interval from t to t þ Át. The algebraic discretized equations were solved by the strongly implicit procedure (SIP). 32 ,33) Figure 1 shows schematics of the Au/SiO 2 multilayer structure irradiated by femtosecond pulse lasers. d f , d s , and d in denote the depths of the Au film, SiO 2 substrate, and interface, respectively. Additionally, T int,top and T int,bottom are the temperatures at the top and bottom surfaces of the interface region, respectively.
The von Neumann boundary conditions with zero gradient at z ¼ 0 and z ¼ L were used for the temperatures of the electrons and lattice phonons under the assumption that during a short period of laser heating, heat loss at the top and bottom surfaces is neglected.
34) The boundary conditions are as follows:
In addition, the electron and phonon temperatures were initially set at 300 K, indicating that the electrons and phonons are initially in a thermal equilibrium state. As shown in Fig. 1 , there is an interface layer with a finite depth between two dissimilar films. The depth of the interface layer is very difficult to measure accurately because of nonuniformity and a very small scale (on the order of a few nanometers). An interface thickness of one nanometer was thus assumed in the present study, and only one computational node was located at the center of the interface region to numerically couple the metal and dielectric sides. A nanometer interface thickness was determined from the preliminary tests. As shown in Fig. 1 , the interfacial boundary condition of the electron temperature at z ¼ z int1 , can be written as
The insulation condition for electrons in the metal side was used in the present study because of the absence of electrons in the dielectric layer. This condition is valid when the transferred electron energy does not exceed 9.0 eV, which is the band gap energy of the SiO 2 layer, indicating that the phonon energy transport becomes dominant at the interface between the metal and dielectric layers. Meanwhile, for the lattice phonons, the continuity of the phonon energy flux at both sides of the interface gives where the positive and negative signs in the superscripts denote the downward and upward directions at the interface, as illustrated in Fig. 1 . With an initial constant electron number density of 5:9 Â 10 28 m À3 9,26) in the Au film, the numerical simulations were conducted using eqs. (1), (2), and (10) and the initial and boundary conditions mentioned above. The converged solutions could be obtained when the residuals of the discretized equations were less than 10 À6 . The physical properties of the Au film used in the present study and SiO 2 are listed in Table 1 . In this study, numerical simulations were first conducted in order to evaluate the computational code for a 200-nm single Au film irradiated by a 100-fs pulse laser with a 1053-nm wavelength. After the code validation, we conducted extensive simulations for a metal-dielectric film structure that consisted of a bulk SiO 2 substrate with a 0.6 mm depth and a 100-nm Au film deposited onto the substrate. For all calculations, a 100-fs pulse laser with a 1053-nm wavelength was used, whereas a very low laser fluence of 0.001 J/cm 2 for a single film calculation was used for comparison with the experimental data. Laser fluence was varied from 0.01 to 0.3 J/cm 2 for calculations for the AuSiO 2 film structure.
Results and Discussion
Prior to the main discussion, we attempt to examine the thermal responses of the physical properties depending on energy carriers because thermal properties and energy carriers are highly associated with the TBR during laser irradiation. Figure 2 shows the spatial distribution of the electron thermal conductivity that is closely related to the electron temperature. These results were obtained from the preliminary simulation for a 300-nm single Au film irradiated by a 100-fs pulse laser at a fluence of 0.1 J/cm 2 with a 1053-nm wavelength. The electron thermal conductivity increased at the top surface with the increase in electron heat capacity. 9, 24) The electron thermal conductivity did not change at the bottom surface of the Au film due to the fact that the electron temperature was lower than the melting temperature. If the electron temperature is higher than 1337 K, the electron collision frequency lies in the hot plasma regime where electron conductivity gradually increases. The variation in electron thermal conductivity can directly affect energy transfer in gold film structures. 24) For validating our computational code, we conducted numerical simulations for a 200-nm Au film irradiated by a femtosecond pulse laser with F ¼ 0:001 J/cm 2 and t P ¼ 100 fs. The predicted electron temperatures were compared with the numerical results reported previously by Sim and Lee 24) and experimental results. 35) As shown by the transient evolution of electron temperatures in Fig. 3 , the change in normalized electron temperature was defined as ðT e À T eq Þ= ðT e À T eq Þ max , which is analogous to the normalized reflectivity change and similar to literature. 12) As a result, our numerical predictions show good agreement with the experimental data and previous results. 24) Even when previous researchers assumed that the interface layer was very thin, 18) they were unable to suggest a suitable thickness and their estimations were on the order of a few nanometers. 18, 29, 36) In the present study we created an interfacial region between the Au film and SiO 2 substrate for convenient modeling of a metal-nonmetal interface region, as shown in Fig. 1 . Unfortunately, it is impossible to accurately determine a finite thickness of this interface region. Figure 4 shows the preliminary results of numerical Thermal Boundary Resistance Effect on Non-Equilibrium Energy Transport in Metal-Dielectric Thin Filmssensitivity for various thicknesses of the interface region. The lattice phonon temperature distributions are shown at 1.0 and 5.0 ps after fs-laser irradiation was completed. At t ¼ 1:0 ps, a substantial temperature difference was observed at the interface, indicating the existence of TBR. Alternatively, the TBR effect was drastically reduced at t ¼ 5:0 ps. In particular, the differences among the lattice temperatures estimated for different thicknesses of the interface region were very small, and the maximum difference was less than approximately 5.0 K, suggesting that the numerical dependency on the thickness of the interface region can be sufficiently neglected. Therefore, the thickness of the interface region was set at one nanometer for all calculations. Figure 5 predicts the change in electron temperature in the depth direction at different times. The electron temperature at the top surface rapidly increased during laser irradiation. After the increase, the temperature slowly decreased because of electron-phonon energy transport and electron-electron thermal conduction. The electron temperature at the interface gradually increased due to electronelectron thermal conduction. For electrons in dielectric materials (electrical insulators) to be excited, they must have absorbed energy greater than the 9.0 eV band gap energy of SiO 2 , 27, 28) above which the electrons in the valence bands can move toward the conduction band. However, under the present conditions of laser irradiation, the electrons in the valance band of SiO 2 were not excited beyond 9.0 eV. For instance, at F ¼ 0:3 J/cm 2 , the maximum electron temperature at the interface was estimated to be 1.16 eV, which was much less than 9.0 eV. Figure 6 compares the predicted spatial distributions of lattice temperatures for low and high laser fluences. The lattice temperature rapidly decreased at the interface due to the TBR, which is affected by the lattice temperature and electron-phonon coupling. Indeed, the TBR affects the rapid decrease in interfacial thermal conductivity. As shown in Fig. 6(a) , a temperature difference between the top and bottom surfaces of the interface region for low laser fluence (F ¼ 0:01 J/cm 2 ) was maintained up to approximately 58% of the maximum lattice temperature estimated at t ¼ 5:0 ps. Alternatively, at higher laser fluence (F ¼ 0:3 J/cm 2 ), the TBR effect can be neglected after t ¼ 5 ps, as shown in Fig. 6(b) . Based on these results, we can conclude that the TBR at the interface was dominant at the early stage of laser irradiation for a very short time, and then drastically decreased with time. Hence, the interfacial thermal conductivity increased with time and its magnitude was nearly the same as the thermal conductivity of SiO 2 .
Majumdar and Reddy 20) calculated the thermal conductance using a constant value of the electron-phonon coupling factor (so-called, G-factor), and reported that the existing TBRs were affected only by lattice temperature. Unlike the previous work, 20) we attempted to estimate TBRs in the present study by considering a non-linear change in the G-factor during laser irradiation. This is a clear difference between our study and the previous work of Majumdar and Reddy, 20) and it is very important as the interfacial thermal conductance is closely associated with the electron-phonon coupling. In addition, our results may be helpful in understanding the major role of TBR at the interfaces during a very short time period in which very high photon energy absorption occurs. Figure 7 illustrates the transient evolution of TBR, the lattice temperature of the interface region, G-factor, and electron temperature. For this case, a 100-nm Au film and a relatively higher laser fluence of 0.3 J/cm 2 were used for the simulation. In Fig. 7(a) it is apparent that as the laser fluence increased, the rate at which TBR was decreasing rapidly increased due to increased electron-phonon coupling. Hence, at higher laser fluence, the lattice temperature increased faster than when the laser fluence was lower. Eventually, the TBR reached a saturated value, which depended on the lattice temperature. It is evident in Fig. 7(b) that the G-factor rapidly increased with the electron temperature of the Au film during laser irradiation. This result supports the fact that TBR is strongly dependent on the behavior of electron-phonon coupling and electron temperature. Figure 8 shows the transient evolution of the temperature difference estimated at the top and bottom surfaces of the interface region. A large difference (approximately 150 K) exists between the results obtained with and without considering the TBR effect, indicating that the presence of TBR should be considered for more accurate prediction of the drop in lattice temperature occurring at the interface. At the early stage of laser irradiation, the temperature drop substantially increased at the interface region, and gradually decreased with time. Additionally, the maximum temperature difference is achieved more quickly with increasing laser fluence due to variation in the rates of lattice temperature increase in the Au film. Moreover, the maximum temperature difference of the interface region reached 32% of the maximum lattice temperature estimated at t ¼ 2:0 ps for F ¼ 0:3 J/cm 2 , indicating that the temperature drop at the interface region may cause thermal damage in a multilayered structure. 
Conclusions
In the present study we numerically investigated TBR effects on non-equilibrium energy transport in a multilayer Au/SiO 2 film structure irradiated by a femtosecond pulse laser. We established a combined set of energy equations to describe electron-phonon and phonon-phonon interactions and applied the thermal conductance model to Au/SiO 2 films heated by ultra-short pulse laser interactions. Based on our findings, the following conclusions can be drawn:
(1) The TBR rapidly increased thermal conductivity at the interface. The temperature difference at the interface was maintained up to approximately 58% of the maximum lattice temperature at t ¼ 5:0 ps for F ¼ 0:01 J/cm 2 , whereas the TBR did not affect the temperature difference after t ¼ 5:0 ps for high laser fluence. The TBR at the interface was dominant at an early stage of laser irradiation for a very short time, and it drastically decreased with time.
(2) The rate at which TBR was decreasing significantly increased due to the increased electron-phonon coupling with the increase in laser fluence. At higher laser fluence, the lattice temperature increased faster than when the laser fluence was lower. Eventually, the TBR reached a saturated value, which depended on the lattice temperature. (3) A large difference in lattice temperature at the interface was observed and the lattice temperature difference reached 32% of the maximum lattice temperature estimated at t ¼ 2:0 ps for F ¼ 0:3 J/cm 2 , indicating that the temperature drop in the interface region may cause thermal damage in a multilayered structure. The maximum temperature difference at the interface was reached more rapidly as the laser fluence increased due to variation in the rates of lattice temperature increase in the Au films. (4) In spite of a rapid increase in the lattice temperature of the Au film, the phonon energy was rarely transferred from the Au film to the SiO 2 substrate due to the existence of TBR. Additionally, TBR was strongly dependent on the behavior of electron-phonon coupling and electron temperature. Therefore, the presence of TBR should be considered to ensure more accurate prediction of the lattice temperature drop occurring at the interface. 
