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Simultaneous generic approximation by the
iterates of the Cesaro operator
Th. Douvropoulos
Abstract
We show that for the generic sequence a of elements in a subset A of a separable
locally convex metrizable space V , the sequences [T k(a)]n, n = 1, 2, . . . are dense
in the convex hull convA of A for all k = 1, 2, . . .; where T is the Cesaro operator.
Further, if convA is dense in V , then for every sequence xk ∈ V , k = 1, 2, . . .
there exists λn ∈ {1, 2, . . .}, n = 1, 2, . . ., such that, we have the simultaneous
approximation [T k(a)]λn → xk, as n→ +∞ for all k = 1, 2, . . . . These phenome-
na are topologically generic and in the case where A is a vector space they are
algebraically generic.
2010 AMS classification number: 41A36, 41A28, 40A05.
Key words and phrases: Cesaro operator, Baire’s Category theorem, simultaneous ap-
proximation, generic property, Iterates of the Cesaro operator.
1. Introduction
In 1896 Emile Borel in a letter to Mittag Leffler published in Acta Mathematica
claimed that in “general” the circle of convergence of a power series is a natural bound-
ary. In [4] Baires Category theorem is used to prove that this holds generically for
every holomorphic function in the open unit disc. This Baire’s method has been used
extensively in analysis; see [3], [2], as well [5], [6] and [1]. During the Congress of the
Hellenic Mathematical Society (November 2011) V. Nestoridis illustrated the Baire’s
method in a very simple example, related to the Cesaro operator.
If a = (an)
∞
n=1 is a sequence of real numbers then [T (a)]n =
a1+···+an
n . It is well
known that if an → ℓ, ℓ ∈ R as n → +∞ then [T (a)]n → ℓ as well, as n → +∞.
This work was completed as part of the implementation of a Master’s program that was partly
funded by the Act: “SSF scholarships granting Program, through the process of individualized evalua-
tion for the academic year 2011-2012” by resources of the Lifelong Learning Programme (LLP) of the
European Social Fund (ESF) and of the NSRF 2007-2013.
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The converse is not true; for instance if an = (−1)
n, then [T (a)]n → 0, as n → +∞
but an is not convergent. Thus, if we start by an arbitrary sequence a (which in general
does not converge) we wish to apply an iterate of the Cesaro operator T : RN → RN
say T k defined on the space RN of all sequences of real numbers and we hope that
for some k ∈ N the sequence [T k(a)]n, n = 1, 2, . . . becomes a convergent sequence.
Unfortunately this is not always possible. More precisely for a large subset X of RN
(a Gδ and dense subset) the sequence [T
k(a)]n, n = 1, 2, . . . is dense in R and this
simultaneously for all k = 1, 2, . . . .
The previous set X (possibly empty) has the following description
X =
⋂
k,j,s
∞⋃
n=1
{
a ∈ RN : |[T k(a)]n − qj| <
1
s
}
where qj is an enumeration of Q, s = 1, 2, . . . and k = 1, 2, . . . .
Because the operator T : RN → RN is continuous, where RN is endowed with the
cartesian topology (and therefore RN is a complete metric space) it follows that the
sets
{
a ∈ RN : |[T k(a)]n − qj| <
1
s
}
are open for all k, j, s and n and therefore the set
X is Gδ . In order to apply Baire’s Category theorem and prove that X is Gδ and dense
and therefore X 6= ∅, it suffices to prove that
∞⋃
n=1
{
a ∈ RN : |[T k(a)]n − qj| <
1
s
}
is
dense for all k, j and s. Towards this end we consider M ∈ N and γ1, . . . , γM arbitrary
real numbers and we are looking for a sequence a ∈ RN and a natural number n ∈ N
so that ai = γi for i = 1, . . . ,M and [T
k(a)]n − qj| <
1
s (we remind that k, j, s are
fixed). We consider the sequence a given by ai = γi for i = 1, . . . ,M and ai = qj for all
i ≥M +1. This sequence converges to qj ; therefore
[
T k(a)
]∞
n=1
converges also to qj . It
follows that there exists n ∈ N such that [T k(a)]n − qj| <
1
s , and the proof is complete.
After this simple argument V. Nestoridis asked for an explicit example of such a
sequence a ∈ X. Towards this let qj be a standard enumeration of the set Q; then
|qj| ≤ j. We consider the sequence a given by
q1, q2, . . . , q2︸ ︷︷ ︸
k2 times
, . . . , qn, . . . , qn︸ ︷︷ ︸
kn times
, . . . ,
where kn = n
n3 . Then one can easily check that a ∈ X.
Further, if we start with any subset A ⊂ R (or of any separable locally convex
metrizable vector space) we show that there are sequences a with elements in A, such
that [T k(a)]n, n = 1, 2, . . . is dense in the convex hull convA of A and this for all
k = 1, 2, . . . . The set X of such sequences is Gδ and dense in A
N . This is established
in § 3 of the present paper and the proof uses Baire’s Category theorem. This is done
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for the sake of simplicity, while an other proof without using Category is also possible.
We also mention that the previous set X contains a dense vector subspace in AN except
0, provided that A is a vector space. This is not proved in § 3, but it follows from the
results of § 4 (see Remark 4.11).
Finally, since for a ∈ X the sequences [T (a)]n, [T
2(a)]n, n = 1, 2, . . . are dense
in convA it follows that for any x1, x2 ∈convA there exist two sequences of natural
numbers αn, µn, n = 1, 2, . . . so that [T (a)]λn → x1 and [T
2(a)]µn → x2, as
n → +∞. The question that naturally arises is whether we can have λn = µn; that
is, is it possible to have simultaneous approximation?
We answer in the affirmative the previous question in § 4 provided that convA is
dense. The result is topologically generic and in the case where A is a dense vector
space, then the result is algebraically generic. However we mention that in general
the simultaneous approximation by the iterates of the Cesaro operator is not possible;
see Proposition 4.12. We also mention that in the proof of § 4 we avoid to use Baire’s
theorem.
It would be interesting to know, if for other natural operators such results hold, or
if the family {T k : k ≥ 1} could be replaced by other families of operators.
2. Preliminaries
For an arbitrary vector space V , we consider the Cesaro operator T : V N → V N
such that if ϑ ≡ (ϑn) ∈ V
N, then [T (ϑ)]n =
ϑ1+···+ϑn
n . For each k = 2, 3, . . . we define
T k = T ◦ T k−1.
Next, we consider the matrix that describes T k. For n,m ∈ N∗, let T k(n,m) be its
element of the nth row and mth column.
For instance the matrix that describes T is:
T =


1 0 0 0 · · ·
1
2
1
2 0 0 · · ·
1
3
1
3
1
3 0 · · ·
· · · · · · ·
· · · · · · ·
1
n
1
n · · ·
1
n · · ·
· · · · · · ·
· · · · · · ·


For the elements T k(n,k) of the matrix of T
k (k ∈ N∗) we prove the following:
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Proposition 2.0. The matrix of T is lower-triangular and the same is true for the
matrix of T k since it is a product of lower-triangular matrices.
Moreover the sum of the elements of the nth row of the matrix of T is equal to 1.
This is also true for T k k ∈ N∗).
Proof. Indeed, since it is by definition true for k = 1, we suppose it is true for k ∈ N∗
and we only need to prove it is true for k + 1.
Let n ∈ N∗:
∞∑
m=1
T k+1(n,m) =
∞∑
m=1
( ∞∑
i=1
T(n,i) · T
k
(i,m)
)
=
∞∑
i=1
( ∞∑
m=1
T(n,i) · T
k
(i,m)
)
=
∞∑
i=1
(
T(n,i) ·
( ∞∑
m=1
T k(i,m)
))
which by use of the inductive argument becomes:
=
∞∑
i=1
T(n,i) = 1. 
Proposition 2.1. Let k, n ∈ N∗ be given. Then T k(n,m) is a decreasing sequence with
respect to m ∈ N∗.
Proof. For k = 1, T(n,m) =
1
n when m ≤ n and T(n,m) = 0 when m > n. This is indeed
decreasing with respect to m. Suppose that the proposition is true for k ∈ N∗. We will
show that it is true for k + 1:
Let k, n,m ∈ N∗:
T k+1(n,m) − T
k+1
(n,m+1) =
∞∑
i=1
(T(n,i) · T
k
(i,m) − T(n,i) · T
k
(i,m+1))
=
∞∑
i=1
[T(n,i) · (T
k
(i,m) − T
k
(i,m+1))] ≥ 0,
since by the inductive argument T k(i,m) ≥ T
k
(i,m+1) ∀ i = 1, 2, . . . . 
Corollary 2.2. Let k, n ∈ N∗, then if m > n2 , m ∈ N it is true that T
k
(n,m) ≤
2
n .
Proof. By Proposition 2.0
∞∑
m=1
T k(n,m) = 1 and by Proposition 2.1 T
k
(n,m) is decreasing
with respect to m. Thus if for some m > n2 , T
k
(n,m) >
2
n then T
k
(n,i) >
2
n for each
i = 1, 2, . . . , ⌈n2 ⌉, thus
∞∑
i=1
T k(n,i) >
n
2 ·
2
n = 1 which is a contradiction. 
Proposition 2.3. For each k, n,m ∈ N∗, it is true that:
T k(n,m) ≤
1
n
[
1 +
1
1!
· (log n)1 + · · ·+
1
(k − 1)!
(log n)k−1
]
.
Proof. For k = 1, the above inequality, becomes T(n,m) ≤
1
n which is true since
T(n,m) =
1
n or 0.
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We suppose the statement is true for k ∈ N∗. For k + 1: T k+1(n,m) =
∞∑
i=1
T(n,i) · T
k
(i,m).
But the matrices of T and T k are lower-triangular thus =
n∑
i=m
T(n,i)·T
k
(i,m) =
1
n ·
n∑
i=m
T k(i,m)
which by the inductive argument is
≤
1
n
·
n∑
i=m
1
i
[
1 +
1
1!
· (log i)1 + · · · +
1
(k − i)!
· (log i)k−1
]
. (1)
However if x ∈ R, x ≥ 1 then f(x) =
1+log x+···+ 1
(k−1)!
·(log x)k−1
x is a decreasing function.
Indeed
f ′(x) =
[
1
x +
1
1!(log x)
2 + · · · + 1(k−2)!(log x)
k−2 · 1x
]
· x
x2
−
[
1 + 11!(log x)
2 + · · ·+ 1(k−1)!(log x)
k−1
]
x2
=
−1
(k−1)!(log x)
k−1
x2
< 0.
Thus
n∑
i=m
1
i
[
1 +
1
1!
(log i)1 + · · · +
1
(k − 1)!
(log i)k−1
]
≤ 1 +
n∑
i=2
1
i
[
1 +
1
1!
(log i)1 + · · ·+
1
(k − 1)!
(log i)k−1
]
≤ 1 +
∫ n
1
1 + 11!(log x)
1 + · · ·+ 1(k−1)!(log x)
k−1
x
dx.
However[
1
x
(
1 +
1
1!
(log x)1 + · · ·+
1
(k − 1)!
(log x)k−1
)]
=
[
1
1!
(log x)1 + · · · +
1
k!
(log x)k
]′
.
Thus, the inequality becomes:
≤ 1 +
∫ n
1
[
1
1!
(log x)1 + · · ·+
1
k!
(log x)k
]′
dx = 1 +
1
1!
(log n)1 + · · · +
1
k!
(log n)k.
Thus (1) becomes:
T k+1(n,m) ≤
1
n
[
1 +
1
1!
(log n)1 + · · · +
1
k!
(log n)k
]
which completes the induction argument. 
Corollary 2.4. For each k,m ∈ N∗ lim
n→∞
T k(n,m) = 0.
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Proof. This is a direct consequence of Proposition 2.3 since for each k ∈ N∗
lim
n→∞
1
n
[
1 +
1
1!
(log n)1 + · · ·+
1
(k − 1)!
(log n)k−1
]
= 0.
Indeed for each λ ∈ N∗ we have lim
n→∞
(log n)λ
n
= 0. 
Proposition 2.5. Let k, n, λ ∈ N∗, then for each i = 1, 2, . . . , λ it is true that:
T k(n+λ,n+i) ≥
(λ+ 1− i)k−1
(n+ λ)k
·
1
(k − 1)!
.
Proof. For k = 1, this means: T(n+λ,n+i) ≥
1
n+λ and equality holds for i = 1, . . . , λ.
The statement is true for k = 1. We suppose it is true for k ∈ N∗ and we will show
it is true for k + 1:
T k+1(n+λ,n+i) =
∞∑
j=1
T(n+λ,j) · T
k
(j,n+i)
and since both matrices are lower-triangular
=
n+λ∑
j=n+i
T(n+λ,j) · T
k
(j,n+i) =
n+λ∑
j=n+i
1
n+ λ
· T k(j,n+i).
However, by the inductive argument, for j = n+ i, . . . , n+ λ
T k(j,n+i) ≥
(j − (n+ i) + 1)k−1
jk
·
1
(k − 1)!
.
Thus,
T k+1(n+λ,n+i) =
1
n+ λ
·
n+λ∑
j=n+i
(j − (n+ i) + 1)k−1
jk
·
1
(k − 1)!
≥
1
(n+ λ)k+1
·
1
(k − 1)!
n+λ∑
j=n+i
(j − (n + i) + 1)k−1 since j ≤ n+ λ.
Now, setting τ = j − (n+ i) it becomes:
=
1
(n+ λ)k+1
·
1
(k − 1)!
·
λ−i+1∑
τ=1
τk−1.
But
λ−i+1∑
τ=1
τk−1 ≥
∫ λ−i+1
0
xk−1dx =
(λ− i+ 1)k
k
.
Thus
τk+1(n+λ,n+i) ≥
1
(n+ λ)k+1
·
1
(k − 1)!
·
(λ− i+ 1)k
k
=
(λ− i+ 1)k
(n+ λ)k+1
·
1
k!
which completes the inductive argument. 
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Corollary 2.6. Let k, n, λ ∈ N∗. Then
λ∑
i=1
T k(n+λ,n+i) ≥
(
λ
n+ λ
)k
·
1
k!
.
Proof. By Proposition 2.5
λ∑
i=1
T k(n+λ,n+i) ≥
λ∑
i=1
(λ− i+ 1)k−1
(n+ λ)k
·
1
(k − 1)!
=
1
(n+ λ)k
·
1
(k − 1)!
·
λ∑
T=1
T k−1 ≥
1
(n+ λ)k
·
1
(k − 1)!
·
∫ λ
0
xk−1dx
=
1
(n+ λ)k
·
1
(k − 1)!
·
λk
k
=
(
λ
n+ λ
)k
·
1
k!
. 
Observation 2.7. By Corollary 2.2 if k, n, λ ∈ N∗ and λ ≤ n, then for each i = 1, . . . , λ
it is true that T k(n+λ,n+i) ≤
2
n+λ .
Thus,
λ∑
i=1
T k(n+λ,n+i) ≤ 2 ·
λ
n+λ .
Proposition 2.8. Let k, n, λ, Λ ∈ N∗, λ < Λ and Λ ≤ n. Then for τ = 1, 2, . . . , λ
aτ =
T k
(n+λ,n+τ)
T k
(n+Λ,n+τ)
is decreasing with respect to τ . Moreover it is true that 2 ≥ a1 ≥ · · · ≥
aλ > 0.
Proof. In order to prove that aτ is decreasing, the case Λ = λ+1 (for arbitrary λ such
that λ+ 1 ≤ n) is enough.
Indeed
aτ =
T k(n+λ,n+τ)
T k(n+λ+1,n+τ)
·
T k(n+λ+1,n+τ)
T k(n+λ+2,n+τ)
· · · · ·
T k(n+Λ−1,n+τ)
T k(n+Λ,n+τ)
would be a product of decreasing sequences (that have finitely many terms) of positive
real numbers, thus aτ would be decreasing.
To prove the case Λ = λ+ 1, we proceed by induction on k. For k = 1:
aτ =
T(n+λ,n+τ)
T(n+λ+1,n+τ)
=
1
n+λ
1
n+λ+1
=
n+ λ+ 1
n+ λ
which is constant with respect to τ .
Thus, it is true that a1 ≥ a2 ≥ · · · ≥ aλ for k = 1. (In fact, equality holds for
k = 1).
We assume that aτ is decreasing for k ∈ N
∗ and we will show that it is decreasing
for k + 1. T k+1(n+λ,n+τ) =
∞∑
i=1
T(n+λ,i) · T
k
(i,n+τ) but T , T
k are lower-triangular, thus:
=
n+λ∑
i=n+τ
T(n+λ,i) · T
k
(i,n+τ) =
1
n+ λ
·
[
T k(n+τ,n+τ) + · · ·+ T
k
(n+λ,n+τ)
]
.
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Thus aτ , in the case (k + 1) can be written as:
aτ =
T k+1(n+λ,n+τ)
T k+1(n+λ+1,n+τ)
=
1
n+λ
[
T k(n+τ,n+τ) + · · ·+ T
k
(n+λ,n+τ)
]
1
n+λ+1
[
T k(n+τ,n+τ) + · · ·+ T
k
(n+λ+1,n+τ)
] (2)
and we need to show that aτ ≥ aτ+1 (t = 1, . . . , λ− 1). That means:
1
n+λ
[
T k(n+τ,n+τ)+· · ·+T
k
n+λ,n+τ)
]
1
n+λ+1
[
T k(n+τ,n+τ)+· · ·+T
k
(n+λ+1,n+τ)
]≥ 1n+λ1
n+λ+1
[
T k(n+τ+1,n+τ+1)+· · ·+T
k
(n+λ,n+τ+1)
]
[
T k(n+τ+1,n+τ+1)+· · ·+T
k
(n+λ+1,n+τ+1)
] .
Now if we set A = T k(n+τ,n+τ) + · · · + T
k
(n+λ,n+τ) and B = T
k
(n+τ+1,n+τ+1) + · · · +
T k(n+λ,n+τ+1) the previous expression is written as:
A(B + T k(n+λ+1,n+τ+1)) ≥ B(A+ T
k
(n+λ+1,n+τ)) ⇔
A · T k(n+λ+1,n+τ+1) ≥ B · T
k
(n+λ+1,n+τ)
which is true by the induction argument since for λ ≥ ρ ≥ τ + 1
T k(n+ρ,n+τ) · T
k
(n+λ+1,n+τ+1) ≥ T
k
(n+ρ,n+τ+1) · T
k
(n+λ+1,n+τ) ⇔
T k(n+ρ,n+τ)
T k(n+λ+1,n+τ)
≥
T k(n+ρ,n+τ+1)
T k(n+λ+1,n+τ+1)
is exactly the inductive argument for k.
Moreover, we needn’t take into account the part T k(n+τ,n+τ) of A.
Finally, the expression (2) for aτ implies that aτ <
n+λ+1
n+λ since the sum in the
denominator is bigger than the sum in the nominator.
Thus, in the general case for λ,Λ it will be true that
aτ <
n+ λ+ 1
n+ λ
·
n+ λ+ 2
n+ λ+ 1
· · ·
n+ Λ
n+ Λ− 1
=
n+ Λ
n+ λ
< 2
since Λ ≤ n and Λ, λ > 0.
It is also obvious, by definition, that aτ > 0 τ = 1, 2, . . . , λ. Thus, indeed, 2 ≥ a1 ≥
a2 ≥ · · · ≥ aλ > 0. 
Proposition 2.9. Let V be a vector space over R and ‖ ‖ a semi-norm on V . Let λ ∈ N
and β1, . . . , βλ ∈ V such that there exist M ∈ R+: such that for all j = 1, 2, . . . , λ we
have
∥∥∥ j∑
τ=1
βτ
∥∥∥ ≤M .
If a1, . . . , aλ ∈ R+, a1 ≥ a2 ≥ · · · ≥ aλ > 0 then for every j = 1, 2, . . . , λ we have∥∥∥ j∑
τ=1
aτβτ
∥∥∥ ≤ a1 ·M .
8
Proof. By Abel’s transformation
j∑
τ=1
aτβτ = aj(β1 + · · ·+ βj)−
j−1∑
τ=1
(β1 + · · ·+ βτ )(aτ+1 − aτ ).
Considering the seminorm we get:
∥∥∥∥
j∑
τ=1
aτβτ
∥∥∥∥ ≤ aj‖βi + · · · + βj‖+
j−1∑
τ=1
‖β1 + · · ·+ βτ‖(aτ − aτ+1)
≤ aj ·M +
j−1∑
τ=1
M · (aτ − aτ+1) = a1M. 
Now, let ϑ ∈ V N be a sequence (ϑ = (ϑn)). We prove the following:
Proposition 2.10. Let n, k, λ ∈ N∗. Then
[T k(ϑ)]n+a =
n
n+ a
· [T k(ϑ)]n +
[T k−1(ϑ)]n+1 + · · · + [T
k−1(ϑ)]n+a
n+ a
.
Proof. Indeed,
[T k(ϑ)]n+a =
[T k−1(ϑ)]1 + · · ·+ [T
k−1(ϑ)]n+a
n+ a
=
n
n
[
[T k−1(ϑ)]1 + · · ·+ [T
k−1(ϑ)]n
]
+ [T k−1(ϑ)]n+1 + · · · + [T
k−1(ϑ)]n+a
n+ a
=
n · [T k(θ)]n + [T
k−1(ϑ)]n+1 + · · ·+ [T
k−1(ϑ)]n+a
n+ a
which concludes the proof. 
Corollary 2.11. Let n, k, λ ∈ N∗. Then [T k(ϑ)]n+a is a convex combination of [T
k(ϑ)]n,
[T k−1(ϑ)]n, . . . , [T (ϑ)]n, ϑn+1, . . . , ϑn+a.
Proof. Indeed,by Proposition 2.10 [T k(ϑ)]n+a is a convex combination of [T
k(ϑ)]n,
[T k−1(ϑ)]n+1, . . . , [T
k−1(ϑ)]n+a.
However, each of the [T k−1(ϑ)]n+i (i = 1, . . . , a) is a convex combination of
[T k−1(ϑ)]n, [T
k−2(ϑ)]n+1, . . . , [T
k−2(ϑ)]n+i.
Thus, repeating this step k times we see that [T k(ϑ)]n+a is a convex combination
of [T k(ϑ)]n, [T
k−1(ϑ)]n, . . . , [T (ϑ)]n and ϑn+1, . . . , ϑn+a. 
Finally, we mention the following
Remark 2.12. If V is a locally convex vector space and a is a convergent sequence in
V towards a limit ℓ ∈ V , then [T (a)]n → ℓ, as n → +∞, as well.
9
3. A generic result on the iterates of the Cesaro operator
Definition 3.0. Let V be a metrizable, separable, locally convex vector space over R.
The topology on V is given by a countable family of separated semi-norms. It can be
generated by the metric d(x, y) =
∞∑
i=1
1
2i
‖x−y‖i
1+‖x−y‖i
(x, y ∈ V , ‖ ‖i : i = 1, 2, . . . are the
semi-norms).
For each ε > 0 we define Nε to be the smallest natural number such that
∞∑
i=Nε
1
2i
< ε.
The number Nε is in this way the number of ε-important seminorms.
For instance, if x, y ∈ V and ‖x−y‖i ≤ ε i = 1, 2, . . . , Nε then d(x, y) < ε+ε = 2ε.
Moreover, let T : V N → V N be the Cesaro operator: if a = (an) ∈ V
N then
[T (a)]n =
a1+···+an
n . Also T
k = T ◦ T k−1 k = 2, 3, . . . .
I prove the following:
Theorem 3.1. If V and T are defined as in Definition 3.0. and if A ⊆ V is an
arbitrary subset, then the set:
ΘA,V =
{
ϑ ∈ AN : [T k(ϑ)]n is dense in
conv(A) ∀ k = 1, 2, . . .
}
is dense and Gδ in A
N under the product topology.
We will first prove a simpler case:
Theorem 3.2. Let W be a separable Frechet space (completely metrizable, locally con-
vex) and B ⊂W a closed subset of W . Then the set:
ΘB,W =
{
ϑ ∈ BN : [T k(ϑ)]n is dense in
conv(B) ∀ k = 1, 2, . . .
}
is dense and Gδ in B
N under the product topology.
Proof of Theorem 3.2. Since W is separable and metrizable and convB ⊆ W , then
convB will also be separable. Let
{
xλ
}∞
λ=1
be a sequence that is dense in conv(B) and
xλ ∈conv(B) for all λ = 1, 2, . . . .
For each k, λ ∈ N I define the set Θxλ,k as follows:
Θxλ,k =
{
ϑ ∈ BN : ∃ n0 ∈ N such
that d([T k(ϑ)]n0 , xλ) <
1
λ
}
.
It is true that ΘB,W can be expressed as:
ΘB,W =
∞⋂
k=1
∞⋂
λ=1
Θxλ,k.
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This is an obvious consequence of the definition of ΘB,W .
Moreover,
Θxλ,k =
∞⋃
m=1
(T k)−1
(
W ×W × · · · ×W ×B
(
xλ,
1
λ
)
︸ ︷︷ ︸
m−position
×W × · · ·
)
where T k : BN → WN is continuous and B
(
xλ,
1
λ
)
is the open ball of center xλ and
radius 1λ .
The set W ×W × · · · ×W ×B
(
xλ,
1
λ
)
×W × · · · is open in WN under the product
topology, thus its inverse image under the continuous map T k will also be open.
Thus Θxλ,k is open as a union of open sets.
We will now show that Θxλ,k is also dense in B
N. This is a direct consequence of
the following lemma.
Lemma 3.3. Let W as in Theorem 3.2 and A ⊆W an arbitrary subset, ϑ1, . . . , ϑρ ∈ A
ρ-many given terms (without necessarily having ρ 6= 0), x ∈convA “target”, ε > 0 and
k ∈ N be given.
Then, there exist n > ρ (n ∈ N) and ϑρ+1, . . . , ϑn ∈ A terms, such that if ϑ
′ is a
sequence, ϑ′ ∈ AN that “starts with” ϑ1, . . . , ϑn (that means ϑ
′
i = ϑi, i = 1, . . . , n) it is
true that d([T k(ϑ)]n, x) < ε.
We mention that W need not be completely metrizable for the lemma to hold.
Proof of Lemma 3.3. I will first prove that there is a sequence ϑ′ ∈ AN that “starts
with” ϑ1, . . . , ϑρ and has a limit in convA as n → ∞. (That is: lim
n→∞
[T (ϑ′)]n also
exists and belongs to conv(A)) and moreover, that d
(
lim
n→∞
[T (ϑ′)]n, x
)
<
2 · ε
3
.
x ∈conv(A) thus ∃ v ∈ N and λ1, . . . , λv ∈ R and A1, . . . , Av ∈ A such that λi > 0,
v∑
i=1
λi = 1 and x =
v∑
i=1
λiAi.
For eachm ∈ N, there existm1, . . . ,mv ∈ N such that
v∑
i=1
mi = m and
∣∣∣λi−mim ∣∣∣ ≤ 1m .
Indeed, to show this, for each m, I consider maximal natural numbers m′i such
that
m′i
mi
< λi. Furthermore, I define mi to be either m
′
i or m
′
i + 1 in such a way that
v∑
i=1
mi = m.
Since this is true for each m ∈ N, I can choose m to be such that
‖Ai‖j
m <
ε
3v ,
i = 1, . . . , v, j = 1, 2, . . . , Nε/3. Then∥∥∥∥x− v∑
i=1
mi
m
·Ai
∥∥∥∥
j
=
∥∥∥∥ v∑
i=1
Ai
(
λi−
mi
m
)∥∥∥∥|j ≤ 1m ·
v∑
i=1
‖ai‖j < v·
ε
3v
=
ε
3
, j = 1, 2, . . . , Nε/3.
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I define x′ =
v∑
i=1
mi
m Ai. Now ‖x− x
′‖j < ε/3 j = 1, . . . , Nε/3 thus d(x, x
′) < 2·ε3 .
I consider the sequence ϑ′ ∈ AN defined as follows: ϑ′i = ϑi i = 1, 2, . . . , ρ and from
index (ρ+ 1) onwards I repeat the m-tuple of elements of A
m1-many︷ ︸︸ ︷
A1A1 · · ·A1
m2-many︷ ︸︸ ︷
A2 · · ·A2 · · ·Av−1
mv-many︷ ︸︸ ︷
Av · · ·Av︸ ︷︷ ︸
m-many
(m1 + · · · +mv = m).
I will show that lim
n→∞
[T (ϑ′)]n = x
′.
Let u < m be a natural number and q an arbitrary natural number. I examine the
term of index (ρ+ qm+ u) of T (ϑ′):
[T (ϑ′)]ρ+qm+u =
ϑ1 + · · · + ϑρ
ρ+ qm+ u
+
q
( v∑
i=1
miAi
)
ρ+ qm+ u
+
u-many︷ ︸︸ ︷
A1 + · · ·Aσ
ρ+ qm+ u
where σ is an index σ ≤ v. Moreover
v∑
i=1
miAi = m · x
′. Thus for every j ∈ N it is true
that:
‖[T (ϑ′)]ρ+qm+u − x
′‖j ≤
∥∥∥∥ϑ1 + · · ·+ ϑρρ+ qm+ u
∥∥∥∥
j
+
∥∥∥∥ x′ · (ρ+ u)ρ+ qm+ u
∥∥∥∥
j
+
∥∥∥∥A1 + · · ·+Aσρ+ qm+ u
∥∥∥∥
j
.
For each j ∈ N, the real numbers ‖A1‖j , ‖A1 +A1‖j , . . . , ‖A1 + · · ·+Av︸ ︷︷ ︸
m-many
‖j are finitely
many (m-many) positive real numbers. Thus, one of them is maximal. The previous
inequality is also true for each u = 1, 2, . . . ,m and each q ∈ N. Moreover, the right
part approaches 0 when q → ∞, independent of the value of u. Finally since there
are finitely many options for u, we deduce that
lim
n→∞
‖[T (ϑ′)]n − x
′‖j = 0 j = 1, 2, . . . .
Since this is true for each j ∈ N, the following also holds: lim
n→∞
d([T (ϑ′)]n, x
′) = 0.
The Cesaro operator does not affect the limit of a convergent sequence, thus for
each i = 1, 2, . . . it will be true that lim
n→∞
d([T i(ϑ′)]n, x
′) = 0. Thus, it will be true for
i = k. Thus, there exists a natural number n0 such that d([T
k(ϑ′)]n0 , x
′) < ε3 . Now, we
also showed that d(x, x′) < 2ε3 .
Thus, d([T k(ϑ′)]n0 , x) < ε.
The number n0 and the terms ϑ
′
ρ+1, . . . , ϑ
′
n0 satisfy the argument and this concludes
the proof of Lemma 3.3. 
I continue now, with the Proof of Theorem 3.2.
Using Lemma 3.3 it is easy now, to deduce that Θxλ,k is dense in B
N:
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Let β ∈ BN be an arbitrary sequence and let ρ ∈ N. I consider Lemma 3.3, setting
ϑi = βi, i = 1, . . . , ρ, x = xλ, ε =
1
λ and k to be the one that defines Θxλ,k. Now, I
consider an arbitrary sequence ϑ′ ∈ BN that “starts with” the terms ϑ1, . . . , ϑn that
are provided by Lemma 3.3.
Then ϑ′ ∈ Θxλ,k (Indeed, the index n0 that is demanded by the definition of Θxλ,k
is the number n provided by Lemma 3.3).
Also by definition ϑ′i = βi i = 1, . . . , ρ and since such a sequence ϑ
′ can be con-
structed for an arbitrary β ∈ BN and ∀ ρ ∈ N, Θxλ,k is dense in B
N.
I have shown that ΘB,W =
∞⋂
k=1
∞⋂
λ=1
Θxλ,k and proved that Θxλ,k is open and dense
in BN under the product topology. Since B is closed in the complete space W it will
also be complete under the metric d. Thus, BN is completely metrizable, that means
it is a Baire space.
Thus from Baire’s Category Theorem I deduce that ΘB,W is dense and Gδ in B
N.
This completes the proof of Theorem 3.2. 
I proceed now with the proof of Theorem 3.1.
Proof of Theorem 3.1. I consider a completion W of V and the closure A¯W of A in
W . Then because of Theorem 3.2 the set
ΘA¯W ,W =
{
ϑ ∈ (A¯W )N : [T k(ϑ)]n is dense
conv(A¯W ) ∀ k = 1, 2, . . .
}
is dense and Gδ in (A¯
W )N.
It is true that
ΘA¯W ,W ∩A
N = ΘA,V . (1)
Indeed, the direction ⊆ is obvious since, if ϑ ∈ AN, then T k(ϑ) ∈ (conv(A))N ∀ k =
1, 2, . . . and if [T k(ϑ)]n is dense in conv(A¯
W ) it will also be dense in conv(A) (since
conv(A) ⊆ conv(A¯W )).
For the other direction ⊇ we have:
If ϑ ∈ ΘA,V then ϑ ∈ A
N by definition. Now, [T k(ϑ)]n is dense in conv(A) for every
k = 1, 2, . . . and conv(A) is dense in conv(A¯W ) since A is dense in A¯W , thus [T k(ϑ)]n
is dense in conv(A¯W ), thus ϑ ∈ ΘA¯W ,W .
(1) implies that ΘA,V is Gδ in A
N, because ΘA¯W ,W is Gδ in (A¯
W )N.
We will now show that ΘA,V is dense in A
N. It suffices to show that ΘA¯W ,W ∩ A
N
is dense in ΘA¯W ,W (which is dense in (A¯
W )N ⊇ AN).
Indeed let ϑ′ ∈ ΘA¯W ,W .
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Then, there exist infinitely many sequences ϑi = (ϑi)n and σ
i = (σi)n i = 1, 2, . . .
such that (ϑ′)n = (ϑ
i)n + (σ
i)n and lim
n→∞
(σi)n = 0 and lim
i→∞
(σi)v = 0, ∀ v = 1, 2, . . . .
Since [T k(ϑ′)]n = [T
k(ϑi)]n + [T
k(σi)]n and since [T
k(σi)]n → 0. (The Cesaro
operator does not affect the limit of convergent sequences), then [T k(ϑi)]n will also be
dense in conv(A¯W ). That is ϑi ∈ ΘA¯W ,W , ∀ i = 1, 2, d .
Since lim
i→∞
(σi)v = 0 ∀ v = 1, 2, . . . and since (ϑ
′)n = (ϑ
i)n + (σ
i)n, it is true that
lim
i→∞
ϑi = ϑ′ where the limit is taken in (A¯W )N under the product topology. But
ϑi ∈ AN ∀ i = 1, 2, . . . . That means that ϑ′ belongs to the closure of AN in (A¯W )N.
Since this is true for an arbitrary ϑ′ ∈ ΘA¯W ,W I deduce that ΘA¯W ,W ∩ A
N = ΘA,V is
dense in ΘA¯W ,W thus, also dense in A
N.
This completes the proof of Theorem 3.1. 
Remark 3.4. The fact that ΘB,W is Gδ-dense is important because it lies in B
N which
is a complete space. In a complete space, a Gδ-dense set is quite “big”.
However, although the general theorem gives us more information, the extra knowl-
edge is not significant since in a not complete (AN) space, the Gδ-dense sets need not
be big. Thus the general theorem could be seen as an existence theorem, i.e. ΘA,V 6= ∅.
4. Main Result
Let V , Nε, T be as in Definition 3.0.
Definition 4.0. I consider the function δ :
(
0, 12
)
→
(
0, 12
)
such that if x ∈ B(0, δ(ε))
(the open ball with center 0 and radius δ(ε) in V ) then ‖x‖ρ < ε, ρ = 1, 2, . . . , Nε. Such
a function clearly exists and one suitable choice would be δ(ε) = ε
2Nε+1
.
I will prove the following:
Theorem 4.1. Let (V, d) be a separable, locally convex metric vector space, M ⊆ N an
infinite set of natural numbers, and A ⊂ V a subset such that convA = V .
Then the set
Θ(A,M) =


(ϑn) ∈ A
N : for each (xk) ∈ V
N sequence of “targets”, there exists
a sequence of indices λn, n = 1, 2, . . . , such that λn ∈M and
lim[T k(ϑ)]λn = xk ∀ k = 1, 2, . . .
is dense and Gδ in A
N. Moreover, if A is a vector space, then Θ(A,M) contains a
linear subspace of V N with the exception of 0.
This is a consequence of the following finite version.
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Theorem 4.2. Let V,A,M be as in Theorem 4.1. Let k ∈ N and ϑ1, . . . , ϑρ ∈ A ρ-
many terms (without necessarily having ρ 6= 0), a k-tuple of “targets”, x1, . . . , xk ∈ V
and ε > 0 be given. Then there exists n ∈ M, n > ρ and ϑρ+1, . . . , ϑn ∈ A terms
such that if a sequence ϑ ∈ V N “starts with” the terms ϑ1, . . . , ϑn then it is true that
d([T i(ϑ)]n, xi) < ε i = 1, . . . , k.
Supposing Theorem 4.2 is true I will proceed with the proof of Theorem 4.1.
Proof of Theorem 4.1. I will first prove that Θ(A,M) is nonempty.
Since V is separable, V N is also separable. Indeed if ξ is a dense countable subset of
V , then the set of sequences of elements of ξ with finite support is dense in V N under
the product topology.
Let
{
Ξλ
}∞
λ=1
be a sequence of elements of V N that is dense in V N. This means
that Ξλ ≡ (Ξλ)n ∈ V
N and the previous comment implies we can further demand that
∀ λ = 1, 2, . . . it is true that ♯ {n ∈ N : (Ξλ)n 6= 0} <∞. We can also demand that Ξλ
is of the form (x1, . . . , xk, 0, 0, . . .) for some k ∈ N and x1, . . . , xk ∈ V
∗.
I will construct an element of Θ(A,M).
I consider an empty set of initial terms (ρ = 0), ε = 11 , “targets” x1, . . . , xk1 to be
the nonzero terms of Ξ1 and k = k1. According to Theorem 4.2 there exists n1 ∈ M
and ϑ1, . . . , ϑn ∈ A such that if ϑ
′ ∈ V N “starts with” ϑ1, . . . , ϑn1 then it is true that
d([T i(ϑ′)]n1 , xi) <
1
1 , i = 1, 2, . . . , k1.
For each λ = 1, 2, 3, . . . I inductively define new terms as follows: I consider
ϑ1, . . . , ϑnλ as the initial terms, x
′
1, . . . , x
′
kλ+1
the nonzero terms of Ξλ+1 as the “tar-
gets”, k = kλ+1, ε =
1
λ+1 . Now according to Theorem 4.2 there exist a natural number
nλ+1 ∈M, nλ+1 > nλ and new terms ϑnλ+1, . . . , ϑnλ+1 ∈ A such that if ϑ
′ ∈ V N “starts
with” ϑ1, . . . , ϑnλ+1 , then it is true that
d([T i(ϑ′)]nλ+1 , x
′
i) <
1
λ+ 1
i = 1, . . . , kλ+1.
I consider the sequence ϑ that is formed by all these terms ϑi that I inductively
defined. I will show that ϑ ∈ Θ(A,M).
It is clear that ϑn ∈ A ∀ n = 1, 2, . . . . Now, let (xk) ∈ V
N. Since Ξn is dense in
V N, there exist a strictly increasing sequence of indices ρv such that lim
v →∞
Ξρv = (xk).
Because of the way ϑ is constructed it is true that d([T i(ϑ)]nρv , (Ξρv )i) <
1
ρv
where i
runs from 1 to the last nonzero term of Ξρv .
Let k ∈ N lim
v →∞
d([T k(ϑ)]nρv , xk) = limv →∞
d([T k(ϑ)]nρv , (Ξρv )k) ≤ limv →∞
1
ρv
= 0,
since xk = lim
v →∞
(Ξρv )k ∀ k = 1, 2, . . . .
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Since k was arbitrary it will be true that lim
v →∞
d([T k(ϑ)]nρv , xk) = 0. ∀ k = 1, 2, . . . .
Since (xk) was also an arbitrary element of V
N, it will be true for all (xk) ∈ V
N that
there exists a strictly increasing sequence of indices ρv such that lim
ρv →∞
d([T k(ϑ)]nρv , xk) =
0. Furthermore, nρv ∈ M by the construction of ϑ and hence the set Θ(A,M) is
nonempty indeed.
Since Θ(A,M) 6= ∅, we may consider an element ϑ of it. I will show that Θ(A,M)
is dense in AN, under the product topology. It is enough to show that if a ≡ (an) ∈ A
N
is an arbitrary sequence, then for each v ∈ N, there exists a sequence ϑ′ ∈ Θ(A,M)
such that ϑ′i = ai i = 1, . . . , v.
I consider the given sequence (a) and an arbitrary number v ∈ N and I define ϑ′ to
be: ϑ′i = ai i = 1, . . . , v, ϑ
′
i = ϑi i ≥ v + 1.
I will show that ϑ′ ∈ Θ(A,M).
Clearly (ϑ′)n ∈ A ∀ n.
Let (xk) ∈ V
N be a sequence of targets and λn the sequence of indices for which
lim
n→∞
d([T k(ϑ)]λn , xk) = 0.
Let k, j ∈ N∗ be arbitrary natural numbers. Then
‖[T k(ϑ)]λn − [T
k(ϑ′)]λn‖j ≤
v∑
i=1
T k(λn,i) · ‖ϑi‖j +
v∑
i=1
T k(λn,i)‖ai‖j
where T k(n,i) is the (n, i) element of the matrix of T
k.
The second part of the inequality tends to 0, as n approaches infinity since lim
n→∞
T k(n,i) =
0 ∀ i = 1, 2, . . . by Corollary 2.4 and since both sums are finite. Thus,
lim
n→∞
‖[T k(ϑ)]λn − [T
k(ϑ′)]λn‖j = 0 ∀ k, j ∈ N.
Thus
lim
n→∞
d([T k(ϑ)]λn , [T
k(ϑ′)]λn) = 0 ∀ k ∈ N.
Thus
lim
n→∞
d([T k(ϑ′)]λn , xn) = 0 ∀ k ∈ N.
And since (xk) was selected arbitrarily, such a sequence of indices λn exists for each
choice of “target-sequence” (xk) ∈ V
N. This means that ϑ′ ∈ Θ(A,M).
Thus, Θ(A,M) is dense in AN.
I will now show that Θ(A,M) is Gδ in A
N.
Indeed let
{
Ξλ
}∞
λ=1
be a sequence of elements of V N with finite support, that is
dense in V N.
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For each λ = 1, 2, . . . I define
ΘΞλ =
{
(ϑ) ∈ AN : ∃ n0 ∈ N, such that d([T
i(ϑ)]n0 , (Ξλ)i) <
1
λ
where i runs from 1 to the last nonzero term of Ξλ.
}
Now, let M be the index of the last nonzero term of Ξλ. That means (Ξλ)i = 0
∀ i > M . Now,
ΘΞλ =
M⋂
i=1
( ∞⋃
m=1
(T i)−1
(
V × V × · · · × V ×B
(
(Ξλ)i,
1
λ
)
︸ ︷︷ ︸
m-position
×V × · · ·
))
.
The set (T i)−1
(
V ×V ×· · ·×V ×B
(
(Ξλ)i,
1
λ
)
×V ×· · ·
)
is open since it is the inverse
image of an open set under a continuous function (T i) in the product topology. Since
M <∞, then ΘΞλ is a finite intersection of open sets, thus it is open.
However, Θ(A,M) =
∞⋂
λ=1
ΘΞλ ; that means that Θ(A,M) is Gδ in A
N.
I have shown that Θ(A,M) is dense and Gδ in A
N.
Now, for the second part of Theorem 4.1, let A be a vector space. I will deduce from
the previous result that Θ(A,M) contains a linear subspace of V N, with the exception
of 0, that is dense in AN.
Since V is metrizable and separable, V N is also metrizable and separable. Let d∗
be a metric in V N that generates the product topology. For instance let d∗ be:
d∗((a), (ϑ)) =
∞∑
n=1
1
2n
d(an, ϑn)
1 + d(an, ϑn)
.
Let ϑ′k = (ϑ
′
k)n where (ϑ
′
k)n ∈ A
N ∀ n = 1, 2, . . . be a sequence of elements of AN that
is dense in AN. Such a sequence exists, since V N is separable and metrizable.
Since Θ(A,M) is dense in AN, there exists ϑ1 ∈ Θ(A,M) such that d
∗(ϑ1, ϑ
′
1) <
1
1 .
Since ϑ1 ∈ Θ(A,M), if I consider a sequence of targets (xk): xk = 0 k = 1, 2, . . .
then there exists a sequence λn, (λn ∈ M n = 1, 2, . . .) such that lim
n→∞
[T k(ϑ1)]λn = 0
k = 1, 2, . . . .
I consider M1 = {λn} to be that set of indices. M1 is infinite, thus it will be true
that Θ(A,M1) is dense in A
N.
Now I inductively consider sequences ϑi+1 ∈ Θ(A,Mi) such that d
∗(ϑi+1, ϑ
′
i+1) <
1
i
and define Mi+1 ⊂ Mi as the set of indices λ
′
n ∈ Mi such that limn→∞
[T k(ϑi+1)]λ′n = 0
k = 1, 2, . . . .
Clearly, the set of sequences {ϑi} i = 1, 2, . . . is dense in A
N. I will show that
Θ(A,M) contains the linear subspace of V N generated by ϑi (i = 1, 2, . . .) with the
exception of 0.
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Let a1, . . . , aµ ∈ R
∗. I need to show that a1ϑ1 + · · ·+ aµϑµ ∈ Θ(A,M).
Let (xk) ∈ V
N be a sequence of “targets”. Since ϑµ ∈ Θ(A,Mµ−1), then there
exist a sequence of indices λn ∈ Mµ−1 ⊂ M such that lim
n→∞
[T k(ϑµ)]λn = xk ·
1
aµ
k = 1, 2, . . . .
Since λn ∈ Mµ−1 ⊂ Mµ−2 ⊂ · · · ⊂ M1 if will be true that lim
n→∞
[T k(ϑi)]λn = 0
i = 1, . . . , µ− 1.
Thus
lim
n→∞
[T k(a1ϑ1 + · · ·+ aµθµ)]λn = a1 · 0 + · · · + aµ ·
xk
aµ
= xk, k = 1, 2, . . . .
Moreover, a1ϑ1 + · · ·+ aµϑµ ∈ A
N since A is a linear subspace of V .
Thus a1ϑ1+ · · ·+aµϑµ ∈ Θ(A,M), which concludes the proof of Theorem 4.1. 
Now, I proceed with the proof of Theorem 4.2
Proof of Theorem 4.2. I will prove Theorem 4.2 using the following two lemmas:
First, however, we make a definition to simplify notation:
Definition 4.3. Given the natural numbers v, λ1, . . . , λk we define ϕi ≡ ϕi(v, λ1, . . . , λk) =
λi∑
j=1
T k+1−i(v+λ1+···+λi,v+···+λi−1+j) i = 1, . . . , k.
Observation 4.4. For instance, if ϑ1, . . . , ϑv ∈ B ⊂ V and ϑv+1, . . . , ϑv+···+λi ∈ Γ =
{Γ1, . . . , Γµ} ⊂ V , a finite subset of V , then for each i = 1, 2, . . . , k
[T k+1−i(ϑ)]v+···+λi = L(i) + a1Γ1 + · · ·+ aµΓµ aj ≥ 0 j = 1, . . . , µ
where
µ∑
j=1
aj = ϕi and L(i) ∈ conv(B ∪ {0}), by Definition 4.3 and Proposition 2.0.
Specifically a1Γ1 + · · ·+ aµΓµ is a convex combination of ϕi · Γj j = 1, . . . , µ.
Lemma 4.5. Let V,A, ε > 0 and k ∈ N be given as in Theorem 4.2, v1 ∈ N and
M0 ⊆ A a finite subset of A, also be given (♯M0 <∞).
Then there exist finite subsets M0 ⊆ M1 ⊆ · · · ⊆ Mk ⊆ A of A (♯Mk < ∞) and a
natural number m0 ∈ N such that for each natural number m ≥ m0, there exists a parti-
tion of m: v(m), λ1(m), . . . , λk(m) ⊢ m such that, if ϕi(m) ≡ ϕi(v(m), λ1(m), . . . , λk(m))
as in Definition 4.3, then the following are true:
(a) conv(ϕi(m) ·M
i)⊕B
(
0,
δ
(
ε
6
)
4
)
⊇conv(M i−1⊕conv(−M i−1) i = 1, 2, . . . , k
(b) λi(m)v(m)+···+λi(m) · [5‖M
i−1‖ρ + 1] ≤
ε
6k
ρ = 1, 2, . . . , Nε/3, i = 1, 2, . . . , k
(c)
2·‖Mk‖ρ
v(m) <
ε
6·(♯Mk)
, v(m) > v1, v(m) >
m
2 ρ = 1, . . . , Nε/3
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where if M is a finite subset of V , then ‖M‖ρ = max{‖x‖ρ : x ∈M}.
Proof. By Corollary 2.6 and Definition 4.3 it is known that
ϕi(m) ∈
[(
λi(m)
v(m) + · · · + λi(m)
)k+1−i
·
1
(k + 1− i)!
,
2λi(m)
v(m) + · · ·+ λi(m)
]
.
By setting γi(m) =
λi(m)
v(m)+···+λi(m)
(b) can be written as:
(b′) γi(m) · [5‖M
i−1‖ρ + 1] ≤
ε
6k ρ = 1, . . . , Nε/3 i = 1, . . . , k
and the previous bound can be written as:
ϕi(m) ∈
[
γi(m)
k+1−i ·
1
(k + 1− i)!
, 2γi(m)
]
. (1)
I will show that we can specify intervals [ci, di] ⊆ [0, 1] for γi(m), that are independent
of m, such that, when γi(m) belongs to [ci, di] i = 1, . . . , k, then (a) and (b
′) hold.
Then I will demonstrate how, given a suitable number m ∈ N and a k-tuple of intervals
for γi(m), we can define a partition of m: v(m), λ1(m), . . . , λk(m) ⊢ m such that:
λi(m)
v(m)+···+λi(m)
∈ [ci, di].
(a) can be written as:
[ϕi(m) · conv(M
i)]⊕B
(
0,
δ(ε/6)
4
)
⊇ conv(M i−1)⊕ conv(−M i−1).
Moreover, ϕi(m) · B
(
0, δ(ε/6)4
)
⊆ B
(
0, δ(ε/6)4
)
.
Indeed, ϕi(m) < 1 by Definition 4.3 and Proposition 2.0 and if d is the metric in
V , d(0, λx) ≤ d(0, x) when 0 ≤ λ ≤ 1, since V is locally convex.
Thus, it is enough to show that
ϕi(m) ·
[
conv(M i)⊕B
(
0,
δ(ε/6)
4
)]
⊇ conv(M i−1)⊕ conv(−M i−1) or
conv(M i)⊕B
(
0,
δ(ε/6)
4
)
⊇
1
ϕi(m)
· [conv(M i−1)⊕ conv(−M i−1)].
However,
conv(M i−1)⊕ conv(−M i−1) ⊆ (2M i−1 ∪ (−2)M i−1)
since, if x ∈ conv(M i−1)⊕conv(−M i−1) then there exist µ ∈ N, λ1, . . . , λµ, λ
′
1, . . . , λ
′
µ ∈
R+ such that
µ∑
i=1
λi = 1 =
µ∑
i=1
λ′i and X =
µ′∑
i=1
λiAi −
µ∑
i=1
λ′i · Ai for some A1, . . . , Aµ ∈
M i−1.
However,
µ∑
i=1
λiAi −
µ∑
i=1
λ′iAi =
µ∑
i=1
λi
2
· 2Ai +
µ∑
i=1
λi
2
(−2Ai).
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Thus x ∈ conv(2M i−1 ∪ (−2)M i−1) since,
µ∑
i=1
λi
2 +
µ∑
i=1
λ′i
2 = 1.
Therefore, it is enough for (a) to show that
conv(M i)⊕B
(
0,
δ(ε/6)
4
)
⊇
1
ϕi(m)
· conv(2M i−1 ∪ (−2)M i−1)
and since ϕi(m) ≥ [γi(m)]
k+1−i · 1(k+1−i)! by (1) it is enough to prove:
(a′): conv(M i) ⊕ B
(
0, δ(ε/6)4
)
⊇ 1
[γi(m)]k+1−i
· (k + 1 − i)! · conv(2M i−1 ∪ (−2)M i−1)
i = 1, . . . , k.
For a finite subset M of V , let ‖M‖max(ε) = max
ρ
{‖M‖ρ : ρ = 1, . . . , Nε}.
If for each i = 1, 2, . . . , k there is a set M i such that
conv(M i)⊕B
(
0,
δ(ε/6)
4
)
⊇
[
k
ε
(10 · ‖M i−1‖max(ε/3) + 2)
]k+1−i
· (k + 1− i)! · conv(2M i−1 ∪ (−2)M i−1). (2)
Then if
γi(m) ∈
[
ε
k
1
10‖M i−1‖max(ε/3) + 2
,
ε
k
·
1
5‖M i−1‖max(ε/3) + 1
]
(3)
then both (a′) and (b′) are satisfied. (The lower bound gives (a′) and the upper bound
(b′)). Such sets M i (i = 1, . . . , k) as in (2) can easily be constructed. (By induction,
assuming M i−1 is known).
Observation 4.6. If ∆ is dense in V and Bj ∈ V j = 1, 2, . . . is a countable collection
of vectors of V , then for every ε > 0, there exist B∗j (ε) ∈ ∆ such that:
conv({B∗j (ε)}) ⊕B(0, ε) ⊇ conv({Bj}).
Indeed, I choose B∗j (ε) ∈ ∆ such that d(B
∗
j (ε), Bj) <
ε
2i
. Now, if β =
µ∑
i=1
λiBi ∈
conv({Bj : j = 1, 2, . . .}) for some µ ∈ N
∗, λi ∈ [0, 1],
µ∑
i=1
λi = 1), then I consider
β∗(ε) =
µ∑
i=1
λiB
∗
i (ε).
Now
d(β, β∗(ε))≤
µ∑
i=1
d(0, λi(Bi−B
∗
i (ε))≤
µ∑
i=1
d(0, Bi−B
∗(ε))=
µ∑
i=1
d(Bi, B
∗
i (ε))<
µ∑
i=1
ε
2i
= ε.
Now, in order to construct sets M i i = 1, . . . , k that satisfy (2), we see that if M i−1 is
known, since convA is dense in V , Observation 4.6 implies that there exist A∗1, . . . , A
∗
q ∈
20
convA such that q ≤ 20♯M i−1 and
conv({A∗i : i = 1, . . . , q}) ⊕B
(
0,
δ(ε/6)
4
)
⊇ conv
([
k
ε
(10 · ‖M i−1‖max(ε/3) + 2)
]k+1−i
· (k + 1− i)! · (2M i−1 ∪ (−2)M i−1)
)
Observation 4.6 can be used since the set whose convex hall we consider in the right
part, is finite with at most 2 · (♯M i−1) elements.
This is exactly what is needed for the set M i in (2).
Now, since A∗1, . . . , A
∗
q ∈ convA, there exist a number µ ∈ N and A1, . . . , Aµ ∈ A
such that A∗j ∈ conv({A1, . . . , Aµ}) j = 1, . . . , q. I define M
i = {A1, . . . , Aµ} ∪M
i−1.
M i is finite and M i−1 ⊆M i and for each γi(m) as in (3), (a
′) and (b′) are satisfied.
In this way, since the first set M0 is given I have constructed sets M0 ⊆ M1 ⊆
· · · ⊆Mk, ♯Mk <∞ that satisfy (2) and intervals
[ci, di] =
[
ε
k
·
1
10‖M i−1‖max(ε/3) + 2
,
ε
k
1
5‖M i−1‖max(ε/3) + 1
]
such that for the sets M0, . . . ,Mk and for arbitrary real numbers γi(m) such that
γi(m) ∈ [ci, di] (a
′) and (b′) are true.
By the definition of the intervals [ci, di], we see that d1−c1 ≥ d2−c2 ≥ · · · ≥ dk−ck.
Moreover d1 + · · · + dk < ε.
Let m0 be a natural number such that m0 >
2
dk−ck
and m0 > 2 · v1 and m0 >
4
3 · 6(♯M
k) · ‖Mk‖ρ ρ = 1, . . . , Nε/3.
Now, for eachm ≥ m0 I will construct a partition ofm: v(m), λ1(m), . . . , λk(m) ⊢ m
such that λi(m)v(m)+···+λi(m) ∈ [ci, di].
Since 1m <
dk−ck
2 there is a natural number λk(m) ∈ N such that
λk(m)
m ∈ [ck, dk].
Moreover, m − λk(m) >
m
2 since
m
2 > λk(m) ⇔
1
2 >
λk(m)
m which is true since
1
2 > ε > d1 + · · ·+ dk > dk >
λk(m)
m .
Thus 1m−λk(m) < dk − ck < dk−1 − ck−1.
For each i = k − 1, k − 2, . . . , 1, I consider the following proposition:
There are λi+1(m), . . . , λk(m) such that
λk(m)
m
∈ [ck, dk],
λk−1(m)
m− λk(m)
∈ [ck−1, dk−1], . . . ,
λi+1(m)
m− λk(m)− · · · − λi+2(m)
∈ [ci+1, di+1]
and m− λk(m)− · · · − λi+1(m) >
m
2 .
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This proposition is true when i = k − 1 as we showed earlier. I consider it to be
true for i ∈ {2, . . . , k − 1} and will prove it for i− 1: Since
m−λk(m)−· · ·−λi+1(m) >
m
2
⇔
1
m− λk(m)− · · · − λi+1(m)
<
2
m
< dk−ck < di−ci.
Thus, there is a natural number λi(m) such that
λi(m)
m−···−λi+1(m)
∈ [ci, di].
Moreover
λk(m) + · · · + λi(m)
m
< di + · · ·+ dk < ε <
1
2
by the induction argument.
Thus,
m
2
> λk(m) + · · ·+ λi(m)⇔ m− λk(m)− · · · − λi(m) >
m
2
.
Thus, the finite induction is completed and I have constructed numbers λ1(m), . . . , λk(m)
such that λi(m)m−λk(m)−···−λi+1(m) ∈ [ci, di] and λ1(m) + · · ·+ λk(m) <
m
2 .
I set v(m)=m− λk(m)− · · · − λ1(m), and for the partition
v(m), λ1(m), . . . , λk(m)⊢m of m it is true that
λi(m)
v(m) + λ1(m) + · · · + λi(m)
=
λi(m)
m− λk(m)− · · · − λi+1(m)
∈ [ci, di].
Moreover, by definition v(m) > m2 .
Thus, v(m) > m02 .
Thus, v(m) > v1 and
2·‖Mk‖ρ
v(m) <
ε
6(♯Mk)
ρ = 1, . . . , Nε/3.
That means that v(m) satisfies (c).
Moreover, since the setsM0,M1, . . . ,Mk and the real numbers γi(m) =
λi(m)
v(m)+···+λi(m)
satisfy (a′) and (b′), then the sets M0,M1, . . . ,Mk and the natural numbers
v(m), λ1(m), . . . , λk(m) ⊢ m, ∀ m ≥ m0 satisfy (a) and (b).
This concludes the proof of Lemma 4.5. 
Lemma 4.7. Let V,A, x1, . . . , xk, ε > 0 and k ∈ N be given as in Theorem 4.2. Let
M0 ⊆ M1 ⊆ · · · ⊆ Mk be finite subsets of A and v, λ1, . . . , λk natural numbers such
that if ϕi = ϕi(v, λi, . . . , λn) as in Definition 4.3 and m = v + λ1 + · · · + λk, then
M0, . . . ,Mk, v, λ1, . . . , λk,m satisfy (a) and (c) of Lemma 4.5.
If furthermore M0 is such that 0, xi ∈ conv(M
0) ⊕ B
(
0, δ(ε/6)4
)
i = 1, . . . , k and
if ϑ1, . . . , ϑv ∈ V are given such that if ϑ “starts with” ϑ1, . . . , ϑv then, [T
i(ϑ)]v ∈
conv(M0)⊕B
(
0, δ(ε/6)4k
)
i = 1, 2, . . . , k.
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Then, there exist terms ϑv+1, . . . , ϑv+λ1+···+λk where:
j = 1, . . . , λ1 ϑv+j ∈M
1
j = λ1 + 1, . . . , λ1 + λ2 ϑv+j ∈M
2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
j = λ1 + · · ·+ λk−1 + 1, . . . , λ1 + · · ·+ λk ϑv+j ∈M
k
such that if ϑ ∈ V N “starts with” ϑ1, . . . , ϑv+λ1+···+λk then:
(a) ‖[T k+1−i(ϑ)]v+···+λi − xk+1−i‖ρ <
ε
3 ρ = 1, . . . , Nε/3 i = 1, . . . , k.
(b) ‖[T k+1−i(ϑ)]v+···+λi−1+j‖ρ ≤ 5 · ‖M
i−1‖ρ + 1 ρ = 1, . . . , Nε/3, i = 1, . . . , k,
j = 1, . . . , λi.
Proof.
Observation 4.8. If θ1, . . . , θv are given as in Lemma 4.7 and ϑv+1, . . . , ϑv+a ∈ M
i
are a-many terms of M i (a ∈ N), then if ϑ ∈ V N “starts with” ϑ1, . . . , ϑv+a it is true
that:
[T j(ϑ)]v+a ∈ conv(M
i)⊕B
(
0,
δ(ε/6)
4
)
j = 1, . . . , k.
Indeed, by Corollary 2.11 [T j(ϑ)]v+a is a convex combination of [T
i(ϑ))]v , . . . ,
[T j(ϑ)]v, ϑv+1, . . . , ϑv+a. Now, since [T
i(ϑ)]v ∈ conv(M
i) ⊕ B
(
0, δ(ε/6)4
)
i = 1, . . . , k
and ϑv+j ∈M
i j = 1, . . . , a, a convex combination of these elements will belong to
B
(
0,
δ(ε/6)
4k
)
⊕ · · · ⊕B
(
0,
δ(ε/6)
4k
)
︸ ︷︷ ︸
k times
⊕conv(M i) ⊆ B
(
0,
δ(ε/6)
4
)
⊕ conv(M i).
Now, to prove Lemma 4.7, I will inductively define terms ϑv+1, . . . , ϑv+λ1+···+λk in k-
many steps: In the ith step (i=1, . . . , k) I define terms ϑv+···+λi−1+1, . . . , ϑv+···+λi−1+λi ∈
M i as follows:
By Observation 4.8 and the fact that in previous steps the terms belong to M i−1,
it is true that [T k+1−i(ϑ)]v+···+λi−1 ∈ conv(M
i−1)⊕B
(
0, δ(ε/6)4
)
.
For the 1st step this is given by the Lemma. (It is one of the conditions).
Temporarily, even if 0 /∈ A, I set ϑv+λ1+···+λi−1+j = 0 j = 1, . . . , λi. Thus, for
a sequence ϑ ∈ V N that “starts with” ϑ1, . . . , ϑv+···+λi I consider the vector S =
[T k+1−i(ϑ)]v+···+λi . We see that
S =
v+···+λi−1∑
j=1
T k+1−i(v+···+λi,j) · ϑj (4)
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since ϑv+···+λi−1+j = 0 for j = 1, . . . , λi. Here T
i
(n,m) is the element of the n
th row and
mth column of the matrix of T i.
By Observation 4.8, S is a convex combination of an element of conv(M i−1) ⊕
B
(
0, δ(ε/6)4
)
and 0. However, 0 ∈ conv(M i−1)⊕B
(
0, δ(ε/6)4
)
(given by the lemma).
Thus,
S ∈ conv(M i−1)⊕B
(
0,
2δ(ε/6)
4
)
. (5)
Now it is given that xk+1−i ∈ conv(M
0) ⊕ B
(
0, δ(ε/6)4
)
⇒ xk+1−i ∈ conv(M
i−1) ⊕
B
(
0, δ(ε/6)4
)
. Thus,
xk+1−i − S ∈ conv(M
i−1)⊕ conv(−M i−1)⊕B
(
0,
3δ(ε/6)
4
)
.
Thus,
‖xk+1−i − S‖ρ ≤ 2‖M
i−1‖ρ +
ε
6
, ρ = 1, . . . , Nε/3.
However, by Lemma 4.5 it is true that
conv(ϕiM
i)⊕B
(
0,
δ(ε/6)
4
)
⊇ conv(M i−1)⊕ conv(−M i−1).
Thus xk+1−i − S ∈ conv(ϕiM
i)⊕B
(
0, 4δ(ε/6)4
)
.
This means that there is x′k+1−i ∈ V such that d(x
′
k+1−i, xk+1−i) < δ(ε/6). (Thus,
‖x′k+1−i − xk+1−i‖ρ <
ε
6 ρ = 1, 2, . . . , Nε/3) and x
′
k+1−i − S ∈ conv(ϕiM
i).
By combining the previous two inequalities of the seminorm ‖ ‖ρ, it will be true
that
‖x′k+1−i − S‖ρ < 2 · ‖M
i−1‖ρ +
ε
3
ρ = 1, 2, . . . , Nε/3. (6)
Now, since x′k+1−i−S ∈ conv(ϕiM
i), there exist g1, . . . , gµ ∈ R+ andM
i
1, . . . ,M
i
µ ∈M
i
such that µ < ♯(M i),
µ∑
j=1
gj = 1,
µ∑
j=1
gjϕiMj = x
′
k+1−i − S.
We will show that we can define terms ϑv+···+λi−1+1, . . . , ϑv+···+λi ∈ {M
i
1, . . . ,M
i
µ}
such that
j∑
τ=1
T k+1−i(v+···+λi,v+···+λi−1+τ)·ϑ(v+···+λi−1+τ)=Lj·(x
′
k+1−i−S)+υj : j=1, . . . , λi, Lj ∈ (0, 1),
for suitable Lj , υj such that ‖υj‖ρ ≤
1
3 ρ = 1, . . . , Nε/3.
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Indeed, for each N ∈ N, I can define ϑv+···+λi−1+1, . . . , ϑv+···+λi ∈ {M
i
1, . . . ,M
i
µ}
such that ∀ j = 1, . . . , λi
j∑
τ=1
T k+1−i(v+···+λi,v+···+λi−1+τ) · ϑ(v+···+λi−1+τ) =
L
N
(x′k+1−i − S) + β1M
i
1 + · · ·+ βµM
i
µ (7)
for some L ∈ {1, . . . , N} and some βρ ρ = 1, . . . , µ such that βρ < max
{
gρϕi
N ,
2
v
}
.
(Of course L, β1, . . . , βµ depend on j = 1, . . . , λi) and moreover for j = λi:
λi∑
τ=1
T k+1−i(v+···+λi,v+···+λi−1+τ) · ϑ(v+···+λi−1+τ) = x
′
k+1−i − S + β
′
1M
′
1 + · · ·+ β
′
µ ·M
′
µ (8)
where |β′i| <
2
v .
I can do this the following way
At the beginning I set ϑv+···+λi−1+τ = 0, θ = 1, . . . , λi as I mentioned before.
After that in λi steps, I assign vectors to ϑv+···+λi−1+τ from the set {M1, . . . ,M
i
µ}.
For each j = 1, 2, . . . , λi the sum
j∑
τ=1
T k+1−i(v+···+λi,v+···+λi−1+τ) · ϑv+···+λi−1+τ will be of
the form γ1(j)M
i
1+· · ·+γµ(j)M
i
µ where γ1(j)+· · ·+γµ(j) < ϕi and γ1(λi)+· · ·+γµ(λi) =
ϕi.
After each step the coefficient of some M ij will increase by a value less than
2
v since
T k+1−i(v+···+λi,v+···+λi−1+τ) <
2
v by Corollary 2.2.
In this way, after j0 (for some 1 ≤ j0 ≤ λi) steps, I can make the coefficient γ1(j0)
of M i1 such that γ1(j0) ∈
(
g1·ϕi
N ,
g1·ϕi
N +
2
v
)
. After that I can do the same for the rest
M i2, . . . ,M
i
µ so that after j1 steps it is true that γτ (j1) ∈
(
gτϕi
N ,
gτϕi
N +
2
v
)
τ = 1, . . . , µ
by assigning first the vector M i2, then M
i
3 etc. After I finish one “round” I can start
assigning the vector M i1 again so that after j2 steps it is true that
γ1(j2) ∈
(
2g1ϕi
N
,
2g1ϕi
N
+
2
v
)
and
γτ (j2) ∈
(
gτϕi
N
,
gτϕi
N
+
2
v
)
τ = 2, . . . , µ
and at the end of the second “round”, it will be true that
γτ (j3) ∈
(
2 · gτ · ϕi
N
,
2 · gτϕi
N
+
2
v
)
for some j3 τ = 1, . . . , µ.
I continue like this and at the end of the N th round I assign vectors such that γτ (j4) ∈(
gτ · ϕi −
2
v , gτ · ϕi
)
τ = 1, . . . , µ for some j4.
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Finally since the sum of the coefficients will be ϕi at the (λi)
th step, I can assign
vectors to the last terms ϑv+···+λi , ϑv+···+λi−1, . . . such that
γτ (λi) ∈
(
gτ · ϕi −
2
v , gτ · ϕi +
2
v
)
τ = 1, . . . , µ.
Now I have assigned vectors M i1, . . . ,M
i
µ to the terms ϑv+···+λi−1+1, . . . , ϑv+···+λi in
such a way that (7) and (8) hold.
From (7) and (8), I will now deduce (a) and (b) of the lemma.
(4) and (8) imply that
[T k+1−i(ϑ)]v+···+λi − x
′
k+1−i = β
′
1M
i
1 + · · ·+ β
′
µM
i
µ where |β
′
1| <
2
v
.
Thus ‖[T k+1−i(ϑ)]v+···+λi − x
′
k+1−i‖ρ < µ ·
2
v · ‖M
i‖ρ <
2·‖M i‖ρ·(♯M i)
v <
ε
6 by Lemma
4.5: (c) ρ = 1, . . . , Nε/3.
Moreover, we have shown that ‖xk+1−i − x
′
k+1−i‖ρ <
ε
6 ρ = 1, . . . , Nε/3.
Thus
‖[T k+1−i(ϑ)]v+···+λi − xk+1−i‖ρ <
ε
3
ρ = 1, . . . , Nε/3 which is (a).
Now (7) implies that for each j = 1, . . . , λi and ρ = 1, 2, . . . , Nε/3∥∥∥∥
j∑
τ=1
T k+1−i(v+···+λi,v+···+λi−1+τ)ϑ(v+···+λi−1+τ)
∥∥∥∥
ρ
≤
L
N
‖x′k+1−i − S‖ρ +
(
ϕi
N
+
2µ
V
)
· ‖M i‖ρ
where L ∈ {1, . . . , N} and N is the one I choose when I assign vectors M i1, . . . ,M
i
µ to
ϑv+···+λi−1+τ τ = 1, . . . , λi.
I can choose N such that
(
ϕi
N +
2µ
V
)
· ‖M i‖ρ <
1
3 ρ = 1, 2, . . . , Nε/3.
Indeed
2(♯M i)·‖M i‖ρ
V <
ε
6 ρ = 1, 2, . . . , Nε/3 by Lemma 4.5: (c).
Thus, since by (6) ‖x′k+1−i − S‖ρ < 2‖M
i−1‖ρ +
ε
3 , ρ = 1, 2, . . . , Nε/3 then∥∥∥∥
j∑
τ=1
T k+1−i(v+···+λi,v+···+λi−1+τ) · ϑ(v+···+λi−1+τ)
∥∥∥∥
ρ
≤ 2‖M i−1‖ρ +
ε
3
+
1
3
ρ=1, . . . , Nε/3. (9)
I consider now [T k+1−i(ϑ)]v+···+λi−1+j j = 1, . . . , λi and observe that
[T k+1−i(ϑ)]v+···+λi−1+j = S(j) +
j∑
τ=1
T k+1−i(v+···+λi−1+j,v+···+λi−1+τ) · ϑ(v+···+λi−1+τ).
where for each j = 1, . . . , λi, S(j) is a convex combination of [T
1(ϑ)]v , . . . , [T
k+1−i(ϑ)]v ,
ϑv+1, . . . , ϑv+···+λi−1 and 0, by Corollary 2.11.
Thus, S(j) ∈ conv(M
i−1)⊕B
(
0, 2δ(ε/6)4
)
as in (5). Thus,
‖S(j)‖ρ < ‖M
i−1‖ρ + ε/6 ρ = 1, 2, . . . , Nε/3. (10)
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Now, we observe that for each j = 1, . . . , λi
[T k+1−i(ϑ)]v+···+λi−1+j − S(j) =
j∑
τ=1
T k+1−i(v+···+λi−1+j,v+···+λi−1+τ)
T k+1−i(v+···+λi,v+···+λi−1+τ)
· T k+1−i(v+···+λi,v+···+λi−1+τ) · ϑ(v+···+λi−1+τ).
By setting
ατ =
T k+1−i(v+···+λi−1+j,v+···+λi−1+τ)
T k+1−i(v+···+λi,v+···+λi−1+τ)
and
βτ = T
k+1−i
(v+···+λi,v+···+λi−1+τ)
· ϑ(v+···+λi−1+τ) τ = 1, . . . , j.
I have that [T k+1−i(ϑ)]v+···+λi−1+j − S(j) is of the form
j∑
τ=1
ατβτ where 2 ≥ α1 ≥ α2 ≥
· · · ≥ αj > 0 by Proposition 2.8 and
∥∥∥ j∑
τ=1
βτ
∥∥∥
ρ
< 2‖M i−1‖ρ+
ε
3 +
1
3 ρ = 1, . . . , Nε/3 by
(9).
Thus, by Proposition 2.9
∥∥∥ j∑
τ=1
ατβτ
∥∥∥ ≤ 4 · ‖M i−1‖ρ + 23 + 2·ε3 ρ = 1, 2, . . . , Nε/3.
This means, that for each j = 1, 2, . . . , λi
‖[T k+1−i(ϑ)]v+···+λi−1+j − S(j)‖ρ ≤ 4 · ‖M
i−1‖ρ +
2
3
+
2 · ε
3
ρ = 1, 2, . . . , Nε/3.
Thus, (10) implies now that for each j = 1, . . . , λi
‖[T k+1−i(ϑ)]v+···+λi−1+j‖ρ ≤ 5‖M
i−1‖ρ +
2
3
+ ε ≤ 5‖M i−1‖ρ + 1 ρ = 1, 2, . . . , Nε/3
which proves (b) and concludes the proof of Lemma 4.7. 
I continue now with the proof of Theorem 4.2.
Let a ∈ A an arbitrary element of A.
Since V is a locally convex metric space, the Cesaro operator T preserves the limit
of convergent sequences. Thus, if I consider the sequence ϑ′n: ϑ
′
i = ϑi i = 1, . . . , ρ
and ϑ′i = a, i ≥ ρ + 1 where ϑ1, . . . , ϑρ are the terms given by Theorem 4.2 then,
lim
v →∞
[T k(ϑ′)]v = a k = 1, 2, . . . .
Thus, there exists v1 ∈ N such that: If ϑρ+1 = · · · = ϑv1 = a and a sequence
ϑ′ ∈ V N “starts with” ϑ1, . . . , ϑv1 , then
[T i(ϑ′)]v1 ∈ B
(
a,
δ(ε/6)
4k
)
i = 1, . . . , k.
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Observation 4.9. There exists a finite subset of A, (M0 ⊆ A, ♯M0 < ∞) such that
0, x1, . . . , xk ∈ conv(M
0) ⊕ B
(
0, δ(ε/6)4
)
and thus, ‖xi‖ρ ≤ ‖M
0‖ρ +
ε
3 : i = 1, 2, . . .,
ρ = 1, 2, . . . , Nε/3 and a ∈M
0.
Indeed, since conv(A) = V , there exist 0∗, x∗1, . . . , x
∗
k ∈ convA such that d(x
∗
i , xi) <
δ(ε/6)
4 and d(0
∗, 0) < δ(ε/6)4 .
Since 0∗, . . . , x∗k ∈ convA they can be expressed as convex combinations of a finite
number of elements of A. This finite collection is the set M0.
I mention that we can force ‖M0‖ρ ≥ 1 ρ = 1, . . . , Nε/3 by adding a finite number
of elements.
Now V,A, ε > 0, k ∈ N, M0 and v1 satisfy the conditions of Lemma 4.5, hence
there exist sets M1,M2, . . . ,Mk and a number m0 as prescribed in Lemma 4.5.
We choose a number m > m0 such that m ∈M and m > 2v1. By Lemma 4.5 there
is a partition v, λ1, . . . , λk ⊢ m such that v > v1 and conditions (a), (b), (c) of Lemma
4.5 hold.
We also define terms ϑv1+1, . . . , ϑv = a. It will of course still be true that if a
sequence ϑ′ ∈ V N “starts with” ϑ1, . . . , ϑv, then
[T i(ϑ)]v ∈ conv(M
0)⊕B
(
0,
δ(ε/6)
4
)
since a ∈M0 i = 1, . . . , k.
Now V,A, ε > 0, k ∈ N x1, . . . , xk, M
0,M1, . . . ,Mk, v, λ1, . . . , λk and ϑ1, . . . , ϑv all
satisfy the conditions of Lemma 4.7, thus there exist ϑv+1, . . . , ϑv+λ1+···+λk ∈M
k such
that the following hold: If ϑ ∈ V N “starts with” ϑ1, . . . , ϑv+···+λk , then:
‖[T k+1−i(ϑ)]v+···+λi − xk+1−i‖ρ < ε/3 ρ = 1, . . . , Nε/3 i = 1, . . . , k (11)
and
‖[T k+1−i(ϑ)]v+···+λi−1+j‖ρ ≤ 5‖M
i−1‖ρ + 1
ρ = 1, . . . , Nε/3, i = 1, . . . , k, j = 1, . . . , λi. (12)
For i = k, (11) implies that ‖[T (ϑ)]v+···+λk − x1‖ρ <
ε
3 ρ = 1, . . . , Nε/3. That means
that
d([T (ϑ)]v+···+λk , x1) < ε/3 +
ε
3
< ε. (13)
For each j = 1, . . . , λk I consider [T
2(ϑ)]v+···+λk−1+j − x2. By Proposition 2.10 it is
equal to
=
v+· · ·+λk−1
v+· · ·+λk−1 + j
[T 2(ϑ)]v+···+λk−1+
[T (ϑ)]v+···+λk−1+· · ·+[T (ϑ)]v+···+λk−1+j
v + · · · + λk−1 + j
− x2.
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Considering the ‖ ‖ρ ρ = 1, 2, . . . , Nε/3 seminorm
‖[T 2(ϑ)]v+···+λk−1+j − x2‖ρ ≤
v + · · ·+ λk−1
v + · · ·+ λk−1 + j
· ‖[T 2(ϑ)]v+···+λk−1 − x2‖ρ
+
j
v + · · · + λk−1 + j
‖x2‖ρ
+
‖[T (ϑ)]v+···+λk−1+1‖ρ + · · · + ‖[T (ϑ)]v+···+λk−1+j‖ρ
v + · · ·+ λk−1 + j
≤ ε/3 +
j
v + · · ·+ λk−1 + j
(‖x2‖ρ + 5 · ‖M
k−1‖ρ + 1), by (11) and (12)
<ε/3 +
λk
v + · · ·+ λk
(‖Mk−1‖ρ + 1 + 5‖M
k−1‖ρ + 1),by Observation 4.9
<ε/3 + 2 ·
ε
6k
< 2 ·
ε
3
by Lemma 4.5: (b)
Thus for i = 1 it is true that
‖[T i+1(ϑ)]v+···+λk−1+j − xi+1‖ρ ≤
2ε
3
j = 1, . . . , (λk−i+1+ · · ·+ λk) ρ = 1, 2, . . . , Nε/3.
For i+ 1: We consider [T i+2(ϑ)](v+···+λk−i−1+j) − xi+2: j = 1, . . . , (λk−i + · · ·+ λk).
By Proposition 2.10 it is equal to:
v + · · ·+ λk−i−1
v + · · ·+ λk−i−1 + j
· [T i+2(ϑ)](v+···+λk−i−1)
+
[T i+1(ϑ)](v+···+λk−i−1+1) + · · · + [T
i+1(ϑ)](v+···+λk−i−1+j)
v + · · · + λk−i−1 + j
− xi+2.
Thus considering the ‖ ‖ρ seminorm, ρ = 1, . . . , Nε/3
‖[T i+2(ϑ)](v+···+λk−i−1+j)−xi+2‖ρ≤
v + · · · + λk−i−1
v + · · · + λk−i−1 + j
·‖[T i+2(ϑ)]v+···+λk−i−1−xi+2‖ρ
+
j
v + · · ·+ λk−i−1 + j
· ‖xi+2‖ρ
+
λk−i
v + · · ·+ λk−i−1 + j
· (5 · ‖Mk−i−1‖ρ + 1)
+
|j − λk−i|
v + · · ·+ λk−i−1 + j
(
‖xi+1‖ρ +
2ε
3
)
by the inductive argument and (12) (where by considering the absolute value of (j −
λk−i) we cover the cases 1 ≤ j ≤ λk−i and j > λk−i at the same time).
≤
v + · · ·+ λk−i−1
v + · · ·+ λk−i−1 + j
·
ε
3
+
k · ε
6k
+
ε
6k
+
|j − λk−i|
v + · · ·+ λk−i−1 + j
(‖M i−1‖ρ + 1)
by (11) and Observation 4.9 and Lemma 4.5: (b)
≤
ε
3
+
ε
6
+
ε
6k
+
(k − 1) · ε
6k
=
2ε
3
by Lemma 4.5: (b)
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which completes the induction.
Thus, considering the index (v + · · ·+ λk) we will have
‖[T i+1(ϑ)](v+···+λk) − xi+1‖ρ ≤
2ε
3
ρ = 1, . . . , Nε/3.
Thus
d([T i+1(ϑ)](v+···+λk), xi+1) < ε i = 1, . . . , k − 1.
Combining this with (13) we conclude the proof of Theorem 4.2. 
Remark 4.10. Theorem 4.1 can be strengthened with a very slight modification of
the proof as follows:
If Φn ∈ (R+ ∪ {∞})
N such that lim
n→∞
Φn = ∞ and Φn > inf{d(0, x) : x ∈ A}
∀ n, then the conclusion of Theorem 4.1 concerning the residuality holds with the
modification that Θ(A,M) will be replaced by:
Θ(A,M, {Φn}) =


(ϑ)∈AN :d(0, ϑn)<Φn ∀ n = 1, 2, . . . , and such that ∀(xk)∈V
N,
sequence of “targets” there exists a sequence of indices λn,
λn ∈M, such that [T
k(ϑ)]λn → xk as λn →∞ k = 1, 2, . . . .
Furthermore, if A is a vector space and Φn = +∞ ∀n, then Θ(A,M) = Θ(A,M, {Φn})
contains a dense vector subspace, with the exception of 0.
Remark 4.11. The results of § 4 imply easily that in the case when A is a vector
space, then the set ΘA,V of Theorem 3.1 contains a dense in A
N vector subspace, with
the exception of 0.
Finally, we show that if A is bounded then Θ(A,M) = ∅. This follows easily from
Proposition 4.12 below.
Proposition 4.12. Let A ⊂ [0, 1] and a ∈ AN such that for some n ∈ N we have
[T (a)]n <
1
8 . Then [T
2(a)]n <
15
16 .
Proof. Since [T (a)]n <
1
8 then at least half of the terms a1, . . . , an are: ai <
1
4 . Now,
[T 2(a)]n =
∞∑
i=1
T 2(n,i) · ai =
n∑
i=1
T 2(n,i) · ai.
However, by Proposition 2.1 T 2(n,i) ≥ T
2
(n,i+1).
Thus, [T 2(a)]n ≤
∑n
i=1 T
2
(n,i) · a
′
i where a
′
1, . . . , a
′
n is a rearrangement of a1, . . . , an
so that it is decreasing (a′i ≥ a
′
i+1).
We know that a′1, . . . , a
′
n/2 ≤ 1 and that a
′
n
2
+1, . . . , a
′
n <
1
4 .
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Thus,
[T 2(a)]n ≤
n/2∑
i=1
T 2(n,i) +
1
4
·
n∑
i=n/2
T 2(n,i).
But by Corollary 2.6
n∑
i=n/2
T 2(n,i) ≥
( n
2
n
)2
·
1
2
=
1
8
.
Thus
[T 2(a)]n ≤
7
8
· 1 +
1
8
·
1
4
<
15
16
. 
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