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Abstract: For a wide variety of quantum potentials, including the textbook ‘instanton’ examples
of the periodic cosine and symmetric double-well potentials, the perturbative data coming from fluc-
tuations about the vacuum saddle encodes all non-perturbative data in all higher non-perturbative
sectors. Here we unify these examples in geometric terms, arguing that the all-orders quantum ac-
tion determines the all-orders quantum dual action for quantum spectral problems associated with a
classical genus one elliptic curve. Furthermore, for a special class of genus one potentials this rela-
tion is particularly simple: this class includes the cubic oscillator, symmetric double-well, symmetric
degenerate triple-well, and periodic cosine potential. These are related to the Chebyshev potentials,
which are in turn related to certain N = 2 supersymmetric quantum field theories, to mirror maps for
hypersurfaces in projective spaces, and also to topological c = 3 Landau-Ginzburg models and ‘special
geometry’. These systems inherit a natural modular structure corresponding to Ramanujan’s theory
of elliptic functions in alternative bases, which is especially important for the quantization. Insights
from supersymmetric quantum field theory suggest similar structures for more complicated poten-
tials, corresponding to higher genus. Our approach is very elementary, using basic classical geometry
combined with all-orders WKB.ar
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1 Introduction
One of the most intriguing aspects of resurgent asymptotics [1–5], as applied to quantum theories, is
that the characteristic divergence of fluctuations about certain saddle points, such as the perturbative
vacuum, may encode detailed information about the global non-perturbative structure of the system.
Two distinct types of resurgent behavior have been identified in quantum spectral problems. The first
is a generic type of “large order/low order” form of resurgence [6–9], whereby the large order growth
of the perturbative coefficients of fluctuations about a given non-perturbative sector is related to the
low-order perturbative coefficients of fluctuations about other non-perturbative sectors. This resur-
gent structure encodes an intricate network of relations between different non-perturbative sectors,
and reflects to a surprising degree the generic resurgent structure of the all-orders steepest descents
analysis of ordinary exponential integrals [10, 11], and indeed the general resurgent structure of real
trans-series [12]. A second type of resurgent behavior is less generic, yielding a “low order/low order”
form of resurgence, in which the fluctuations about all non-perturbative sectors are explicitly encoded
in the perturbative expansion about the vacuum sector. This ‘constructive’ form of resurgence appears
to have first been noticed in formulas for the ionization rate for hydrogenic atoms [13], a result that
motivated a systematic study by A´lvarez and Casares in the context of one dimensional oscillators
[14–16], in which such explicit perturbative/non-perturbative (P/NP) relations were found in the cubic
and quartic oscillator systems. Later studies found further examples of such P/NP relations in the
periodic cosine (Mathieu), supersymmetric double-well, radial anharmonic oscillator, and supersym-
metric Mathieu potentials [17–21], and more recently in quasi-exactly soluble models [22]. In a recent
paper, Codesido and Marin˜o have demonstrated the precise connection of these P/NP relations for
some 1d quantum oscillator systems with the refined holomorphic anomaly equation of topological
string theory [23].
This constructive type of resurgence has the following form: consider the Schro¨dinger spectral
problem
− ~
2
2
d2
dx2
ψ + V (x)ψ = uψ (1.1)
with energy u. Then, given the perturbative series upert(~, N), where ~ is the coupling and N labels
the unperturbed harmonic energy level, it is possible to write an explicit and constructive expression
for the fluctuations about any higher non-perturbative sector, directly in terms of the perturbative
data, upert(~, N). For example, for the cosine (Mathieu) potential, V (x) = cos2 x, the edges of the
N th band, for N~ 1, are given by a trans-series expression:
u±(~, N) = upert(~, N)±
√
2
pi
1
N !
(
27/2
~
)N+ 12
exp
[
−2
√
2
~
]
Pinst(~, N) + . . . (1.2)
Both the perturbative series, upert(~, N), and the fluctuations about the one-instanton sector, Pinst(~, N),
are formal divergent series:
upert(~, N) =
∞∑
n=0
~nun(N) , Pinst(~, N) =
∞∑
n=0
~npn(N) (1.3)
where un(N) and pn(N) are polynomials in N . For the Mathieu system, the perturbative/non-
perturbative relation result is that the exponentially suppressed one-instanton term in the trans-series,
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including the all orders fluctuation factor Pinst(~, N) is expressed entirely in terms of the perturbative
expansion upert(~, N) [17–19] 1:
Pinst(~, N) = ∂upert(~, N)
∂N
exp
[
SI
ωc
∫ ~
0
d~
~3
(
∂upert(~, N)
∂N
− ~ωc +
~2ωc
(
N + 12
)
SI
)]
(1.4)
Here SI = 2
√
2 is the one-instanton action, and ωc =
√
2 is the classical frequency of harmonic motion
at the bottom of the potential well for the Mathieu potential V (x) = cos2 x. Note that this expression
shows that all the ~ dependent prefactors in (1.2) are encoded in the perturbative series upert(~, N).
We stress that this manifestation of resurgence is completely constructive: given a certain number of
terms of the ~ expansion of upert(~, N), the expression (1.4) generates a similar number of terms in
the fluctuations about the one-instanton sector, Pinst(~, N). Furthermore, these relations propagate
throughout the entire trans-series, so that perturbation theory encodes the fluctuations about each
non-perturbative sector [14–21, 23].
These results are particularly interesting when interpreted not only in terms of differential equa-
tions, but in terms of a formal saddle point (Lefschetz thimble) decomposition of the associated path
integral. The extent to which these resurgent structures are inherited from the basic resurgent struc-
ture of ordinary exponential integrals [10, 11] is still not fully understood, even though much of our
physical intuition about the non-perturbative physics of path integrals is based on analogies drawn
from saddle point analysis of ordinary integrals. It is also quite surprising that such powerful P/NP
relations exist in such a disparate set of spectral problems, in various dimensions, with and without
tunneling, and with and without supersymmetry. Further, the interpretation of these P/NP relations
between perturbative and instanton sectors is quite mysterious in conventional Feynman diagram-
matic language, where they have been explicitly confirmed at three loop order of fluctuations about
the one-instanton sector, for the symmetric double-well potential and the periodic (Mathieu) potential
[24]. These diagrammatic computations require a complicated summation of many multi-loop Feyn-
man diagrams, each of which involves propagators in an instanton background. Moreover, remarkable
cancellations of irrational terms occur between different Feynman diagrams, producing the final ratio-
nal coefficients that come naturally from the P/NP relation. These cancellations are reminiscent of
behavior in multi-loop QFT [25].
The goal of this paper is to understand in very elementary terms the origin, and generality,
of this constructive form of resurgence. To address this question, we first translate the previous
results for these A´lvarez-Casares-type perturbative/non-perturbative (P/NP) relations [14–19, 21,
22] into a more geometric language, better suited for a path integral formulation. We adopt the
semiclassical path integral approach of Balian and Bloch [26, 27] and the geometric Stokes diagram
and monodromy picture [6, 7, 28], to express the P/NP relations in terms of all-orders WKB (“exact
WKB”) actions and dual actions. In so doing, it proves useful to adopt some of the language and ideas
from supersymmetric gauge theories, integrability, conformal field theory and wall-crossing [29–39],
given the close connection of such theories with exact WKB [40–50]. This is similar to the philosophy
of [23], where the refined holomorphic anomaly equation of topological string theory is shown to
describe these P/NP relations for some 1d quantum oscillator systems. Further motivation along these
lines comes from the ODE/Integrable Model correspondence [51–53], which provides explicit mappings
between monodromy operators in certain Schro¨dinger systems and Yang-Baxter operators in integrable
1In refs [17–19], the Mathieu potential was written as V (x) = cosx. In this paper we use V (x) = cos2 x, to emphasize
the connection to other potentials, normalizing the wells to have the common energy range u ∈ [0, 1], as shown in Figure
3. These normalizations can be translated by: ~there = 2
√
2 ~here and uthere = 2uhere − 1.
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models. We are also strongly motivated by the geometric relation between supersymmetric gauge
theories, matrix models and topological strings [54–56], for which a rich web of resurgent structures
has been comprehensively established both analytically and numerically [57–67]. There are surprisingly
close parallels between the resurgent structures found in such theories for the partition function (or
free energy) as a function of (at least) two parameters, gs and N , and the resurgent structure of the
Schro¨dinger energy eigenvalue u(~, N), as a function of ~ and the perturbative level number N .
In this language, the explicit relation between the perturbative and non-perturbative all-orders
WKB actions can be expressed as a “quantum Matone relation”, relating the energy eigenvalue u
to the all-orders WKB action a(u, ~) and dual action aD(u, ~). For the Mathieu system, which is
associated with N = 2 supersymmetric gauge theory [40–50], the P/NP relation is:
∂u(a, ~)
∂a
=
i
8pi
(
aD(a, ~)− a∂a
D(a, ~)
∂a
− ~∂a
D(a, ~)
∂~
)
(1.5)
In the gauge theory formalism, this “quantum Matone relation” generalizes the classical Matone rela-
tion [68] with the inclusion of gravitational couplings [69–72], and it also has a natural interpretation
in all-orders WKB [23, 46, 48]. At the classical level, ~ → 0, the relation (1.5) is a simple conse-
quence of the associated classical Picard-Fuchs equation, which characterizes the energy dependence
of the classical action variables (see Section 3.1.1 below). The quantum version has only a simple
modification, to all orders in ~, as shown in (1.5). A practical consequence of the result (1.5) is
that given the all-orders ~ expansion of the quantum action a(u, ~), one can immediately deduce,
term-by-term, the corresponding all-orders ~ expansion of the quantum dual action aD(u, ~). In the
language of the quantum spectral problem, the left-hand-side of (1.5) is proportional to the derivative
of the energy with respect to the level number, which is inherently perturbative information; while the
right-hand-side describes the inherently non-perturbative information of the tunneling action aD(u, ~).
Expression (1.5) says that they are constructively related, to all orders in ~. It is in this sense that all
the non-perturbative physics of the problem (that is, aD(u, ~)) is encoded in the perturbative physics
(that is, a(u, ~)).
It is also useful to view the perturbative/non-perturbative relation between a(u, ~) and aD(u, ~)
as a “quantum corrected Wronskian condition”. This is the inverse function version of the quantum
Matone relation in (1.5). For the Mathieu system, the Wronskian condition of the classical Picard-
Fuchs equation becomes a “quantum Wronskian condition” [48]:(
a(u, ~)− ~∂a(u, ~)
∂~
)
∂aD(u, ~)
∂u
−
(
aD(u, ~)− ~∂a
D(u, ~)
∂~
)
∂a(u, ~)
∂u
= 8pii (1.6)
At the classical level, (1.6) reduces to the Wronskian of the second order Picard-Fuchs differential
equation for the Mathieu system. In this paper we find a class of quantum systems for which the
all-orders quantum Wronskian condition takes exactly the same form as in (1.6), just with a different
constant. It is remarkable that for a class of quantum problems, when the actions become non-trivial
functions of ~, the only modification to the classical Wronskian condition, to all-orders in ~, is the
extra ~ derivative terms on the left-hand-side of (1.6). Ultimately this fact can be traced to the N = 2
supersymmetry of the related quantum field theories [33–35, 69–72].
Concerning the generality of these results, we first note that the common feature of the examples
studied in [13–19] is that their classical energy-momentum relation p2 = 2(u− V (x)) defines a genus
1 elliptic curve: a torus. In Section 2 we formulate a simple geometric argument which shows that
for all potentials corresponding to such a genus 1 elliptic curve, the all-orders (“non-perturbative”)
dual action aD(u, ~) is constructively encoded in the (“perturbative”) action a(u, ~). Furthermore,
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we show that there is a subclass of special genus 1 systems for which this encoding takes exactly the
same form as the Mathieu system perturbative/non-perturbative relations in (1.5) and (1.6), just with
different numerical constants. Section 3 introduces the Chebyshev class of potentials and their relevant
geometric, modular and number theoretic properties. Their quantization is presented in Section 4.
Section 5 discusses more general genus 1 models, and in the conclusions we discuss higher genus,
where we conjecture that there are similar relations, but of a more general structure whose direct
computation involves hyperelliptic functions.
Another aspect of our approach is that we find a deep connection between the all-orders P/NP
relations (1.5) and (1.6), and Ramanujan’s theory of elliptic functions with respect to alternative bases
[73–79], and extensions to modular functions [80]. These number theoretic functions are also associated
with topological c = 3 Landau-Ginzburg models [81, 82] and certain superconformal quantum field
theories [83]. In addition, the special class of Chebyshev models also has an interesting geometric
interpretation in terms of mirror maps in weighted projective spaces [85–89]. These correspond to the
normal forms of functions with unimodular singularities [90]. We hope that our gauge theory-motivated
approach may provide new hints towards generalizing some of the results on resurgence in quantum
mechanical systems to more general differential equations, and ultimately to implementation for more
general quantum field theories, with less supersymmetry. Conversely, the results and techniques of
SUSY QFT provide new insights into the resurgent spectral properties of higher genus Schro¨dinger
spectral problems. We stress that despite these wide-ranging motivations from both physics and
mathematics, our approach is extremely elementary, relying solely on some basic classical geometry
and all-orders WKB.
2 General Proof of the Perturbative/Non-perturbative Relation for Genus
1 Systems
To see where these novel perturbative/non-perturbative relations are coming from, we first consider
potentials for which the corresponding classical mechanics is genus 1, in the sense that the classical
relation between energy u and momentum p
p2 = 2(u− V (x)) (2.1)
defines a genus 1 elliptic curve. There is a systematic procedure in classical geometry for reduction
to standard forms, determining the geometric invariants from the elliptic curve [91, 92], summarized
in Appendix A in Section 7. The examples in [13–21, 23] are all genus 1 (recall that the Hydrogenic
Stark problem separates in parabolic coordinates to anharmonic oscillator problems [93]).
The general proof of the perturbative/non-perturbative relation for genus 1 systems proceeds in
three simple steps:
1. For systems where the classical mechanics defines a genus 1 elliptic curve (2.1), a classical action
and period is associated with each of the two cycles, α and β, on the torus:
a0(u) =
√
2
∮
α
dx
√
u− V (x) , ω0(u) := d
du
a0(u) =
1√
2
∮
α
dx√
u− V (x) (2.2)
aD0 (u) =
√
2
∮
β
dx
√
u− V (x) , ωD0 (u) :=
d
du
aD0 (u) =
1√
2
∮
β
dx√
u− V (x) (2.3)
Physically, the cycle α defines a closed path in phase space and characterizes the oscillatory
motion around a local minimum of the potential. At a given energy u, the classical action,
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a0(u), is the phase space volume enclosed by this closed path, and the classical period, ω0(u), is
the period of the oscillatory motion. The orthogonal cycle, β, is associated with classical motion
under a barrier of the potential. At leading semi-classical order, a0(u) is related to bound state
energy eigenvalues, and the dual action aD0 (u) is related to tunneling.
It is a standard result of the classical geometry of a torus that a0(u) and a
D
0 (u) are explicitly
related to one another [91, 92]. They are independent solutions to a linear third-order differential
equation known as the Picard-Fuchs equation. (There is a special class of genus 1 systems,
to which the Mathieu and symmetric-double-well potentials belong, for which this third-order
Picard-Fuchs equation reduces to a second order equation. In this case, further simplifications
occur, as discussed in detail in Section 3). For every genus 1 system, while the classical actions
a0(u) and a
D
0 (u) generically satisfy a third-order equation, the periods ω0(u) and ω
D
0 (u) satisfy
a second-order equation. Thus the third linearly independent classical action solution is just the
trivial constant action solution, and the two non-trivial independent solutions a0(u) and a
D
0 (u)
are related to one another by a Wronskian relation. Furthermore, as discussed below there is
a natural modular structure underlying the Picard-Fuchs equation, and the two actions a0(u)
and aD0 (u) can be related by modular transformations. This modular structure means we can
easily extend this analysis into the complex plane with well-controlled analytic continuations
and monodromies. Thus, there is only one independent classical action function on the torus.
We give explicit expressions in a number of concrete examples in Section 3.
These are classical geometric facts, and our goal is to see how they are modified by quantization.
At leading semiclassical order, the classical actions have the following quantum consequences.
The classical action a0(u) enters the quantum description of the corresponding Schro¨dinger
equation (1.1) via the leading WKB Bohr-Sommerfeld quantization condition:
a0(u) = 2pi~
(
N +
1
2
)
, N = 0, 1, 2, . . . (2.4)
This quantization condition is of course modified at higher orders in ~: see Eq (2.14). The
classical dual action aD0 (u) characterizes the leading non-perturbative splitting of the energy
levels due to tunneling between wells [94–96]:
∆u(~, N) ∼ 2
pi
∂u
∂N
exp
[
− 1
2~
Im aD0 (u)
]
(2.5)
Noting that the classical actions a0(u) and a
D
0 (u) are related to one another, in these expressions
we already see (at this level of leading-order WKB) the germ of the full all-orders result (1.2,
1.4). We next consider how these leading WKB expressions can be extended to all orders in ~,
with the full quantum action and dual action also being related.
2. The next step is to consider all-orders WKB [6, 7, 97, 98] via the formal expansions:
a(u, ~) =
√
2
(∮
α
√
u− V dx− ~
2
26
∮
α
(V ′)2
(u− V )5/2 dx−
~4
213
∮
α
(
49(V ′)4
(u− V )11/2 −
16V ′V ′′′
(u− V )7/2
)
dx
− . . .
)
(2.6)
aD(u, ~) =
√
2
(∮
β
√
u− V dx− ~
2
26
∮
β
(V ′)2
(u− V )5/2 dx−
~4
213
∮
β
(
49(V ′)4
(u− V )11/2 −
16V ′V ′′′
(u− V )7/2
)
dx
− . . .
)
(2.7)
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Here the contour integrals encircle the appropriate turning points for the cycles α and β. Note
that the integrands are identical; only the integration cycles differ. This fact will be important
below. Also note the homogeneity properties of each term in this expansion under rescalings of
V , u and ~, as follows from the Schro¨dinger equation (1.1).
We write these all-orders WKB expansions for the full quantum action and dual action, and
associated periods, as formal expansions
a(u, ~) :=
∞∑
n=0
~2n an(u) , ω(u, ~) :=
∂
∂u
a(u, ~) :=
∞∑
n=0
~2n ωn(u) (2.8)
aD(u, ~) :=
∞∑
n=0
~2n aDn (u) , ωD(u, ~) :=
∂
∂u
aD(u, ~) :=
∞∑
n=0
~2n ωDn (u) (2.9)
For genus 1 systems, all terms an(u) and a
D
n (u) in the expansion (2.6, 2.7) can be reduced, by
suitable changes of variable, to integrals that give the three basic elliptic functions: K, E, and
Π. Furthermore, these functions are ‘closed’ under differentiation with repect to the energy u
[91, 92]. These facts follow from results concerning the reduction of genus 1 integrals to standard
elliptic forms, and are described in more detail in the language of uniformization in Appendix A
in Section 7. Concrete examples are given in Section 3.
Furthermore, these reductions of an(u) and a
D
n (u) to elliptic function form can be expressed
as differential operators D(n)u , with respect to the energy u, acting on the integrands in (2.6,
2.7). And since these are deformable contour integrals, these differential operators may be taken
outside the integral, with the consequence that:
an(u) = D(n)u a0(u) (2.10)
aDn (u) = D(n)u aD0 (u) (2.11)
Here D(n)u is a differential operator in u. Again, we present explicit examples in Section 3, but
the construction applies to all genus 1 systems.
The most important fact is that since these expressions arise from manipulations of the inte-
grands, and the integrands for a(u, ~) and aD(u, ~) are the same, the differential operators D(n)u
in (2.10, 2.11) are the same for an(u) and a
D
n (u). Also, since a0(u) and a
D
0 (u) satisfy the same
third-order classical Picard-Fuchs equation, these differential operators can be reduced in order
so that an(u) and a
D
n (u) are expressed as linear combinations of a0(u), a
′
0(u) and a
′′
0(u):
an(u) = f
(0)
n (u)a0(u) + f
(1)
n (u)
da0(u)
du
+ f (2)n (u)
d2a0(u)
du2
(2.12)
aDn (u) = f
(0)
n (u)a
D
0 (u) + f
(1)
n (u)
daD0 (u)
du
+ f (2)n (u)
d2aD0 (u)
du2
(2.13)
We stress that the coefficient functions f
(0)
n (u), f
(1)
n (u) and f
(2)
n (u) in (2.12, 2.13) are the same
for an(u) and a
D
n (u). See for example, equations (5.35, 5.36) and (5.37, 5.38) below. For
the special class of genus 1 systems (mentioned above), for which the third-order Picard-Fuchs
equation reduces to a second order equation, the a′′0(u) and (a
D
0 )
′′(u) terms in (2.12, 2.13) can
be expressed in terms of the lower order derivatives, so only two functions, f
(0)
n (u) and f
(1)
n (u),
are needed. We discuss this special class in detail in Section 3. For explicit formulae of this type,
see the Appendix B in Section 8.
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3. The general result now follows because the energy spectrum is determined by an exact quan-
tization condition which is a monodromy condition expressed in terms of a(u, ~) and aD(u, ~)
[6, 7, 28]. Physically, we can think of the cycle α as describing the usual Bohr-Sommerfeld per-
turbative physics, while the other cycle β describes the non-perturbative tunneling physics. Thus
perturbative and non-perturbative physics are explicitly and quantitatively related if a(u, ~) and
aD(u, ~) are explicitly and quantitatively related.
As a consequence of (2.12, 2.13), knowledge of the action a(u, ~) to some order nc in the ~2
expansion (2.8, 2.9) involves knowing the differential operators D(n)u for n = 1, ..., nc, and because
aD0 (u) is directly related to a0(u), we see that knowledge of a(u, ~) to order nc in the ~2 expansion
determines aD(u, ~) to the same order nc. Thus, the non-perturbative information in aD(u, ~),
to some order in ~2, is encoded in the knowledge of the perturbative information in a(u, ~), to
the same order in ~2.
For example, standard Rayleigh-Schro¨dinger perturbation theory is obtained by expanding the
all-orders Bohr-Sommerfeld quantization condition (generalizing the leading order (2.4))
a(u, ~) = 2pi~
(
N +
1
2
)
, N = 0, 1, 2, . . . (2.14)
at low energies, and then inverting to find u = upert(N, ~). Recall that N labels the perturbative
level number. The non-perturbative splitting of energy levels is characterized by the dual action
aD(u, ~). The full non-perturbative spectrum is generated from an exact quantization condition
(specific to the particular potential under consideration) which requires as input both the all-
orders WKB action, a(u, ~), and the all-orders dual action aD(u, ~), obtained from the two
different cycles. But since aD(u, ~) is actually encoded in a(u, ~), this shows that all non-
perturbative information is encoded in the perturbative action a(u, ~).
Furthermore, this perturbative/non-perturbative relation holds throughout the entire energy
spectrum, not just at low energies below the potential barrier. Indeed, it can be analytically
continued into the complex u plane. This is because for these genus 1 cases, all expressions
for the coefficient functions an(u) and a
D
n (u) in (2.8, 2.9) reduce to elliptic functions, and we
have complete control over the analytic continuations and modular transformations connecting
different spectral regions.
3 Chebyshev Potentials
In the previous Section we showed that for general genus 1 systems, the all-orders non-perturbative
action aD(u, ~) is encoded in the all-orders perturbative action a(u, ~). In this Section we discuss
a special subclass of genus 1 potentials for which all these relations and inversions can be made
particularly explicit, resulting in simple expressions of the form of a quantum-Matone relation (1.5),
or (equivalently) a quantum Wronskian relation (1.6).
3.1 Classical Properties of Chebyshev Potentials
We first specialize to a class of potentials for which the classical Picard-Fuchs equation for the clas-
sical action and dual action reduces to a simpler second-order equation. This reduction of order has
important consequences at both the classical and quantum level.
Consider the class of potentials with
V (x) = T 2m(x) (3.1)
– 8 –
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Figure 1. The Chebyshev potentials V (x) = T 2m(x) in (3.1), for m = 2, 3, 4, 5. [The case m = 1 corresponds
to the soluble quadratic potential, i.e. harmonic oscillator.] Note that all maxima are at energy u = 1, and all
minima are at energy u = 0. This class generalizes the symmetric double well potential V (x) = T 22 (x)
where Tm(x) is the Chebyshev polynomial of the first kind. We choose m to be a half-integer, resulting
in smooth potentials for x ∈ R. Some plots are shown in Figures 1 and 2. For integer valued
m the potentials are even functions, generalizing the familiar symmetric-double-well potential to a
symmetric-m-well potential (see Figure 1). For half-odd-integer values of m, the potentials are odd
functions (shifted up by 1/2), generalizing the familiar cubic-oscillator potential (see Figure 2). Apart
from the trivially soluble cases of m = 1/2 and m = 1, each potential has a number of harmonic wells
and barriers, with different characteristic frequencies. These Chebyshev potentials are all normalized
to have minima at energy u = 0, and maxima at energy u = 1.
3.1.1 Classical Actions and Periods for Chebyshev Potentials
We consider the energy region 0 ≤ u ≤ 1 below the potential barrier, and associate a classical period
ω0(u) and action a0(u) with each well, and a classical dual period ω
D
0 (u) and dual action a
D
0 (u) with
each barrier. All periods and actions can be expressed in terms of hypergeometric functions, so the
extension to other regions of u is achieved by straightforward analytic continuation.
These Chebyshev potentials (3.1) have the following remarkable property at the classical level:
even though the different wells and barriers have different curvatures, the classical action a0(u) in each
well is a common function of energy, just with a different overall multiplicative factor (associated with
the harmonic frequency of the well), and the classical dual action aD0 (u) in each barrier is another
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Figure 2. The Chebyshev potentials V (x) = T 2m(x) in (3.1), for m = 3/2, 5/2, 7/2, 9/2. [The case m = 1/2
corresponds to the soluble linear potential.] Note that all maxima are at energy u = 1, and all minima are at
energy u = 0. This class generalizes the cubic oscillator well potential V (x) = T 23/2(x).
common function of energy, just with a different overall multiplicative factor (associated with the
harmonic frequency of the barrier):∮
α1
dx
√
2
(
u− V (x)) ∝ ∮
α2
dx
√
2
(
u− V (x)) ∝ · · · ∝ ∮
αoutermost
dx
√
2
(
u− V (x)) = a0(u) (3.2)∮
β1
dx
√
2
(
u− V (x)) ∝ ∮
β2
dx
√
2
(
u− V (x)) ∝ · · · ∝ ∮
βoutermost
dx
√
2
(
u− V (x)) = aD0 (u) (3.3)
where αi and βi denote closed contours around the turning points for the i
th well and ith barrier
respectively. Therefore to compute the classical actions and periods we can concentrate on just one well
and one barrier: for example, the outermost well and the neighboring outermost barrier. Computation
of the classical action can be done by the basic property of Chebychev polynomials: Tm(cos θ) =
cos(mθ). Then using the identity [99]
2F1
(
1
p
, 1− 1
p
, 1; z
)
=
2
pi
∫ arcsin√z
0
dθ
cos
((
2
p − 1
)
θ
)
√
z − sin2 θ
(3.4)
and its variants, leads to the following basic classical period and classical dual period for the Chebyshev
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potentials in (3.1) for the outermost well and the neighboring barrier:
ω0(u) =
√
2pi
m
sin
( pi
2m
)
2F1
(
1
2
− 1
2m
,
1
2
+
1
2m
, 1;u
)
(3.5)
ωD0 (u) = i
√
2pi
m
sin
( pi
m
)
2F1
(
1
2
− 1
2m
,
1
2
+
1
2m
, 1; 1− u
)
(3.6)
(Note the different normalization factors of ω0 and ω
D
0 ). These periods satisfy a hypergeometric
equation:
u(1− u)ω′′0 + (1− 2u)ω′0 −
1
4
(
1− 1
m2
)
ω0 = 0 (3.7)
This can be integrated once, implying that the corresponding classical action and dual action are also
hypergeometric:
a0(u) =
√
2pi
m
sin
( pi
2m
)
u 2F1
(
1
2
− 1
2m
,
1
2
+
1
2m
, 2;u
)
(3.8)
aD0 (u) = −i
√
2pi
m
sin
( pi
m
)
(1− u) 2F1
(
1
2
− 1
2m
,
1
2
+
1
2m
, 2; 1− u
)
(3.9)
The classical action a0(u) and classical dual action a
D
0 (u) are two independent solutions to the second-
order Picard-Fuchs equation:
u(1− u)d
2a0
du2
=
1
4
(
1− 1
m2
)
a0(u) (3.10)
The normalized actions and periods are shown in Table 1, for four special cases to be studied further
below. (The normalization for the Mathieu potential is treated separately as it has an infinite number
of wells and barriers.)
The fact that the classical actions a0(u) and a
D
0 (u) satisfy the second-order Picard-Fuchs equation
(3.10) implies that their Wronskian is constant (here normalized to their values in the outermost well
and barrier, as described above):
a0(u)ω
D
0 (u)− aD0 (u)ω0(u) = i 2SI T =
4pii
m2 − 1 sin
2
( pi
m
)
(3.11)
The constants on the right hand side of (3.11) can be understood as follows. The Wronskian (3.11)
defines a flux on the genus 1 Riemann surface via the Riemann bilinear identity. This flux is a
constant and equal to twice the instanton action of the associated barrier, multiplied by the period of
the harmonic oscillator around the minimum of the associated well:
SI := = −i1
2
aD0 (0) =
√
2m
m2 − 14 cos
2
( pi
2m
)
sin
( pi
2m
)
(instanton action for outermost barrier)(3.12)
T := ω0(0) =
√
2
pi
m
sin
( pi
2m
)
(period of the harmonic oscillator at the outermost well) (3.13)
The classical Wronskian identity (3.11) is the classical limit of the quantum Wronskian identity (1.6).
From a geometrical perspective, at the quantum level the flux remains unchanged.
Another interesting fact about these Chebyshev potentials is that the classical action can be
expressed in terms of the classical period in an especially simple way. In general, the classical action
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m potential V (x) classical period ω0(u) classical action a0(u)
∞ Mathieu cos2 x √2pi 2F1
(
1
2 ,
1
2 , 1;u
) √
2pi u 2F1
(
1
2 ,
1
2 , 2;u
)
3 symmetric triple-well x2(3− 4x2)2 pi
3
√
2 2
F1
(
1
3 ,
2
3 , 1;u
)
pi
3
√
2
u 2F1
(
1
3 ,
2
3 , 2;u
)
2 symmetric double-well (1− 2x2)2 pi2 2F1
(
1
4 ,
3
4 , 1;u
)
pi
2 u 2F1
(
1
4 ,
3
4 , 2;u
)
3/2 cubic oscillator 12 (1 + x)(1− 2x)2 pi
√
2
3 2F1
(
1
6 ,
5
6 , 1;u
)
pi
√
2
3 u 2F1
(
1
6 ,
5
6 , 2;u
)
Table 1. The classical periods and actions for a special class of Chebyshev potentials, which will be studied
in more detail in Sections 3.2 and 4. This is the class of genus 1 Chebyshev potentials for which the quantum
Matone and quantum Wronskian conditions take the special all-orders form in (1.5) and (1.6). For plots of
these potentials, see Figure 3.
is an integral of the classical period with respect to the energy u, but for these Chebyshev cases the
action can be obtained by differentiation operations, as follows. Consider the ratio, t0, of the classical
dual period and period2:
t0(u) :=
1
r
ωD0 (u)
ω0(u)
where r := 4 cos2
( pi
2m
)
(3.14)
Then the Picard-Fuchs equation (3.10), combined with the classical Wronskian identity (3.11) for
normalization, implies that
dt0(u)
du
= − i
2pi
1
u(1− u)
T 2
ω20(u)
(3.15)
This has the consequence that the classical actions can be obtained by differentiating the corresponding
inverse classical periods:
a0(u) = i c(m)
d
dt0
(
1
ω0
)
, aD0 (u) = −i c(m)
d
dtD0
(
1
ωD0
)
(3.16)
where the constant c(m) is given by
c(m) :=
4pi
m2 − 1 sin
2
( pi
2m
)
=
2SIT
r
(3.17)
and
tD0 :=
ω0(u)
ωD0 (u)
= −1
r
1
t0(u)
(3.18)
2The normalization factor r is not important at this stage, but will be important in the next section when we discuss
modular properties.
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Given that ω0(u) and ω
D
0 (u) are the same function (up to a factor of
√
r), with the replacement
u ↔ 1 − u, we see that the relation between the classical action and the classical dual action is
particularly explicit for these Chebyshev potentials. We can express the classical Wronskian condition
as:
aD0 (u) = r t0(u) a0(u)−
i 2SIT
ω0(u)
, a0(u) = t
D
0 (u) a
D
0 (u) +
i 2SIT
ωD0 (u)
(3.19)
Thus, in these cases, given a0(u), we immediately know ω0(u), and hence ω
D
0 (u), and therefore a
D
0 (u).
This is an explicit example of the general fact that the classical dual action, aD0 (u), is determined by
the classical action, a0(u), and vice versa.
Additionally, in terms of the ratio of the periods, the hypergeometric equation for the classical
periods (3.7) translates into a Schwarzian type differential equation
{t0, u} − 2Q(u) = 0 where {t0, u} := t
′′′
0
t′0
− 3
2
(
t′′0
t′0
)2
, Q(u) =
(1−m−2)(u− 1)u+ 1
4(u− 1)2u2 (3.20)
This hints at the possibility of an underlying modular structure. We show in the next Section that
there is indeed an underlying modular structure, but only for four special cases m = 2, 3, 3/2 along
with the Mathieu equation (m = ∞), corresponding to the classical actions and periods shown in
Table 1, with corresponding potentials plotted in Figure 3. The reason for this has an interesting
number theoretic explanation, discussed in the next section.
The form of the Picard-Fuchs equation also leads to a natural definition of a classical prepotential
[68]. To see this, simply invert the Picard-Fuchs equation (3.10) by writing the energy u as a function
of the classical action a0:
u := G0(a0) (3.21)
Then the fact that both a0(u) and a
D
0 (u) satisfy the Picard-Fuchs equation (3.10) implies that G0(a0)
satisfies the nonlinear equations
G0(1− G0)d
2G0
da20
= − r
2
r − 1 a0
(
dG0
da0
)3
(3.22)
G0(1− G0)
(
dG0
da0
d2aD0
da20
− d
2G0
da20
daD0
da0
)
=
r2
r − 1 a
D
0
(
dG0
da0
)3
(3.23)
Combining these two equations, we see that
dG0
da0
≡ du
da0
= constant×
(
aD0 − a0
daD0
da0
)
(3.24)
This expression is the classical (~→ 0) limit of the all-orders quantum Matone relation3 (1.5), found
previously for the Mathieu system. This can be integrated in terms of a classical prepotential F0(a0)
as
G0 := u(a0) = constant×
(
a0 a
D
0 (a0)− 2F0(a0)
)
(3.25)
3In the context of gauge theory, the Mathieu system describes the Ω-deformed (1 = ~, 2 = 0) N = 2 SU(2) SUSY
gauge theory [33–35]. In the ~ = 0 limit one obtains the undeformed gauge theory (Seiberg-Witten theory). Thus,
equation (3.24) is the classical Matone relation associated with the Seiberg-Witten theory.
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where F0(a0) is defined as
aD0 :=
dF0(a0)
da0
(3.26)
An immediate consequence of the classical Matone relations (3.24, 3.25) is that if we know the expan-
sion of u(a0) we can immediately deduce the corresponding expansion of a
D
0 (a0) as a function of the
classical action a0, and therefore the expansion of the classical prepotential F0(a0).
3.2 Ramanujan’s Theory of Elliptic Functions in Alternative Bases and Hecke Groups
The classical mechanics of these Chebyshev potentials carries a strict modular interpretation only
for the cases m = 3, 2, 3/2, and m = ∞ (with appropriate scaling). This modular structure can be
formulated within Ramanujan’s theory of elliptic functions in alternative bases [73–80] and it plays an
important role in the corresponding quantum theories, as we discuss below in Section 4. But here we
first review some number theoretic results concerning the classical theories. We start with a familiar
example: the Mathieu equation (m = ∞), whose classical limit (the simple pendulum) is described
by elliptic functions. Then we will discuss the generalizations to the three Chebyshev potentials with
m = 3, 2, 3/2.
3.2.1 Classical Modular Structure of the Mathieu System
As is well known, the classical mechanics of the Mathieu potential (suitably normalized with V (x) =
cos2(x)) naturally leads to elliptic function expressions for the classical actions and periods in terms
of K(u) and E(u):
ω0(u) = pi
√
2 2F1
(
1
2
,
1
2
, 1;u
)
= 2
√
2K(u) (3.27)
a0(u) = pi
√
2u 2F1
(
1
2
,
1
2
, 2;u
)
= 4
√
2 (−(1− u)K(u) + E(u)) (3.28)
ωD0 (u) = i pi
√
2 2F1
(
1
2
,
1
2
, 1; 1− u
)
= i 2
√
2K(1− u) (3.29)
aD0 (u) = −i pi
√
2(1− u) 2F1
(
1
2
,
1
2
, 2; 1− u
)
= −i 4
√
2 (−uK(1− u) + E(1− u)) (3.30)
The classical actions satisfy the classical Picard-Fuchs equation (3.10) with m = ∞. Because of the
infinite number of wells and barriers, the normalization factors different from those in (3.5, 3.6, 3.8,
3.9). The normalized Mathieu classical actions and periods satisfy the classical Wronskian relation
a0(u)ω
D
0 (u)− aD0 (u)ω0(u) = i 2SI T = 8pii (3.31)
which is the classical limit of (1.6). This classical Wronskian condition reduces to the familiar Legendre
identity for these elliptic functions:
E(u)K(1− u) +K(u)E(1− u)−K(u)K(1− u) = pi
2
(3.32)
Furthermore, Jacobi’s inversion formula leads to the following inversion,
u(τ0) =
ϑ42(2τ0)
ϑ43(2τ0)
(3.33)
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where ϑi are Jacobi theta functions, expressing u in terms of the classical periods via a classical
modular parameter4
τ0 ≡ ω
D
0 (u)
2ω0(u)
=
iK(1− u)
2K(u)
(3.34)
This is the analogue of the Mirror map that appears in the study of algebraic K3 surfaces, as we
discuss further in Section 3.3. The classical period and classical action for the Mathieu system can
also be expressed directly in terms of the modular parameter τ0:
ω0(τ0) = ϑ
2
3(2τ0) (3.35)
a0(τ0) =
2
√
2pi
3ϑ23(2τ0)
(
E2(2τ0) + ϑ
4
2(2τ0)− ϑ44(2τ0)
)
(3.36)
where E2 is the classical Eisenstein series. These classical periods and actions have simple transfor-
mation properties under the modular (congruence) group, Γ0(4), generated by:
S : τ0 → − 1
4τ0
, T : τ0 → τ0 + 1 (3.37)
Using the transformation properties of the Jacobi theta functions, the energy transforms as:
S : u(τ0)→ u(−1/(4τ0)) = 1− u(τ0) , T : u(τ0)→ u(τ0 + 1) = u(τ0) (3.38)
Notice that the locations of the degenerate points of the moduli space of the tori, u = 0, 1,∞, (corre-
sponding to the singular points of the associated Picard-Fuchs equation) either stay invariant or are
exchanged under modular transformations, but no new singularity is introduced.
The classical period, ω0(τ0), is a modular form of weight 1 in the sense that
S : ω0(τ0)→ ω0(−1/(4τ0)) = −2iτ0 ω0(τ0) = −i ωD0 (τ0) , T : ω0(τ0)→ ω0(τ0 + 1) = ω0(τ0)
(3.39)
In other words, the S transformation interchanges the two periods of the torus, as expected. This
also follows from the transformations of the energy u (3.38), and the hypergeometric expressions for
the classical periods (3.27-3.30). However, the modular properties of the classical actions, a0 and a
D
0 ,
are more interesting. Notice that a0 in (3.36) includes the second Eisenstein series, E2, which is a
quasi -modular form, with the S-transformation property
S : E2(2τ0)→ E2(−1/(2τ0)) = (2τ0)2E2(2τ0)− 6i
pi
(2τ0) (3.40)
This implies that a0 is also a quasi-modular form with S-transformation property:
S : a0(τ0)→ a0(−1/(4τ0)) = 2i τ0 a0(τ0) + 2SIT
ω0(τ0)
= i aD0 (τ0) (3.41)
Note that with the Mathieu potential normalized as V (x) = cos2(x), the instanton action is SI = 2
√
2,
and the period of the harmonic oscillator near the minimum of the well is T =
√
2pi. Expression (3.41)
is the classical Wronskian identity (3.19) that we derived earlier, which relates the classical dual action
4 As we will see below, the factor of 2 in the denominator stems from the fact that the relevant modular group is
the congruence group Γ0(4) and this choice fixes the T transformation to τ0 → τ0 + 1. In some references the modular
parameter is defined without this factor. The relevant T transformation in that case is τ0 → τ0 + 2.
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aD0 to the classical action a0. It is consistent with the modular transformations (3.38) of the energy u,
and with the hypergeometric expressions for the classical actions. Thus, since the classical actions, a0
and aD0 , enter the leading semiclassical quantization of the Mathieu system, the connection between
the perturbative and non-perturbative physics is directly related to the quasi-modular nature of the
actions, and the deviation from modularity is proportional to the instanton action. A similar pattern
exists in the all-orders quantum theory, and ultimately is related to the holomorphic anomaly where the
non-modular actions can be traded off with modular but non-holomorphic actions [23, 43, 44, 83, 100–
104].
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Figure 3. Plots of the special class of Chebyshev potentials (respectively, Mathieu, symmetric degenerate
triple well, symmetric double well, and cubic oscillator) whose classical actions and periods are associated with
Ramanujan’s theory of elliptic functions with respect to alternative bases, as featured in Sections 3.2. At the
quantum level, these are the potentials for which the quantum Matone and quantum Wronskian conditions
take the special all-orders form in (1.5) and (1.6).
3.2.2 Ramanujan’s Generalized Classical Modular Structure
There is a generalization of this familiar modular structure of the Mathieu system that includes a
special subclass of the Chebyshev potentials introduced in Section 3.1. In the process of studying
rapidly converging series for 1/pi, Ramanujan defined elliptic functions with respect to alternative
bases (or ‘signatures’ M) as [73, 74]
KM (u) =
pi
2
2F1
(
1
M
, 1− 1
M
, 1;u
)
, EM (u) =
pi
2
2F1
(
−1 + 1
M
, 1− 1
M
, 1;u
)
(3.42)
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potential Chebyshev index m modular signature M modular level r modular group τ0/(
ωD0
ω0
)
Mathieu ∞ 2 4 Γ0(4) 1/2
symmetric triple-well 3 3 3 Γ0(3) 1/3
symmetric double-well 2 4 2 Γ0(2) 1/2
cubic oscillator 3/2 6 1 Γ0(1) 1
Table 2. The modular signature M and level r, and their associated QM Chebyshev potential and modular
group. This is the the special class of Chebyshev potentials (respectively, Mathieu, symmetric triple well,
symmetric double well, and cubic oscillator) associated with Ramanujan’s theory of elliptic functions with
respect to alternative bases, featured in Sections 3.2 and 4, and for which the quantum Matone and quantum
Wronskian conditions take the special all-orders form in (1.5) and (1.6).
and developed a corresponding theory of modular functions. The modular signature M is identified
with the Chebyshev index m in (3.1) as:
M :=
2m
m− 1 (3.43)
Compare, for example, the Ramanujan elliptic functions (3.42) with the classical periods (3.5, 3.6)
and actions (3.8, 3.9) for the Chebyshev potentials (3.1). For M = 2, corresponding to m = ∞,
this is the classical theory of modular functions associated with the Mathieu system, reviewed in the
previous subsection. For M = 3, 4, 6 (i.e., m = 3, 2, 3/2) Ramanujan found that much of this classical
modular structure generalizes in a straightforward manner. Fricke independently developed the M = 6
(m = 3/2) case [75]. The special modular signature values, M = 2, 3, 4, 6, correspond to the potentials
shown in Figure 3, and listed in Tables 1 and 2.
For example, the generalized elliptic functions in (3.42) satisfy a generalized Legendre identity:
EM (u)KM (1− u) +KM (u)EM (1− u)−KM (u)KM (1− u) = pi
4
M
M − 1 sin
( pi
M
)
(3.44)
The classical Wronskian expression for the classical Picard-Fuchs equation (3.10) of the Chebyshev
potentials reduces to this generalized Legendre identity (3.44). It is also useful to characterize these
cases by the modular level parameter r, defined earlier in (3.14), which is related to M and m as:
r = 4 cos2
( pi
2m
)
= 4 sin2
( pi
M
)
(3.45)
Table 2 shows the relations between the three equivalent ways to parametrize the special Chebyshev
potentials, using the Chebyshev index m, or the modular signature M , or the modular level r. Note
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that these special cases are the only smooth Chebyshev potentials for which M and r are integers.
The significance of the modular level r is discussed below.
Very similar to the Mathieu case, the ratio of the periods is identified with the modular parameter
of the torus5:
τ0 =
1
r
ωD0
ω0
=
i√
r
2F1
(
1
2 − 12m , 12 + 12m , 1; 1− u
)
2F1
(
1
2 − 12m , 12 + 12m , 1;u
) (3.46)
The related modular group is generated by the transformations
S : τ0 → − 1
rτ0
, T : τ0 → τ0 + 1 (3.47)
This is the so-called Hecke group6. From the number theory perspective, the Hecke group coincides
with the congruence subgroup Γ0(r), of the modular group SL(2,Z) only when r is an integer [76, 78].
This is also the condition for Ramanujan’s special generalizations to occur. This only happens in
the four cases listed in Table 2, which we associate with four special Chebyshev potentials. In the
number theory literature, these values of M (or r) for which the Hecke group is commensurable with
the modular group are referred to as the “arithmetic cases” [76].
For these arithmetic cases, Jacobi’s inversion formula also generalizes [74–79]. Physically, this
means that one can invert and express the energy u, and also the classical period ω0(u) and classical
action a0(u), as explicit number-theoretic functions of the modular parameter τ0 defined in (3.46)
u =
1
2
(
1− E6(τ0)
(E4(τ0))3/2
)
, r = 1 (3.48)
u
1− u =
(
r
1
4 η(r τ0)
η(τ0)
) 24
r−1
, r = 2, 3, 4 (3.49)
Here η is the Dedekind eta function, and E4 and E6 are the Eisenstein series of weight 4 and 6. A
particular modular invariant combination is the Klein J-invariant, which is the basic building block of
modular invariant functions: any holomorphic, modular function can be written as a rational function
of J . In terms of u, J is proportional to 1/(u(1 − u)), which is a modular invariant (recall (3.38)).
This generalizes to all the arithmetic cases:
J = J1 =
432
u(1− u) , r = 1 (3.50)
Jr =
r
6
r−1
u(1− u) , r = 2, 3, 4 (3.51)
Upon the identification of the modular q0 as:
q0 := exp (2piiτ0) (3.52)
5One distinction is that for the Mathieu case, τ0 is normalized as: τ0 =
ωD0
2ω0
.
6The Hecke group sometimes is defined via the generators τ → τ + √r and τ → −1/τ , which is related to our
definition by a rescaling of τ by a factor of
√
r.
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with τ0 defined now as in (3.46), we obtain the following q expansions for the J invariants:
J1(q0) =
1
q0
+ 744 + 196884 q0 + 21493760 q
2
0 + 864299970 q
3
0 + 20245856256 q
4
0 + . . .
J2(q0) =
1
q0
+ 104 + 4372 q0 + 96256 q
2
0 + 1240002 q
3
0 + 10698752 q
4
0 + . . .
J3(q0) =
1
q0
+ 42 + 783 q0 + 8672 q
2
0 + 65367 q
3
0 + 371520 q
4
0 . . .
J4(q0) =
1
q0
+ 24 + 276 q0 + 2048 q
2
0 + 11202 q
3
0 + 49152 q
4
0 + . . . (3.53)
Here J1 is the original Klein J-invariant, and the other Jr are the generalizations to the associated
Hecke groups. The normalization is chosen such that the coefficient of the q−10 term is unity.
From these expansions, and the relations (3.51), we obtain expansions of the energy in terms of
q0:
r = 1 :
1
432
u(q0) = q0 − 312q20 + 87084q30 − 23067968q40 + 5930898126q50 + . . . (3.54)
r = 2 :
1
64
u(q0) = q0 − 40q20 + 1324q30 − 39872q40 + 1136334q50 + . . . (3.55)
r = 3 :
1
27
u(q0) = q0 − 15q20 + 171q30 − 1679q40 + 15054q50 + . . . (3.56)
r = 4 :
1
16
u(q0) = q0 − 8q20 + 44q30 − 192q40 + 718q50 + . . . (3.57)
These are consistent with the direct expansions of the expressions in (3.48-3.49). These Ramanujan
modular functions also appear in the study of superconformal SUSY N = 2 QFT, for SU(M) with
Nf = 2M massless hypermultiplets [83, 104–111]. For M = 2, 3, 4, 6, these were called ”arithmetic”
cases in [83, 104], and these same inversions appear in the expressions for the q0 in terms of the
couplings.
The classical periods are modular forms and they can be expressed explicitly in terms of the
modular parameter τ0:
ω0(τ0) =
√
2
3
pi (E4(τ0))
1/4
, r = 1 (3.58)
ω0(τ0) =
√
2pi
m
sin
( pi
2m
)√rE2(r τ0)− E2(τ0)
(r − 1) , r = 2, 3 (3.59)
ω0(τ0) =
√
2pi
√
rE2(r τ0)− E2(τ0)
(r − 1) , r = 4 (3.60)
Even though the appearance of E2 might suggest otherwise, for each r = 1, 2, 3, 4, the period ω0(τ0)
is in fact modular forms of weight 1, transforming under the related arithmetic Hecke group.
The classical actions are
a0(τ0) =
√
6
5
pi
(E2(τ0)E4(τ0)− E6(τ0))
(E4(τ0))
5/4
, r = 1 (3.61)
a0(τ0) =
√
2mpi sin
(
pi
2m
)√
r − 1
6 (m2 − 1)
r2
(
E22(r τ0)− E4(r τ0)
)− E22(τ0) + E4(τ0)
(rE2(r τ0)− E2(τ0))3/2
, r = 2, 3 (3.62)
a0(τ0) =
√
2pi
6
√
r − 1 r
2
(
E22(r τ0)− E4(r τ0)
)− E22(τ0) + E4(τ0)
(rE2(r τ0)− E2(τ0))3/2
, r = 4 (3.63)
– 19 –
These expressions for a0(τ0) are most easily derived from (3.16) in terms of the τ0 derivative of the
inverse of the classical period. The dual expressions for ωD0 and a
D
0 are obtained by the classical
modular transformation, τ0 → −1/(rτ0):
aD0 (τ0) = −ia0(−1/(rτ0)) = rτ0a0 + i
SIT/r
ω0(τ0)
r = 1, 2, 3 (3.64)
aD0 (τ0) = −ia0(−1/(rτ0)) = 2τ0a0 + i
8pi
ω0(τ0)
r = 4 (3.65)
where the instanton action, SI , and the period, T , are defined in (3.13). These expressions reflect
the fact that the classical actions are quasi-modular forms (in contrast to the periods, which are true
modular forms of weight 1).
These are all classical results which can be understood in terms of the classical Picard-Fuchs
equations (3.10). The special values M = 2, 3, 4, 6, corresponding to the special potentials listed in
Table 2, are singled out for number theoretic reasons, namely the overlap between the modular and
Hecke groups. In Section 4 we show that this same special set is precisely the class of potentials for
which the classical modular structure generalizes to the all-orders quantum Matone (1.5) and quantum
Wronskian (1.6) expressions, found previously for the Mathieu system.
3.3 Chebyshev Potentials and Mirror Curves
In addition to having an interesting number theoretic interpretation, as discussed in the previous sec-
tion, the classical “arithmetic” Chebyshev systems also have an interesting geometric interpretation
in terms of mirror symmetry of hypersurfaces in weighted projective space. This can be traced di-
rectly to the hypergeometric form of the classical Picard-Fuchs equations (3.10), and the associated
Schwarzian form discussed in Section 3.1.1. Indeed, it is well known [84] that ratios of solutions to
the hypergeometric equation describe conformal maps of spherical triangles. These form the simplest
nontrivial example of a mirror map [85–88]:
q = e2piit , t ≡ i 2F1(a, b, 1, 1− z)
2F1(a, b, 1, z)
(3.66)
As noted in [85], the one-parameter family of cubic curves in P2
Xs : x
3
1 + x
3
2 + x
3
3 − s x1 x2 x3 = 0 (3.67)
can be transformed to an elliptic curve in Weierstrass form, with invariants: g2 = 3s(8 + s
3) and
g3 = 8 + 20s
3 − s6. Then, identifying z = 1/s3, the mirror map is given by the modular J function
J(t), which has an integer coefficient expansion in powers of q:
1728 J(q) =
1
q
+ 744 + 196884q + 21493760q2 + . . . (3.68)
which we recognize from the equation for J1(q0) in (3.53).
Furthermore, Reference [85] identifies three realizations of elliptic curves as hypersurfaces in
weighted projective spaces, as shown in Table 3 (see the Table below equation (3.10) in [85]). These
examples correspond to the unique normal forms of functions with unimodular parabolic singularities
[90], which appear in the description of c = 3 topological Landau-Ginzburg models [81, 82]. Inverting
the mirror map, z is expanded in terms of q as:
P8 : z(q) = q − 15q2 + 171q3 − 1679q4 + 15054q5 − 126981q6 + . . . (3.69)
X9 : z(q) = q − 40q2 + 1324q3 − 39872q4 + 1136334q5 − 31239904q6 + . . . (3.70)
J10 : z(q) = q − 312q2 + 87084q3 − 23067968q4 + 5930898126q5 − 1495818530208q6 + . . .(3.71)
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projective space constraint diff. operator 1728× J(z)
P8 P2(1, 1, 1) x31 + x32 + x33 − 1z1/3x1 x2 x3 = 0 θ2 − 3z(3θ + 2)(3θ + 1)
(1+216z)3
z(1−27z)3
X9 P2(1, 1, 2) x41 + x42 + x23 − 1z1/4x1 x2 x3 = 0 θ2 − 4z(4θ + 3)(4θ + 1)
(1+192z)3
z(1−64z)2
J10 P2(1, 2, 3) x61 + x32 + x23 − 1z1/6x1 x2 x3 = 0 θ2 − 12z(6θ + 5)(6θ + 1) 1z(1−432z)
Table 3. List, from [85], of three realizations of elliptic curves as hypersurfaces in weighted projective spaces.
Here θ is the differential operator θ ≡ z∂z. These same examples appear in Arnold’s classification of normal
forms of functions with unimodular parabolic singularities [90].
potential (in Chebyshev form) Chebyshev m hypergeometric operator J(u) identification
triple-well: V (x) = T3(x)
2 3 u(1− u) d2du2 + (1− 2u) ddu − 29 164 (9−8u)
3
u3(1−u) u↔ 1− 27z
double-well: V (x) = T2(x)
2 2 u(1− u) d2du2 + (1− 2u) ddu − 316 127 (4−3u)
3
u2(1−u) u↔ 1− 64z
cubic oscillator: V (x) = T3/2(x)
2 3
2 u(1− u) d
2
du2 + (1− 2u) ddu − 536 14u(1−u) u↔ 1− 432z
Table 4. Arithmetic Chebyshev potentials, with their associated hypergeometric differential operator for the
periods, and the corresponding modular J(u) derived from the elliptic curve [see Appendix A in Section 7].
The last column shows the conversion needed for the comparison with Table 3.
Now compare this with the modular J(u) function obtained from the uniformization of the elliptic
curves for the Chebyshev potentials, as described in Appendix A in Section 7. The relevant data is
reproduced here in Table 4. There is a one-to-one mapping between the elliptic curves from the P2
hypersurfaces in Table 3, and those coming from the new “arithmetic” Chebyshev potentials.
P8 : P2(1, 1, 1) ←→ symmetric degenerate triple-well potential (3.72)
X9 : P2(1, 1, 2) ←→ symmetric double-well potential (3.73)
J10 : P2(1, 2, 3) ←→ cubic oscillator potential (3.74)
For example, with the simple (linear) identifications between z and the Chebyshev energy u shown
in Table 4, the differential operators associated with the mirror maps reduce to the hypergeometric
operators acting on the Chebyshev periods, as in (3.7), with the appropriate choice of Chebyshev
– 21 –
Nf elliptic curve J(v,Λ) identification J(u)
0 y2 = (x2 − Λ2)(x− v) 127 (v
2+3Λ4)3
Λ4(v2−Λ4)2 u =
1
2 +
v
2Λ2
4
27
(1−u+u2)3
u2(1−u)2
1 y2 = x2(x− v)− Λ664 − 1638427 v
6
Λ6(27Λ6+256v3) u = − 27Λ
6
256v3
1
4u(1−u)
2 y2 =
(
x2 − Λ464
)
(x− v) 127 (64v
2+3Λ4)3
Λ4(64v2−Λ4)2 u = 1− Λ
4
64v2
1
27
(4−3u)3
u2(1−u)
3 y2 = x2(x− v)− Λ464 (x− v)2 127×222 (Λ
4−256vΛ2+4096v2)3
v4Λ2(Λ2−256v) u = 1− 256vΛ2 1108 (1+14u+u
2)3
u(1−u)4
Table 5. Elliptic curves for the SU(2) N = 2 SUSY quantum field theories with Nf massless flavors of matter
fields, and the associated modular J functions. Comparisons with the J functions in Tables 4 and 6 from
the uniformization of the elliptic curves for the arithmetic Chebyshev potentials leads to the identifications in
(3.75, 3.76, 3.77).
index m. Furthermore, the J(u) invariants agree precisely with the J(z) invariants, with the overall
normalization factor of 1728. And note that the inversions listed in (3.69 - 3.71) agree precisely with
the energy inversions in terms of q0 for the Chebyshev systems in (3.54 - 3.56).
We can also identify Chebyshev potentials with specific N = 2 SUSY quantum field theories.
For example, the Mathieu system is well known to be associated with the pure SU(2) N = 2 SUSY
quantum field theory [40–46, 48–50]. This correspondence can be seen already at the classical level
by comparing the elliptic curve data. For example, the elliptic curves for the SU(2) N = 2 SUSY
quantum field theories with Nf massless flavors of matter fields are shown in Table 5, along with
the corresponding modular J function obtained by uniformization (see, for example, [89], and the
procedure summarized in Appendix A in Section 7). Table 5 also shows the identifications with the
quantum mechanical energy u, and the converted expression for the J invariant. This leads to the
following correspondences:
Nf = 0 ←→ Mathieu potential (3.75)
Nf = 1 ←→ cubic oscillator potential (3.76)
Nf = 2 ←→ symmetric double-well potential (3.77)
The Nf = 3 case corrsponds to the projective space P3(1, 1, 1, 1) discussed in Section 5 of [86].
4 Quantum Properties of Chebyshev Systems: All Orders WKB
So far the discussion of the Chebyshev potentials (3.1) has been classical. Now we consider their
quantization. We took the detour of the previous Section to describe the classical number theoretic,
modular and geometric properties of the special “arithmetic” subclass of Chebyshev potentials, because
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this class is precisely the one for which classical Wronskian condition (3.11) and the classical Matone
relation (3.24) generalize upon quantization to the same form as those for the Mathieu system, the
quantum Matone relation (1.5) and quantum Wronskian condition (1.6), but simply with different
constants. In Section 5, we discuss a more general genus 1 system, for which there is also a simple
all-orders perturbative/non-perturbative relation, but of a different form.
We adopt the all-orders WKB approach outlined in Section 2, and compute the higher order
WKB coefficients an(u) and a
D
n (u) appearing in the ~2 expansions (2.8, 2.9) of the full quantum
action, a(u, ~), and full quantum dual action, aD(u, ~). For the Chebyshev potentials, all higher order
terms in the quantum actions and periods can also be expressed in terms of hypergeometric functions,
and we can investigate in detail the relation between the quantum action a(u, ~) and the quantum dual
action aD(u, ~). We show in this section that precisely for the special “arithmetic” Ramanujan cases,
with modular signature M = 2, 3, 4, 6 (equivalently, modular level r = 4, 3, 2, 1), corresponding to the
Mathieu, symmetric degenerate triple-well, symmetric double-well, and cubic oscillator potentials, the
perturbative/non-perturbative relations (1.5) and (1.6) found previously for the Mathieu system, apply
also with the same form, just with different constants. For other members of the Chebyshev potential
class, the perturbative/non-perturbative relation takes a more general form. This is because these are
the only Chebyshev potentials that are genus 1. Note that it also appears to be true (although we do
not have a simple proof) that only for the special ”arithmetic” class does the classical proportionality
of all the classical actions and classical periods in each well (or each barrier) persist at higher WKB
orders.
We concentrate on the quantum Wronskian condition (1.6), which we repeat here for easy reference,(
a(u, ~)− ~∂a(u, ~)
∂~
)
∂aD(u, ~)
∂u
−
(
aD(u, ~)− ~∂a
D(u, ~)
∂~
)
∂a(u, ~)
∂u
= 2iSIT (4.1)
with the quantum Matone relation (1.5) being obtained by inversion. Expanding the quantum acton
and dual action in formal series in powers of ~2, as in (2.8, 2.9), we see that (4.1) becomes a set
of recursion formulas relating the different coefficients ak(u) and a
D
k (u) at k
th order of the WKB
expansion [48]:
a0(u)
daD0 (u)
du
− aD0 (u)
da0(u)
du
= 2iSIT (4.2)
n−1∑
k=1
(1− 2k)
(
ak(u)
daDn−k(u)
du
− aDk (u)
dan−k(u)
du
)
= 0 , n ≥ 1 (4.3)
The first condition (4.2) is just the classical Wronskian identity (3.11), but the higher-order conditions
(4.3) encode non-trivial constraints on the quantum corrections.
The arithmetic Chebyshev class is special because they define genus 1 systems, and so fall within
the discussion of Section 2. Therefore, for each WKB order n, the an(u) can be expressed in the
form (2.10, 2.11), as a differential operator acting on a0(u), and a
D
n (u) is given by exactly the same
differential operator acting on aD0 (u). A further simplification occurs because the classical Picard-
Fuchs equation (3.10) for a0(u) and a
D
0 (u) is second order (rather than third-order, as for the general
genus 1 case), and therefore the second derivative terms in (2.12, 2.13) can be further reduced to
zeroth and first order derivatives:
an(u) = f
(0)
n (u)a0(u) + f
(1)
n (u)
da0(u)
du
(4.4)
aDn (u) = f
(0)
n (u)a
D
0 (u) + f
(1)
n (u)
daD0 (u)
du
(4.5)
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The functions f
(0)
n (u) and f
(1)
n (u) are sums of poles located at u = 0 and u = 1:
f (0)n (u) =
2n−1∑
k=1
(
c
(0)
n,k
(1− u)k +
d
(0)
n,k
uk
)
, f (1)n (u) =
2n−2∑
k=1
(
c
(1)
n,k
(1− u)k +
d
(1)
n,k
uk
)
(4.6)
where c
(i)
k and d
(i)
k are rational numbers that depend on the potential. We have verified this structure
up to WKB order ~10. For the arithmetic cases, the higher order terms are straightforward to produce,
and we list the first 2 nontrivial WKB orders of the functions f
(i)
n (u) in the following subsections, and
a further two orders in Appendix B in Section 8. The location of the poles are precisely the points
in moduli space where the torus degenerates. Quantization does not create extra singularities in
addition to these classical degenerate points. This structure is related to the quantum modification of
the Picard-Fuchs equation as we detail below in Section 5.2.
The n = 1 condition in (4.3) can be expressed as
d
du
(
a0(u)a
D
1 (u)− aD0 (u)a1(u)
)
= 0 (4.7)
In fact, for the Chebyshev potentials, a1(u) and a
D
1 (u) can be written as simple linear combinations:
a1(u) = f
(0)
1 (u)a0(u) + f
(1)
1
da0(u)
du
(4.8)
aD1 (u) = f
(0)
1 (u)a
D
0 (u) + f
(1)
1
daD0 (u)
du
(4.9)
where f
(0)
1 (u) is a rational function of u, and f
(1)
1 is actually a constant. Further, note that f
(0)
1 and
f
(1)
1 are the same in (4.8) and (4.9). Therefore, the first-order WKB condition (4.7) is indeed satisfied.
At the next order of the WKB expansion, the condition (4.3) places a non-trivial condition on
a0(u), a1(u), a2(u) and the corresponding duals:(
a0(u)
daD2 (u)
du
− aD0 (u)
da2(u)
du
)
−
(
a1(u)
daD1 (u)
du
− aD1 (u)
da1(u)
du
)
−3
(
a2(u)
daD0 (u)
du
− aD2 (u)
da0(u)
du
)
= 0 (4.10)
In the following subsections, for each of the arithmetic Chebyshev potentials we present explicit ex-
pressions for a0(u), a1(u), a2(u), and the associated dual actions a
D
0 (u), a
D
1 (u), a
D
2 (u), and verify that
the WKB condition (4.10) is satisfied. It is straightforward to generate higher order terms but we do
not write the increasingly lengthy expressions here. The next two orders are listed in Appendix B in
Section 8.
The quantum Wronskian identity (4.3) can also be viewed as relating the functions f
(i)
n (u) in a
highly nontrivial way. Plugging the expressions (4.4 - 4.5) in (4.3) leads to the conditions on the
coefficient functions f
(0)
n (u) and f
(1)
n (u):
n∑
k=0
(1− 2k)
(
f
(0)
k (u)f
(0)
n−k(u)− pm(u)f (1)k (u)f (1)n−k(u) + f (0)k (u)
df
(1)
n−k
du
− f (0)n−k(u)
df
(1)
k
du
)
= 0 ∀n > 0
(4.11)
where pm(u) =
1
4u(1−u)
(
1− 1m2
)
is the function appearing in the classical Picard-Fuchs equation
(3.10). The conditions (4.11) generate an infinite tower of equations which we have verified up to
order ~10.
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In the next subsections we list the results for the first few orders of the WKB expansion, for
the Mathieu, symmetric-degenerate-triple-well, symmetric-double-well, and cubic oscillator potentials,
which classically correspond to the “arithmetic” cases of Ramanujan’s theory of elliptic functions in
alternative bases. In Appendix B in Section 8 we list two further orders.
4.1 Mathieu potential: V (x) = cos2(x)
The normalized classical actions and periods are:
a0(u) =
√
2pi u 2F1
(
1
2
,
1
2
, 2;u
)
, aD0 (u) = −i
√
2pi (1− u) 2F1
(
1
2
,
1
2
, 2; 1− u
)
(4.12)
ω0(u) =
√
2pi 2F1
(
1
2
,
1
2
, 1;u
)
, ωD0 (u) = i
√
2pi 2F1
(
1
2
,
1
2
, 1; 1− u
)
(4.13)
The next two WKB orders for the action and dual action are:
a1(u) =
2u− 1
384(u− 1)ua0(u)−
1
96
da0(u)
du
(4.14)
aD1 (u) =
2u− 1
384(u− 1)ua
D
0 (u)−
1
96
daD0 (u)
du
(4.15)
a2(u) =
(
4(1− 2u)4 − 153(1− 2u)2 − 75
5898240(u− 1)3u3
)
a0(u) +
(−4u3 + 6u2 + 12u− 7
184320(u− 1)2u2
)
da0(u)
du
(4.16)
aD2 (u) =
(
4(1− 2u)4 − 153(1− 2u)2 − 75
5898240(u− 1)3u3
)
aD0 (u) +
(−4u3 + 6u2 + 12u− 7
184320(u− 1)2u2
)
daD0 (u)
du
(4.17)
The corresponding higher-order periods can be obtained by differentiating with respect to the energy
u. These results confirm a non-trivial check of the quantum Wronskian condition, as in (4.10). In
the expressions above, the rational functions that constitute the coefficients of a0(u) and a
′
0(u) (or
aD0 (u) and a
D ′
0 (u)) can be decomposed into a sum over poles that lie on u = 0 and u = 1, indicating
that quantization does not introduce further singular points in the moduli space. These coefficient
functions for the next two WKB orders are listed in Appendix B in Section 8, permitting verification
of the higher order quantum Wronskian conditions in (4.3).
4.2 Symmetric degenerate triple well: V (x) = T 23 (x) = x
2(3− 4x2)2
The normalized classical actions and periods are:
a0(u) =
pi
3
√
2
u 2F1
(
1
3
,
2
3
, 2;u
)
(outer well) , aD0 (u) = −i
pi√
6
(1− u) 2F1
(
1
3
,
2
3
, 1; 1− u
)
(4.18)
ω0(u) =
pi
3
√
2
2F1
(
1
3
,
2
3
, 1;u
)
(outer well) , ωD0 (u) = i
pi√
6
2F1
(
1
3
,
2
3
, 1; 1− u
)
(4.19)
Note the factor of 1√
3
difference between the normalizations of the action and dual action (and period
and dual period). This corresponds to the
√
r factor difference between (3.5) and (3.6), with r = 3 for
the symmetric degenerate triple well potential.
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The next two WKB orders for the action and dual action are:
a1(u) =
3− 5u
9(u− 1)ua0(u) +
5
6
da0(u)
du
(4.20)
aD1 (u) =
3− 5u
9(u− 1)ua
D
0 (u) +
5
6
daD0 (u)
du
(4.21)
a2(u) =
(
1280u3 − 5105u2 + 5022u− 1701
1620(u− 1)3u3
)
a0(u) +
(−145u2 + 390u− 189
180(u− 1)2u2
)
da0(u)
du
(4.22)
aD2 (u) =
(
1280u3 − 5105u2 + 5022u− 1701
1620(u− 1)3u3
)
aD0 (u) +
(−145u2 + 390u− 189
180(u− 1)2u2
)
daD0 (u)
du
(4.23)
The corresponding higher-order periods can be obtained by differentiating with respect to the energy
u. These results confirm a non-trivial check of the quantum Wronskian condition, as in (4.10). In
the expressions above, the rational functions that constitute the coefficients of a0(u) and a
′
0(u) (or
aD0 (u) and a
D ′
0 (u)) can be decomposed into a sum over poles that lie on u = 0 and u = 1, indicating
that quantization does not introduce further singular points in the moduli space. These coefficient
functions for the next two WKB orders are listed in Appendix B in Section 8, permitting verification
of the higher order quantum Wronskian conditions in (4.3).
4.3 Symmetric double well: V (x) = T 22 (x) = (1− 2x2)2
The normalized classical actions and periods are:
a0(u) =
pi
2
u 2F1
(
1
4
,
3
4
, 2;u
)
, aD0 (u) = −i
pi√
2
(1− u) 2F1
(
1
4
,
3
4
, 1; 1− u
)
(4.24)
ω0(u) =
pi
2
2F1
(
1
4
,
3
4
, 1;u
)
, ωD0 (u) = i
pi√
2
2F1
(
1
4
,
3
4
, 1; 1− u
)
(4.25)
Note the 1√
2
factor difference between the action and dual action (and period and dual period). This
corresponds to the
√
r factor difference between (3.5) and (3.6), with r = 2 for the symmetric double
well potential.
The next two WKB orders for the action and dual action are:
a1(u) =
3u− 2
16(u− 1)ua0(u)−
1
4
da0(u)
du
(4.26)
aD1 (u) =
3u− 2
16(u− 1)ua
D
0 (u)−
1
4
daD0 (u)
du
(4.27)
a2(u) =
705u3 − 2685u2 + 2652u− 896
7680(u− 1)3u3 a0(u) +
−720u2 + 1840u− 896
7680(u− 1)2u2
da0(u)
du
(4.28)
aD2 (u) =
705u3 − 2685u2 + 2652u− 896
7680(u− 1)3u3 a
D
0 (u) +
−720u2 + 1840u− 896
7680(u− 1)2u2
daD0 (u)
du
(4.29)
The corresponding higher-order periods can be obtained by differentiating with respect to the energy
u. These results confirm a non-trivial check of the quantum Wronskian condition, as in (4.10). In
the expressions above, the rational functions that constitute the coefficients of a0(u) and a
′
0(u) (or
aD0 (u) and a
D ′
0 (u)) can be decomposed into a sum over poles that lie on u = 0 and u = 1, indicating
that quantization does not introduce further singular points in the moduli space. These coefficient
functions for the next two WKB orders are listed in Appendix B in Section 8, permitting verification
of the higher order quantum Wronskian conditions in (4.3).
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4.4 Cubic oscillator: V (x) = T 23/2(x) =
1
2 (1 + x)(1− 2x)2
The normalized classical actions and periods are:
a0(u) = pi
√
2
3
u 2F1
(
1
6
,
5
6
, 2;u
)
, aD0 (u) = −ipi
√
2
3
(1− u) 2F1
(
1
6
,
5
6
, 1; 1− u
)
(4.30)
ω0(u) = pi
√
2
3
2F1
(
1
6
,
5
6
, 1;u
)
, ωD0 (u) = ipi
√
2
3
2F1
(
1
6
,
5
6
, 1; 1− u
)
(4.31)
Note there is no factor difference between the normalizations of the action and dual action (and period
and dual period). This corresponds to the
√
r factor difference between (3.5) and (3.6), with r = 1 for
the cubic oscillator.
The next two WKB orders for the action and dual action are:
a1(u) = − 5(2u− 1)
144(u− 1)ua0(u) +
1
12
da0(u)
du
(4.32)
aD1 (u) =
5(2u− 1)
144(u− 1)ua
D
0 (u) +
1
12
daD0 (u)
du
(4.33)
a2(u) = −
7
(
211u2 − 211u+ 72)
41472(u− 1)3u3 a0(u) +
7(2u− 1)
576(u− 1)2u2
da0(u)
du
(4.34)
aD2 (u) = −
7
(
211u2 − 211u+ 72)
41472(u− 1)3u3 a
D
0 (u) +
7(2u− 1)
576(u− 1)2u2
daD0 (u)
du
(4.35)
The corresponding higher-order periods can be obtained by differentiating with respect to the energy
u. These results confirm a non-trivial check of the quantum Wronskian condition, as in (4.10). In
the expressions above, the rational functions that constitute the coefficients of a0(u) and a
′
0(u) (or
aD0 (u) and a
D ′
0 (u)) can be decomposed into a sum over poles that lie on u = 0 and u = 1, indicating
that quantization does not introduce further singular points in the moduli space. These coefficient
functions for the next two WKB orders are listed in Appendix B in Section 8, permitting verification
of the higher order quantum Wronskian conditions in (4.3).
5 More General Genus 1 Cases
In this Section we consider more general genus 1 cases: those for which the third-order classical Picard-
Fuchs equation does not reduce to a second-order equation. We illustrate with the example of the
Lame´ equation, as it is of physical interest, since it is directly related to the N = 2∗ SUSY QFT [33–
36, 38, 43–50], and also because any genus 1 example can be brought into this standard Weierstrass
form by appropriate transformations [91, 92]. The Lame´ equation is a Schro¨dinger equation with a
doubly periodic potential which we express in terms of the Weierstrass elliptic function with lattice
invariants g2 and g3:
V (x) = P (x; g2, g3) . (5.1)
Using the modular transformation properties of the Weierstrass function we set one of the lattice
periods to 1, and we parameterize the other as iK(1− ν)/K(ν). When ν = 0 and 1 the Lame´ equation
reduces to the Mathieu and modified Mathieu equations, respectively. With this parametrization the
zeroes of the normal cubic 4z3 − g2z − g3 are
e1 =
2− ν
3
K2(ν) , e2 =
2ν − 1
3
K2(ν) , e3 = −ν + 1
3
K2(ν) (5.2)
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which are related to the lattice invariants as
g2 = 2(e
2
1 + e
2
2 + e
2
3) , g3 = 4e1e2e3. (5.3)
It is also useful to define a modular parameter t as the ratio of the two periods:
t = i
K(1− ν)
K(ν)
. (5.4)
This modular parameter t characterizes the torus that is defined by the periods of the Weierstrass
function, and it is not to be confused with the modular parameter τ0 associated with the complexified
phase space.
The corresponding spectral curve can be obtained by starting from the conservation of energy
p2 = 2(u− V (x)) and changing variables as x→ v = V (x):
y2 = 8(u− v)(v − e1)(v − e2)(v − e3) . (5.5)
Here we redefined the kinetic term as y2 = p2V ′ 2(x) and used the identity P ′ 2(x) = 4P3(x) −
g2P(x)−g3 = 4
∏3
i=1(P(x)− ei). It is worth noting that any genus-1 spectral curve can be put in this
Weierstrass form by appropriately choosing the lattice invariants [91, 92]. The classical actions and
periods are defined as period integrals over two independent cycles of the phase space torus, which we
choose here as
a0(u) =
∮
α
√
2(u− V ) dx = 4
∫ e2
e3
u− v
y
dv , ω0(u) = a
′
0(u) =
∮
α
dx√
2(u− V ) = 2
∫ e2
e3
dv
y
(5.6)
aD0 (u) =
∮
β
√
2(u− V ) dx = 4
∫ e2
e1
u− v
y
dv , ωD0 (u) = a
D ′
0 (u) =
∮
β
dx√
2(u− V ) = 2
∫ e2
e1
dv
y
(5.7)
The integrals above for the classical actions and periods can be computed in terms of the standard
elliptic functions as [92]
a0(u) =
2
√
2
K(ν)
u− e3√
u− e2 Π
(e3 − e2
u− e2 , ν
u− e1
u− e2
)
, ω0 =
√
2
K(ν)
√
u− e2K
(
ν
u− e1
u− e2
)
(5.8)
aD0 (u) =
i 2
√
2
K(ν)
u− e1√
u− e2 Π
(e1 − e2
u− e2 , (1− ν)
u− e3
u− e2
)
, ωD0 =
i
√
2
K(ν)
√
u− e2K
(
(1− ν)u− e3
u− e2
)
(5.9)
As a general property of the geometry of the Riemann surfaces, the classical periods satisfy a second
order Picard-Fuchs equation, and the classical actions, being related to the period through a u integra-
tion, satisfy a third-order Picard-Fuchs equation. This is in contrast with the special cases discussed
in the previous section where the third order Picard-Fuchs equation reduced to a second order one. In
the next section we present a simple derivation of the classical Picard-Fuchs equation before we move
on to the quantum deformation of the elliptic curve.
5.1 From The Elliptic Curve to The Classical Picard-Fuchs Equation
The classical Picard-Fuchs equation can be derived from the elliptic curve by the following procedure.
In the classical energy-momentum relation (2.1) change variable from x to y(x) where
p(x, u) =
√
2(u− V (x)) (5.10)
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Define the derivative as
g(x, u) =
dp
dx
= −1
p
dV
dx
(5.11)
and regard g as a function of p. In general, inversion of p(x, u) cannot be made in an explicit way.
However, suppose we can invert to write
(
dV
dx
)2
as a third order polynomial in V(
dV
dx
)2
= P (V ) . (5.12)
This is indeed the case for the Lame´ and Mathieu potentials:
Lame´ : P (V ) = 4V 3 − g2V − g3 = 4
3∏
i=1
(V − ei) , Mathieu : P (V ) = 4V (1− V ) (5.13)
With this identity, it is now possible to express g(x, u) as a function of p, since V = u− p2/2. We can
then write g as a function of p as:
g(p) = −1
p
√
P (u)− 1
2
P ′(u) p2 +
1
8
P ′′(u) p4 − 1
48
P ′′′(u) p6 (5.14)
where we fixed the sign of the branch.7 The next step is to consider the identity
g(p)
d
dp
(
g(p)
p2
)
= −P (u) 3
p5
+ P ′(u)
1
p3
− P ′′(u) 1
8p
. (5.15)
Using (5.10), we can express the inverse odd powers of p as u derivatives acting on p:
1
p2n−1
=
(−1)n+1
(2n− 3)!!
dnp
dun
(5.16)
where the double factorial is defined as n!! = n(n − 2)(n − 4) . . . with (−1)!! = 1. Therefore we can
write the identity (5.15) as
g(p)
d
dp
(
g(p)
p2
)
= −
[
P (u)
d3
du3
+ P ′(u)
d2
du2
+
P ′′(u)
8
d
du
]
p (5.17)
On the other hand we also have the vanishing closed contour integral
0 =
∮
d
dx
(
g(p(x, u))
p2(x, u)
)
=
∮
g(p)
d
dp
(
g(p)
p2
)
(5.18)
Integrating around the turning points, we obtain the action and dual action as integrals around the
two contours on the torus: a0(u) =
∮
α
p, and aD0 (u) =
∮
β
p. Therefore, using the identity (5.17) we
find that both a0(u) and a
D
0 (u) satisfy the third-order classical Picard-Fuchs equation:
P (u)
d3a0
du3
+ P ′(u)
d2a0
du2
+
P ′′(u)
8
da0
du
= 0 (5.19)
P (u)
d3aD0
du3
+ P ′(u)
d2aD0
du2
+
P ′′(u)
8
daD0
du
= 0 (5.20)
7This choice is identical with choosing the orientation of the phase space integrals for the classical action and periods
and does not affect the results we will discuss in the rest of the paper as long as it is implemented consistently.
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Notice the absence of a0(u) and a
D
0 (u) terms in (5.19, 5.20), which means that one of the solutions is the
trivial constant solution. The two independent nontrivial solutions, a0(u) and a
D
0 (u), are associated
with the integrals over two independent cycles of the phase space torus. It also means that the periods,
ω0 = a
′
0(u) and ω
D
0 = a
D ′
0 (u), satisfy a second order equation:
d2ω0
du2
+
P ′(u)
P (u)
dω0
du
+
P ′′(u)
8P (u)
ω0 = 0 (5.21)
Notice that the coefficients have first order poles at u = e1, e2, e3,∞, therefore all the singularities are
regular. For the Mathieu system, the polynomial P (u) = 4u(1− u) is quadratic, so the Picard-Fuchs
equation can be integrated once to a second-order equation
4u(1− u)d
2a0
du2
− a0 = 0 (5.22)
4u(1− u)d
2aD0
du2
− aD0 = 0 (5.23)
which is just (3.10) with m =∞, as noted before.
For Lame´, the classical Picard-Fuchs equation is third order:
(4u3 − g2u− g3)d
3a0
du3
+ (12u2 − g2)d
2a0
du2
+ 3u
da0
du
= 0 (5.24)
(4u3 − g2u− g3)d
3aD0
du3
+ (12u2 − g2)d
2aD0
du2
+ 3u
daD0
du
= 0 (5.25)
5.2 From The Schro¨dinger Equation to the Quantum Picard-Fuchs Equation
The previous subsection derived the classical Picard-Fuchs equation directly from the elliptic curve
expression. Now we consider quantization. We convert the the Schro¨dinger equation (1.1), a differential
equation with respect to the coordinate x, into a tower of Picard-Fuchs equations, which are differential
equations with respect to the energy variable u. The computational strategy is the same as the previous
section. We first change variables from x to (u − V (x)), and then trade derivatives with respect to
V (x) for derivatives with respect to u. We illustrate this procedure for the Lame´ potential, which is
genus-1, and has a 3rd order classical Picard-Fuchs equation for the actions.
The quantum corrections to the classical actions are encoded in the wavefunction which we write
as a WKB ansatz ψ = exp
[
i
~
∫ x
φ(x′, u; ~)dx′
]
. This ansatz converts the Schro¨dinger equation into a
Riccati form
φ2(x, u; ~)− p2(x, u)− i~dφ
dx
= 0 (5.26)
which can be solved recursively with the formal expansion φ(x, u; ~) =
∑
n φn(x, u)~n. The quantum
actions can be written formally as
a(u, ~) =
∮
α
φ(x, u; ~) =
∞∑
n=0
~2n
∮
α
φ2n(x, u) dx , a
D(u, ~) =
∮
β
φ(x, u; ~) =
∞∑
n=0
~2n
∮
β
φ2n(x, u) dx .
(5.27)
The first few terms of this expansion are given in (2.6, 2.7). The expansion for the action is in ~2 since
all the odd terms φ2n+1(x, u) are total derivatives and vanish when integrated along closed contours.
8
8In fact an improved WKB ansatz ψ = exp
[
i
~
∫ x φ(x′, u; ~)dx′] /√φ automatically resums these odd terms and
generates a Riccati equation that depends on ~2. The recursion relations of this improved Riccati equation directly give
the even terms in (5.29). Even though the modified Riccati equation is advantageous computationally, its form is a little
more complicated and for pedagogical reasons we chose to present the simpler and more familiar version here.
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The next step is to change variables from x to p(x):
φ2(p, u; ~)− p2 − i~ g(p) dφ
dp
= 0 (5.28)
Formally expanding φ(p, u; ~) as a series in ~ and repeating the steps above leads to the expansion
φ(p, u; ~) =
∞∑
n=0
φn(p;u)~n , φ0 = p , φ1 =
g(p)
2p
(5.29)
where we chose the upper branch for φ0. The higher order terms can be computed recursively:
φn(p) =
1
2p
(
i g(p)
dφn−1(p)
dp
−
n−1∑
k=1
φk(p)φn−k(p)
)
, n ≥ 2 (5.30)
By using the expression for g(p) in (5.14), φ2n≥2(p) may be expressed as a polynomial in inverse
powers of p, with coefficients given by derivatives of P (u). For example:
φ2 =
5
8
P (u)
1
p5
− 3
16
P ′(u)
1
p3
+
1
64
P ′′(u)
1
p
+
1
384
P ′′′(u)p (5.31)
Now, we can use the fact, (5.16), that odd powers of p can be written as derivatives of p with respect
to u. Therefore, each φn can be written as a differential operator acting on φ0 = p. In our example of
φ2, this leads to:
φ2 =
[
5
24
P (u)
d3
du3
+
3
16
P ′(u)
d2
du2
+
1
64
P ′′(u)
d
du
+
1
384
P ′′′(u)
]
φ0 (5.32)
But since φn is the integrand for the WKB expansion coefficient functions an/2(u) and a
D
n/2(u) in (2.8,
2.9), we see that these differential operators are precisely the differential operators mentioned in (2.10,
2.11). Thus we learn, for example, that for the Lame´ or Mathieu system the next-to-leading order
WKB action a1(u) and dual action a
D
1 (u) are given by the following differential operator acting on
a0(u) or a
D
0 (u), respectively, with the appropriate choice of the polynomial P (u) from (5.13):
a1(u) =
[
5
24
P (u)
d3
du3
+
3
16
P ′(u)
d2
du2
+
1
64
P ′′(u)
d
du
+
1
384
P ′′′(u)
]
a0(u) (5.33)
aD1 (u) =
[
5
24
P (u)
d3
du3
+
3
16
P ′(u)
d2
du2
+
1
64
P ′′(u)
d
du
+
1
384
P ′′′(u)
]
aD0 (u) (5.34)
Notice that it is the same differential operator acting on both a0(u) and a
D
0 (u), as argued in Section
2. Furthermore, using the classical Picard-Fuchs equation (5.19, 5.20), we can reduce the third order
derivative term to lower order derivatives, thereby obtaining the representation in (2.12, 2.13):
a1(u) = − 1
48
P ′(u)
d2a0
du2
− 1
96
P ′′(u)
da0
du
+
1
384
P ′′′(u)a0 (5.35)
aD1 (u) = −
1
48
P ′(u)
d2aD0
du2
− 1
96
P ′′(u)
daD0
du
+
1
384
P ′′′(u)aD0 (5.36)
For the Mathieu system, where P (u) is quadratic, the last term P ′′′(u) vanishes, and since the clas-
sical Picard-Fuchs equation takes the simpler 2nd order form, we can further reduce to arrive at the
expressions in (4.14), involving just a0 and a
′
0.
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This procedure is simple to implement recursively at higher order, permitting the computation
of higher an(u) and a
D
n (u) for both the Lame´ and Mathieu system in a straightforward fashion. For
example, the order ~4 actions of the Lame´ system are found as:
a2(u) =
1
3870720P (u)2
(
2352P ′(u)4 − 6363P (u)P ′′(u)P ′(u)2 + 2310P (u)2P ′′′(u)P ′(u)
+3150P (u)2P ′′(u)2
)
a′′0(u)
− 1
3870720P (u)2
(
− 294P ′′(u)P ′(u)3 + 147P (u)P ′′′(u)P ′(u)2 + 630P (u)P ′′(u)2P ′(u)
−840P (u)2P ′′(u)P ′′′(u)
)
a′0(u)−
1
294912
P (3)(u)a0(u) (5.37)
aD2 (u) =
1
3870720P (u)2
(
2352P ′(u)4 − 6363P (u)P ′′(u)P ′(u)2 + 2310P (u)2P ′′′(u)P ′(u)
+3150P (u)2P ′′(u)2
)
aD ′′0 (u)
− 1
3870720P (u)2
(
− 294P ′′(u)P ′(u)3 + 147P (u)P ′′′(u)P ′(u)2 + 630P (u)P ′′(u)2P ′(u)
−840P (u)2P ′′(u)P ′′′(u)
)
aD ′0 (u)−
1
294912
P (3)(u)aD0 (u) (5.38)
This general structure makes it clear that each an(u) satisfies a third-order differential equation, with
coefficients being rational functions of the polynomial P (u) and its derivatives. Furthermore, aDn (u)
satisfies the same third-order differential equation. Thus the all-orders quantum action and dual action
satisfy a quantum Picard-Fuchs equation of the form:
f (3)(u, ~)
∂3a(u, ~)
∂u3
+ f (2)(u, ~)
∂2a(u, ~)
∂u2
+ f (1)(u, ~)
∂a(u, ~)
∂u
= 0 (5.39)
f (3)(u, ~)
∂3aD(u, ~)
∂u3
+ f (2)(u, ~)
∂2aD(u, ~)
∂u2
+ f (1)(u, ~)
∂aD(u, ~)
∂u
= 0 (5.40)
It can be shown that the quantum corrections do not introduce new singularities to the differential
equation. In fact all the singularities are in the form of poles. However, the order of these poles grow
with the order of ~, and therefore they are not regular singularities. In other words, the quantum
corrections appear as irregular singularities (higher order poles) at the original regular singular points
of the classical Picard-Fuchs equation.
5.3 Quantum Schwarzian Equation
The third order quantum Picard-Fuchs equation for the actions can be written as a second order
equation for the periods:
∂2Ω(u, ~)
∂u2
+
f (2)(u, ~)
f (3)(u, ~)
∂Ω(u, ~)
∂u
+
f (1)(u, ~)
f (3)(u, ~)
Ω(u, ~) = 0 (5.41)
whose two independent solutions for Ω(u, ~) are the all-orders periods ω(u, ~) and ωD(u, ~). The
partial differential equation (5.41) is understood as a tower of ordinary differential equations for the
coefficients of periods (that are functions of u) in the formal ~ expansion. Equation (5.41) is second
order, and can be put into a Schwarzian form:
{τ, u} − 2Q(u, ~) = 0 where Q(u, ~) = f
(1)(u, ~)
f (3)(u, ~)
− 1
4
(
f (2)(u, ~)
f (3)(u, ~)
)2
− 1
2
∂
∂u
(
f (2)(u, ~)
f (3)(u, ~)
)
(5.42)
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where τ(u, ~) is the all-orders modular parameter,
τ(u, ~) =
ωD(u, ~)
ω(u, ~)
. (5.43)
At any order in ~, the function Q(u, ~) is rational, in fact a sum over higher order poles located at the
original singularities of the elliptic curve.
5.4 Quantum Perturbative/Non-perturbative Relation for Lame´ Potential
For the Lame´ system, generating higher order WKB terms for the action and dual action, we have
verified the simple relation satisfied by the all-orders action a(u, ~; t) and dual action aD(u, ~; t):
∂a(u, ~; t)
∂u
∂aD(u, ~; t)
∂t
− ∂a
D(u, ~; t)
∂u
∂a(u, ~; t)
∂t
= 4 (5.44)
Here t refers to the elliptic t parameter of the original Lame´ potential defined in (5.4) (do not confuse
it with the modular τ0 defined in (7.12)).
Note that this is not a Wronskian condition. The standard classical Wronskian combination for a
second order Picard-Fuchs equation is of course not a constant:
∂a0(u; t)
∂u
aD0 (u; t)−
∂aD0 (u; t)
∂u
a0(u; t) =
−2pii
K(ν)
√
(u− e2)
F
(
arccos
(√
(u− e1)
(u− e3)
)
, (1− ν) (u− e3)
(u− e2)
)
(5.45)
The third order classical Picard-Fuchs equation for the Lame´ system implies the classical Wronskian
condition:
∂2a0(u; t)
∂u2
∂aD0 (u; t)
∂u
− ∂
2aD0 (u; t)
∂u2
∂a0(u; t)
∂u
=
2pii
4u3 − g2u− g3
(5.46)
But using special properties of the elliptic K, E and Π functions, in particular their derivatives with
respect to t [92], one can verify that the classical actions also satisfy
∂a0(u; t)
∂u
∂aD0 (u; t)
∂t
− ∂a
D
0 (u; t)
∂u
∂a0(u; t)
∂t
= 4 (5.47)
Remarkably, this classical identity is unchanged, as in (5.44), at the quantum level, when the classical
actions a0(u; t) and a
D
0 (u; t) are replaced by the all-orders quantum actions a(u, ~; t) and aD(u, ~; t).
Therefore, as argued in general in Section 2, there is a simple and explicit quantitative relationship
between the all-orders action a(u, ~; t) and the all-orders dual action aD(u, ~; t). If one knows the
expansion of one of them to some order in ~, the other can be deduced. In the context of gauge theory
(N = 2∗, SU(2) theory) (5.44) is the quantum Matone relation where the modular parameter t, and
~ are identified with the complex gauge coupling and the Omega deformation parameter 1 (in the
limit 2 = 0), respectively [33–35, 44–50].
5.5 Other Genus 1 Cases
Other interesting genus 1 potentials include, for example, the asymmetric double-well, the symmetric
but non-degenerate triple well, the double-Sine-Gordon, and the prolate/oblate spheroidal potentials.
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At the classical level each can be uniformized in a standard manner, resulting in a third-order classical
Picard-Fuchs equation. A remarkable feature of these systems is the fact that there is in fact still just
one independent classical action and period, even though a cursory glance at the form of the potential
reveals different shaped wells. Despite these different shapes, the classical periods in different wells are
identical functions of the energy (up to an overall normalization factor), and the classical actions differ
only by a constant, related to the offset between the asymmetric wells. These potentials contain extra
parameters, associated with this offset/asymmetry. On the gauge theory side, these extra parameters
are associated with masses of extra hypermultiplets. For example, the modular J(u) function for the
elliptic curve associated with the prolate spheroidal potential, V (x) = sin2 x+ b/ sin2 x, is
J(u) =
4
27
(u2 − u+ 1− 3b)3
(4b− u2)(u− 1− b)2 (5.48)
With the identifications b = 4m2/Λ2 and u = 12 + 4v/Λ
2 this becomes
J(v) =
(
3Λ4 − 48Λ2m2 + 64v2)3
27Λ4 (Λ2 + 8m2 − 8v)2 (Λ4 − 64Λ2m2 + 16Λ2v + 64v2) (5.49)
which is the modular J function for the elliptic curve, y2 =
(
x2 − Λ464
)
(x− v) + 14m2Λ2x− 132m2Λ4,
associated with the two flavor (Nf = 2, with equal masses m) SU(2) SUSY QFT. Spectral properties
of the prolate spheroidal system have been studied recently in [114].
6 Conclusions
In this paper we have shown that a wide class of quantum spectral problems, associated with a classical
genus 1 elliptic curve, have the remarkable property that the perturbative data to a certain order
determines the associated non-perturbative data to a similar order. This is a very explicit realization
of resurgence, with the fluctuations about a perturbative saddle determining the fluctuations about a
non-perturbative saddle. We have shown that this can be understood in simple geometric terms using
nothing more than classical mechanics and all-orders WKB. There is a class of potentials for which the
resulting ~ deformation of the classical Wronskian relation (and Matone relation) takes a particularly
simple form (1.6), which moreover is the same as the form previously found for the Mathieu system,
just with a different numerical constant. Thus, the spectral analysis of these potentials is deeply
related, even though the potentials themselves are very different. This special class is associated with
Ramanujan’s theory of elliptic functions in alternative bases, and is related to the special vacua of
certain supersymmetric and superconformal QFTs. We have also found a simple form of the quantum
perturbative/non-perturbative relation for the Lame´ system, which is associated with N = 2∗ SUSY
QFT.
At higher genus, the classical uniformization procedure involves hyperelliptic functions and abelian
integrals, which are more complicated than the elliptic functions appearing in genus 1 problems, but
which share similar geometric and modular structures [115]. On physical grounds we still expect
that with a suitable basis choice of integration cycles, it should be possible to find a basis of g
classical actions a
(i)
0 (u) and classical dual actions a
D (i)
0 (u), for i = 1, ..., g, such that the a
D (i)
0 (u) are
determined by the a
(i)
0 (u). Upon quantization, given that the higher order WKB actions are obtained
by differential operators acting on the classical ones, then our general argument, that the a
D (i)
0 (u, ~)
are determined by the a
(i)
0 (u, ~), goes through. These differential operators may also involve derivatives
with respect to the extra parameters (e.g. masses in the gauge theory). The physical implication of
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such a result would be that for a more general potential, corresponding to a classical genus g system,
there are g independent actions (associated, for example, with the wells of a higher-order polynomial
potential) and g independent dual actions (associated, for example, with the barriers of the higher-
order polynomial potential), but that for quantization only the perturbative data of the g actions is
necessary, as this information encodes also the non-perturbative data of the g dual (barrier) actions.
There are formal arguments [116] concerning resurgence in such higher polynomial potentials, but
it would be of interest to find concrete examples where all this could be demonstrated explicitly, to
provide a constructive procedure to generate fluctuations about non-perturbative saddles directly from
the fluctuations about perturbative saddles, as has now been done for genus 1 systems. We expect the
methods of SUSY gauge theory and topological strings to provide a natural formalism for addressing
these questions, as advocated also in [23].
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7 Appendix A: Classical Uniformization of Genus 1 Systems
7.1 Elliptic Curve Data
There are several related, but different, ways to perform the uniformization of the classical torus
[91, 92]. Each relies on the fact that from the elliptic curve expression we can simply read off some
basic data about the torus. Given the elliptic curve (2.1) written in the form (after a suitable change
of variables)
p2 = b4 x
4 + 4b3 x
3 + 6b2 x
2 + 4b1 x+ b0 (7.1)
it is a simple matter to construct
g2 = b4b0 − 4b3b1 + 3b22 ; g3 = b4b2b0 + 2b3b2b1 − b4b21 − b23b0 − b32 (7.2)
∆ := g32 − 27g23 ; J :=
g32
∆
=
4
27
(1− λ+ λ2)3
λ2(1− λ)2 (7.3)
which bring the elliptic curve to a normal form. For a given potential, with elliptic curve p2 = 2(u−V ),
the elliptic curve data, g2, g3, ∆, J , and λ all become functions of the energy u. Some illustrative
explicit examples are shown in Table 6. For these Chebyshev potentials the normalization is chosen
such that the bottom of each well is at u = 0, and the top of each barrier is at u = 1, and we recognize
these special points as zeros and poles in ∆ and J .
7.2 Uniformization with Modular J Function
The modular J parameter provides a convenient uniformization of the torus. A classical result of
Klein is that the classical period ω0(u), viewed as a function of J , which is itself a function of u, can
be written in terms of a hypergeometric function as
ω0(J) =
√
g3(J)
g2(J)
(
J
1− J
)1/4
2F1
(
1
12
,
5
12
, 1;
1
J
)
(7.4)
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potential (in Chebyshev form) g2(u) g3(u) ∆(u) J(u)
Mathieu: V (x) = cos2(x) 163 (1− u+ u2) 3227 (1 + u)(1− 2u)(2− u) 210u2(1− u)2 427 (1−u+u
2)3
u2(1−u)2
triple-well: V (x) = x2(3− 4x2)2 48(9− 8u) 64(27− 36u+ 8u2) 21827u3(1− u) 164 (9−8u)
3
u3(1−u)
double-well: V (x) = (1− 2x2)2 163 (4− 3u) 6427 (8− 9u) 212u2(1− u) 127 (4−3u)
3
u2(1−u)
cubic: V (x) = 12 (1 + x)(1− 2x)2 3 (1− 2u) 22 27u(1− u) 14 1u(1−u)
Table 6. Uniformizing elliptic curve data for the four arithmetic Chebyshev potentials. The modular J(u)
functions are used in Table 4 for a comparison with associated mirror curve properties in Table 3.
Thus, ω0(J) satisfies a second-order differential equation with respect to the variable J , and ω
D
0 (J) is
another suitably chosen independent solution of this equation.
This Kleinian form for the classical periods agrees with our results in Section 3 owing to some non-
trivial higher-order changes of variable for the hypergeometric function 2F1
(
1
12 ,
5
12 , 1;
1
J
)
[112, 113]:
1. Mathieu: V (x) = cos2(x):
ω0(u) =
1
(1− u+ u2)1/4 2F1
(
1
12
,
5
12
, 1;
27 (1− u)2u2
4(1− u+ u2)3
)
= 2F1
(
1
2
,
1
2
, 1;u
)
(7.5)
2. Double-well: V (x) = (1− 2x2)2:
ω0(u) =
√
2
(4− 3u)1/4 2F1
(
1
12
,
5
12
, 1;
27u2(1− u)
(4− 3u)3
)
= 2F1
(
1
4
,
3
4
, 1;u
)
(7.6)
3. Cubic oscillator: V (x) = 12 (1 + x)(1− 2x)2:
ω0(u) = 2F1
(
1
12
,
5
12
, 1; 4u(1− u)
)
= 2F1
(
1
6
,
5
6
, 1;u
)
(7.7)
4. Triple well: V (x) = x2(3− 4x2)2:
ω0(u) =
√
3
(9− 8u)1/4 2F1
(
1
12
,
5
12
, 1;
64u3(1− u)
(9− 8u)3
)
= 2F1
(
1
3
,
2
3
, 1;u
)
(7.8)
Note that these expressions are valid as expansions about u = 0. The behavior near u = 1 must be
matched with the other independent solution for the correct monodromy behavior.
The advantage of the Kleinian hypergeometric form (7.4) is that it is valid for all potentials
associated with a genus 1 elliptic curve, while the simplifed transformed hypergeometric expressions,
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2F1(
1
2− 12m , 12 + 12m ; 1, u), appear only to be valid for the special genus 1 cases in which the Picard-Fuchs
equation can be integrated up to a second-order equation (instead of the generic third-order equation),
as in Section 3. The advantage of the transformed expressions is evident: the argument is linear in the
energy u, so these expressions are much easier to work with, and their analytic continuation properties
are corresponding simpler to analyze. In the Kleinian representation, the conversion between J and u
is non-trivial, as the above examples show.
7.3 Uniformization with Modular λ Function
The general genus 1 uniformization can also be expressed in terms of the modular λ parameter, related
to J(u) via:
J =
4
27
(1− λ+ λ2)3
λ2(1− λ)2 (7.9)
Then the classical periods can always be written in terms of λ as:
ω0(λ) = f(λ)K(λ) :=
√
(1 + λ)(1− 2λ)(2− λ)
(1− λ+ λ2)
g2(λ)
g3(λ)
K(λ) (7.10)
ωD0 (λ) = i f(λ)K(1− λ) := i
√
(1 + λ)(1− 2λ)(2− λ)
(1− λ+ λ2)
g2(λ)
g3(λ)
K(1− λ) (7.11)
where K(λ) is the complete elliptic integral of the first kind. The classical modular τ parameter takes
its canonical uniformized form, as the complicated f(λ) prefactors in (7.10, 7.11) cancel, leaving just
the ratio of elliptic K functions:
τ0(λ) :=
ωD0 (λ)
ω0(λ)
=
iK(1− λ)
K(λ)
(7.12)
For the special subclass of systems for which the classical Picard-Fuchs equation for the classical
actions reduces to a second-order equation, the actions can be written in terms of the function f(λ)
defined in (7.10, 7.11):
a0(λ) =
[
2λ(1− λ) f
′(λ)
f2(λ)
− (1− λ) 1
f(λ)
]
K(λ) +
1
f(λ)
E(λ) (7.13)
aD0 (λ) = i
[
2λ(1− λ) f
′(λ)
f2(λ)
+ λ
1
f(λ)
]
K(1− λ)− i 1
f(λ)
E(1− λ) (7.14)
The Wronskian relation for these two independent solutions simply expresses the Legendre relation in
terms of λ:
−K(λ)K(1− λ) + E(λ)K(1− λ) + E(1− λ)K(λ) = pi
2
(7.15)
Once again, the implication of all this is that the dual action aD0 (λ) is determined by the action
a0(λ): given a0, we simply deduce the dual action as:
aD0 (λ) = τ0(λ) a0(λ)−
iS
ω0(λ)
(7.16)
At the classical level, the only things that change between different genus 1 cases (with second order
Picard-Fuchs equation) are (i) the relation between the energy u and modular λ, and (ii) the constant
S, which is the instanton action.
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In summary: the advantage of the λ uniformization approach is that it is very general, and
relies on minimal information, much of which is obtained from the elliptic curve by simple algebraic
manipulations. A disadvantage is that if we are ultimately interested in finding the eigenvalues u, the
expression relating λ to u can be quite complicated, and appropriate branches must be specified for
certain parts of the energy spectrum. This is relatively straightforward, but can be messy in practice.
For example, for the symmetric double-well potential, the relation between the energy u and λ gives
three possibilities:
u =
4λ
(1 + λ)2
(7.17)
u =
4(1− λ)
(2− λ)2 (7.18)
u =
4λ(λ− 1)
(2λ− 1)2 (7.19)
We choose u = 4λ(1+λ)2 , in which case the spectral region inside the well, u ∈ [0, 1], is described by
λ ∈ [0, 1], which is parametrized by λ(τ0), with pure imaginary τ0 ∈ i [0,∞). Then the classical periods
and actions, in terms of the energy variable u, are transformed into the λ form as:
ω0(u) = 2F1
(
1
4
,
3
4
, 1;u
)
=
2
pi
√
1 + λK(λ) =
2
pi
1√
1 +
√
u
K
(
2
√
u
1 +
√
u
)
(7.20)
ωD0 (u) = i 2F1
(
1
4
,
3
4
, 1; 1− u
)
= i
2
pi
√
1 + λK(1− λ) = 2i
√
2
pi
1√
1 +
√
u
K
(
1−√u
1 +
√
u
)
(7.21)
where λ = (2− 2√1− u)/u− 1 in this spectral region. Similarly, the classical actions are:
a0(u) = u 2F1
(
1
4
,
3
4
, 2;u
)
(7.22)
=
16
3pi
1
(1 + λ)3/2
[−(1− λ)K(λ) + (1 + λ)E(λ)]
=
8
3pi
√
1 +
√
u
[
−(1− u)K
(
2
√
u
1 +
√
u
)
+ (1 +
√
u)E
(
2
√
u
1 +
√
u
)]
(7.23)
aD0 (u) = −
√
2 i (1− u) 2F1
(
1
4
,
3
4
, 2; 1− u
)
(7.24)
=
16
3pi
i
(1 + λ)3/2
[2λK(λ)− (1 + λ)E(λ)]
=
16i
3pi
√
1 +
√
u
[√
u(1 +
√
u)K
(
1−√u
1 +
√
u
)
− (1 +√u)E
(
1−√u
1 +
√
u
)]
(7.25)
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These conversions rely on the following nontrivial identities:
K
(
±4√λ
(1±√λ)2
)
=
(
1±
√
λ
)
K(λ) (7.26)
E
(
±4√λ
(1±√λ)2
)
=
2
1±√λE(λ)−
(
1∓
√
λ
)
K(λ) (7.27)
K
(1−√λ
1 +
√
λ
)2 = 1
2
(
1 +
√
λ
)
K(1− λ) (7.28)
E
(1−√λ
1 +
√
λ
)2 = 1
1 +
√
λ
E(1− λ) +
√
λ
1 +
√
λ
K(1− λ) (7.29)
which are relevant because u = 4λ(1+λ)2 implies:
1 +
√
u =
(1 +
√
λ)2
1 + λ
,
2
√
u
1 +
√
u
=
4
√
λ
(1 +
√
λ)2
,
1−√u
1 +
√
u
=
(
1−√λ
1 +
√
λ
)2
(7.30)
8 Appendix B: Higher order actions for the special arithmetic Chebyshev
genus 1 systems
In this appendix we list the first 4 non-trivial WKB orders of the expansions of the quantum action
and dual action:
a(u, ~) =
∞∑
n=0
~2nan(u) , aD(u) =
∞∑
n=0
~2naDn (u) (8.1)
For the four special arithmetic Chebyshev systems, at each order n, the energy dependent coefficients
of this expansion, an(u) and a
D
n (u), can be expressed in the form:
an(u) = f
(1)
n (u)a0(u) + f
(2)
n (u)
da0(u)
du
, aDn (u) = f
(1)
n (u)a
D
0 (u) + f
(2)
n (u)
daD0 (u)
du
(8.2)
Below, for each of the four special arithmetic Chebyshev systems, we list the normalized classical
action and dual action (for the outermost well and barrier, respectively), and we list the first four
orders of the function f
(1)
n (u) and f
(2)
n (u).
8.1 Mathieu potential: V (x) = cos2(x)
The classical actions and periods are:
a0(u) =
√
2pi u 2F1
(
1
2
,
1
2
, 2;u
)
, aD0 (u) = −i
√
2pi (1− u) 2F1
(
1
2
,
1
2
, 2; 1− u
)
(8.3)
ω0(u) =
√
2pi 2F1
(
1
2
,
1
2
, 1;u
)
, ωD0 (u) = i
√
2pi 2F1
(
1
2
,
1
2
, 1; 1− u
)
(8.4)
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The coefficient functions in (8.2) are:
f
(1)
1 (u) =
1
384u
+
1
384(u− 1) (8.5)
f
(2)
1 (u) = −
1
96
(8.6)
f
(1)
2 (u) =
7
184320u3
+
23
1474560u2
+
23
1474560(u− 1)2 −
7
184320(u− 1)3 +
1
49152u
− 1
49152(u− 1)
f
(2)
2 (u) = −
7
184320u2
+
7
184320(u− 1)2 −
1
92160u
− 1
92160(u− 1) (8.7)
f
(1)
3 (u) =
31
10321920u5
− 13
55050240u4
+
589
1321205760u3
+
461
1321205760u2
+
589
1321205760(u− 1)3
+
13
55050240(u− 1)4 +
31
10321920(u− 1)5 −
461
1321205760(u− 1)2 (8.8)
f
(2)
3 (u) = −
31
10321920u4
+
101
165150720u3
− 19
66060288u2
− 19
66060288(u− 1)2 −
101
165150720(u− 1)3
− 31
10321920(u− 1)4 −
31
165150720u
+
31
165150720(u− 1) (8.9)
f
(1)
4 (u) =
127
220200960u7
− 257
1056964608u6
+
197
4227858432u5
+
989
32212254720u4
+
3641
169114337280u3
+
461
37580963840u2
+
461
37580963840(u− 1)2 −
3641
169114337280(u− 1)3 +
989
32212254720(u− 1)4
− 197
4227858432(u− 1)5 −
257
1056964608(u− 1)6 −
127
220200960(u− 1)7 +
461
18790481920u
− 461
18790481920(u− 1) (8.10)
f
(2)
4 (u) = −
127
220200960u6
+
119
377487360u5
− 577
14092861440u4
− 359
21139292160u3
− 167
21139292160u2
− 359
21139292160(u− 1)3 +
577
14092861440(u− 1)4 +
119
377487360(u− 1)5 +
127
220200960(u− 1)6
+
167
21139292160(u− 1)2 (8.11)
8.2 Symmetric degenerate triple well potential: V (x) = T 23 (x) = x
2(3− 4x2)2
The classical actions and periods are:
a0(u) =
pi
3
√
2
u 2F1
(
1
3
,
2
3
, 2;u
)
(outer well) , aD0 (u) = −i
pi√
6
(1− u) 2F1
(
1
3
,
2
3
, 2; 1− u
)
(8.12)
ω0(u) =
pi
3
√
2
2F1
(
1
3
,
2
3
, 1;u
)
(outer well) , ωD0 (u) = i
pi√
6
2F1
(
1
3
,
2
3
, 1; 1− u
)
(8.13)
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The coefficient functions in (8.2) are:
f
(1)
1 (u) = −
1
3u
− 2
9(u− 1) (8.14)
f
(2)
1 (u) =
5
6
(8.15)
f
(1)
2 (u) =
21
20u3
+
1
20u2
+
41
405(u− 1)2 −
14
45(u− 1)3 +
49
324u
− 49
324(u− 1) (8.16)
f
(2)
2 (u) = −
21
20u2
+
14
45(u− 1)2 +
1
15u
− 1
15(u− 1) (8.17)
f
(1)
3 (u) = −
3069
140u5
+
321
56u4
− 1697
3780u3
− 18109
29160u2
+
5729
29160(u− 1)2 −
6269
17010(u− 1)3
− 41
189(u− 1)4 −
248
105(u− 1)5 −
619
1458u
+
619
1458(u− 1) (8.18)
f
(2)
3 (u) =
3069
140u4
− 2287
280u3
− 1339
7560u2
+
13093
51030(u− 1)2 +
151
315(u− 1)3 +
248
105(u− 1)4 +
2317
29160u
− 2317
29160(u− 1) (8.19)
f
(1)
4 (u) =
1327023
1120u7
− 135171
224u6
+
46309
1680u5
+
495533
45360u4
+
10218619
816480u3
+
53806507
4408992u2
+
970421
4408992(u− 1)2
− 11722283
22044960(u− 1)3 +
745363
306180(u− 1)4 −
4471
1215(u− 1)5 −
3208
189(u− 1)6 −
1524
35(u− 1)7
+
570593
45927u
− 570593
45927(u− 1) (8.20)
f
(2)
4 (u) = −
1327023
1120u6
+
411651
560u5
− 88541
3360u4
+
2911
1620u3
− 60407
816480u2
− 3674767
7348320(u− 1)2 (8.21)
− 1259149
918540(u− 1)3 +
107
35(u− 1)4 +
20612
945(u− 1)5 +
1524
35(u− 1)6 −
421843
734832u
+
421843
734832(u− 1)
8.3 Symmetric double well potential: V (x) = T 22 (x) = (1− 2x2)2
The classical actions and periods are:
a0(u) =
pi
2
u 2F1
(
1
4
,
3
4
, 2;u
)
, aD0 (u) = −i
pi√
2
(1− u) 2F1
(
1
4
,
3
4
, 2; 1− u
)
(8.22)
ω0(u) =
pi
2
2F1
(
1
4
,
3
4
, 1;u
)
, ωD0 (u) = i
pi√
2
2F1
(
1
4
,
3
4
, 1; 1− u
)
(8.23)
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The coefficient functions in (8.2) are:
f
(1)
1 (u) =
1
8u
+
1
16(u− 1) (8.24)
f
(2)
1 (u) = −
1
4
(8.25)
f
(1)
2 (u) =
7
60u3
+
3
640u2
+
23
2560(u− 1)2 −
7
240(u− 1)3 +
7
512u
− 7
512(u− 1) (8.26)
f
(2)
2 (u) = −
7
60u2
+
7
240(u− 1)2 +
1
160u
− 1
160(u− 1) (8.27)
f
(1)
3 (u) =
62
105u5
− 137
1120u4
+
1453
107520u3
+
2649
143360u2
− 1973
286720(u− 1)2 +
10189
860160(u− 1)3
+
39
8960(u− 1)4 +
31
420(u− 1)5 +
95
8192u
− 95
8192(u− 1) (8.28)
f
(2)
3 (u) = −
62
105u4
+
199
1120u3
+
269
53760u2
− 1829
215040(u− 1)2 −
101
8960(u− 1)3
− 31
420(u− 1)4 −
251
71680u
+
251
71680(u− 1) (8.29)
f
(1)
4 (u) =
254
35u7
− 1019
336u6
+
1657
26880u5
+
97073
1146880u4
+
217803
2293760u3
+
45531
524288u2
+
1569
524288(u− 1)2
− 101877
9175040(u− 1)3 +
77407
2621440(u− 1)4 −
2167
61440(u− 1)5 −
257
1792(u− 1)6 −
127
280(u− 1)7
+
11775
131072u
− 11775
131072(u− 1) (8.30)
f
(2)
4 (u) = −
254
35u6
+
3119
840u5
+
1213
53760u4
+
5147
430080u3
− 2627
430080u2
+
109
860160(u− 1)2 −
5219
286720(u− 1)3
+
22091
860160(u− 1)4 +
119
640(u− 1)5 +
127
280(u− 1)6 −
49
8192u
+
49
8192(u− 1) (8.31)
8.4 Cubic oscillator: V (x) = T 23/2(x) =
1
2 (1 + x)(1− 2x)2
The classical actions and periods are:
a0(u) = pi
√
2
3
u 2F1
(
1
6
,
5
6
, 2;u
)
, aD0 (u) = −ipi
√
2
3
(1− u) 2F1
(
1
6
,
5
6
, 2; 1− u
)
(8.32)
ω0(u) = pi
√
2
3
2F1
(
1
6
,
5
6
, 1;u
)
, ωD0 (u) = ipi
√
2
3
2F1
(
1
6
,
5
6
, 1; 1− u
)
(8.33)
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The coefficient functions in (8.2) are:
f
(1)
1 (u) = −
5
144u
− 5
144(u− 1) (8.34)
f
(2)
1 (u) =
1
12
(8.35)
f
(1)
2 (u) =
7
576u3
+
35
41472u2
+
35
41472(u− 1)2 −
7
576(u− 1)3 +
35
20736u
− 35
20736(u− 1) (8.36)
f
(2)
2 (u) =
7
576(u− 1)2 −
7
576u2
(8.37)
f
(1)
3 (u) = −
31
1344u5
+
587
193536u4
− 11845
13934592u3
− 11845
13934592u2
− 11845
13934592(u− 1)3 (8.38)
− 587
193536(u− 1)4 −
31
1344(u− 1)5 +
11845
13934592(u− 1)2
f
(2)
3 (u) =
31
1344u4
− 299
64512u3
+
1475
10450944u2
+
1475
10450944(u− 1)2 +
299
64512(u− 1)3 (8.39)
+
31
1344(u− 1)4 +
1475
5225472u
− 1475
5225472(u− 1)
f
(1)
4 (u) =
381
3584u7
− 24235
774144u6
+
1301
3981312u5
+
2195473
1146617856u4
+
4401817
2579890176u3
+
2217215
1719926784u2
+
2217215
1719926784(u− 1)2 −
4401817
2579890176(u− 1)3 +
2195473
1146617856(u− 1)4 −
1301
3981312(u− 1)5
− 24235
774144(u− 1)6 −
381
3584(u− 1)7 +
2217215
859963392u
− 2217215
859963392(u− 1) (8.40)
f
(2)
4 (u) = −
381
3584u6
+
14975
387072u5
+
1537
884736u4
− 3199
13436928u3
− 3199
13436928u2
− 3199
13436928(u− 1)3
− 1537
884736(u− 1)4 +
14975
387072(u− 1)5 +
381
3584(u− 1)6 +
3199
13436928(u− 1)2 (8.41)
References
[1] R. B. Dingle, Asymptotic expansions: their derivation and interpretation, (Academic Press, 1973).
[2] J. E´calle, Les Fonctions Resurgentes, Vols. I - III, (Publ. Math. Orsay, 1981).
[3] E. Delabaere, “Introduction to the Ecalle theory”, In Computer Algebra and Differential Equations
193, 59 (1994), London Math. Soc., Lecture Note Series, Cambridge University Press.
[4] O. Costin, Asymptotics and Borel Summability, (Chapman & Hall/CRC, 2009).
[5] C. Mitschi and D. Sauzin, Divergent Series, Summability and Resurgence I, Lect. Notes Math. 2153
(Springer, 2016).
[6] E. Delabaere, H. Dillinger and F. Pham, “Exact semiclassical expansions for one-dimensional quantum
oscillators”, J. Math. Phys. 38, 6126 (1997); E. Delabaere and F. Pham, “Resurgent methods in
semi-classical asymptotics”, Ann. de l’I. H. Poincare, A 71, 1 (1999).
[7] T. Kawai and Y. Takei, Algebraic Analysis of Singular Perturbation Theory, Vol. 227, Translations of
Mathematical Monographs, (American Mathematical Society, Providence, 2005).
[8] J. Zinn-Justin and U. D. Jentschura, “Multi-instantons and exact results I: Conjectures, WKB
expansions, and instanton interactions,” Annals Phys. 313, 197 (2004), arXiv:quant-ph/0501136;
– 43 –
“Multi-instantons and exact results II: Specific cases, higher-order effects, and numerical calculations,”
Annals Phys. 313, 269 (2004), arXiv:quant-ph/0501137; U. D. Jentschura, A. Surzhykov and
J. Zinn-Justin, “Multi-instantons and exact results. III: Unification of even and odd anharmonic
oscillators,” Annals Phys. 325, 1135 (2010).
[9] U. D. Jentschura and J. Zinn-Justin, “Instantons in quantum mechanics and resurgent expansions,”
Phys. Lett. B 596, 138 (2004), arXiv:hep-ph/0405279.
[10] M. V. Berry and C. J. Howls, “Hyperasymptotics for integrals with saddles”, Proc. R. Soc. A 434, 657
(1991).
[11] E. Delabaere and C. J. Howls, “Global asymptotics for multiple integrals with boundaries”, Duke
Math. Journ. 112, 199-264 (2002).
[12] I. Aniceto and R. Schiappa, “Nonperturbative Ambiguities and the Reality of Resurgent Transseries”,
Commun. Math. Phys. 335, no. 1, 183 (2015), arXiv:1308.1115.
[13] N. Hoe, B. D’Etat, J. Grumberg, M. Caby, E. Leboucher, and G. Coulaud, “Stark effect of hydrogenic
ions”, Phys. Rev. A 25, 891 (1982).
[14] G. A´lvarez and C. Casares, “Exponentially small corrections in the asymptotic expansion of the
eigenvalues of the cubic anharmonic oscillator”, J. Phys. A: Math. Gen. 33, 5171 (2000); “Uniform
asymptotic and JWKB expansions for anharmonic oscillators”, J. Phys. A: Math. Gen. 33, 2499
(2000).
[15] G. A´lvarez, C. J. Howls, H. J. Silverstone, “Anharmonic oscillator discontinuity formulae up to second
exponentially small order”, J. Phys. A: Math. Gen. 35, 4003 (2002).
[16] G. A´lvarez, “Langer-Cherry derivation of the multi-instanton expansion for the symmetric double
well”, J. Math. Phys. 45, 3095 (2004).
[17] G. V. Dunne and M. U¨nsal, “Generating nonperturbative physics from perturbation theory,” Phys.
Rev. D 89, 041701 (2014), arXiv:1306.4405.
[18] G. V. Dunne and M. U¨nsal, “Uniform WKB, Multi-instantons, and Resurgent Trans-Series,” Phys.
Rev. D 89, 105009 (2014), arXiv:1401.5202;
[19] G. V. Dunne and M. U¨nsal, “WKB and Resurgence in the Mathieu Equation,” arXiv:1603.04924, to
be published by Scuola Normale Superiore, Pisa.
[20] T. Misumi, M. Nitta, and N. Sakai, “Resurgence in sine-Gordon quantum mechanics: Exact agreement
between multi-instantons and uniform WKB”, JHEP 1509, 157 (2015), arXiv:1507.00408.
[21] G. V. Dunne and M. Unsal, “Deconstructing zero: resurgence, supersymmetry and complex saddles,”
JHEP 1612, 002 (2016), arXiv:1609.05770.
[22] C. Kozc¸az, T. Sulejmanpasic, Y. Tanizaki and M. U¨nsal, “Cheshire Cat resurgence, Self-resurgence
and Quasi-Exact Solvable Systems,” arXiv:1609.06198.
[23] S. Codesido and M. Marin˜o, “Holomorphic Anomaly and Quantum Mechanics,” arXiv:1612.07687.
[24] M. A. Escobar-Ruiz, E. Shuryak and A. V. Turbiner, “Three-loop Correction to the Instanton Density.
I. The Quartic Double Well Potential,” Phys. Rev. D 92, 025046 (2015), Erratum: [Phys. Rev. D 92,
no. 8, 089902 (2015)] arXiv:arXiv:1501.03993; “Three-loop Correction to the Instanton Density. II. The
Sine-Gordon potential,” Phys. Rev. D 92, 025047 (2015), arXiv:1505.05115.
[25] D. J. Broadhurst, R. Delbourgo and D. Kreimer, “Unknotting the polarized vacuum of quenched
QED,” Phys. Lett. B 366, 421 (1996), arXiv:hep-ph/9509296; D. J. Broadhurst and D. Kreimer,
“Association of multiple zeta values with positive knots via Feynman diagrams up to 9 loops,” Phys.
Lett. B 393, 403 (1997), arXiv:hep-th/9609128.
– 44 –
[26] R. Balian and C. Bloch, “Solution of the Schrodinger Equation in Terms of Classical Paths,” Annals
Phys. 85, 514 (1974).
[27] R. Balian, G. Parisi and A. Voros, “Quartic Oscillator,” pp 337-360, in Feynman Path Integrals, S.
Alberverio et al (Ed.), Lecture Notes in Physics, Vol. 106 (Springer-Verlag, Berlin, 1979).
[28] A. Voros, “The return of the quartic oscillator. The complex WKB method”, Ann. de l’I. H. Poincare,
A 39, 211 (1983).
[29] A. Gorsky, I. Krichever, A. Marshakov, A. Mironov and A. Morozov, “Integrability and
Seiberg-Witten exact solution,” Phys. Lett. B 355, 466 (1995), arXiv:hep-th/9505035.
[30] A. Klemm, W. Lerche, S. Yankielowicz and S. Theisen, “Simple singularities and N=2 supersymmetric
Yang-Mills theory,” Phys. Lett. B 344, 169 (1995), arXiv:hep-th/9411048; A. Klemm, W. Lerche and
S. Theisen, “Nonperturbative effective actions of N=2 supersymmetric gauge theories,” Int. J. Mod.
Phys. A 11, 1929 (1996), arXiv:hep-th/9505150.
[31] J. Sonnenschein, S. Theisen and S. Yankielowicz, “On the relation between the holomorphic
prepotential and the quantum moduli in SUSY gauge theories,” Phys. Lett. B 367, 145 (1996),
arXiv:hep-th/9510129.
[32] A. Klemm, “On the geometry behind N=2 supersymmetric effective actions in four-dimensions,” Nucl.
Phys. Proc. Suppl. 61A (1998), arXiv:hep-th/9705131.
[33] N. A. Nekrasov, “Seiberg-Witten prepotential from instanton counting,” Adv. Theor. Math. Phys. 7,
no. 5, 831 (2003), arXiv:hep-th/0206161.
[34] N. Nekrasov and A. Okounkov, “Seiberg-Witten theory and random partitions,” Prog. Math. 244, 525
(2006), arXiv:hep-th/0306238.
[35] N. A. Nekrasov and S. L. Shatashvili, “Quantization of Integrable Systems and Four Dimensional
Gauge Theories,” in Proceedings of 16th International Congress on Mathematical Physics, P. Exner
(Ed.), (World Scientific, 2010), arXiv:0908.4052.
[36] L.F. Alday, D. Gaiotto, Y. Tachikawa, “Liouville correlation functions from four-dimensional gauge
theories”, Lett. Math. Phys. 91, 167 (2010),arXiv:0906.3219.
[37] D. Gaiotto, G.W. Moore, A. Neitzke “Wall-crossing, Hitchin systems, and the WKB approximation”,
arXiv:0907.3987.
[38] V. A. Fateev, A. V. Litvinov, “On AGT conjecture”, JHEP 1002, 014 (2010), arXiv:0912.0504.
[39] J. Teschner (Ed.), New Dualities of Supersymmetric Gauge Theories, (Springer, 2016).
[40] A. Mironov and A. Morozov, “Nekrasov Functions and Exact Bohr-Sommerfeld Integrals,” JHEP
1004, 040 (2010), arXiv:0910.5670; “Nekrasov Functions from Exact BS Periods: The Case of SU(N),”
J. Phys. A 43, 195401 (2010), arXiv:0911.2396.
[41] A. Mironov, A. Morozov and S. Shakirov, “Matrix Model Conjecture for Exact BS Periods and
Nekrasov Functions,” JHEP 1002, 030 (2010), arXiv:0911.5721.
[42] W. He and Y. G. Miao, “Magnetic expansion of Nekrasov theory: the SU(2) pure gauge theory,” Phys.
Rev. D 82, 025020 (2010), arXiv:1006.1214;
[43] M. x. Huang, A. K. Kashani-Poor and A. Klemm, “The Ω deformed B-model for rigid N = 2
theories,” Annales Henri Poincare 14, 425 (2013), arXiv:1109.5728; M. x. Huang, “On Gauge Theory
and Topological String in Nekrasov-Shatashvili Limit,” JHEP 1206, 152 (2012), arXiv:1205.3652.
[44] A. K. Kashani-Poor and J. Troost, “The toroidal block and the genus expansion,” JHEP 1303, 133
– 45 –
(2013), arXiv:1212.0722; “Pure N = 2 super Yang-Mills and exact WKB,” JHEP 1508, 160 (2015),
arXiv:1504.08324;
[45] D. Krefl, “Non-Perturbative Quantum Geometry,” JHEP 1402, 084 (2014), arXiv:1311.0584;
“Non-Perturbative Quantum Geometry II,” JHEP 1412, 118 (2014), arXiv:1410.7116;
“Non-Perturbative Quantum Geometry III,” JHEP 1608, 020 (2016), arXiv:1605.00182.
[46] A. Gorsky and A. Milekhin, “RG-Whitham dynamics and complex Hamiltonian systems,” Nucl. Phys.
B 895, 33 (2015), arXiv:1408.0425.
[47] M. Piatek and A. R. Pietrykowski, “Classical irregular block, N = 2 pure gauge theory and Mathieu
equation,” JHEP 1412, 032 (2014) arXiv:1407.0305, “Classical limit of irregular blocks and Mathieu
functions,” JHEP 1601, 115 (2016) arXiv:1509.08164.
[48] G. Bas¸ar and G. V. Dunne, “Resurgence and the Nekrasov-Shatashvili limit: connecting weak and
strong coupling in the Mathieu and Lame´ systems,” JHEP 1502, 160 (2015), arXiv:1501.05671.
[49] A. K. Kashani-Poor and J. Troost, “Pure N = 2 super Yang-Mills and exact WKB,” JHEP 1508, 160
(2015), arXiv:1504.08324;
[50] S. K. Ashok, D. P. Jatkar, R. R. John, M. Raman and J. Troost, “Exact WKB analysis of N = 2
gauge theories,” JHEP 1607, 115 (2016), arXiv:1604.05520.
[51] P. Dorey and R. Tateo, “Anharmonic oscillators, the thermodynamic Bethe ansatz, and nonlinear
integral equations,” J. Phys. A 32, L419 (1999), arXiv:hep-th/9812211; P. Dorey and R. Tateo, “On
the relation between Stokes multipliers and the T-Q systems of conformal field theory,” Nucl. Phys. B
563, 573 (1999) Erratum: [Nucl. Phys. B 603, 581 (2001)], arXiv:hep-th/9906219; P. Dorey,
C. Dunning and R. Tateo, “The ODE/IM Correspondence,” J. Phys. A 40, R205 (2007),
arXiv:hep-th/0703066.
[52] V. V. Bazhanov, S. L. Lukyanov and A. B. Zamolodchikov, “Spectral determinants for Schrodinger
equation and Q operators of conformal field theory,” J. Statist. Phys. 102, 567 (2001),
arXiv:hep-th/9812247.
[53] V. V. Bazhanov, S. L. Lukyanov and A. B. Zamolodchikov, “Higher level eigenvalues of Q operators
and Schroedinger equation,” Adv. Theor. Math. Phys. 7, 711 (2003), arXiv:hep-th/0307108.
[54] R. Dijkgraaf and C. Vafa, “Matrix models, topological strings, and supersymmetric gauge theories,”
Nucl. Phys. B 644, 3 (2002), arXiv:hep-th/0206255; “On geometry and matrix models,” Nucl. Phys. B
644, 21 (2002), arXiv:hep-th/0207106; “A Perturbative window into nonperturbative physics,”
arXiv:hep-th/0208048.
[55] M. Aganagic, R. Dijkgraaf, A. Klemm, M. Marin˜o and C. Vafa, “Topological strings and integrable
hierarchies,” Commun. Math. Phys. 261, 451 (2006), arXiv:hep-th/0312085.
[56] M. Aganagic, M. C. N. Cheng, R. Dijkgraaf, D. Krefl and C. Vafa, “Quantum Geometry of Refined
Topological Strings,” JHEP 1211, 019 (2012), arXiv:1105.0630.
[57] M. Marin˜o, R. Schiappa, and M. Weiss, “Nonperturbative Effects and the Large-Order Behavior of
Matrix Models and Topological Strings”, Commun. Num. Theor. Phys. 2 349–419 (2008),
arXiv:0711.1954.
[58] M. Marin˜o, R. Schiappa and M. Weiss, “Multi-Instantons and Multi-Cuts,” J. Math. Phys. 50, 052301
(2009), [arXiv:0809.2619 [hep-th]].
[59] S. Pasquetti and R. Schiappa, “Borel and Stokes Nonperturbative Phenomena in Topological String
Theory and c=1 Matrix Models,” Annales Henri Poincare 11, 351 (2010), arXiv:0907.4082.
– 46 –
[60] I. Aniceto, R. Schiappa, and M. Vonk, “The Resurgence of Instantons in String Theory”, Commun.
Num. Theor. Phys. 6 (2012) 339–496, arXiv:1106.5922.
[61] M. Marin˜o, “Lectures on non-perturbative effects in large N gauge theories, matrix models and
strings”, Fortsch. Phys. 62 (2014) 455–540, arXiv:1206.6272.
[62] R. Couso-Santamaria, J. D. Edelstein, R. Schiappa and M. Vonk, “Resurgent Transseries and the
Holomorphic Anomaly: Nonperturbative Closed Strings in Local CP2,” Commun. Math. Phys. 338
285 (2015), arXiv:1407.4821.
[63] I. Aniceto, J. G. Russo and R. Schiappa, “Resurgent Analysis of Localizable Observables in
Supersymmetric Gauge Theories,” JHEP 1503, 172 (2015), arXiv:1410.5834.
[64] R. Couso-Santamaria, R. Schiappa and R. Vaz, “Finite N from Resurgent Large N,” Annals Phys.
356, 1 (2015), arXiv:1501.01007.
[65] M. Marin˜o, Instantons and Large N : An Introduction to Non-Perturbative Methods in Quantum Field
Theory, (Cambridge University Press, 2015).
[66] A. Grassi, “Spectral determinants and quantum theta functions,” J. Phys. A 49, 505401 (2016),
arXiv:1604.06786.
[67] R. Couso-Santamaria, M. Marin˜o and R. Schiappa, “Resurgence Matches Quantization,”
arXiv:1610.06782.
[68] M. Matone, “Instantons and recursion relations in N=2 SUSY gauge theory,” Phys. Lett. B 357, 342
(1995), arXiv:hep-th/9506102.
[69] A. Klemm, M. Marino and S. Theisen, “Gravitational corrections in supersymmetric gauge theory and
matrix models,” JHEP 0303, 051 (2003), arXiv:hep-th/0211216.
[70] R. Flume, F. Fucito, J. F. Morales and R. Poghossian, “Matone’s relation in the presence of
gravitational couplings,” JHEP 0404, 008 (2004), arXiv:hep-th/0403057; F. Fucito, J. F. Morales, R.
Poghossian, A. Tanzini, “N=1 superpotentials from multi-instanton calculus”, JHEP 0601, 031
(2006), arXiv:hep-th/0510173.
[71] R. Poghossian, “Deforming SW curve,” JHEP 1104, 033 (2011), arXiv:1006.4822.
[72] K. Maruyoshi and M. Taki, “Deformed Prepotential, Quantum Integrable System and Liouville Field
Theory,” Nucl. Phys. B 841, 388 (2010), arXiv:1006.4505.
[73] S. Ramanujan, “Modular Equations and Approximations to Pi”, Quart. J. Math. (Oxford) 45, 350-372
(1914).
[74] B. C. Berndt, S. Bhargava, and F. G. Garvan, “Ramanujan’s theories of elliptic functions to
alternative bases”, Transactions Amer. Math. Soc. 347, 4163-4244 (1995).
[75] R. Fricke, Die Elliptischen Funktionen und ihre Anwendungen, (Teubner, Leipzig, 1916).
[76] Li-Chien Shen, “On Hecke Groups, Schwarzian Triangle Functions and a Class of Hyper-Elliptic
Functions”, Ramanujan J. 39, 609-638 (2016).
[77] J. M. Borwein and P. B. Borwein, “A Cubic Counterpart of Jacobi’s Identity and the AGM”, Trans.
Amer. Math. Soc. 323, 691 (1991); J. M. Borwein, P. B. Borwein and F. G. Garvan, “Some Cubic
Modular Identities of Ramanujan”, Trans. Amer. Math. Soc. 343, 35 (1994).
[78] S. Cooper, “Inversion Formulas for Elliptic Functions”, Proc. Lond. Math. Soc. 99, 461-483 (2009).
[79] Li-Chien Shen, “On the Theory of Elliptic Functions Based on 2F1(1/3, 2/3; 1/2; z)”, Trans. Amer.
Math. Soc. 357, 2043-2058 ( 2005); “A note on Ramanujans identities involving the hypergeometric
function 2F1(1/6, 5/6; 1/2; z)”, Ramanujan Journ. 30, 211222 (2013); “On a theory of elliptic
– 47 –
functions based on the incomplete integral of the hypergeometric function 2F1(1/4, 3/4,1/2; z)”,
Ramanujan Journ. 34, 209225 (2014).
[80] D. Zagier, “Traces of singular moduli”, In Motives, Polylogarithms and Hodge Theory (Eds. F.
Bogomolov, L. Katzarkov), Lecture Series 3, (International Press, Somerville, 2002), 209-244.
[81] E. P. Verlinde and N. P. Warner, “Topological Landau-Ginzburg matter at c = 3,” Phys. Lett. B 269,
96 (1991).
[82] A. Klemm, S. Theisen and M. G. Schmidt, “Correlation functions for topological Landau-Ginzburg
models with c¡= 3,” Int. J. Mod. Phys. A 7, 6215 (1992).
[83] S. K. Ashok, E. Dell’Aquila, A. Lerda and M. Raman, “S-duality, triangle groups and modular
anomalies in N = 2 SQCD,” JHEP 1604, 118 (2016), arXiv:1601.01827.
[84] Z. Nehari, Conformal Mapping, (Dover, 2009).
[85] A. Klemm, B. H. Lian, S. S. Roan and S. T. Yau, “A Note on ODEs from mirror symmetry,”
arXiv:hep-th/9407192.
[86] B. H. Lian and S. T. Yau, “Arithmetic properties of mirror map and quantum coupling,” Commun.
Math. Phys. 176, 163 (1996), arXiv:hep-th/9411234.
[87] B. H. Lian and S. T. Yau, “Mirror maps, modular relations and hypergeometric series 1,”
arXiv:hep-th/9507151; “Mirror maps, modular relations and hypergeometric series. 2.,” Nucl. Phys.
Proc. Suppl. 46, 248 (1996), arXiv:hep-th/9507153.
[88] B. H. Lian and S. T. Yau, “Differential equations from mirror symmetry,” In Yau, S.T. (ed.):
Differential geometry inspired by string theory, 510-526 (International Press , Boston, 1999).
[89] A. Brandhuber and S. Stieberger, “Periods, coupling constants and modular functions in N=2 SU(2)
SYM with massive matter,” Int. J. Mod. Phys. A 13, 1329 (1998), arXiv:hep-th/9609130.
[90] V. I. Arnold, “Local Normal Forms of Functions”, Inventiones Math. 35, 87 (1976).
[91] H. Bateman, Higher Transcendental Functions, Volume I-III, (McGraw-Hill, New York).
[92] P. F. Byrd and M. D. Friedman, Handbook of Elliptic Integrals for Engineers and Scientists,
(Springer-verlag, Berlin, 1971).
[93] G. A´lvarez and H. J. Silverstone, “Large-field behavior of the LoSurdo-Stark resonances in atomic
hydrogen”, Phys. Rev. A 5
¯
0, 4679 (1994).
[94] A. M. Dykhne, “Quasiclassical Particles in a One-Dimensional Periodic Potential”, Sov. Phys. JETP
13, 999 (1961) [J. Exptl. Theoret. Phys. 40, 1423 (1961)].
[95] J. N. L. Connor, T. Uzer, R. A. Marcus, and A. D. Smith, “Eigenvalues of the Schro¨dinger equation
for a periodic potential with nonperiodic boundary conditions: A uniform semiclassical analysis”, J.
Chem. Phys. 80, 5095 (1984).
[96] M. I. Weinstein and J. B. Keller, “Hill’s equation with a large potential”, SIAM J. Appl. Math. 45,
200 (1985); “Asymptotic Behavior of Stability Regions for Hill’s Equation”, SIAM J. Appl. Math. 47,
941 (1987).
[97] J. L. Dunham, “The Wentzel-Brillouin-Kramers method of solving the wave equation”, Phys. Rev. 41,
713 (1932).
[98] C. M. Bender and S. Orzsag, Advanced Mathematical Methods for Scientists and Engineers, (Wiley,
New York, 1999).
[99] B. C. Berndt, Ramanujan’s Notebooks, Part III, Chapter 17, (Springer, New York, 1991).
– 48 –
[100] M. x. Huang and A. Klemm, “Holomorphic Anomaly in Gauge Theories and Matrix Models,” JHEP
0709, 054 (2007), arXiv:hep-th/0605195; “Holomorphicity and Modularity in Seiberg-Witten Theories
with Matter,” JHEP 1007, 083 (2010), arXiv:0902.1325.
[101] M. x. Huang, “Modular anomaly from holomorphic anomaly in mass deformed N = 2 superconformal
field theories,” Phys. Rev. D 87, no. 10, 105010 (2013), arXiv:1302.6095.
[102] M. Billo, M. Frau, L. Gallot, A. Lerda and I. Pesando, “Modular anomaly equation, heat kernel and
S-duality in N = 2 theories,” JHEP 1311, 123 (2013), arXiv:1307.6648.
[103] M. Billo, M. Frau, F. Fucito, A. Lerda, J. F. Morales, R. Poghossian and D. Ricci Pacifici, “Modular
anomaly equations in N = 2∗ theories and their large-N limit,” JHEP 1410, 131 (2014),
arXiv:1406.7255.
[104] S. K. Ashok, M. Billo, E. Dell’Aquila, M. Frau, A. Lerda and M. Raman, “Modular anomaly equations
and S-duality in N = 2 conformal SQCD,” JHEP 1510, 091 (2015), arXiv:1507.07476;
[105] P. C. Argyres and A. E. Faraggi, “The vacuum structure and spectrum of N=2 supersymmetric SU(n)
gauge theory,” Phys. Rev. Lett. 74, 3931 (1995), arXiv:hep-th/9411057.
[106] P. C. Argyres, M. R. Plesser and A. D. Shapere, “The Coulomb phase of N=2 supersymmetric QCD,”
Phys. Rev. Lett. 75, 1699 (1995), arXiv:hep-th/9505100.
[107] P. C. Argyres and A. D. Shapere, “The Vacuum structure of N=2 superQCD with classical gauge
groups,” Nucl. Phys. B 461, 437 (1996), arXiv:hep-th/9509175.
[108] M. R. Douglas and S. H. Shenker, “Dynamics of SU(N) supersymmetric gauge theory,” Nucl. Phys. B
447, 271 (1995), arXiv:hep-th/9503163.
[109] A. Hanany and Y. Oz, “On the quantum moduli space of vacua of N=2 supersymmetric SU(N(c))
gauge theories,” Nucl. Phys. B 452, 283 (1995), arXiv:hep-th/9505075.
[110] J. A. Minahan and D. Nemeschansky, “Hyperelliptic curves for supersymmetric Yang-Mills,” Nucl.
Phys. B 464, 3 (1996), arXiv:hep-th/9507032; “N=2 superYang-Mills and subgroups of SL(2,Z),”
Nucl. Phys. B 468, 72 (1996), arXiv:hep-th/9601059.
[111] S. K. Ashok, F. Cachazo and E. Dell’Aquila, “Strebel differentials with integral lengths and
Argyres-Douglas singularities,” arXiv:hep-th/0610080.
[112] R. S. Maier, “Algebraic Hypergeometric Transformations of Modular Origin”, Trans. Amer. Math.
Soc. 359, 3859-3885 (2007).
[113] R. Vidunas, “Algebraic transformations of Gauss hypergeometric functions”, Funkcialaj Ekvacioj, 52
139-180 (2009), arXiv:math/0408269.
[114] F. Fauvet, J.-P. Ramis, F. Richard-Jung, J. Thomann, “Stokes phenomenon for the prolate spheroidal
wave equation”, Appl. Num. Math. 60, 13091319 (2010); F. Richard-Jung, J.-P. Ramis, J. Thomann,
F. Fauvet, “New Characterizations for the Eigenvalues of the Prolate Spheroidal Wave Equation”,
Studies in Applied Math. 138, 3-42 (2016).
[115] K. Saito, “Primitive Automorphic Forms”, in Mathematics Unlimited: 2001 and Beyond, B. Engquist,
W. Schmid (Eds) (Springer, Berlin, 2001).
[116] Y. Sibuya, “Subdominant Solutions of Linear Differential Equations with Polynomial Coefficients”
Michigan Math. J. 14, 53-63 (1967).
– 49 –
