Abstract. Following an approach presented by N. Frantzikinakis, we prove that any multiple correlation sequence, defined by invertible measure preserving actions of commuting transformations with integer part polynomial iterates, is the sum of a nilsequence and an error term, small in uniform density. As an intermediate result, we show that multiple ergodic averages with iterates given by the integer part of real valued polynomials converge in the mean. Also, we show that under certain assumptions the limit is zero. An important role in our arguments plays a transference principle, communicated to us by M. Wierdl, that enables to deduce results for Z-actions from results for flows.
Introduction and main results
In this paper we study the structure of sequences of the form
)f m dµ, n ∈ N, which we call integer part polynomial correlation sequences, where [·] denotes the integer part, T 1 , . . . , T ℓ : X → X are invertible commuting measure preserving transformations on a probability space (X, X , µ), f 0 , f 1 , . . . , f m ∈ L ∞ (µ) and p i,j ∈ R[t] are real valued polynomials for all 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m. Even if it's not stated, without loss of generality, for the bounded functions f i , we will always assume that f i ∞ ≤ 1 for all i.
Definition. We call the setting (X, X , µ, T 1 , . . . , T ℓ ) a system, where T 1 , . . . , T ℓ : X → X are invertible commuting measure preserving transformations on the probability space (X, X , µ).
Any sequence of the form (1) is a special case of a multiple correlation sequence, i.e., sequence of the form (2) f 0 · T
with n 1 , . . . , n ℓ ∈ Z. Results on the structure and the limiting behaviour of averages of multiple correlation sequences is a central problem in ergodic (Ramsey) theory. Although determining the precise structure of such sequences is an important open problem in the area, in recent years a lot of progress has been made.
In order to state some relevant results, we recall the notion of an ℓ-step nilsequence.
Definition ( [2] ). For ℓ ∈ N, an ℓ-step nilsequence is a sequence of the form (F (g n Γ)), where F ∈ C(X), X = G/Γ, G is an ℓ-step nilpotent Lie group, Γ is a discrete cocompact subgroup and g ∈ G. A 0-step nilsequence is a constant sequence.
In the special case of a single ergodic transformation (i.e., all the invariant sets under the transformation have measure either 0 or 1) where T i = T i , i = 1, . . . , ℓ, Bergelson, Host and Kra proved the following result:
Theorem ([2, Theorem 1.9]). For ℓ ∈ N, let (X, X , µ, T ) be an ergodic system and f 0 , f 1 , . . . , f ℓ ∈ L ∞ (µ). Then we have the decomposition
where (i) (N (n)) is a uniform limit of ℓ-step nilsequences with N ∞ ≤ 1;
(ii) lim
The polynomial iterates version of this result is due to Leibman (in [13] ). Also, the same author (in [14] ), proved the result of Bergelson, Host and Kra without the ergodicity assumption.
All these results depend on the theory of characteristic factors, a tool that in a more general setting, say for correlation sequences involving actions of commuting transformations, proved to be extremely complex.
Quite recently, Frantzikinakis (in [8] ) showed that this problem can be settled, since he showed, avoiding the use of the theory of characteristic factors, that modulo error terms, which are small in uniform density, correlation sequences of actions of commuting transformations are nilsequences ( [8, Theorem 1.3] ). More specifically, using the convergent result of Walsh from [16] and tools from [11] and [12] , he proved:
Theorem ([8, Theorem 1.2]). Let ℓ, m ∈ N and p i,j ∈ Z[t], 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m, be polynomials. Then there exists k ∈ N, k = k(ℓ, m, max deg(p i,j )), such that for every system (X, X , µ, T 1 , . . . , T ℓ ), functions f 0 , f 1 , . . . , f m ∈ L ∞ (µ) and ε > 0, we have
)f m dµ = N (n) + e(n), n ∈ N, where (i) (N (n)) is a k-step nilsequence with N ∞ ≤ 1;
The arguments that give this result (see [8] ) focus on some distinctive properties that correlation sequences as in (3) satisfy. Actually, [8] deals with a more general setting providing a sufficient condition ( [8, Theorem 1.3] ) in order a multiple correlation sequence to have the required decomposition in nil+nul parts. So, in order to obtain the previous result, one proves that sequences of the form (3) satisfy the sufficient condition.
In this article, we get an analogous result for the respective integer part polynomial correlation sequences. Namely, we prove the following:
and ε > 0, we have
In order to prove this result, we will also give, in Theorem 2.1, a sufficient condition, analogous to the one in Theorem 1.3 of [8] , in order to have the decomposition in nil+nul terms of Theorem 1.1. Theorem 1.1 then will follow by showing that sequences of the form (4) satisfy the aforementioned sufficient condition.
Note that Theorem 1.1 is a result in a more general scheme. It can be considered as the first step towards the understanding of the structure of correlation sequences with iterates given by generalized polynomials (see definition below).
Definition ([4]
). We denote by G the smallest family of functions N → Z containing Z[n] that forms an algebra under addition and multiplication and having the property that for every f 1 , . . . , f r ∈ G and c 1 , . . . , c r ∈ R, [ r i=1 c i f i ] ∈ G (i.e., G contains all the functions that can be obtained from regular polynomials with the help of the floor function and the usual arithmetic operations). The members of G are called generalized polynomials.
In the special case of Theorem 1.1, where the polynomials are linear, and so of the form p i,j (n) = a i,j n for a i,j ∈ R, 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m, the next result gives more precise information about the dependence of k on the other parameters.
Then, for every ε > 0, we have the decomposition
is an m-step nilsequence with N ∞ ≤ 1;
We will also give an application of the previous results.
For k ∈ N, we consider the following subsets of ℓ ∞ (N):
ψ is a k-step nilsequence ;
It is proven in [8] that the sets A k and B k are linear subspaces of ℓ ∞ (N). By the same reasoning (with the space B k ), we have that C k is a linear subspace of ℓ ∞ (N) as well.
Also, from Theorem 1.4 in [8] , we have that, modulo sequences small in uniform density, the two subspaces A k and B k coincide. Namely, we have that
where · 2 is the seminorm on ℓ ∞ (N) defined by
Using Theorem 1.2, we will prove the following:
In order to prove Theorem 1.1, as an intermediate step, we also prove the following result on the existence of the integer part polynomial multiple mean convergence:
The averages
Also, in some special cases of Theorem 1.4, via the theory of characteristic factors (equivalently, via the seminorms ||| · ||| k ) using Theorem 1.2 and Proposition 5.1 from [6] , we prove convergence to 0 for the previous averages. More specifically, we prove the following (for the definitions, see Section 2): Theorem 1.5. For ℓ ∈ N let (X, X , µ, T 1 , . . . , T ℓ ) be a system, a 1 , . . . , a ℓ ∈ R, be non-zero real numbers, r 1 , . . . , r ℓ ∈ N, be pairwise distinct positive integers and
Moreover, we have the following result that applies to a larger class of polynomial iterates:
, be nonconstant polynomials with distinct degrees and highest degree d = deg(p 1 ) and
Actually, we remark at this point that a more general result is proven in Proposition 5.4 which implies Theorem 1.6.
Since for weak mixing systems (X, X , µ, T ) we have that f dµ = 0 implies |||f ||| k,µ,T = 0 for every k ∈ N, we deduce: 
Remark.
It is an open problem if the same result (of Corollary 1.7) is true when the non-constant polynomials p i are essentially distinct (i.e., p i − p j is non-constant for i = j).
As Theorem 1.1, Theorem 1.4 is a first result towards establishing mean convergence for the more general case where the iterates are given by generalized polynomials. For these two results, i.e., dealing with integer part polynomial iterates, the method of proof relies on a respective convergence result for flows. This technique was first used in [15] by E. Lesigne, in order to prove that when a sequence of real positive numbers is good for the single term pointwise ergodic theorem, then the respective sequence of its integer parts is also good (see also [5] ). This method later adapted by M. Wierdl (in [17] ) to deal with multiple term averages (see Theorem 3.2 below).
Before we close this section, we state the following conjecture:
Conjecture. Theorems 1.1 and 1.4 hold if p i,j are generalized polynomials.
Note that for Theorem 1.1, i.e., decomposition in the form nil+nul, the conjecture in its generality is completely open. As for Theorem 1.4, only the one-term case is known due to Bergelson and Leibman ([3] ). Even the case where all the transformations are equal is not known.
Notation. We denote by N the set of positive integers. If (a(n)) is a bounded sequence, we denote by lim sup
exists by subadditivity). For a measurable function f on a measure space X with a transformation T : X → X, we denote with T f the composition f • T. Given transformations
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Definitions and Main Ideas
2.1. Anti-uniformity and Regularity. In order to prove Theorem 1.1, we follow the arguments of [8] . For reader's convenience, in this subsection, we repeat most of the part of Section 2 from [8] . First we recall the notion of the uniformity seminorms (a slight variant of the uniformity seminorms defined by B. Host and B. Kra in [12] ).
Definition ( [8] ). Let k ∈ N and a : N → C be a bounded sequence.
(i) Given a sequence of intervals I = (I N ) with lengths tending to infinity, we say that the sequence (a(n)) is distributed regularly along I if the limit
exists for every r ∈ N and h 1 , . . . , h r ∈ N, where a i is either a orā. (ii) If I is as in (i) and (a(n)) is distributed regularly along I, we define inductively
and for k ≥ 2 (one can show as in [12, Proposition 4.3] that the next limit exists)
where σ h is the shift transformation defined by (σ h a)(n) := a(n + h).
(iii) If (a(n)) is a bounded sequence we let
where the sup is taken over all sequences of intervals I with lengths tending to infinity along which the sequence (a(n)) is distributed regularly.
Next, we recall the notions of k-anti-uniformity and k-regularity from [8] . These notions play an important role to the decomposition of multiple correlation sequences in the form nil+nul. We will adapt them, dealing with the notion of regularity and a notion similar to anti-uniformity for our setting (i.e., the notion of weak-anti-uniformity).
It turns out that the previous properties (k-anti-uniformity and k-regularity) give a sufficient condition on the required decomposition of sequences of the form (3) ([8, Theorem 1.3]).
In our case though, for sequences of the form (1), we cannot prove that they are k-antiuniform, but we can prove something weaker. Namely, in Theorem 4.1 we will prove that these sequences are k-weak-anti-uniform (see definition below).
Definition. Let k ∈ N. We say that the bounded sequence a : N → C is k-weak-antiuniform if for every 0 < δ < 1 there exists a constant C δ := C δ (k, a) and a term c δ , with
The same proof of Theorem 1.3 in [8] , works in our case as well, namely, we have the following (we only sketch the proof, for details, see the proof of Theorem 1.3 from [8] ):
that is k-weak-anti-uniform and k-regular. Then, for every ε > 0, we have the decomposition
Proof. ([8, Theorem 1.3]) We first remark that the limit
Let Y := (ψ(n)) : ψ is a (k − 1)-step nilsequence and X := span{Y, a}. On X × X we define the bilinear form
Since the limit exists for f, g ∈ X, this bilinear form induces the seminorm
(note that this is the restriction, on the space X, of the seminorm defined in (6)).
. We can assume that C δ 0 ≥ 1.
We can also assume that y 0 ∞ ≤ 1. Using (8) we can prove that
Since the set {y ∈ Y : y 2 ≤ 1} contains all the (k − 1)-step nilsequences that are bounded by 1, we have that
We let N := y 0 , e := a − y 0 .
and (N (n)) is an (k − 1)-step nilsequence with N ∞ ≤ 1. Using the fact that a is k-weakanti-uniform and the Relation (10), we get that
Furthermore, from (9) we have | N , e | ≤ ε/2.
Combining the last two estimates we deduce that e 2 2 = e, e ≤ | a, e | + | N , e | ≤ ε, from which we have the result. So, in order to prove Theorem 1.1, it suffices to show that the sequences of the form (1) are k-weak-anti-uniform and k-regular for some k. We will deal with these issues in the next two sections.
In order to show the k-regularity, we will modify a trick of M. Wierdl ([17] ) by passing a convergence result for flows to the convergence of the respective integer parts (Theorem 3.2). By making use of a convergence result for sequences with iterates of integer valued polynomials due to Walsh ([16] ), we will get the desired property.
In order to show k-weak-anti-uniformity, we will use, like in the previous step, an analogous trick as Wierdl's (Theorem 4.1) and the fact that the sequences with iterates of integer valued polynomials are k-anti-uniform (which we will get from [8] ). This last result is obtained by an inductive procedure known as PET (Polynomial Exhaustion Technique) induction, introduced in [1] .
2.2.
The seminorms ||| · ||| k . In this subsection, we follow [11] and [6] for the definition of the seminorms ||| · ||| k which we will use in order to prove Theorem 1.5 and Proposition 5.4, which will imply Theorem 1.6 and Corollary 1.7. The inductive definition that we use here follows from [11] (in the ergodic case) and [6] (in the general case) and the use of von Neumann's ergodic theorem.
Let (X, X , µ, T ) be a system and f ∈ L ∞ (µ). we define inductively the seminorms |||f ||| k,µ,T as follows:
where I is the σ-algebra of T -invariant sets and E(f |I) is the conditional expectation of f with respect to I, satisfying E(f |I) dµ = f dµ and T E(f |I) = E(T f |I).
All these limits exist and define seminorms (see [11] ). By using the von Neumann's ergodic theorem, we get |||f |||
n f dµ, and more generally, for every k ≥ 1, we have that
We remark that |||f ⊗f ||| k,µ×µ,T ×T ≤ |||f ||| 2 k+1,µ,T , for all k ∈ N, which follows from (11) and the ergodic theorem, |||f ||| k,µ,T ≤ |||f ||| k+1,µ,T for all k ∈ N (by using Lemma 3.9 from [11] ) and |||f ||| k,µ,T = |||f ||| k,µ,T −1 for all k ∈ N, which follows from (11).
It is a deep fact, shown in [11] , that for ergodic systems we have that |||f ||| k+1 = 0 if and only if the function f is orthogonal to the largest k-step "nil-factor" of the system. We will not use this fact here though.
In order to recall a convergence result from [6] , we also have to recall the notion of a nice family of polynomials.
Definition ( [6] ). Let ℓ, m ∈ N. Given ℓ families of polynomials in R[t]
we define an ordered family of m polynomial ℓ-tuples as follows
In the special case where the polynomials p i,j belong to Z[t] we call the ordered family of polynomial ℓ-tuples (P 1 , . . . ,
A nice family of polynomials with maximum degree 1 has only one non-zero term.
Using the theory of characteristic factors, Chu, Frantzikinakis and Host showed the following results:
be non-constant polynomials with distinct degrees and maximum degree d and functions
We will use this theorem together with Theorem 5.1 (see below) in order to prove Theorem 1.5. For the proof of Theorem 1.6, we will use again Theorem 5.1 and the analogous (in Proposition 5.4) of the following result:
. . , T ℓ ) be a system, (P 1 , . . . , P ℓ ) be a nice family of ℓ-tuples of polynomials in Z[t] with maximum degree d and
Remark. In these two results (Theorem 2.2 and Proposition 2.3) k can be chosen arbitrarily large.
Regularity
Let k ∈ N. In this section, we will prove that a sequence of the form (1) is k-regular. In order to do so, we will make use of a trick due to Wierdl (Theorem 3.2 below), a mean convergence result for multiple averages due to Walsh ([16] ) and the following proposition which we borrow from [8] :
where ℓ i := k!/i for i = 1, . . . , k, satisfies
In order to obtain the k-regularity for any k ∈ N of a sequence (a(n)) as in (1), we have to check that the limit lim
nilsequence (ψ(n)). From Proposition 3.1, it suffices to check that the limit (13) lim
(Y, Y, ν, S) is a system, and g 1 , . . . , g k ∈ L ∞ (ν).
To verify that the limit in (13) exists, we will use a trick of M. Wierdl (the result of Wierdl is for R 2 measure preserving flows, see definition below, and Cesaro averages. We will translate his proof in our setting).
We first recall the notion of the upper Banach density.
Definition. Let S be a subset of natural numbers. We define the upper Banach density of S, d
* (S), to be the number
Also, we recall the notion of a measure preserving flow.
Definition. Let r ∈ N and (X, X , µ) be a probability space. We call a family (T t ) t∈R r of measure preserving transformations T t : X → X, a measure preserving flow, if it satisfies
The following theorem contains the central idea for passing from results for flows to results for Z-actions. Essential for this, is the (ℓm)-dimensional variant of the special flow above a system under the constant ceiling function 1 (see in the proof below) first defined (for ℓ = m = 1) in [15] . 
, where the transformations T i,a i,j are defined in the probability space (X, X , µ) and functions f 1 , . . . , f m ∈ L ∞ (µ), the averages
(ii) lim 
Proof (We use the notation and arguments of Wierdl from [17]). For the given transforma-
tions on X, we define the R ℓm action Since the transformations T 1 , . . . , T ℓ are measure preserving and commute, and since we have
, it is easy to check that the above action define a measure preserving flow on the product probability space Y . Note that this is nothing else than the (ℓm)-dimensional variant of the special flow above a system under the constant ceiling function 1.
For a bounded function f on X, we define its versionf on Y bŷ
Note that if a i,j , for 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m, are real numbers, then
We want to show that the averages
and assume to the contrary that (A N (x, 0, . . . , 0) ) is not Cauchy in L 2 (X, 0, . . . , 0). This means that we can find a sequence (N k ) going to infinity, with (14) (X,0,...,0) 
We will show that for any given ε > 0, there exists δ > 0 so that if 0 ≤ b i,j ≤ δ, for 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m, then, for every x ∈ X and large enough N, we have (15) A N (x, b 1,1 , . . . , b ℓ,m ) − A N (x, 0, . . . , 0) < ε, and so, we will obtain the required contradiction with the Relation (14). Let 0 < δ < 1 (we will choose it later), and assume that 0 ≤ b i,j ≤ δ, for all 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m. In (15) we have to compare terms of the form
So, by the definition of the flow, we need to compare terms of the form
x, {a 1,1 (n)}, . . . , {a ℓ,1 (n)}, 0, . . . , 0 · . . .
or equivalently, by the definition off j , we need to compare
Since all b i,j are less or equal than δ, if the fractional part of all a i,j (n) is less than 1 − δ, we have that T
It remains to deal with those n's for which the fractional part of some a i,j (n) is greater or equal than 1 − δ. By the Condition (ii), we have that the upper Banach density of these n's is as small as we want by taking δ small. All f j are bounded, and so, the combined density of these terms in the averages A N (x, b 1,1 , . . . , b ℓ,m ) and A N (x, 0, . . . , 0) will be as small as we want independently of x. Hence, if δ is chosen sufficiently small, we get (15) . Now, by using the previous result, we will prove Theorem 1.4.
Proof of Theorem 1.4 . It suffices to show that for a i,j = p i,j , real valued polynomials, we have the conditions of Theorem 3.2.
Using Walsh's convergence result for commuting measure preserving transformations from [16] we have the Condition (i). Indeed, if, for example, p(t) = a r t r + . . .
n · T a 0 and we use Walsh's result for the commuting measure preserving transformations S 1 = T a 1 , . . . , S r = T ar .
Real valued polynomials also satisfy the Condition (ii) of the previous theorem. Indeed, let p(t) = a r t r + . . .
. If a i / ∈ Q for some 1 ≤ i ≤ r, then we have the condition from Weyl's result, since (p(n)) is uniformly distributed (mod 1).
If a i ∈ Q for all 1 ≤ i ≤ r, then the sequence (p(n)) is periodic (mod 1) and Condition (ii) is obvious.
In order to show the k-regularity, it is sufficient to show that the limit (13) exists for every sequence (b(n)) of the form
where r ∈ N is arbitrary,
is a system, and g 1 , . . . , g r ∈ L ∞ (ν).
We want to show that the averages of
converge, so, we want to show that the averages of
We will use the convergence consequence from Theorem 1.4 for the ℓ + r commuting measure preserving transformations T i × id, i = 1, . . . , ℓ, and id × S ℓ j , j = 1, . . . , r, acting on X × Y with the measureμ := µ × ν, and the functions f i ⊗ 1, i = 1, . . . , ℓ and 1 ⊗ g j , j = 1, . . . , r.
By Theorem 1.4 we have that the averages of
, and so, integrating by dν, we get the required convergence.
Weak-Anti-Uniformity
In this section we will show that a sequence of the form (1) is k-weak-anti-uniform, for some k depending only on ℓ, m and the maximum degree of the polynomials p i,j . In order to do so, we need a result (see Theorem 4.1 below), that will allow us to pass from known results for flows, to Z actions.
As we saw in the previous section, in order to get the required convergence result to show k-regularity for sequences of the form (1), we used an argument (Theorem 3.2) and a known, from [16] , convergence result for flows. We will now prove a similar result that will allow us to do the analogous thing in order to obtain the weak-anti-uniformity. The known result for (some particular) flows in this case will be the anti-uniformity that we obtain from [8] . More specifically, we will show that the k-anti-uniformity of (some particular) flows will give us the k-weak-anti-uniformity for the sequences of the form (1) (for the same k). 
, where the transformations T i,a i,j are defined in the probability space (X, X , µ) and functions
is k-anti-uniform, for some k depending only on ℓ, m and a i,j ; (ii) lim 
Proof. Let 0 < δ < 1. We define the same action R ℓm on Y = X × [0, 1) ℓm as we did in the proof of Theorem 3.2. If f 0 , f 1 , . . . , f m are bounded functions on X, for every (b 1,1 , . . . , b ℓ,1 , b 1,2 , . . . , b ℓ,2 , . . . , b 1,m , . . . , b ℓ,m ) ∈ [0, 1) ℓm we define the Y -extensionŝ b 1,1 , . . . , b ℓ,1 , b 1,2 , . . . , b ℓ,m ). Then, we have:
Since all the relevant b i,j in the integrand are less or equal than δ, if the fractional part of all a i,j (n) is less than 1 − δ, we have T
If the fractional part of some a i,j (n) is greater or equal than 1 − δ, by the Condition (ii), we have that the upper Banach density of these n's is as small as we want by taking δ small. All f j are bounded, and so, the combined density of these terms in the averages will be as small as we want independently of x.
Hence, by taking the averages and using the triangle inequality, for any (b(n)) ∈ ℓ ∞ (N) and N > M, we have that
where c δ → 0 as δ → 0 + . Then, if C is the constant that we get from the k-anti-uniformity ofã, we have lim sup
and so, we have the result.
Remark. As we showed in the proof of Theorem 1.4, if every a i,j is a polynomial p i,j ∈ R[t], then the Condition (ii) of Theorem 4.1 is satisfied. In order to get the Condition (i), as described by Theorem 1.2 in [8] , for the corresponding sequences, we have to successively make use of Lemma 6.1 (using the van der Corput operation, choosing every time appropriate polynomials in order to have reduction in our complexity), defined in Section 6 below. k can be chosen to be equal to d + 1, where d is the number of steps we need to do in order our polynomials to be reduced into constant ones, by using the PET induction. This d, and so k as well, only depends on ℓ, m and the maximum degree of the polynomials p i,j . For more information and details on the van der Corput operation and the scheme of the PET induction we are using here, we refer the reader to [9] . So, by using the previous remark and Theorem 4.1, we have that every sequence (a(n)) of the form (1) is k-weak-anti-uniform, for some positive integer k = k(ℓ, m, max deg(p i,j )).
Convergence
In this section we will present all the ingredients in order to prove Theorems 1.5 (which we prove in Section 6) and 1.6 (which we prove below). More specifically, in order to derive these results, we prove Theorem 5.1 below, which is yet another result for proving results for Z-actions via known results for flows. In particular, Theorem 1.5 will follow from Theorem 5.1 and the analogous result from [6] (Theorem 1.2) while Theorem 1.6, which is the analogous result to Corollary 5.2 from [6] , is an implication of Proposition 5.4 which follows from Theorem 5.1 and a result from [6] N and a system (X, X , µ, T 1 , . . . , T ℓ ) , recall the definition of the R ℓm measure preserving flow
Following this notation, we have:
and sequences of real numbers (a i,j (n)), 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m, that satisfy the following:
T i,a i,m on the space Y, endowed with the probability measure ν = µ × λ ℓm , and the extensionsf 1 , .
Then, we have
Proof. Let 0 < δ < 1 and define the functionf 0 in Y witĥ
for every x ∈ X we define
where the integration is with respect to the variables b i,j .
)f m , for every x ∈ X, we have that
for all 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m. We will deal with the case where the fractional part of some a i,j (n) is greater or equal than 1 − δ.
For every
Then, by using the fact that 1 E
and that
Using Condition (ii), we have that for small enough δ, the term (and the sum of finitely many terms of this form) |E
is as small as we want. Since,
we have that
, where c δ → 0 as δ → 0 + . We first take lim sup
, in order the second term of the right-hand side to disappear from Condition (i), and then δ → 0 + to get the result.
We will also need the following elementary estimate (for simplicity, we use the notation U-lim sup
Lemma 5.2. Let k ∈ N and s ∈ (0, +∞). For any sequence (a(n 1 , . . . , n k )) of real nonnegative numbers we have
Proof. For k = 1 we have
will give us the required relation.
The general k > 1 case follows analogously with induction.
T i,a i,m that we defined in the proof of Theorems 3.2, 4.1 and 5.1 and the
ℓm is endowed with the probability measure
By the definition of the action, the first coordinate of T i 0 ,a i 0 ,j 0 evaluated at the point
x, the ((j 0 − 1)ℓ + i 0 + 1)-coordinate is equal to {a i 0 ,j 0 + b i 0 ,j 0 }, while in all the other coordinates we have the identity map, mapping b i,j to itself.
So, without loss of generality, in order to study the transformations T i,s , s ∈ R, which we will essentially use in the proof of Theorems 1.5 and 1.6, we restrict our study to the ℓ = m = 1 case, studying the transformation S = T s , where s ∈ (0, +∞) (in the case where s < 0, we set S = T −1 −s ). Hence, we study the transformation S(x, b) = (T [s+b] x, {s + b}).
By making use of the relations [s + {s
The next important lemma will give us a relation between |||f ||| k,ν,S and |||f ||| k,µ,T (recall the definitions and remarks from Subsection 2.2). 
and U-lim sup n 1 ,...,n k E n 1 ,...,n k for the lim sup respectively, as we did in Lemma 5.2)
, using the Relation (10) from [11] and the Condition (1) of Lemma 3.9 from [11] , this last term is bounded by
where we have used the fact that |||F ||| k,µ×µ,R = |||f ⊗f ||| k,µ×µ,T ×T ≤ |||f ||| 2 k+1,µ,T . In order to state the Proposition 5.4 below, which is the analogous to Proposition 2.3, we need the following notation:
Let (X, X , µ) be a probability space. If (T t ) t∈R is a measure preserving flow and p(t) = a r t r + . . . + a 1 t + a 0 ∈ R[t], we write
We assign to the polynomial p(t) an (r + 1)-tuple of polynomials p = (p r (t), . . . , p 0 (t)), where we put p i (t) = t i if a i = 0 and p i (t) = 0 otherwise.
We are now ready to define the notion of the R-nice family. We will now prove a proposition which implies Theorem 1.6. Writing each T i,p i,j as in (16) and using the fact that (P 1 , . . . , P ℓ ) is an R-nice family in R[t], we get the respective nice family ( P 1 , . . . , P ℓ ) in Z[t].
The Condition (i) of Theorem 5.1 now follows from Proposition 2.3. Theorem 1.6 will now follow from Proposition 5.4, as Corollary 5.2 in [6] follows from Proposition 5.1 in [6] .
Proof of Theorem 1.6. We apply Proposition 5.4 to the family (P 1 , . . . , P ℓ ) where P 1 = (p 1 , 0, . . . , 0), P 2 = (0, p 2 , . . . , 0), . . . , P ℓ = (0, . . . , 0, p ℓ ) which is an R-nice family.
Before we prove Corollary 1.7 via Theorem 1.6 and close this section, we recall the notion of a weak mixing system. Definition ( [10] ). Let (X, X , µ, T ) be a system. If for any two functions f, g ∈ L 2 (µ) we have that
then T is called weakly mixing transformation and the system (X, X , µ, T ) weakly mixing system.
It is an immediate consequence of the definition of the seminorms ||| · ||| k that, for weak mixing systems (X, X , µ, T ), we have |||f ||| k,µ,T = f dµ for every k ∈ N.
Proof of Corollary 1.7. We can assume that the integral of some f i is 0, by using the elementary identity from [10] 
Proof of main results
In this last section we give the proof of Theorems 1.1, 1.2, 1.3 and 1.5. Theorem 1.1 will follow from Theorem 2.1, since, as we have already seen, every sequence of the form (1) is k-regular (for all k) and k-weak-anti-uniform, for some k depending on the integers ℓ, m and the maximum degree of the polynomials p i,j . Theorem 1.2 will follow from Theorems 1.4 and 4.1, using also results from [8] . 
