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ABSTRACT
Diversos problemas de otimizac¸a˜o combinato´ria foram alvo
de estudos nas u´ltimas de´cadas. Em sua maioria, as solu-
c¸o˜es apresentadas esta˜o diretamente ligadas a especificidade
de cada problema, ou seja, essas soluc¸o˜es acabam na˜o sendo
reutiliza´veis. Em paralelo a isso, solucionadores gene´ricos
surgiram com o propo´sito de simplificar e facilitar a busca
por soluc¸o˜es via´veis. O presente trabalho pretende explo-
rar diferentes soluc¸o˜es, utilizando o framework OptaPlanner
aplicado ao problema de empacotamento unidimensional e
comparar os resultados obtidos entre si. Ale´m disso, me-
dir a performance das soluc¸o˜es para diferentes conjuntos de
dados, disponibilizados pela OR-Library.
ABSTRACT
Several problems of combinatorial optimization have been
studied in recent decades. For the most part, the soluti-
ons presented are directly linked to the specificity of each
problem, that is, these solutions end up being not reusable.
In parallel to this, generic solvers have emerged with the
purpose of simplifying and facilitating the search for feasi-
ble solutions. The present work intends to explore different
solutions, using the OptaPlanner framework applied to the
one-dimensional bin packing problem and compare the ob-
tained results among themselves. In addition, measure the
performance of solutions for different data sets, made avai-
lable by OR-Library.
CCS Concepts
•Theory of computation→Models of computation; •Soft-
ware and its engineering→ Software notations and tools;
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1. INTRODUÇÃO
O problema de empacotamento e´ considerado um pro-
blema cla´ssico na otimizac¸a˜o combinato´ria. As primeiras
pesquisas envolvendo variac¸o˜es desse problema surgiram no
in´ıcio da de´cada de 70 [7] [11]. Ainda assim, publicac¸o˜es re-
centes podem ser encontradas com novas abordagens e te´c-
nicas aplicadas a variac¸o˜es do mesmo problema [5] [18]. A
demanda por novos estudos sa˜o fomentadas por inu´meras
aplicac¸o˜es nas a´reas de engenharia e computac¸a˜o, como por
exemplo: corte de materiais[12]; alocac¸a˜o de carga em trans-
portes [16]; balanceamento de carga para cluster de compu-
tadores na nuvem [19].
Apesar de ser um problema conhecido na a´rea de pesquisa
operacional, e´ poss´ıvel encontrar na literatura diversos tra-
balhos que tambe´m relacionam esse tipo de problema com
o campo de inteligeˆncia artificial, estabelecendo uma forte
relac¸a˜o entre elas [17] [9] [3].
Em sua esseˆncia, o problema cla´ssico de empacotamento
unidimensional consiste em minimizar o nu´mero de pacotes
ou caixas utilizadas para alocar uma certa quantidade de
itens. Os pacotes ou caixas possuem capacidade restrita e
igualita´ria, os itens possuem diferentes pesos ou tamanhos e
um item deve estar alocado em apenas um pacote. Na Fi-
gura 1 e´ poss´ıvel visualizar uma representac¸a˜o do problema
de empacotamento unidimensional.
Apesar da facilidade em descreveˆ-lo, trata-se de um pro-
blema de dif´ıcil resoluc¸a˜o. Considerando a hipo´tese que P
6= NP, o problema do empacotamento e´ classificado como
NP-Difı´cil, ou seja, e´ improva´vel que haja um algoritmo
de tempo polinomial capaz de resolveˆ-lo de forma otimizada
[8].
1.1 Motivação
Nos u´ltimos anos diversos trabalhos na a´rea de pesquisa
operacional e inteligeˆncia computacional teˆm surgido com o
propo´sito de resolver problemas complexos de natureza NP-
Difı´cil. Essas pesquisas, em sua maioria, propo˜e novas
soluc¸o˜es para problemas espec´ıficos, visando obter o melhor
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Figure 1: Representac¸a˜o do problema de empacota-
mento unidimensional
resultado poss´ıvel, seja ele de minimizac¸a˜o ou maximizac¸a˜o.
Pore´m, desenvolver soluc¸o˜es dessa natureza pode ser algo
custoso e demorado. Produtos de software, normalmente
chamados de “solucionadores”, surgiram com o objetivo de
fornecer soluc¸o˜es mais generalistas. Alguns sa˜o produtos
comerciais e so´ esta˜o dispon´ıveis atrave´s da aquisic¸a˜o de uma
licenc¸a ou obtenc¸a˜o de uma licenc¸a acadeˆmica por meio de
outra instituic¸a˜o. Algumas dessas ferramentas podem ser
observadas na Tabela 1.
Dentre eles destaca-se o OptaPlanner, um framework open
source em Java, sob a licenc¸a Apache. O OptaPlanner e´
parte do projeto Knowledge Is Everything (KIE) da Red
Hat, que engloba outros projetos, como por exemplo, o Dro-
ols, um sistema de gerenciamento de regras de nego´cios com
mecanismo de regras baseado em infereˆncia [10]. Na Figura
2 e´ poss´ıvel visualizar os subprojetos do projeto KIE e como
eles se relacionam.
Figure 2: Subprojetos do projeto KIE
O OptaPlanner pode ser definido como um framework de
Table 1: Ferramentas de otimizac¸a˜o
inteligeˆncia artificial, capaz de solucionar problemas de oti-
mizac¸a˜o com restric¸o˜es. Apesar de estar classificado na Ta-
bela 1 como um solucionador de busca local, ale´m de utilizar
essa te´cnica, sua configurac¸a˜o permite o uso de outras estra-
te´gias que va˜o desde forc¸a bruta, ate´ heur´ısticas [4].
Na literatura foram encontrados trabalhos onde o Opta-
Planner e´ citado e tambe´m objeto de estudo. Em Cˇimbora
[20], foi realizada uma proposta de melhoria do benchmark
existente no framework. Em outro, foi utilizada uma im-
plementac¸a˜o preexistente do framework para solucionar o
problema de roteamento de ve´ıculos [13]. O OptaPlanner
tambe´m foi utilizado para solucionar parte do problema de
roteamento de ve´ıculos envolvendo o mecanismo de coleta
de lixo [15].
Ja´ outro trabalho encontrado, refere-se a uma proposta
de soluc¸a˜o apresentada para o problema de gerenciamento
de atribuic¸a˜o de tarefas [14]. Este sendo o que mais se apro-
xima do objetivo que pretende-se alcanc¸ar com o presente
trabalho, se levada em considerac¸a˜o a comparac¸a˜o dos re-
sultados obtidos atrave´s das configurac¸o˜es de benchmark do
framework. Contudo, na˜o foi encontrado um trabalho no
qual essa comparac¸a˜o se da´ aplicando a mesma soluc¸a˜o em
diferentes conjuntos de dados, tampouco analisar o quanto
essas soluc¸o˜es podem escalar em termos de performance.
1.2 Objetivos
Primordialmente, o presente trabalho objetiva:
• Explorar o framework OptaPlanner aplicado ao pro-
blema de empacotamento unidimensional;
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• Comparar os resultados obtidos entre si, para as dife-
rentes configurac¸o˜es da soluc¸a˜o desenvolvida;
• Mensurar a performance a medida que o tamanho do
problema cresce;
Outros aspectos secunda´rios a serem explorados:
• Testar a pluralidade de configurac¸o˜es oferecidas pelo
framework OptaPlanner;
• Trac¸ar paralelos com outros trabalhos existentes, que
utilizem o mesmo conjunto de dados;
• Identificar pontos de melhoria e evoluc¸a˜o da ferramenta.
1.3 Metodologia de Pesquisa
Quanto a metodologia de pesquisa, pretende-se realizar
uma investigac¸a˜o aplicada ao problema de empacotamento
unidimensional, e explorato´ria em relac¸a˜o ao framework Op-
taPlanner. Ademais, visa adotar uma abordagem quantita-
tiva sobre os resultados obtidos, demonstrando a qualidade
da soluc¸a˜o (nu´mero de restric¸o˜es violadas ou na˜o atendidas)
e o tempo de execuc¸a˜o de cada uma delas, para cada con-
junto de dados.
2. FORMULAÇÃO DO PROBLEMA
Para um conjunto finito de pacotes com capacidade ideˆn-
tica C, um conjunto de itens V = {1,...,n} com pesos w1,.
..,wn, o objetivo do problema de empacotamento unidimen-
sional e´ alocar cada item a um pacote minimizando o nu´mero
de pacotes utilizados. Esta alocac¸a˜o deve respeitar a capa-
cidade ma´xima dos pacotes. O seguinte modelo matema´tico
pode ser usado para representar o problema de empacota-
mento unidimensional:
Func¸a˜o objetivo:
Minimizarz =
m∑
i=1
yi (1)
Sujeito a:
m∑
j=1
wjxij ≤ Cyi i N = {1, ..., n} (2)
m∑
j=1
xij = 1, j N (3)
yi  {0, 1} , j N (4)
xij  {0, 1} , i N j N (5)
Considere a varia´vel bina´ria yi igual a 1 se o pacote i esta´
sendo utilizado e 0, caso contra´rio. A varia´vel bina´ria xij
indica se o item j esta´ alocado ao pacote i (xij = 1) ou na˜o
(xij = 0). Assume-se tambe´m que C > 0 e wj < C, ou seja,
a capacidade do pacote deve ter valor positivo e o peso de
um item na˜o pode ser maior que a capacidade de um pacote.
O objetivo definido por (1) e´ minimizar o nu´mero de paco-
tes utilizados. Em (2) e´ definida a primeira restric¸a˜o, onde
a soma dos pesos dos itens alocados em um pacote deve ser
menor ou igual a sua capacidade. Em (3) restringe que um
item deve estar alocado em somente um pacote. As restri-
c¸o˜es (4) e (5), limitam os valores das varia´veis de decisa˜o.
3. DESENVOLVIMENTO DA SOLUÇÃO
O desenvolvimento da soluc¸a˜o para o problema do empa-
cotamento unidimensional usando o framework OptaPlan-
ner pode ser dividido em 3 etapas distintas: modelagem de
domı´nio e implementac¸a˜o; estrate´gia de pontuac¸a˜o da solu-
c¸a˜o e regras de restric¸o˜es; e configurac¸a˜o do framework.
3.1 Modelagem de domínio e implementação
Para problemas de planejamento ou otimizac¸a˜o, como e´ o
caso do problema de empacotamento unidimensional, e´ ne-
cessa´rio identificar as entidades de domı´nio e propriedades
que sera˜o alvo do solucionador. Para isso, a compreensa˜o de
alguns conceitos do framework OptaPlanner se faz necessa´-
ria:
• Entidade de Planejamento: Indica a classe, ou clas-
ses, que podem sofrer alterac¸o˜es durante o processo de
busca da soluc¸a˜o. Para o caso do problema de empa-
cotamento, de acordo com a modelagem de domı´nio, a
classe Item representa essa entidade;
• Fato Problema: Sa˜o as classes que na˜o podem sofrer
alterac¸o˜es em sua entrada de dados pelo solucionador.
No exemplo estudado, a classe Bin e´ a u´nica que possui
essa caracter´ıstica;
• Varia´vel de Planejamento: Determina a propriedade
da Entidade de Planejamento que pode sofrer alte-
rac¸o˜es durante o processo de resoluc¸a˜o do problema.
Tambe´m pode ser aplicado a mais de uma propriedade,
desde que a classe seja uma Entidade de Planejamento.
No presente trabalho, essa propriedade e´ a bin locali-
zada na classe Item;
• Soluc¸a˜o de Planejamento: A classe que representa a
soluc¸a˜o do problema. Essa classe conte´m todo o con-
junto de dados e todas as Entidades de Planejamento.
No caso, a classe BinPackingSolver representa essa en-
tidade.
O framework OptaPlanner utiliza um recurso da pro´pria
linguagem Java, chamado annotations, para“marcar”as clas-
ses e propriedades com as configurac¸o˜es supracitadas. Dessa
forma, e´ poss´ıvel determinar a Entidade de Planejamento,
Varia´vel de Planejamento e Soluc¸a˜o do Planejamento, com
as seguintes anotac¸o˜es respectivamente: @PlanningEntity,
@PlanningVariable e @PlanningSolution. O Fato Problema
e´ identificado por exclusa˜o, caso a classe na˜o seja anotada,
enta˜o significa que esta e´ uma classe Fato Problema.
De acordo com as definic¸o˜es da Unified Model Language
(UML) [2], podemos representar a modelagem de domı´nio
para o problema de empacotamento unidimensional, atrave´s
do diagrama de classes da Figura 3:
O mecanismo de funcionamento do framework consiste em
modificar o valor das Varia´veis de Planejamento, utilizando
a estrate´gia de busca local configurada, de modo que todas
as regras de restric¸o˜es sejam atendidas, ate´ que a condic¸a˜o
de parada seja satisfeita.
Nas subsec¸o˜es posteriores, sera˜o detalhados com mais cla-
reza as etapas de definic¸a˜o das regras de restric¸o˜es e confi-
gurac¸a˜o do framework.
3.2 Estratégia de pontuação da solução e re-
gras de restrição
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Figure 3: Diagrama de classes do problema de empacotamento unidimensional
A pontuac¸a˜o de uma soluc¸a˜o define se uma soluc¸a˜o e´ me-
lhor que outra. Quanto maior a pontuac¸a˜o, melhor e´ a so-
luc¸a˜o. Todas as te´cnicas de pontuac¸a˜o sa˜o baseadas em res-
tric¸o˜es e possuem aspectos que devem ser levados em consi-
derac¸a˜o, como o sinal, peso e camada da pontuac¸a˜o.
O sinal da pontuac¸a˜o de uma restric¸a˜o indica se a restri-
c¸a˜o e´ de minimizac¸a˜o ou maximizac¸a˜o. Restric¸o˜es de mi-
nimizac¸a˜o possuem pontuac¸a˜o com o sinal negativo e ficam
melhores quando tendem a zero. Ja´ as restric¸o˜es de ma-
ximizac¸a˜o possuem pontuac¸a˜o com o sinal positivo e ficam
melhores quando se afastam do valor zero. Quando uma
pontuac¸a˜o recebe um valor negativo, dizemos que ela foi pe-
nalizada, ja´ quando recebe um valor positivo, dizemos que
ela foi bonificada.
O peso da pontuac¸a˜o, determina se restric¸o˜es em uma
mesma camada possuem mais importaˆncia que outra. Isso
se da´ pelo fato de restric¸o˜es diferentes serem penalizadas
ou bonificadas com valores diferentes. Por exemplo, se uma
restric¸a˜o for penalizada com um valor maior que outra, evi-
dencia que a primeira possui uma importaˆncia maior que a
segunda.
Ja´ as camadas subdividem as restric¸o˜es em conjuntos dis-
tintos. Cada camada possui uma pontuac¸a˜o diferente. Por
padra˜o, o OptaPlanner disponibiliza 3 camadas para serem
utilizadas: r´ıgida, me´dia e suave.
Para escrever as regras de restric¸o˜es foi utilizado o Dro-
ols, um sistema de gerenciamento de regras de nego´cios, que
tambe´m e´ um projeto do KIE. O Drools esta´ nativamente
incorporado ao OptaPlanner. Entretanto, como alternativa,
tambe´m e´ poss´ıvel escrever as regras utilizando uma classe
Java simples.
Para o problema de empacotamento unidimensional, fo-
ram desenvolvidas 3 restric¸o˜es, sendo 2 restric¸o˜es r´ıgidas e
1 restric¸a˜o suave. As restric¸o˜es r´ıgidas ou hard constraints,
sa˜o aquelas que, quando violadas, inviabilizam a soluc¸a˜o. As
restric¸o˜es suaves ou soft constraints, podem ser violadas que
na˜o inviabilizam a soluc¸a˜o, embora o valor de seu resultado
indique a qualidade da soluc¸a˜o encontrada.
A primeira regra de restric¸a˜o, que pode ser observada na
Figura 4, serve para determinar que a soma dos valores dos
itens de um pacote na˜o exceda a capacidade ma´xima do
pacote. A restric¸a˜o e´ acionada quando para um dado pacote
$bin com capacidade $capacity, a soma do tamanho dos
itens $sizeTotal for maior que $capacity, se o pacote do
item bin for igual a $bin. Enta˜o, a pontuac¸a˜o da camada
de restric¸a˜o r´ıgida recebe uma penalizac¸a˜o de $capacity -
$sizeTotal. Por ser uma restric¸a˜o r´ıgida, qualquer valor
menor que zero inviabiliza a soluc¸a˜o, entretanto, esse regra
utiliza o crite´rio de peso para pontuar a restric¸a˜o. A soluc¸a˜o
fica mais distante de um resultado via´vel a medida que o
valor da soma dos itens for maior que a capacidade ma´xima
do pacote.
Figure 4: Primeira regra de restric¸a˜o
A segunda regra de restric¸a˜o tambe´m penaliza a pontu-
ac¸a˜o localizada na camada r´ıgida da soluc¸a˜o. Quando um
item possui um pacote bin igual a nulo, enta˜o a pontuac¸a˜o
recebe uma penalizac¸a˜o de -1. Em outras palavras, para
se ter uma soluc¸a˜o via´vel, todos os itens da soluc¸a˜o devem
possuir um pacote associado. Neste caso a penalizac¸a˜o da
restric¸a˜o na˜o possui um peso, ja´ que o mesmo valor (-1) e´
atribu´ıdo na penalizac¸a˜o. Essa regra pode ser visualizada
na Figura 5.
A u´ltima regra definida, identificada na Figura 6, verifica
a utilizac¸a˜o completa do pacote. Esse crite´rio na˜o e´ uma
premissa para a viabilidade da soluc¸a˜o. Por essa raza˜o, fica
categorizada na camada suave. A penalizac¸a˜o ocorre quando
para um dado pacote $bin com capacidade $capacity, o
somato´rio $sizeTotal do tamanho dos itens cujo pacote bin
e´ igual a $bin, for menor que $capacity, enta˜o a pontuac¸a˜o
sera´ penalizada com o valor $sizeTotal - $capacity.
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Figure 5: Segunda regra de restric¸a˜o
Figure 6: Terceira regra de restric¸a˜o.
3.3 Configuração do framework
O framework OptaPlanner permite que sejam realizadas
configurac¸o˜es que definem diversos aspectos da soluc¸a˜o, como:
caminho do arquivo contendo as regras de restric¸o˜es, a con-
dic¸a˜o de parada da soluc¸a˜o, heur´ıstica de construc¸a˜o e al-
goritmo de busca local. Uma combinac¸a˜o dessas estrate´gias
pode ser utilizada em um mesmo arquivo de configurac¸a˜o,
a fim de se encontrar a melhor configurac¸a˜o para um deter-
minado problema. Este tipo de configurac¸a˜o e´ chamado de
configurac¸a˜o de benchmark.
Para o problema foram utilizadas 2 configurac¸o˜es, utiliza-
das em momentos distintos. A primeira, uma configurac¸a˜o
de benchmark, para encontrar a melhor estrate´gia de busca
local. Foram utilizadas 3 estrate´gias de busca local para
comparac¸a˜o: Tabu Search, Simulated Annealing e Late Ac-
ceptance. Para esta configurac¸a˜o, foram utilizados 2 crite´rios
na condic¸a˜o de parada: ou quando a pontuac¸a˜o r´ıgida che-
gar ao valor zero (soluc¸a˜o via´vel), ou quando extrapolado o
tempo de 30 minutos apo´s o in´ıcio da busca.
Na˜o foi realizada nenhuma customizac¸a˜o nas configura-
c¸o˜es padra˜o de nenhum dos algoritmos de busca local. Ale´m
disso, foram utilizados os mesmos seletores de movimentac¸a˜o
para todos eles (swapMoveSelector e pillarSwapMoveSelec-
tor). Tambe´m foi utilizado a heur´ıstica first fit para cons-
truc¸a˜o da soluc¸a˜o inicial. Estes princ´ıpios tem por objetivo
comparar os resultados obtidos considerando os mesmos cri-
te´rios de partida.
Apo´s executar a soluc¸a˜o para o primeiro conjunto de da-
dos, foi identificado que o algoritmo de busca local Simula-
ted Annealing, apresentou os melhores resultados. Detalhes
sobre os resultados sera˜o apresentados adiante na subsec¸a˜o
4.3.
A segunda configurac¸a˜o utilizou somente o algoritmo de
busca local Simulated Annealing. Foi utilizado como condi-
c¸a˜o de parada o valor zero para a restric¸a˜o r´ıgida, ou seja,
ate´ uma soluc¸a˜o via´vel ser encontrada. Essa configurac¸a˜o
foi aplicada a todos os conjuntos de dados, sendo quatro no
total. Detalhes sobre os conjuntos de dados testados podem
ser vistos na subsec¸a˜o 4.2.
4. EXPERIMENTOS COMPUTACIONAIS
Os experimentos computacionais foram divididos em duas
etapas. Na primeira, foi executada a configurac¸a˜o de bench-
mark, citada na sec¸a˜o anterior, no menor conjunto de dados
(binpack1 ), a fim de identificar o melhor algoritmo de busca
local, ou seja, a soluc¸a˜o capaz de resolver o problema aten-
dendo todas as restric¸o˜es, no menor tempo poss´ıvel. Na
segunda, foi aplicada a soluc¸a˜o escolhida na etapa anterior
para os demais conjuntos de dados.
4.1 Ambiente Computacional
A ma´quina utilizada para o experimento possui em sua
configurac¸a˜o um processador Intel Core i7-4500U 1.8GHz e
8GB de memo´ria RAM. Todos os testes rodaram em um sis-
tema operacional Windows 10 Pro de 64 bits, versa˜o 1803 e
compilac¸a˜o 17134.885. Como ja´ mencionado anteriormente,
o desenvolvimento da soluc¸a˜o foi realizada com linguagem
Java, versa˜o 1.8.0, e framework OptaPlanner, versa˜o 7.21.0.fi-
nal.
4.2 Instâncias Testadas
Foram utilizadas 4 instaˆncias de conjuntos de dados para
o problema do empacotamento unidimensional disponibili-
zadas na OR-Library [1]. Cada um deles contendo 20 pro-
blemas. Esses conjuntos de dados possuem itens de tamanho
uniforme, que variam entre 20 a 100, com pacotes de capa-
cidade 150. A diferenc¸a entre eles se da´ na quantidade de
itens e pacotes existentes em cada problema. Os problemas
variam a partir de 120 itens e 46 pacotes, ate´ 1000 itens
e 412 pacotes, ou seja, a complexidade do problema cresce
na escala que a quantidade de itens e pacotes aumenta. As
informac¸o˜es dos conjuntos de dados podem ser vistas na Ta-
bela 2.
Table 2: Conjunto de dados OR-LIBRARY
4.3 Resultados da primeira etapa
Como mencionado anteriormente, os resultados da pri-
meira etapa foram obtidos provenientes da configurac¸a˜o de
benchmark do framework OptaPlanner explicado na subse-
c¸a˜o 3.3.
De acordo com as informac¸o˜es apresentadas na Tabela 3,
em relac¸a˜o a pontuac¸a˜o, os algoritmos de busca local Tabu
Search e Simulated Annealing obtiveram resultados ideˆnti-
cos. Ambos alcanc¸aram soluc¸o˜es via´veis para todos os pro-
blemas do conjunto de dados. Em contrapartida, o algo-
ritmo Late Acceptance falhou em 7 dos 20 problemas tes-
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Table 3: Pontuac¸a˜o x tempo gasto entre os algoritmos de busca local
tados, ou seja, obteve valor da restric¸a˜o r´ıgida menor que
zero.
Em relac¸a˜o a performance, e´ poss´ıvel observar na coluna
“Tempo”, o tempo gasto em milissegundos para cada pro-
blema, entre as 3 soluc¸o˜es. Os resultados observados na
Tabela 3 indicam que o algoritmo Simulated Annealing foi
capaz de solucionar o mesmo conjunto de dados e obtendo
o mesmo resultado que o algoritmo Tabu Search, gastando
7,48 menos tempo. Em apenas 2 problemas o algoritmo
Tabu Search foi superior ao algoritmo Simulated Annealing
nesse quesito.
Outro crite´rio de performance a observar e´ a velocidade do
ca´lculo da pontuac¸a˜o da soluc¸a˜o. Esse item indica o custo
de se adicionar novas regras de restric¸a˜o a soluc¸a˜o. Outra
vantagem de se obter um indicador superior nesse crite´rio e´
a capacidade de se escapar do o´timo local, uma vez que mais
tentativas podem ser realizadas por segundo. Nesse quesito
o algoritmo Tabu Search alcanc¸ou o melhor resultado. Em
me´dia ele foi capaz de calcular 56.822 pontos por segundo,
contra 23.703 pontos por segundo do algoritmo Simulated
Annealing.
Apesar disso, foi adotado para a segunda etapa o algo-
ritmo Simulated Annealing para ser aplicado como soluc¸a˜o
para as outras 3 instaˆncias do conjuntos de dados. Um dos
crite´rios para a escolha desse algoritmo se deu pelo fato de
suas regras na˜o possu´ırem tendeˆncia de alterac¸a˜o. Ale´m do
mais, o resultados obtidos pelo algoritmo foram satisfato´rios.
4.4 Resultados da segunda etapa
Na segunda etapa foram executadas as instaˆncias bin-
pack2, binpack3 e binpack4, utilizando a configurac¸a˜o com
algoritmo de busca local Simulated Annealing. Assim como
ocorreu na primeira etapa, para todos os problemas das ou-
tras instancias testadas, o solucionador obteve soluc¸o˜es via´-
veis ou o´timas.
Ao fim do processo de busca, o solucionador e´ capaz de
mensurar a complexidade das instaˆncias dos conjuntos de
dados testados. Na Tabela 4 e´ poss´ıvel observar essa in-
formac¸a˜o para as instaˆncias binpack1, binpack2, binpack3 e
binpack4, ao lado do nome da instaˆncia, sendo elas respec-
tivamente: 5.898, 25.425, 100.600 e 400.550. Atrave´s desse
valor, e´ poss´ıvel realizar um comparativo entre a complexi-
dade e tempo gasto para cada um deles. Tomando como base
as instaˆncias dos extremos, pode-se observar que a instaˆncia
binpack4 e´ 67,91 mais complexa que a instaˆncia binpack1,
e o tempo gasto pela soluc¸a˜o na instaˆncia binpack4 e´ 71,11
maior que a instaˆncia binpack1. Segundo a documentac¸a˜o
oficial do framework, problemas com pontuac¸a˜o acima de
1.000 sa˜o considerados de complexidade alta [4].
Tambe´m e´ poss´ıvel observar que o problema que levou
mais tempo para ser solucionado foi o problema 3 da ins-
taˆncia binpack4, com 4,11 minutos. Ja´ o problema que foi
solucionado mais ra´pido, foi o problema 8 da instaˆncia bin-
pack1, com 0,259 segundos.
Para solucionar as 4 instaˆncias, usando o algoritmo de
busca local Simulated Annealing, foram gastos no total 33,15
minutos. Uma me´dia de 24,86 segundos para cada problema.
Embora haja diferenc¸as em termos de ambiente computacio-
nal e soluc¸a˜o adotada, no trabalho “A Hybrid Grouping Ge-
netic Algorithm for Bin Packing” de Falkenauer, por exem-
plo, para solucionar os mesmos conjuntos de dados, foram
necessa´rios 163 minutos. Uma me´dia de 2,03 minutos por
problema [6]. Neste caso, na˜o ha´ intenc¸a˜o de realizar uma
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Table 4: Pontuac¸a˜o x tempo gasto entre as instaˆncias com Simulated Annealing
comparac¸a˜o entre os trabalhos, apenas evidenciar a capaci-
dade e potencial do uso do framework OptaPlanner.
5. CONCLUSÕES
O objetivo principal do presente trabalho foi explorar o
framework OptaPlanner aplicado ao problema de empaco-
tamento unidimensional, bem como mensurar a performance
e comparar os resultados obtidos entre si.
Levando em considerac¸a˜o esses aspectos, foi poss´ıvel cons-
tatar a viabilidade do uso do framework OptaPlanner para
problemas com grande volume de dados. Ale´m do mais,
vencida a etapa de compreensa˜o do funcionamento do fra-
mework, destaca-se a simplicidade da soluc¸a˜o desenvolvida.
Para o problema de empacotamento unidimensional, a mo-
delagem de domı´nio necessitou utilizar apenas 3 classes, fa-
zendo uso das anotac¸o˜es disponibilizadas pelo framework.
Ale´m disso, foram utilizadas 3 regras de restric¸o˜es para li-
mitar o espac¸o de busca, sendo 2 r´ıgidas e 1 suave. O res-
tante do esforc¸o foi direcionado para configurac¸a˜o. Ha´ de
se ressaltar a necessidade de algum conhecimento pre´vio na
linguagem Java e Drools.
Por tratar de um nicho espec´ıfico de problemas e na˜o ser
uma ferramenta difundida no mercado, ainda na˜o possui
uma grande comunidade para suporte, embora haja uma do-
cumentac¸a˜o detalhada que favorece o entendimento e auxilia
na implementac¸a˜o de novas soluc¸o˜es. Tambe´m ha´ um fo´rum
mantido pelos responsa´veis do projeto com esse propo´sito.
Apesar de terem sido utilizados 3 algoritmos de busca
local, ale´m das configurac¸o˜es de benchmark do framework,
na˜o foi poss´ıvel explorar todos os algoritmos e configurac¸o˜es
existentes. Outro item poss´ıvel para ser considerado em tra-
balhos futuros e´ a realizac¸a˜o de estudos comparativos com
outros frameworks existentes no mercado.
Durante a pesquisa foi poss´ıvel observar que, apesar da
existeˆncia de diversos algoritmos e possibilidades de confi-
gurac¸a˜o, muitos outros algoritmos estudados pela comuni-
dade cient´ıfica ainda na˜o sa˜o suportados pela ferramenta.
O algoritmo de otimizac¸a˜o coloˆnia de formigas e o variable
neighborhood search sa˜o exemplos desses algoritmos.
Como ja´ exposto em momento anterior, conclui-se que o
framework OptaPlanner e´ uma ferramenta que se mostrou
eficaz para o problema de empacotamento unidimensional,
tanto no aspecto dos resultados obtidos quanto no tempo
computacional gasto para alcanc¸a´-los.
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