Introduction
A polynomial f ∈ C[x] is called indecomposable over C if
implies deg g = 1 or deg h = 1. Ayad [1] gives sufficient conditions for a polynomial f to be indecomposable in terms of its critical points and critical values and conjectures there do not exist two divisors d 1 , d 2 > 1 of (p 2 + 1)/2 such that
p prime. Ayad and Luca [2] deal with a similar, but more general problem and prove that there does not exist an odd integer n > 1 and two positive divisors d 1 , d 2 of (n 2 + 1)/2 such that
Finally, Dujella and Luca [4] replace the linear polynomial n+1 in (1) with an arbitrary linear polynomial δn + ε for δ > 0 and ε given integers and try to answer the question wheather there exist infinitely many positive and odd integers n for which there are two divisors d 1 , d 2 of (n 2 + 1)/2 such that
The problem can be separated in two cases: it is either δ ≡ ε ≡ 1 (mod 2) or δ ≡ ε + 2 ≡ 0 or 2 (mod 4). In [4] the authors deal with the case δ ≡ ε ≡ 1 (mod 2).
Bujačić Babić [3] deals with the case δ ≡ ε + 2 ≡ 0 or 2 (mod 4), for some fixed δ or ε.
One-parametric families of even coefficients δ and ε of the linear polynomial δn + ε where ε = δ ± 2 are discussed in this article. We prove the existence of infinitely many odd integers n for which there exists a pair of positive divisors d 1 , d 2 > 1 of (n 2 + 1)/2 such that
We prove the similar result for ε = δ − 2 and δ ≡ 4, 6 (mod 8) using different approaches and methods while the same problem for δ ≡ 0, 2 (mod 8) still remains open. Proof. Let the integer δ be even and positive, integer n positive odd and d 1 , d 2 > 1 divisors of (n 2 + 1)/2 such that d 1 + d 2 = δ(n + 1) + 2.
As in [3] , let g = gcd(d 1 , d 2 ). There exists an integer d such that
From the identity
we easily get
Multiplying (2) After introducing the supstitutions X = (δ 2 d − 2g)n + dδ(δ + 2), Y = d 2 − d 1 the previous equation becomes
For d = g the right-hand side of (3) becomes a perfect square, so the equation of the form
is obtained. After introducing X = dX ′ , we get
For δ even, δ 2 − 2 ≡ 2 (mod 4) is never a perfect square, so (4) is a pellian equation. If we introduce X ′ = 2(δ + 1)U and Y = 2(δ + 1)V and divide (4) by (2(δ + 1)) 2 , we get
which is a Pell equation and has infinitely many solutions (U, V ). Consequently, the pellian equation (4) has infinitely many solutions (X ′ , Y ). Since the continuous fraction expansion of
the fundamental solution of (5) is (U 1 , V 1 ) = (δ 2 − 1, δ). All the solutions of (5) are generated using the recurrence relations of the form
From X = 2d(δ + 1)U and X = (δ 2 d − 2d)n + dδ(δ + 2), it is easily obtained
Now, we show that (8) are odd integers. We get
Assume that the congruences
Hence,
which proves that n ∈ Z. Because δ is even and U odd, we conclude
Consequently, every integer n of the form (8) is odd. 
where d i = t i , i = 1, 2. From (10) the following is obtained
For
Introducing n = 2δ + 1 into (11), we obtain
,
Introducing n = 4δ 3 + 4δ 2 − 1 into (11), we get
Analogously, for U = U 3 = 4δ 6 − 12δ 4 + 9δ 2 − 1, we obtain
and
Consequently, we generate infinitely many triples (n,
It is easy to notice that the divisor d 2 of
for n = 8δ 5 + 8δ 4 − 8δ 3 − 8δ 2 + δ + 1, etc. The quadratic equations of the form (10) that are generated using two integers n formed by two consecutive terms of the recursion sequence U m , m ≥ 1 have a mutual root. We prove that claim.
be two polynomials of the degrees l and m, respectively, with coefficients in an arbitrary field K, hence
The resultant of f and g, Res(f, g), is the determinant (l + m) × (l + m) of the form
where empty spaces stand for zeros.
Two polynomials f, g have a common root if and only if resultant Res(f, g) = 0. In our case, the associated quadratic polynomial for n = 2δ + 1 is
Analogously, for n = 4δ
The polynomials (13) and (14) have a common divisor.
Proof.
Let U m−1 , U m be two consecutive terms of the recursive sequence (6) that we use for generating two integers n of the form (8). For each such integer n, from (10), we get two quadratic polynomials of the form: 4 .
Using mathematical induction on m we show (17). By definition, we have U 0 = 1. Introducing U 0 , U 1 into the previous equation, we get
We assume
so, we easily get
, which is satisfied according to the hypothesis of the mathematical induction. 
In this section, we assume coefficients δ and ε of the linear polynomial δn + ε are even and ε = δ − 2. Our goal is to show that there exist infinitely many positive integers n such that two divisors d 1 , d 2 of (n 2 + 1)/2 satisfy
Like in the previous section, we set g = gcd(
. From the identity
we get the equation
after introducing the supstitutions of the form X = n(dδ
For integers δ, ε even we get δ 2 + ε 2 ≡ 0 (mod 4). Generally, because g ≡ 1 (mod 4), we conclude g | δ 2 +ε 2 4
. For ε = δ − 2, we get
For d = 2k 2 − 2k + 1, k ∈ N, the right-hand side of the equation (20) is a prefect square. More precisely,
The associated Pell equation of (21) is
Because the period length of the continued fraction expansion of
depends on k ∈ N, the approach that we have used in the previous section cannot be used again. So, in this case, we have to construct another method and search for the solutions (X, Y ) = (2g(2k − 1)U, 2g(2k − 1)V ) of the equation (21), where (U, V ) are solutions of the equation (22). The solutions of the equation (21) have to satisfy the additional condition,
in order to fulfill the request for n to be an integer. We set a = 2k
The equation (22) becomes
The fundamental solution (U 0 , V 0 ) of that equation satisfies
It is easy to conclude 4 | (U 0 − 1)(U 0 + 1) and V 0 is even. So, we set
The previous equation becomes
If we assume a, b, c are prime, number of factorizations of the equation (24) is the least possible. In that case and because a, b, c = 2, we deal only with the following factorizations
From (22) we get U 2 0 ≡ 1 (mod (δk − 1)) and U 2 0 ≡ 1 (mod (δk − δ + 1)), so we assume
We easily get
so (23) is satisfied. Methods that we use in this section depend on the residue classes modulo 8 for δ even, so we deal with each of the four cases separately.
δ ≡ 4 (mod 8)
We set δ ≡ 4 (mod 8) and k ≡ 3 (mod 8). We obtain a = 2k 2 − 2k + 1 ≡ 5 (mod 8),
We prove that there exist infinitely many integers k such that only factorizations 4 − ) and 7 + ) are possible. That condition implies that congruence (23) holds and, consequently, that (X, Y ) are integer solutions of (21). We deal with each factorization separately.
2 ≡ 1 (mod 8) which does not hold for any s, t ∈ Z, so this factorization is not possible for δ ≡ 4 (mod 8) and k ≡ 3 (mod 8).
2 − abcs 2 = 1 we get the congruence 2t 2 − 7s 2 ≡ 1 (mod 8) that is solvable for t ≡ 0 (mod 2) and s ≡ 1 (mod 2). Setting the condition
makes this factorization impossible.
2 − 2s 2 ≡ 1 (mod 8) which is not satisfied for any s, t ∈ Z.
is a contradiction with minimality of the fundamental solution (U 0 , V 0 ).
2 − 2t 2 ≡ 1 (mod 8) which is not satifsied for any s, t ∈ Z.
2 − 7s 2 ≡ 1 (mod 8) is satisfied for t ≡ 0 (mod 2) and s ≡ 1 (mod 2), so we set the condition
We deal with the congruence 5s 2 − 6t 2 ≡ 1 (mod 8) which is not satisfied for any s, t ∈ Z.
2 − 5s 2 ≡ 1 (mod 8) which is satisfied for s ≡ t ≡ 1 (mod 2), so we establish a condition that would make this case impossible. For
the congruence is unsolvable.
It is obtained 3s
2 − 2t 2 ≡ 1 (mod 8) which is satisfied for s ≡ t ≡ 1 (mod 2). If we want that the congruence does not have any solutions, one of the following conditions has to be satisfied
2 −3s 2 ≡ 1 (mod 8) is not satisfied for any s, t ∈ Z, so this factorization is not possible.
2 − 3s 2 ≡ 1 (mod 8) is not satisfied for any s, t ∈ Z.
2 − as 2 = 1 we get 6t 2 − 5s 2 ≡ 1 (mod 8) which is satisfied for s ≡ t ≡ 1 (mod 2). Conditions that make this case impossible are
, which is satisfied for s ≡ t ≡ 1 (mod 2). The congruence 3s 2 − 2t 2 ≡ 1 (mod 8) does not have any solutions in s and t We prove conditionally that the determined conditions can be fulfilled if a famous conjecture is satisfied.
Let k be an integer that satisfies the following conditions:
(ii) We show that the condition (ii) is equivalent to (a/c) = −1 and the condition (iii) is equivalent to (b/c) = 1. More precisely, we have
for B = δ/2 − 1.
We check if conditions (i), (ii) and (iii) can be simultaneously satisfied. It can be easily shown that gcd(AB, δ) = 1.
Let
be canonical prime factorization of A. We have A ≡ 5 (mod 8), so A is not a perfect square. Furthermore,
Because A is not a perfect square, some of its exponents a i in the canonical prime factorization are odd. Without a loss of generality, let a 1 be odd and let x 1 be some quadratic nonresidue modulo p 1 . Because p 1 ≥ 5, there are (p 1 − 1)/2 ≥ 2 quadratic nonresidues modulo p 1 , so we choose x 1 such that
Because gcd(A, B) = 1 according to Chinese Remainder Theorem we conclude that there exist infinitely many integers that satisfy the congruences
. . r, x ≡ 1 (mod B).
We define k as
For k ≡ 3 (mod 8) we conclude x satisfies
Because gcd(AB, 8δ) = 1, the system of congruences
is solvable. If x 0 is one solution of the above system, then all solutions x are of the form
Obviously, all the solutions of the mentioned system satisfy the conditions
and are of the form x = δk − δ + 1, k ≡ 3 (mod 8). This shows us the conditions (i), (ii) and (iii) are simultaneously satisfied. It remains to answer whether conditions (iv), (v) and (vi) can be simultaneously satisfied while conditions (i), (ii) and (iii) are fulfilled, too. In order to answer that question, we use Schinzel's hypothesis H [5] . • for every prime p there exists a positive integer n for which
then there exist infinitely many positive integers t such that
are simultaneously prime numbers.
Proposition 2. If Schinzel's Hypothesis H holds, then for all positive integers δ ≡ 4 (mod 8) there exist infinitely many positive odd integers n for which there are two divisors
Proof. We have already shown that positive integers k we have earlier defined simultaneously satisfy conditions (i), (ii) and (iii). We show there exist infinitely many positive integers k for which a = 2k 2 − 2k + 1, b = δk − 1 and c = δk − δ + 1 (28) are simultaneously prime. We assume
Let s = 8p 1 p 2 . . . p r B or k = se + y 0 . We deal with polynomials of the form
that in our case become polynomials f 1 (e) = 2s 2 e 2 + 2s(2y 0 − 1)e + 2y 2 0 − 2y 0 + 1,
We prove f 1 (e), f 2 (e), f 3 (e) satisfy conditions of Schinzel's Hypothesis H. Polynomials f 1 , f 2 , f 3 are irreducible so they satisfy the first condition of Schinzel's hypothesis H. Now we prove that for every prime number p there exists a positive integer n for which
We deal with three cases p = 2, p = 3 and p ≥ 5, p prime. Because δ is even, for p = 2 we have f 1 (e) ≡ f 2 (e) ≡ f 3 (e) ≡ 1 (mod 2), so we conclude that for every positive integer e we have f 1 (e)f 2 (e)f 3 (e) ≡ 0 (mod 2).
For p = 2 the second condition of Schinzel's Hypothesis H is satisfied.
Let p = 3. We show f 1 (e) ≡ 0 (mod 3) for every positive integer e. Indeed, if the congruence f 1 (e) ≡ 0 (mod 3) is satisfied, then
would imply
= 1 which is a contradiction. We distinguish two cases: 3 | s or 3 ∤ s. For 3 | s the congruence (27) implies that 3 ∤ A or 3 | B which implies δ ≡ 2 (mod 3). From x ≡ 1 (mod B) we have x ≡ 1 (mod 3). On the other side, because
we have
Consequently, 3 ∤ (δy 0 − 1) and 3 ∤ (δy 0 − δ + 1), so congruences f 2 (e) ≡ 0 (mod 3) and f 3 (e) ≡ 0 (mod 3) are unsolvable. If 3 ∤ s, then congruences f 2 (e) ≡ 0 (mod 3) and f 3 (e) ≡ 0 (mod 3) have at most one solution modulo 3. But, this means that there exists at least one residue class modulo 3 that does not satisfy any of two mentioned congruences so there are infinitey many positive integers e that satisfy the congruence f 1 (e)f 2 (e)f 3 (e) ≡ 0 (mod 3).
The second condition of Schinzel's Hypothesis H is satisfied for p = 3. Now, let p ≥ 5 a prime. Again, we distinguish two cases:
, so from x ≡ 1 (mod p) and (31) we easily get
We conclude y 0 ≡ 1 (mod p). So, we have
and congruences f 1 (e) ≡ 0 (mod p), f 2 (e) ≡ 0 (mod p), f 3 (e) ≡ 0 (mod p) do not have solutions.
If p | A, we distinguish two cases: p = p 1 or p = p i for i ∈ {2, . . . , r}. Let p = p i for i ∈ {2, . . . , r}. From (31) we get
Finally, let p = p 1 . From (31) we have
where x 1 is quadratic nonresidue modulo p 1 and x 1 ≡ 2 − δ (mod p 1 ) is satisfied. So, we have that congruences f 2 (e) ≡ 0 (mod p 1 ) and f 3 (e) ≡ 0 (mod p 1 ) do not have solutions.
It remains to deal with the congruence f 1 (e) ≡ 0 (mod p 1 ), or more precisely with
From (31) and (32) we have
so the congruence f 1 (e) ≡ 0 (mod p 1 ) does not have solutions. If p ∤ s, the congruence f 1 (e) ≡ 0 (mod p) has at most two solutions modulo p, while congruences f 2 (e) ≡ 0 (mod p) and f 3 (e) ≡ 0 (mod p) have at most one solution modulo p. Hence, there exists at least one residue class modulo p which does not satisfy any of three mentioned congruences. There are infinitely many positive integers e that satisfy f 1 (e)f 2 (e)f 3 (e) ≡ 0 (mod p). We write x = 29280s + 16921, s ∈ Z. We get k ≡ 1411 (mod 2440) or
Introducing k into (iv), (v) and (vi) three polynomials are defined:
The first condition of the Schinzel's Hypothesis is satisfied. We give the explicit check of the second condition of Schinzel' Hypothesis H and show it is enough to set n = 1, 2, 3 in order to check that the second condition of the Schinzel's Hypothesis H is satisfied.
For n = 1 we get
For n = 2 it is obtained
while for n = 3 we get
We notice
so we have shown that prime p that divides three products f 1 (n)f 2 (n)f 3 (n), n = 1, 2, 3 does not exist. 
We have X 0 = 2g(2k − 1)U 0 where g =
. Finally, from 
δ ≡ 6 (mod 8)
Let δ ≡ 6 (mod 8) and k ≡ 2 (mod 8). For integers a, b, c we get
Like in the previous subsection, we deal with the following cases:
which makes this case impossible.
For a ≡ 5 (mod 8) and b ≡ 3 (mod 8) this case is not possible.
= −1 which makes this case impossible.
2 , U 0 − 1 = 2 2 abcs 2 . We get t 2 − 2abcs 2 = 1, which is a contradiction with minimality of (U 0 , V 0 ).
If we want this case to be impossible, then it should be satisfied one of the following conditions
If we want this case to be impossible, then one of the following conditions has to be fulfilled 2c has to be satisfied.
One of the following conditions
has to be fulfilled if we want that this case is not possible. Let k be such that the following conditions are fulfilled:
(ii)
We have already shown that the condition (ii) is equivalent with the condition (c/a) = 1 and the condition (iii) is equivalent with (c/b) = −1. Now we check if the conditions (i), (ii) and (iii) can be simultaneously satisfied.
We easily obtain gcd(A, B) = gcd(A, δ) = 1. Because 4B = δ − 2 and B odd, we have gcd(B, δ) = 1 which implies gcd(AB, δ) = 1.
Using Chinese remainder theorem we conclude that there exist infinitely many integers x that satisfy the following system of congruences
where x i is a quadratic residue modulo p i , where p i , i = 1, 2, . . . , r are all different prime factors of A. We get
Like in the previous section, for every prime factor p i of A we have p i ≥ 5 and there are (p i − 1)/2 ≥ 2 quadratic residues modulo p i , so we choose x i such that
We define x = −(δk − δ + 1) = δ − δk − 1 or
where x is a solution of the above system of the congruences. Let k ≡ 2 (mod 8). In this case x satisfies x ≡ −δ − 1 (mod 8δ).
Because gcd(AB, 8δ) = 1, we get that the system of the congruences 
Proof. We assume (29). We have already shown that the polynomials f 1 (e), f 2 (e), f 3 (e) are irreducible, so it only remains to show that the second condition of Schinzel's Hypothesis H is satisfied. The main part of the proof is done exactly as in the proof of Proposition 2. The proof is separated into three cases: p = 2, p = 3 and p ≥ 5, p prime. Cases for p = 2, 3 are completely analogous as in Proposition 2. and for p ≥ 5, p prime, again we have two cases: p | s or p ∤ s.
Let p | s. In this case p | A or p | B. We deal with congruences of the form
For p | B, we get
We have y 0 ≡ 0 (mod p) and congruences f 1 (e) ≡ 0 (mod p), f 2 (e) ≡ 0 (mod p) and f 3 (e) ≡ 0 (mod p) do not have solutions.
For p | A, we have p = p i for some i = 1, . . . , r and we easily get
Because
and f 3 (e) ≡ 0 (mod p) do not have solutions. Finally, we deal with the congruence f 1 (e) ≡ 0 (mod p), or
Analogously as in Proposition 2 we get
so f 1 (e) ≡ 0 (mod p) does not have any solutions.
For p ∤ s, the procedure and conclusions remain the same as in Proposition 2. So, polynomials f 1 , f 2 , f 3 satisfy the second condition of Schinzel's Hypothesis H. It is shown that the first condition of Schinzel's Hypothesis H is satisfied. We explicitly show that the second condition of the hypothesis is satisfied, too.
For n = 1 we get Furthermore, even though we are able to find solutions for relatively small δ, we cannot determine solutions for δ = 40, so we are not sure whether there exist infinitely many positive and odd integers n for which there exist divisors d 1 , d 2 > 1 of (n 2 + 1)/2 such that d 1 + d 2 = δn + δ − 2, δ ≡ 0 (mod 8). 
