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We investigate an anisotropic model of superconductors in the Einstein-Maxwell-dilaton theory
with a charged scalar field. It is found that the critical temperature decreases as the anisotropy
becomes large. We then estimate the energy gap of the superconductor, and find that the ratio of
the energy gap to the critical temperature increases as the anisotropy increases and so it is larger
than that in the isotropic case. We also find that peudogap appears due to the anisotropy.
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I. INTRODUCTION
The AdS/CFT correspondence [1] gives new insight for understanding strongly coupled gauge theories or strongly
correlated condensed matter systems. In particular, high temperature superconductors in the framework of the
AdS/CFT correspondence attract much attention. The simple model of holographic superconductors initiated in
[2, 3] has been extended into more realistic models with inhomogeneity [4–7]. Anisotropic models of superconductors
also have been investigated in the context of p-wave superconductors, where a non-Abelian gauge field condenses
in the superconducting state [8–10]. Since real-world superconductors exhibit various types of anisotropy, it will be
valuable to consider other models of anisotropic holographic superconductors.
We then consider in this paper the holographic model in the Einstein-Maxwell-dilaton theory analyzed in [11], where
the bulk solution corresponding to the normal state was constructed. This work was motivated by the IR geometry,
i.e., the near-horizon geometry, of an asymptotically anti-de Sitter (AdS ) black brane spacetime, since the behavior
of a holographic superconductor strongly depends on the IR geometry, as we see in the analyses of the Fermi surface
of a non-Fermi liquid [12]. While anisotropy in the IR geometry has been actively investigated also in the context of
Lifshitz geomerty [13–16], where anisotropy between time and space is considered, the anisotropy in [11] is between
two spatial directions induced by spatial dependence of the dilaton field, i.e., the Bianchi type [17].
In this paper, we construct the superconducting state in the Einstein-Maxwell-dilaton theory by turning on a charged
scalar field, and analyze the effect of the anisotropy on the optical conductivity. It will be worthwhile mentioning
here the difference between our model and the p-wave holographic model of superconductors [8–10]. In our model,
the bulk solution is anisotropic not only in the superconducting state but also in the normal state, as if the anisotropy
arose due to structures of a superconductor, such as crystal structure and doping. In contrast, the anisotropy from
the non-Abelian gauge field vanishes in the normal state in the p-wave model of superconductors [8–10]. We also
point out that, in our model, the anisotropy is described by a parameter in the solution of the dilaton field and hence
it is under our control, while the parameter of the anisotropy in [8–10] is a coupling constant of the theory. Therefore,
it seems natural to view our model as corresponding to a superconductor with the anisotropy due to crystal structure
and doping.
We numerically construct four-dimensional black brane background bulk solutions dressed with a charged scalar
field and investigate the properties of the superconducting states in Sec. II. We then perturb the solutions by the
gauge field and investigate the optical conductivities in Sec. III. From the low frequency behavior we will determine
the energy gap. Conclusion and discussions are devoted in Sec. IV.
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2II. BACKGROUNDS
In this section, we numerically construct anisotropic black brane solutions in the Einstein-Maxwell-dilaton theory
coupled to a charged scalar field Ψ. The solutions with a charged scalar hair correspond to a superconducting state
in the dual field theory. When Ψ is identically zero, they are reduced to the solutions constructed in [11], which
correspond to a normal state in the dual field theory. Not only the normal state solutions, we construct here the
superconducting state solutions.
A. Preliminaries
The action we consider is
S =
∫
d4x
√−g
[
R+
6
L2
− 1
4
F abFab − (∇aϕ)(∇aϕ)− (DaΨ)∗(DaΨ) + 2
L2
Ψ∗Ψ
]
,
Da ≡ ∇a − iqAa, Fab ≡ ∂aAb − ∂bAa, (2.1)
where ϕ is dilaton, L is the AdS length scale and an asterisk denotes complex conjugate. The field equations derived
from the action (2.1) take the following form
Rab − 1
2
gabR− 3
L2
gab = Tab, (2.2)
∇aFab − iq (Ψ∗DbΨ−ΨD∗bΨ∗) = 0, (2.3)
DaDaΨ+
2
L2
Ψ = 0, (2.4)
 ϕ = 0, (2.5)
where
Tab =
1
2
FacF
c
b −
gab
8
F 2 +∇aϕ∇bϕ− gab
2
(∇ϕ)2
+
gab
L2
|Ψ|2 − gab
2
|DΨ|2 + 1
2
(DaΨD
∗
bΨ
∗ +DbΨD
∗
aΨ
∗) . (2.6)
In order to make the definitions of physical quantities clear, here we start with the ansatz of the metric
ds2 = − r
2
L2
g(r) dt2 +
L2
r2
g−1(r) dr2 + r2
(
eA(r)+B(r) dx2 + eA(r)−B(r) dy2
)
, (2.7)
together with the forms of the gauge potential Aa and the charged scalar field Ψ as
Aa = φ(r) (dt)a, Ψ = Ψ(r), (2.8)
which we assume describes an asymptotically AdS black brane spacetime. Then, we should have the asymptotic forms
of the metric functions as
g(r)→ 1, A(r)→ 0, B(r)→ 0 as r →∞. (2.9)
The asymptotic behavior of the gauge potential and the charged scalar field is shown to take the form
φ(r) → µ− ρ
r
as r →∞, (2.10)
Ψ(r) → Ψ1
r
+
Ψ2
r2
as r →∞, (2.11)
where µ, ρ, Ψ1 and Ψ2 are constants. The constants µ and ρ are the chemical potential and the charge density in the
dual field theory, respectively. On the other hand, for the charged scalar field with the potential given in Eq. (2.1),
either constant Ψ1 or Ψ2 corresponds to the expectation value of an operator O in the dual field theory and the other
should vanish [2].
With the time coordinate t in Eq. (2.7), the timelike Killing vector ξa is expressed as ξa = (∂/∂t)
a
and then the
surface gravity κ is defined by ξa∇aξb = κ ξb, with which the Hawking temperature T is given by T = κ/2π.
3Now we transform to the coordinate system employed in [11], i.e., we introduce the new radial coordinate z defined
as
z =
r+
r
, (2.12)
where r+ is the horizon radius, and we rescale the coordinate variables (t, x, y) in Eq. (2.7) as
r+
L2
t→ t, r+
L
x→ x, r+
L
y → y. (2.13)
Thus, the metric and the gauge potential are rewritten as
ds2 =
L2
z2
[
− g(z) dt2 + g−1(z) dz2 + eA(z)+B(z) dx2 + eA(z)−B(z) dy2
]
, (2.14)
Aa = φ(z)
L2
r+
(dt)a ≡ Φ(z) (dt)a. (2.15)
In what follows, we exclusively use the new coordinate system (2.14). With the new coordinates, the asymptotic
behavior (2.10) and (2.11) is rewritten as
Φ(z) → µz − ρz z as z → 0, (2.16)
Ψ(z) → Ψz1 z +Ψz2 z2 as z → 0, (2.17)
where µz ≡ L2r+µ, ρz ≡ L
2
r2
+
ρ, Ψz1 ≡ Ψ1r+ and Ψz2 ≡ Ψ2r2+ . Notice that in our coordinate system the horizon and infinity
correspond to z = 1 and z = 0 respectively. Then, the temperature T = κ/2π is calculated as
T = − r+
4πL2
g′(1), (2.18)
where a prime denotes the derivative with respect to z. We also introduce here the temperature normalized by the
charge density ρ as
T ≡ T√
ρ
= − g
′(1)
4πL
√
−Φ′(0) , (2.19)
for later convenience.
For the dilaton field ϕ, we make the ansatz
ϕ = α x, (2.20)
where α is a dimensionless constant. This is a simple way to consider spatial anisotropy in holographic models,
which was originally used in [18, 19]. Under this assumption, Eq. (2.5) is automatically satisfied. We note that this
holographic model becomes isotropic if α is zero.
B. Numerical solution
We now explain how to solve the field equations. In the coordinate system (2.14), Eqs. (2.2)–(2.4) are written as
follows
A′′ +
1
2
(
A′
2
+B′
2
)
+Ψ′
2
+
q2Φ2Ψ2
g2
= 0, (2.21)
B′′ +
(
g′
g
+A′ − 2
z
)
B′ +
α2e−(A+B)
g
= 0, (2.22)
(
A′ − 2
z
)
g′ +
(
A′
2
2
− B
′2
2
−Ψ′2 − 4A
′
z
+
6
z2
)
g
−
(
2
z2
+
q2Φ2
g
)
Ψ2 +
z2Φ′2
2L2
− 6
z2
+ α2e−(A+B) = 0, (2.23)
Φ′′ +A′Φ′ − 2q
2L2Ψ2
gz2
Φ = 0, (2.24)
Ψ′′ +
(
g′
g
+A′ − 2
z
)
Ψ′ +
(
2
gz2
+
q2Φ2
g2
)
Ψ = 0. (2.25)
4We note that the equations are invariant under the scale transformation
Φ→ aΦ, q → q/a, L→ aL, (2.26)
which rescales the metric (2.14) by a2. By employing this rescaling, we set as L = 1 in what follows, unless we
explicitly restore L.
As the boundary condition on the horizon, z = 1, we have g(1) = 0. In addition, we set Φ(1) = 0 so that AaA
a is
finite. Then, the regularity of Eqs. (2.22), (2.23) and (2.25) yields
g′(1)B′(1) + α2e−A(1)−B(1) = 0, (2.27)
(A′(1)− 2) g′(1)− 2Ψ(1)2 + Φ
′2(1)
2
+ α2e−A(1)−B(1) − 6 = 0, (2.28)
g′(1)Ψ′(1) + 2Ψ(1) = 0. (2.29)
Therefore, free parameters at the horizon are chosen as
A(1), B(1), Ψ(1), Φ′(1), g′(1) (2.30)
and the rest is determined by Eqs. (2.27)–(2.29).
On the other hand, we assume that all the variables are sufficiently differentiable and Ψ(z) vanishes at infinity.
Then, Eq. (2.23) requires
g(0) = 1, A′(0) = g′(0). (2.31)
Since we are concerned with asymptotically AdS solutions, we impose g′(0) = 0, or equivalently A′(0) = 0. The
asymptotic solutions to the remaining equations are then derived as
A(z) = A(0) + O(z2), B(z) = B(0) + O(z2).
In order for the metric Eq. (2.14) to take the manifestly AdS form, we need to require
A(0) = 0, B(0) = 0. (2.32)
When we construct the family of solutions with a fixed value of α, it is not allowed to realize the condition (2.32) by
rescaling. It is because the rescaling of x necessarily involves the rescaling of α, which results in a family of solutions
with different values of α. Hence, we impose the condition (2.32) as the boundary condition at infinity.
For Ψ, both of the two terms in (2.17) are normalizable [20] and we can impose the boundary condition that either
one vanishes. In this paper, we focus on the case where Ψ1 vanishes. Furthermore, in the numerical calculations below,
we consider solutions with the normalized temperature T fixed. We then need to impose the boundary condition at
infinity on the gauge potential Φ such that Eq. (2.19) is satisfied for a fixed T . Thus, the boundary condition at
infinity is summarized as
g′(0) = 0, A(0) = 0, B(0) = 0, Ψ′(0) = 0, Φ′(0) = −
(
g′(1)
4πT
)2
. (2.33)
Therefore, to obtain numerical solutions of Eqs. (2.21)–(2.25) with a fixed temperature T , we search for the five
parameters in Eq. (2.30) satisfying the boundary condition at infinity Eq. (2.33), in general.
C. Superconducting state
In our holographic model, the charged scalar field Ψ plays the role of the order parameter. A normal state of
the dual field theory corresponds to the only solution to Eqs. (2.21)–(2.25) with Ψ(z) = 0, which occurs when the
temperature T is higher than a certain temperature Tc. On the other hand, when T < Tc, there emerges a solution
with Ψ 6= 0, and it corresponds to a superconducting state. Therefore, Tc is identified with the critical temperature
of the dual field theory. Here we analyze the properties associated with the superconducting states, which include the
critical temperature, the condensate of Ψ, and the horizon area.
First we determine the critical temperature. To do so, we construct background solutions with Ψ = 0 by restricting
to Ψ(1) = 0 in Eq. (2.30), which we have confirmed is numerically consistent with the perturbed solution studied
in [11]. We then consider perturbation on the background solutions and analyze whether a hair, i.e., non-trivial
5configuration of Ψ, can reside on it. As in the isotropic case [2, 3], we expect that the superconducting phase
transition is second-order, as actually confirmed below. Then, we define the inifinitesimal parameter ε as
ε =
√
1− T/Tc
and write Ψ, near the phase transition point,
Ψ(z) = εδΨ(z) +O(ε2). (2.34)
Since the backreaction of δΨ onto the metric and the gauge potential is second order in ε, we only have to solve
δΨ′′ +
(
g′
g
+A′ − 2
z
)
δΨ′ +
(
2
g z2
+
q2Φ2
g2
)
δΨ = 0, (2.35)
on the background solution with Ψ = 0, in order to determine the critical temperature Tc (ε→ 0). As we saw in Sec.
II B, we impose the boundary condition on δΨ at infinity as
δΨ′(0) = 0. (2.36)
For a non-trivial solution of δΨ, its value at the horizon, δΨ(1), is non-vanishing but arbitrary, since Eq. (2.35) is
linear. We then regard Eq. (2.35) as an eigenvalue equation with the eigenvalue being q. We solve it on a fixed
background solution, and identify the critical temperature as the temperature of the background, and q is derived as
the lowest eigenvalue. Since the only free parameter in Eq. (2.35) is q, we note that the critical temperature Tc is
determined as a function of q.
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FIG. 1: We show T c as a function of q. From top to bottom, the various curves correspond to α = 0 (black solid line), 1.0
(green dotted line), 2.0 (blue dot-dashed line), 2.5 (red dashed line).
We show in Fig. 1 the critical temperature normalized by the charge density, T c ≡ T
∣∣
T=Tc
, for various values of
the anisotropic parameter α. We find that for a fixed ρ, Tc monotonically decreases with increasing α. It has been
reported in [21] recently that an iron-based superconductor has the same property in the sense that anisotropy lowers
the critical temperature. We note, however, that the anisotropy in [21] is between the vertical and parallel directions
with respect to the layered superconductor, in contrast to our holographic model, where we consider the anisotropy
within the layered superconductor (the x-y plane).
Next we investigate the behavior of the condensate of the charged scalar field Ψ. According to the AdS/CFT
dictionary, we can read off the value of the condensate 〈O〉 as
〈O〉 =
√
2Ψ2, (2.37)
where Ψ2 is defined in Eq. (2.11). Thus, now we let Ψ(1) in Eq. (2.30) be back to a free parameter, and we construct
background solutions with Ψ 6= 0 by solving Eqs. (2.21)–(2.25). We then determine Ψ2 from their asymptotic forms.
In Fig. 2, we show the value of the condensate as a function of the temperature for a variety of the anisotropic
parameter α. Near the phase transition point T/Tc ≈ 1, the value of the condensate 〈O〉 is numerically found to
behave as
〈O〉 ∝
√
1− T/Tc, (2.38)
6which implies that the phase transition is second-order, as we expected above. We see from Fig. 2 also that the ratio
ωg/Tc of the energy gap ωg to the critical temperature Tc monotonically increases with increasing α, since the value
of the condensate is related to the energy gap of the superconducting state as ωg ≃
√
q〈O〉 [2, 3].
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FIG. 2: We show the value of the condensate normalized by ρ/q, q〈O〉 ≡ q〈O〉/ρ, further normalized by T c, as a function of
T/T c for q = 3. From bottom to top, the various curves correspond to α = 0 (black solid line), 1.0 (green dotted line), 2.0
(blue dot-dashed line), 2.5 (red dashed line).
It is well-known that the horizon area per unit length of the Reissner-Nordstro¨m black brane solution is finite in
the extremal limit. This feature is not in accord with the Nernst formulation of the third law of thermodynamics and
hence the solution is not suitable as a gravity dual of holographic superconductor. The previous study [11] resolves
this problem by considering the normal state in the present holographic model. Here we consider whether it remains
true also for the superconducting state. In our system, the horizon area per unit length is given by
√
gxxgyy
∣∣
z=1
= eA(1), (2.39)
which goes to zero as T → 0, if the Nernst theorem holds. In Fig. 3, we show the area in the superconducting
state as a function of the temperature. We see that the horizon area vanishes in the extremal limit. Therefore, our
holographic model of superconductor is consistent with the Nernst formulation of the third law of thermodynamics
also in the superconducting state.
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FIG. 3: We show the area of the horizon per unit length as a function of T/T c for q = 3. From top to bottom, the various
curves correspond to α = 1.0 (green solid line), 1.5 (orange dotted line), 2.0 (blue dot-dashed line), 2.5 (red dashed line).
III. CONDUCTIVITY
In this section, we calculate the optical conductivity and investigate the energy gap of the superconducting state.
7A. Perturbation
In order to calculate the conductivity, we consider the fluctuation of the gauge field around the background con-
structed in Sec. II. We thus write as
Aa → Φ(z) (dt)a + ǫ
[
A˜x(t, z) (dx)a + A˜y(t, z) (dy)a
]
,
where ǫ is the perturbation parameter. Then, the metric gab is assumed to be perturbed as
gab → g¯ab + 2ǫL
2
z2
[g˜tx(t, z) (dtdx)ab + g˜ty(t, z) (dtdy)ab] ,
where g¯ab is the background metric (2.14). These perturbation variables are assumed to have the time dependence as
A˜x(t, z) = e
−iΩtAx(z), A˜y(t, z) = e
−iΩtAy(z),
g˜tx(t, z) = e
−iΩtgtx(z), g˜ty(t, z) = e
−iΩtgty(z),
where Ω is a dimensionless constant, with which the frequency in the dual field theory is given by ω = r+
L2
Ω.
If we did not consider perturbation of other degrees of freedom, the first-order perturbation of Eq. (2.5) would
yield
α ∂tg˜tx(t, z) = 0. (3.1)
This gives gtx = 0, and then we obtain Ax = 0 from Eqs. (3.7) below, which implies that the conductivity in the
x-direction is not well-defined. This difficulty is circumvented by adding a new degree of freedom of purturbation.
Here we assume that the dilaton ϕ is also perturbed as
ϕ→ α x+ i ǫΩ e−iΩt χ(z). (3.2)
Under the assumptions, the perturbation equations are written as
A′′y +
(
g′
g
+B′
)
A′y +
(
Ω2
g2
− 2q
2L2Ψ2
gz2
− z
2Φ′2
gL2
)
Ay = 0, (3.3)
g′ty − (A′ −B′) gty +
z2Φ′
L2
Ay = 0, (3.4)
A′′x +
(
g′
g
−B′
)
A′x +
(
Ω2
g2
− 2q
2L2Ψ2
gz2
− z
2Φ′2
gL2
)
Ax + 2αΦ
′χ′ = 0, (3.5)
χ′′ +
(
g′
g
+A′ − 2
z
)
χ′ +
Ω2
g2
χ− αe
−(A+B)
g2
gtx = 0, (3.6)
g′tx − (A′ +B′) gtx +
z2Φ′
L2
Ax − 2αgχ′ = 0. (3.7)
Whereas Eq. (3.3) is written in a decoupled form, we could not decouple Eqs. (3.5)–(3.7). In Sec. III B, we will
transform these perturbation equations into a more practical form.
B. Numerical calculation
We note that the perturbation equations (3.3)–(3.7) are linear differential equations having a singular point at the
horizon z = 1 and hence they are numerically unstable. Here, we transform Eqs. (3.3)–(3.7) into a numerically stable
form and explain how to solve the equations.
We first introduce the new variables as
Aˆy(z) ≡ g(z)A′y(z), Aˆx(z) ≡ g(z)A′x(z), χˆ(z) ≡ g(z) χ′(z),
such that primed and hatted variables possess the same characteristic exponent λ for their series expansions at the
horizon. We thus write as
Ay(z) = (1 − z)λ ay(z), Aˆy(z) = (1− z)λ aˆy(z), gty(z) = (1 − z)λ ζty(z),
Ax(z) = (1 − z)λ ax(z), Aˆx(z) = (1− z)λ aˆx(z), gtx(z) = (1 − z)λ ζtx(z),
χ(z) = (1 − z)λ η(z), χˆ(z) = (1− z)λ ηˆ(z),
8In terms of these new variables, we can rewrite the perturbation equations as
aˆ′y −
(
λ
1− z −B
′
)
aˆy +
(
Ω2
g
− z
2Φ′2
L2
− 2q
2L2Ψ2
z2
)
ay = 0, (3.8)
a′y −
λay
1− z −
aˆy
g
= 0, (3.9)
ζ′ty −
(
A′ −B′ + λ
1− z
)
ζty +
z2Φ′ay
L2
= 0, (3.10)
aˆ′x −
(
λ
1− z +B
′
)
aˆx +
(
Ω2
g
− z
2Φ′2
L2
− 2q
2L2Ψ2
z2
)
ax + 2αΦ
′ηˆ = 0, (3.11)
a′x −
λax
1− z −
aˆx
g
= 0, (3.12)
ηˆ′ −
(
λ
1− z −
2
z
−A′
)
ηˆ +
Ω2
g
η − αe
−(A+B)ζtx
g
= 0, (3.13)
η′ − λη
1− z −
ηˆ
g
= 0, (3.14)
ζ′tx −
(
A′ +B′ +
λ
1− z
)
ζtx +
z2Φ′ax
L2
− 2αgηˆ = 0, (3.15)
which are written, near the horizon, in the form of the eigenvalue equations as
 0 −Ω2/g′(1) 01/g′(1) 0 0
0 0 0



 aˆyay
ζty

 = λ

 aˆyay
ζty

 , (3.16)


0 −Ω2/g′(1) 0 0 0
1/g′(1) 0 0 0 0
0 0 0 −Ω2/g′(1) β/g′(1)
0 0 1/g′(1) 0 0
0 0 0 0 0




aˆx
ax
ηˆ
η
ζtx

 = λ


aˆx
ax
ηˆ
η
ζtx

 , (3.17)
where β ≡ αe−A(1)−B(1). Here we impose the ingoing boundary condition at the horizon, which corresponds to the
retarded Green’s function in the dual field theory. Then the eigenvectors of Eq. (3.16) which satisfy this boundary
condition are derived as 
00
1

 ,

iΩ1
0

 , (3.18)
with the corresponding eigenvalues being given by λ = 0 and λ = iΩ/g′(1), respectively. We numerically solve
Eqs.(3.8)–(3.10), by substituting each of these eigenvalues λ and taking the corresponding eigenvectors in Eq. (3.18)
as the initial condtion. We thus obtain in this way two linearly independent solutions. Similarly, the eigenvectors of
Eq. (3.17) satisfying the ingoing boundary condition are found to be


0
0
0
1
Ω2β−1

 ,


0
0
iΩ
1
0

 ,


iΩ
1
0
0
0

 , (3.19)
where the eigenvalue corresponding to the first eigenvector is given by λ = 0, and the eigenvalues for the other two
are found to be degenerate and given by λ = iΩ/g′(1). Again, we substitute each eigenvalue into Eqs. (3.11)–(3.15)
and impose the initial condition as required by the corresponding eigenvectors in Eq. (3.19), to obtain three linearly
independent solutions.
The asymptotic behavior at infinity of the perturbation variables are derived from Eqs. (3.3)–(3.7) as
gti = g
(0)
ti + g
(2)
ti z
2 + · · · , Ai = A(0)i +A(1)i z + · · · , χ = χ(0) + χ(3) z3 + · · · , (3.20)
9where i denotes x or y, and g
(0)
ti , g
(2)
ti , A
(0)
i , A
(1)
i , χ
(0) and χ(3) are constants. In the AdS/CFT correspondence, a
slower fall-off corresponds to a source of the dual field theory. In particular, A
(1)
i corresponds to the expectation value
of the current 〈Ji〉 of the dual field theory for the external electric field Ei = iΩA(0)i , and then the optical conductivity
in the i-direction is computed [2, 3] as
σi(ω) =
〈Ji〉
Ei
=
A
(1)
i
iΩA
(0)
i
.
On the other hand, g
(0)
ti represents a thermal gradient which induces an energy flow in the i-direction. Here we do
not consider such sources except for the gauge potential, and require
g
(0)
ty = g
(0)
tx = χ
(0) = 0, (3.21)
as the boundary condition at infinity. The linearly independent solutions constructed as above, i.e., those solutions
whose initial conditions are given by the eigenvectors in Eq. (3.18) and Eq. (3.19), respectively, may not satisfy
the boundary condition Eq. (3.21). However, Eqs. (3.8)–(3.10) and Eqs. (3.11)–(3.15) are linear, and hence we
superimpose these linearly independent solutions, so that Eq. (3.21) is satisfied.
C. Results
Now we show the numerical results of the optical conductivity σi(ω), and analyze the energy gap of our holographic
superconductor based on the behavior of the optical conductivity.
We first consider the conductivity in the y-direction. We show in Fig. 4 the real part of conductivity in the
y-direction. Each curve in Fig. 4 is the limit curve, to which the conductivity curves converge as the temperature is
lowered. We see from Fig. 4 that the conductivity in the y-direction exhibits behavior similar to the isotropic case
[2, 3]. In particular, we find that Reσy(ω) drops to zero as the frequency ω decreases, and hence that the energy gap
is well-defined in this case.
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FIG. 4: We show Reσy as a function of the frequency normalized by ρ, ω ≡ ω/√ρ, further normalized by T c, for q = 3. From
left to right, the various curves correspond to α = 0 (black solid line), 1.0 (green dotted line), 2.0 (blue dot-dashed line), 2.5
(red dashed line). This figure shows that the energy gap increases with increasing α.
In contrast, the conductivity in the x-direction shows rather different behavior even for the sufficiently low temper-
ature, as shown in Fig. 5. We particularly find that Reσx(ω) remains non-vanishing even in the low frequency region.
This feature of the conductivity is very similar to the psuedogap observed in the p-wave superconductor [8–10]. Closer
observation of Fig. 5 reveals also that the conductivity within the psuedogap becomes large for the increasing values
of the anisotropy parameter α. Since the psuedogap appears in the conductivity in the x-direction, we estimate the
energy gap of our holographic superconductor based only on the conductivity in the y-direction. For simplicity, in
this paper, we shall define the energy gap ωg as the frequency at the inflection point of the conductivity curve. As in
the isotropic case [3], Reσy will get steeper for the larger value of q, and then the energy gap will not be so sensitive
to q. Within this accuracy, we find that the energy gap ωg is approximately estimated as
ωg ≃ (8.1 + 2.0α) Tc. (3.22)
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FIG. 5: We show Reσx as a function of ω normalized by T c for q = 3. From left to right, the various curves correspond to
α = 0 (black solid line), 1.0 (green dotted line), 2.0 (blue dot-dashed line), 2.5 (red dashed line).
As in the isotropic case [3], ωg/Tc is found to be large enough compared to the one predicted by BCS theory, and
hence this feature remains true also in the anisotropic case.
As we saw in Sec. II C, the critical temperature Tc depends on the anisotropic parameter α. It may be helpful
to take into account this α dependence of Tc for understanding of the total dependence of ωg on α. As we see from
Fig. 6, the curves of Reσy are almost degenerate for various values of α. Thus, we find that the energy gap itself is
insensitive to the anisotropy parameter α.
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FIG. 6: We show Reσy as a function of ω for q = 3. From left to right, the various curves correspond to α = 0 (black solid
line), 1.0 (green dotted line), 2.0 (blue dot-dashed line), 2.5 (red dashed line).
IV. DISCUSSION
In this paper, we considered the anisotropic holographic superconductors in the Einstein-Maxwell-dilaton theory.
We first constructed numerically the bulk background black brane solutions corresponding not only to the normal
state, but also to the superconducting state. We then calculated the critical temperature Tc, and found that it
decreases as the anisotropy becomes large. It is very interesting to note that a real-world iron-based superconductor
with the same property has been reported recently [21].
We also computed the optical conductivities in both of the x- and y-directions. We estimated the energy gap ωg
from the conductivity in the y-direction and found that ωg/Tc increases as the anisotropy becomes large, and hence
that ωg is larger than 8Tc. As it is much larger than the BCS prediction 3.54Tc, the strong coupling effect for the
holographic superconductor model is not broken by the anisotropy, but rather enhanced.
On the other hand, the conductivity in the x-direction never drops to zero even at the sufficiently low temperature.
This indicates that a pseudogap appears much like in the p-wave superconductors [8–10], and we found that the
11
magnitude of the pseudogap seems to increase as the anisotropy becomes large. It will be interesting if a peudogap
appears generally in an anisotropic model of holographic superconductors, without depending on details of holographic
models.
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