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1. INTRODUCTION 
The interest in the behaviour of the solutions to perturbed autonomous 
systems with bounded perturbative term, like 
i = g(z) + h(t, z, E), ZER”, EER, (l.l), 
where h(t, z, 0) = 0, has grown up a lot during the last years. Since the 
paper of Melnikov [ll], several authors considered systems of the form 
(l.l), (see, for example, [l, lo]), in the case where n =2 and the 
autonomous (unperturbed) system has a homoclinic orbit, showing that, 
under certain conditions on h(t, z, E), the homoclinic orbit of the unper- 
turbed system can be “continued’ to a homoclinic orbit of the system (l.l), 
with E # 0. Later Palmer [ 131 extended this result to the case where 
h(t, z, E) is bounded and the autonomous (unperturbed) system has a 
bounded solution y(t) whose corresponding variational system has an 
exponential dichotomy on both R, := [0, +co) and R- :=(-a,01 and 
the unique bounded solution y(t). In the same paper Palmer showed that 
his theory could be used to obtain the same Melnikov-type functions 
constructed by Holmes [lo]. 
In [S] Hale suggested a further extension of this method to the more 
general case where EER N is a multiparameter and the variational system 
along y(t) may have more than one bounded solution. He obtained there 
that the existence of a bounded solution to (l.l), is related to the 
solvability of an algebraic system whose coefficients depend also on the 
solution to a suitable, generally nonlinear, system of ODE [S, p. 1291. 
In this paper we will consider this general case and give some applicable 
conditions assuring that the algebraic system given in [S, p. 1291 is 
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solvable, these conditions involving only the solutions to the unperturbed 
system (l.l), and the perturbative term h(t, z, E). 
In Section 2, after some notations, we will prove two theorems con- 
cerning the existence of an implicit solution to the equation f(x, E) = 0, 
f: Xx RN + Y being a C2-map and X, Y Banach spaces. These theorems 
are inspired to and extend a similar result given in [13]. 
In Section 3 these results will be applied to systems of ODE to construct, 
in particular, a set of generalized Melnikov-type functions when y(t) is a 
bounded solution to (1.1 )0 whose associated variational system has an 
exponential dichotomy on both R + and R_ , this including, for example, 
the case where y(t) is a heteroclinic orbit joining two hyperbolic fixed 
points of (l.l),, say z, and z2, even if the number of positive (negative) 
eigenvalues of Dg(z, ) and Dg(z,) need not be the same. This extends a 
result given in [13], where it is assumed that these numbers are the same. 
A simple example will also be given. 
In Section 4 we will make some remarks about the Melnikov functions 
constructed in [S] when r(t) is a homoclinic orbit and the sum of the 
dimensions of the stable and unstable manifolds is exactly n. We will show 
that the results in [S] are included in our theory. Finally, another example, 
the Lienard equation with small forcing term, is considered. 
2. NOTATIONS AND PRELIMINARY RESULTS 
In the following X, Y, Q, 9, etc., will denote Banach spaces. Given a 
C’-map f:X, x ... xX,+ Y, @f(x, ,..., x,), O<k<r, l<i<s, will 
denote the (partial) kth derivative off with respect to the ith argument. In 
the same way one can define D,hDff(x,, . . . . x,), 0 6 h <h + k < r. Given a 
continuous linear map L: X--+ Y, ML and WL will denote the kernel and 
the range of L, respectively. The linear operator L is said to be Fredholm 
with index I [2, 8, 133, if dim NL < +co, codim%!L < +co, and 
I= dim NL - codim .%L. Given a finite-dimensional submanifold Y c X 
the tangent space to 9’ at P E Y will be denoted by T,Y. 
The following result is a slightly different form of Theorem 4.1 in [ 131: 
THEOREM 1. Let X, Y, Z be Banach spaces, and f: Xx Z x R --f Y be a 
C 2-map defined in a neighborhood U x V x I of (0, 0,O) E Xx Z x R such that 
L := D, f(O,O, 0) is Fredholm with index zero. Moreover, suppose that 
Dlf(o, P, O)=Dlf(O,O, 0) and &f(O, P, O)=D3f(0, O,O) for any PE V, 
and the following conditions hold: 
(if there exists a C2-submanifaid A+ c U c X such that 0 E .A’, 
f (x, p, O)l .M = 0, for any p E V, and T, A? = ML; 
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(ii) there exists p E X satisfying Lp = -D, f (0, 0,O); 
(iii) WENL and {D~f(O,O,O)p+D,D,f(O,0,0)} WEWL+W=O. 
Then there exists a neighborhood V, x I, of (0,O) E Z x R such that for any 
(u, E) E V0 x I,, E # 0, there exists a unique solution x(u, E) to f(x, ,u, E) = 0. 
Moreover x(u, 0) = 0 and x(,u, E) is C’ in V, x Z,. Finally, D1f(x(u, E), u, E): 
X--f Y is invertible for any (u, E) E V0 x I,, E # 0. 
The above theorem has been proved in [ 131 when p = 0 (or else 
z = (O}). If so, the assumptions O,S(O, ,u, 0) = D,f(O, 0, 0) and 
D, f (0, CL, 0) = D, f (0, 0,O) are not needed; however, the same arguments 
work in this case too and then we will not repeat the proof here. 
The first purpose of this section is to give two results which are 
analogous to Theorem 4.1 in [ 131 but the index of L = D, f(0, 0) is greater 
or equal to zero and T,A c ML. These situations can arise, as long as 
ODE such as ( 1.1 ), are concerned, when the unperturbed system (1.1 )0 has 
a heteroclinic orbit, that is, an orbit joining two (different) hyperbolic fixed 
points zr and z2 of (l.l)O, and Dg(z,) has not the same number (counted 
with multiplicities) of positive eigenvalues as Dg(z,). Examples of such a 
situation will be given in Sections 3 and 4. 
THEOREM 2. Let X, Y be Banach spaces, and f: X x RN + Y be a C 2-map 
defined in a neighborhood of (0, O)EXX RN such that L :=D, f(O,O) is 
Fredholm with index I> 0. Let d = dim ML and suppose that 
(a) there exists a C2-submantfold 9 c X such that dim B = d- I, 
0 E 9, and f (x, O)] y = 0, 
(b) there exists E'ER~ such that D2f(0, 0) &‘#O and the equation 
Lx= - D,f(O, 0) co has a solution p(e’), and 
(c) WETS.!? and {D~f(0,0)p(e”)+D1D2f(0,0)~o) WE.%?L=SW=O. 
Then there exist a neighborhood U x Jc R' x R, (0,O) E U x J, and a 
Cl-mapx:UxJ+Xsuch thatx([,O)=Oand 
f(x([,5),m")=0 forany (c,a)~UxJ. 
Furthermore D 1 f (x([, a), a~‘): X + Y is a Fredholm epimorphism (that is, it 
is Fredholm and onto Y [4]) with index I, for ([, 5)~ U x J, 5 #O. 
To make the paper more readable, the proof of the above theorem will 
be postponed to the end of this section. 
Remarks. (1) (d-Z) is the maximum possible for the dimension of 
9 in order to have (c). In fact, let us write, for simplicity, 
Hw = {D:f(O, 0) P(E’) + D, D, f(0, 0) E’} w, H: To9 --$ Y and suppose 
GENERALIZED MELNIKOVFUNCTIONS 345 
v:=dimB>d-Z.Wehavev=dimNH+dimWHandthendim&’H<v. 
If dim &?H< v there will be w  E NH, w # 0, and this contradicts (c). So 
dimBH=v>d-Z=codimB?L and so 2$?Ln9H#{O}. This means that 
there exists Z’E 9L n$$?H, z” #O, and then the equation Hw = z” has a 
solution w” E TOP, w” # 0, and this contradicts (c). 
(2) Consider the case d= I. If so, we can take 9 = (0) and (a) is 
trivially satisfied. Furthermore BL = Y (since codim %?L = 0); hence (b) 
and (c) are satisfied. The conclusions of Theorem 2 are then true without 
the assumptions (a), (b), (c). 
To apply the above theorem to systems of ODE one has to find a 
suitable submanifold 9 with the correct dimension. However, when 
autonomous systems are considered, one usually gets dim 9 = 1 and d- Z 
may be greater than one. The idea is then to use some of the parameters 
in order to obtain 9 and then try to apply Theorem 2. With this in mind 
we can state the following theorem whose proof is also given in the 
appendix to this section: 
THEOREM 3. Let X, Y be Banach spaces, and f: Xx RN + Y a (local) 
C2-map, defined in a neighborhood of (0, 0), such that f (0,O) = 0 and the 
linear operator L := D, f(0, 0) is Fredholm with index 13 0. Suppose that 
(a) there exists a linear subspace W c RN, dim W = d - Z, such that 
EEW and D,f(O,O)EEWL +- E = 0; 
suppose, further, that there exist 6’~ RN and a linear subspace So c NL, 
dim So = d - Z, such that: 
(b) D, f(0, 0) E’ #O and the equation Lx = -D2f(0, 0) E’ has a 
solution p(&‘) E X such that: 
(c) w~S,and {D~~(O,O)~(E~)+D~DJ”(O,O)E~) WE&?L*W=O. 
Then there exist a,>O, a neighborhood U of zero in R’, and maps 
x:Ux(-oo,oo)-‘X, ~:Ux(--6~,~~)+R~such that 
4L 0) = 0, &~ti, 0) = to, x( [, 0) ii 0, 
f(X(i, Q), Et<, o))--0, forw (i,a)EUx(--o,~O). 
Moreover D, f(x({, a), E([, a)): X -+ Y is a Fredholm epimorphism of 
index Z, for any o #O, Ial < oo. 
Remarks. (1) If D,f(O, 0) so = 0 the conclusions of Theorem 2 (resp. 
Theorem 3) are still true provided that the assumption (c) is satisfied by 
p(E”) = 0 (resp. p(~‘) = 0 and N > d - I). In fact the same proofs still work. 
We will need this remark at the end of the proof of Theorem 4 of Section 3. 
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(2) In order to apply Theorem 3 to systems of ODE we apparently 
have the problem of finding two suitable (d- I)-dimensional subspaces 
W cRN and S,C ML, for which (a), (b), and (c) hold. Nevertheless, this 
kind of problem can be avoided by requiring that suitable matrices have 
rank d-Z. To see this we proceed as follows: let Q: Y -+ Y be a 
(continuous) linear map such that JVQ = 9L, Y = JVQ@~Q, and set 
Ho := {O:f(O, O)p(s’) + D,D,f(O, 0) so} 1 U,,yL. It is easily seen that condi- 
tions (a) and (c) of Theorem 3 can be written 
(ai) dimB(Qoo,f(O,O))=d-I; 
(c,) dim9(QoZZo)=d--I. 
The first one is obvious (see also the proof of Theorem 3). As regards (ci) 
observe that, owing to Remark (1) following Theorem 1, dim B(QoH,) < 
d-Z and then the equality follows from (c). The forms (ai) and (c,), or 
equivalent ones, should be useful with respect to (a) and (c) since we do 
not need the explicit construction of the subspaces W and So. For example, 
suppose that we have an “inner product” ( , ) in Y (even if this does not 
make Y a Hilbert space) and a (d - I)-dimensional subspace Y, c Y such 
that %‘L = { y E Y: (5, y ) = 0 for any 5 E Y,}. Let (5 1, . . . . rd- ,) be a fixed 
basis of Y, and set 
d-1 
Qv= C (ti,Y) ti 
i=l 
The above conditions (ai) and (c,) now read 
(ad rank CCL, kf(O, O)ej)l =d-1; 
(cd rank C(5,, Howj)l =d--4 
(e 1, . . . . eN) (rev. (w,, . . . . wd)) being a basis of RN (resp. ML). 
Finally, remark that, having a finite-dimensional (local) submanifold 
4 c X such that 0 E 4! andf(x, O)( M = 0, we get To4’ c ML and then the 
tangent vectors to 4 at zero are taken into account in (cz). 
(3) The case I= 0. In this case the submanifold 9, as defined in 
Theorem 2 and in Palmer’s result [13], need not exist, while the 
hypotheses (a), (b), and (c) (or (a,), (b), and (c*)) could be satisfied. If so 
the solution (x(a), s(e)) to f(x, CJE’) =O, QE ( -oo, go), still has the 
property that olf(x(a), E(O)) is an isomorphism from X onto Y. 
Appendix to Section 2 
In this appendix we will prove Theorems 2 and 3. 
Proof of Theorem 2. Let S c NL be a fixed Z-dimensional subspace of 
X such that NL = SO Top. From D,f(O, 0) E’ # 0 we get a 4 NL, so 
fix a complement ..4fLI of ML in X such that p(e”) E ML’. Let P: X-r X 
be the projection such that BP= S and JVP = T,.9@ XL’ and 
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Q: MP+ NP be the projection such that BQ = T,.cY and .,VQ = NL'. 
Let q$: To9 + S @ ML' be a fixed C2-map, defined in a neighborhood V 
of 0, V c Top, with &,(O) = 0, D&,(O) = 0 and such that $9’ can be repre- 
sented locally as 9 = { 5 + d,,(l) : 5 E V}. The existence of such a do is 
assured by the hypotheses (a). Set d1 = PO q$,: T,B -+ S, 1+3~ = (I-P) 0 do: 
T,c? + ML' (remark that Sn To9 = (SO T&F') n NLI = (0)). Then 4, 
and d2 are C2-maps defined on V such that dr(O)=O, @r(O) =O, 
d2(0) = 0, Dcj2(0) = 0. Let us define G: JlrP x S x R -+ Y by 
G(xo, L a) =.0x0+ ai + h(Qxo), a&‘). (2.1) 
We will prove that G satisfies all the assumptions of Theorem 1. First of all 
G is a C2-map defined in a neighborhood of (0, 0,O) E JIrP x S x R, 
G(O,i,O)=O, DIG(O,i,O)=D,f(O,O)=LI”,,, and &G(O,i,O)=L5+ 
~2.m 0) E0 = D,f(O, 0) EO, since [E SC NL. As a consequence of these 
facts we get MD, G(0, 0,O) = NL n NP = To9 (again because 
JlrLnJL'={O}) and, moreover, BD,G(O,O,O)=A?L~~,=92L. So, 
dim ND,G(O,O,O) = d- Z=codim WL =codim 92D,G(O,O,O) and hence 
DIG(O, 0,O) is Fredholm with index zero. Now we show (i). Let JJ%! = 
{xo=5+h(5):b V>. F rom 5, &(<)EJITP we get that &Z is a local 
C2-submanifold of NP and, moreover, for any x0 E &Z we have 
(3x0, t-3 0) =A5 +42(t) + dl(Q(t: +42(O)), 0) 
=f(5+~2(5)+~,(4),0)=0 (2.2) 
owing to 5+d1(<)+d2(l)~P and f(x,O)l,=O. Furthermore, ToA'= 
To9 = h'D,G(O, 0,O). We now prove (ii). We know that D3G(0, 0,O) = 
Dzf(O, 0)&O, so the equation D,G(O,O,O)x= -D3G(0,0,0) is the same as 
Lx = - D2f(0, 0) so and has the solution p(.s’) E ML' c JfP. It remains to 
show (iii). We have 
P’:Wl (40) -fo> Yo = {D:f(O, 0) Xo) Yo + D,f(O, O){D2d,(0) Q%,} Qj, 
= P:f(O> 0) -fo> Yo 
since {D’+%(O) QXo> Qjo E S c NL and Dlf(O, 0) = L. Moreover 
D, D,G(O, 0,O) = D, D2f(0, 0) so, and hence the condition 
{D:G(O, O,O)P(~~)+&WW, O,O)}WE~D,G(O, O,O), 
WEMD,G(O,O,O) (2.3) 
reads 
{D:f(0,0)p(~“)+D~D2S(0,0)~o}~~~L, WE To.??'. 
As a result of (c) one then has w  = 0. 
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From Theorem 1 one gets the existence of a neighborhood U x .Z of (($0) 
in SxR and a Cl-map ([, cr)+-+~~({, a)eNP, (c, g)~ Ux J, which is 
unique when 0 + 0, and satisfies x,([, 0) = 0, such that 
f(xo(L g) + 4 + dl(Qxo(i, 011, oe”) = 0. (2.4) 
Take now x(i, a) = x,(i, a) + oi + #,(Qx,,(i, 0)). It is clear that x([, a) is 
C’ in its arguments, x([, 0) = 0 and f(x(c, a), OS’) = 0; moreover from 
Theorem 1 it follows that D, G(x,([, a), 5, g) = Dif(x({, a), os”)[l + 
D4i(Qxo(i, a)) Q]: JlrP+ Y is an isomorphism, for CJ #O, and hence 
~,f(x(i, 01, crsO): x + Y is a Fredholm epimorphism of index Z owing to 
&~(Qxo(~, a)) Q -+ Wl(Qxo(i, 0)) Q = 0 and ~lf(x(i, 01, aso) -, L as 
~7 + 0. The proof is complete by observing that 5’ is isomorphic to R’. 
Remark. From the identity f(x([, a), aso) =O, and the fact that 
x(i, 0) = 0, we deduce easily that D,x(l;, 0) satisfies the equation 
LCD,x(l, 011 = -hf(0,0) EO. Hence D,x([, 0) - p(s”) E ,IrL; moreover 
p(s”) E JlrL’ c MP and &x(0,0) = D2xo(0, 0) E MP imply &x(0,0) - 
p(s’) E JIrL n MP= TOP. Then from f(x, O)l, = 0 we get {D:f(O, 0) 
(&x(0,0) - J?(&O))} w  = 0 f or any w  E To9 and hence the properties (b) 
and (c) of Theorem 2 are satisfied if p(e’) is changed with D,x(O, 0) = 
D2xo(0, 0). We will need this remark at the end of the proof of Theorem 3: 
Proof of Theorem 3. Eventually redefining coordinates in RN, we can 
supposethatW=Rd~~~{0}andD,f(O,O)~~~L~~~{O}xRN~dt’,or 
E = (0,s”) (remark that, from dim W = d- Z and 0 # D2f(0, 0) so E 93?L it 
follows that N> d- I). From (a) it follows that DJ(O, O)lw is one to one 
and 9%9&O, O)l,n9L= (0). Let us write 9?L’=9D,f(O, O)lw; then 
D,f(O, 0): W + WL’ is an ‘isomorphism and Y= 9?L@$A?L’. Let S, be a 
fixed complement of So in ML and ML’ be a fixed complement of &“L 
in X such that p(&‘)cML’; define d = ,lrLl x Rd-‘, and 0: So x B -+ Y 
by @(to, (q, E’)) = f(to + r~, (E’, 0)). Clearly @ is a C2-map satisfying 
@(O, 0) =f(O, 0) = 0 and D,@(O, O)(q, 8’) = Lq + D,f(O, O)(E’, 0). Now, 
since L: ML’ --t A’%L is an isomorphism, it follows that D*@(O, 0) is inver- 
tible and then the Implicit Function Theorem gives the existence and 
uniqueness of local C*-maps 9: So + ML’ and E’: So -+ Rd- ’ defined in a 
neighborhood U. of OE So such that @(to, (q(ro), ~‘(5~))) =O. Moreover, 
from D, @(O, 0) to = Lto = 0 it follows also that 
Dq(O) = 0 and D&‘(O) = 0. (2.5) 
Let P: X -+ X be the projection such that 9P= So and JlrP = S, @ML’ 
and define F: Xx RN-"+' + Y by F(x, &“)=f(x, (I’, 8”)). We will 
show that F satisfies the hypotheses of Theorem 2. It is clear that F(0, 0) = 
f(O,O)=O and D,F(O, O)x=D,f(O, O)x+D,f(O, 0)(&‘(O) Px,O)=Lx 
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(see (2.5)); so, D, F(0, 0) = L is Fredholm with index Z, ND1 F(0, 0) = NL 
and BD,F(O,O)=9?L. 
Let P := {[O+q(<O):&,~ U,}. 9 is a C2-submanifold of S,,@JI/‘L' CX 
whose tangent space at 0 is 7’,P = So (see (2.5) and, moreover, F(x, O)l, = 
Ato + ~(50)~ (~'(5~)~ 0)) = @(lo, (v(<~), ~'(5~))) = 0. The hypothesis (a) of 
Theorem 2 is then satisfied. Now let us show (b). From Lp(.c') = 
-D2f(0, 0) a0 we get Z&j-(0,0) a0 E 9L and then E’ = (0, E”‘), E”’ E 
RNPd+‘, so D*F(O, 0) E”‘= D,f(O, O)(O, a”‘) = D,f(O, 0) so and hence 
D, F(0, 0) x = - D,F(O, 0) E”’ is the same as Lx = -D&O, 0) a0 and has 
the solution x = p(~‘). Finally, let w  E Tog = So and consider the condition 
(D;F(0,0)p(~")+D,D2F(0,0)d'o)w~~D,F(0,0)=~L. (2.6) 
After simple computations we see that this is equivalent to 
{D:f(O,O)p(~“)+D,D,f(O,O)~o~ w  
+D2f(0,0)((D2d(0)Pp(~o)} w,O)EBL; 
but, from p(a”) E NLI, one has Pp(c') = 0 and (2.6) is equivalent to 
{D:~(O,O)~(E~)+D,D~~(O,O)E~} WELL. 
As a result of (c) one obtains that F satisfies all the hypotheses of 
Theorem 2 and the first part of this theorem follows. Moreover observe 
that 
4i, 0) = (&‘(PX(i, a)), OE”O) (2.7) 
so, from x([, 0) = 0, one has E([, 0) = 0 and D2c(i, 0) = co. 
To conclude the proof we need only to show that Dlf(x([, a), E(<, a)): 
X + Y is an epimorphism for any 0 # 0. The proof is also inspired by the 
one given in [ 133. Write, for simplicity,f([, a) := Dlf(x([, a), E(C, g)). It is 
known that f([, 0) is Fredholm with index Z owing to j\([, 0) + L as g + 0. 
We claim that f([, a)1 S08 ,,,,LI . is an isomorphism. Let g: (So@JlrL')x 
(-co, ao) + Y be defined by g(x, [, 0) :=f([, 0) x. We have g(x, [, 0) = Lx 
and then g(x, i,O)),=O, ND,g(O, i,O)= So, .%?D, g(O,[,O)=BL; in 
particular D, g(0, 5,O) is Fredholm with index zero. From D, g(0, [, 0) = 0 
it follows that D, g(0, 0,O) x = -D, g(0, 0,O) is equivalent to Lx=O; 
so let p E So be any fixed solution to D, g(0, 0,O) x= -D, g(0, O,(l). We 
have, for any weSO, {Dfg(O,O,O)p} w=O and D,D,g(O,O,O)w= 
{D:f(O, 0) D, x(0,0) + D, D2f(0, 0) a’} w. Owing to the Remark following 
the proof of Theorem 2 in this appendix, we see that g(x, [, 6) satisfies all 
the conditions of Theorem 1 (apart from the fact that 0: g, 0: g, D,D, g 
need not exist) hence, for any 0 # 0, there exists a function x(c, a) 
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which is unique when 0 #O and continuous (see also [13]) such that 
g(x([, G), {, 0) = 0. Owing to the linearity of g(x, [, a) with respect to x we 
get x(i,cr)=O; moreover ~(i,~)ISoB.NLI~LISg~-YLI as a-+0, and the 
index of such an operator is zero. Hence f([, CJ): S,@ JlrLl + Y is an 
isomorphism and f([, cr): X + Y is a Fredholm epimorphism with index I. 
The proof is then complete. 
3. EXISTENCE OF BOUNDED SOLUTIONS 
In this section we apply the previous theory to give conditions assuring 
the existence of bounded solutions to a system of ODE like 
i = g(z) + h(t, z, E), (3.1), 
where z E R”, E E U c RN, U being an open subset such that 0 E U. 
If % is an open subset of a Banach space, @(a, n) will denote the space 
of R”-valued C-functions defined on % and 
C;(%!,n):={@C’(%,n):sup {Iok~(5)1,k=o,...,r}< +co}. 
rt* 
C;(%!, n) is a Banach space with the norm 11411 =supCE*{IDk#(S)l, 
k = 0, . . . . Y}. Let Q c R” be an open subset. We assume: 
(Hl) gEC*(SZ,n), h~C;(RxS2xU,n), h(t,z,O)=O; 
(H2) the (unperturbed) system 
i = g(z) (3.2) 
has a bounded solution y(t) such that y(t) E Vc PC Q for any t E R 
(V being an open subset of R”) and the corresponding variational system 
t=AO)i, A(t) := My(t)) (3.3) 
has an exponential dichotomy [3,&l 33 on both R + and RP with 
constants k, 6 > 0 and projections P, and P- , respectively. 
This last condition means that the fundamental matrix X(t) of (3.3) such 
that X(0) = I, the identity matrix, satisfies 
IA’(t) P+X-‘(s)( <kexp{ --8(t--s)} foranys, tER+,s<t; 
IX(t)(I-P+)X-‘(s)l<kexp{-6(s-t)} forany s, tER+, t<s; 
and the same with P- and R _ replacing P, and R + , respectively. G%‘P+ 
(resp. NP-) is called the “stable” (resp. “unstable”) space of (3.3), and 
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consists of those initial conditions to assign to (3.3) in order to obtain 
solutions c(t) such that i(t)exp(6jtl) is bounded at +cc (resp. -co). 
Define d := dim(BP+ n MP-). Then the system (3.3) has d (independent) 
solutions which are bounded on R. Since i)(t) is one of these solutions, we 
get d>, 1. 
Obviously, for any t E R, ~(t - z) is still a bounded solution of (3.2) with 
the same orbit as y(t). We will say that y(t - 7) can be continued to a 
bounded solution of (3.1) if there exists a bounded solution y( t, E) of (3.1) 
which is C’ and such that SUP,,~ Iy(t,c)---(t-7)( =O(E). Then y(t-7) 
can be continued to a bounded solution of (3.1) if and only if y(t) can be 
continued to a bounded solution of 
i = g(z)+h(t+ 7,Z,&). (3.4) 
Let x = z - y(r), then (3.4) can be written as 
i - [g(x + y(t)) - g(y(t))l - h(f + 7, x + Y(f), El = 0. (3.5) 
Let f: CA(R, n) x RN --f Ci(R, n) be the C2-map defined by the left member 
of (3.5). Then L :=o,f(O, 0): CA(R, n) + Ci(R, n) is the linear operator 
given by Lx(t) = a(t) - A(t) x(t). So, JlrL consists exactly of all the 
bounded solutions to (3.3) and hence dim ,lrL = d. Moreover in [ 13, 
Lemma 4.21 it is proved that L is Fredholm with index I= dim .%?P+ + 
dim JVP_ -n. (This result can also be obtained as a consequence of a 
more general theory due to Sacker [ 151, where the Fredholm index of an 
operator like L can be computed in terms of the so-called “splitting index” 
of the matrix A(t)). Later we will need the following result: 
LEMMA 1. Let V’ he an open neighborhood of 0 E R”, t$(t, x) E 
Ci(R x “Y-, n) be such that #(t, x), and D2qS(t, x) are continuous uniformly 
in t, q4(t, 0) ~0 and D2q5(t, 0) = 0. Suppose that A,(t) is a continuous 
(n x n)-matrix and the system 
P = A,(t) x 
has an exponential dichotomy on R, with projection P and constants 
k, 6 > 0. Then there exist a neighborhood W of 0 E BP and a C ‘-map 
7~: W+ R” such that w := {n(x):x~ W} is a (local) Cl-submanifold of R” 
and On(O) = PI :gp. Moreover, for any X’E W, the solution to 
i(t) = A,(t) x(t) + d(t, x(t)), x(0) = 7$X”) (3.6) 
goes to zero such as exp( - $dt } when t -+ + co 
Proof: Let Y := {y E Cz(R +yn)'SUPtER+ {i.dt)i exp(f6t)j < +O">. 
505:86.:2-II 
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Endowed with the norm ljyll 9 :=suP~~~+ {Iv(t)\ exp(@)}, Y becomes a 
Banach space. Let B(cr) := ( y E 9 : JJ yJJ,, < a}, a > 0, and X(t) denote the 
fundamental matrix of -I;-(t) = A,(t) x(t) satisfying the conditions of the 
dichotomy. For c1 sufliciently small, define 9: 99P x B(a) --f Y by 
F(x,y)(t):=y(t)- X(t)~+j~X(t)PX~‘(s)&s,y(s))ds 
0 
- s +=o X(t)(I - P) X-‘(s) d(s, y(s)) ds . I 
It is easy to see that 9 is a Cl-map taking values on Y; moreover 
P(O, 0) =0 and DzP(O, O)=I. From the Implicit Function Theorem we 
get the existence of a neighborhood W of 0 E 9P and a C ‘-map W + B(a), 
x’bx(t, x0) E 9, such that 9(x0, x(t, x0)) 3 0 and x(t, 0) =O for any 
tER+. Since x(t, x0) is a continuous function satisfying 
- s +m X(t)(I- PO) X-‘(s) #(s, x(s, x0)) ds f 
we see that x(t, x0) is a Cl-function which satisfies (3.6); moreover 
x(t, x0) E B(a) => jx(t, x0)1 d 0(x0) exp{ -26t/3}, where M > u(x”) + 0 as 
(x0( + 0. Now, for any x0 E W, define n(x’) = x(0, x0) = x0 -jlrn (I - P) 
X-‘(s) q5(s, x(s, x0)) ds, and -Ilr = (7t(x”):xo E W}. We have on(O) x = 
x-[O+“(I-P)X~‘(s)D,~(s,x(s,O))D,x(s,O)xds=x for any XEBP, 
owing to x(t, 0) = 0 and D2q5( t, 0) = 0. Hence YV is a (local) C’-submanifold 
of R” and on(O) = PI gp. 
Remarks. (i) Obviously, there is an analogous result for systems 
having an exponential dichotomy on R _. 
(ii) In [16, Theorem l] Sell proved a result which is an alternative 
way to show Lemma 1. 
Now, taking qJ(t, x) = g(x + y(t)) - g(y(t)) - A(t) x, we may apply 
Lemma 1 and Remark (i) to the system (3.2). In fact, by the change of 
variables x=2-?(t), (3.2) can be rewritten as i=A(t)x+qd(t,x). We get 
then the following 
COROLLARY 1. Consider the system (3.2) and assume that (H 1 ), (H2) 
hold. Then there are (local) C’-subman$olds YF” and -llr” of a neighborhood 
of 0 E R” and (local) C ‘-diffeomorphisms 7t + : W + + “ly’, K - : W - + YV‘, 
where OE W’cWP, and OE W-c&P_, such that n’(O)=y(O) and 
GENERALIZED MELNIKOV FUNCTIONS 353 
on+(O)= P,, Dn-(O)=I- P-. Moreover, ifz(t,p) is the solution of(3.2) 
satisfying the initial condition ~(0, p) = p, we have 
p~^llr~* Iz(t,p)-y(t)1 GKexp{ - Sat>, t30; 
p E VT” = Iz(t, p) - y(t)1 < Kexp{ fst}, t < 0. 
Remarks. (i) -w^” and I^y’ are called “stable” and “unstable” manifolds 
of (3.2), respectively. From Corollary 1 we also get TYtO) ?Y” = BP,, 
T,,,,w” = JfP- . In particular we can also write I= dim YY” + 
dim Y@” - IZ. 
(ii) The maps rc+ and ?I- are not uniquely defined. In fact, if 
1’: W’ ~ W’ are C ‘-diffeomorphisms satisfying A * (0) = 0 and 
DA * (0) = I, then rr * 0 A * satisfies the same conclusions of Corollary 1. Vice 
versa if rrf and rc: are maps with the same range and satisfying the conclu- 
sions of Corollary 1, then 1, * := (7c + )-’ 0 xi are C ‘-diffeomorphisms 
satisfying A’(O)=O, DA’(O)=I, and rrf =rr*oA*. 
Now, fix x+ and xP satisfying the conclusions of Corollary 1. Let 
(j(0)) c T,,,,,%‘-” n T,,,,?P’= BP, n JlrP- be the subspace spanned by 
j(O), and fix a subspace Y cBP, n JI/‘P- such that BP, n NP- = 
.Y@ (j(0)). We recall that BP, nMP_ is the d-dimensional subspace of 
R” consisting of the initial conditions to assign to (3.3) in order to obtain 
solutions which are bounded on R. Let % = W+ n W ~ n 9. For any 
v E Q, let y + (t, v), resp. y - (t, v), denote the solution to 
i = g(z) 
z(0) = n+(v) (resp. n-(v)). 
(3.7) 
From the continuous dependence on the data, it follows that y + (t, v), resp. 
y - (t, v), is C ’ in (t, v) E R + x %, resp. in (t, u) E R _ x @. Moreover, from 
the proof of Lemma 1 we see also that D,y ’ (t, v) are bounded functions 
on R,. Replacing z(t) by y ’ (t, v) in (3.7), taking the derivative with 
respect to v, and evaluating the result at v = 0, we see that D,y ‘(t, 0) 
satisfies 
f (D,y’(t, O))=A(t) &y’(t, 01, 
(3.8) 
D,y’(O,O)=I. 
Hence, for any w  E P’, the function 
w(t, w) = DZY +(t> 0) w, 220 
by-(6 0) w, t<O 
(3.9) 
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is an element of N(L) c CA(R, IZ). For u E %‘, t E R, define 
A(t, u) = 
m(Y+(t, v)), t>O 
WY - (t, u)), t<o 
and remark that, for v E ai, Iv1 sufficiently small, 
IA& +A(t)l yf; P2dx)l Iv% VI-Ml GWv)exP{ - $Wl>, 
s(u) + 0 as /uI -0. 
(3.10) 
Set Ck,,(R, n) := (4 E Cz(R, n) : 4 E CL(R+, n) n Ci(R_, n)} and 
C;,,(R,n) := (4: R+R”:~EC;(R+, n) n Cf(R-, n)}. Given v E @‘, define 
L(u): CL,,(R, n) + C&(R, n) by L(v) x(t) := i(t) - A(t, v) x(t) and observe 
that L(0) extends L to C&(R, n). Moreover, from (3.10) we get 
IL(v)- L(O)1 -+ 0 as IDI + 0. Let * mean transposition. Using the 
arguments given in [13] we can show that #(t)EWL(v) if and only if 
j?z Il/*(s, u) d(s) ds = 0 for any (bounded) solution $(t, V)E CL,,(R, n) of 
the system 
[+A*(t,v)[=O. (3.11), 
We prove now that L(0) is Fredholm with the same index as L. In fact it 
is obvious that, if x(t)EML(O) then x(t)E Ci(R, n), and then ML(O) = 
NL. Moreover, if Ii/(t) E C,!, JR, n) satisfies (3.11), one gets $(t) E 
Ci(R, n). Since the index of L ‘is Z, one obtains 
codim &TL(O) = codim(q5 E C&(R, n):j ‘2 $*(s) d(s) ds = 0 for any 
solution Il/(t)ECA(R,n) to (3.11),}=dirn($(t)~C~(R,n):$(t) 
satisfies (3.11),} = codim .9i’L = d- I. 
Thus L(0) is Fredholm with index I and hence also L(v), for any v E @ 
(eventually shrinking %), owing to (3.10) (see, for example, [4]). We will 
assume that: 
(H3) the system 
i=A(t,v)x (3.12) 
has, for any VE%‘, a d-dimensional space of (bounded) solutions in 
C:,,(R ~1. 
Remark. An important case where (H3) is satisfied occurs when YY” 
and YP’ intersect along a d-dimensional manifold YY through y(O). In fact 
GENERALIZED MELNIKOV FUNCTIONS 355 
in this case T,,,,,W” = iJi?P, A JVP-, because T,(,,W” c &?P, AMP- and 
they have the same dimension. Let 71: T,,,,W -+ W be a (local) 
C’-diffeomorphism such that x(O) = y(O) and D7c(O) =I. If, in the above 
theory, we replace rc * with rc then y + (t, u) = y( t, u) and the corresponding 
system (3.12) has, for any o E a, the d-dimensional space of bounded solu- 
tions D,y(t, o) w, w  E T,,,,W, which correspond to the initial conditions in 
Tn,,,w = Tyco, v) W. The fact that these functions go to.zero exponentially 
fast can be shown as in [14, Proposition 2.31. Finally, in this case 
A(t, U)E Ci(R, n2) and hence all can be done within CL(R, n) and 
Ci(R, n), thus avoiding the construction of Ch,,(R, n) and C&(R, n). 
Assuming (H3), the system (3.1 l), has, for Iv/ sufficiently small, the same 
number (d- I) of independent bounded solutions $( t, u) E Ci,,(R, n) as the 
adjoint variational system 
(+.4*(t)[=O. (3.13) 
Following Palmer’s arguments [ 14, Proposition 2.31 we see that these 
solutions can be supposed to be C’ in u and go to zero exponentially fast 
together with their derivatives, as 1 tl --f + co. Define now 
k(t, u, E) := 
&h(t + T, Y + (t, u), 0) & if t>O 
&h(t+T, y-(4 u), 0) E if t < 0. 
(3.14) 
From the properties of y f (t, u) we see that k( t, u, E) and O2 k( t, u, E) are in 
Cz.,(R, n); moreover k( t, u, E) E 9X(u) if and only if 
s 
+m $*(t,u)D,h(t+z,y+(t,u),O)cdt 
0 
s 
0 
+ ~rr~*(t,u)D~h(t+~,y~(t,o),O)~dt=O (3.15) 
for any bounded solution $(t, u)~Ci,,(R,n) to (3.11)“. Fix a basis 
c ’ in u, for the space of bounded solutions to (3.11)” 
A,? (7, u) = 
s 
drn ~~(t,u)D,h(t+r,y~(t,u),O)dt 
(3.16) 
A,(s, u) = A,? (z, u) - A,: (q u). 
From the properties of t,bi(t, u) it follows that Aj(z, u) are Cl-functions with 
respect to (r, u); these are the Melnikov-type functions we looked for. 
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Before giving the main result of this section, we need the following 
LEMMA 2. Let 9 be a Banach space, 8~ .9 be an open neighborhood of 
0 E 9, L(u), ,u E’ 0, be a C ‘-family of Fredholm operators between Banach 
spaces, L(u): X + Y, such that dim XL(u) is independent of u E 0. Then, tf 
kE C’(& Y) satisfies k(u) E&?L(~), f or any u E 0, there exists a (local) 
Cl-map x(u) defined in a neighborhood of u = 0 such that L(u) x(u) = k(u). 
Proof: Eventually shrinking 0, we can suppose that the index of L(p), 
and hence codim WL(u), is independent of ,u E u. Let SC Y be a fixed 
finite-dimensional subspace such that Y= S@&?L(u), for any p E 0 (1~1 
sufficiently small). Let P(u): Y + Y be a projection such that &?P(u) = 
9L(u) and JlrP(u)= S= JlrP(O), for any ,UE 8; from k(u)E%!L(u) we 
obtain easily 
L(P) x - k(p) = 0 if and only if P(O)[L(u) x-k(u)] = 0. 
Now, let Z be a complement of JlrL(0) in X and write X= Z@ ML(O). Let 
x0 E Z be such that L(0) x0 = k(0). Define $9: Z x u-t 9?P(O) by means of 
99(x, p) = P(O)[L(u) x-k(u)]. We have 9(x0, 0) = 0 and D, %(x0, 0): Z + 
9P(O) is an isomorphism. The conclusion follows from the Implicit 
Function Theorem. 
We are now ready to show the main result of this section: 
THEOREM 4. Let Sz c R” be an open set and suppose that (Hl ), (H2), 
and (H3) hold true. Let I=dim WP, + dim JfP_ -n and assume that 
N > d- I. Zf there exists T E R such that the functions Aj(z, v) defined in 
(3.16) satisfy 
(1) rank[Ai(~,O)li=,,,.,,,-,=d-~, 
(2) there exists E’E U such that 
Aj(z, O)e’=O forany j= 1, . . . . d-1, 
(3) rank[DIAj(~,O)E”, D2Aj(z,O)~O]~=1,...,d-,=d-I; 
then there exist a positive constant o. E R + , a neighborhood V of zero in R’, 
and a Cl-map E: Y x ( -oo, ao) --) U, (,u, a) H e(u, o), such that ~(u, 0) = 0, 
Dze(u, 0) = co, andfor any (u, a) E V x ( -oo, ao) the perturbed system 
2 = g(z) + h(t, z, E(P, G)) 
has a bounded solution y(t, u, o) satisfying also 
SUP IY(G I4 0) - lJ(t - z)l = O(a). 
IER 
(3.17) 
(3.18) 
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Moreover the variational system of (3.17) along y(t, u, a) has an exponential 
dichotomy on both R, and R _ and the corresponding (local) stable and 
unstable mantfolds Y?’ and @” (whose existence is assured by Lemma 1) 
intersect along y(t, u, CJ) in such a way that T,fl” + T,#” =R” for any 
17 E (y( t, u, ct) : t E R}. In particular, if I = 0, the above sum is direct and the 
variational system (now is u = 0) 
i: = C&(y(t, a)) + &h(t, y(t> g), 4o))l i (3.19) 
has an exponential dichotomy on R. 
Proof. Let B c R” be a ball centered at 0 E R” such that {x + y(t) :x E B, 
tER}c Vc Bc52, S?= {x~Ci(R,n):x(t)~B}, and consider the map 
f: ax U-t Cz(R, n) defined by the left member of (3.5). It is easy 
to see that y(t, E) satisfies (3.17) and (3.18) if and only if x(t, E) = 
y(t + 7, E) - y(t) E B satisfies f(x(t, E), E) = 0 and I/x( t, &)/I -+ 0 as E + 0. 
In order to find an implicit solution to f(x, E) = 0 we want to apply 
Theorem 3 to the present situation. First of all let us show that (a) of 
Theorem 3 is satisfied. To this end remark that Lx(t) := D,,f(O, 0) x(t) = 
i(t)-,4(t)x(t) and DJ(O,O)s= -D,h(t+r,y(t),O)&. 
Define Q: Cz(R, n) -+ Cz(R, n) by 
Q(d(t)) :=I!; j:’ $;(t, 0) d(t) dt} ‘b#, O). 
We know that NQ = 92L; hence, using Remark (2) following 
Theorem 3, we only need to show that rank[Q 0 D&O, 0)] = d - 1, that is, 
+03 
rank Il/T(t, 0) W(t + 7, r(t), 0) dt 1 =d-I, -02 j= I...d- I 
and this is the same as rank[d,(r, O)],i=, ,.,d-, = d - I. 
In the same way we see that D,f(O, 0) E’EJZL if and only if 
dj(7, 0) E’ = 0 for any j= 1, . . . . d- I. Then (a) and (b) of Theorem 2 are 
satisfied. We now prove (c, ). Let k( t ,  v, E) be the function defined in (3.14). 
First of all we show the existence of a (local) C’-function fl: % + U, 
v H B(v) such that k( t ,  u, /J(v)) E aL(u). 
Let EWE R” be such that dj(7, 0) si = 6, (the Kronecker symbol). Such a 
set of E’S does exist owing to (1). Let 0: @x Rd-‘-+ Rd-’ be the (local) 
map O(u, (CL~, .. . . a d-1)) := [dj(7, v)(&’ + c;fz: C(,&f,)]j=,,,.d-,. @ is a 
C ‘-map and we have 
O(0, 0) = 0, 
D,O(O, 0) = IR&,. 
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From the Implicit Function Theorem (and shrinking eventually a’) 
we get the existence of a (local) Cl-map 4Y + U, u H b(u) such that 
p(o) = ED and k’(t, v) := k(t, u, /~(u))E~L(u) (which is the same as 
s’z $,?(t, u) k(t, u, /I(u)) dt=O). Now, from Lemma 2 we obtain the 
existence of p(t, u) belonging to Ci,, together with its derivatives with 
respect to U, and satisfying 
At, 0) = A(f, u)p(t, u) + k’(t, 0) (3.20) 
(here P(t, u) := D, p(t, u)). In particular p(t, 0) E Ci(R, n) satisfies Q(t, 0) 
= D,h(t + t, y(t), 0) so and moreover p(t, 0) = 0 if D,h( t + z, y(r), 0) so = 0 
(see the proof of Lemma 2). Taking the derivative of (3.20) with respect to 
t and u and evaluating the result at u = 0, we obtain 
ii(4 0) -4f)D(4 0) - C~*gbw)P(~, 0) + ~2w4~ + 7, Y(f), 0) co1 i)(t) 
=DIDjh(f+T,y(f),O)Eo (3.21) 
and for any w  E .5?, 
where o(t, w) EWL is the function defined in (3.9). Let (w,, . . . . wd- r) be a 
basis for 2. Then it is obvious that { -o(t, w,), . . . . -o(t, wdP,), f(t)} is 
a basis of ML. Moreover 
W(O~ 0) = -D2dYWX 
D,D,f(O,O)&“= -D,Djh(f+z,y(f),O)&” 
hence, using the fact that 
p(f,o)-A(f)~(f,O)=L~(f,O)E9TL, 
$D2p(f,0)w-A(f)D,p(f,O)w=LD,p(f,O)wt92L, 
Hoott) := {D: f(O, O)P(E’) + D, D, f(0, 0) 6’) w(f) 
= - ID* g(y(f))p(f, 0) + D,W(~+ z, r(f), 0) E’} 4th 
for any o(f) E XL, 
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d-l 
= C DIAl(T?o)Eo$i(r~o)~ 
and 
= - c ( -- $:(s, 0) D,h(s + T, y(s), 0) Db(O) wj ds $;(t, 0) 
d-l 
d-l 
= c D,Aj(T, 0) &OW,ll/;(f, 0) 
i=l 
(the last equality follows by taking the derivative with respect to u of the 
identity A;(T, u) p(u) = 0 and evaluating the result at u = 0). From the 
properties of $i(t, 0) it follows then that 
rank[D,Aj(z,O)ao, D2Aj(z,0)so]j=I,...,d~,=d-Z=z=rank[Q~Ho]=d-Z. 
The existence of V c R’, o. > 0, and y( t + r, p, 0) = x( t, p, a) + y(t), for any 
(p, ~)EY x (-co, co), satisfying (3.17) and (3.18) follows then from 
Theorem 3 (see also Remark (1) following it). To conclude the proof we 
only need to show that TP?@“+ T,@“=R” for any FE {y(t, ,n, a):t~R}, 
when 0 # 0. From the definition off, the fact that DIf(x(t, p, a), E(P, a)): 
CL( R, n) + Cz(R, n) is a Fredholm epimorphism of index I for any 
G E ( --go, go), g # 0, reflects on the linear variational system of (3.17) along 
y(t, CL, G), saying that it has an Z-dimensional space of bounded solutions, 
i.e., dim(Tj@“n Tb@“)=I. Moreover, for any d~(~(t, p, a):t~R}, we 
have Z = dim TD@” + dim Tp q” - n and hence 
dim(TP#“n TP@“)=dim T@@““+dim Tp@U-n 
=dim(T$“+ TP@“)+dim(TP@“n Tb@“)-n. 
So, dim(TPfl”+ TE@“) = n and Tt@“+ T5@’ = R”. Moreover, if I= 0, 
then dim( T,#” n T/f?““) = 0, the above sum is direct, and the thesis 
concerning the exponential dichotomy on R of (3.19) follows (see [3, 131). 
Remark. As it was predictable, if I> 0, we cannot conclude that 
the variational system corresponding to (3.1) along y(t, p, g) has an 
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exponential dichotomy on R. Nevertheless, if 1~1 + 10) is sufficiently small 
the above system has an exponential dichotomy on both R + and R ~ and 
T,q” + Tj@” = R” for any jj E {y(t, p, c): t E R}, and this property is a 
kind of “transversality condition” (see, for example, [9]). 
In the case of ODE considered here, we always have a one-dimensional 
manifold A? such that f(x, O)( ,M = 0, i.e., A? = {x”(t) = r(t + a) - 
y(t)laeR} and T,J%‘= (y(t)). Hence, if I=&1 (resp. Z=d) we can 
apply directly Theorem 2 (resp. Remark (2) following it) to obtain: 
h0P0sITI0~ 1. With the notations and basic hypotheses of Theorem 4 
(without (l), (2), and (3)), suppose that, for some z E R, one of the following 
conditions is satisfied: 
(i) I= d, 
(ii) I= d- 1 and A(T, E) :=j’z t++*(t) D,h(t + z, y(t), 0) dt satisfies 
A(z, E’) = 0 and D, A(z, 6’) # 0, $(t) being the unique (up to a multiplicative 
constant) bounded solution to the aa’joint system to (3.3)). 
Then there exist a0 > 0 and a compact neighborhood V of 0 E R’ such that 
for any (p, a) E V x ( - ao, a,) the perturbed system 
i = g(z) + h( t, z, as”) 
has a bounded solution y(t, p, a) satisfying also 
s”PtSR ly(t, p, a) - y(t - z)l = O(a), 
moreover the “transversality condition” Tj YI?’ + T,#” = R” holds for any 
de {y(t, CL, a):teR}. 
Remark. The Aj( r, v)‘s defined in (3.16) can be considered as 
“generalized Melnikov functions” for the n-dimensional case (see also 
[S, p. 1493) when y(t) is a bounded solution to i = g(z). In fact, in 
Section 4, we will show that they reduce to the Melnikov functions given 
by Gruendler [S], when y(t) is a homoclinic orbit and the sum of the 
dimensions of its stable and unstable manifolds is exactly n. 
We conclude this section by giving a simple example. Let z = 
(XI > x2, x3)*, g(z)= (x1(x, - l), x2(2x, - l), x,(1 -2x,))*, that is, the 
unperturbed system reads 
i,=x,(x,-1) 
& =x,(2x, - 1) (3.23) 
i.3=xj(l -2x,). 
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It has two fixed points P, = (0, 0, 0)* and P, = (1, 0, 0)* and a trajectory 
joining them y(t) = (( 1 + et) ~ ‘, 0, O)*. The variational system along y(t) 
reads 
ti=Ui(l -e’)(l +e’)-’ ti, i=l,2,3, a,=~,=--a,=l, (3.24) 
and a fundamental matrix is X(t) = diag(4e’(l + er)-‘, 4e’( I + e’)-2, 
(e-‘/4)(1 + 0’) := (xl(f), x2(t), x3(r)). Then Ixl(r)l, Ix2(t)l -, 0 as I4 --, 
+co, and /xX(t)1 + fco as )tl -+ +co; so, dim w”=dim W”=d=2, and 
I= 2 + 2 - 3 = 1 = d - 1. We claim that, in a neighborhood of y(0) = 
(l/2,0,0)*, we have: YF’= -Iy-” = {(a, 6, 0)* :0 < a < 1 }. Owing to Remark 
following (H3), (H3) will then be satisfied. After simple computations we 
see that the solution y(t, a, b)=(y,(r, a, b), yZ(rr a, b), y3(r, a, b)) to (3.23) 
satisfying ~(0, a, b) = (a, b, 0), is 
yl(t,u, b)=a[u+(l-u)e’]-’ 
y2(r,u, b)=be’[u+(l -u)e’]-* 
YAP, a, b) = 0. 
It is now clear that, if 0~ U-C 1, then Iy(t, a, b)-y(r)1 +O, as ltl -+ +co. 
The conclusion follows from dim -Ilr” = dim YY” = 2. 
It is easily seen that the adjoint system to (3.24) has the unique (up to 
a multiplicative constant) bounded solution e(t) = (0, 0, e’( 1 + e’)-2)*; 
then applying Proposition 1, the conditions on the perturbative term 
h(t, z, E) in order to “continue the heteroclinic orbit” y(t - r) to y(t, cc, a), 
P, c E ( -co, ao), are 
s +m e’( 1 + et))* D,h,(t + z, y(t), 0) so = 0 -co 
s 
+‘% 
e’(1 +e’))2D,D,h,(t+r,y(t),0)~o#0. 
-02 
If EER, owing to DZs(pL, 0) = so, we may replace g with E and so with 1. 
The above conditions read 
s +me’(l+e’)~2D3h3(r+~,y(r)r0)=0 -cc 
i +m e’(l +e’)-2D,D,h,(r+r, y(r), O)#O -co 
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to get, for E sufficiently small, infinitely many bounded solutions y(t, p, E) 
to 
i’1 =x,(x, - 1) + h,(t, z, 6) 
i.2 =x,(2x, - 1) + h*(f, z, E) 
ix = x3( 1 - 2x,) + h3(t, z, E), 
where z=(x1,x2,x3)* and h,(t,z,O)=O for any i= 1,2, 3. 
4. CONCLUDING REMARKS 
In this section we will give some further specializations of Theorem 4, 
mainly when h(t, z, E) satisfies additional hypotheses. It is known that, if 
r(t) is a bounded solution of (3.2) joining two hyperbolic fixed points zi 
and z2 (in this case y(t) is said to be a heteroclinic orbit), the variational 
system of (3.2) along y(t) has, owing to the roughness property of the 
exponential dichotomy (see [3]), an exponential dichotomy on both R, 
and R_. Furthermore the application of Theorem 3 (or else some previous 
results, see [3, 133) to the fixed points y,(t) :=zi, i= 1,2, gives the exist- 
ence of unique bounded solutions yi(t, E), i= 1,2, (~1 < 1, of the perturbed 
system (3.1). Moreover, ifh(t+ T,z,s)=h(t,z,s) for any PER, then yi(t,&) 
are T-periodic. Using the same arguments as in [13], integral manifold 
theory [7, 121, and our Theorem 4 we can then state the following 
COROLLARY 2. Consider the system 
i = g(z) + h(t, z, E), z E R”, E E RN, (4.11, 
h( t, z, E) being a T-periodic function in t. Assume that (H 1) holds and (4.1 )O 
has two hyperbolic fixed points z, and z2, Then, for E E RN, 1~1 suf~c~ently 
small, there are T-periodic solutions z, (t, E ) such that 
SUP IZi(t, &)--;I =0(E), i= 1,2. (4.2) 
IER 
Moreover, let ni (resp. mt) be the number of positive (resp. negative) eigen- 
values (counted with multiplicities) of Dg(zi), i= 1,2, and let y(t) be a 
heteroclinic orbit of (4.1), such that y(t) + zi, as t -+ (- l)i co. Then (H2) 
holds. Furthermore, if Z = n, + m, - n 2 0 and the hypotheses of Theorem 4, 
or Proposition 1, hold, there exists a0 > 0 such that for any (u, o) E R’ x R 
with 1~1 + lo1 < a0 there is a bounded solution z(t, p, 0) of (4.1),,,,,, such that 
SUPb(f, I4 a)-Y(t-r)l=O(~) 
1FR 
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and 
146 P, 0) -z,(f, 4I1, alli + 0 as t+(-1)‘CC. 
Finally, we are giving an alternative way, suggested by a paper of 
Gruendler [S], to write the Melnikov-type functions di(r, u) defined in 
(3.16). To do this we will show how to construct the bounded solutions to 
the adjoint system (3.11) if a suitable fundamental matrix for 
P = A(t, u) x (4.3) 
is known (for the definition of A(& u) see Section 3). 
Using the same arguments given in [ 111 (see also [ 5]), and bearing in 
mind the hypothesis (H3), one can show the existence of a “special” 
fundamental matrix for (4.3): X(t, u) = [y,(t, v), . . . . ~,,(t, u)] such that the 
following scheme holds (where, for example, “behaviour at --co” of the 
form tk/exp{Aif} uj means that yi(t, u) tpkI exp( -3,t) + ui as t -+ -CD): 
behaviour at +a, behaviour at --a, 
Yj('> u, tk”lll expjL,,,~l q,), Re Jo,,, > 0 tk~exp{A,t}u,,ReA,>O 1 <j<n,-d 
y,(f, u) fk”~~lexPjL,,,tl u,(,), Re ~n,,~ < 0 tkJexp{i.,r}u,,ReA.,>O n,-d<j<n, 
Y,(C 0) fko~ilex~{4,,,,t} q,), Re A,,,, 10 tk~exp{%,t}u,,Re~,<O n,<j<n,-d+m, 
Y,(S 0) tk”f~l ev{~,,,,~~ hl,), Re A,,,, > 0 tklexp{%,t} u,, ReI,<O n,-d+m,cj<n 
From the preceding diagram we see that the “6’ solutions yi(t, u) corre- 
sponding to the second row are bounded at both +co and -co; on the 
contrary the d - I solutions corresponding to the last row are unbounded 
at both +CC and -co. Now a fundamental matrix for the adjoint system 
i= --A*(t,u)x (4.4) 
is Y(t, a)= [X*(t, u)]~‘, that is, 
where 
Yjk(f, u) = (- 1 Ji+& detCy,(t, u), . . . . jk(f, u), e,, . . . . y,,(t, u)] 
(here vk(r, u) means that yk( t, u) has to be cancelled). The construction of 
the Melnikov-type functions di(t, u) will follow from the knowledge of a 
364 BATTELLI AND LAZZARI 
set of d-Z independent bounded solutions tij(t, V) to (4.4). To construct 
such a set of bounded solutions tij( t, u), observe that, if n, + m2 - d Q j < n, 
the jth column of Y(t, u) is bounded, and then we can take 
tikj(t, u) = exp { -ji trace[A(s, o)] ds} 
X detCy,(t, U), . . . . Yj(t, U), ek, . . . . Y,(C u)l, 
ti,k u) = [+k,(l> u)l, sk<n. 
Hence one obtains, for d.k (7, u) = Af (t, u) ek, 
i, 
f 
xexp - trace[A(s, u)] ds 
0 
A,: (z, u) E = 
J 
--OD det[y,(t, u), . . . > y^,(4 u), D,h(t + 79 Y-(4 uh 0) E, . . . . Y”(f, VII 
0 
i J 
f 
xexp - trace[A(s, v)] ds 
0 
These functions are exactly the same as obtained in [S], where only the 
case of a homoclinic orbit was considered. Here we have just seen that the 
same formulae hold even if y(t) is a heteroclinic orbit joining two hyper- 
bolic fixed points, provided that n, + m, -n B 0. More generally the same 
formulae hold true even in the case of a bounded solution to (3.2) satis- 
fying the hypotheses of Theorem 4 (or Proposition 1). 
We conclude the paper with an example. Consider the Lienard equation 
with small forcing term, 
i + p(x) i + q(x) = &f(t), (4.5), 
and write q’(x) :=Dq(x). Assume that 
0) dx)EC*(R, 1) is odd, q(x)l~o,.~>O, q(O)=q(T)=O, and 
q’(O) > 0 > q’( n 
(ii) p(x)~Cl(R, 1) satisfies ~(x)lr-~, r,>O, 
(iii) f(t)~Ci(R, 1). 
Let P(x) = lGp(u) d U, . f rom (ii) it follows that P(x) is an increasing function 
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in C-T, T], and P(0) = 0. Set y =i + P(x) and we obtain the system 
(equivalent to (4.5),) 
ii-y-P(x) 
I;= -q(x)+&f(t). 
(4.6 ), 
The unperturbed system (4.6)0 has the equilibria 0 = (0,O) and A = 
(T, P(T)). The Jacobian of (4:6)0 evaluated at (0,O) has two eigenvalues 
with negative real parts owing to (i) and (ii). On the contrary the Jacobian 
evaluated at (T, P(T)) has the eigenvalues 1, = $( (p’( T) - 4q’( T))“’ - 
p(T)) and ,I, = - i((p2(T) - 4q’(,T))‘/” + p( T)) with corresponding 
eigenvectors v, = ( - 2, -p(T) - (p”(T) - 4q’( T))‘/‘)*, us = ( - 2, -p(T) + 
(p’(T) - W(T))1’2)*, respectively. The energy of the system gives the 
Lyapunov function 
Obviously V(x, y) > 0 in S := ((x, y) E R2: - T < x < T), the equality 
holding in (0,O). Moreover 
ex, Y) = - P(X)(Y - P(x))’ 6 0 in S, 
the equality being fulfilled in M= {(x, y) E S:y = P(x)}. Observe that the 
maximal invariant subset in M is (0, 0) (see (i)). Let !&, = ((x, y) E S: 
V(X,~)<Q(T)}={(X,~)ES:-T~<x<Tand P(x)-(2(Q(T)-Q(x)))‘/*< 
Y < P(x) + @(Q(T) - Q(x,))“‘>~ It is easy to see that the slope of the 
curves P(x) + (2(Q(T) - Q(x)))“’ at the point (T, P(T)) is p(T) T 
Is’(T)I . I’* Moreover from p(T) > 0 we get also 
P(T)-I~‘(T)I”~<~((P~~~)-~~‘(T))“~+P(T))<P~T)+ /q’(T)l”2; 
hence v, points inward a,,. From T,-W‘; = span{v,} we get the existence 
of (x0, yO) E R, n W-;. Owing to the La Salle extension of the Lyapunov 
theorem [6], the solution y(t) starting from (x0, y”) goes to (0,O) as 
t+ +cc and, obviously, to A = (T, P(T)) as t + --CD. y(t) is then a 
heteroclinic orbit joining A = (T, P(T)) with 0 = (0,O). Hence, for the 
dimensions of stable and unstable manifolds of the variational system along 
y(t), we have dim W” = 2, dim W” = 1. A fundamental matrix for this 
variational system is X(t)= [y(t), y(t)]. Since I?(t)1 +O as ItI + +co, we 
get 17(t)\ + +co as t-+ --co. Then d= 1, 1=2+ 1 -2= 1, and d--1=0. 
Proposition 1 (or Corollary 2 iff(t) is T-periodic) gives the existence of a 
bounded solution y(l, ,u, E) to Eq. (4.6),, for any p E R sufficiently small, 
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which is “close” to y(t), t E R, for any small forcing term cf( t). Remark that 
the equation of the damped pendulum 2 + 2~5 + sin x = &f(t) is a particular 
case of (4.5),. 
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