Handelsman and Lew [3] had shown that for a large class of kernels K and functions f In [11] we proved that for a certain class of kernels K, the remainder E can be given as E = x~K(xt, p) R(np\t) dt, (1.5) where K(t, p) is the inverse Mellin transform of M\_K, s + p] r(s)/r(s + p) and Rn{t) is the nth remainder in the asymptotic expansion off(t) near the origin. In the present paper we apply the Mellin transform technique to obtain explicit expression for the remainder in the asymptotic expansion of the finite Hankel transform. Although we consider a specific kernel, K(t) = t ~v Jv (t), the technique developed here is quite general and can be applied to other kernels such as the Bessel function Yv(t) and the Airy function At( -t). For finite integral transforms with such kernels, the Handelsman-Lew technique [1, Chapter 4 ] cannot be applied without modification because, in general, M\K, s] M[f 1 -s] in (1.2) does not approach zero as | Im s | -> oo in a strip wide enough to the right of the line Re s = c. In this paper we show that by first separating the terms which tend to zero slowly near the line Re s = c, we can shift the line of integration in (1.2) to the right. The terms that we separate provide the contribution to the asymptotic approximation from the right endpoint of the interval of integration. The remainder is given by (1.4) . For the computation of realistic error bounds, we need to express the remainder E in as simple a form as we possibly can. In [11] , this was achieved by using simple integration by parts to express
For the Hankel transform, we use the differential operator t~l d/dt to integrate by parts. In general, the differential operator is suggested by the form of the Mellin transform of the kernel. Although the asymptotic expansion of the Hankel transform is usually discussed with Jv(t) as the transform kernel (see for example [12] and [16] ), we use the kernel Jv(t)/tv because its Mellin transform has a very simple structure, (1'6) Since the parameter v appears only in the demoninator, it is easy to see how we can modify the basic technique in [11] The error terms in the asymptotic approximation of the finite Hankel transform can also be obtained by other techniques such as that used by Olver [7] and Wong [16] , A completely different approach is used by Soni and Soni [12] , However, as mentioned earlier, our objective is to show that the basic Mellin transform technique can be modified to obtain explicit expressions for the remainder when the Mellin transform of the kernel is known and /M~ I amn (log 0"» t -> 0 +,
where Re am f oo as m -> oo and {n : amn / 0} is finite for each m. As in [11] , we assume for the sake of simplicity that the logarithmic singularities of / are only of the first degree. Logarithmic singularities of higher integral order can be treated similarly.
2. Notation and Basic Assumptions. Let a > 0. We assume that f(t) is a real or complex-valued function, absolutely integrable in (0, a) and f(t) = 0 for t > a. For K(t) = Jv(t)/tv, (1.1) reduces to
In the rest of the paper we assume that F(x) is defined by (2.1). Since Jv(f)/tv is continuously differentiable in [0, oo), F(x) also is continuously differentiable. Following the notation used in [11] whenever the above integral converges. As is usual, s] also denotes the function which is an analytic continuation of the function element defined by (2.5) in the complex s-plane.
As in [12] , Q) is the differential operator defined by 2 = = r1 J, 2n = 9 9n-\ (2.6)
The function ijt is the logarithmic derivative of the gamma function and (a)" is Pochhammer's symbol, (a)" = T(a + n)/V(a).
3. Statement of results. 
continuous in (0, oo) except perhaps at t = a where it may have a jump discontinuity. In Sec. 5 we shall show that the remainder £(x) in the asymptotic approximation of F(x) as given by (3.2) is of a lower order as x -► oo than the order of the larger of the two terms, x-v-P-i/2 an(j x-a"-i-i jQg x por tjje numerjca] computation of error bounds, it is more convenient to write
For fixed v, p, and a, E2 depends only on the behavior of/ near the origin and can be given precisely. As a -* oo, E2 (x, v, p) -> 0 and we have the following: Theorem 2. Iff(t) satisfies (2.2H2.4) and (ii) /<*>« =/?>,(
where 0t{y, at) is defined by (3.3) and E(x) by (3.4). For at = v + fc + A-1, fc = 0, 1,n and bk = 0, k = 0, 1, ...,« -1 (see (2.3) and (2.4)), the above theorem is due to Wong [16] . The condition Q3 in [16] needs strengthen-ing. (Compare (2.2) in [16] with (3.9) above.) For a discussion of this, see [17, p. 409] and [12] . Also, (3.1) above is weaker than the corresponding condition (3.5) in [16] . We must mention here that Theorem 1 holds without the conditions (3.1). This condition is required only for the convergence of the integral (3.4) defining E(x). We can write E in terms of Et and E2. For fixed x and p, £x is an entire function of v and E2 is analytic in the half v-plane Re v > Re a"_ x -p -Furthermore, using integration by parts in (3.8) we can show that E2 can be continued analytically into the whole complex v-plane and has no singularities there. Thus, by analytic continuation, the expansion (3.2) is valid for every complex v. In Theorem 2, we can remove the condition (3.1) provided that we impose some additional restriction on f If the integrals in the condition (iii) converge uniformly with respect to v on compact sets in the v-plane, in particular if f~v_1/2/(t), 1/2/(p,(t) and t~v~3/2/(p_1)(t) are absolutely integrable in (1, oo), then we can show that by analytic continuation, (3.10) holds for all complex v. where 0i(y, ak) is defined by (3.3) .
By the condition (3.1) on p and the fact that Rean_j < Re a", we can choose a positive number d which satisfies
Re a"_! + 1 < d < min(a" + 1, v + p + 3/2). In consequence of the condition (ii), the inner integral in I2 converges absolutely in Re s < Re a" +1. Therefore, the integrand has no singularity in the strip 0 < Re s < Re a" + 1 and we can replace the contour C by the straight line Re s = c in this case also. By [15, In the case of /3, we cannot replace the contour C by the straight line Re s = c as we did for the integrals considered above. However, in consequence of (4.3) By (4.19), (4.21), and (4.22), we obtain I which represents the contour integral in (4.9). Since I2 = Ex and /3 = E2, we obtain the expansion (3.2).
Proof of Theorem 2. Let a -* oo in (3.2). We observe that for k = 0,1, ..., p, S>kir2v~1fit))t2v+2k+1 = lClktk-rk-'\t).
(4.25)
Therefore, by the condition (iv), for k = 0,1,..., p -1, a*+k + iJv + k+1 (ax)(®kt" 2*" =a -0. (4.26) By the condition (3.1), E2->0 and finally, by (4.25) and the conditions (iii), (iv) and (3.1), Ei -> E. Thus we obtain (3.10).
5. Order of the remainder. We will prove that the asymptotic behavior of F(x) as x -> oo, can be obtained from (3.2) without any restriction on v provided that E(x) denotes the function obtained from (3.4) by analytic continuation in the complex v-plane. To show that E(x) is indeed defined in the whole complex v-plane, consider the integrals t" rv"p jv+p (xt) to integrate G by parts / times we obtain ' xa 1
This provides the analytic continuation of G into the half plane Re v > Re a -p -I -5. Since I is arbitrary, G can be continued analytically into the whole complex v-plane. Furthermore, if we choose I so that the integral on the right in (5.4) converges absolutely, we conclude that for any fixed v, a, and p,
We use the same technique to show that H can be continued analytically into the whole complex v-plane and for any fixed v, a, and p, H(x, v) = 0(x~312 log x), x -> 00. + 0\
x-v-p-3/2 t-l j^l dt^x_> 00)
1/x where g(t) = tv + p+1/2 0'(r-2v_1 R"(r)). By (5.11), gf(t) = O^"-'-""1'2) as f -» 0 + . Therefore, g(t) is absolutely integrable in (0, a) and we can apply the Riemann-Lebesque lemma to the first integral in (5.15). The order of the second integral as x -► oo is given by By (5.7), E2 is of a lower order than Ex as x -> oo. Therefore, the order of the remainder E in (3.2) is determined by that of E t in (5.18). If Re oe" _ t < Re v + p -1/2 < Re a", £ is of a lower order than the order of the last term in each one of the finite sums in (3.2) but in general, some of the terms in the finite sums may be of a lower order than the order of E. For example, if for a fixed v, positive integers n and p are chosen so that Re v + p -1/2 < Re a"_1; some of the terms in the first sum will, in general, be of a lower order than the order of E. In such a case, the asymptotic approximation of F(x) must include only those terms in (3.2) which are of a higher order than the order of E and the remainder should include E and the remaining terms.
In Theorem 2, we can write
where h = (xt)~v_p Jv+P(xt) S>'(r2v-1 f{t)) t2v+2"+1 dt (5.20) and a is some fixed number which satisfies 0 < a < oo. If we assume that the integrals in the condition (iii) converge absolutely as N -> oo, then by referring to (4.25) and the condition (iv), the integral /6 converges absolutely and, by [15, p. 199 ] and the Riemann-Lebesque lemma, /6 = o(x~y~p~1/2), x -► oo. Therefore, the behavior of E is again given by that of Ex in (5.18). This integral has been studied and tabulated for various values of x, A, and v (for example, see [2, 5, 15] ). Tables for large values of x when v = A = 0 have also been given by Schmidt [9] . By a change of variable,
We use (3.2) with a = 1 ,/(u) = ux + \ / and v real, a0 = A + v, a0 = 1, andfr0 = 0-«i can be taken as large as we want. Referring to (2.6),
Q>\u~2"'^ u* + v) = (-l)k2k(]~ + ^ v -^ A j m*-"-2*-1.
\2 2 2 Jk
If p + 1/2 < A and n = 1, the condition (3.1) is not satisfied. In this case we can take n = 0 so that/"_i(t) defined by (2.3) as well as the first sum in (3.2) contains no terms. Thus, by
We should mention here that the expansion (3.2) is valid even if we take n-1. But since the condition (3.1) is not satisfied, we must use (3.6) with the understanding that E2(x, v, p) cannot be expressed as the integral (3.8). If p + 1/2 > X and rt = 1, the condition (3.1) is satisfied; Rj(t) = 0 for 0 < t < 1 and we obtain 0(*) = 2**-rQ + iv + ^)/rQ + iv-+ X 2k* k 1(| + |V_^)Jv + *+l(X) The expansions (6.2) and (6.3) can also be obtained by using repeated integration by parts.
This technique is used in [9] and [10] , Example 2. Let E(a, X) = J e"'txJ0(xt) dt. (6.6) Integrals of this type appear in the study of currents in an aerial parallel to the earth and in certain problems in acoustics [4; 6] , Expansions for E(ni, 0) and E(ni, 1) for large x are given by Pidduck [8] . We consider E(a, 1) where a is any given complex number. Let f(t) = teM and n = p = 3. The condition (3.1) is satisfied, To obtain an upper bound for |P"(x)|, we use (5.3) and the fact that | Jm (y) | < 1 for 0 < y < oo, m = 0, 1, When n = 1, 3, we use integration by parts and when n > 4, we use the mean value theorem and then (5.3). Thus for n = 1, | Pn(x) \ < 4/x and for n > 3, | P"W| < 2/x; consequently, |£j| <2|a|3e|a|/x4 (6.12)
Finally we give an example to emphasize that the computation of good uniform error bounds may not be easy even when such bounds exist. It is known that g(x, oo) = (x2 + a2)-1 [15, p. 410] . Therefore, if we terminate the expansion (6.14) after a finite number of terms, we can estimate the error directly. Since, g(x, 1) = g(x, oo) -f tK0(at)J0(xt) dt, (6.16) the corresponding error estimate in the asymptotic approximation of g(x, 1) can be obtained readily from (6.16) by using integration by parts. On the other hand, even for small values of k, 3>k(t~1 Rn(t)) becomes quite complicated and it is difficult to obtain any reasonable estimates for the error without the aid of a computer.
