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In this paper we consider an alternative formulation of a class of stochastic wave and master
equations with scalar noise that are used in quantum optics for modelling open systems and con-
tinuously monitored systems. The reformulation is obtained by applying J.M.C. Clark’s pathwise
reformulation technique from the theory of classical nonlinear filtering. The pathwise versions of the
stochastic wave and master equations are defined for all driving paths and depend continuously on
them. In the case of white noise equations, we derive analogs of Clark’s robust approximations. The
results in this paper may be useful for implementing filters for the continuous monitoring and mea-
surement feedback control of quantum systems, and for developing new types of numerical methods
for unravelling master equations. The main ideas are illustrated by an example.
PACS numbers: 42.50.Lc, 03.65.Ta, 02.30.Hq
I. INTRODUCTION
In quantum optics stochastic wave and master equa-
tions arise in the study of open systems and continu-
ous measurement, see, e.g. [1], [2], [3], [4], [5], and the
many references cited in these works. These equations
are driven by stochastic inputs, typically white noise
(Wiener process), representing photocurrent, or Poisson
jumps, representing photon counts, and involve stochas-
tic integrals—they are stochastic differential equations
(SDEs), [6], [7]. These SDEs can be solved or approxi-
mated numerically either for use in simulating open sys-
tem dynamics, or for updating conditional states (the
topic of numerical approximation of SDEs is well docu-
mented [8], [6, Chapter 10]). However, it is important to
keep in mind that these are idealized models (e.g. the
Wiener process is highly irregular, in fact nowhere dif-
ferentiable with probability one), and the models may be
used in conjunction with real data. Hence it is of interest
to consider the robustness of stochastic wave and master
equations from a practical point of view.
Statistical robustness was considered in 1978 by
J.M.C. Clark [9] in the context of classical nonlinear fil-
tering. The theory of nonlinear filtering is an important
and well documented part of the systems and control,
communications, signal processing and probability and
statistics literature. It is well known (see, e.g. [10, 11])
that the solution to the nonlinear filtering problem, say
for a diffusion state process observed in white noise, is
given in terms of the conditional distribution which solves
a measure-valued stochastic differential equation (analo-
gous to the stochastic mater equation). The correspond-
ing equations for the conditional density is a stochas-
tic partial differential equation. Clark drew attention
to the disadvantages of stochastic integral representa-
tions of nonlinear filters from a practical point of view.
These disadvantages concerned lack of statistical robust-
ness and the inability to cope with the range of measure-
ment data (driving process) that can arise in practice.
Clark addressed these issues by providing a reformula-
tion of the nonlinear filtering equations that does not
involve stochastic integrals. Clark’s so-called pathwise
solution defines a version of the conditional distribution
(or density) that is defined for all possible measurement
data and is a continuous function of the measurement
data, thereby providing important robustness qualities.
Clark also provided numerical approximations to the re-
formulated nonlinear filters which inherit the robustness
characteristics. For further details, see [9, 12], and re-
lated matters [13].
In this paper we give reformulations of the stochas-
tic wave and master equations with scalar noise that do
not involve stochastic integrals, analogous to the clas-
sical pathwise versions of nonlinear filters proposed by
Clark. The reformulated equations are ordinary differ-
ential equations where the driving process enters as a
parameter—not via a stochastic integral. This reformu-
lation may be useful for implementing filters for the con-
tinuous monitoring and measurement feedback control
of quantum systems, and for developing new types of nu-
merical methods for “unravelling” master equations.
The paper is organized as follows. In Section II we
describe the stochastic wave and master equations to be
considered, and provide some motivation and background
information. Then in Section III, the pathwise solution
and robust approximation for quantum diffusion case are
presented, and we give an example to illustrate the solu-
tion in the context of an imperfectly observed two-level
atom continuously monitored by homodyne photodetec-
tion. Section IV contains the formulation for quantum
jump case with some brief comments. Some calculations
and the proof of a continuity result are provided in the
Appendices. Some of the results in this paper were an-
nounced in the conference paper [14].
2II. STOCHASTIC WAVE AND MASTER
EQUATIONS
A. Background
We recall (see, e.g. [15, Chapter 2], [16]) that an
isolated quantum system is described by a (pure) state
|ψ〉 ∈ H (Dirac bra-ket notation), where H is a com-
plex Hilbert space, with time evolution governed by the
Schrodinger equation
i~
∂
∂t
|ψt〉 = H |ψt〉 (1)
where ~ = h/2pi and h is Planck’s constant, and H is a
Hamiltonian operator. In what follows we use units such
that ~ = 1.
However, when a quantum system is interacting with
an external environment, the interactions must be taken
into account. In the open systems literature (see, e.g. [1,
Chapter 5.4], [17, Chapter 6]), the Schrodinger equation
(1) is replaced by a master equation, which takes the
form
ρ˙ = −i[H, ρ] +D[L]ρ; (2)
here ρ is the density operator and the superoperator D
is defined for any operator c by
D[c]ρ = cρc† − 1
2
c†cρ− 1
2
ρc†c.
The system operator L is used in the modelling of the
interaction. Note that when L = 0 and ρ = |ψ〉〈ψ|, the
master equation (2) reduces to the Schrodinger equation
(1).
A common method for solving the master equation (2)
(via “unravelling”) is to first solve a stochastic wave equa-
tion and then to average. For instance, one could solve
the linear equation
d|ψ˜〉+K|ψ˜〉dt = L|ψ˜〉dy (3)
for an unnormalized state |ψ˜〉, where
K = iH +
1
2
L†L, (4)
and y(t) is a Wiener process, and then average
ρ(t) = E[|ψ(t)〉〈ψ(t)|],
where
|ψ(t)〉 = |ψ˜(t)〉√
〈ψ˜(t)|ψ˜(t)〉
.
Such a procedure is computationally advantageous since
the wave function contains fewer components than the
density operator.
Stochastic wave equations of the form (3) and related
stochastic master equations also arise when quantum sys-
tems are continuously monitored [1, Chapter 11], [5]. To
motivate this, we recall that an ideal measurement of the
system is characterized by a self-adjoint operatorA onH.
In the simple case that A has a discrete non-degenerate
spectrum {ai} ⊂ R, the possible outcomes of a measure-
ment are the eigenvalues ai. The outcome is random,
where ai occurs with probability
pi = |〈ai|ψ〉|2
when in state |ψ〉 (assumed normalized: |ψ|2 =
tr[|ψ〉〈ψ|] = 1 ). Here, |ai〉 denotes the orthonormal
eigenvector of A corresponding to the eigenvalue ai. Af-
ter the measurement, there is a collapse of the state to a
new state
|ψ′i〉 = |ai〉〈ai|ψ〉/
√
pi. (5)
The state |ψ′i〉 is the conditional state given the mea-
surement outcome ai. Consequently, when a quantum
system is measured, the deterministic evolution given by
the Schrodinger equation (1) must be augmented by a
stochastic transition, e.g. (5). The continuous measure-
ment of quantum systems can be regarded in terms of
a sequence of measurements of infinitesimal strength (in
contrast to the possibly large jump in (5)) which accumu-
late in the limit to provide the conditional information
and the evolution of conditional states as in (3) and re-
lated stochastic master equations (see below), [18], [1,
Chapter 11].
In this paper we consider two kinds of stochastic mas-
ter equation corresponding to the two standard types of
stochastic integrator with independent increments: the
standard Brownian motion (diffusion case) and the stan-
dard Poisson type (jump case).
B. Quantum Diffusion
We consider a stochastic master equation (SME)
dρt = [LρtL
† −Kρt − ρtK†]dt
+
1
κ
[
Lρt + ρtL
† − ρtMρt
]
dνt. (6)
In (6), the operator K is defined by (4). In the case of
continuous measurements, the parameter κ ≥ 1 is related
to a measurement efficiency parameter 0 < η ≤ 1 via κ =
1/
√
η corresponding to imperfect or noisy measurement;
here perfect measurement corresponds to η = 1.
The SME (6) is driven by real valued white noise ν˙t,
represented in (6) by an Ito-sense stochastic integral with
respect to a standard Brownian motion (Wiener process)
νt, sometimes called an innovations process. This process
is related to a real valued process yt, which we call the
measurement process, by
dyt =Mρtdt+ κdνt, (7)
3where Mρ=〈L+ L†〉ρ = tr{(L+ L†)ρ}.
If ρ¯t denotes the expected value of ρt, then ρ¯t solves
the master equation (2). Note that in the case L = 0
(no measurement or interaction) and initial pure state
ρ0 = |ψ0〉〈ψ0|, the state is pure for all t, ρt = |ψt〉〈ψt|,
and (6) reduces to the Schrodinger equation for |ψt〉 (1).
The SME (6) is nonlinear in ρt (due to the term
ρtMρt), and the solution ρt of (6) is normalized for all t:
trρt = 1. We find it convenient to work with an unnor-
malized version ρ˜t, defined by
ρ˜t = Λtρt
where
Λt = exp
{
1
κ2
[∫ t
0
Mρsdys −
1
2
∫ t
0
(
Mρs
)2
ds
]}
. (8)
It can be checked using Ito’s rule (see, e.g. [10, Chapters
12 and 18], [11, Chapters 6 and 7]) that ρ˜t solves the
following linear stochastic equation:
dρ˜t = [Lρ˜tL
†−Kρ˜t−ρ˜tK†]dt+ 1
κ2
[
Lρ˜t + ρ˜tL
†] dyt. (9)
Note that this unnormalized SME is simpler and in bilin-
ear stochastic form driven by the measurement process
dyt. The unnormalized density operator ρ˜t can be nor-
malized by simply dividing by its trace (Λt = tr(ρ˜t)).
Equation (9) is analogous to the Duncan-Mortensen-
Zakai equation of nonlinear filtering ([10, Chapter 18],
[11, Chapter 7]), and is also known in the quantum
physics literature ([19, Section 4], [20, Section 4.2.2]).
Note that in the case κ = 1 and initial pure states,
the unnormalized SME (9) reduces to the unnormal-
ized stochastic Schrodinger equation (3); see [20, Section
4.2.1], [1, Chapter 11].
C. Quantum Jumps
Another type of continuous measurement is described
by the counting observation which give rise to a jump
stochastic master equation
dρt =
[−Gρt − ρtG† + (1− η)λJρt + ηλρttr(Jρt)]dt
+
[ Jρt
tr(Jρt) − ρt
]
dNt. (10)
The operator G is defined by
G =
λ
2
C†C + iE (11)
where C is some Schrodinger picture system operator, E
is energy operator related to system Hamiltonian by H =
E + iλ
2
(C − C†), λ > 0 is related to the intensity of the
standard Poisson process and Jρt = CρtC† is defined as
the jump superoperator. The SME (10) is driven by the
counting observation process dNt which is a real random
variable satisfying
E[dNt] = ηλ tr(Jρt) dt
dN2t = dNt
(12)
The observation process dNt only gives the value of either
zero or one (corresponding to the counting increment),
and is the representation of the standard Poisson process
with intensity ηλtr(Jρt) dt. Here we assume that the
observation process has efficiency 0 < η ≤ 1 as the rep-
resentation of imperfect or erroneous counting process.
The SME (10) together with (12) simply tell us the
behavior of quantum jump that in the increment of time
dt the system jumps via superoperator J with prob-
ability Pj = E[dNt] or smoothly evolves via the first
bracket term of RHS of (10) with probability Ps = 1−Pj .
Note that the average or expectation value of ρt in (10)
obeys master equation (2) by considering the operator
L = λ1/2(C − I).
One can check for perfect counting process (η = 1)
and initial pure states that the jump SME (10) reduces
to the normalized jump stochastic Schrodinger equation
(see e.g. [4, 20, 21])
d|ψt〉 =
[
λ
2
(|Cψt|2 − C†C)− iE
]
|ψt〉 dt
+
[
C
|Cψt| − I
]
|ψt〉 dNt
(13)
The jump SME (10) and (13) are normalized but non-
linear so again we work with unnormalized version ρ˜t,
defined by
ρ˜t = Λtρt
where
Λt = 1 +
∫ t
0
∆str(Jρs − ρs) [dNs − ηλ ds] . (14)
And by Ito’s rule for jump process, the unnormalized ρ˜t
solves the following linear stochastic jump equation
dρ˜t = [−Gρ˜t − ρ˜tG† + (1 − η)λJρ˜t + ηλρ˜t]dt
+ [Jρ˜t − ρ˜t] dNt. (15)
We see that the unnormalized jump SME (15) re-
duces to an unnormalized and linear jump stochastic
Schrodinger equation
d|ψ˜t〉 =
[
λ
2
(I − C†C)− iE] |ψ˜t〉 dt+ [C − I] |ψ˜t〉 dNt
(16)
for the case of perfect measurement and pure initial
states.
4III. DIFFUSION CASE
A. Pathwise Solution
We follow Clark’s approach [9] to obtain a pathwise
solution to the SME (6). Let
At = exp
{
− L
κ2
yt +
L2
2κ2
t
}
. (17)
Let ρ˜t be a solution of the unnormalized stochastic mas-
ter equation (9), and define an unnormalized state rt by
rt = Atρ˜tA
†
t . (18)
Then, as shown in Appendix A, rt solves the pathwise
master equation
r˙t = LrtL
†[1− 1/κ2]−AtKA−1t rt − rt(A†t )−1K†A†t .
(19)
Conversely, solutions ρt, ρ˜t to the stochastic master equa-
tions (6), (9) can be obtained from a solution rt to (19)
via the formulas
ρ˜t = A
−1
t rt(A
†
t )
−1, ρt =
A−1t rt(A
†
t )
−1
tr[A−1t rt(A
†
t )
−1]
. (20)
This result is analogous to the classical result for non-
linear filtering [9, Theorems 4 and 6]. It is important
to note that the pathwise equation (19) does not involve
stochastic integrals; the measurement path enters as a
parameter in an ordinary equation. In particular, the
versions of the solutions to the stochastic master equa-
tions (6), (9) defined by (19), (20) are defined for all con-
tinuous observations paths, not just for a set of paths of
full Wiener measure as is the case for solutions obtained
directly due to the stochastic integrals in (6), (9).
We next make explicit the continuous dependence on
the measurement paths. We make use of the supremum
norm
‖ f ‖T= sup
0≤t≤T
|ft|
for a continuous vector or matrix valued function, and | · |
denotes the appropriate Euclidean norm.
Let H be finite dimensional. Then, as shown in Ap-
pendix B, solutions ρ˜t, ρt to the stochastic master equa-
tions (9), (6) defined by (20) are locally Lipschitz continu-
ous functions of the observation trajectories. This means
that if y1t and y
2
t are two continuous observation trajec-
tories on [0, T ], with corresponding solutions ρ˜1t , ρ
1
t and
ρ˜2t , ρ
2
t , respectively, then there exists a positive constant
C = C(‖ y1 ‖T , ‖ y2 ‖T , T ) such that
‖ ρ˜1 − ρ˜2 ‖T ≤ C ‖ y1 − y2 ‖T , and
‖ ρ1 − ρ2 ‖T ≤ C ‖ y1 − y2 ‖T . (21)
We note that in the case of perfect measurement and
initial pure states, the pathwise SME (19) reduces to a
pathwise Schrodinger equation:
˙|φt〉 = −AtKA−1t |φt〉. (22)
This equation is also defined for all continuous observa-
tion paths, and depends continuously on them.
B. Robust Approximation
In this section we use the pathwise master equation
(19) to derive an approximation to the stochastic master
equation (6). We will restrict our attention to the case
of a finite dimensional underlying Hilbert space, and we
employ a simple implicit Euler scheme to illustrate the
ideas. In [9], the corresponding approximations for non-
linear filters were called robust approximations.
Fix the interval between sampling times ∆=tn− tn−1.
A reasonable implicit Euler approximation for (19) is
rt
∆
n = rt
∆
n−1 + Lrt
∆
n L
† [1− 1/κ2]∆
− [AtnKA−1tn rt∆n + rt∆n (A†tn)−1K†A†tn ]∆.
Multiplying both sides by A−1tn {. . .}(A†tn)−1 gives
ρ˜t
∆
n = A
−1
tn Atn−1 ρ˜t
∆
n−1A
†
tn−1(A
†
tn)
−1
+ Lρ˜t
∆
n L
† [1− 1/κ2]∆− [Kρ˜t∆n + ρ˜t∆nK†]∆.
Defining ∆yn = ytn − ytn−1, we write
A−1tn Atn−1 = exp
{
L
κ2
∆yn − L
2
2κ2
∆
}
= E(∆yn)
A†tn−1(A
†
tn)
−1 = exp
{
L†
κ2
∆yn − (L
†)2
2κ2
∆
}
= E(∆yn)†.
We obtain the implicit robust approximation for the un-
normalized SME expressed as a matrix equation
Aρ˜t∆n + ρ˜t∆n B − Cρ˜t∆nD = E(∆yn)ρ˜t∆n−1E(∆yn)†, (23)
where
A = [I +K∆]
B = K†∆
C = L
D = L† [1− 1/κ2]∆.
The matrix equation (23) can be solved explicitly by
rearranging elements of the matrix. Suppose A =
[A1|A2| . . . |An] is an n×n matrix, A1 . . . An are col-
umn vectors of A. We define operator Vec(A) =
[A1|A2| . . . |An]T . Thus, Vec operator transforms n×n
matrix to (nn)×1 matrix.
Suppose B and X are also n×n matrices, then
Vec[AXB] = [BT ⊗A]VecX , (24)
5where ⊗ denotes Kronecker product. If B is a complex
matrix, then BT is simply transposing B without conju-
gating it.
Transform (23) by Vec operator
Vec(Aρ˜t∆n ) + Vec(ρ˜t∆n B)−Vec(Cρ˜t∆nD) = (25)
Vec(E(∆yn)ρ˜t∆n−1E(∆yn)†)[
(I ⊗A) + (BT ⊗ I)− (DT ⊗ C)]Vec(ρ˜t∆n ) = (26)
Vec(E(∆yn)ρ˜t∆n−1E(∆yn)†),
yields
Vec(ρ˜t
∆
n ) =
[
(I ⊗A) + (BT ⊗ I)− (DT ⊗ C)]−1
×Vec(E(∆yn)ρ˜t∆n−1E(∆yn)†).
(27)
Writing (27) in the symbolic form
ρ˜t
∆
n = Γ(∆yn)ρ˜t
∆
n−1, (28)
we obtain an approximation to the solution of the un-
normalized stochastic master equation (9). By normal-
ization we have
ρt
∆
n =
Γ(∆yn)ρt
∆
n−1
tr[Γ(∆yn)ρt∆n−1]
, (29)
an approximation to the stochastic master equation (6).
Note that Γ in (28) can be seen as common recursive
filtering solution incorporating two steps, prediction and
update or correction. The prediction step utilizes knowl-
edge in yt histories (yt0:n−1) via ρ˜t
∆
n−1 and then the re-
sult is updated by the current measurement information
available in ∆yn.
A significant result concerning robust approximations
[9, Theorem 7] is that the convergence of the approxi-
mation ρ˜t
∆
n to the exact solution ρ˜tn is pathwise for all
observation trajectories. Indeed, the following inequality
can be proven as in [9, Theorem 7]: there exists a con-
tinuous function k(·) such that for all ∆ > 0 and n with
0 ≤ tn ≤ T ,
|ρ˜t∆n (y)− ρ˜tn(y)| ≤ k(‖ y ‖T )(∆ + wy(∆)) (30)
where
wy(∆) = max{|y(s1)− y(s2)| : 0 ≤ s1, s2 ≤ ∆}.
This should be compared with other discrete approxi-
mations to solutions for SDEs, [8], [6, Chapter 10]; for
example, as discussed in [9, Section 4], a direct Euler ap-
proximation of (9) converges “almost surely”, but for dif-
ferentiable observation trajectories y, the Euler approx-
imation converges to a limit which is not the same as
ρ˜t(y) given by (20).
C. Example
In this section, we apply the discrete approximation
derived in Subsection III B to a two level atom continu-
ously monitored by homodyne photodetection [22, Sec-
tion III.C]. In this example, the underlying Hilbert space
is C2, the two-dimensional complex vector space, whose
elements are called qbits in quantum computing. Let |0〉
and |1〉 denote basis vectors corresponding to ground and
excited states, respectively. We use the following Pauli
matrices to represent operators for this system:
σx = |0〉〈1|+ |1〉〈0| =
[
0 1
1 0
]
σy = i|0〉〈1| − i|1〉〈0| =
[
0 −i
i 0
]
σz = |1〉〈1| − |0〉〈0| =
[
1 0
0 −1
]
σ = |0〉〈1| = 1
2
(σx − iσy) =
[
0 0
1 0
]
. (31)
Here σ is a system (lowering) operator. Any state ρ onC2
can be represented in terms of the Bloch vector (x, y, z)
([15, Chapter 2]):
ρ =
1
2
[I + xσx + yσy + zσy]
=
1
2
[
1+z x−iy
x+iy 1−z
]
, (32)
where x2 + y2 + z2 ≤ 1. The Hamiltonian of the system
is given by
H =
α
2
σx +
∆
2
σz =
1
2
[
∆ α
α −∆
]
(33)
where α is the Rabi frequency, ∆ is the atomic frequency
minus the classical field frequency.
The two level atom is coupled to an optical field which
is continuously monitored by homodyne detection (see,
e.g. [23, Section 8.7], [21, Section II.C]). The output of
the detector is a current Ic(t) whose mean value is pro-
portional to the expected field quadrature tr[Xϕρ] deter-
mined by the phase angle ϕ of the local oscillator. Here,
Xϕ =
1
2
(e−iϕσ + eiϕσ†).
For ϕ = 0 we are interested in measuring the x-
quadrature 2X0 = σx, while for ϕ = pi/2 we are in-
terested in measuring the y-quadrature 2Xpi/2 = −σy.
Variations about the mean are called quantum noise, a
key feature of quantum optical systems.
The stochastic master equation for this setup is equa-
tion (6) with H given by (33) and
L =
√
γe−iϕσ, (34)
where γ is the spontaneous emission rate. In this case
K = γ
2
σ†σ+ iH . The corresponding measurement equa-
tion is (7), where Ic(t) = y˙t is the homodyne photocur-
rent. The quantum noise (1/
√
η)ν˙t is white with variance
1/η.
The approximation (29) was implemented for this ex-
ample with an assumed detection efficiency of η = 85%
6(a low value), to compare with the results of [21, sec-
tion III.C] which used different methods and considered
the case of perfect measurement efficiency η = 1. The
simulation was carried out as follows:
• Set γ=1. All other parameters are based on γ unit,
∆=0, α= 7√
2
γ. Simulations are conducted with two
values of ϕ=0 and ϕ=pi/2.
• Time step ∆=0.01/γ, time length T=25/γ corre-
spond to simulation length n=2500.
• Simulations are done for single ensemble and
N=1000 ensembles.
• Set pure state initial condition of |ψ0〉= |0〉+|1〉√
2
such
that ρ0=|ψ0〉〈ψ0|= 12
[
1 1
1 1
]
. This corresponds to
initial Bloch vector (x, y, z)0 = (1, 0, 0).
• We compute recursively ρt via (29). The new mea-
surement data generated by
∆yn = tr{(L+ L†)ρt∆n−1}∆+ κ∆νn,
where ∆νn is an independent identically dis-
tributed Gaussian sequence with mean zero and
variance ∆.
• We obtain the corresponding Bloch vector
(xtn, ytn, ztn) by using (32).
In spite of the poor measurement efficiency, one can
still infer important physical information about the sys-
tem as described in [22, section III.C]. Indeed, in terms of
the Bloch vector (xt, yt, zt), the homodyne photocurrent
is
Ic(t) =
√
γ[xt cosϕ− yt sinϕ] + κν˙t.
When the local oscillator is in phase with the driving field
(ϕ=0), the deterministic part of measurement is propor-
tional to 〈σx〉. This measurement seems to drive the sys-
tem into an eigenstate of σx. This is shown in Fig.1. Al-
ternatively, one can see from the steady state ensembles
simulation Fig.3 that the atom states are concentrated
near x = +1 and x = −1.
In contrast, measuring the quadrature with ϕ = pi/2
will eventually force the atom states into the eigenstates
of σy . The states are spinning around the sphere toward
z = +1 and z = −1 due to the driving Hamiltonian,
Fig.2, Fig.4.
The effect of imperfect measurement can be seen
clearly from these results. The Bloch vectors are not
confined to the surface of the unit sphere, thus the sys-
tem is in mixed states. This shows that the imperfect
measurements can cause loss of information about the
quantum system, but nevertheless the information is con-
sistent with the perfect case [22, section III.C].
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FIG. 1: The evolution of one ensemble Bloch vector with ϕ=0
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FIG. 2: The evolution of one ensemble Bloch vector with
ϕ=pi/2
IV. JUMP CASE
To derive a pathwise solution for the jump SME (10),
we choose (see for example [24])
At = C
−Nt , (35)
and again define an unnormalized state rt by
rt = Atρ˜tA
†
t , (36)
where ρ˜t is a solution of the unnormalized jump stochas-
tic master equation (15). Then rt solves the pathwise
master equation
r˙t = −AtGA−1t rt − rt(A†t )−1G†A†t + (1− η)λJrt + ηλrt.
(37)
Moreover, solutions ρt, ρ˜t to the stochastic master equa-
tions (10), (15) can be obtained from a solution rt to (37)
via the formulas
ρ˜t = A
−1
t rt(A
†
t )
−1, ρt =
A−1t rt(A
†
t )
−1
tr[A−1t rt(A
†
t )
−1]
. (38)
In the case of perfect measurement and initial pure
states, the jump SME (37) admits the jump pathwise
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Schrodinger equation
˙|φt〉 =
(
−AtGA−1t +
λ
2
I
)
|φt〉. (39)
The pathwise solutions (37) and (39) appear as ordi-
nary equation without stochastic integrals in terms of
dNt; the counting observation result Nt enters as a pa-
rameter in At. These solutions are also defined for all
continuous counting observation paths.
However, we note that for the case of the jump SME,
the pathwise solution might not be so useful for computa-
tion, and existing techniques (see, e.g. [1, Chapters 11])
may be preferable.
V. CONCLUSION
In this paper we have proposed the pathwise reformu-
lation of the stochastic master equations for two cases;
quantum diffusion and jump. These reformulations pro-
vide solution that is defined for all measurement paths
and enjoy continuity properties. These robustness char-
acteristic would be useful when applied to quantum fil-
tering problem such as in quantum feedback control.
The results we have established are valid for scalar
measurements, but can easily be generalized to the case
of multiple measurements provided the interaction oper-
ators commute. It is not known if the results generalize
in case the interaction operators do not commute.
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APPENDIX A: PROOF OF PATHWISE
EQUATIONS
In this appendix we prove the assertions of sections
III A and IV concerning the pathwise equations.
We first consider the diffusion case and verify (19) and
(20). The calculations are simple but needs frequent and
careful use of Ito’s rule. Differentiate (18),
drt = dAt.ρ˜tA
†
t +Atdρ˜t.A
†
t +Atρ˜t.dA
†
t +Atdρ˜t.dA
†
t
+ dAt.ρ˜t.dA
†
t + dAt.dρ˜t.A
†
t + dAt.dρ˜t.dA
†
t ,(A1)
and (17),
dAt =
∂At
∂yt
dyt +
∂At
∂t
dt+
1
2
∂2At
∂y2t
dy2t
= −At L
κ2
dyt +At
L2
2κ2
dt+
1
2
(
−L
κ2
)(−At L
κ2
)κ2dt
= −At L
κ2
dyt +At
L2
κ2
dt. (A2)
Similarly,
dA†t = −A†t
L†
κ2
dyt +A
†
t
(L†)2
κ2
dt. (A3)
Put (9), (A2), (A3) together into (A1), and carefully us-
ing Ito’s rule, we obtain (19).
In the jump case we prove (37) and (38) analogously
to the diffusion case. We need to use Ito’s rule for dNt,
i.e. dN2t = dNt and dNtdt = 0. Any higher order of
differential involving dt is zero. Differentiate (36),
drt = dAt.ρ˜tA
†
t +Atdρ˜t.A
†
t +Atρ˜t.dA
†
t +Atdρ˜t.dA
†
t
+dAt.ρ˜t.dA
†
t + dAt.dρ˜t.A
†
t + dAt.dρ˜t.dA
†
t ,(A4)
and (17),
dAt = At
( ∞∑
n=1
(−1)n (lnC)
n
n!
)
dNt
= At(C
−1 − I) dNt. (A5)
8The infinite series arise due to the Ito’s rule that higher
orders of dNt do not vanish. Similarly,
dA†t = A
†
t ((C
†)−1 − I) dNt (A6)
Put (15), (A5), (A6) together into (A4), and carefully
using Ito’s rule, we obtain (37).
APPENDIX B: CONTINUITY PROOF
We provide the proof of the continuity result (21) of
section III A.
In view of (20), it is enough to verify that
‖ r1 − r2 ‖T≤ C ‖ y1 − y2 ‖T . (B1)
Let Equation (19) defined for all t ∈ [0, T ], and we
rewrite it in term of matrices Rt = R(yt) and M such
that
r˙t = Rtrt + rtR†t +M(rt). (B2)
Given observation records y1t , y
2
t we have the correspond-
ing pathwise solutions r1t = rt(y
1
t ), r
2
t = rt(y
2
t ) and ma-
trices R1t = R(y1t ), R2t = R(y2t ).
It follows
|r1t − r2t | ≤
∫ t
0
∣∣R1sr1s −R2sr2s + r1sR1†s − r2sR2†s
+M(r1s)−M(r2s)
∣∣ ds
≤
∫ t
0
∣∣R1sr1s −R2sr1s +R2sr1s −R2sr2s
+r1sR1†s − r1sR2†s + r1sR2†s − r2sR2†s
+M(r1s)−M(r2s)
∣∣ ds
≤
∫ t
0
{∣∣R1s −R2s∣∣ |r1s |+ |r1s | ∣∣R1†s −R2†s ∣∣} ds
+
∫ t
0
{∣∣R2s∣∣ |r1s − r2s |+ |r1s − r2s | ∣∣R2†s ∣∣} ds
+
∫ t
0
{∣∣M(r1s)−M(r2s)∣∣} ds
≤ C1 ‖ y1 − y2 ‖T +
∫ t
0
C2|r1s − r2s |ds
Here C1 and C2 depend on ‖ y1 ‖T , ‖ y2 ‖T and T . By
Gronwall’s lemma, we have
|r1t − r2t | ≤ C1 ‖ y1 − y2 ‖T exp
{∫ t
0
C2ds
}
≤ C ‖ y1 − y2 ‖T
for all 0 ≤ t ≤ T , which implies (B1) as required.
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