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CONCENTRATION FOR POISSON U-STATISTICS:
SUBGRAPH COUNTS IN RANDOM GEOMETRIC GRAPHS
SASCHA BACHMANN AND MATTHIAS REITZNER
Abstract. Concentration inequalities for subgraph counts in random geometric
graphs built over Poisson point processes are proved. The estimates give upper
bounds for the probabilities P(N ≥M + r) and P(N ≤M − r) where M is either
a median or the expectation of a subgraph count N . The bounds for the lower tail
have a fast Gaussian decay and the bounds for the upper tail satisfy an optimality
condition. A special feature of the presented inequalities is that the underlying
Poisson process does not need to have finite intensity measure.
The tail estimates for subgraph counts follow from concentration inequalities
for more general local Poisson U-statistics. These bounds are proved using recent
general concentration results for Poisson U-statistics and techniques based on the
convex distance for Poisson point processes.
1. Introduction
Random geometric graphs have been a very active area of research for some decades.
The most basic model of these graphs is obtained by choosing a random set of
vertices in Rd and connecting any two vertices by an edge whenever their distance
does not exceed some fixed parameter ρ > 0. In the seminal work [8] by Gilbert,
these graphs were suggested as a model for random communication networks. In
consequence of the increasing relevance of real-world networks like social networks or
wireless networks, variations of Gilbert’s model have gained considerable attention
in recent years, see e.g. [13, 14, 4, 17, 5]. For a detailed historical overview on
the topic, we refer the reader to Penrose’s fundamental monograph [18] on random
geometric graphs.
For a given random geometric graph G and a fixed connected graph H on k vertices,
the corresponding subgraph count NH is the random variable that counts the number
of occurrences of H as a subgraph of G. Note that only non-induced subgraphs are
considered throughout the present work. The resulting class of random variables
has been studied by many authors, see [18, Chapter 3] for a historical overview on
related results.
The purpose of the present paper is to establish concentration inequalities for NH ,
i.e. upper bounds on the probabilities P(NH ≥M+r) and P(NH ≤M−r), when the
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CONCENTRATION FOR SUBGRAPH COUNTS 2
vertices of G are given by the points of a Poisson point process. Our concentration
results for subgraph counts, gathered in the following theorem, provide estimates
for the cases where M is either the expectation or a median of NH .
Theorem 1.1. Let η be a Poisson point process in Rd with non-atomic intensity
measure µ. Let H be a connected graph on k ≥ 2 vertices. Consider the correspond-
ing subgraph count NH = N in a random geometric graph associated to η. Assume
that µ is such that almost surely N <∞. Then all moments of N exist and for all
r ≥ 0,
P(N ≥ EN + r) ≤ exp
(
−((EN + r)
1/(2k) − (EN)1/(2k))2
2k2cd
)
,
P(N ≤ EN − r) ≤ exp
(
− r
2
2kVN
)
,
P(N >MN + r) ≤ 2 exp
(
− r
2
4k2cd(r +MN)2−1/k
)
,
P(N <MN − r) ≤ 2 exp
(
− r
2
4k2cd(MN)2−1/k
)
,
where cd > 0 is a constant that depends on H and d only, EN and VN denote the
expectation and the variance of N , and MN is the smallest median of N .
One might think that the study of subgraph counts needs to be restricted to finite
graphs to ensure that all occuring variables are finite. We stress that this is not the
case. There are Poisson processes in Rd, such that the associated random geometric
graph has a.s. infinitely many vertices but still a.s. a finite number of edges.
Similarly, one can also have a.s. infinitely many edges, but still a finite number of
triangles. This phenomenon seems to be quite unexplored so far. In the context
of concentration properties, a natural question is whether concentration inequalities
also hold in these situations. We emphasize that Theorem 1.1 only requires N <∞
almost surely and hence covers such cases, as opposed to previous results from [21,
15] where only finite intensity measures are considered.
The asymptotic exponents in the upper tail bounds for both the expectation and
the median are equal to 1/k. This is actually best possible as will be pointed out
later. Note also that the asymptotic exponent of the estimates in previous results
from [21, 15] are 1/k for both the upper and the lower tail which is compatible with
our upper tail bounds but worse than our lower tail inequalities.
The essential tools for proving our concentration inequalities are new results on
Poisson U-statistics. Given a (simple) Poisson point process η on Rd, denote by ηk6=
the set of all k-tuples of distinct elements of η. A Poisson U-statistic of order k is
a random variable that can be written as∑
x∈ηk6=
f(x),
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where f : (Rd)k → R is a symmetric measurable map. The methods that we
use in the present work to prove concentration of Poisson U-statistics around the
mean are based on tools recently developed by Bachmann and Peccati in [1]. In
this work, concentration inequalities for the edge count in random geometric graphs
were established. The approach to achieve these estimates will be generalized in the
present article to arbitrary subgraph counts.
In addition to this, we will present a refinement of the method suggested in [21, 15]
by Lachie`ze-Rey, Reitzner, Schulte and Tha¨le which gives concentration of Poisson
U-statistics around the median. We improve this method further with the particular
advantage, apart from giving clean and easy to use tail bounds, that the underlying
Poisson process may have infinite intensity measure.
As an application of the concentration inequalities in Theorem 1.1 we are going to
establish strong laws of large numbers for subgraph counts. In [18, Chapter 3] one
can find strong laws for subgraph counts associated to i.i.d. points in Rd. To the
best of our knowledge, there are no comparable strong laws so far for the Poisson
process case and a particular feature of our results is that they even apply to certain
Poisson processes with non-finite intensity measure.
In recent years, the study of random geometric simplicial complexes built on random
point sets in Rd has attracted a considerable attention, see e.g. [10, 6, 11, 24] and
in particular the survey [2] by Bobrowski and Kahle on this topic. Motivations to
study these complexes arise particularly from topological data analysis (for a survey
on this see [3]), but also from other applications of geometric complexes like sensor
networks (see e.g. [23]). One of the models for random simplicial complexes is
the so-called Vietoris-Rips complex. We stress that the number of k-dimensional
simplices in this complex is exactly given by the number of complete subgraphs
on k-vertices in the corresponding random geometric graph. So the results in the
present paper are directly related to the study of random Vietoris-Rips complexes
and may be useful in future research on these models.
Related to our investigations are the findings by Eichelsbacher, Raicˇ and Schreiber in
[7] where deviation inequalities for stabilizing functionals of finite intensity measure
Poisson processes were derived. These results are in principle also applicable to
U-statistics (and hence to subgraph counts), as it was pointed out in [21], although
the appearing asymptotic exponents tend to be non-optimal. Moreover, since the
constants in the tail bounds from [7] depend on the intensity and are not given
explicitly, it remains as an interesting open question whether these estimates can be
extended to settings with non-finite intensity measures.
The paper is organized as follows. In Section 2 we will introduce the general assump-
tions and definitions that form the framework for the entire work. As anticipated,
we will prove the announced concentration inequalities not only for subgraph counts,
but for local Poisson U-statistics that satisfy certain additional assumptions. The
tail estimates for subgraph counts will then follow directly from the more general
results. In Section 3 we will present these general concentration inequalities. The
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announced applications to subgraph counts in random geometric graphs are pre-
sented in Section 4. Here, after pointing out how the general results apply to the
setting of subgraph counts, we will analyse the asymptotic behaviour of expectation,
median and variance which is needed for the subsequent presentation of the strong
laws of large numbers. The proofs of all statements are gathered in Section 5.
2. Framework
For the remainder of the article we denote by N the space of locally finite point
configurations in Rd. Elements in N can be regarded as locally finite subsets of Rd,
but also as locally finite simple point measures on Rd. In this spirit, for ξ ∈ N,
we will use set related notations like for example ξ ∩ A as well as measure related
notations like ξ(A). Moreover, we denote byN the σ-algebra overN that is generated
by the maps
N→ N ∪ {∞}, ξ 7→ ξ(A),
where A ranges over all Borel subsets of Rd. Throughout, we will consider a (non-
trivial) Poisson point process η on Rd. Then η is a random element in N and its
intensity measure µ is the measure on Rd defined by µ(A) = Eη(A) for any Borel
set A ⊆ Rd. It will be assumed that µ is locally finite and does not have atoms.
A (Poisson) U-statistic of order k is a functional F : N → R ∪ {±∞} that can be
written as
F (ξ) =
∑
x∈ξk6=
f(x),
where f : (Rd)k → R is a symmetric measurable map called the kernel of F , and
for any ξ ∈ N,
ξk6= = {(x1, . . . , xk) ∈ ξk : xi 6= xj whenever i 6= j}.
The map F and the corresponding random variable F (η) will be identified in what
follows if there is no risk of ambiguity. Note that in this work we will only consider
U-statistics F with non-negative kernels. Also, it will be assumed throughout that
η guarantees almost surely F (η) <∞ if not stated otherwise.
Motivated by the application to random geometric graphs, we will define further
properties that a U-statistic F with kernel f ≥ 0 might satisfy. We will refer to
these properties in the remainder of the article.
(K1) There is a constant ρF > 0 such that
f(x1, . . . , xk) > 0 whenever diam(x1, . . . , xk) ≤ ρF .
(K2) There is a constant ΘF ≥ 1 such that
f(x1, . . . , xk) = 0 whenever diam(x1, . . . , xk) > ΘFρF .
(K3) There are constants MF ≥ mF > 0 such that
MF ≥ f(x1, . . . , xk) ≥ mF whenever f(x1, . . . , xk) > 0.
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U-Statistics that satisfy property (K2) are also referred to as local U-Statistics.
Property (K3) is particularly satisfied for U-Statistics that count occurrences of
certain subconfigurations.
3. General Results
The concentration inequalities for U-statistics we are about to present are based on
methods developed in [21, 15] and [1]. We begin by citing the results that we use
from these articles. To do so, we first need to introduce a further notion. The local
version of a U-statistic F is defined for any ξ ∈ N and x ∈ ξ by
F (x, ξ) =
∑
y∈(ξ\x)k−16=
f(x,y),
where ξ \ x is shorthand for ξ \ {x}. Note, that
F (ξ) =
∑
x∈ξ
F (x, ξ).
The upcoming result uses a notion introduced in [1]: A U-statistic F is called well-
behaved if there is a measurable set B ⊆ N with P(η ∈ B) = 1, such that
(i) F (ξ) <∞ for all ξ ∈ B,
(ii) ξ ∪ {x} ∈ B whenever ξ ∈ B and x ∈ Rd,
(iii) ξ \ {x} ∈ B whenever ξ ∈ B and x ∈ ξ.
Roughly speaking, the motivation for this notion is that for a well-behaved
U-statistic F one has almost surely F (η) < ∞ as well as F (η ∪ {x}) < ∞ for
x ∈ Rd and F (η \ {x}) <∞ for x ∈ η. This ensures that the local versions F (x, η)
for x ∈ η and also F (x, η ∪ {x}) for x ∈ Rd are almost surely finite, thus preventing
technical problems arising from non-finiteness of these quantities. The following
theorem combines [1, Corollary 5.2] and [1, Corollary 5.3] and the fact that by
[12, Lemma 3.4] the exponential decay of the upper tail implies existence of all
moments of F .
Theorem 3.1. Let F be a well-behaved U-statistic of order k with kernel f ≥ 0.
Assume that for some α ∈ [0, 2) and c > 0 we have almost surely∑
x∈η
F (x, η)2 ≤ cFα.(3.1)
Then all moments of F exist and for all r ≥ 0,
P(F ≥ EF + r) ≤ exp
(
−((EF + r)
1−α/2 − (EF )1−α/2)2
2k2c
)
and
P(F ≤ EF − r) ≤ exp
(
− r
2
2kVF
)
.
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Note that condition (K2), as defined in Section 2, clearly ensures that all U-statistics
considered in the present paper are well-behaved in the sense described above.
In addition to the latter result, a variation of the approach presented in [21, 15] gives
that for finite intensity measure Poisson processes, the condition (3.1) also implies a
concentration inequality for the median instead of the expectation of the considered
U-statistic. Moreover, it is possible to extend these tail estimates to U-statistics built
over non-finite intensity measure processes, resulting in the forthcoming theorem.
To state this result, we first need to introduce a further notation. For any real
random variable Z, we denote by MZ the smallest median of Z, i.e.
MZ = inf{x ∈ R : P(Z ≤ x) ≥ 1/2}.(3.2)
Note that MZ is exactly the value which the quantile-function of Z takes at 1/2.
We are well prepared to state the announced result.
Theorem 3.2. Let F be a U-statistic of order k with kernel f ≥ 0. Assume that
F is almost surely finite and satisfies (3.1) for some α ∈ [0, 2) and c > 0. Then for
all r ≥ 0,
P(F >MF + r) ≤ 2 exp
(
− r
2
4k2c(r +MF )α
)
,
P(F <MF − r) ≤ 2 exp
(
− r
2
4k2c(MF )α
)
.
In the light of the above results, a natural approach towards concentration inequal-
ities for U-statistics is to establish condition (3.1). For U-statistics satisfying the
conditions (K1) to (K3) we obtain the following.
Theorem 3.3. Let F be a U-statistic of order k with kernel f ≥ 0 that satisfies
(K1) to (K3). Then for any ξ ∈ N we have
∑
x∈ξ
F (x, ξ)2 ≤ cdF (ξ)
2k−1
k ,(3.3)
where
cd =
(
2
⌈
ΘF
√
d
⌉
+ 1
)2d(k−1)
·M2F
(
kk
mFk!
)2k−1
k
.
The above statement guarantees that Theorem 3.1 and Theorem 3.2 apply to any
almost surely finite U-statistic F that satisfies (K1) to (K3). Thus, the following
tail estimates are established.
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Corollary 3.4. Let F be a U-statistic of order k with kernel f ≥ 0. Assume that
F is almost surely finite and satisfies (K1) to (K3). Then all moments of F exist
and for all r ≥ 0,
P(F ≥ EF + r) ≤ exp
(
−((EF + r)
1/(2k) − (EF )1/(2k))2
2k2cd
)
,
P(F ≤ EF − r) ≤ exp
(
− r
2
2kVF
)
,
P(F >MF + r) ≤ 2 exp
(
− r
2
4k2cd(r +MF )2−1/k
)
,
P(F <MF − r) ≤ 2 exp
(
− r
2
4k2cd(MF )2−1/k
)
,
where cd is defined as in Theorem 3.3.
We conclude this section with a brief discussion about optimality of the upper tail
concentration inequalities that were established above. Consider a U-statistic F
such that the assumptions of Corollary 3.4 hold. Assume that
P(F ≥M + r) ≤ exp(−I(r)),(3.4)
where M is either the mean or a median of F and I is a function that satisfies
lim inf
r→∞
I(r)/ra > 0(3.5)
for some a > 0. The upper tail estimates from Corollary 3.4 yield such functions I
for the exponent a = 1/k. The next result states that this is optimal.
Proposition 3.5. Let F be a U-statistic of order k with positive kernel f ≥ 0 such
that F satisfies (K1) to (K3). Let I and a > 0 be such that (3.4) and (3.5) are
verified. Then a ≤ 1/k.
4. Subgraph Counts in Random Geometric Graphs
In the following, we are going to investigate a model for random geometric graphs
which was particularly investigated in [13] and [14]. Let S ⊆ Rd be such that
S = −S. To any countable subset ξ ⊂ Rd we assign the geometric graph GS(ξ)
with vertex set ξ and an edge between two distinct vertices x and y whenever
x− y ∈ S. For x = (x1, . . . , xk) ∈ (Rd)k we will occasionally write GS(x) instead of
GS({x1, . . . , xk}). Now, assuming that the vertices are chosen at random according
to some Poisson point process η, we obtain the random geometric graph GS(η). De-
note the closed ball centered at x ∈ Rd with radius ρ ∈ R+ by B(x, ρ). Throughout,
we will assume that B(0, ρ) ⊆ S ⊆ B(0, θρ) for some ρ > 0 and θ ≥ 1. Note that if
we take θ = 1, then S = B(0, ρ) and we end up with the classical model of random
geometric graphs for the euclidean norm, often referred to as random disk graph.
Also, the classical geometric graphs based on any other norm in Rd are covered by
the model introduced above. These classical models are extensively described in [18]
for the case when the underlying point process η has finite intensity measure.
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Before proceeding with the discussion, we present a picture that illustrates how the
graphs that will be considered in the following might look like (in a window around
the origin).
Figure 1. Random unit disk graph, intensity measure µ = 18(‖x‖+ 1)−1dx
A class of random variables that is frequently studied in the literature on random
geometric graphs are the subgraph counts. For any connected graph H on k vertices
the corresponding subgraph count is the U-statistic
NH(η) =
∑
x∈ηk6=
fH(x),
where the kernel fH is given by
fH(x) =
|{subgraphs H ′ of GS(x) : H ′ ∼= H}|
k!
.
At this, a subgraph H ′ of GS(x) is a graph on a vertex set which is a subset of
{x1, . . . , xk} such that any edge of H ′ is also an edge of GS(x). Note that we write
H ′ ∼= H if H ′ and H are isomorphic graphs. So, the random variable NH(η) counts
the occurrences of H as a subgraph of GS(η). We will write N = N
H if H is
clear form the context. Note that we do not consider induced subgraphs here. Also
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note that since we are particularly interested in graphs built on non-finite intensity
measure Poisson processes, it is possible that N takes the value ∞.
4.1. Concentration Inequalities for Subgraph Counts. From the general con-
centration result Corollary 3.4 we obtain the deviation inequalities for subgraph
counts stated in Theorem 1.1. To see this, let H be a connected graph on k vertices
and consider the corresponding subgraph count NH . Denote by aH the number
of subgraphs isomorphic to H in a complete graph on k vertices. Moreover, let
diam(H) be the diameter of H, i.e. the length of the longest shortest path in H.
Then N = NH satisfies the conditions (K1) to (K3) with
ρN = ρ, ΘN = diam(H)θ, MN =
aH
k!
, mN =
1
k!
.
Hence, Theorem 1.1 follows from Corollary 3.4 where
cd =
(
2
⌈
diam(H)θ
√
d
⌉
+ 1
)2d(k−1)
·
(aH
k!
)2
k2k−1.
4.2. Asymptotic Behaviour of Subgraph Counts. The concentration inequal-
ities presented in our main Theorem 1.1 depend on expectation, median or variance
of the considered subgraph count. It is therefore of interest, how these quantities be-
have asymptotically in settings where the parameters of the model are being varied.
In what comes, we will study these asymptotic behaviours for sequences of subgraph
counts with the particular goal of establishing strong laws of large numbers.
For the remainder of this section, we consider a sequence of random geometric graphs
(GρtS(ηt))t∈N. At this, (ηt)t∈N is a sequence of Poisson point processes in R
d where
each ηt has intensity measure µt = tµ and µ is given by a Lebesgue density m.
Moreover, (ρt)t∈N is a sequence of positive real numbers such that ρt → 0 as t→∞.
In correspondence with the conventions at the beginning of Section 4, the set S is
assumed to satisfy B(0, 1) ⊆ S ⊆ B(0, θ) for some θ ≥ 1. Any connected graph H
on k vertices now yields a corresponding sequence NHt = Nt of subgraph counts in
the random graphs GρtS(ηt).
We are particularly interested in settings where the underlying Poisson point process
has non-finite intensity measure. In this situation it is not automatically guaranteed
that the considered subgraph counts are almost surely finite. Note (again) that by
Theorem 1.1, almost sure finiteness of a subgraph count is equivalent to existence
of all its moments. The upcoming result gives a sufficient condition for almost sure
finiteness of the considered random variables.
Proposition 4.1. Assume that the Lebesgue density m is bounded. Assume in
addition that there exists a constant c ≥ 1 such that
m(x) ≤ cm(y) whenever ‖x− y‖ ≤ diam(H)θ sup
t∈N
ρt.(4.6)
Then, for any t ∈ N, the random variable Nt is almost surely finite if and only if∫
Rd
m(x)kdx <∞.(4.7)
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Remark. The reason for considering densities that satisfy condition (4.6) is that
this allows us to use a dominated convergence argument in the proof of the upcoming
Theorem 4.2. A class of densities that satisfy condition (4.6) is given by
m(x) = A(‖x‖+ 1)−γ,
where A, γ > 0. Indeed, for any x, y ∈ Rd,
m(x)
m(y)
=
(‖y‖+ 1
‖x‖+ 1
)γ
≤
(‖x‖+ ‖x− y‖+ 1
‖x‖+ 1
)γ
≤ (1 + ‖x− y‖)γ.
An example of how the resulting random graphs for these densities might look like
is illustrated in Figure 1 above. Observe also that condition (4.7) for a density m
given by m(x) = A(‖x‖+ 1)−γ is equivalent to k > d/γ. In particular, the graph in
Figure 1 has almost surely infinitely many edges, but any subgraph count of order
at least 3 (for example the number of triangles) is almost surely finite.
Our goal is to establish strong laws for suitably rescaled versions of the subgraph
countsNt. To do so, it is crucial to know the asymptotic behaviour of the expectation
ENt and the variance VNt as t → ∞. In the case when the intensity measure of
the underlying Poisson point process is finite, these asymptotics are well known
(see e.g. [18]). Since our focus is on random geometric graphs built on non-finite
intensity measure processes, the first step towards establishing strong laws is to study
expectation and variance asymptotics. We also have concentration inequalities with
respect to the median, so the asymptotic behaviour of the median may as well be of
interest in applications. The upcoming result addresses these issues. Note that we
will write an ∼ bn if sequences (an)n∈N and (bn)n∈N are asymptotically equivalent,
meaning that limn→∞ an/bn = 1.
Theorem 4.2. Assume that the intensity measure µ is given by a continuous and
bounded Lebesgue density m : Rd → R+ that satisfies (4.6) and (4.7). Then the
following holds:
(i) There exists a constant a > 0 such that
ENt ∼ atkρd(k−1)t .
(ii) If limt→∞ENt =∞, then
MNt ∼ ENt.
(iii) There exist constants A(n) > 0 for 1 ≤ n ≤ k such that
VNt ∼ tkρd(k−1)t
k∑
n=1
(tρdt )
k−nA(n).
The concentration inequalities together with asymptotic results for expectation and
variance can be used to obtain the upcoming strong laws for subgraph counts. Note
that for the next result to hold, we only need that expectation and variance be-
have asymptotically as stated in Theorem 4.2. According to [18, Proposition 3.1,
Proposition 3.7] this asymptotic behaviour is also in order whenever the intensity
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measure of η is finite and has a bounded Lebesgue density, so the following theorem
also applies in these situations. The strong law presented below complements the
results [18, Theorem 3.17, Theorem 3.18] that deal with random geometric graphs
built over i.i.d. points.
Theorem 4.3. Assume that the statements (i) and (iii) of Theorem 4.2 hold.
Assume in addition that for some γ > 0,
lim inf
t→∞
tk−γρd(k−1)t > 0.(4.8)
Let a > 0 denote the limit of the sequence ENt/(t
kρ
d(k−1)
t ). Then
Nt
tkρ
d(k−1)
t
a.s.−→ a as t→∞.
5. Proofs
Proof of Theorem 3.3. To get prepared for the proof of Theorem 3.3, which is
crucial to establish the desired deviation and concentration inequalities, we first
prove the following two lemmas.
Lemma 5.1. Let x1, . . . , xk, y1, . . . , yk ∈ R≥0. Then
k∏
i=1
xi +
k∏
i=1
yi ≤
k∏
i=1
max(xi, yi) +
k∏
i=1
min(xi, yi).
Proof. Let I and J be the sets of indices i satisfying xi < yi and xi ≥ yi, respectively.
Then we have ∏
i∈I
xi <
∏
i∈I
yi and
∏
i∈J
xi ≥
∏
i∈J
yi.
It follows that
k∏
i=1
xi +
k∏
i=1
yi =
∏
i∈I
xi
∏
i∈J
xi +
∏
i∈I
yi
∏
i∈J
yi
=
∏
i∈I
xi
∏
i∈J
xi +
(∏
i∈I
yi −
∏
i∈I
xi
)∏
i∈J
yi +
∏
i∈I
xi
∏
i∈J
yi
≤
∏
i∈I
xi
∏
i∈J
xi +
(∏
i∈I
yi −
∏
i∈I
xi
)∏
i∈J
xi +
∏
i∈I
xi
∏
i∈J
yi
=
∏
i∈I
yi
∏
i∈J
xi +
∏
i∈I
xi
∏
i∈J
yi =
k∏
i=1
max(xi, yi) +
k∏
i=1
min(xi, yi).

Using the lemma above, we can prove the following.
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Lemma 5.2. Let n1, . . . , nN ∈ R≥0, k ≥ 2 and let pi1, . . . , pik be permutations of
{1, . . . , N}. Then
N∑
i=1
k∏
j=1
npij(i) ≤
N∑
i=1
nki .
Proof. Without loss of generality we can assume
n1 ≤ n2 ≤ . . . ≤ nN .(5.9)
The proof is by induction on N . For N = 1 there is nothing to prove, for N = 2 the
result follows from Lemma 5.1. So let N > 2 and assume the result holds for N − 1.
Let
t = |{i : pij(i) = N for some j}|.
We prove by induction on t that the following holds: There exist permutations
p˜i1, . . . , p˜ik of {1, . . . , N − 1} such that
N∑
i=1
k∏
j=1
npij(i) ≤
N−1∑
i=1
k∏
j=1
np˜ij(i) + n
k
N .
The result then follows by applying the induction hypotheses (with respect to N)
to the right hand side of this inequality.
For t = 1 the permutations p˜ii obviously exist since in this case there is an index l
such that pij(l) = N for all j. Consider the case t > 1. Then there exist indices
l1 6= l2 such that pij1(l1) = pij2(l2) = N for some j1, j2. We define permutations
p¯i1, . . . , p¯ik of {1, . . . , N} by p¯ij = pij if pij(l1) > pij(l2) and by
p¯ij(i) =

pij(i) if i 6= l1, l2
pij(l2) if i = l1
pij(l1) if i = l2
if pij(l1) < pij(l2). Then, using Lemma 5.1 together with (5.9) we obtain
N∑
i=1
k∏
j=1
npij(i) =
N∑
i=1,i 6=l1,l2
k∏
j=1
npij(i) +
k∏
j=1
npij(l1) +
k∏
j=1
npij(l2)
≤
N∑
i=1,i 6=l1,l2
k∏
j=1
npij(i) +
k∏
j=1
max(npij(l1), npij(l2)) +
k∏
j=1
min(npij(l1), npij(l2))
=
N∑
i=1
k∏
j=1
np¯ij(i).
Note, that p¯ij(l2) 6= N for all j and hence |{i : p¯ij(i) = N for some j}| = t − 1.
Applying the induction hypotheses (with respect to t) yields the existence of the
desired permutations p˜ij. This concludes the proof. 
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Proof of Theorem 3.3. First note that the result holds trivially in the case when
F (ξ) =∞. Moreover, if F (ξ) <∞, then property (K3) guarantees that F (x, ξ) = 0
for all but finitely many x ∈ ξ. Hence, we can assume without loss of generality
that ξ is finite and that F (x, ξ) > 0 for all x ∈ ξ.
We consider a tiling of Rd into cubes of diagonal ρF . Since we assumed that ξ is
finite, we can choose out of these cubes C1, . . . , CN such that ξ ⊆ ∪Ci. Then for
any distinct x1 . . . , xk ∈ ξ contained in the same cube we have f(x1 . . . , xk) ≥ mF .
Moreover, translating the tiling a bit if necessary, we can assume without loss of
generality that each point x ∈ ξ is contained in the interior of exactly one of the
cubes.
Observe that condition (K2) implies the following: Let i ∈ {1, . . . , N}. Then there
are (2d√dΘF e + 1)d =: q many cubes C1i , . . . , Cqi such that for any x ∈ Ci we have
{y1, . . . , yk−1} ⊂ ∪qj=1Cji whenever f(x, y1, . . . , yk−1) > 0. Note also, that the Cji
can be chosen such that for any fixed j it holds that {C1, . . . , CN} = {Cj1 , . . . , CjN}.
Let [q] := {1, . . . , q} and for any x ∈ ξ ∩ Ci and (j1, . . . , jk−1) ∈ [q]k−1 let
Ci(x, j1, . . . , jk−1) :=
[
(Cj1i ∩ (ξ \ x))× . . .× (Cjk−1i ∩ (ξ \ x))
]
6=
.
Then we have ∑
x∈ξ
F (x, ξ)2 =
N∑
i=1
∑
x∈ξ∩Ci
F (x, ξ)2
=
N∑
i=1
∑
x∈ξ∩Ci
 ∑
(j1,...,jk−1)∈[q]k−1
∑
y∈Ci(x,j1,...,jk−1)
f(x,y)
2 ,
where y = (y1, . . . , yk−1). Now let ni = |ξ ∩ Ci| and n(j)i = |ξ ∩ Cji |. Then by
condition (K3) the last expression in the above display does not exceed
N∑
i=1
∑
x∈ξ∩Ci
 ∑
(j1,...,jk−1)∈[q]k−1
MF
k−1∏
l=1
n
(jl)
i
2 .
Moreover, we have ∑
(j1,...,jk−1)∈[q]k−1
MF
k−1∏
l=1
n
(jl)
i
2 ≤ qk−1M2F ∑
(j1,...,jk−1)∈[q]k−1
k−1∏
l=1
(n
(jl)
i )
2.
Thus, it follows from the above considerations that
∑
x∈ξ
F (x, ξ)2 ≤ qk−1M2F
N∑
i=1
∑
x∈ξ∩Ci
∑
(j1,...,jk−1)∈[q]k−1
k−1∏
l=1
(n
(jl)
i )
2.
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Rearranging the triple sum, we can write the right hand side as
qk−1M2F
∑
(j1,...,jk−1)∈[q]k−1
N∑
i=1
∑
x∈ξ∩Ci
k−1∏
l=1
(n
(jl)
i )
2
= qk−1M2F
∑
(j1,...,jk−1)∈[q]k−1
N∑
i=1
ni
k−1∏
l=1
(n
(jl)
i )
2.
By Lemma 5.2 this expression does not exceed
qk−1M2F
∑
(j1,...,jk−1)∈[q]k−1
N∑
i=1
n2k−1i = q
2(k−1)M2F
N∑
i=1
n2k−1i
≤ q2(k−1)M2F
(
N∑
i=1
nki
)2k−1
k
.
At this, the latter inequality holds by monotonicity of the p-Norm.
It remains to prove
N∑
i=1
nki ≤
kk−1
mF (k − 1)!
∑
x∈ξ
F (x, ξ).
We will see that for any x ∈ ξ ∩ Ci we have
nk−1i
(k − 1)!
kk−1
≤ F (x, ξ)
mF
.(5.10)
This then gives, as desired, that
kk−1
(k − 1)!
∑
x∈ξ
F (x, ξ) = mF
N∑
i=1
∑
x∈ξ∩Ci
kk−1F (x, ξ)
mF (k − 1)!
≥ mF
N∑
i=1
∑
x∈ξ∩Ci
nk−1i = mF
N∑
i=1
nki .
To prove (5.10), let x ∈ ξ ∩ Ci. Consider the set
A := {(y1, . . . , yk−1) ∈ (ξ \ x)k−16= : f(x, y1, . . . , yk−1) > 0}.
Then, by definition of F (x, ξ) and by condition (K3) we have
F (x, ξ) =
∑
(y1,...,yk−1)∈A
f(x, y1, . . . , yk−1) ≥
∑
(y1,...,yk−1)∈A
mF .
Thus
F (x, ξ)
mF
≥ |A|.
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Since by condition (K1) we have ((ξ \ x) ∩ Ci)k−16= ⊆ A, it follows that
k−1∏
t=1
(ni − t) =
k−2∏
t=0
(ni − 1− t) = |((ξ \ x) ∩ Ci)k−16= | ≤
F (x, ξ)
mF
.
Moreover, it is straightforward to check that∏k−1
t=1 (ni − t)
nk−1i
≥ (k − 1)!
kk−1
whenever ni > k. Hence, it follows that for ni > k we have
nk−1i
(k − 1)!
kk−1
≤
k−1∏
t=1
(ni − t) ≤ F (x, ξ)
mF
.
Therefore, the inequality in (5.10) holds for ni > k. To conclude that the inequal-
ity also holds for ni ≤ k, recall that we assumed whithout loss of gererality that
F (y, ξ) > 0 for all y ∈ ξ, thus F (x, ξ) > 0. Hence, it follows from condition (K3)
together with symmetry of f that even F (x, ξ) ≥ mF (k − 1)!. Thus, for ni ≤ k, we
obtain
nk−1i
(k − 1)!
kk−1
≤ kk−1 (k − 1)!
kk−1
= (k − 1)! ≤ F (x, ξ)
mF
.
This concludes the proof. 
Proof of Theorem 3.2. The approach that is described in the following to obtain
the deviation inequalities presented in Theorem 3.2 is a refinement of the method
suggested in [21, 15]. We will use the convex distance for Poisson point processes
which was introduced in [19]. Let Nfin be the space of finite point configurations in
Rd, equipped with the σ-algebra Nfin that is obtained by restricting N to Nfin. Then
for any ξ ∈ Nfin and A ∈ Nfin this distance is given by
dT (ξ, A) = max
u∈S(ξ)
min
δ∈A
∑
x∈ξ\δ
u(x),
where
S(ξ) = {u : Rd → R≥0 measurable with
∑
x∈ξ
u(x)2 ≤ 1}.
To obtain the deviation inequalities for a U-statistic F , we will first relate F in a
reasonable way to dT . Then we will use the inequality
P(η ∈ A)P(dT (η, A) ≥ s) ≤ exp
(
−s
2
4
)
for A ∈ Nfin, s ≥ 0,(5.11)
which was proved in [19]. For the upcoming proof of Theorem 3.2 we also need the
following relation, stated in [15]. We carry out the corresponding straightforward
computations for the sake of completeness.
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Lemma 5.3. Let F be a U-statistic of order k with kernel f ≥ 0. Then for any
ξ, δ ∈ Nfin we have
F (ξ) ≤ k
∑
x∈ξ\δ
F (x, ξ) + F (δ).
Proof. We have
F (ξ) =
∑
x∈ξk6=
1(∃xi /∈ δ)f(x) +
∑
x∈(ξ∩δ)k6=
f(x)
≤
k∑
i=1
∑
x∈ξk6=
1(xi /∈ δ)f(x) +
∑
x∈δk6=
f(x)
= k
∑
x∈ξk6=
1(x1 /∈ δ)f(x) +
∑
x∈δk6=
f(x)
= k
∑
x∈ξ\δ
F (x, ξ) + F (δ)
where the third line holds by symmetry of f . 
Before we proof Theorem 3.2 in its full generality, we need to establish the corre-
sponding result for finite intensity measure processes. The proof of the next state-
ment is a variation of the method that was suggested in [21, Sections 5.1 and 5.2]
and [15, Section 3].
Proposition 5.4. Assume that the intensity measure of η is finite. Let F be a
U-statistic of order k with kernel f ≥ 0 and let m be a median of F . Assume that
F satisfies (3.1) for some α ∈ [0, 2) and c > 0. Then for all r ≥ 0 one has
P(F ≥ m + r) ≤ 2 exp
(
− r
2
4k2c(r + m)α
)
,
P(F ≤ m− r) ≤ 2 exp
(
− r
2
4k2cmα
)
.
Proof. Let ξ ∈ Nfin and A ∈ Nfin. Define the map uξ : Rd → R≥0 by
uξ(x) =
F (x, ξ)√∑
y∈ξ F (y, ξ)
2
if x ∈ ξ and uξ(x) = 0 if x /∈ ξ.
Then we have uξ ∈ S(ξ), thus
dT (ξ, A) ≥ min
δ∈A
∑
x∈ξ\δ F (x, ξ)√∑
y∈ξ F (y, ξ)
2
.
Moreover, by Lemma 5.3, for any δ ∈ A we have
F (ξ) ≤ k
∑
x∈ξ\δ
F (x, ξ) + F (δ).
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Thus, since by (3.1) we have
∑
y∈ξ F (y, ξ)
2 ≤ cF (ξ)α for Pη-a.e. ξ ∈ Nfin, we obtain
dT (ξ, A) ≥ min
δ∈A
F (ξ)− F (δ)
k
√∑
y∈ξ F (y, ξ)
2
≥ min
δ∈A
F (ξ)− F (δ)
k
√
cF (ξ)α/2
.
Now, to prove the first inequality, let
A = {δ ∈ Nfin : F (δ) ≤ m}.
Then, since the map s 7→ s/(s+ m)α/2 is increasing, we have
dT (ξ, A) ≥ F (ξ)−m
k
√
cF (ξ)α/2
≥ r
k
√
c(r + m)α/2
for Pη-a.e. ξ ∈ Nfin that satisfies F (ξ) ≥ m + r. This observation together with
(5.11) and the fact that P(η ∈ A) ≥ 1
2
yields
P(F (η) ≥ m + r) ≤ P
(
dT (η, A) ≥ r
k
√
c(r + m)α/2
)
≤ 2 exp
(
− r
2
4k2c(r + m)α
)
.
To prove the second inequality, let r ≥ 0 and
A = {δ ∈ Nfin : F (δ) ≤ m− r}.
If P(F (η) ≤ m−r) = P(η ∈ A) = 0, the desired inequality holds trivially, so assume
that P(F (η) ≤ m − r) > 0 and note that this implies r ≤ m. Then, since the map
s 7→ (s− (m− r))/sα/2 is increasing, we have
dT (ξ, A) ≥ F (ξ)− (m− r)
k
√
cF (ξ)α/2
≥ m− (m− r)
k
√
cmα/2
=
r
k
√
cmα/2
for Pη-a.e. ξ ∈ Nfin that satisfies F (ξ) ≥ m. Thus, it follows from (5.11) that
1
2
≤ P(F (η) ≥ m) ≤ P
(
dT (η, A) ≥ r
k
√
cmα/2
)
≤ 1
P(F (η) ≤ m− r) exp
(
− r
2
4k2cmα
)
.

As a final preparation for the proof of Theorem 3.2, we establish the following lemma.
Recall that MX is the smallest median of a random variable X, as defined in (3.2).
Lemma 5.5. Let X and Xn, n ∈ N be random variables such that a.s. Xn+1 ≥ Xn
for all n ∈ N and Xn a.s.→ X. Then there exists a non-decreasing sequence (mn)n∈N
where mn is a median of Xn such that limn→∞mn = MX.
Proof. For a random variable Z, let
MˆZ = sup{x ∈ R : P(Z ≥ x) ≥ 1/2} <∞.
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Note that (MˆXn)n∈N is a non-decreasing sequence and that MˆXn ≤ MˆX for all
n ∈ N, hence (MˆXn)n∈N is convergent. We claim that
lim
n→∞
MˆXn ≥MX.(5.12)
To see this, let x ∈ R be such that P(X ≤ x) < 1/2. Since almost sure convergence
of the Xn implies convergence in distribution, we have by the Portmanteau theorem
(see e.g. [12, Theorem 4.25]) that
lim sup
n→∞
P(Xn ≤ x) ≤ P(X ≤ x) < 1/2.
Hence, for sufficiently large n, one has P(Xn ≤ x) < 1/2. This implies that for
sufficiently large n, we have P(Xn ≥ x) ≥ 1/2 and thus MˆXn ≥ x. From these
considerations it follows that
lim
n→∞
MˆXn ≥ sup{x ∈ R : P(X ≤ x) < 12}
= inf{x ∈ R : P(X ≤ x) ≥ 1
2
} = MX.
Hence (5.12) is established. Now, for any n ∈ N, either MXn = MˆXn is the unique
median of Xn or all elements in the interval [MXn, MˆXn) are medians of Xn, where
MXn and MˆXn are non-decreasing in n. Taking (5.12) into account as well as the
fact that MXn ≤MX for all n ∈ N, the result follows. 
Proof of Theorem 3.2. For any n ∈ N let ηn = η ∩ B(0, n). Then ηn is a Poisson
point process with finite intensity measure that is given by µn(A) = µ(A ∩B(0, n))
for any Borel set A ⊆ Rd. We define for any n ∈ N the random variable Fn in terms
of the functional F : N→ R∪ {∞} by Fn = F (ηn). One easily observes that, since
F is a U-statistic with non-negative kernel, we have almost surely Fn+1 ≥ Fn for all
n ∈ N and also Fn a.s.→ F . According to Lemma 5.5 we can choose a non-decreasing
sequence mn, n ∈ N such that mn is a median of Fn satisfying limn→∞mn = MF .
Let r ≥ 0. By virtue of Proposition 5.4, for any n ∈ N we have
P(Fn −mn ≥ r) ≤ 2 exp
(
− r
2
4k2c(r + mn)α
)
≤ 2 exp
(
− r
2
4k2c(r +MF )α
)
.
The sequence of random variables Fn − mn converges almost surely (and thus
in distribution) to F − MF . Therefore, by the Portmanteau theorem (see e.g.
[12, Theorem 4.25]) we have
P(F −MF > r) ≤ lim inf
n→∞
P(Fn −mn > r) ≤ 2 exp
(
− r
2
4k2c(r +MF )α
)
.
The inequality for the lower tail follows analogously. 
Proof of Proposition 3.5. The proof presented below generalizes ideas from
[1, Section 6.1]. Recall that F is a U-statistic of order k satisfying (K1) to (K3)
and that I and a > 0 are chosen such that
P(F ≥M + r) ≤ exp(−I(r)),(3.4)
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where M is either the mean or a median of F , and
lim inf
r→∞
I(r)/ra > 0.(3.5)
Proof of Proposition 3.5. Choose some x ∈ Rd such that q = µ(B(x, ρF/2)) > 0.
Then Z := η(B(x, ρF/2)) is a Poisson random variable with mean q. Since the
diameter of B(x, ρF/2) equals ρF , the assumptions (K1) and (K3) yield that for any
x ∈ ηk6= ∩B(x, ρF/2) one has f(x) ≥ mF > 0. It follows that
F ≥ mFk!
(
Z
k
)
.
Hence, there exists a constant A > 0 such that for sufficiently large r,
AZk ≥ r implies F ≥ r.
Thus, for sufficiently large r,
P(F ≥M + r) ≥ P(AZk ≥M + r) = P(Z ≥ τ(r)),(5.13)
where τ(r) = A−1/k(r + M)1/k. The tail asymptotic of a Poisson random variable
is well known and one has P(Z ≥ s) ∼ exp(−s log(s/q) − q) as s → ∞, see e.g.
[9]. Here the symbol ∼ denotes the asymptotic equivalence relation. Combining this
with (5.13), we obtain
lim inf
r→∞
P(F ≥M + r)
exp(−τ(r) log(τ(r)/q)− q) ≥ 1.
Hence, taking (3.4) into account, there exists a constant B > 0 such that for suffi-
ciently large r,
τ(r) log(τ(r)/q) + q ≥ I(r)−B.
By virtue of (3.5), dividing this inequality by ra and taking the limit yields
lim inf
r→∞
τ(r) log(τ(r)/q)
ra
> 0.(5.14)
Moreover, writing C = A−1/k > 0, we have
τ(r) log(τ(r)/q)
ra
∼ Cr1/k−a log(C(r +M)1/k/q).
The result follows since a > 1/k would imply that the RHS in the above display
converges to 0, contradicting (5.14). 
Proof of Proposition 4.1 and Theorem 4.2. The upcoming reasoning is par-
tially inspired by the proof of [18, Proposition 3.1]. First of all, we need to intro-
duce the quantities ‖fn‖2n that are crucial ingredients for the stochastic analysis of
Poisson processes using Malliavin Calculus, see e.g. [16] for details. According to
[20, Lemma 3.5], for a square-integrable U-statistic with kernel f these quantities
can be explicitly written as
‖fn‖2n =
(
k
n
)2 ∫
(Rd)n
(∫
(Rd)k−n
f(yn,xk−n)dµk−n(xk−n)
)2
dµn(yn),(5.15)
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where we use the abbreviations yn = (y1, . . . , yn) and xk−n = (xn+1, . . . , xk). Also
according to [20, Lemma 3.5], one has that the variance of a square-integrable
U-statistic F is now given by
VF =
k∑
n=1
n!‖fn‖2n.(5.16)
This formula will be crucial for analysing the variance asymptotics of subgraph
counts. For the remainder of the section, let the assumptions and notations of
Section 4.2 prevail. In particular, recall that m denotes the Lebesgue density of the
measure µ and note that we will use the notation
m⊗l(z) = m⊗l(z1, . . . , zl) =
l∏
i=1
m(zi)
for any l ∈ N and z = (z1, . . . , zl) ∈ (Rd)l. The following two lemmas are used in
the proofs of Proposition 4.1 and Theorem 4.2.
Lemma 5.6. Assume that the subgraph count Nt is square-integrable. Then the
corresponding quantities ‖fn‖2n given by formula (5.15) can be written as
cn(t)
∫
Rd×B(0,Θ)n−1
Iyt (yn)
(∫
B(0,Θ)k−n
Ixt (xk−n) J(yn,xk−n) dxk−n
)2
dyn,(5.17)
where
cn(t) =
t2k−nρd(2k−n−1)t
(k!)2
(
k
n
)2
,
Θ = diam(H)θ,
Iyt (yn) = m
⊗n(y1, ρty2 + y1, . . . , ρtyn + y1),
Ixt (xk−n) = m
⊗k−n(ρtxn+1 + y1, . . . , ρtxk + y1),
J(yn,xk−n) = |{subgraphs H ′ of GS(0, y2, . . . , yn, xn+1, . . . , xk) : H ′ ∼= H}|.
Proof. Recall that the kernel of the subgraph count Nt is given by
ft(z) =
|{subgraphs H ′ of GρtS(z) : H ′ ∼= H}|
k!
, z ∈ (Rd)k.
Since Nt is assumed to be square-integrable, formula (5.15) holds. The integral on
the RHS of (5.15) can be written as
t2k−n
∫
(Rd)n
m⊗n(yn)
(∫
(Rd)k−n
m⊗k−n(xk−n)ft(yn,xk−n) dxk−n
)2
dyn.
The change of variables
xk−n 7→ (ρtxn+1 + y1, . . . , ρtxk + y1)
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now gives that the above expression equals
t2k−nρ2d(k−n)t
(k!)2
∫
(Rd)n
m⊗n(yn)
(∫
(Rd)k−n
Ixt (xk−n) J
x
t (yn,xk−n) dxk−n
)2
dyn,
where
Jxt (yn,xk−n) = |{subgraphs H ′ of GρtS(yn, ρtxn+1 + y1, . . . , ρtxk + y1) : H ′ ∼= H}|.
We perform a further change of variables for the outer integral, namely
yn 7→ (y1, ρty2 + y1, . . . , ρtyn + y1).
This yields that the quantity in question equals
t2k−nρd(2k−n−1)t
(k!)2
∫
(Rd)n
Iyt (yn)
(∫
(Rd)k−n
Ixt (xk−n) J(yn,xk−n) dxk−n
)2
dyn,
where one should notice that
Jxt (y1, ρty2 + y1, . . . , ρtyn + y1,xk−n)
= |{subgraphs H ′ of GS(0, y2, . . . , yn, xn+1, . . . , xk) : H ′ ∼= H}|
= J(yn,xk−n).
Also, we see that J(yn,xk−n) = 0 whenever ‖xi‖ > diam(H)θ = Θ for some
n + 1 ≤ i ≤ k. Hence, the inner integral is actually an integral over B(0,Θ)k−n.
Similarly, the outer integral is an integral over Rd ×B(0,Θ)n−1. 
In the next statement we use the abbreviation x = (x1, . . . , xk). Note that here we do
not assume that the considered subgraph count Nt is necessarily square-integrable.
Lemma 5.7. The expectation of Nt can be written as
ENt =
tkρ
d(k−1)
t
k!
∫
Rd×B(0,Θ)k−1
It(x) J(x) dx,(5.18)
where
It(x) = m
⊗k(x1, ρtx2 + x1, . . . , ρtxk + x1),(5.19)
J(x) = |{subgraphs H ′ of GS(0, x2, . . . , xk) : H ′ ∼= H}|.
In (5.18), the LHS is finite if and only if the RHS is finite.
Proof. Using the Slivniak-Mecke formula (see e.g. [22, Corollary 3.2.3]) we can write
ENt =
tk
k!
∫
(Rd)k
m⊗k(x) |{subgraphs H ′ of GρtS(x) : H ′ ∼= H}| dx.
Now, the change of variables
x = (x1, . . . , xk) 7→ (x1, ρtx2 + x1, . . . , ρtxk + x1)
followed by a reasoning very similar to the one in the proof of Lemma 5.6 yields the
result. 
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Proof of Proposition 4.1. Let the notation of Lemma 5.7 prevail. The assumption
(4.6) implies that for any t ∈ N and x ∈ Rd ×B(0,Θ)k−1,
c−km(x1)k ≤ It(x) ≤ ckm(x1)k.
Using Lemma 5.7, one obtains
c−kA
∫
Rd
m(x)k dx ≤ k!
tkρ
d(k−1)
t
ENt ≤ ckA
∫
Rd
m(x)k dx,
where
A =
∫
B(0,Θ)k−1
|{subgraphs H ′ of GS(0, x2, . . . , xk) : H ′ ∼= H}| dx > 0.
Hence, it follows that
∫
m(x)kdx <∞ is equivalent to integrability of Nt. According
to Theorem 1.1, the subgraph count Nt is integrable if and only if it is almost surely
finite. The result follows. 
Proof of Theorem 4.2. [Proof of (i)] Let the notation of Lemma 5.7 prevail. Since
by assumption the density m is continuous, we have for It given by (5.19) and for
any x ∈ (Rd)k,
lim
t→∞
It(x) = m(x1)
k.
Now, the condition (4.6) guarantees that for any x ∈ Rd ×B(0,Θ)k−1,
It(x) ≤ ckm(x1)k.
Moreover, by virtue of assumption (4.7) and boundedness of J ,
K :=
∫
Rd×B(0,Θ)k−1
m(x1)
kJ(x) dx <∞.
Hence, Lemma 5.7 together with the dominated convergence theorem yield that the
sequence ENt/(t
kρ
d(k−1)
t ) converges to K/k! > 0.
[Proof of (ii)] Since MNt is a median of Nt, in the case MNt > ENt one has
1
2
≤ P(Nt ≥MNt) = P(Nt − ENt ≥MNt − ENt)
≤ P(|Nt − ENt| ≥ |MNt − ENt|) ≤ VNt
(MNt − ENt)2 ,
where for the last inequality we used Chebyshev. Similarly, if MNt < ENt,
1
2
≤ P(Nt ≤MNt) ≤ P(|Nt − ENt| ≥ |MNt − ENt|) ≤ VNt
(MNt − ENt)2 .
We see that in any case one has∣∣∣∣MNtENt − 1
∣∣∣∣ ≤ √2VNtENt .
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Now, the statements (i) and (iii) of the theorem yield
√
2VNt
ENt
∼
√√√√ 2
a2
k∑
n=1
(tρdt )
k−n
tkρ
d(k−1)
t
A(n) =
√√√√ 2
a2
k∑
n=1
ρ
d(1−n/k)
t (t
kρ
d(k−1)
t )
−n/kA(n).(5.20)
The assumption limt→∞ENt = ∞ together with statement (i) of the theorem and
limt→∞ ρt = 0 implies that this tends to 0 as t→∞.
[Proof of (iii)] First note that by Proposition 4.1 together with Theorem 1.1 the
assumption (4.7) guarantees that all moments of the subgraph counts Nt exist. In
particular, the Nt are square-integrable, thus formula (5.16) is in order. So, to
analyse the asymptotic behaviour of VNt, we need to analyse the asymptotics of
the quantities ‖fn‖2n. This will be done by proving convergence of the integrals that
appear in (5.17),∫
Rd×B(0,Θ)n−1
Iyt (yn)
(∫
B(0,Θ)k−n
Ixt (xk−n) J(yn,xk−n) dxk−n
)2
dyn.
We first remark that by continuity of the density m, for any xk−n ∈ (Rd)k−n,
lim
t→∞
Ixt (xk−n) = m(y1)
k−n.
Since J and m are bounded, the dominated convergence theorem applies and gives
lim
t→∞
∫
B(0,Θ)k−n
Ixt (xk−n) J(yn,xk−n) dxk−n
=
∫
B(0,Θ)k−n
m(y1)
k−n J(yn,xk−n) dxk−n.
Now, it follows from the assumption (4.6) that for any xk−n ∈ B(0,Θ)k−n and
yn ∈ Rd ×B(0,Θ)n−1,
Ixt (xk−n) ≤ ck−nm(y1)k−n and Iyt (yn) ≤ cnm(y1)n.
Moreover, we have that∫
Rd×B(0,Θ)n−1
m(y1)
n
(∫
B(0,Θ)k−n
m(y1)
k−n J(yn,xk−n) dxk−n
)2
dyn
≤ (Θdκd)2k−n−1‖J‖2∞
∫
Rd
m(x)2k−n dx <∞,
where κd denotes the Lebesgue measure of the unit ball in R
d. Here the finiteness of
the latter integral follows from assumption (4.7) since m is bounded and 2k−n ≥ k.
Furthermore, by continuity of m, one has for any yn ∈ Rd ×B(0,Θ)n−1,
lim
t→∞
Iyt (yn) = m(y1)
n.
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We conclude that the dominated convergence theorem applies and gives
lim
t→∞
∫
Rd×B(0,Θ)n−1
Iyt (yn)
(∫
B(0,Θ)k−n
Ixt (xk−n) J(yn,xk−n) dxk−n
)2
dyn
=
∫
Rd
m(x)2k−ndx
∫
B(0,Θ)n−1
(∫
B(0,Θ)k−n
J0(yn−1,xk−n) dxk−n
)2
dyn−1
=: K(n),
where
J0(yn−1,xk−n) = |{subgraphs H ′ of GS(0,yn−1,xk−n) : H ′ ∼= H}|.
Hence, by virtue of (5.16) and (5.17) the variance can be written as
VNt =
k∑
n=1
t2k−nρd(2k−n−1)t
n!
(k!)2
(
k
n
)2
K
(n)
t ,
= tkρ
d(k−1)
t
k∑
n=1
(tρdt )
k−n n!
(k!)2
(
k
n
)2
K
(n)
t .
where K
(n)
t is such that limt→∞K
(n)
t = K
(n) ∈ (0,∞). The result follows. 
Proof of Theorem 4.3. In the upcoming proof of the strong law for subgraph
counts we use the following consequence of the Borel-Cantelli lemma (see e.g.
[12, Theorem 3.18]), well known from basic probability theory.
Lemma 5.8. Let (Xn)n∈N be a sequence of real random variables and let (an)n∈N be
a sequence of real numbers converging to some a ∈ R. Assume that for any ε > 0,
∞∑
n=1
P(|Xn − an| ≥ ε) <∞.
Then
Xn
a.s.−→ a as n→∞.
Proof of Theorem 4.3. It follows from Theorem 1.1 that for any real number ε > 0,
P
(∣∣∣∣∣ Nttkρd(k−1)t − ENttkρd(k−1)t
∣∣∣∣∣ ≥ ε
)
≤ pu(t, ε) + pl(t, ε),
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where
pu(t, ε) := exp
−tρd(k−1)/kt
((
ENt
tkρ
d(k−1)
t
+ ε
) 1
2k −
(
ENt
tkρ
d(k−1)
t
) 1
2k
)2
2k2cd
 ,
pl(t, ε) := exp
(
−t
2kρ
2d(k−1)
t ε
2
2kVNt
)
.
Now, by Theorem 4.2 (i) the sequence ENt/(t
kρ
d(k−1)
t ) converges to a positive real
number. This implies that we can choose a constant C > 0 such that for sufficiently
large t,
pu(t, ε) ≤ exp
(
−tρd(k−1)/kt C
)
.
Moreover, assumption (4.8) guarantees the existence of a constant C ′ > 0 such that
for sufficiently large t,
exp
(
−tρd(k−1)/kt C
)
≤ exp (−tγ/kC ′) .
We conclude that
∑
t∈N pu(t, ε) <∞. Furthermore, similarly as in (5.20), it follows
from Theorem 4.2 (iii) that
VNt
t2kρ
2d(k−1)
t
∼
k∑
n=1
ρ
d(1−n/k)
t (t
kρ
d(k−1)
t )
−n/kA(n).
Invoking assumption (4.8) yields existence of a constant C ′′ > 0 such that for suffi-
ciently large t,
k∑
n=1
ρ
d(1−n/k)
t (t
kρ
d(k−1)
t )
−n/kA(n) ≤
k∑
n=1
ρ
d(1−n/k)
t (C
′′tγ)−n/kA(n).
Now, the sequence ρt tends to 0 and thus it is bounded above. Moreover, for any
t ∈ N one has t−kγ/k ≤ t−(k−1)γ/k ≤ . . . ≤ t−γ/k. From this together with the last
two displays we derive existence of a constant C ′′′ > 0 such that for large t,
VNt
t2kρ
2d(k−1)
t
≤ C ′′′t−γ/k.
Hence, for sufficiently large t,
pl(t, ε) ≤ exp
(
− t
γ/kε2
2kC ′′′
)
.
It follows that
∑
t∈N pl(t, ε) <∞. Applying Lemma 5.8 yields the result. 
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