alone, must contain each of the possible s t ordered rows the same number of times. A standard notation often used to reference an OA of N rows, k columns, and s symbols, of strength t is OA(N, k, s, t). For example, the following array is an OA(9, 4, 3, 2): In this example, each pair of columns contains each of the 9 possible ordered pairs of symbols once (as a row), so this is the smallest possible strength-2 OA with 4 columns and 3 symbols.
The rows in these t-dimensional subsets of columns can be replicated, but if they are, each unique row must be replicated the same number of times. So, for example, the next-smallest strength-2 OA for 4 columns and 3 symbols would require 18 rows (and one example of that would be the above array written twice). The number of times each unique row of a t-column subset appears is called the index of the array, often designated by the symbol λ.
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Statistical Motivation
In statistics, OAs are used as a class of factorial experimental designs. For this purpose, N is the number of experimental runs, k is the number of factors, s is the number of levels of each factor, and the array (as shown in the example above) is the set of entries in a design matrix for an s k experiment. Except when k = t, an OA corresponds to an incomplete, or fractional, factorial experiment. The class of regular fractional factorial designs, as described at length in STAT 512, is a sub-class of the class of OAs; every regular fraction corresponds to an OA, but there are many OAs that do not correspond to regular fractions.
Unambiguous interpretation of the data from fractional factorial experiments requires (as we discussed in STAT 512) that assumptions be made. Most commonly, this amounts to assuming, at least tentatively, that interactions above a specified order are not present.
Recall, in particular, that this was the motivation for classifying regular fractional factorials by their resolution. When OAs are used as experimental design, the strength of the array plays a similar role to that of resolution with regular fractions.
Orthogonality
Before thinking about the relationship between strength and resolution, it is helpful to briefly review two related senses in which the word "orthogonality" is used. In describing
OAs we say that two columns of s symbols are orthogonal if each of the s 2 (ordered) pairs of symbols appears in an equal number of rows. We can extend this idea to pairs of sets of columns. For example, in OAs of strength 4, every pair of columns is orthogonal to every other pair, in the sense that each of the s 4 ordered pairs of ordered pairs of symbols appears in an equal number of rows. The concept easily generalizes to any two sets of columns, and applies whether the two sets have columns in common or not.
In parallel to this, we say that two data contrasts are orthogonal if the inner product of the weight vectors is zero. In STAT 512, we saw that for 2-level designs, if two columns of the design matrix are orthogonal (in the column sense) then the two corresponding main effect data contrasts are also orthogonal (in the contrast sense). This relationship generalizes easily to groups of columns, and to s other than 2 levels. Consider a design in which each factor has 3 (say) levels, and for which the columns corresponding to factors 1 and 2 are, as a set, orthogonal to the columns corresponding to factors 3, 4, and 5. That is, each of the 9 ordered pairs of factor levels for factors 1 and 2 appear in the same number of runs as each of the 27 ordered triples of factor levels of factors 3, 4, and 5. Specify a set of 9 weights that sum to zero, and form a data contrast with these by defining a correspondence between the weights and the 9 paired values of factors 1 and 2. Since every ordered pair of levels for factors 1 and 2 appears the same number of times in the design, it should be clear that this N -element linear combination really is a contrast. Similarly construct a set of 27 weights for a data contrast associated with the ordered values of factors 3, 4, and 5. Then it is not difficult to show that the two data contrasts just generated are orthogonal. Further, it should be clear that these two contrasts include the components (from any reaonable parameterization) of the two-factor interaction for factors 1 and 2, and the three-factor interaction for factors 3, 4, and 5, or two lower order effects, each of which is identified with one of these groups of factors.
Hence, statistical motivation for the use of OAs as experimental designs comes from the fact that the (column) orthogonal structure of the arrays implies the (contrast) orthogonal structure of factorial effect estimates of interest. With this in mind, we consider the modeling implications for OAs.
OAs of even strength:
• t = 2: In OAs of strength 2, evey pair of columns is orthogonal. Therefore, every pair of main effect contrasts is orthogonal. As a consequence, a model that contains all main effects can be fitted with maximum efficiency, and the estimates of these model terms are unbiased if all interactions of order 2 and higher are absent.
• t = 4: In OAs of strength 4, every pair of columns is orthogonal, every single column is orthogonal to every set of two columns, and every pair of sets of two columns are orthogonal. Therefore, every pair of main effect and two-factor interaction contrasts is orthogonal. As a consequence, a model that contains all main effects and two-factor interactions can be fitted with maximum efficiency, and the estimates of these model terms are unbiased if all interactions of order 3 and higher are absent.
• t = 2u: In OAs of strength 2u, every pair of sets of columns with u or fewer columns is orthogonal. Therefore, every pair of factorial effect contrasts through order u is orthogonal. As a consequence, a model that contains all factorial effects through order u can be fitted with maximum efficiency, and the estimates of these model terms are unbiased if all interactions of order u + 1 and higher are absent.
In this sense, OAs of strength 2, 4, 6, ... correspond to regular fractions of resolution 3, 5, 7, ..., respectively.
OAs of odd strength:
• t = 1: Strength-1 OAs are generally not discussed along with other OAs, since they demand no real structure at all beyond balance in each column. (That is, each level of each factor must be represented the same number of times in the design.) Further, it is easy to construct OAs of strength 1 that are essentially useless as practical designs.
However, OAs of strength 1 and index 1 also include Latin Hypercube designs, which are widely used in the analysis of computer models.
• t = 3: In OAs of strength 3, every single column is orthogonal to every other column or set of 2 columns. Therefore, every pair of main effect contrasts is orthogonal, and every main effect contrast is orthogonal to every two-factor interaction contrast. As a consequence, a model that contains all main effects can be fitted with maximum efficiency, and the estimates of these model terms are unbiased if all interactions of order 3 and higher are absent.
• t = 5: In OAs of strength 5, every single column is orthogonal to every set of up to 4 columns, and every set of 2 columns is orthogonal to every set of up to 3 columns.
Therefore, every pair of main effect and two-factor interaction contrasts is orthogonal.
As a consequence, a model that contains all main effects and two-factor interactions can be fitted with maximum efficiency, and the estimates of these model terms are unbiased if all interactions of order 4 and higher are absent.
• t = 2u + 1: In OAs of strength 2u + 1, every pair of sets of columns with u or fewer columns is orthogonal, and every set of u columns is orthogonal to every set of u + 1 columns. Therefore, every pair of factorial effect contrasts through order u is orthogonal, and every factorial contrast of order u is orthogonal to every factorial contrast of order u + 1. As a consequence, a model that contains all factorial effects through order u can be fitted with maximum effriciency, and the estimates of these model terms are unbiased if all interactions of order u + 2 and higher are absent.
In this sense, OAs of strength 3, 5, 7, ... correspond to regular fractions of resolution 4, 6, 8, ..., respectively.
OAs and Regular Fractions
As noted above, all regular fractional factorial designs are members of the class of OAs (when viewed as experimental designs). However, the class of OAs is much larger, as can be seen by considering the possible values of N . By their structure, regular fractional factorial designs must be such that N is a power of a multiple of s (i.e. rs f −p , where r is the replication factor, and p is the "number of splits" employed in constructing the fraction, or "degree of fractionation"). On the other hand, the general form of N for OAs of strength t is λs t , also a multiple of a power of s, but one for which the exponent is not a function of the number of factors under consideration. So, for example, a resolution 3 regular fraction for a 2-level factors requires a minimum of 16 = 2 9−5 unreplicated treatments, and can be equally replicated to form designs of 32, 48, 64 ... runs. On the other hand, a comparable OA of strength 2 in 12 runs -OA(12, 9, 2, 2) -can be constructed in by dropping any 2 columns of an 11-factor, 12-run Plackett-Burman design. (Note that this design has λ = 3 copies of each row in every 2-column subset.) Further, larger Plackett-Burman designs can also be used, i.e. 6 columns can be dropped from a 16-run Plackett-Burman plan, 10 columns from a 20-run plan, et cetera. This results in strength-2 OAs for 9 columns in 16, 20, 24 ... runs (for which λ is 4, 5, 6 ..., respectively). This makes it clear that there is much more flexibility in selecting the size of a design within the class of OAs than within the more restricted class of regular fractions.
Besides the restriction on possible values of N , the primary characteristic of regular fractions that is not shared by other OAs is the simple relationship among columns representing all factorial effects, both those included in the intended model and those representing higher-order terms. Specifically, every pair of factorial effects in a regular fraction is either orthogonal, or (completely) aliased. In STAT 512, we discussed this extensively for 2-level regular fractions, using the generating relation to identify those sets of effects that are aliased, and noting that every two effects not in the same set are orthogonal. In contrast, the restrictions on orthogonality required of general OAs do not extend to all factorial effects.
For example, consider an OA(N, 3, s, 2). We know that every pair of columns is orthogonal because t = 2. But there is nothing in the structural requirements of the OA that restricts the relationship between column 1, and the two-column group (2,3). For example, for the 12-run Plackett-Burman design (s = 2), the main effect contrast associated with any factor is neither orthogonal to nor completely aliased with each two-factor interaction contrast associated with any other two factors. The practical impact of this is that for any u = 1, 2, 3, ..., a regular fraction of resolution 2u + 1 or an OA of strength 2u preserves orthogonality between any pair of contrasts associated in a model of order up to u. But for pairs of factorial effects, one of which is in the model and one of which is not, the relationship may be much more complicated for the general OA than for the regular fraction. Similarly, regular fractions of resolution 2u + 2 or OAs of strength 2u + 1 provide orthogonality between pairs of contrasts of order u and u + 1, but the relationships between contrasts associated with model terms and those of higher order can be more complicated for the OA than for the regular fractions.
The impact of this difference on statistical modeling is reflected in the elements of the alias matrix, which is much more sparse (i.e. contains far more zeros) for regular fractions than for other OAs.
Bounds on OA Size: Rao's Inequalities Rao (1947) established inequality relationships among N , k, s, and t, which serve either as an upper bound on the number of columns that can be included in an OA of given N , s, and t; or a lower bound on the number of rows required for an OA of given k, s, and t:
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The parameters of an OA(N, k, s, t) satisfy the following inequalities:
We offer a brief sketch of the proof of these inequalities. (A more detailed and complete development can be found in HSS.) Consider the special case of s = 2 (to take advantage of the intuitive simplicity of 2-level factorials):
Hence, the right side of the first inequality is 1 + k for t = 2, 1 + k + k 2 for t = 4, et cetera.
Note that these are the numbers of parameters in a first order model, second order model, et cetera. Using an OA of strength 2, model matrix columns for all terms in the first order model are orthogonal, and so must be estimable. But this implies that the model matrix must be of full rank, requiring N ≥ 1 + k. The same argument holds for arrays of strength 4 and the second order model, and generalizes to any even value of t.
The right side of the second inequality is 1 + k
for t = 5, et cetera. In the first case, the structure of an OA of strength 3 is such that the 1 + k model matrix columns representing main effects, and the k − 1 two-factor interactions associated with any single factor, are all orthogonal. The latter is true because each single column from the array and group of two columns from the array are orthogonal. (All columns representing two-factor interactions cannot be included in the model because two groups of two columns that do not share a columns are not orthogonal.) Hence a model with the intercept, main effects, and two-factor interactions involving one factor, can be orthogonally estimated, so the model matrix must be of full rank, and N must be at least as large as the bound. This line of argument applies to t = 5 by considering a model with main effects, two-factor interactions, and the three-factor interactions involving any one factor.
To extend the argument to s > 2, note that factors involving (s−1) represent the number of contrasts required to represent factorial effects at each level. For example, (s − 1) 1 degrees of freedom (or contrasts) are used to express each main effect, (s − 1) 2 are used for each two-factor interaction, et cetera. These factors increase the number of model terms needed for larger s, and the constructive rationale for the resulting bound on N based on the number of terms in an estimable model is the same as for s = 2.
It should be immediately noted that N is also constrained to be a multiple of s t due to the structure of the OA, so an immediate improvement for Rao's bounds, when they do not produce such a value, is to round N up to the next such multiple. Other improvements to the bounds have also been developed in the literature, but Rao's bounds are intuitive, and offer a good starting point for what size OAs may be available for given specifications.
A Connection Between OAs and Latin Squares
Recall that a Latin Square of order s is an s×s square array of s symbols, each appearing s times, in such a way that each symbol appears once in each row and once in each column.
In STAT 512, these structures were used to define experimental designs for s treatments, where rows and columns of the array were viewed as two overlapping systems of blocks, and each experimental unit (represented by one cell in the table) was an element of one block from each system. If we identify the s rows and s columns by the same set of "symbols" used as table entries, and form an array in which each row contains the row-block symbol, the column-block symbol, and the Latin Square treatment symbol for a cell in the table, a little thought shows that this is an OA(s 2 , 3, s, 2), e.g.: Recall also that Graeco-Latin Square designs are constructed by using two mutually orthogonal Latin Squares of the same order, with the property that when overlaid, each symbol in the body of one square appears together with each symbol in the body of the other exactly once. In STAT 512, we used the entries in the second square to define a third system of blocks, so that each unit could appear as an element of one block from each of three systems. Here, the second square allows us to add a 4th column to the orthogonal array, yielding an OA(s 2 , 4, s, 2), e.g.: Note that in this case, the resulting array is the same as that displayed don the first page of this document.
More generally, even more pairwise orthogonal Latin Squares (for which any two have the orthogonality property described above) may be combined in this manner to add even more columns to the OA. The limit to which this process can be taken is known for some "special values" of s, based on the fact that when s is a prime number or a power of a prime number, there are s − 1 pairwise orthogonal Latin Squares of order s. Hence for such values of s, single-index (i.e. λ = 1) orthogonal arrays of strength 2 can be constructed in up to k = s+1 columns. The theory is not so "clean" or complete for other values of s, but no case is known in which the maximum number of mutually orthogonal Latin Squares is greater than s − 1, and in most of these cases, the number is much smaller.
Basics of Galois Fields
The construction of OAs is often accomplished via algebraic arguments. Many of these involve Galois fields, whch we now very briefly introduce.
Recall (if you've been exposed to abstract algebra) that a field is composed of a set F , and two binary operations that map F × F into F . A simple example is the set of non-negative integers along with the operations of ordinary addition and multiplication. In contrast, a
Galois field is one for which the set F is finite. If F is a finite set of the integers, it is clear that ordinary addition and multiplication cannot be the operations of the field since, for example, additing the largest element of F to itself doesn't result in an element of F .
Nonetheless, we let "+" and "×" represent the two operations to be used, regardless of what they are.
In order to be a field, the triple (F, +, ×) must satify 9 conditions, 8 of which are actually 4 conditions applied to each of the two operations individually:
• (Identity) There are unique elements 0 and 1 of F such that, for any a ∈ F , a + 0 = a and a × 1 = a.
• (Inverse) For every a ∈ F , there is a unique −a such that a + (−a) = 0, and there is a unique a −1 such that a × a −1 = 1.
•
Construction of particular Galois fields essentially amounts to construction of two square tables, the size of which is the same as the number of elements in F , to define + and ×.
The number of elements in F is called the order of the field, and we'll generically refer to a Galois field of order o as GF (o). The simplest construction, and one that is very convenient for our purposes, is the collection of Galois fields for which:
• F = {0, 1, 2, ..., p − 1}, where we will require that p be a prime number
• + will be addition, modulo p; e.g. for p = 3, 2 + 1 = 0.
• × will be multiplication, modulo p; e.g. for p = 3, 2 × 2 = 1.
For this field, the elements we are calling 0 and 1 are, as in ordinary arithmetic, the additive and multiplicative identities, respectively. Hence, the entire Galois field of this type is determined by the value of p, and we refer to this specific field as GF * (p) to denote its special structure.
Galois fields do exist, however, for cases in which the order is not a prime number. Here's an example; let F = {0, 1, 2, 3}, and define + and × as follows: • The characteristic c is a prime number.
• The order o = c n for some integer n.
Once a Galois field is specified, we denote by F [x] the collection of all polynomials (in a variable we're calling x) that can be formed with coefficients from the set F . For example, using GF (5), one of the elements of F [x] is:
Because this notation is clumsey, we'll also write this with the usual convention of omitting the symbol for multiplication:
In this context, x denotes an arbitrary element of F , and evaluation of the polynomial proceeds by using the definition of + and × specified for the field; for GF * (s), evaluation can proceed via the usual rules for addition and subtraction, and the result then reduced modulo s.
OA Construction Methods Based on Galois Fields
A large number of OA construction techniques have been developed using GF's; many of them are described or referenced in HSS. Here we will briefly describe only a few of the simpler methods.
Bush Construction 1
For s a prime power ≥ 2, and s ≥ t − 1 ≥ 0, an OA(s t , s + 1, s, t) can be constructed as follows. First, construct an s t -by-s array (i.e. all but the last column) by giving a label to each column and row:
• The s columns are labeled with the s elements of GF (s).
• The s t rows are labeled with the elements of F [x] of degree up to t − 1 (i.e. for which each of the t coefficients is one of the elements of F ).
The (i, j) element of this array is then found by evaluating the polynomial that is the label for row i at x = the label for column j. Elements of the final column of the OA are defined to be the coefficients of x t−1 in the corresponding (row-label) polynomials.
Example
Construct an OA in s = 3 symbols of strength t = 2, in N = s t = 9 rows and k = s+1 = 4 columns. Use GF * (Note that with column relabeling, this is the same OA as the one used in the example on the first page of these notes.)
Bush Construction 2
For s = 2 m with m ≥ 1, an OA(s 3 , s + 2, s, 3) can be constructed as follows. First, use Construction 1 to obtain a OA(s 3m , 2 m + 1, 2 m , 3). Adjoin an additional column for which elements are defined to be the coefficients of x (first power) in the corresponding (row-label) polynomials. Hence, Construction 2 allows an extra column to be added to the array, relative to what Construction 1 provides, in the special case that s is a power of 2.
Example
Construct an OA in s = 4 = 2 2 symbols of strength t = 3, in N = 4 3 = 64 rows and k = 4 + 2 = 6 columns. Begin by using Construction 1 to find an OA(64, 5, 4, 3) using the GF (4) described above, and augment with the last column as indicated:
coefficient coefficient 
Rao-Hamming Construction
For s a prime power, an OA(s n , (s n − 1)/(s − 1), s, 2), for any n ≥ 2, can be constructed as follows. First, construct an s n × n array C comprised of rows that are all possible n-tuples of elements from GF (s). Let z be an n-element column vector with elements from GF (s), and such that not all elements are 0's, and the first nonzero is 1. (Recall that this is the same set of restrictions we called the "uniqueness condition" for sets of coefficients in the equations we used in generating blocking structures for p f experiments in STAT 512.) Then each column of the OA is generated as the product Cz; there are (s n −1)/(s−1) such vectors z, as required for the construction.
Example
Construct an OA in s = 2 symbols of strength t = 2, in N = 2 3 = 8 rows and (2 3 − 1)/(2 − 1) = 7 columns by starting with the array of all 8 possible 3-tuples of elements from GF (2), and post-multiplying by the 7 vectors z satisfying the stated conditions: A number of algebraic techniques have been developed for constructing mixed OAs (and many of these are discussed in HSS). Many of these are relatively specialized, e.g. are only relevant for a particlar number of symbols for some factors, and most require that a simpler OA (perhaps with all columns containing the same number of symbols) be specified as a "seed array". Computational algorithms are also useful in constructing mixed OAs in some cases. The following is a brief description of one such algorithm.
DeCock-Stufken Algorithm
DeCock and Stufken (2000) described an algorithmic approach to constructing mixed
OAs in which most columns contain 2 symbols, and one or a few contain more. (This situation is not uncommon in screening experiments, where many factors can resonably be represented at two levels, but a few require 3 or more.) Their algorithm is specifically designed to construct arrays of strength t = 2, and while extensions to higher strength might be possible, they would substantially complicate the development. Here, we follow their description of constructing an OA(N, 2 k , 3 1 ), where N is specified, and the object is to construct an OA with the largest possible value of k; the extension to s 2 = 3 should be fairly obvious.
First, note that the value of N specified here must be both a multiple of 4 (so that every pair of columns with 2 symbols can be orthogonal) and 6 (so that every pair of columns including the new 3-symbol column to be added can be orthogonal). The key to the DeCockStufken algorithm is the observation that the array to be constructed can be represented as:
where 0, 1, and 2 are N/3-element column vectors of 0's, 1's and 2's, respectively; and C 0 , C 1 , and C 2 are N/3 × k arrays of 0's and 1's such that:
• Each C i is an OA of strength 1, and
• The N × k row-juxtaposition of C 0 , C 1 , and C 2 -call this array C -is an OA of strength 2.
The first requirement assures that each pair of columns including the last meets the strength-2 orthogonality requirement, and the second assures that all two-symbol columns meet the requirement.
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The process begins, as with many algebraic methods, by specifying a "seed array" A * -in this case, an OA(N, k * , 2, 2) for the required value of N , and with the maximum possible value of k * . Such arrays are relatively easy to find; for example, the Plackett-Burman designs are strength-2 2-level OAs with maximal number of columns for any value of N that is a multiple of 4. The algorithm proceeds by selecting columns from A * to include in an array
A (which will "evolve" into what we are calling C); hence the second requirement above is automatically satisfied, and the algorithm is designed to find the maximum number of columns for which A can be partitioned into A 0 , A 1 , and A 2 so as to also satisfy the first requirement.
Once the seed array is specified, the algorithm proceeds by randomly sampling (without replacement) N/3 rows of A * and determining the number of columns in that sample that are balanced (i.e. contain the same number of 0's and 1's). This sampling process is repeated a large number of times, and the sample of rows for which the number of balanced columns is largest is retained. The unbalanced columns (those for which the numbers of 0's and 1's are not equal) are removed, and the resulting N/3 × k 0 array is saved ... call this B 0 . Note that k 0 ≤ k, but the intent is that k 0 is as large as possible. (For smaller problems, this might be guaranteed by looking at all possible subsets of rows from the seed array, but this is usually impractical.)
In the second step of the alrogithm, those rows of A * that are represented in B 0 are removed, and the columns of A * that were discarded in constructing B 0 are also removed.
We can refer to the resulting 2N/3 × k 0 matrix as A * * . Now the same sampling procedure used in the first step is applied again, with the aim of finding the sample of N/3 rows of A * * with the largest number of balanced columns. Suppose the best sample found has k such columns (which clearly can be no larger than k 0 ). Eliminate the unbalanced columns from this sample and from B 0 ... that is, retain only columns from the original seed array which are balanced in both samples, and call these two N/3 × k arrays C 1 and C 2 .
Finally, define the N/3 × k array C 2 to be those rows from A * * that were not used to generate C 0 or C 1 , after eliminating all columns that were excluded from the two sampling steps. With a little thought, it should be obvious that C 2 is also an OA of strength 1. The product of the search is, then, an OA(N, 2 k , 3 1 , 2). As with most stochastic algorithms, there is no guarantee that the constructed OA actually has the largest possible number of 2-symbol columns for the problem specifications. But for large enough samples, the algorithm tends to work well in many situations, and the cited paper includes specifications for a number of mixed OAs found with the algorithm that had not been previously published.
