Abstract-This paper considers approximating a given nth-order stable transfer matrix G(s) by an rth-order stable transfer matrix G r (s) in which n r, and where n is large. The Arnoldi process is used to generate a basis to a part of the controllability subspace associated with the realization of G(s), and a residual error is defined for any approximation in this subspace. We establish that minimizing the L 1 norm of this residual error over the set of stable approximations leads to a 2-block distance problem. Finally, the solution of this distance problem is used to construct reduced-order approximate models. The behavior of the algorithms is illustrated with a simple example.
where 0 K01 is obtained as the derivative with respect to ; evaluated as ! 0; of (28). As can be easily verified, the above is nothing but the small risk limit (i.e., as ! 0) of (29).
General Risk-Aversion Case ( > 0) : The following result helps bring to light a manifestation of aversion to risk in the DM or controller; its proof is given in the Appendix.
Lemma 4.3:
Let > 0; then for all k > 1 ln( k ) > 1 0 k : (33) Notice that the decision to replace a unit involves an uncertain, and therefore a risky, investment in that the unit being replaced may actually be in working condition, or it may subsequently fail. This is reflected in (29), (32), and (33) in that a risk-neutral DM or controller may decide to replace a unit for values of R higher than a risk-averse DM or controller would.
APPENDIX
Proof of Lemma 4.3 : From the recursion (28) it follows that 
Now, it also follows from (28) that k j =0 = 1; and therefore (34a)
is a convex combination of exponentials (the last term corresponding to e 01C ). Therefore, since ln (1) is a strictly concave function, we have that 
where A 2 R n2n ; B 2 R n2p ; C 2 R q2n
respectively. It is assumed that the eigenvalues of A have negative real parts. The model reduction problem considered in this paper finds an approximate LTIS state-space model _ xr(t) = Arxr(t) + Bru(t); yr(t) = Crxr(t)
where A r 2 R r2r ; B r 2 R r2p ; C r 2 R q2r ; and in which xr(t) is of dimension r n and the eigenvalues of Ar have negative real parts. Well-established model reduction methods, such as optimal Hankel norm [7] and balanced truncation [11] , require the solution of the Lyapunov equations AP + P A 0 + BB 0 = 0 and A 0 Q+ QA + C 0 C = 0: When n is large, say n > 200, these methods are intractable because of the prohibitive storage requirements and a computational burden of O(n 3 ) for each equation. Furthermore, these techniques do not in general exploit the sparseness of A: If A can be cheaply transformed to a diagonal form, so that P and Q can be easily calculated, and if storage of P Q is not a major problem, then the block balancing techniques of [18] may be used to calculate reduced-order models.
In order to overcome some of these problems, this paper considers the use of Krylov subspace techniques for the solution of the model reduction problem. These techniques are a class of iterative methods originally proposed for the solution of large eigenvalue problems. They have been successfully applied to the solution of approximation problems in various fields of scientific research. Good surveys of research activity in this area are [2] and [13] . The motivation for using these techniques is to enable low-order approximate models to be efficiently calculated while carrying out the computations in the low dimension. The application of Krylov subspace methods to the computation of minimal realizations for linear time-invariant (LTI) systems has been considered in [3] and [12] . More recently, [4] and [16] suggested the use of these techniques for large-scale model reduction; however, no algorithms were given. Krylov subspace model reduction algorithms were presented in [1] and [10] . The present work extends these results by addressing two new issues. First, an element of optimality is introduced by considering the general minimal residual (GMRES) problem, and second, the problem of ensuring the stability of the reduced-order model is resolved.
Section II gives a summary of the notation used. Section III gives a brief review of Krylov subspace methods. The residual error incurred is also defined. Section IV presents an algorithm for minimizing the L1 norm of this residual error and shows that this GMRES problem is equivalent to a 2-block distance problem. A cancellation analysis demonstrates that the solution to this distance problem gives stable low-dimensional approximations. Section V gives an example and the conclusions appear in Section VI.
II. NOTATION
The notation is mostly standard and is summarized here for convenience. 
III. KRYLOV SUBSPACE TECHNIQUES
This section establishes the type of low-order approximations used and characterizes the residual error associated with any low-order approximation.
By taking Laplace transforms, assuming zero initial conditions, the transfer matrix associated with the model (1) 
The focus of this paper is to find low-order approximate solutions to ( 
This approximation process is reminiscent of the one exploited for solving linear systems of equations via Krylov subspace techniques [14] . Following [10] , this paper considers approximate solutions to (3) are nonsquare and will have row rank of p j+1 : We refer to any rank drop in B or AQ j 0 6 j k=1 Q k A kj as a curable breakdown since it does not adversely affect the Arnoldi process if tackled in the manner just described. For the most part, we will assume that this type of breakdown does not occur, consequently m steps of the Arnoldi process generate Vm 2 R n2mp : For further implementation details of the block Arnoldi process, the reader is referred to [9] .
By construction, the Arnoldi process yields an orthonormal basis Vm = [Q1 Q2 11 1 Qm] 
A drawback of this procedure is that there is no guarantee that the low-order approximate model G G G m m m is stable. In contrast, the next section presents an alternative criterion that guarantees a stable low-order approximate model while simultaneously incorporating an element of optimality.
IV. A GMRES MODEL REDUCTION ALGORITHM
This section determines a low-order LTIS approximation of the form given in (4) Thus the GMRES problem has the form of a model matching problem, which is equivalent to a distance problem [5] (12) and (14). Lemma 4.2 demonstrates that the solution of the GMRES problem is equivalent to finding (12) and the set of stable extensions (13) .
The solution of the distance problem can be found in [6] . opt can be calculated to any desired degree of accuracy using -iteration. It is outside the scope of this paper to develop the solution to the 2-block distance problem; however, to effect further analysis in the present setting, we need the following theorem which summarizes the properties of the solution. 
Proof: Equation (23) and the second equality in (24) follow by substituting (19) into (14) . It remains to prove the state-space realization in (24). A simple state-space calculation using (11) and (22) to the state-space of (25) yields (26), as shown at the bottom of the page.
Expanding the allpass equations (21), we have (27) and (28), also shown at the bottom of the page.
Rearranging (10), pre-and post-multiplying by X 01 m ; and using (11) A 0 R (0X [7, Th. 3.3] . Equation (11) , the (1,2) block of (27), and the (1,1) and (1,3) blocks of (28) Removing the uncontrollable modes corresponding to the first row and column of (26) gives (24). The following procedure summarizes the GMRES model reduction algorithm proposed in this section. We start with G G G = C(sI 0A) 01 B in which A 2 R n2n ; B 2 R n2p ; and C 2 R q2n are given.
GMRES Model Reduction Algorithm
• Start: Specify a tolerance > 0; set an integer parameter m:
• Perform m steps of the Arnoldi process to compute A m ; B m ; Am+1;m; Vm; Qm+1; and Em: • Compute the stabilizing solution X m to (10) and define the 2-block system R R R via (11).
• Evaluate opt in (12) using the -iteration [6] . If opt > , increase m, and continue the Arnoldi process. Otherwise, compute Q Q Q a a a in (22) [6] , and form the optimal generator F F F a a a using (24).
• Table I shows the evolution of the L 1 norm of the residual error (6) as m is increased. E1 is the residual error L1 norm for the Galerkin-type scheme defined by (7) and developed in [10] , while E2 is the residual error L1 norm for the GMRES algorithm. (7), E4 is the forward error L 1 norm using GMRES, while E5 is the forward error L1 norm using the balanced truncation model reduction algorithm [11] . Table I shows that the balanced truncation scheme enjoys a rapid forward error L 1 norm decay for increasing m, while the convergence rate of both Krylov subspace-based algorithms is slower. Ideally, one would like to obtain a reduced-order model using the superior balanced truncation technique. However, the large-scale nature of the problem imposes constraints on the complexity of the calculations allowed in any model reduction algorithm. As in other Krylov subspace methods, a potential improvement in the convergence rate of the GMRES model reduction scheme may lie in embedding the current technique in a restart scheme, the subject of current research by the author.
VI. CONCLUSIONS
This paper has presented and tested a Krylov-based model reduction algorithm suitable for computing low-order approximate models for large-scale stable systems. In contrast to previously developed Krylov-based schemes, the algorithm ensures the stability of the reduced-order model while enjoying a minimal residual error L 1 norm.
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