The last ten years have seen an exponential growth of direct-toconsumer genomics. One popular feature of these tests is the report of a distant ancestral inference profile-a breakdown of the regions of the world where the test-taker's ancestors may have lived. While current methods and products generally focus on the more distant past (e.g., thousands of years ago), we have recently demonstrated that by leveraging network analysis tools such as community detection, more recent ancestry can be identified. However, using a network analysis tool like community detection on a large network with potentially millions of nodes is not feasible in a live production environment where hundreds or thousands of new genotypes are processed every day. In this study, we describe a classification method that leverages network features to assign individuals to communities in a large network corresponding to recent ancestry. We recently launched a beta version of this research as a new product feature at AncestryDNA.
INTRODUCTION
Direct-to-consumer (DTC) genomics is transforming the way individuals see themselves, do genealogical research and think about health and wellness [23] . The DTC genomics industry started accelerating in 2007 and has witnessed exponential growth. At the end of 2016, more than 4.5 million combined genotypes were reported for the top three largest DTC genomics companies, with over three million genotypes at AncestryDNA alone [2] . At AncestryDNA, with a sample of saliva, individuals receive an estimate of the distant ancestral origins of their DNA, connect with close and distant family members, and discover new ancestors.
DTC genomics testing can provide a powerful experience for individuals wanting to learn more about their past. For example, a DNA test can reveal to an individual, with generally high confidence, that his or her distant ancestry is approximately 40% Eastern European and 25% Scandinavian (Figure 2 ), thus revealing intriguing details about one's identity and family history. This type of profile generally uses selected ancestry-informative singlenucleotide polymorphisms (genetic markers with variation at a single locus, also referred to as SNPs) distributed across the genome to estimate the proportion of an individual's genome that has originated from different populations around the world.
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Distant ancestral inferences are based on the identification of population structure, groups of individuals that can be separated, broadly or even subtly, by genetics due to historical mating barriers between groups. One limitation of deep ancestral inference approaches is that the estimate of an individual's ancestry often reflects the distant past, perhaps even thousands of years ago. Yet for many individuals, their more recent ancestral history may be more relevant or interesting. However, due to the reliance on common SNPs, which are generally old, it is difficult for these types of approaches to leverage population structure that may be more recent, say in the post-Columbian time frame of European Immigration to the Americas [11, 19] .
Recent work in the population genetics community has identified more recent population structure by analyzing data from individuals with a manually curated history in a single region (e.g., manual research to establish generational stability in a specific geographic region) [16, 18] . These studies have been successful in identifying fine-scale population structure associated with the more recent past, but have not been successful in building out a generalizable method to find structure without manually curating individuals based on geography and pedigrees. Recently, we developed a method capable of identifying much more recent fine-scale population structure than was previously possible using general methods [13] . We have also shown that this fine-scale structure can be linked to a modern understanding of geography, culture, and historical migrations with surprising clarity, such as the descendants of the early settlers in western North Carolina. The structure we discovered is considerably more recent in time than that of most population genetics research, generally within the last few hundred years.
Our technique uses community detection methods and is described more fully in Section 3. By demonstrating that fine-scale structure can be discovered in a network without manually curating individuals a priori, we have shown that it is possible to associate an individual with recent populations from which he or she may have ancestry, possibly bringing to light more details about their recent past. For example, if we consider our example from Figure 2 , in addition to discovering the broad distantancestry regions in Europe, an individual may find out that they belong to a small community of people who have recent shared ancestry in Southern Poland and another small community with ancestry from Western Norway. In our research, we found communities world-wide including in Europe, the Americas, and Asia. Some examples include a community of individuals who share European ancestry in the Appalachian Mountains of Western Virginia or a community who share ancestry from African Americans in 19 th century South Carolina. We can refer to these discovered subnetworks as Genetic Communities TM .
Challenges of Community Detection in a Commercial Product
While we have previously demonstrated the ability to discover these rich, diverse, and historically relevant community structures [13] , it is not intuitively obvious how to deliver these results to individuals as part in a rapidly growing database. There are four main limitations of the approach we have taken to discover communities that are not desirable for the efficient assignment of new individuals to one or more genetic communities.
Scalability
The potential to discover new genetic communities increases as Ancestry DNA's user base grows and becomes more diverse, making the product more attractive. However, community detection is computationally challenging, and the computational challenges increase as the network grows. Although our graph is sparse, it has billions of edges, the number of which is growing quadratically. Running community detection on a daily basis would require a significant dedication of computational resources. Individuals generally expect results to be available as soon as possible after they send in their DNA sample, which may be difficult if required to perform community detection in a large, growing network.
Multiplicity of Assignments
Many community detection methods that scale up to millions of nodes and billions of edges assign each node to the "best" cluster, thus missing opportunities to assign an individual to multiple secondary populations if they are all relevant (e.g., the individual from Figure 2 may have parents from different populations and thus might expect to be assigned to a more specific Scandinavian as well as an Eastern European community, instead of just one). For assignments to be relevant across multiple ancestries for an individual, we want the flexibility to assign an individual to as many relevant communities as is possible while maintaining high precision.
Consistency of Results
Many individuals expect genetic results to be deterministic, and they want to interact with other members who are assigned to the same genetic community. Exploring a genetic community gives insights to an individual about their recent ancestry from the shared geographic or cultural region. However, community detection methods are stochastic in nature, and are highly dependent on the overall network structure which is changing as new individuals are added. Even if the same structures are observed consistently, individual assignments for a particular individual may not always be consistent across repetitions.
Interpretation of Communities
The interpretation of communities using a non-manually curated set of individuals presents a significant challenge in understanding the geography and historical forces that contributed to the formation of the community. Given a stable set of pedigrees and individuals, historians can augment the user experience by researching the historical context of the mating To appropriately research and understand these histories, the structure of the discovered communities needs to remain stable while deployed in the product.
Classification Method Addressing Challenges
To overcome these significant challenges, we turn to machine learning classification to assign individuals to predefined communities discovered through community detection. Our solution uses community detection results as training data that is used to build classifiers based on connections in a large network of genotypes. We build a machine learning classifier for each community. This enables an individual to be considered for hundreds or even thousands of communities with very few computational resources, enabling assignments to relevant communities in the product experience. A version of this system is deployed as part of the AncestryDNA product.
This paper proceeds as follows. In Section 2, we introduce a basic description of selected genetics concepts that we leverage to construct a large network of individuals' genotypes, and general background on community detection methods. In Section 3, we describe our approach to use community detection to find structure in a genetic network. Section 4 details how we create features, prepare training data, train, test and validate the classifiers. We close with a discussion in Section 5 and conclude in Section 6.
BACKGROUND
In this section, we first describe some basic genetics principles that we apply to construct a genetic network for discovering finescale population structure. Then, we detail how that network is created. We also discuss prior work in community detection and some of its applications.
Distant Ancestral Inference
All humans have DNA, or a genome, which is passed down from parent to child over each generation. Thus, our genome is a mosaic of fragments of the genomes of our ancestors and can tell us about where and who we came from.
One can think of the human genome as a string of about three billion characters (nucleotides made up of A, T, G, or C). When a genome has one character at a particular position and another genome has a different character at the same position, we call this a single-nucleotide polymorphism, or a SNP. A haplotype is a unique sequence in a genome which is inherited as a unit from a specific ancestor.
Variation represents changes in our genome that happened at random times and places and then moved with human populations as we populated the globe [20] . As humans moved from Africa to Europe, Asia, and the Americas, groups split apart, taking with them their genetic variation. By chance, the genetic variation of groups settling one area could be different than those that settled in another. Over time, due to the stochastic nature of genetic inheritance through the generations, some versions of a SNP might become much more common in one population than in another. Differences in SNP frequencies between populations can increase over time, especially if the populations have been limited to small geographic areas and individuals from them have generally mated exclusively within each population.
At AncestryDNA, we use high-throughput SNP-chip technology that allows us to assay variation at hundreds of thousands of SNPs for relatively low cost [14] . Any particular SNP is not usually informative on its own, but jointly looking at hundreds of thousands of SNPs can provide an accurate distant ancestral inference (reflecting global population substructure). Using the basic assumption that SNP frequencies differ between populations, we use a statistical model called ADMIXTURE [1] to determine an ancestral inference estimate for each individual. ADMIXTURE is a fast optimization of a model first developed in STRUCTURE [24] to find a distant ancestry estimate for each individual in consideration. The model assumes that there are a specified number of unique populations (or "distant-ancestry regions"), each with a different frequency at each SNP considered. 
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We use the Louvain method for community detection to discover community structure in the large IBD network (Section 2.3). 3) We use public pedigree information aggregated by community to understand the common history of the community members (Section 3.2). 4) We build classifiers to assign users to communities based on selected features (Section 4).
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Each individual is assigned a weight vector with an entry for each population. The vector can be thought of as a probability vector where each entry in the vector describes the proportion of the individual's genome that comes from that population. A matrix of these distant ancestry estimates over all individuals is estimated using a block-relaxation approach and maximum likelihood optimization. The result is a vector for each individual that represents their distant ancestral estimate-the amount of that individual's genetic variation that originates from each of the selected global regions.
Building a Genetic Network
While variation across multiple positions in an individual's genome provides a portrait of the more distant past (e.g., hundreds to thousands of years ago), haplotype variation provides information about the people an individual connects to more recently (e.g., in the past hundreds of years). Shared haplotypes represent a relationship between two individuals through a recent shared ancestor, and the amount and length of shared haplotypes is proportional to their distance in relationship. Generally, the longer the haplotype, the more recent the shared ancestor. For example, two individuals who share half of their genome are a parent and a child while two individuals who share a short segment of length 18 centimorgans (a unit of measurement for genetic length, abbreviated as cM) are generally estimated to be 3 rd to 6 th cousins.
Haplotype estimation, or phasing, is the process of statistically estimating the haplotypes from the SNPs of an individual and a population [5, 22] . Given phased haplotypes, an identity by descent (IBD) analysis is a technique for finding shared haplotypes [12] . Given the discovered haplotypes, other methods are used to estimate the relationship between two individuals.
To create a genetic network based on IBD, we construct a weighted network of relationships between individuals where the nodes represent individuals and the edges represent identified IBD relationships between them. These edges can be weighted by the length of the IBD, and are filtered to only include segments longer than 12cM. By excluding short segments, the relationships between individuals in the network generally represent more recent shared ancestry between individuals.
Community Detection Methods
Community detection algorithms are network clustering algorithms that identify strongly connected subsets of a network.
They have been used in many applications including those in sociology, physics, biology, and computer science [9] . There are many available methods for inferring communities from network data [20] . As we discuss in Section 3, in [13] , we employed the widely-used Louvain method [4] . It is known for its simplicity and ability to perform quickly on large networks. Like other community detection methods, it attempts to optimize the "modularity" of a partition of the network. The modularity measures the density of links inside communities compared to links between communities on a scale of -1 to 1 [10] . The optimization first looks for small communities by optimizing modularity locally. Then it aggregates the nodes belonging to the same community and builds a new network whose nodes are the communities. These two steps are repeated iteratively until a maximum of modularity is attained, thus discovering a community structure.
RECENT POPULATION STRUCTURE
In this section, we describe our recent work in discovering structure within a genetic network using community detection [13] . In both that research and this paper, we use the same dataset of genotypes from 742,394 individuals who have consented to participate in scientific research. In this section we describe how we discovered significant structures within this network using community detection.
Community Detection in IBD Networks
We first created a large genetic network with the 742,394 individuals as nodes as described in Section 2.2. Next, we used community detection methods to discover structure in this network. Intuitively, because estimated IBD connections between individuals are likely due to recent shared ancestry (within the past 10 generations), clustering patterns in this large network likely represent recent shared history. The result is that we can identify communities of living individuals that share large amounts of DNA due to specific, recent shared history.
We used the Louvain Method as implemented in the iGraph package [7] to discover these communities. In our case of an IBD network, communities represent groups of individuals that are Figure 4 . An example of enriched birth locations for a community. In this case, two time frames are considered for a community. We observe ancestors in Munster, Ireland in both time frames, suggesting that the community members have common ancestry in Munster. In the second time frame, we observe enriched birth locations in the New York and Boston areas, consistent with the historical migration of the Irish to the US in the 19 th century. In this figure, birth locations with an odds ratio greater than 5 are shown. Size is determined by the frequency of the birth location in the aggregated data. Figure 1 was similarly created using only the enriched locations for 60 communities in the 1850-1910 timeframe.
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Interpreting Communities Using Metadata
The genetic network and community detection steps are based solely on genetic data, which is not easily interpretable. To interpret the communities that we discover, we use data annotation, which has the power to supplement an individual's genetic data with metadata. The two pieces of annotating metadata we use are 1) individual pedigrees and 2) distant ancestral inference. We will use the example community of Munster, Ireland to illustrate how these data are used.
Aggregated Pedigrees
In addition to offering a DNA test, Ancestry also offers a genealogy product in which individuals can create a digital family tree, or pedigree, with an optional link to their DNA test. A family tree is composed of the parent/child relationships, can extend multiple generations, and can include information such as birth date, birth place, or surname for any number of ancestors for an individual. We use the pedigree data, in aggregate, to interpret the genetic communities identified from community detection.
We aggregate the pedigrees of the individuals who belong to each identified community, and filter based on temporal frames. The next step is to calculate the odds ratios for locations and surnames to find those that are enriched to a particular community in a time period of interest.
By stratifying enriched birth locations by time frame, we can observe the migration of a community over time and identify significant regions where many of the community's ancestors lived ( Figure 4 ). In this example, the ancestors of the community are enriched for birth locations in Munster, Ireland. After 1850, we start to see effects of the Great Famine and the subsequent migration to the United States in Boston and New York City. The top enriched surnames that we observe for ancestors in this group
Distant Ancestral Inference Information
Another piece of annotating data that can be considered for interpreting each discovered community is the distant ancestral inference data that we generate from each genotype as explained in Section 2.1. For example, for the community that we have been considering with birth locations in Munster, Ireland, we found that their ancestry is primarily from Ireland (more than 95% have at least some estimated ancestry from Ireland).
Iterating to Find Fine-Scale Structure
When we run community detection on this large network of 742,394 individuals, we find six top-level community structures. These six communities are: African and European Americans in the US South, Europeans in Europe and the US North, Mexicans and South Americans, Caribbeans, European Jewish, and Asians [13] .
While these groups are interesting, they are coarse in scale and could have been discovered by an ancestral inference algorithm itself such as ADMIXTURE, mentioned above. However, it is possible to find higher-resolution communities through the iterative application of the community detection algorithm. Since each observed community is itself an IBD network on which we can apply the same community detection algorithm to discover sub-communities, we performed community detection recursively.
As an example, consider the Munster Irish discussed in the previous section ( Figure 5 ). The first round of community detection discovers a large genetic community comprised of hundreds of thousands of people with ancestry in the Northern US and/or Europe. Performing community detection solely on this subnetwork reveals several smaller genetic communities that correspond to smaller population groups with more specific histories. In this case, we find genetic communities representing individuals with ancestry in Italy, Pennsylvania, New York, and the UK and Ireland. By iteratively applying this technique on the UK and Ireland sub-community, we find higher-resolution population structure. We find three communities that have ancestors from Ireland, one of which is from Munster, Ireland.
In any network, it may be possible to find a set of clusters with the Louvain method for community detection, whether the structure is meaningful or not. Our goal is to identify reproducible subnetworks, or genetic communities. In other words, we seek to identify communities that appear regardless of the specific individuals used to construct the initial network, as these communities are more likely to correspond to real genetic structure. Therefore, we perform bootstrap experiments to measure the extent to which each internal cluster in the hierarchy produces the same subclusters in community detection. To do so, we replace each internal network with a random subset of 80% of its nodes and rerun the Louvain method. Then we investigate whether we observe the same community structure as we do in the full network. If the structure is consistent and modularity improves in subsequent iterations, we continue to iterate. For this study, we go through three rounds of community detection. This process results in 63 genetic communities. For more details about this method and accompanying results, please see our previously published work [13] . In the following sections, we build on this methodology to assign individuals to discovered communities. Figure 5 . An example of how high-resolution communities are discovered with iterative community detection. We start with the entire network, which includes 742,394 individuals. After the first round of community detection, several sub-communities are discovered. We run community detection iteratively on these sub-communities to find higher-resolution communities, such as the community in Munster, Ireland.
COMMUNITY ASSIGNMENT CLASSIFICATION
The community detection algorithm requires a few days to run and is not efficient to completely rerun for each new individual. Furthermore, the Louvain method only assigns one community per individual. We create community assignment classifiers for rapid assignment of each new individual to their appropriate genetic communities as they come in, one at a time. We seek to allow individuals to be assigned to multiple communities, when appropriate. By building multiple independent classifiers, we are able to assign each individual to zero or more relevant communities continuously, without affecting the assignments of other individuals. We explain our technique to determine community assignments below.
Stability Experiments
An outcome of the community detection refinement process described in Section 3.3 is that we can observe the frequency that individuals are assigned to different communities. Thus this analysis is a way for us to assess not only the stability of the discovered clusters, but also the stability of each individual in a particular cluster. Because we desire the training data to contain high-quality, unambiguous labels, we use the stability of an individual's presence in a community as an indicator of label quality.
For the stability experiments, we suppose that we have N individuals in a given cluster in the community structure. We build an IBD network composed of those N individuals. Suppose that we detect C communities A1, A2, ..., AC by the Louvain method. Next, we create a new bootstrap set by randomly choosing 0.8N individuals. We use these individuals to build an IBD network and run community detection using the Louvain method. Suppose that we detect D communities from this subnetwork: B1, B2, ..., BD.
Now, we consider each community Bj (j=1,..,D), and find the most consistent community Ai (i=1,...,C). We define the most consistent community Ai with respect to community Bj as a community with the largest overlap between communities Ai and Bj, given by the Jaccard Index, that is, the ratio between the sizes of the intersection and the union of two communities (|Ai ∩ Bj| / |Ai ∪ Bj|).
In this way, we associate each newly discovered community Bj with an original community Ai. If multiple clusters in A have the same or a similar (within a predefined threshold) Jaccard Index, Bj will be assigned to each of them. That is, we find a one-to-one or one-to-many mapping from Bj to A.
We do the above for each of 20 bootstrapping runs (increasing the number beyond 20 runs did not significantly change the results). For each individual for each run in which they are included, this results in an assignment to zero or more of the original communities.
We use these results to determine individual stability to a community. For each individual assignment to a community, we calculate the stability score S of that individual's assignment to that community by summing the number of times they are assigned to that community overall, divided by the number of times that they are included in the bootstrapping set. As an example, an individual may be originally assigned to community Ax. However, in the four bootstrapping runs that she is included in, she is assigned to a community Bj that maps to Ax in run 1 and run 4 (e.g., Bj and Ax are likely the same community) to Ay in run 3, and to a community that maps to both Ax and Ay in run 2. Thus, her stability score S is 2.5 / 4 = 62.5% for community Ax and 1.5 / 4 = 37.5% for community Ay.
Creating Labels and a Training Dataset
In contrast to the unsupervised nature of the community detection algorithm, the classifiers are supervised and thus require accurate labels for training. With respect to any particular community, an individual's label may be positive (member of the community) or negative (non-member part of the community). To determine labels, we use the stability experiment results (Section 4.1). Any individual who is assigned to a community with stability score S ≥ 50% is labelled as a "positive" member of that community. Any individual who is never assigned to that community (S = 0%) is labelled as a "negative" member of that community (e.g., a nonmember). Using this method, we find an assignment for 666,083 of the original 742,394 individuals. For the individuals whose stability score S is greater than 50%, the lowest observed stability score is 51%, the 1 st quartile is 68%, and the median is 100%. By removing ambiguous individuals (0% < S < 50%), we build a training set that reflects only those individuals who are most likely to be strongly connected to a community and ignore those individuals who may have ancestry from multiple closely related communities.
Another filtering step that we take to avoid bias in our training data is to exclude all relationships between closely related individuals. For example, a father and daughter will share many of the same IBD connections, potentially biasing the classifier to specific close-family relationships. To remove these relationships, we consider all pairwise relationships where the IBD relationships is predicted to be a parent/child or grandparent/grandchild relationship. For each relationship where both individuals have been assigned to the same dataset, we randomly select one individual to exclude from the training dataset. This results in the exclusion of another 61,843 genotypes to yield a set of 604,240 genotypes. After these two filtering steps, only two communities gain members (due to differences in the community detection results across bootstrapping runs). The average reduction per community is 18%, and only three communities lose more than half of their members.
Generating and Selecting Features
To create features from our dataset, we used the strength and number of connections that an individual has to the different communities in the genetic network which determine how likely the individual is to be connected to any particular community.
Complicating the problem, certain communities are related. For example, it is common for us to see people who have ancestry from both Ireland and Italy, perhaps because many Catholic immigrants from these two populations married upon arrival to the United States. A person who has ancestry only from Ireland may have many IBD relationships with people who are assigned to an Italian community because of this trend. However, the relative number of connections and position in the IBD network can elucidate the individual's strongest connection.
We assume no prior knowledge about the relationships between communities and which communities may or may not be relevant to a particular individual. Instead, for each individual, we create all the possible features and then use a feature selection step to select the most informative features for each particular community classifier.
For each individual in the filtered dataset from above, we generate features by counting the number of IBD relationships that an individual has to the discovered members of each of the 63 communities in the dataset. Each feature is defined as a count of the number of connections between a given individual and all individuals in the filtered list of individuals for a particular community. We separate these counts into five buckets based on the degree of relatedness, that is, by the number of cM shared between the genotypes of two individuals (the more cM shared, the closer the relationship between the individuals). Thus, close family relationships between an individual and a particular filtered community are counted as one bucket, and distant cousins are another bucket. The five cutoffs we use are 12cM (very distant cousins), 18cM (5 th -8 th cousins), 30cM (4 th cousins), 60cM (3 rd cousins 1x removed) and 90cM (3 rd cousins), which correspond to previous experiments [3] studying the amount of DNA shared by people with varying degrees of relatedness. Given five relationship buckets and 63 communities, we generate 63 x 5 = 315 features for each individual. By bucketing the matches in this way, we are able to account for the strength of the relationships (and thus the time to recent ancestors) of the individual to the community.
Given the diversity of genetic communities and related complex structure of the IBD network, most of the features have value zero because the IBD network itself is sparse. We perform a feature selection step for each community to avoid overfitting, as well as to reduce the computational complexity of training each classifier.
For each community, we select the 30 features with the top chisquared scores between the feature and the labels, weeding out features likely to be independent of the community. Each community thus has its specific set of features to use in building out the classifier.
Classifier Training
Many classification models may be appropriate for this problem. We use random forest classifiers but believe other models would yield similar performance. We train 63 independent classifiers, one for each community (i.e., one vs. rest strategy).
The number of member training examples per community ranges from 625 (0.10%) to 59010 (9.8%), with a median of 7959 (1.3%). Thus, all community training sets have a substantial class imbalance (e.g., generally about 99% non-members and 1% members). We correct for this by adjusting class weights inversely proportional to the class frequency in addition to assessing an F1 score (a combination of precision and recall) instead of accuracy [6] . This correction helped the smaller communities more than the larger communities.
For each classifier, we perform cross validation using randomized shuffle splits: Ten times we train on a random 60% of the data (training sets) and make predictions on the remaining held-out 40% of the data (validation sets). We then measure precision, recall, and F1 score of all the predictions of all of the validation data [8] .
As another precaution against the class imbalance issue, we stratify the sampling to ensure an equal number of member examples in each training set.
We take two precautions to guard against overfitting. First, we used a large number (300) of decision trees in our random forest.
In an initial pilot, 300 trees was an optimal balance of speed and performance. Second, we examined the distribution of the validation F1 scores. We performed a two-sample KolmogorovSmirnov test, and based on the p-values greater than 0.01, concluded that 99.7% of the time this distribution was indistinguishable from a normal distribution. This normality suggests that most models were not subject to spurious lucky or unlucky performance as a result of the random draw of the training data.
This procedure takes about one to two hours to train 63 classifiers in parallel. After training, new individuals can be assigned to communities in real-time (less than a second per individual to create the feature vector from precomputed matches and make 63 assignments).
Classifier Results and Independent Pedigree Concordance Validation
Using the training dataset developed from the community detection algorithm and stability experiments, we produced 63 machine learning classifiers to be used to assign new individuals to one or more communities. The validation set F1 scores capture the precision-recall performance of each classifier, and are summarized in Figure 6 . Representative precision-recall curves representing the minimum, 25 th , 50 th , and 75 th percentiles, and maximum are shown in Figure 6 . The median F1 score was 0.88.
To validate the community assignments of these classifiers, we leveraged an independent pedigree dataset. The pedigree dataset contains family trees, dates, and birth locations. We randomly sampled 60% of the individuals in our filtered community detection results dataset (Section 4.2) to create a new training set for this exercise, using stability score S to assign training individuals to communities as before. For each training set, we calculate the odds ratio (OR) of each observed ancestral birth latitude and longitude against the rest of this training set after rounding to the nearest latitude/longitude value. This analysis is the same OR calculation as in Figures 1 and 4 , but limited to 60% of the data. We define each community enrichment region as the set of all rounded latitude-longitude grid points with an OR of at least five, indicating a geographic area with an enrichment of birth locations. The orange diamonds in Figure 7 show these grid points for the community enrichment regions for individuals in a community with ancestry from western Virginia. Then for each community, we randomly select 100 community members from the test set (remaining 40% of the data) who have a pedigree with at least eight individuals. We do not consider the shape of the pedigree (e.g., the relationship of the eight ancestors to the community member). We examine the birth locations of all of the ancestors of the 100 individuals ( Figure 7 , purple dots). We calculate the pedigree concordance score as percentage of these community members with at least one of their ancestors born in a location with a latitude and longitude that rounds to one of the target enrichment points (Figure 8 ). The average concordance score is 91%, and the median is 94%. This indicates a very high fraction of assigned individuals have at least one ancestor born in the community enrichment region.
DISCUSSION
There are many factors which contribute to the success of a classifier. Sample size is one factor in building a strong classifier: In some cases the smallest communities had insufficient member examples to result in high precision and recall. In those cases, additional efforts may be needed to compensate for the small number of samples. However, there was no consistent trend between sample size and precision/recall, likely owing to the many other complexities related to the genetic, historical, and geographical separations between groups. For example, the small community of individuals with ancestors in New Mexico is in the 10 th percentile for community size, but has a high F1 score which we attribute to its high degree of genetic separation in the IBD network. This classifier can obtain nearly 100% recall while maintaining over 90% precision. Another factor is genetic separation. For example, groups that have been separated by more subtle gene-flow barriers to surrounding populations, or who have many admixed individuals, such as the community of individuals with ancestors in Munster, Ireland, have lower F1 scores, but pedigree concordance scores above 90%.
Additionally, while the feature selection step may help protect against overfitting and reduces the computational complexity of building the classifiers, the number of features and method used to select features may influence the performance of the classifiers. Further exploration around the feature selection step and the impact of features on the classifiers themselves could prove insightful on the factors involved, and the behavior is likely to vary from community to community.
Several factors influence the pedigree concordance analysis. The first is community size; in smaller communities, there did not exist 100 individuals with pedigrees, limiting the data available. Further, the availability of historical records is non-uniform across sub-populations. Communities with fewer records have less of chance of having high concordance rates even with a perfect classifier. In some cases, the community is so geographically diffuse (e.g., a community of individuals with Jewish ancestry) that the concordance score will always be low and is not an appropriate measure of success.
While this work was successful at assigning individuals to multiple communities, the training dataset for the classifiers was limited to single-community assignments. While there have been subtle gene flow barriers across the United States in the last several hundred years, those barriers have likely decreased in strength due to Westward movement and improvement in modern transportation, resulting in many individuals in the United States with admixed ancestry (i.e., originating from many different ancestral populations). To support this, current population studies and census records in the United States show the ancestry of many individuals does not uniquely derive from a single sub-population [25] . A future area of investigation is the creation of a training dataset with individuals labelled as belonging to multiple communities to optimize community assignments for individuals with admixed ancestry. Figure 7 . Pedigree Concordance Analysis. We consider pedigree information for each community. This example is around a community made of individuals with ancestry in western Virginia. The orange diamonds on the map indicate the community enrichment regions representing the ancestral birth locations of community members. The purple dots represent all the aggregated ancestral birth locations of test-set individuals assigned by the classifier to the community (not used to create the enrichment regions). We find that 95% of the individuals assigned to this community have at least one annotated ancestor within the orange target region. Another area of future expansion will be in creating more diverse and balanced datasets. Since we embarked on this project, AncestryDNA's dataset has grown immensely and we are now able to obtain larger numbers of genotypes and pedigrees. The increase in genotypes and pedigrees may improve the granularity of community detection as well as improve the process of validation.
CONCLUSION
In this paper we have described a method that utilizes results from a large IBD network analysis to train scalable classifiers to assign individuals to the network's genetic communities, without needing to reconsider the entire network structure. A key challenge in network analysis is the constantly evolving nature of a network, and the processing required to discover structure in that network. In this paper, we show that carefully selecting features that describe the network structure can be used to train machine learning classifiers. This allows for a stable product and the ability to rapidly calculate assignments within that network. We are deploying a version of this system, and suggest that our approach may be broadly applicable in other network applications.
