Detecting foreground (FG) and suppressing background (BG) is a vital task in video sequence analysis. This task is very challenging when the BG is non-static. Although there have been many algorithms proposed in literature, most of them are complex in terms of either mathematical modeling or computational requirements. In this paper, we experiment two simple algorithms for video FG detection using multi-dimensional color space when the BG is non-static. The algorithms utilize pixel level temporal intensity for FG and BG classification. The algorithms are tested on two sets of outdoor video sequences where the backgrounds are non-static. The experiment results show that the algorithms adequately perform well on the given environments.
Introduction
Over the past decade utilizing video surveillance systems has largely increased since it is a way of eco-friendly approach in comparison to using multiple electromagnetic (EM) wave based sensors and sensor networks for surveillance purposes. As a consequence, researchers in computer vision related fields proposed many robust BG suppression/subtraction models for real-time FG detection [1] [2] [3] [4] [5] [6] [7] [8] [9] . For an automated video surveillance system BG suppression plays an inevitable role. BG subtraction fundamentally helps the system to ignore unwanted area of a scene being monitored and bring the attention to moving objects, for instance, a moving car or a walking man. Thus, important foreground information can be extracted for further processing such as traffic monitoring (vehicle detection, counting, and tracking), human activity recognition (run, walk, jump, squat, etc.), human-machine interaction or interface (HMI), moving object tracking (many live sports telecasting channels adopts this) and so forth.
A reliable BG subtraction algorithm should be robust and able to handle sudden or gradual illumination changes, high frequency moving objects, repetitive motion in the background (such as tree leaves, flags, waves, etc.) and longterm scene changes (a car is parked for a month, for instance). Thus, there were many algorithms proposed fundamentally based on Gaussian mixture models (GMM) by researches over the past two decades since the pioneer work reported by Stauffer and Grimson 10 . For instance, Effective GMM
11
, GMM based conditional random filed 12, 13 , Variational clustered GMM 14 , and Wavelet transformation based GMM 15 . However, such high complexity algorithms are not necessary for certain surveillance purposes such as monitoring an automatic teller machine (ATM) in a shopping complex or bank. Because, in such cases the surveillance camera is fixed at a place and the background environment is known prior to monitoring. In such conditions, it is recommended to employ simplistic models to detect foregrounds i.e. the moving objects in the given environment being monitored. This paper presents two simplistic algorithms: probabilistic based model with non-supervised thresholding and 3D color space model using distance vector for background suppression. The contribution of this paper is twofold; proposing simple techniques for nonstatic background suppression for a constrained environment and reporting their experiment results and limitations. The remainder of this paper is organized as follow: Section 2 describes the algorithms in detail; Section 3 presents the experiment results, and Section 4 concludes the paper with discussions and recommendations for future work. 
Nomenclature

Probabilistic based background suppression with non-supervised thresholding
For a known environment its BG can be modelled probabilistically based on some collected samples prior to actual monitoring. Every pixel in the scene will have its own probability mass function, , ( , ) with intensity ranging from 0 to 2 n where, N is number of samples collected to estimate the BG, the channel parameter . In the case of RGB colour space, { , , }, , is the pixel intensity value at image coordinate ( , ) and is number of bits used to represent the intensity values of each channel. Figure 1 describes this concept where, a scene is monitored over the time = 1 to = .Then, PMF of the pixel at coordinate ( , ) is calculated for the first channel, for instance, red channel followed by for all other channels, for instance, blue and green channels. Similarly, the PMF for all other pixels in the scene respect to all the channels, also, can be calculated easily. Once the probabilistic based BG model of each pixel respect to concerned channels is calculated, then total likelihood probability of an incoming new pixel , to be the BG can be calculated as in (1) .
Where, the conditional probability of the pixel is
while is the dimension of the colour model and is the channel index. If it is RGB colour model then, = 3 and {1 = , 2 = , 3 = }. Now the new pixel , can be classified as either FG or BG based on the condition given in (2). , , ,
Where, the threshold specific to the pixel at ( , ) u v can be estimated in an unsupervised manner from the prior BG probabilities of the pixel respect to each channel as given in (3). The value, determines the minimum prior probability of the pixel to be in the BG. Thus, if a new pixel has a likelihood probability, 
Euclidean distance based background suppression in 3D color spaces
A point in 3D space can be, uniquely, represented as shown in Fig. 2 , where ( , , ) and ( , , ) are two points located at the coordinates ( , , ) and ( , , ), respectively. 
In Fig. 2 (a) , is the distance vector of the point, from the origin, and its magnitude is measured as in (4).
Similarly, magnitude of the distance vector, is calculated as | | = + + by using (4) . Then if and refer the same point in the space, the Euclidean distance ( ) between them will be a null vector, 0 . The Euclidean distance between any two points in a 3D space is measured as in (5).
Where, 0 as and come closer. Thus, to check if two points refer the same location in the space (5) can be used with a preferred precision (against a threshold value). This simple mathematical model can be used to classify background and foreground pixels in a scene if the scene is represented in a 3D-color space, for instance, RGB, YCbCr, YUV, or YIQ. The reader may refer Douglas 16 , Gonzalez 17 , and Nixon 18 for detail of various colour models.
Generally, in color spaces, the type of lights can be distinguished wholly in terms of human perception of colors; and each color has two technical aspects: (i) Luminance, the indication of brightness of light, (ii) Chromaticity, the property that distinguishes red from blue and red from pink 16 . Thus, color spaces facilitate the specification of colors in some widely accepted standards. Technically, a color space is a specification of a coordinate system and subspace within that system, where each color is represented by a single point 17 .
There are numerous color models in use today due to the fact that color science is a broad field that encompasses many areas of application. In this paper, some of the interesting ones, namely, RGB, YCbCr, YIQ, and YUV are used. In the case of RGB color space, to eliminate illumination variance in the frames the model in (6) 19 is employed. The illumination variance generally occur due to exposure of camera rapidly changes while scene capturing process. It will cause misclassification of significant number of image pixels.
In this algorithm, from a set of collected frames prior to actual monitoring task a generalized BG model is formed for each channel by using median filtering at pixel level as in (7). I  I  I  ,  , , , , ,
Where, the pixel level threshold , can be determined as in (9) from Euclidian distances of each pixel between the first frame and the subsequence frames till the last one collected in modelling the generalized BG in (7). 
Experiments and Results
This section provides experimental results of the presented algorithms for two different video sequences in four different colour spaces: RGB, YCbCr, YIQ, and YUV. The WavingTree video sequence has 287 frames taken from Wallflower 19 . In this sequence, there is a tree swaying continuously which causes a non-static background while a man entering the scene at frame no. 242 from right and leaving to left at frame no. 260. The WaterSurface video sequence is taken from perceptual computing datasets 21 . It has 560 frames of a waving sea at the background while a man entering the scene at frame no. 483 and staying at the middle of the scene for a while. In both the cases, the background is non-static. Figures 3 and 4 show visual outputs of the algorithms: Algorithm I -simple probabilistic and Algorithm II -Euclidian distance based with respect to hand segmented ground truths of notable few frames. The results also provide a comparison with two GMM based background subtraction models; the standard GMM model introduced by Stauffer and Grimson 10 and the GMM model with wavelet transformation proposed by Mukherjee et al. 15 . These two models are denoted as oriGMM and wavGMM in short here after. Note that, wavGMM perfoms on grayscale input data only. To analyse the performance of the proposed algorithms and to compare it with other algorithms stated earlier four different measures are taken, namely Accuracy, Recall, Precision, and Figure of merit (FoM). All these measures are taken as average over the number of available ground truths for each dataset. To understand the aforementioned measures confusion matrix in Table 1 is used, where TP, TN, FP, and FN denote true positive, true negative, false positive and false negative, respectively. (10) Accuracy is the measure of correct prediction as compare to the total number predictions defined by (11 (11) Recall or accuracy alone do not suffice for a valid comparison of different methods, thus it is useful to consider the precision (known as positive prediction), which measures the percentage of correct detection as compared to the total number of detection as positives defined by (12) .
All the above measures are good enough to compare different methods. However, a weighted harmonic mean measure with recall and precision called FoM as in (13) provides a better comparison.
Recall Precision Recall Precision (13) Following tables tabulate the performance of the proposed and other algorithms based on the above measures. 
Discussion and Conclusion
The results show that the simple algorithms perform well on the tested two non-static BG video sequences in comparison to the two GMM based algorithms. Although the algorithms find required thresholds which determine the foregrounds without any fixed parameters i.e. in a non-supervised manner, they are not robust enough for various scenarios. For instance, video streams which do not have set of initialization frames prior to actual monitoring task or the video inputs have congested moving objects in the scene. It is because performance of the algorithms largely depends on the collected samples which estimate each pixel value in the BG either by probability or Euclidian distance map. These models also do not have the ability to update themselves on-line to adopt changes in the background scene. In contrast, the GMM based models has the ability to absorb the scene progress since they model each pixel values as a mixture of k number of Gaussian distributions. Then, based on persistence and variance of each distribution | m m k distributions are chosen to represent the BG. However, in such models there are application depended parameters such as learning rates, threshold level which decides the amount of scene to be fall into BG have to be tuned for the best performance. Therefore, the simplicity of proposed algorithms is useful for indoor surveillance systems where the cameras are stably fixed and used to monitor a predetermined zone. On the other hand, effect of various colour spaces is found to be useful in these BG subtraction techniques, but there is no significant improvement found in comparison to the results from RGB colour space.
As for future improvement; (i). a weight parameter can be introduced to control the prior probabilities of each intensity level at each pixel. For instance, if an intensity value is classified as FG in the current frame it will have less probable to be in BG at the same pixel coordinate, so its weightage in the BG prior probability can be set to lower than its initial value. By doing so the model will have the ability to adopt a new BG intensity level and to remove an old intensity value which becomes least probable as the scene evolve, (ii). The Euclidean distance based algorithm can be improved by taking variance information of each channel into the distance calculation like in Mahalanobis distance so that it will be able to adopt rapid scene changes.
