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This paper concerns the structure of the predual of certain singly generated 
operator algebras. It is shown that if T acts on a finite dimensional space then in 
the predual of the algebra generated by T and the identity convex combinations of 
point evaluations can be written in the form [x@x] for some x. Second, it is 
shown that if T is a C,-contraction whose spectrum intersected with the unit disc 
is dominating then T belongs to the class A,,. 0 1986 Academic Press, Inc. 
1. INTRODUCTION 
Let S(H) denote the algebra of all bounded linear operators on X. An 
operator TEE is called a Coo- contraction if (( TI( d 1 and the sequen- 
ces {Y} and { T*“} tend to zero in the strong operator topology. A subset 
/1 of D, the open unit disc in @, is said to be dominating if (Ih (loo = 
sup{ Ih(, I E /1} for each h EH~([[D). This paper breaks naturally into 
two parts: The main objective in Section 3 is to show that if T is a Coo- 
contraction such that the intersection of cr( T), the spectrum of T, with D is 
dominating then T belongs to the class A,,. (See Sect. 3 for the definition 
of Ax,,.) This class was introduced in [3], where it was shown that once 
memership of an operator Tin A,, has been established one can say a con- 
siderable amount about the structure of its invariant subspace lattice. It 
also follows that T is reflexive [2]. The proof of the aforementioned result 
relies heavily on Theorem 2.2, which easily enables one to show that C,- 
contractions T with a(T) n D dominating satisfy one the sufficient con- 
ditions for membership in Ax0 established in [I]. This result improves 
Theorem 2.5 of [l] which states that if T is a &-contraction with {A E D: 
1 E a,(T) or 1 is an accumulation point of a(T)} dominating, then T 
belongs to A,+,. Here a,(T) denotes the essential spectrum of T. The results 
of Section 2, which concern linear functionals on singly generated sub- 
algebras of .Y(@“), are of interest in their own right. For this reason Sec- 
tion 2 is written to be as self contained as possible. 
96 
0022-1236/86 $3.00 
Copyright 0 1986 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
97 
2. OPERATORS ON @" 
Let S& be the subalgebra of P’(V) generated by T and the identity. For 
L E S(P), we denote by [LIT, or just [L] when there is no possibility of 
confusion, the linear functional on SZZ= given by [IL] (A) = trace(d L) and 
use the symbol (A, [L]) to denote [L](A). As usual x@y denotes the 
rank one operator given by (x @ y)(u) = (u, y)x. The following elementary 
facts will be used in the sequel. 
LEMMA 2.1. (a) [L,].=[L,], if and only if (T, CL,].)= 
(T’, [L2] T) for r = 0, l,..., n - 1. 
(b) [(ax+by)Oz] =a[xOz] +b[yOz]. 
(c) [zO(ax+by)]=ii[zOx]+6[zOy]. 
Cd) <A, CxO ~1) = (Ax, Y). 
We are now ready to state the main result of this section. This theorem 
was originally posed in [6] as a conjecture. 
THEOREM 2.2. Suppose TE Y(C”) has n distinct eigenvalues A,, AZ,..., &, 
with corresponding unit eigenvectors x,, x2,..., x,. Then given positive real 
numbers c, , c2 ,..., c, with Cci = 1, there exists a unit vector x E C” such that 
[x0x] = 2 c;[x, Ox;]. (1) 
i= 1 
In view of Theorem 2.2, a fairly natural conjecture is that given 
SEZ(C”), the set {[x@x],: XEC, /(x (/ = 1 } is convex. The following 
example shows that this is not the case. The operator in the example is 
taken from an example of Hadwin and Nordgren [S]. 
EXAMPLE 2.3. Let T, E _c;P(C4) be given by 
Then for n sufliciently large { [x @ x] Tn : I( x (I= 1 } is not convex. 
Proof. Assume that for infinitely many n there exists x, such that 
2cxn @x,1, = CaBal, + CROCI,, 
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where a= (f, 3, 3, 0) and b = C-f, 0, #, 3). Suppose x, = (x,,, , x,,~, 
X ?I,39 x,,J. Then since 
2(~x,,x,)=(T~a,a)+(T~b,6) for r=l,2,3 
we get the following three equations: 
2Wn,2-f,,l +n2x,,3%,2 + x,,dX,,3) = J(2n + 4n2 + 4), (2) 
W3xn,3%,1 + n2x,,4-f,,2) = 0, (3) 
2n3x,,Z.n,l = - $n”. (4) 
Rearrangement of (2 )-(4) yields 
-%,3%,I 
xn4xn2 = -‘--L_-, 
n 
(5) 
(6) 
1 
-%,4X”,l = --* 9 (7) 
Bearing in mind that (Ix, (( = 1 it is easy to see that (5)-(7) cannot be 
simultaneously satisfied if n is suffkiently large. 
LEMMA 2.4. Suppose T is as in Theorem 2.2. Then 
(a) CXj Oxjl = (Xi, Xj)[Xi Oxi]. 
(b) ([XiOX~]: 1 Q i < n} is a basis for the space of linear jiinctionals 
on A@+~. 
(c) If[x@x]=Cci[xi@xi] then ~~x~~~=~c~. 
ProoJ (a) (T, [xi Oxi] ) = ( Txi, xi) = A;(xi, xj) = (xi, xi)( Txi, xi) = 
(T, (xi, xj)[xi @xi]) and the result follows from Lemma 2.1(a). 
(b) Suppose C ci[xi @I xi] = 0. Then 0 = ( r’, C ci[xi 0 xi] ) = 
C cil; for r = 0, l,..., n - 1. Since the Ri are distinct cr = c2 = . . . = c, = 0. 
tc) Ilxl12=(I, CxOxl>=Cci. 
The first step in proving Theorem 2.2 is to show that finding x to satisfy 
(1) is equivalent to solving a system of equations. 
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LEMMA 2.5. Following the notation of Theorem 2.2, suppose x =x d,xi 
and let A = (ajj), where ajj = (xi, x,). Then x satisfies (1) if and only {f 
1 = 
‘d, 0 0 ... 0 
0 d, 0 ... 0 
0 0 (8) 
.” 4 
Pro@ This follows immediately by rewriting [x0x] using parts (b) 
and (c) of Lemma 2.1, applying Lemma 2.4 and comparing coefficients. 
The system (8) can be written as a system of 2n equations by separating 
each equation into its real and imaginary parts. To facilitate this let 
di = ri exp(iQ,), where ri 2 0 and 0 < 8, < 27~. Let (x,, xi) = si, exp(ia,,), 
where si, 2 0 and 0 < c(;, < 2n. Then the first equation in (8) can be written 
as the pair of equations 
cl =r:+r,r,s,, cos(cL12 +6, -8,)+ ‘3. +r,r,,s,,, cos(c(,,, +H, -H,,), 
O=rlr2s12 sin(cc,, +0, -tI,)+ ... +r,rn.sln sin(a,, +O, -0,). 
NOW the first of these equations can be rewritten 
O=-(cI/r,)+r, +r2s12 COS(CX,~ +8, -H2) 
+ ‘.. fY,,Sln COS(~,, +B, -H,,) (9) 
and the second 
0 = -r, r2s,2 sin(cl,, + 8, - 0,) - ... -r,rnsln sin(a,, + 0, - 0,). (10) 
Note that since C, is assumed to be positive we can assume that r, #O. In 
all we get 2n equations which can be wriiten as n pairs, the ith pair of 
which is derived from the ith equation of (8) in the same manner that (9) 
and (10) are derived from the first equation. That is, divide the real part by 
ri and multiply the imaginary part by -1. The key idea in the proof of 
Theorem 2.2 is the following. 
LEMMA 2.6. The right-hand sides of the 2n equations described in the 
preceding paragraph are all partial derivatives of the following function in 2n 
variables. 
f(rl T r2,..., rn, 0,, 02,..., Q,) 
=0.5 i rf+ i TirjSj,, COS(cIij + Bj - dj) - i Ci log ri. 
i=l i,j= 1;i-c j i= I 
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Proof: By observation and the fact that aij =2x--aii. 
LEMMA 2.7. The function f in Lemma 2.6 can be rewritten 
f =0.5 
ii 
f: ri exp(ifl,)x, 2- f ci log ri. 
i= 1 II i=l 
Proof. Suppose x=x &xi, where di = ri exp(i0,). By Lemma 2.4 we 
may write [x@x] =x ci[xi @xi]. It is clear that the ci can be determined 
from (8). Breaking the equations in (8) into their real and imaginary parts 
and summing gives 
C cj = C rf + 2 C rirjsij cos(a, + Bi - ej) 
and the result follows from Lemma 2.4(c). 
The next lemma and corollary complete the proof of Theorem 2.2. 
LEMMA 2.8. The function f of Lemma 2.7 has an absolute minimum value. 
ProoJ Let {ei: 1 < i < n) be the standard basis for C”, and let 
P E 9(V) be given by Pe, = xi. Then P is invertible and thus there exists 
k > 0 such that 
k llW12~ llxll, XEF 
Therefore, k I( C dixi (1 23 C ( di 1’ (d, , d2 ,..., d,) E C”. It follows that f 2 
(k/2)x r: - C ci log ri = C ((k/2)rf - ci log ri). Thus f is bounded below. 
Since f tends to infinity if any of the ri tend to zero or infinity, and is 
periodic in the ei it follows that f has an absolute minimum value. 
COROLLARY 2.9. There exist (rl, rz ,..., r,) and (t?,, e2 ,..., 0,) such that all 
the partial derivatives off vanish. Thus (8), and hence (1 ), has a solution. 
Note that it follows from Lemma 2.4(c) that (1 x I( = 1. 
3. C,-CONTRACTIONS 
As is well known, Z(X) can be regarded as the dual of (zc), the trace 
class, via the pairing (T, L) = trace(TL), TE Y(X), LE (rc). From this 
duality 3’(X) inherits a weak* topology. For TE 9(H) let &$ denote the 
smallest unital subalgebra of Y(X) which is closed in this topology and 
contains T. Let L&T denote the preannihilator of JZ& in (rc), and let Q, 
denote the quotient space (zc)/‘&., It follows from general principles that 
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~2~ is the dual of QT via the pairing (A, [L] T) = trace(AL), where A E (zc) 
and [L] T denotes the equivalence class in Qr which contains L E (zc). 
Define A to be the class of all completely nonunitary contractions 
for which the Sz-Nagy-Foias functional calculus is an isometry. It is 
shown in [4] that completely nonunitary (hence C,-) contractions T with 
O,(T) n D dominating belong to A. 
Define A, (1~ n < N,) to consist of those operators in A with the follow- 
ing property: 
Every n x n system of simultaneous equations of the form 
Cxi 0 Yjl T = lILijl TT 0 Q i, j < n, 
where the [Li,] r are arbitrary elements from QT, has a solution consisting 
of a pair of sequences, {xijOG i< n and {yj},, j< n, of vectors from X. 
The following theorem is a direct consequence of Theorem 6.7 and 
Proposition 6.12 of [ 11. 
THEOREM 3.1. If T is a C,-contraction in A, then the following is a suf- 
ficient condition for T to belong to A,,. 
For some 0 < 8 < 1 and integer n the unit ball in QT is equal to the closure 
Of 
and ELI,- i [x,OyJr 
Ii i=l 
The following theorem is very elementary, but will be useful in the 
sequel. 
THEOREM 3.2. Let TE Y(X)), suppose .A’ is an invariant subspace for T 
and let F denote the restriction of T to A!. Then if (T”, [L,]7;) = 
CT, C&l T) for n = 0, 1, Z..., and [L,] p = [x 0 y] T it follows that 
C-UT = cxo YIP 
The following is an obvious consequence of Theorems 2.2 and 3.2. 
COROLLARY 3.3. Suppose TE (!I?‘) has n distinct eigenvalues A,, &,,..., I, 
with corresponding unit eigenvectors x1, x2 ,..., x,. Then given nonnegative 
real numbers c,, c~,..., c, with Cc, < 1 there exists a vector x E C” of norm at 
most one such that 
[x0x],= i cicxioxilT. 
i=l 
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THEOREM 3.4 Suppose T is a C, -contraction with a(T) r\ D dominating. 
Then TEA,,. 
Proof: It is shown in [4] that given 1~ D there exists an element 
[C,] T E QT such that )I C, 1) r = 1, ( T”, [C,] T) = I” for n = 0, 1,2 ,..., and if 
YI is a dominating subset of D then the unit ball in Q, is equal to the 
closed absolutely convex hull of (CC,] T: i E /i 1. 
Now choose [L] r E QT with II [L] T (1 = 1. Clearly by Theorem 3.1 it is 
enough to show that there exist xi, yi E H such that ((xi/( < 1, (1 yi([ < 1, 
and 
II CLIT- f CxiO.Yi]r dO.9. i=l II (11) 
As noted above we can choose (&}l=, c a(T) such that 
f, ICil G 1 and (I CLlr - 2 cLCA,I,~~ BO.1. (12) 
i=l 
Let c,(T) denote the point spectrum of T, then we may write the first n 
positive integers as the disjoint union of 
r, = {i: Ai E o,(T)}, 
r, = {i: xi EoJT*)}\I’,, 
r, = (i:A,Ea,(T))\(I’, ur,). 
It follows that for some index j 
il 
if;- Ci[Ci.,l T 2 0.3, 
I II 
(13) 
else (12) cannot be satisfied. Since 1) CA8 IjT = 1, it follows that 
Cie5 (cjl>0.3, then from (12) that Cigq Jci/ ~0.7 and hence that 
IICi*lJ I c .[C,,] 7 1) < 0.7. Thus from (12) we get that 
il 
CL]- C Ci[C&], GO.8 
II 
(14) 
ie r, 
There are now three cases to consider. 
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Case i. Inequality (13) holds with j = 1. For each i E r, choose ui E .% 
such that )( ui )( = 1 and Tui = ,Irai. Let Jad denote the subspace of 8 span- 
ned by the ui and T the restriction of T to J&. We may write 
+ i 1 C3iCCI,IT - i C c4j[cj.,] T, 
itfl I E I‘, 
where cii 20 for all i andj. By Corollary 3.3 we can find zk with /(zk /I < 1 
such that 
k = 1, 2, 3,4. 
Then by Theorem 3.2 it easily follows that 
1 ckicc,,I, = CZk O~,l.> k = 1,2, 3,4. 
iefl 
and hence that 
Clearly (11) is satisfied by taking x, = z,, .r, = z,, yz = - z2, yj = -k,, 
and y, = iz,. 
Case ii. Inequality (13) holds with j = 2. As in Case i we can find zI, 
Z2r 23% zq such that 
C Ci[C;].*=[z, @z,],.--[z,~Jz,]~* +i[z,Oz,]..-i[z,Oz,]... 
iErZ 
Then for n > 0, 
c cJy= (T*“zl, ~1) - (T*“z2, z2) + i( T*“z3, z3) - i( T*nz4, z4) 
i6r2 
or 
1 c& = (Tz,, z~)-(~z2,z2)-i(T”z3,z3)+i(Tnzq,zq). 
ial- 
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Then it is easy to see that 
and the result follows as in Case i. 
Case iii. Inequality (13) holds withj= 3. By a now standard argument, 
as used in the proof of [4, Lemma 4.6 J, for example, there exist x and y in 
the unit ball of X with IICiEr, ci[C,,]~-[~@y]~(( 60.1. Then (11) is 
satisfied by taking x1 =x, y, = y, and xi = yi = 0 for i = 2,3,4. 
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