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Abstrat. Arithmeti automata reognize innite words of digits de-
noting deompositions of real and integer vetors. These automata are
known expressive and eient enough to represent the whole set of so-
lutions of omplex linear onstraints ombining both integral and real
variables. In this paper, the losed onvex hull of arithmeti automata is
proved rational polyhedral. Moreover an algorithm omputing the linear
onstraints dening these onvex set is provided. Suh an algorithm is
useful for eetively extrating geometrial properties of the whole set of
solutions of omplex onstraints symbolially represented by arithmeti
automata.
1 Introdution
The most signiant digit rst deomposition provides a natural way to assoiate
nite words of digits to any integer. Naturally, suh a deomposition an be
extended to real values just by onsidering innite words rather than nite
ones. Intuitively, an innite word denotes the potentially innite deimal part of
a real number. Last but not least, the most signiant digit rst deomposition
an be extended to real vetors just by interleaving the deomposition of eah
omponent into a single innite word.
Arithmeti automata are Muller automata that reognize innite words of
most signiant digit rst deompositions of real vetors in a xed basis of de-
omposition r ≥ 2 (for instane r = 2 and r = 10 are two lassial basis of
deomposition). Sets symbolially representable by arithmeti automata in ba-
sis r are logially haraterized [BRW98℄ as the sets denable in the rst order
theory FO(R,Z,+,≤, Xr) where Xr is an additional prediate depending on the
basis of deomposition r. In pratie, arithmeti automata are usually used for
the rst order additive theory FO(R,Z,+,≤) where Xr is disarded. In fat this
theory allows to express omplex linear onstraints ombining both integral and
real variables that an be represented by partiular Muller automata alled de-
terministi weak Buhi automata [BJW05℄. This sublass of Muller automata has
interesting algorithmi properties. In fat, ompared to the general lass, deter-
ministi weak Buhi automata an be minimized (for the number of states) into
a unique anonial form with roughly the same algorithm used for automata re-
ognizing nite words. In partiular, these arithmeti automata are well adapted
to symbolially represent sets denable in FO(R,Z,+,≤) obtained after many
operations (boolean ombinations, quantiations). In fat, sine the obtained
arithmeti automata only depends on the represented set and not on the po-
tentially long sequene of operations used to ompute this set, we avoid unduly
ompliated arithmeti automata. Intuitively, the automaton minimization algo-
rithm performs like a simpliation proedure for FO (R,Z,+,≤). In partiular
arithmeti automata are adapted to the symboli model heking approah om-
puting indutively reahability sets of systems manipulating ounters [BLP06℄
and/or loks [BH06℄. In pratie algorithms for eetively omputing an arith-
meti automaton enoding the solutions of formulas in FO(R,Z,+,≤) have been
reently suessfully implemented in tools Lash and Lira [BDEK07℄. Unfortu-
nately, interesting qualitative properties are diult to extrat from arithmeti
automata. Atually, operations that an be performed on the arithmeti au-
tomata omputed by tools Lash and Lira are limited to the universality and
the emptiness heking (when the set symbolially represented is not empty these
tools an also ompute a real vetor in this set).
Extrating geometrial properties from an arithmeti automaton representing
a set X ⊆ Rm is a omplex problem even if X is denable in FO (R,Z,+,≤). Let
us reall related works to this problem. Using a Karr based algorithm [Kar76℄,
the ane hull of X has been proved eiently omputable in polynomial time
[Ler04℄ (even if this result is limited to the speial ase X ⊆ Nm, it an be
easily extended to any arithmeti automata). When X = Zm ∩ C where C is
a rational polyhedral onvex set (intuitively when X is equal to the integral
solutions of linear onstraint systems), it has been proved in [Lat04℄ that we an
eetively ompute in exponential time a rational polyhedral onvex set C′ suh
that X = Zm ∩ C′. Note that this worst ase omplexity in theory is not a real
problem in pratie sine the algorithm presented in [Lat04℄ performs well on
automata with more than 100 000 states. In [Lug04℄ this result was extended
to sets X = F + L where F is a nite set of integral vetors and L is a linear
set. In [FL05℄, losed onvex hulls of sets X ⊆ Zm represented by arithmeti
automata are proved rational polyhedral and eetively omputable in exponen-
tial time. Note that ompared to [Lat04℄, it is not lear that this result an be
turn into an eient algorithm. More reently [Ler05℄, we provided an algorithm
for eetively omputing in polynomial time a formula in the Presburger the-
ory FO (Z,+,≤) when X ⊆ Zn is Presburger-denable. This algorithm has been
suessfully implemented in TaPAS [LP08℄ (The Talene Presburger Arithmeti
Suite) and it an be applied on any arithmeti automata enoding a set X ⊆ Zm
with more than 100 000 states. Atually, the tool deides if an input arithmeti
automaton denotes a Presburger-denable set and in this ase it returns a for-
mula denoting this set.
In this paper we prove that the losed onvex hulls of sets symbolially rep-
resented by arithmeti automata are rational polyhedral and eetively om-
putable in exponential time in the worst ase. Note that whereas the losed
onvex hull of a set denable in FO (R,Z,+,≤) an be easily proved rational
polyhedral (thanks to quantiation eliminations), it is diult to prove that
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the losed onvex hulls of arithmeti automata are rational polyhedral. We also
provide an algorithm for omputing this set. Our algorithm is based on the re-
dution of the losed onvex hull omputation to data-ow analysis problems.
Note that widening operator is usually used in order to speed up the iterative
omputation of solutions of suh a problem. However, the use of widening op-
erators may lead to loss of preision in the analysis. Our algorithm is based on
aeleration in onvex data-ow analysis [LS07b,LS07a℄. Reall that aeleration
onsists to ompute the exat eet of some ontrol-ow yles in order to speed
up the Kleene x-point iteration.
Outline of the paper : In setion 2 the most signiant digit rst deomposi-
tion is extended to any real vetor and we introdue the arithmeti automata.
In setion 3 we provide the losed onvex hull omputation redution to (1) a
data-ow analysis problem and (2) the omputation of the losed onvex hull of
arithmeti automata representing only deimal values and having a trivial a-
epting ondition. In setion 4 we provide an algorithm for omputing the losed
onvex hull of suh an arithmeti automaton. Finally in setion 5 we prove that
the data-ow analysis problem introdued by the redution an be solved pre-
isely with an aelerated Kleene x-point iteration algorithm. Most proofs are
only skethed in the paper, but detailed proofs are given in appendix. This paper
is the long version of the SAS 2008 paper.
2 Arithmeti Automata
This setion introdues arithmeti automata (see Fig. 1). These automata reog-
nize innite words of digits denoting most signiant digit rst deompositions
of real and integer vetors.
As usual, we respetively denote by Z, Q and R the sets of integers, ratio-
nals and real numbers and we denote by N,Q+,R+ the restritions of Z,Q,R
to the non-negatives. The omponents of an m-dim vetor x are denoted by
x[1], . . . , x[m].
We rst provide some denitions about regular sets of innite words. We
denote by Σ a non-empty nite set alled an alphabet. An innite word w over
Σ is a funtion w ∈ N → Σ dened over N\{0} and a nite word σ over Σ is
a funtion σ ∈ N → Σ dened over a set {1, . . . , k} where k ∈ N is alled the
length of σ and denoted by |σ|. In this paper, a nite word over Σ is denoted
by σ with some subsript indies and an innite word over Σ is denoted by w.
As usual Σ∗ and Σω respetively denote the set of nite words and the set of
innite words over Σ. The onatenation of two nite words σ1, σ2 ∈ Σ
∗
and the
onatenation of a nite word σ ∈ Σ∗ with an innite word w ∈ Σω are denoted
by σ1σ2 and σw. A graph labelled by Σ is a tuple G = (Q,Σ, T ) where Q is a
non empty nite set of states and T ⊆ Q×Σ×Q is a set of transitions. A nite
path π in a graph G is a nite word π = t1 . . . tk of k ≥ 0 transitions ti ∈ T suh
that there exists a sequene q0, . . . , qk ∈ Q and a sequene a1, . . . , ak ∈ Σ suh
that ti = (qi−1, ai, qi) for any 1 ≤ i ≤ k. The nite word σ = a1 . . . ak is alled
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the label of π and suh a path π is also denoted by q0
σ
−→ qk or just q0 → qk. We
also say that π is a path starting from q0 and terminating in qk. When q0 = qk
and k ≥ 1, the path π is alled a yle on q0. Suh a yle is said simple if the
states q0, . . . , qk−1 are distint. Given an integer m ≥ 1, a graph G is alled an
m-graph if m divides the length of any yle in G. An innite path θ is an innite
word of transitions suh that any prexes πk = θ(1) . . . θ(k) is a nite path. The
unique innite word w ∈ Σω suh that σk = w(1) . . . w(k) is the label of the
nite path πk for any k ∈ N is alled the label of θ. We say that θ is starting
from q0 if q0 is the unique state suh that any prex of θ is starting from q0. In
the sequel, a nite path is denoted by π and an innite path is denoted by θ. The
set of innite paths starting from q0 is naturally denoted with the apital letter
ΘG(q0). The set F of states q ∈ Q suh that there exists an innite number of
prex of θ terminating in q is alled the set of states visited innitely often by
θ. Suh a path is denoted by q0
w
−→ F or just q0 → F . A Muller automaton A
is a tuple A = (Q,Σ, T,Q0,F) where (Q,Σ, T ) is a graph, Q0 ⊆ Q is the initial
ondition and F ⊆ P(Q) is the aepting ondition. The language L(A) ⊆ Σω
reognized by a Muller automaton A is the set of innite words w ∈ Σω suh
that there exists an innite path q0
w
−→ F with q0 ∈ Q0 and F ∈ F.
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Fig. 1. On the left, the rational polyhedral onvex set C = {x ∈ R2 | 3x[1] >
x[2] ∧ x[2] ≥ 0} in gray and the set X = Z2 ∩ C of integers depited by blak
bullets. On the enter, an arithmeti automaton symbolially representing X in
basis 2. On the right, the losed onvex hull of X equals to cl ◦ conv(X) = {x ∈
R2 | 3x[1] ≥ x[2] + 1 ∧ x[2] ≥ 0 ∧ x[1] ≥ 1} represented in gray.
Now, we introdue the most signiant digit rst deomposition of real ve-
tors. In the sequel m ≥ 1 is an integer alled the dimension, r ≥ 2 is an integer
alled the basis of deomposition, Σr = {0, . . . , r − 1} is alled the alphabet of
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r-digits, and Sr = {0, r − 1} is alled the alphabet of sign r-digits. The most
signiant r-digit rst deomposition provides a natural way to assoiate to any
real vetor x ∈ Rm a tuple (s, σ, w) ∈ Smr × (Σ
m
r )
∗ × Σωr . Intuitively (s, σ) and
w are respetively assoiated to an integer vetor z ∈ Zm and a deimal vetor
d ∈ [0, 1]m satisfying x = z + d. Moreover, s[i] = 0 orresponds to z[i] ≥ 0 and
s[i] = r−1 orresponds to z[i] < 0. More formally, a most signiant r-digit rst
deomposition of a real vetor x ∈ Rm is a tuple (s, σ, w) ∈ Smr × (Σ
m
r )
∗ × Σωr
suh that for any 1 ≤ i ≤ m, we have:
x[i] = r
|σ|
m
s(i)
1− r
+
|σ|
m∑
j=1
r
|σ|
m
−jσ(m(j − 1) + i) +
+∞∑
j=0
w(mj + i)
rj+1
The previous equality is divided in two parts by introduing the funtions λr,m ∈
Σωr → [−1, 0]
m
and γr,m ∈ S
m
r × (Σ
m
r )
∗ → Zm dened for any 1 ≤ i ≤ m by the
following equalities. Note the sign in front of the denition of λr,m. This sign
simplies the presentation of this paper and it is motivated in the sequel.
−λr,m(w)[i] =
+∞∑
j=0
w(mj + i)
rj+1
γr,m(s, σ)[i] = r
|σ|
m
s(i)
1− r
+
|σ|
m∑
j=1
r
|σ|
m
−jσ(m(j − 1) + i)
Denition 2.1 ([BRW98℄). An arithmeti automaton A in basis r and in
dimension m is a Muller automaton over the alphabet Σr ∪ {⋆} that reognizes
a language L ⊆ Smr ⋆ (Σ
m
r )
∗ ⋆ Σωr . The following set X ⊆ R
m
is alled the set
symbolially represented by A:
X = {γr,m(s, σ)− λr,m(w) | s ⋆ σ ⋆ w ∈ L}
Example 2.2. The arithmeti automaton depited in Fig. 1 symbolially repre-
sents X = {x ∈ N2 | 3x[1] > x[2]}. This automaton has been obtained automat-
ially from the tool Lash through the tool-suite TaPAS[LP08℄.
We observe that Real Vetor Automata (RVA) and Number Deision Dia-
grams (NDD) [BRW98℄ are partiular lasses of arithmeti automata. In fat,
RVA and NDD are arithmeti automata A that symbolially represent sets X
inluded respetively in Rm and Zm and suh that the aepted languages L(A)
satisfy:
L(A) ={s ⋆ σ ⋆ w | γr,m(s, σ)− λr,m(w) ∈ X} if A is a RVA
L(A) ={s ⋆ σ ⋆ 0ω | γr,m(s, σ) ∈ X} if A is a NDD
Sine in general a NDD is not a RVA and onversely a RVA is not a NDD,
we onsider arithmeti automata in order to solve the losed onvex hull om-
putation uniformly for these two lasses. Note that simple (even if omputa-
tionally expensive) automata transformations show that sets symbolially rep-
resentable by arithmeti automata in basis r are exatly the sets symbolially
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representable by RVA in basis r. In partiular [BRW98℄, sets symbolially rep-
resentable by arithmeti automata in basis r are exatly the sets denable in
FO(R,Z,+,≤, Xr) where Xr ⊆ R
3
is a basis dependant prediate dened in
[BRW98℄. This haraterization shows that arithmeti automata an symboli-
ally represent sets of solutions of omplex linear onstraints ombining both in-
tegral and real values. Reall that the onstrution of arithmeti automata from
formulae in FO(R,Z,+,≤, Xr) is eetive and tools Lash and Lira [BDEK07℄
implement eient algorithms for the restrited logi FO(R,Z,+,≤). The pred-
iate Xr is disarded in these tools in order to obtain arithmeti automata that
are deterministi weak Buhi automata [BJW05℄. In fat these automata have
interesting algorithmi properties (minimization and deterministi form).
3 Redution to Data-Flow Analysis Problems
In this setion we redue the omputation of the losed onvex hull of sets
symbolially represented by arithmeti automata to data-ow analysis problems.
We rst reall some general notions about omplete latties. Reall that a
omplete lattie is any partially ordered set (A,⊑) suh that every subset X ⊆ A
has a least upper bound
⊔
X and a greatest lower bound
d
X . The supremum⊔
A and the inmum
d
A are respetively denoted by ⊤ and ⊥. A funtion
f ∈ A → A is monotoni if f(x) ⊑ f(y) for all x ⊑ y in A. For any omplete
lattie (A,⊑) and any set Q, we also denote by ⊑ the partial order on Q → A
dened as the point-wise extension of ⊑, i.e. f ⊑ g i f(q) ⊑ g(q) for all q ∈ Q.
The partially ordered set (Q→ A,⊑) is also a omplete lattie, with lub
⊔
and
glb
d
satisfying (
⊔
F )(s) =
⊔
{f(s) | f ∈ F} and (
d
F )(s) =
d
{f(s) | f ∈ F}
for any subset F ⊆ Q→ A.
Now, we reall notions about the omplete lattie of losed onvex sets. A
funtion f ∈ Rn → Rm is said linear if there exists a sequene (Mi,j)i,j of
reals indexed by 1 ≤ i ≤ m and 1 ≤ j ≤ n and a sequene (vi)i of reals
indexed by 1 ≤ i ≤ m suh that f(x)[i] =
∑n
j=1Mi,jx[j] + vi for any x ∈ R
n
and for any 1 ≤ i ≤ m. When the oeients (Mi,j)i,j and (vi)i are rational,
the linear funtion f is said rational. The funtion f ′ ∈ Rm → Rn dened by
f ′(x)[i] =
∑n
j=1Mi,jx[j] for any x ∈ R
n
and for any 1 ≤ i ≤ m is alled the
uniform form of f . A set R ⊆ Rm is said losed if the limit of any onvergent
sequene of vetors in R is in R. Reall that any set X ⊆ Rm is inluded in
a minimal for the inlusion losed set. This losed set is alled the topologial
losure of X and it is denoted by cl(X). Let us reall some notions about onvex
sets (for more details, see [Sh87℄). A onvex ombination of k ≥ 1 vetors
x1, . . . , xk ∈ Rm is a vetor x suh that there exists r1, . . . , rk ∈ R+ satisfying
r1 + · · · + rk = 1 and x = r1x1 + · · · + rkxk. A set C ⊆ Rm is said onvex
if any onvex ombination of vetors in C is in C. Reall that any X ⊆ Rm
is inluded in a minimal for the inlusion onvex set. This onvex set is alled
the onvex hull of X and it is denoted by conv(X). A onvex set C ⊆ Rm is
said rational polyhedral if there exists a rational linear funtion f ∈ Rm → Rn
6
suh that C is the set of vetors x ∈ Rm suh that
∧n
i=1 f(x)[i] ≤ 0. Reall that
cl(conv(X)) = conv(cl(X)), cl(f(X)) = f(cl(X)) and conv(f(X)) = f(conv(X))
for any X ⊆ Rm and for any linear funtion f ∈ Rm → Rn. The lass of
losed onvex subsets of Rm is written Cm. We denote by ⊑ the inlusion partial
order on Cm. Observe that (Cm,⊑) is a omplete lattie, with lub
⊔
and glb
d
satisfying
⊔
C = cl ◦ conv(
⋃
C) and
d
C =
⋂
C for any subset C ⊆ Cm.
Example 3.1. Let X = Z2 ∩C where C is the onvex set C = {x ∈ R2 | 3x[1] >
x[2] ∧ x[2] ≥ 0} (see Fig. 1). Observe that cl ◦ conv(X) = {x ∈ R2 | 3x[1] ≥
x[2] + 1 ∧ x[2] ≥ 0 ∧ x[1] ≥ 1} is stritly inluded in C.
In the previous setion, we introdued two funtions λr,m and γr,m. Intu-
itively these funtions ompute respetively deimal vetors assoiated to in-
nite words and integer vetors assoiated to nite words equipped with sign ve-
tors. We now introdue two funtions Λr,m,σ and Γr,m,σ that partially ompute
the same vetors than λr,m and γr,m. More formally, let us onsider the unique
sequenes (Λr,m,σ)σ∈Σ∗r and (Γr,m,σ)σ∈Σ∗r of linear funtions Λr,m,σ, Γr,m,σ ∈
Rm → Rm inverse of eah other and satisfying Λr,m,σ1σ2 = Λr,m,σ1 ◦ Λr,m,σ2 ,
Γr,m,σ1σ2 = Γr,m,σ2 ◦Γr,m,σ1 for any σ1, σ2 ∈ Σ
∗
r , suh that Λr,m,ǫ and Γr,m,ǫ are
the identity funtion and suh that Λr,m,a and Γr,m,a with a ∈ Σr satisfy the
following equalities where x ∈ Rm:
Λr,m,a(x) = (
x[m]− a
r
, x[1], . . . , x[m− 1])
Γr,m,a(x) = (x[2], . . . , x[m], rx[1] + a)
We rst prove the following two equalities (1) and (2) that explain the link
between the notations λr,m and γr,m and their apital forms Λr,m,σ and Γr,m,σ.
Observe that Λr,m,a(λr,m(w)) = λr,m(aw) for any a ∈ Σr and for any w ∈ Σ
ω
r .
An immediate indution over the length of σ ∈ Σ∗r provides equality (1). Note
also that Γr,m,a1...am(x) = rx + (a1, . . . , am) for any a1, . . . , am ∈ Σr. Thus an
immediate indution provides equality (2).
λr,m(σw) = Λr,m,σ(λr,m(w)) ∀σ ∈ Σ
∗
r ∀w ∈ Σ
ω
r (1)
γr,m(s, σ) = Γr,m,σ(
s
1− r
) ∀σ ∈ (Σmr )
∗ ∀s ∈ Smr (2)
We now redue the omputation of the losed onvex hull C of a set X ⊆ Rm
represented by an arithmeti automaton A = (Q,Σ, T,Q0,F) in basis r to data-
ow analysis problems. We an assume w.l.o.g that (Q,Σ, T ) is a m-graph. As
the language reognized by A is inluded in Smr ⋆ (Σ
m
r )
∗ ⋆ Σωr , the set of states
an be partitioned into sets depending intuitively on the number of ourrenes
|σ|⋆ of the ⋆ symbol in a word σ ∈ Σ∗. More formally, we onsider the set QS
of states reading signs, the set QI reading integers, and the set QD reading
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deimals dened by:
QS = {q ∈ Q | ∃(q0, σ, F ) ∈ Q0 ×Σ
∗ × F |σ|⋆ = 0 ∧ q0
σ
−→ q → F}
QI = {q ∈ Q | ∃(q0, σ, F ) ∈ Q0 ×Σ
∗ × F |σ|⋆ = 1 ∧ q0
σ
−→ q → F}
QD = {q ∈ Q | ∃(q0, σ, F ) ∈ Q0 ×Σ
∗ × F |σ|⋆ = 2 ∧ q0
σ
−→ q → F}
We also onsider the m-graphs GS , GI and GD obtained by restriting G re-
spetively to the states QS, QI and QD and formally dened by:
GS = (QS , Σr, TS) with TS = T ∩ (Qs ×Σr ×QS)
GI = (QI , Σr, TI) with TI = T ∩ (QI ×Σr ×QI)
GD = (QD, Σr, TD) with TD = T ∩ (QD ×Σr ×QD)
Example 3.2. QS = {−2,−1, 0}, QI = {1, . . . , 9} and QD = {a, b} in Fig. 1.
The losed onvex hull C = cl ◦ conv(X) is obtained from the valuations
CI ∈ QI → Cm and CD ∈ QD → Cm dened by CI = cl ◦ conv(XI) and
CD = cl ◦ conv(XD) where XI and XD are given by:
XI(qI) = {Γr,m,σ(
s
1− r
) | s ∈ Smr σ ∈ Σ
∗
r ∃q0 ∈ Q0 q0
s⋆σ
−−→ qI}
XD(qD) = {λr,m(w) | w ∈ Σ
ω
r ∃F ∈ F qD
w
−→ F}
In fat from the denition of arithmeti automata we get:
C =
⊔
(qI ,qD)∈QI×QD
(qI ,⋆,qD)∈T
CI(qI)− CD(qD)
We now provide data-ow analysis problems whose CI and CD are solu-
tions. Observe that m-graphs naturally denote ontrol-ow graphs. Before asso-
iating semantis to m-graph transitions, we rst show that CI and CD are
some x-point solutions. As cl ◦ conv and Γr,m,a are ommutative, from the
inlusion Γr,m,a(XI(q1)) ⊆ XI(q2) we dedue that CI satises the relation
Γr,m,a(CI(q1)) ⊑ CI(q2) for any transition (q2, a, q2) ∈ TI . Symmetrially, as
cl ◦ conv and Λr,m,a are ommutative, from the inlusion Λr,m,a(XD(q2)) ⊆
XD(q1), we dedue that Λr,m,a(CD(q2)) ⊑ CD(q1) for any transition (q1, a, q2) ∈
TD. Intuitively CI and CD are two x-point solutions of dierent systems. More
formally, we assoiate two distint semantis to a transition t = (q1, a, q2) of
a m-graph G = (Q,Σr, T ) by onsidering the monotoni funtions ΛG,m,t and
ΓG,m,t over the omplete lattie (Q→ Cm,⊑) dened for any C ∈ Q→ Cm and
for any q ∈ Q by the following equalities:
ΛG,m,t(C)(q) =
{
Λr,m,a(C(q2)) if q = q1
C(q) if q 6= q1
ΓG,m,t(C)(q) =
{
Γr,m,a(C(q1)) if q = q2
C(q) if q 6= q2
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Observe that CD is a x-point solution of the data-ow problem ΛGD,m,t(CD) ⊑
CD for any transition t ∈ TD and CI is a x-point solution of the data-ow
problem ΓGI ,m,t(CI) ⊑ CI for any transition t ∈ TI . In the next setions 3.1
and 3.2 we show that CD and CI an be haraterized by these two data-ow
analysis problems.
3.1 Redution for CD
The omputation of CD is redued to a data-ow analysis problem for the m-
graph GD equipped with the semantis (ΛGD ,m,t)t∈TD .
Given an innite path θ labelled by w, we denote by λr,m(θ) the vetor
λr,m(w). Given a m-graph G labelled by Σr, we denote by ΛG,m, the valuation
cl ◦ conv(λr,m(ΘG)) (reall that ΘG(q) denotes the set of innite paths starting
from q). This notation is motivated by the following Proposition 3.3.
Proposition 3.3. The valuation ΛG,m is the unique minimal valuation C ∈
Q → Cm suh that ΛG,m,t(C) ⊑ C for any transition t ∈ T and suh that
C(q) 6= ∅ for any state q ∈ Q satisfying ΘG(q) 6= ∅.
The following Proposition 3.4 provides the redution.
Proposition 3.4. CD = ΛGD,m
Proof. We have previously proved that ΛGD,m,t(CD) ⊑ CD for any transition
t ∈ TD. Moreover, as CD(qD) 6= ∅ for any qD ∈ QD, we dedue the relation
ΛGD,m ⊑ CD by minimality of ΛGD,m. For the other relation, just observe that
XD ⊆ λr,m(ΘGD ) and apply cl ◦ conv. ⊓⊔
3.2 Redution for CI
The omputation of CI is redued to data-ow analysis problems for the m-
graphs GS and GI respetively equipped with the semantis (ΓGS ,m,t)t∈TS and
(ΓGI ,m,t)t∈TI .
Given a m-graph G = (Q,Σr, T ) and an initial valuation C0 ∈ Q → Cm, it
is well-known from Knaster-Tarski's theorem that there exists a unique minimal
valuation C ∈ Q→ Cm suh that C0 ⊑ C and ΓG,m,t(C) ⊑ C for any t ∈ T . We
denote by ΓG,m(C0) this unique valuation.
Symmetrially to the denitions of CI and CD we also onsider the valuation
CS ∈ QS → Cm dened by CS = cl ◦ conv(XS) where XS is given by:
XS(qS) = {Γr,m,s(0, . . . , 0) | s ∈ S
∗
r ∃q0 ∈ Q0 q0
s
−→ qS}
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The redution omes from the following Proposition 3.5 where CS,0 ∈ QS →
Cm and CI,0 ∈ QI → Cm are the following two initial valuations:
CS,0(qS) =
{
∅ if qS 6∈ Q0
{(0, . . . , 0)} if qS ∈ Q0
CI,0(qI) =
1
1− r
⊔
qS∈QS
(qS ,⋆,qI)∈T
CS(qS)
Proposition 3.5. CS = ΓGS ,m(CS,0) and CI = ΓGI ,m(CI,0).
Proof. First observe that XS ⊆ ΓGS ,m(CS,0) and XI ⊆ ΓGI ,m(CI,0). Thus CS ⊑
ΓGS ,m(CS,0) and CI ⊑ ΓGI ,m(CI,0) by applying cl ◦ conv. Finally, as Γr,m,a and
cl ◦ conv are ommutative, we dedue that ΓGS ,m,t(CS) ⊑ CS for any t ∈ TS
and ΓGI ,m,t(CI) ⊑ CI for any t ∈ TI . The minimality of ΓGS ,m(CS,0) and
ΓGI ,m(CI,0) provide ΓGS,m(CS,0) ⊑ CS and ΓGI ,m(CI,0) ⊑ CI . ⊓⊔
4 Innite Paths Convex Hulls
In this setion G = (Q,Σr, T ) is a m-graph. We prove that ΛG,m(q) is equal
to the onvex hull of a nite set of rational vetors. Moreover, we provide an
algorithm for omputing the minimal sets Λ0G,m(q) ⊆ Q
m
for every q ∈ Q suh
that ΛG,m = conv(Λ
0
G,m) in exponential time in the worst ase.
A fry-pan θ in a graph G is an innite path θ = t1 . . . ti(ti+1 . . . tk)
ω
where
0 ≤ i < k and where t1 = (q0 → q1), . . . tk = (qk−1 → qk) are transitions suh
that qk = qi. A fry-pan is said simple if q0, . . . , qk−1 are distint states. The
nite set of simple fry-pans starting from q is denoted by ΘSG(q). As expeted,
we are going to prove that ΛG,m = conv(λr,m(Θ
S
G)) and λr,m(Θ
S
G(q)) ⊆ Q
m
.
We rst prove that λr,m(θ) is rational for any fry-pan θ. Given σ ∈ Σ+r , the
following Lemma 4.1 shows that λr,m(σ
ω) is the unique solution of the rational
linear system Λr,m,σ(x) = x. In partiular λr,m(σ
ω) is a rational vetor. From
equality (1) given in page 7, we dedue that the vetor λr,m(θ) is rational for
any fry-pan θ.
Lemma 4.1. λr,m(σ
ω) is the unique x-point of Λr,m,σ for any σ ∈ Σ+r .
The following Proposition 4.2 (see the graphial support given in Fig. 2) is
used in the sequel for eetively omputing ΛG,m thanks to a x-point iteration
algorithm.
Proposition 4.2. Let t = (q, a, q′) be a transition and let θ′ be a simple fry-pan
starting from q′ suh that the fry-pan tθ′ is not simple. In this ase there exists a
minimal non-empty prex π of tθ′ terminating in q. Moreover the fry-pan θ suh
that tθ′ = πθ and the fry-pan πω are simple and suh that Λr,m,a(λr,m(θ
′)) ∈
conv({λr,m(θ), λr,m(πω)}).
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q′ q q′ q q′ q q′ q
θ′ t pi θ
q′ q q′ q q′ q q′ q
Fig. 2. A graphial support for Proposition 4.2 where θ′ denotes a simple fry-
pan starting from a state q′ and t = (q, a, q′) is a transition suh that the fry-pan
tθ′ is not simple. That means the state q is visited by θ′. Note that q is visited
either one or innitely often. These two situations are depited respetively on
the top line and the bottom line of the tabular.
Proof. As tθ′ is not simple whereas θ′ is simple we dedue that there exists
a deomposition of tθ′ into πθ where π is the minimal non-empty prex of tθ′
terminating in q. Let π be the non empty path with the minimal length. Observe
that π is a simple yle and thus πω is a simple fry-pan. Moreover, as θ is a sux
of the simple fry-pan θ′, we also dedue that θ is a simple fry-pan. Observe that
λr,m(tθ
′) = λr,m(πθ). Moreover, as π is a yle in a m-graph we dedue that m
divides its length. Denoting by σ the label of π, we dedue that σ ∈ (Σmr )
+
.
Now, observe that Λr,m,σ(x) = (1 − r−
|σ|
m )λr,m(σ
ω) + r−
|σ|
m x for any x ∈ Rm.
We dedue that Λr,m,a(λr,m(θ
′)) = (1 − r−
|σ|
m )λr,m(π
ω) + r−
|σ|
m λr,m(θ). Thus
Λr,m,a(λr,m(θ
′)) ∈ conv({λr,m(θ), λr,m(πω)}). ⊓⊔
From the previous Proposition 4.2 we dedue the following Proposition 4.3.
Proposition 4.3. We have ΛG,m = conv(λr,m(Θ
S
G)).
We dedue that there exists a minimal nite set Λ0G,m(q) ⊆ Q
m
suh that
ΛG,m = conv(Λ
0
G,m). Note that an exhaustive omputation of the whole set
ΘSG(q) provides the set Λ
0
G,m(q) by removing vetors that are onvex ombina-
tion of others. The eieny of suh an algorithm an be greatly improved by
omputing indutively subsets Θ(q) ⊆ ΘSG(q) and get rid of any fry-pan θ ∈ Θ(q)
as soon as it beomes a onvex ombination of other fry-pans in Θ(q)\{θ}. The
algorithm Cyle is based on this idea.
Corollary 4.4. The algorithm Cyle(G,m) terminates by iterating the main
while loop at most |T ||Q| times and it returns Λ0G,m.
1 Cyle(G = (Q,Σr, T ) be a m−graph, m ∈ N\{0})
2 for eah state q ∈ Q
3 if ΘSG(q) 6= ∅
4 let θ ∈ ΘSG(q)
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5 let Θ(q)← {θ}
6 else
7 let Θ(q)← ∅
8 while there exists t = (q, a, q′) ∈ T and θ′ ∈ Θ(q′)
9 suh that Λr,m,a(λr,m(θ
′)) 6∈ conv(λr,m(Θ(q)))
10 if tθ′ is simple
11 let Θ(q)← Θ(q) ∪ {tθ′}
12 else
13 let π be the minimal strit prex of tθ′ terminating in q
14 let θ be suh that tθ′ = πθ
15 let Θ(q)← Θ(q) ∪ {θ, πω}
16 while there exists θ0 ∈ Θ(q)
17 suh that conv(λr,m(Θ(q))) = conv(λr,m(Θ(q)\{θ0}))
18 let Θ(q)← Θ(q)\{θ0}
19 return λr,m(Θ) //Λ
0
G,m
5 Fix-point Computation
In this setion we prove that the minimal post-x-point ΓG,m(C0) is eetively
rational polyhedral for any m-graph G = (Q,Σr, T ) and for any rational poly-
hedral initial valuation C0 ∈ Q → Cm. We dedue that the losed onvex hull
of sets symbolially represented by arithmeti automata are eetively rational
polyhedral.
Example 5.1. Let m = 1 and G = ({q}, Σr, {t}) where t = (q, r − 1, q) and
C0(q) = {0}. Observe that the sequene (Ci)i∈N where Ci+1 = Ci ⊔ ΓG,m,t(Ci)
satises Ci(q) = {x ∈ R | 0 ≤ x ≤ ri − 1}.
Reall that a Kleene iteration algorithm applied on the omputation of
ΓG,m(C0) onsists in omputing the beginning of the sequene (Ci)i∈N dened by
the indution Ci+1 = Ci
⊔
t∈T ΓG,m,t(Ci) until an integer i suh that Ci+1 = Ci
is disovered. Then the algorithm terminates and it returns Ci. In fat, in this
ase we have Ci = ΓG,m(C0). However, as proved by the previous Example 5.1
the Kleene iteration does not terminate in general. Nevertheless we are going to
ompute ΓG,m(C0) by a Kleene iteration suh that eah Ci is safely enlarged into
a C′i satisfying Ci ⊑ C
′
i ⊑ ΓG,m(C0). This enlargement follows the aeleration
framework introdued in [LS07b,LS07a℄ that roughly onsists to ompute the
preise eet of iterating some yles. This framework motivate the introdution
of the monotoni funtion ΓWG,m dened over the omplete lattie (Q → Cm,⊑)
for any C ∈ Q→ Cm and for any q ∈ Q by the following equality:
ΓWG,m(C)(q) =
⊔
q
σ−→q
Γr,m,σ(C(q))
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q CI,0(q) ΓGI ,2(CI,0)(q)
1 {(0, 0)} R+(1, 3)
2 ∅ (1, 1) + R+(3, 2)
3 ∅ R+(3, 2)
4 ∅ (1, 0) + R+(3, 2)
5 ∅ (0, 1) + R+(1, 3)
6 ∅ (2, 1) + R+(3, 2)
7 ∅ (0, 2) + R+(1, 3)
8 ∅ conv({(1, 0), (1, 2)}) + R+(1, 0) + R+(1, 3)
9 ∅ (0, 1) + R+(0, 1) + R+(3, 2)
Table 1. The values of CI,0 and CI = ΓGI ,2(CI,0).
The following Proposition 5.2 shows that ΓWG,m(C) is eetively omputable
from C and the funtion ΛG,m introdued in setion 3. In this proposition, Gq
denotes the graph G redued to the strongly onneted omponents of q.
Proposition 5.2. For any C ∈ Q→ Cm, and for any q ∈ Q, we have:
ΓWG,m(C)(q) = C(q) + R+(C(q)− ΛGq,m(q))
We now prove that the enlargement is suient to enfore the onvergene
of a Kleene iteration.
Proposition 5.3. Let C0 ⊑ C′0 ⊑ C1 ⊑ C
′
1 ⊑ . . . be the sequene dened by the
indution Ci+1 = C
′
i
⊔
t∈T ΓG,m,t(C
′
i) and C
′
i = Γ
W
G,m(Ci). There exists i < |Q|
satisfying Ci+1 = Ci. Moreover, for suh an integer i we have Ci = ΓG,m(C0).
Proof. Observe that Ci ⊑ C′i ⊑ ΓG,m(C0) for any i ∈ N. Thus, if there exists
i ∈ N suh that Ci+1 = Ci we dedue that Ci = ΓG,m(C0). Finally, in order to
get the equality C|Q| = C|Q|−1, just observe by indution over i that we have
following equality for any q2 ∈ Q:
C′i(q2) =
⊔
q0
σ1−→q1
σ−→q1
σ2−→q2
|σ1|+|σ2|≤i
ΓG,m,σ1σσ2 (C0(q1))
⊓⊔
Example 5.4. Let us onsider the 2-graphGI obtained from the 2-graph depited
in the enter of Fig. 1 and restrited to the set of states QI = {1, . . . , 9}. Let
us also onsider the funtion CI,0 ∈ QI → C2 dened by CI,0(1) = {(0, 0)} and
CI,0(q) = ∅ for q ∈ {2, . . . , 9}. Computing indutively the sequene C0 ⊑ C′0 ⊑
C1 ⊑ C′1 ⊑ . . . dened in Proposition 5.3 from C0 = CI,0 shows that C6 = C5
(see setion G in appendix). Moreover, this omputation provides the value of
CI = ΓGI ,2(CI,0) (see Table 1).
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1 FixPoint(G = (Q,Σr, T ) a m−graph, m ∈ N\{0}, C0 ∈ Q→ Cm)
2 let C ← C0
3 while there exists t ∈ T suh that ΓG,m,t(C) 6⊑ C
4 C ← ΓWG,m(C)
5 let C ← C ⊔
⊔
t∈T ΓG,m,t(C)
6 return C
Corollary 5.5. The algorithm FixPoint(G,m,C0) terminates by iterating the
main while loop at most |Q|−1 times. Moreover, the algorithm returns ΓG,m(C0).
From Propositions 3.4 and 3.5 and orollaries 4.4 and 5.5 we get:
Theorem 5.6. The losed onvex hull of sets symbolially represented by arith-
meti automata are rational polyhedral and omputable in exponential time.
Example 5.7. We follow notations introdued in Examples 3.1, 3.2 and 5.4. Ob-
serve that CI(8)−CD(a) = conv({(1, 0), (1, 2)})+R+(1, 0)+R+(1, 3) is exatly
the losed onvex hull of X = {x ∈ N2 | 3x[1] > x[2]}.
6 Conlusion
We have proved that the losed onvex hull of sets symbolially represented by
arithmeti automata are rational polyhedral. Our approah is based on aeler-
ation in onvex data-ow analysis. It provides a simple algorithm for omputing
this set. Compare to [Lat04℄ (1) our algorithm has the same worst ase expo-
nential time omplexity, (2) it is not limited to sets of the form Zm ∩ C where
C is a rational polyhedral onvex set, (3) it an be applied to any set den-
able in FO (R,Z,+,≤, Xr), (4) it an be easily implemented, and (5) it is not
restrited to the most signiant digit rst deomposition. This last advantage
diretly omes from the lass of arithmeti automata we onsider. In fat, sine
the arithmeti automata an be non deterministi, our algorithm an be applied
to least signiant digit rst arithmeti automata just by ipping the dire-
tion of the transitions. Finally, from a pratial point of view, as the arithmeti
automata representing sets in the restrited logi FO (R,Z,+,≤) (where Xr is
disarded) have a very partiular struture, we are ondent that the exponen-
tial time omplexity algorithm an be applied on automata with many states
like the one presented in [Lat04℄. The algorithm will be implemented in TaPAS
[LP08℄ (The Talene Presburger Arithmeti Suite) as soon as possible.
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A Proof of Proposition 3.3
Proposition 3.3. The valuation ΛG,m is the unique minimal valuation C ∈
Q → Cm suh that ΛG,m,t(C) ⊑ C for any transition t ∈ T and suh that
C(q) 6= ∅ for any state q ∈ Q satisfying ΘG(q) 6= ∅.
Proof. Let us rst prove that C = cl ◦ conv(λr,m(ΘG)) is a valuation in Q→ Cm
suh that ΛG,m,t(C) ⊑ C for any transition t ∈ T . We have the inlusion
Λr,m,a(λr,m(ΘG(q2))) ⊆ λr,m(ΘG(q1)) for any transition (q1, a, q2) ∈ T . As
cl ◦ conv and Λr,m,a are ommutative, the valuation C = cl ◦ conv(λr,m(ΘG))
satises ΛG,m,t(C) ⊑ C for any transition t ∈ T .
Now, let us onsider a valuation C ∈ Q → Cm suh that ΛG,m,t(C) ⊑ C
for any transition t ∈ T and suh that C(q) 6= ∅ for any state q ∈ Q satisfying
ΘG(q) 6= ∅. Let us prove that cl ◦ conv(λr,m(ΘG)) ⊑ C. As ΛG,m,t(C) ⊑ C for
any transition t ∈ T an immediate indution shows that Λr,m,σ(C(q)) ⊑ C(q
′)
for any nite path π = (q
σ
−→ q′). Let us onsider an innite path θ = (q
w
−→ F ).
As F is non empty, there exists a state q′ ∈ F . Reall that F is the set of states
visited innitely often by the path θ. We dedue that there exists a yle on q′
and in partiular ΘG(q
′) 6= ∅. This ondition implies C(q′) 6= ∅. Thus there exists
x′ ∈ C(q′). Moreover, as q′ is visited innitely often by θ, there exists a stritly
inreasing sequene 0 ≤ i0 < i1 < · · · of integers suh that q
w(1)...w(ij)
−−−−−−−→ q′. This
path shows that the vetor xj = Λr,m,w(1)...w(ij)(x
′) is in C(q). As limj→+∞ xj =
λr,m(w) and C(q) is losed we dedue that λr,m(w) ∈ C(q). We have proved that
λr,m(ΘG) ⊆ C. Therefore cl ◦ conv(λr,m(ΘG)) ⊑ C. ⊓⊔
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B Proof of Lemma 4.1
Lemma 4.1. λr,m(σ
ω) is the unique x-point of Λr,m,σ for any σ ∈ Σ
+
r .
Proof. As σσω and σω are equal, equality (1) page 7 shows that λr,m(σ
ω) is a
x-point of Λr,m,σ. Moreover as the uniform form of the linear funtion Λr,m,a is
equal to Λr,m,0 we dedue that the uniform form of Λ
m
r,m,σ is equal to Λ
m|σ|
r,m,0. Sine
Λmr,m,0(x) = r
−1x we have proved that the uniform form of Λmr,m,σ is x→ r
−|σ|x
for any x ∈ Rm. Moreover, as λr,m(σω) is a x-point of Λmr,m,σ we dedue that
Λmr,m,σ(x) = λr,m(σ
ω) + r−|σ|(x − λr,m(σω)) for any x ∈ Rm. In partiular, if x
is a x-point of Λr,m,σ, we get x = λr,m(σ
ω) + r−|σ|(x−λr,m(σω)). As r−|σ| 6= 1
we obtain x = λr,m(σ
ω). ⊓⊔
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C Proof of Proposition 4.3
Proposition 4.3. We have ΛG,m = conv(λr,m(Θ
S
G)).
Proof. From ΘSG(q) ⊆ ΘG(q) we dedue the inlusion conv(λr,m(Θ
S
G)) ⊆ ΛG,m.
Let us prove the other inlusion. Observe that ΘSG(q) is a nite set and in par-
tiular conv(ΘSG(q)) is a losed onvex set for any q ∈ Q. Let us onsider the
funtion C ∈ Q → Cm dened by C = conv(λr,m(ΘSG)). From Proposition 4.2,
we dedue that ΛG,m,t(C) ⊑ C for any transition t ∈ T . Note also that C(q) 6= ∅
for any state q ∈ Q suh that ΘG(q) 6= ∅. By minimality of ΛG,m we get the
other inlusion ΛG,m ⊑ C. ⊓⊔
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D An Additional Example For Setion 4
q ΘSG1(q) −Λ
0
G1,2
(q)
1 (00)ω , (0111)ω , 01(0010)ω , 0100(11)ω {(0, 0), ( 1
3
, 1))}
2 1(00)ω, (1011)ω , 101(0010)ω , 10100(11)ω {( 1
2
, 0), ( 7
8
, 1
4
))}
3 (1110)ω , 100(11)ω , 1(0010)ω {(1, 2
3
), ( 1
2
, 1
3
)}
4 0(11)ω, (0100)ω , 01011(00)ω , 010(1101)ω {( 1
2
, 1), {(0, 2
3
)}
5 11(00)ω , (1101)ω , (0010)ω , 00(11)ω {( 2
3
, 1), ( 1
3
, 0)}
6 (11)ω, (0001)ω , 0(1101)ω , 011(00)ω {(1, 1), (0, 1
3
)}
7 (11)ω , (1000)ω , 10(1101)ω , 1011(00)ω {( 2
3
, 0), (1, 1)}
Table 2. Some values omputed
9
8
0
1
1
1
3
0
2
10
0
5
1
-2
-1
0
1
4
06
0
7
11
0 0
0
*
0
1
a
*
b
0
0
Fig. 3. An arithmeti automaton in basis 2 and in dimension 2.
Example D.1. Let us onsider the 2-graph G labelled by Σ2 and depited in
Fig. 3. We denote by G1 the graph G restrited to the strongly onneted om-
ponent {1, . . . , 7}. By enumerating all the possible simple fry-pans ΘSG1(q) start-
ing from a state q, observe that we get the values given in the Table 2. This
table only provides the labels of the fry-pans in order to simplify the presenta-
tion. However, the fry-pans an be reovered from their labels sine the graph is
deterministi.
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E Proof of Corollary 4.4
Corollary 4.4. The algorithm Cyle(G,m) terminates by iterating the main
while loop at most |T ||Q| times and it returns Λ0G,m.
Proof. Observe that Θ(q) ⊆ ΘSG(q) for any state q at any step of the algorithm.
Moreover, eah time the while loop is exeuted, the set C(q) = conv(λr,m(Θ(q)))
stritly inreases. Thus, the set {θ ∈ ΘSG(q) | λr,m(θ) ∈ C(q)} stritly inrease
eah time the while loop is exeuted. Observe that a simple fry-pan θ is uniquelly
determined from its |Q| rst transitions. Thus
∑
q∈Q |Θ
S
G(q)| ≤ |T |
|Q|
. We dedue
that the algorithm terminates after exeuting at most |T ||Q| times the while loop.
Finally, let us prove that when the algorithm terminates it returns Λ0G,m. It is
suient to show that C = ΛG,m when it terminates. Note that the while loop
ondition is no longer valid. Thus ΛG,m,t(C) ⊑ C for any transition t ∈ T . As
C(q) 6= ∅ for any state q ∈ Q suh that ΘG(q) 6= ∅, by minimality of ΛG,m we
dedue that ΛG,m ⊑ C. Thus C = ΛG,m when the algorithm terminates. We
dedue that the algorithm returns Λ0G,m. ⊓⊔
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F Proof of Proposition 5.2
We rst prove the following two tehnial lemmas.
Lemma F.1. For any σ ∈ (Σmr )
+
and for any x ∈ Rm we have:
cl ◦ conv({Γr,m,σi(x) | i ∈ N}) = x+ R+(x− λr,m(σ
ω))
Proof. As λr,m(σ
ω) is a x-point of the linear funtion Γr,m,σi and as the uniform
form of the linear funtion Γr,m,σi is Γ
i|σ|
r,m,0, we dedue that Γr,m,σi(x) = x +
(ri
|σ|
m − 1)(x − λr,m(σ
ω)) for any i ∈ N. As cl ◦ conv({ri
|σ|
m − 1 | i ∈ N}) = R+
we dedue the lemma. ⊓⊔
Lemma F.2. For any strongly onneted m-graph G = (Q,Σr, T ) and for any
state q ∈ Q, we have :
ΛG,m(q) = cl ◦ conv({λr,m(σ
ω) | q
σ∈(Σmr )
+
−−−−−−→ q})
Proof. Let C(q) = cl ◦ conv({λr,m(σω) | q
σ∈(Σmr )
+
−−−−−−→ q}) be dened for any
q ∈ Q. Note that for any yle π = (q
σ∈(Σmr )
+
−−−−−−→ q) we have πω ∈ ΘGq (q). In
partiular λr,m(σ
ω) ∈ ΛG,m(q). We dedue the inlusion C(q) ⊑ ΛG,m(q). For
the other inlusion, let us onsider an innite path q
w
−→ F and let q′ ∈ F . Sine
F is the set of states visited innitely often, there exists a stritly inreasing
sequene of integers 0 < i0 < i1 < · · · suh that q
w(1)...w(ij)
−−−−−−−→ q′ for any
integer j ≥ 0. As G is strongly onneted, there exists a path q′
σ
−→ q. The
yle q
w(1)...w(ij)σ
−−−−−−−−→ q shows that the vetor xj = λr,m((w(1) . . . w(ij)σ)
ω) is
in C(q). As limj→+∞ xj = λr,m(w) and C(q) is losed we have proved that
λr,m(w) ∈ C(q). Thus ΛG,m(q) ⊑ C(q). ⊓⊔
Proposition 5.2. For any C ∈ Q→ Cm, and for any q ∈ Q, we have :
ΓWG,m(C)(q) = C(q) + R+(C(q)− ΛGq,m(q))
Proof. Note that if there does not exist a q
σ
−→ q then ΛGq,m(q) = ∅ and the
previous equality is immediate. Otherwise, from Lemmas F.1 and F.2 we get the
following equalities:
ΓWG,m(C)(q) =
⊔
q
σ−→q
Γr,m,σ(C(q))
=
⊔
x∈C(q)
⊔
q
σ∈(Σmr )
+
−−−−−−→q
cl ◦ conv({Γr,m,σi(x) | i ∈ N})
=
⊔
x∈C(q)
⊔
q
σ∈(Σmr )
+
−−−−−−→q
x+ R+(x− λr,m(σ
ω))
=
⊔
x∈C(q)
x+ R+(x − ΛGq,m(q))
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In partiular we dedue that ΓWG,m(C)(q) ⊑ C(q) + R+(C(q) − ΛGq.m(q)). Con-
versely, let us onsider x ∈ C(q) + R+(C(q) − ΛGq,m(q)). The vetor x an be
deomposed into x = c1 + h(c2 − z) where c1, c2 ∈ C(q), z ∈ ΛGq,m(q) and
h ∈ R+. Let us denote by c =
1
1+h (c1 + hc2). As C(q) is onvex we dedue that
c ∈ C(q). From x = c+ h(c− z) we dedue that x ∈ ΓWG,m(C)(q). ⊓⊔
22
GA
n
E
x
e

u
t
i
o
n
o
f
A
l
g
o
r
i
t
h
m
F
i
x
P
o
i
n
t
1 2 3 4 5 6 7 8 9
C0 {(0, 0)} ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅
C′0 L ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅
C1 L ∅ L
′ ∅ ∅ ∅ ∅ ∅ (0, 1) + R+(0, 1)
C′1 L ∅ L
′ ∅ ∅ ∅ ∅ ∅ (0, 1) +D′
C2 L ∅ L′ ∅ (0, 1) + L ∅ ∅ (1, 1) +D (0, 1) +D′
C′2 L ∅ L
′ ∅ (0, 1) + L ∅ ∅ (1, 1) +D (0, 1) +D′
C3 L (1, 1) + L
′ L′ (1, 0) + L′ (0, 1) + L ∅ ∅ conv({(1, 0), (1, 1)}) +D (0, 1) +D′
C′3 L (1, 1) + L
′ L′ (1, 0) + L′ (0, 1) + L ∅ ∅ conv({(1, 0), (1, 1)}) +D (0, 1) +D′
C4 L (1, 1) + L
′ L′ (1, 0) + L′ (0, 1) + L ∅ (0, 2) + L conv({(1, 0), (1, 2)}) +D (0, 1) +D′
C′4 L (1, 1) + L
′ L′ (1, 0) + L′ (0, 1) + L ∅ (0, 2) + L conv({(1, 0), (1, 2)}) +D (0, 1) +D′
C5 L (1, 1) + L
′ L′ (1, 0) + L′ (0, 1) + L (2, 1) + L′ (0, 2) + L conv({(1, 0), (1, 2)}) +D (0, 1) +D′
W
h
e
r
e
L
=
R
+
(1
,3
)
,
L
′
=
R
+
(3
,2
)
,
D
=
R
+
(1
,0
)
+
L
a
n
d
D
′
=
R
+
(0
,1
)
+
L
′
.
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