Abstract
Introduction
Detecting outliers (e.g., data from a different population, sampling error, etc.) is an important issue in data analysis and effective methods to deal with them are always in demand. There have already been proposed various statistical methods for the detection of outliers (e.g., Barnett & Lewis, 1994; Grubbs, 1969; Johnson, McGuire, & Milliken, 1978) but these methods present some problems. For example, the computations used when there is only one outlier are different from those used when there are two outliers. Also, conclusions about the influence of outliers will be different depending on the level of significance adopted (e.g., 5%, 1%, etc). Similarly, masking effects, i.e., the effect of multiple outliers sustaining other outliers, need to be tackled too. To deal with multiple outliers Kitagawa (1979) proposed the application of the AIC method (Akaike's Information Criterion) as mentioned in Beckman and Cook (1983) . The appeal of the AIC method is that it is not affected by the number of outliers and treats all outliers with a unified method; however, it requires complex computations. A simpler method for the detection of outliers is proposed in this paper and it is accompanied by some examples.
2.
Definition of statistics and simple detection method of outliers Kitagawa's (1979) proposal consists of an application of the AIC to the detection of outliers. The simple detection statistic proposed in this paper is based on Kitagawa's (1979) application, where AIC approximates:
-2 (Normal observations' value log likelihood) + 2 (number of parameters)
Outliers are modelled using f as a density function of the normal distribution:
Thus, AIC becomes:
Where n+s is the number of observations, ˆ is the standard deviation 1 , and s is the number of outlier candidates (s= 0, 1, 2, 3,…). Table 1 shows the values for log n! and log n!/n with respect to n. Following Table 1 , a rough approximation suggests that when , . Then using the right side of equation (1), (the number of observations -) = -constant. Similar calculations yield approximations for as given in Table 2 when n ranges from 10 to 2000. Table 2 are correction terms which depend on . For example, when the number observations in a sample ( ) is 10, the correction term of AIC could be either or which is not good. To correct for this, it is proposed an approximation to the AIC using the formula,
, which depends on and shows a smooth behaviour. Table 3 shows how this approximation performs regarding AIC; the results are similar. Accordingly, the outlier detection statistic is defined as follows. Table 4 . According to Table 4 , the only outlier is13.32 and its identification threw the lowest . Note that Takeuchi (1980) also used 13.32 as the only outlier in his data set. 
Application example
In the following examples, is based on the value of the data divided by the standard deviation.
Data 1 from Grubbs (1969)
It can be seen from the data in the 
Data 2 from Grubbs (1969)
Data is shown in Table 6 . According to Table 6 , the minimum obtained is -2.50, which occurs when -1.40 and 1.01 are signalled as outliers. Kitagawa (1979) signalled -1.40, 1.01, and 0.63 as the first list of candidate outliers, his second candidate list was -1.40 and 1.01. 
Data affected by masking
Takeuchi and Ohashi (1981) reported a data set which exemplifies the effect of masking (see Table 7 ). According to the method proposed in this paper, observations -67 and -48 are the only outliers. Takeuchi and Ohashi (1981) also identified observations -67 and -48 as outliers. A closer look at Table 7 enables to identify the outliers even in cases in which data presents masking effects. 
Cases in which there is no outlier
The following example represents the case in which no outliers seem to be present (see Table 8 ). According to Table 8 , which is the minimum value obtained when no observation is signalled as outlier. Table 9 shows a data set used by Washio and Ohashi (1989) to describe the length of skis. In this data set, minimum is -2.18, when observations 160 and 161 are signalled as outliers. 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 190, 191, 191, 191, 191, 191, 191, 191, 191, 194, 195, 195, 197, 200, 200, 201, 202, 202 Table 10 shows the data set used in Rosner (1983) . Both the present and Rosner's method identify observations 6.01, 5.42, and 5.34 as outliers. 
Data in which the number of samples is 65 and masking effects exist

Data set used in Rosner (1983)
Situation when outliers are added to a normal distribution
A normally distributed data set composed of 100 random observations with a mean of 0 and a standard deviation of 1 was generated. Then 5 outliers were added. The added outliers are -4.00, 3.60, 4.10, 5.20, and 5.70. Table 11 presents the contaminated data set. 
Situation when a large normally distributed data set is used
A normally distributed large data set composed on 500 random observations with a mean of 0 and a standard deviation of 1 was generated. No outliers were added. The proposed procedure indicated that no outlier was present. Table 12 shows the results. 
Conclusions
A simple method for the detection of outliers is proposed in this paper and its performance is compared to other techniques already proposed. Future work should test the proposed method employing real data. However, it is expected that the method will perform efficaciously. The advantages of the simple method are that i) it is easy to calculate, ii) it does not require determining the number of potential outliers in advance, iii) it does not depend on tables or charts, iv) it effectively signals the absence of outliers, and v) it can be used with large sample sizes. Given these benefits, the present method can be easily implemented in current statistical software and be used as an "automatic outlier detection procedure" (see Appendix). The present procedure can be useful in the study of residual values in regression analysis. This line of research is still to be advanced. Also, future work could systematically study the performance of this procedure via intensive computer simulations (e.g., Monte Carlo studies). 
