Abstract-This paper presents an adaptive algorithm for the restoration of lost sample values in discrete-time signals that can locally be are that the positions of the unknown samples should be known and that they should be embedded in a sufficiently large neighborhood of known samples. The estimates of the unknown samples are obtained by minimizing the sum of squares of the residual errors that involve estimates of the autoregressive parameters. A statistical analysis shows that, for a burst of lost samples, the expected quadratic interpolation error per sample converges to the signal variance when the burst length tends to infinity. The method is in fact the first step of an iterative algorithm, in which in each iteration step the current estimates of the missing samples are used to compute the new estimates. Furthermore, the feasibility of implementation in hardware for real-time use is established. The method has been tested on artificially generated autoregressive processes as well as on digitized music and speech signals.
I. INTRODUCTION HIS paper treats the problem of restoring (or interpolating) unknown or lost sample values in a discretetime signal. An algorithm is presented that is capable of restoring satisfactorily unknown samples with known positions occurring in bursts and more general patterns. Examples of both cases are shown in Fig. 1 . To restore the unknown samples, the algorithm uses the information contained in the known neighboring samples.
Until rather recently, the problem of estimating unknown sample values in discrete-time signals in real time could only be solved by relatively simple, nonadaptive methods, such as Lagrange-type curve fitting. These methods are not well suited for signals primarily containing harmonic components, especially not when the number of samples in the periods of the harmonic components is less than the number of unknown samples. For instance, linear interpolation gives already audible interpolation errors for bursts in digital audio signals of length 5 . Because of the progress made in the field of chip design, one can now contemplate more complicated realtime restoration methods that may also involve some signal model. An example of such a method, where no model is assumed, can be found in [l] . This (adaptive) method deals with restoring discrete-time signals of which every' nth sample.is unknown. Examples of methods that interpolate under certain model assumptions have been given is band-limitedness of the signals to a baseband which is a fraction of the sample frequency. In this nonadaptive method, analyzed in [3] for burst errors, the restoration is done in such a way that the restored signal has minimal energy outside the prescribed baseband. Unfortunately, the latter method is very sensitive to the presence of noise and of out-of-band components in the sig-0096-3518/86/0400-0317$01 .OO 0 1986 IEEE .
nal, even when the number of lost samples is small and the spectral energy of the signal is well within the baseband. In this paper, the same point of view as in [Z, Section 111 is taken for the restoration of more general patterns of unknown samples than single ones or bursts. That is, it is assumed that the signals to be interpolated can be modeled as autoregressive (AR) processes of finite order. The restoration is done in such a way that the restored signal fits the assumed model as well as possible.
The method is adaptive in the sense that, from a finite segment of data, one first has to estimate the AR parameters. Once these are known, the unknown samples can be obtained as the solutions of a system of linear equations. In fact, the AR parameters as well as the unknown samples could be obtained in one step by minimizing some function involving both AR parameters and unknown samples. However, this function contains fourth-order terms and minimizing it is a nontrivial problem. Here a suboptimal approach is adopted, where first the parameters are estimated from the incomplete data and next the unknown samples. This can be considered to be the first step of a rapidly converging iterative minimization procedure. This procedure will be discussed in an appendix.
The choice of the autoregressive process as a model for the signal can be motivated by the fact that many signals that are encountered in practice can be modeled in this way. Therefore, it is expected that the interpolation method presented here can be applied successfully in many practical situations. For instance, as will be demonstrated further on, good results are obtained for the interpolation of digitized music and speech signals.
The organization of this paper is as follows. In Section 11, the interpolation method is presented and a statistical analysis is given. The interpolation error is analyzed under the assumption that the AR parameters are known; this analysis is detailed for the case that Gaussian probability density functions are assumed. In Section 111, efficient methods for the approximate calculation of AR parameters and unknown samples are given. Also, the numerical properties of certain parts of the algorithm are discussed. In Section IV, some results are presented. Here a comparison of performance to other methods is given. Section V presents some conclusions. Finally, the paper contains a number of appendixes to which proofs not relevant to the main text and much of the mathematics are deferred. In Section 11-A, the algorithm for estimating the AR parameters and the unknown samples from a finite sequence of samples is presented. A statistical analysis of the interpolation error is given in 11-B.
PRESENTATION

A . Presentation of the Interpolation Method
The available data consist of a segment sk, k = 0, * -* ,
ples occur at the known time instants t ( l ) , -* * 2 t ( m ) , (11.6) as a function of a and 0:. This is a common procedure to estimate a and 0:. Second, also under the hypothesis that the sample values have a Gaussian probability density function, minimizing Q(a, x) with respect to x is the same as finding a minimum variance estimate for x, for known p and a. Both claims shall be proved in Appendix A.
Since Q ( a , x) involves fourth-order terms, such as a?&), the minimization with respect to a and x is a nontnvlal problem. Fortunately, one can often assume that the number m of unknown samples is small compared to the segment length N. A suboptimal approach can then be found as follows. One chooses an initial estimate f('), for instance, 2.') = 0, for the vector x of the unknown samples. Next, one minimizes Q(a, 2")) as a function of a to obtain an estimate 8. Finally, one minimizes Q(ci, x) as a function of x to obtain an estimate f for the unknown samples.
Both minimizations are feasible, since Q(a, x) is a quadratic form in both a E R p and x E R". In fact, it can be shown that
Here C(x) = ( c g ( x ) ) i , j = I; ' , p ?
c(x> = [COI(X), * -3 cop(x>lT, (11.8) where
Hence, C(x) is the p X p-autocovariance matrix, esti- (11.13) and B(ci)f = -~(ci), (11.14) respectively. The above method for calculating prediction coefficients from a sequence of samples is known as the autocovariance method [ 5 ] . On substitution of (11.13) into (11.5), it easily follows that 1 N -p -m 6; = (cm(f) + ciTc(f)). (11.15) It should be noted at this point that the interpolation method just described can be considered as the first step of an iterative algorithm in which, in every step, new prediction coefficients ci are estimated as in (11; 13) by using, instead of f"), the previously estimated vector of sample values f obtained in (11.14) . The prediction coefficients can be used again to obtain new estimates for the unknown samples and so on. It is clear that in this way Q(a, x) decreases to some nonnegative number. One may hope that the sequence thus obtained converges to a point where Q ( a , x) attains its global minimum. Unfortunately, it seems very hard to prove any definite result in this direction. However, it can be shown that this iterative minimization procedure closely resembles a maximum likelihood parameter estimation algorithm, well known in statistics: the EM algorithm [6] - [8] . The iterative version of the interpolation algorithm and its resemblance to the EM algorithm are discussed in Appendix B.
The interpolating vector f of (11.14) can also be obtained as the solution to a minimization problem in the frequency domain. Denote by s ( 0 ) the AR spectrum obtained by substituting 6: of (11.15) and ci of (11.13) into the expression for S(0) in (11.2). In Appendix A, it is proved that 4 of (11.14) minimizes, as a function of x E W", the integral Intuitively, by minimizing ( I ? . 16) with respect to the values of the unknown samples, one forces the restored signal to have little (much) spectral energy in those regions in the frequency domain where the estimated spectral energy is small (large). This brings out a relation with the interpolation method of [3] , where the restoration is such that the spectral energy of the restored signal is concentrated as much as possible in the assumed baseband of the original signal. It should be noted that the integral in (11.16) can be related with the work of Itakura and Saito [9] on distortion measures for spectral densities.
B. Statistical Analysis of the Interpolation Error
In this subsection, some statistical properties of the interpolation error are discussed. It is assumed that p , a, and 0: are known. Since, in practice, these parameters are estimated from the data, this assumption may be a simplification from reality. However, it has the advantage that the results take a pleasant form. The interpolation error is defined as the stochastic vec- (11.20) and that f o r i = 1, * * 7 m,
as follows straightforwardly from the definitions in (11.3), (11.11 j , and (11.12). Thus, The case of a burst of m consecutive unknown samples deserves somewhat more attention than the general case. Then the matrix B(a) is Toeplitz and therefore has some properties that facilitate a further analysis of the interpolation error. Toeplitz matrices are persymmetric:
that their inverses are also persymmetric. If B(aj is Toeplitz then (B(a))-' is persymmetric, and = 1, . . . , n. It is a property of persymmetric matrices
Extensive observations for the case of a burst of m unknown samples have revealed that the ((B(u))-')~~, i = 1, large, and that the tend to have their maximum for i = m/2, i.e., in the middle of the burst. Hence, much of the error energy is usually concentrated in the middle of the burst.
In case of a burst, the asymptotic behavior of E [ & ] as m -+ 03 can be determined by applying the Szego limit theorem [lo] . From (11.24), one has . . . , m, seem to depend quadratically on i for m not too 7 111 (11.27) where hi is the ith eigenvalue of B ( a ) . According to the Szego limit theorem, one has, for any function F , continuous on the set {E{=-, bk exp (-jOk)jlOj < n],
Taking F ( a ) = & I , one finds by using (11.2),
I
. ra7r
This shows that for long bursts of consecutive samples, the quadratic interpolation error per sample approaches the signal energy per sample. The result (11.30) derived for the burst case is also useful for finding a bound on the interpolation error in the general case. Indeed, the matrix is not as good as for the burst case, the interpolation error in the case of m randomly positioned unknown samples usually turns out to be smaller than in the case of a burst of length m. The interpolation error can be analyzed in some more detail if fi?k has a Gaussian probability density function. It then follows that d has a probability density function It is a rather tedious but straightforward exercise to cal-,
In the case of a burst of unknown samples of length m, one can use the Szego limit theorem (11.28) with F(a) = C 2 . For large m, one finds It can be observed that var (2) is larger if the signal spectrum S(0) is more peaky .
COMPUTATIONAL ASPECTS OF THE INTERPOLATION
ALGORITHM In this section, the computational aspects of the calculation of 6 in (11.13) and f in (11.14) are considered. It should be noted that a linear system needs to be solved for the calculation of both B and f. If p is chosen 3m + 2, which is done when p is unknown, the need for efficiency is more urgent for the calculation of ci than for the calculation o f f .
A. Calculation of the Prediction Coeficients
The calculation of B in (11.13) is, in fact, a well-known problem. It is often referred to as the autocovariance method and is discussed in great detail for instance in [5] . In this reference also, an efficient algorithm is given for solving B from (11.13) 
, p , is a (biased) estimate for the jth autocorrelation lag of S,, k = -GO, --, 03. The system obtained in this way can also be solved in O(p2) operations by the Levinson-Durbin algorithm [ 121. As can be seen from the results presented in Section IV, in most cases there are no significant differences between the interpolation results obtained via the autocovariance method or via the autocorrelation method. In [5], a summary of the various methods to estimate 4 from a sequence of samples is given. The numerical stability of some of these methods is discussed in [13] .
B. Calculation of the Unknown Samples
For the calculation of f in (11.14) , it makes sense to analyze the matrix B ( d ) defined in (11.11) and (11.3) in some detail. It can be seen from (11.1 1) that B(6) has constant values bo on its main diagonal. Furthermore, the matrix B(ci) is positive definite, as can be seen from the expression which follows on inserting (11.11) and (11.3) into the lefthand side of (111.1). Indeed, when i ' is the largest index with ui, f 0, the term in the right-hand sum of (111.1) with k = -t(i ') equals u;!, as dl = 0 for 1 < 0, a. = 1 and ui = 0 for i > i '. Hence, if u has nonzero elements, the right-hand sum of (111.1) consists of nonnegative terms of which at least one is positive. This shows that B(B) is positive definite.
The The bounds in (111.5) and (111.6) and the right-hand bound of (111.4) can be derived by using results of [17, Section 71 and by the fact that ( B (a)), = bo, j = 1, * , m. The left-hand bound in (111.4) was not known to the authors and will be derived in Appendix C. In a fixed point implementation it is more convenient to solve the system B '(ci)i? = -z'(ci), where B '(ci) = B(ci)/bo and z'(ci) = z(ci)/bo, than the system in (11.14), because the absolute values of the elements B '(ci) are all bounded by 1. Then The lower bound in (111.8) is important because the elements L;j, j = 1, -. , m, are used as divisors in the process of back substitution and accuracy will be lost if they are too small. It is the experience of the authors that, for digitized music, bo usually has rather modest values, say, bo < 4, so that the Li do not become too small.
IV. RESULTS
In this section, the performance of the adaptive interpolation method discussed in this paper is considered for the following test signals.
1) Artificially generated realizations of an autoregressive process of 10th-order with a peaky spectrum. Table  I and Fig. 2 show the prediction coefficients and the AR spectrum. Ten statistically independent sequences of 512 samples each have been used. The excitation noise sequences are uncorrelated pseudorandom sequences with a Gaussian probability density function with zero mean and unit variance. The patterns of the unknown samples were bursts of lengths rn = 1, 4, 16, 50.
2) Artificially. generated realizations of an autoregressive process of 10th-order with a smooth spectrum. Table  I and Fig. 2 show the prediction coefficients and the AR Bursts of 100 unknown samples, occurring at a rate of 10 s-' in 10 English sentences of male and female speech, have been interpolated. The sample frequency of the signal is 8000 Hz, so that the bursts have a duration of 12.5 ms.
6) Artificially generated realizations of an autoregressive process corrupted by pseudorandom white noise. To the sequences described under l), pseudorandom white noise with zero mean has been added. Signal-to-noise ratios of 40 and 20 dB are considered. The pattern of unknown samples was a burst of length 16. 7) Sinusoids corrupted by pseudorandom white noise. The test signals 1-7 have been interpolated with the aid of the two following versions of the adaptive interpolation method.
1) The adaptive interpolation method that uses the autocovariance method to obtain the prediction coefficients (cf. Section 111). This method is denoted by ci , where the subscript i denotes the number of iterations.
2) The adaptive interpolation method that uses the autocorrelation method to obtain the prediction coefficients (cf. Section 111). This method is denoted by ri , where the subscript i denotes the number of iterations. In the diagrams, the original signal is marked by a " l , " the interpolation result is marked by a "2," the positions of the For the test signals 1 and 2, the interpolation results are compared to those obtained by using the true prediction coefficients. In the tables, this method is denoted by f , where f stands for fixed coefficients. In the case of one single unknown sample, this nonadaptive interpolation method amounts to the method presented in [2]. For the (noisy) sinusoids and the music signals, a comparison is made to an interpolation method for band-limited signals, presented is [ 3 ] . For this method, it is required that the signals are band-limited to a baseband extending to CY, 0 < a < 1/2, times the sample frequency.
____________________---------------------
In the tables, this method is denoted by 6,. Here CY = 0.27, and the noise-free sinusoids considered are limited to this band. For this comparison also, a prefiltered version of the music signal, limited to the baseband, is used.
It must be remarked that the interpolation method for band-limited signals is rather sensitive to the presence of out-of-band components in the signal.
For instance, the expected value of the relative quadratic interpolation error e" of (11.19) for a band-limited signal corrupted by white noise is given by
where p is the signal-to-noise ratio, and H is an m X mmatrix given by in signals with fairly high signal-to-noise ratios cannot be interpolated successfully. The tables and figures show interpolation errors for various segment lengths and prediction orders. The true prediction orders of the artificially generated autoregressive processes and of the multiple sinusoids are known in advance. For the autoregressive processes, the prediction order is 10; for the multiple sinusoids, the prediction order is twice the number of sinusoids in the signal, in this case p = 4. For these signals, the true prediction order is used in most cases, a higher prediction order is sometimes tried to achieve improvement in the interpolation quality.
For the music and the speech signal, p = min (3m + 2, 50) is chosen. This rather arbitrary choice gives good interpolation results. The pattern of the unknown samples is always a burst. It has turned out that, as a rule, general patterns of unknown samples are usually interpolated with , a smaller interpolation error than bursts with the same number of unknown samples. The tables and figures give rise to the following remarks. From Tables I1 and 111 , it is seen that the interpolation errors for either adaptive method do not differ significantly from the interpolation errors for the interpolation method that uses the true prediction coefficients. It seems that the estimation of the prediction coefficients from the incomplete data does not influence the quality of the interpolation. The deviation of the average interpolation errors from the expected interpolation errors in Tables I1 and I11 is explained by the high variance of the interpolation error. It is also seen from the Tables I1 and  I11 that iterative use of the adaptive interpolation methods does not give a significant improvement. However, if the segment length N is smaller, iteration does give an improvement, as can be seen from Tables V and VI. Here  results close to that of Tables I1 and I11 are obtained after  3 iterations. In general, the interpolation errors for autoregressive processes with a peaky spectrum are substantially smaller than for processes with a smooth spectrum.
For sinusoids 02 = 0, so that, theoretically, the interpolation error is also zero. Indeed, Table IV shows very  small interpolation errors for methods cI and c3. The poorer results for r l , r3, p = 4 can be explained by the fact that the autocorrelation method uses a biased estimate for the autocorrelation function. This has less influence on the result if p is chosen higher. If the autocovariance method is used to estimate the prediction coefficients, p must not be chosen too high. For after more than one iteration, the autocovariance matrix will become nearly singular and the prediction coefficients can no longer be calculated straightforwardly by solving the system (11.13). As can be seen from the Tables 11, 111 , VII, and VI11 for signals other than multiple sinusoids, there are no significant differences between the interpolation results obtained by using the autocovariance or the autocorrelation method.
With a decreasing signal-to-noise ratio, the interpolation results of the adaptive interpolation methods deteriorate slightly. However, they still do not differ significantly from the results that can be obtained if the true prediction coefficients were used. This can be seen from Tables VI1 and VIII. The interpolation method for bandlimited signals gives poor results for noisy sinusoids, as  can be seen from Table IX , where the quadratic interpolation error becomes several times larger than the signal energy.
For the music signal, the relative quadratic interpolation errors for the adaptive interpolation methods are of the same orders of magnitude as those for the autoregressive processes with a peaky spectrum. The high value for the relative quadratic interpolation error for the speech signal in Table XI1 can be explained as follows. In popular speech models [ 181, speech is assumed to consist of voiced parts, where the speech signal is highly periodic, and unvoiced parts, where the speech can be modeled as an autoregressive process of order approximately 12. In the voiced case, the speech spectrum contains many sharp equidistant peaks, and the interpolation results are similar to those obtained with autoregressive signals that have a peaky spectrum. In the unvoiced case, the speech spectrum is rather flat, and the interpolation results are similar to those obtained with autoregressive signals with a smooth spectrum. As can be seen from Table I11 and Fig.  4 , these results are rather poor, especially if the bursts are large. The relative quadratic interpolation error in Table  XI1 is averaged over 20 sentences and the high value is caused by the presence of unvoiced fragments. However, the poor interpolation results for unvoiced fragments do not cause any audible disturbance in the interpolated speech. Fig. 14 shows a typical interpolation result for voiced speech.
Listening tests have revealed that the interpolation errors in these test signals and in many other signals are practically inaudible. After increasing the burst length from 16 to 50, the interpolation results are still quite good for most music signals, although some interpolation errors become audible. For the speech signals, bursts can be restored up to 100 unknown samples without audible errors. It may seem curious that the method still works for bursts of these lengths (which represent time intervals of durations up to 12.5 ms), since the length N of the segment used to estimate the prediction coefficients represents a time interval of more than 60 ms which is generally too long for a speech signal to be assumed stationary. However, some speech sounds, for instance vowels, can be assumed stationary for several hundreds of milliseconds, and for these the method performs well. Other speech sounds, especially the plosive sounds, lbf, fdi, l g i , lpf, lti, and l k f , can only be assumed stationary for a few milliseconds and cannot be interpolated correctly. Still, the errors made here do not seem to reduce the subjective interpolation quality, possibly because of masking effects.
Comparing the adaptive interpolation method to the interpolation method for band-limited signals, it is seen that the latter method performs better if the burst length m is small, say, m I 6, and if no out-of-band components are present in the signal. If these requirements are not met, it .gives very poor results, as can be seen from Table XI and Figs. 10 and 1 2 . Usually, the errors are pulse shaped and may well exceed the peak values of the signal. The adaptive interpolation method performs significantly better in the presence of noise or for large bursts.
V. CONCLUSIONS
In this paper, an adaptive method has been presented for the interpolation of general patterns of unknown samples occurring in discrete-time signals that can be modeled as autoregressive processes. It has been demonstrated that this method gives satisfactory 'results for digital audio signals and digitized speech. Roughly speaking, the method amounts to trying to minimize, as a function of the unknown samples and the unknown prediction coefficients, a sum-of squares of residual errors involving the unknown samples, the prediction coefficients, and the known samples from a sufficiently large neighborhood. The method can be used noniteratively as well as iteratively. In the noniterative case, one minimization step with respect to the prediction coefficients and, subsequently, one with respect to the unknown samples are performed. In the iterative case, the subsequent minimizations are performed repeatedly, the current estimates of the unknown samples being employed in each iteration step. Iteration gives an improvement in interpolation quality if a relatively small segment of data is available.
The interpolation method has been shown to have a sound mathematical foundation. Also, it can be related to several well-known estimation methods in statistics and linear filtering. Furthermore, when applied to signals satisfying the model assumption, the expected quadratic interpolation error per sample is bounded asymptotically by the signal energy.
The method has been tested on artificially generated autoregressive processes, sinusoids, digital audio signals, and digitized speech signals. The performance has been judged both objectively and subjectively. It has been observed that the interpolation method is capable of restoring satisfactorily at least 16 consecutive unknown samples in an audio signal sampled at 44 100 Hz, corresponding to a time interval of 0.36 ms, and in a speech signal, sampled at 8000 Hz up to 100 consecutive unknown samples, corresponding to a time interval of 12.5 ms.
It has been shown that the various minimizations can be carried out by efficiently solving, in a stable manner, certain systems of linear equations. This indicates that the interpolation method is suitable for a fixed point implementation in an integrated circuit. However, in that case, the number of unknown samples should not be too high (up to 16, say).
APPENDIX A ANALYSIS OF Q (a, x)
In this appendix, the claims of Section I1 are proved that, if the sample values have a Gaussian probability density function, 1) minimizing Q ( a , x) for known x as a function of a leads to a maximum likelihood estimate for a , and 2) minimizing Q(a, x) for known a as a function of x leads to a minimum variance estimate for a.
Furthermore, it is shown that the integral in (11.6) attains its minimum as a function of x for the same value as Q ( a , x) does. :, a ) ) , the logarithm of the probability density function of . F. The log likelihood function in (11.6) differs slightly from this. However, it can be shown that for large N (compared to p ) one may approximate the more commonly used one by the one in (11.6) 
A. Maximum Likelihood Estimation
B. Minimum Variance Estimation of the Unknown Samples
It is shown that, under hypothesis ( A . l ) , finding the minimum variance estimate for x, given a and sk, k = 0, where D is such that
It follows from a standard fact about Gaussian integrals that Q ( a , x), a quadratic form in x, is minimized by 6, in (A.8). This proves the claim.
Observe also that io maximizes p f l q ( x 14) as a function of x. This shows that is also a maximum a posteriori estimates for x. This follows further from (A.7) and (A.4).
A further result is that io = -(B(a))-I z(a) is also the best linear minimum variance estimator. This result holds without any assumptions on the form of the probability density function of the excitation noise. Indeed, it is a well-known fact that the best linear minimum variance estimator is completely determined by the covariances hypothesis of Gaussian probability density functions, the minimum variance estimator io happens to depend linearly on the known samples, as is seen from (11.14), (11.1 l), and (11.12). Thus, io is certainly the best linear minimum variance estimator, whether or not Gaussian probability density functions have been assumed.
On inserting the definition (11.17) into (A.ll) and performing the integration, one finds for the integral in (11.16) . N-0-1 (A. 12) for properly chosen constants a > 0, b E R?. This proves that the P of (11.14) minimizes the integral in (11.16) as a function of x".
APPENDIX B SOME NOTES ON THE ITERATIVE VERSION OF THE INTERPOLATION METHOD A. Convergence Properties
Iterating the interpolation method comes down to constructing two sequences d ( k ) E RP and i ( k ) E R* of vectors of prediction coefficients and sample estimates, respectively. Here d (1) = B and i ( 1) = i , B and i as in (11.13) and (11.14) . In the kth step, d ( k ) and i ( k ) are obtained by minimizing Q ( a , i ( k -1)) with respect to a and Q ( B ( k ) , x) with respect to x, respectively. That is,
It was found that iterating the interpolation method can improve the results if the number of available samples is relatively small. Although the iterative method turns out to converge very rapidly in practice (cf. Section IV for more details), it does not seem easy to prove satisfactory convergence results. It can be shown that, when the sequences d ( k ) , P ( k ) converge, the limit point a', x ' is a stationary point. However, Q ( a , x) may have several such points. For the .asymptotic speed of convergence, the Hessian H of Q ( a , x) at a', x ' is relevant. Letting The speed of convergence of the iterative method is determined by the spectral properties of D = A; 'A&4;IA2. A condition guaranteeing linear convergence is that the absolute values of the eigenvalues of DTD are all less than 1, but it does not seem easy to check on this condition. Maximizing W ( a z 2 , a*Iuz, a) is the same as minimizing the right-hand side of (B.13). Hence, the difference between the EM algorithm and the iterative version of the adaptive interpolation method is reflected by the first term in the right:hand side of (B. 13). It is noted that minimizing Q(a*, x) with 'respect to a* is much easier than minimizing the right-hand side of (B. 13), since it is not likely that a manageable form for the solution of the latter problem exists.
B. Relation to the EM
APPENDIX C DECOMPOSITION OF B(a)
In this appendix, the left-hand inequality of (111.4) is proved. First, remark that 
ACKNOWLEDGMENT
The authors wish to thank their colleague H. J. Prins for his help in finding a convenient approach to the solution of the interpolation problem, and for drawing their attention to the EM algorithm.
