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EXCEPTIONAL JUMPS OF PICARD RANKS OF REDUCTIONS OF
K3 SURFACES OVER NUMBER FIELDS
ANANTH N. SHANKAR, ARUL SHANKAR, YUNQING TANG, AND SALIM TAYOU
Abstract. Given a K3 surface X over a number field K, we prove that the set of
primes of K where the geometric Picard rank jumps is infinite, assuming that X has
everywhere potentially good reduction. The result is a special case of a more general
one on exceptional classes for K3 type motives associated to GSpin Shimura varieties
and several other applications are given. As a corollary, we give a new proof of the fact
that XK has infinitely many rational curves.
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1. Introduction
1.1. Picard rank jumps for K3 surfaces. Let X be a K3 surface over a number field
K. Let X π−→ S be a smooth and projective model of X over an open sub-scheme S of
Spec(OK), the spectrum of the ring of integers OK of K. For every place P of K in S,
let XP be the geometric fiber of π at P. There is an injective specialization map between
Picard groups (see [Huy16, Chap.17 Prop.2.10]):
spP : Pic(XK) →֒ Pic(XP),
which imply the inequality between Picard ranks
ρ(XP) ≥ ρ(XK).
In this paper, our main result implies the following theorem.
Theorem 1.1.1. Let X be a surfaces K3 over a number field K and assume that X
admits, up to finite extension of K, a projective smooth model X → Spec(OK). Then
there are infinitely many finite places P such that ρ(XP) > ρ(XK).
This question has been raised by Charles [Cha14] inspired by the work of Bogomolov–
Hassett–Tschinkel [BHT11] and Li–Lietdke [LL12] (see also [CT14], [CEJ16]). By [Cha14,
Theorem 1], up to extending K, the Picard rank ρ(XP) for a density 1 of primes P
is completely determined by ρ(XK) and the endomorphism field E of the sub-Hodge
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structure T (X) of H2(Xσ(C),Q)) given by the orthogonal complement of Pic(XK), for
any embedding σ of K in C. For instance, if E is CM or dimE T (X) is even, then
ρ(XP) = ρ(XK) for a density one set of primes P. In this situation, our theorem proves
that the density zero set where ρ(XP) > ρ(XK) is in fact infinite.
1.2. Rational curves on K3 surfaces. As an application of the above theorem, let us
first recall the following conjecture.
Conjecture 1.2.1. Let X be a K3 surface over an algebraically closed field k. Then X
contains infinitely many rational curves.
The first result towards this conjecture is the one attributed to Bogomolov and Mum-
ford and appearing in [MM83, Appendix] which states that every K3 surface over C
contains a rational curve. This conjecture has been settled in recent years in many cases
thanks to the work of many people [BHT11, LL12, Cha14, BT05, Tay18b, Che99, CL13].
In characteristic zero, this conjecture has been solved in full generality in [CGL19, The-
orem A]. Our theorem gives an alternative proof for K3 surfaces over number fields
admitting everywhere potentially good reduction.
Corollary 1.2.2. Let X be a K3 surface over a number field K and assume that X has
potentially good reduction everywhere. Then XK contains infinitely many rational curves.
1.3. Exceptional splitting of abelian varieties. Let A denote a geometrically simple
abelian variety over a number field K. Assuming the Mumford–Tate conjecture for A,
Zwyina [Zyw14, Corollary 1.3] proved that mod P reduction AP is geometrically simple
for a density one set of primes of K (up to replacing K by a finite extension) if and only if
End(AK) is commutative. As an application of the proof of Theorem 1.1.1 (more precisely,
Theorem 2.6.1), we prove that the density zero set of primes with AP geometrically non
simple is infinite for certain classes of abelian varieties A which are closely related to
Kuga–Satake abelian varieties. We note that the Mumford–Tate conjecture is known (by
work of Tankeev [Tan90, Tan95] and Vasiu [Vas08]) for the classes of abelian varieties
that we treat.
As a first example, we observe that the moduli space of principally polarized abelian
surfaces can be realized as a GSpin Shimura variety with b = 3 and in this case, the
associated Kuga–Satake abelian varieties are isogenous to powers of abelian surfaces. We
therefore obtain:
Theorem 1.3.1. Every 2-dimensional abelian scheme over OK admits infinitely many
places of geometrically non simple reductions.
More generally, consider the setting of (V,Q), a (b + 2)-dimensional quadratic space
over Q with signature (b, 2).
Assumption 1.3.2. Suppose that b ≥ 3, b ≡ 3 mod 4, and the even Clifford algebra
C+(V,Q) is isomorphic to the matrix algebra M2n(Q) with n = b+12 .
Such a quadratic space (and its Clifford algebra) corresponds to a family of abelian
varieties, called Kuga–Satake abelian varieties (see §2.2). Every such abelian variety A
has a splitting of the form A = A+×A−, induced by the grading of the Clifford algebra.
By the Kuga–Satake construction, it follows that A+ is isogenous to B2
n
for some lower-
dimensional abelian variety B. Our next result concerns places of split reduction of B
when A is defined over some number field K. Generically, End(BK¯) = Z (see §8.2) and
hence the set of places of geometrically split reductions has density zero by [Zyw14], as
the Mumford–Tate conjecture is known for A, and therefore for B. We prove then the
following result:
3Theorem 1.3.3. Consider the above setting, with the assumption that B extends to an
abelian scheme B → Spec(OK) (and therefore, A also extends to an abelian scheme
A → Spec(OK)). Then there are infinitely many places P such that BP is geometrically
non simple.
We also have similar results for abelian varieties parameterized by Shimura varieties
associated to the unitary group GU(r, 1), r ≥ 1:
Corollary 1.3.4. Let E be an imaginary quadratic field and let A be a principally polar-
ized abelian scheme over OK. Suppose that there is an embedding OE ⊂ End(A) which is
compatible with the polarization on A, and that the action of OE on LieAK has signature
(r, 1) (see §8.3 for the precise definition). Then there are infinitely many places P such
that AP admits a geometric isogeny factor which is an elliptic curve CM by E.
1.4. GSpin Shimura varieties. The above theorems can be reformulated within the
more general framework of intersections of a (non-special) arithmetic 1-cycle and special
divisors in GSpin Shimura varieties as follows. Let (L,Q) be an integral quadratic even
lattice of signature (b, 2) with b ≥ 3.1 Assume that L is a maximal lattice in V := L⊗ZQ
over which Q is Z-valued. Associated to this data is a GSpin Shimura variety M , which
is a Deligne–Mumford stack over Q, see §2.1. It is a Shimura variety of Hodge type
which (by the work of Andreatta–Goren–Howard–Madapusi-Pera [AGHMP18]) admits
a normal flat integral model M over Z. This model is smooth at primes p that do not
divide Disc(Q). Moreover, there is a family of abelian varieties, the Kuga–Satake abelian
scheme Auniv → M, see §§2.2,2.4. For every m ∈ Z>0, a special divisor Z(m) → M is
constructed in [AGHMP18]2 parameterizing Kuga-Satake abelian varieties which admit
special endomorphisms s such that s ◦ s = [m] (see §2.5). In particular, the moduli space
of polarized K3 surfaces can be realized as a GSpin Shimura variety (see §8.1), and special
divisors parameterize K3 surfaces with Picard rank greater than that of the generic K3
surface. Our main theorem is:
Theorem 1.4.1. Let Y ∈M(OK) and assume that YK ∈M(K) is Hodge-generic. Then
there exist infinitely many places P of K modulo which Y lies in the image of Z(m)→M.
Here we say that x ∈ M(K) is Hodge-generic if for one embedding (equivalently any)
σ : K →֒ C, the point xσ does not lie on any divisor Z(m)(C). This is a harmless as-
sumption since all Z(m)K are GSpin Shimura varieties associated to rational quadratic
spaces having signature (b−1, 2). Hence, we may and will always work with the smallest
GSpin sub Shimura variety of M containing YK .3
Theorem 1.4.1 is a generalization of the main results of [Cha18, ST19]. In the complex
setting, the analogous results is well-understood. More precisely, the Hodge locus of a
non-trivial polarized variation of Hodge structure of weight 2 with h2,0 = 1 over a complex
quasi-projective curve is dense for the analytic topology by a well-known result of Green
[Voi02, Prop. 17.20]. When this variation is of K3 type, the main result of [Tay18a]
shows in fact that this locus is equidistributed with respect to a natural measure. In
the global function field setting, the main result of [MST18] shows that given a non-
isotrivial ordinary abelian surface over a projective curve over Fp, there are infinitely
many Fp-points in S such that the corresponding abelian surface is not simple and a
1In this paper, we focus on b ≥ 3 case since the essential cases when b = 1, 2 have been treated in
[Cha18, ST19]; see §8.4 for a detailed discussion.
2also called Heegner divisor in the literature.
3Note that this use of the term Hodge-generic is not standard – we do not assume that the Mumford–
Tate group associated to YK is equal to the group of Spinor similitudes associated to (V,Q).
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similar statement holds under the real multiplication assumption. These statements are
analogous to Theorem 1.4.1 in the function field setting when b = 2, 3.
We now say a word about the potentially good reduction hypothesis (i.e. the fact that
we require Y to be an OK-point ofM, up to a finite extensin of the base field, as opposed
to a OK [1/N ]-point). The boundary components in the Satake compactification4 of M
have dimension either 0 or 1, whereas the Shimura variety itself is b-dimensional. As the
boundary has large codimension in the ambient Shimura variety, it follows that “most”
points have potentially good reduction, and so our good reduction hypothesis is not an
especially stringent condition. A large family of points with potentially good reduction
everywhere (in the case b = 2c) can be obtained as follows: consider a real quadratic field
F/Q, and a (c + 1)-dimensional orthogonal space (V ′, Q′) over F with real signatures
(c + 1, 0) at one archimedean place and (c − 1, 2) at the other. Then, the associated
(c − 1)-dimensional Shimura variety of Hodge type is compact, and embeds inside the
b-dimensional Shimura variety associated to the Q-rational (b+2)-dimensional quadratic
space obtained by treating V ′ as a Q-vector space, equipped with the quadratic form
trF/Q(Q
′).
1.5. Strategy of the proof. The proof of Theorem 1.4.1 follows the lines of [Cha18]
and relies on Arakelov intersection theory on the Shimura variety M. For every positive
integer m, the special divisor Z(m) is flat over Z and parametrizes points of M for
which the associated Kuga–Satake abelian variety admits an extra special endomorphism
s that satisfies s ◦ s = [m], see Section 2.3. By the work of Bruinier [Bru02], this divisor
can be endowed with a Green function Φm which is constructed using theta lift of non-
holomorphic Eisenstein series of negative weight and thus yields an arithmetic divisor
Ẑ(m) = (Z(m),Φm) in the first arithmetic Chow group ĈH1(M) ofM. By assumption,
we have an abelian scheme AY → Y = Spec(OK) and a map ι : Y →M. We can express
the height hẐ(m)(Y) of Y with respect to the arithmetic divisor Ẑ(m) as follows:
hẐ(m)(Y) =
∑
σ:K →֒C
Φm(Yσ)
|Aut(Yσ)| +
∑
P
(Y .Z(m))P log |OK/P|. (1.5.1)
By definition, (Y ,Z(m))P 6= 0 if and only if the Kuga–Satake abelian variety at YP
admits a special endomorphism s with s ◦ s = [m]. Therefore, to prove Theorem 1.4.1, it
suffices to show that for a fixed prime P, as most positive integers m, we have
(Y .Z(m))P = o
(
hẐ(m)(Y)−
∑
σ:K→C
Φm(Yσ)
|Aut(Yσ)|
)
. (1.5.2)
Here are the ingredients of the proof. Let m be a positive integer which is represented
by the lattice (L,Q).
(1) Starting from an explicit expression of Φm given by Bruinier in [Bru02, §2.2], we
pick out the main term out of archimedean part of Equation (1.5.1), which is, up
to a scalar multiple, mb/2 logm, see Proposition 4.1.2.
(2) To treat the term hẐ(m)(Y), we use a theorem of Howard and Madapusi-Pera
[HM17, Theorem 8.3.1] which asserts that the generating series of Ẑ(m) is a com-
ponent of a vector valued non-cuspidal modular form of weight 1+ b
2
with respect
to the Weil representation associated to the lattice (L,Q). As a consequence, we
get hẐ(m)(Y) = O(mb/2). This modularity result was previously known over the
4Which is still a projective variety.
5complex fiber by the work of Borcherds [Bor99] and a cohomological version was
given by Kudla-Millson [KM90].
(3) Based on Bruinier’s explicit formula, we reduce the estimate of the remaining part
of the archimedean term into a problem of counting lattice points with weight
functions admitting logarithmic singularities, see Proposition 4.1.3.
(4) The treatment of this lattice counting problem in §6 is a key novelty here compared
to the treatment of the archimedean places in the previous works [Cha18, ST19].
We break the sum into two parts; the first part, which consists of lattice points
which are not very close to the singularity of the weight function, is treated
using the circle method and the rest is controlled by the so-called height bound.
More precisely, the geometrical meaning of controlling the second part is to show
that (away from a small set of m) Y(C) is not very close to Z(m)(C). Roughly
speaking, we prove that if Y(C) is too close to too many special divisors with m
in a certain range, then Y(C) must be close to a special divisor with much smaller
m. This would violate the height bound deduced from the height formula and the
estimates in (1)-(3) above, see Lemma 5.3.6.
(5) Now it remains to treat the finite contribution. The latter can be translated
into a lattice counting problem on a sequence of lattices Ln, n ∈ Z≥1, where Ln
is the lattice of special endomorphisms of the Kuga–Satake abelian variety over
Y mod Pn, see Lemma 7.1.1. As in [ST19], we use the Grothendieck–Messing
theory and the Serre–Tate theory to describe the asymptotic behavior of Ln.
These results give adequate bounds for the main terms. In order to deal with
the error terms, we use the height bound (see Lemma 5.3.6) for individual m to
obtain better bounds on average.
We briefly describe how we use the height bound for each m to obtain stronger bounds
on the local contribution from finite places on average. The arguments in (1)-(3) actually
prove that the right hand side of Equation (1.5.2) is bounded by mb/2 logm, as m→∞
(although we prove that the quantity is also ≫ mb/2 logm in (4)). Since each term
(Y .Z(m))P is nonnegative, we have that for any P, the local contribution (Y .Z(m))P =
O(mb/2 logm) – this is the height bound that we refer to. By Lemma 7.1.1, this height
bound implies that for n≫ mb/2+ǫ, ǫ > 0, any non-zero special endomorphism s in lattice
Ln must have s ◦ s ≥ m. A geometry-of-numbers argument now suffices to prove our
theorem.
1.6. Organization of the paper. In Section 2 we recall the construction of the GSpin
Shimura variety associated to the lattice (L,Q) following [AGHMP17, AGHMP18, HM17],
as well as the construction of its integral model and the construction of the special divi-
sors using the notion of special endomorphisms. In Section 3 we recall how to associate
Green functions to the special divisors on M and then we state Brocherds–Howard–
Madapusi-Pera’s modularity result from [HM17]. We also give an explicit formula for
these Green functions. In section 4 we show how to prove theorem 1.4.1 from local state-
ments estimating the global height of Y with respect to special divisors and the growth of
archimedean and non-archimedean contributions. In Sections 5 and 6, we estimate of the
growth of archimedean terms, and the non-archimedean terms are dealt with in section
7. Finally, in section 8 we prove the applications to K3 surfaces. Subsequently, we prove
the applications to Kuga–Satake abelian varieties and abelian varieties parametrized by
unitary Shimura varieties and then we discuss how the results from [Cha18, ST19] fit into
our framework.
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1.8. Notations. If f, g : N→ R are real functions and g does not vanish, then:
(1) f = O(g), or f ≪ g, if there exists an integer n0 ∈ N, a positive constant C0 > 0
such that
∀n ≥ n0, |f(n)| ≤ C0|g(n)|.
(2) f ≍ h if f = O(h) and h = O(f).
(3) For p a prime number, valp denotes the p-adic valuation on Q.
(4) For s ∈ C, Re(s) is the real part of s.
2. The GSpin Shimura varieties and their special divisors
Let (L,Q) be an integral quadratic even lattice of signature (b, 2), b ≥ 1, with associated
bilinear form defined by
(x.y) = Q(x+ y)−Q(x)−Q(y),
for x, y ∈ L. Let V := L ⊗Z Q and assume that L is a maximal lattice in V over which
Q is Z-valued. We recall in this section the theory of GSpin Shimura varieties associated
with (L,Q). Our main references are [AGHMP17, Section 2], [AGHMP18, Section 4] and
[MP16, Section 3].
2.1. The GSpin Shimura variety. For a commutative ringR, let LR denote L⊗ZR and
the quadratic form Q on L induces a quadratic form Q on LR. The Clifford algebra C(LR)
of (LR, Q) is the R-algebra defined as the quotient of the tensor algebra
⊗
LR by the ideal
generated by {(x⊗x)−Q(x), x ∈ LR}. It has a Z/2Z grading C(LR) = C(LR)+⊕C(LR)−
induced by the grading on
⊗
LR. When R is a Q-algebra, we also denote C(LR) (resp.
C±(LR)) by C(VR) (resp. C±(VR)) and note that C(L) is a lattice in C(V ).
Let G := GSpin(V ) be the group of spinor similitudes of V . It is the reductive algebraic
group over Q such that
G(R) = {g ∈ C+(VR)×, gVRg−1 = VR}
for any Q-algebra R. We denote by ν : G → Gm the spinor similitude factor as defined
in [Bas74, Section 3]. The group G acts on V via g • v = gvg−1 for v ∈ VR and g ∈ G(R).
Moreover, there is an exact sequence of algebraic groups
1→ Gm → G g 7→g•−−−→ SO(V )→ 1.
Let DL be the period domain associated to (L,Q) defined by
DL = {x ∈ P(VC), (x.x) < 0, (x.x) = 0}.
It is a hermitian symmetric domain and the group G(R) acts transitively on DL. As in
[AGHMP18, §4.1], (G,DL) defines a Shimura datum as follows: for any class [z] ∈ DL
with z ∈ VC, there is a morphism of algebraic groups over R
h[z] : S = ResC/RGm → GR
such that the induced Hodge decomposition on VC is given by
V 1,−1 = Cz, V −1,1 = Cz, V 0,0C = (Cz ⊕ Cz)⊥.
7Indeed, choose a representative z = x + iy where x, y ∈ VR are orthogonal and Q(x) =
Q(y) = −1, then h[z] is the morphism such that h[z](i) = xy ∈ G(R) ⊂ C+(VR)×. Hence
DL is identified with a G(R)-conjugacy class in Hom(ResC/RGm, GR). The reflex field of
(G,DL) is equal to Q by [And96, Appendix 1].
Let K ⊂ G(Af) be the compact open subgroup
K = G(Af) ∩ C(L̂)×,
where L̂ = L⊗Z Ẑ. By [MP16, Lemma 2.6], the image of K in SO(L̂) is the subgroup of
elements acting trivially on L∨/L, where L∨ is the dual lattice of L defined by
L∨ := {x ∈ V, ∀y ∈ L, (x.y) ∈ Z}.
By the theory of canonical models, we get a b-dimensional Deligne–Mumford stack M
over Q, the GSpin Shimura variety associated with L, such that
M(C) = G(Q)\DL ×G(Af)/K.
2.2. The Kuga–Satake construction and K3 type motives in characteristic 0.
The Kuga-Satake construction was first considered in [KS67] and later in [Del72] and
[Del79]. We follow here the exposition of [MP16, Section 3].
Let G → Aut(N) be an algebraic representation of G on a Q-vector space N , and let
NẐ ⊂ NAf be a K-stable lattice. Then one can construct a local system NB on M(C)
whose fiber at a point [[z], g] is identified with N ∩ g(NẐ). The corresponding vector
bundle NdR,M(C) = OM(C) ⊗ NB is equipped with a holomorphic filtration F•NdR,M(C)
which at every point [[z], g] equips the fiber with the Hodge structure determined by the
cocharacter h[z]. Hence we obtain a functor
(N,NẐ) 7→
(
NB,F•NdR,M(C))
)
(2.2.1)
from the category of algebraic Q-representations of G with a K-stable lattice to varia-
tions of Z-Hodge structures over M(C). Applying this functor to (V, L̂), we obtain a
variation of Z-Hodge structures {VB,F•VdR,M(C)} of weight 0 over M(C). The qua-
dratic form Q gives a polarization on (VB,F•VdR,M(C)) and hence by [Del79, 1.1.15], all
(NB,F•NdR,M(C))) are polarizable.
Also, if we denote byH the representation of the groupG on C(V ) by left multiplication
and HẐ = C(L)Ẑ, then applying the functor (2.2.1) to the pair (H,HẐ), we obtain a
polarizable variation of Z-Hodge structures (HB,HdR,M(C)) of type (−1, 0), (0,−1) with
a right C(V )-action. Therefore, there is a family of abelian schemes Auniv →M of relative
dimension 2b+1, the Kuga–Satake abelian scheme, such that the homology of the family
Auniv,an(C) → Man(C) is precisely (HB,HdR,M(C)). It is equipped with a right C(L)-
action and a compatible Z/2Z-grading: Auniv = Auniv,+ × Auniv,−, see [MP16, 3.5–3,7,
3.10].5
Using Auniv, one descentsHdR,M(C) to a filtered vector bundle with an integrable connec-
tion (HdR,F•HdR) overM as the first relative de Rham homology with the Gauss–Manin
connection ([MP16, 3.10]). For any prime ℓ, the ℓ-adic sheaf Zℓ⊗HB overM(C) descends
also canonically to an ℓ-adic étale sheaf Hℓ,ét over M , which is canonically isomorphic to
the ℓ-adic Tate module of Auniv ([MP16, 3.13]). Moreover, by Deligne’s theory of absolute
Hodge cycles, one descents VdR,M(C) and Zℓ ⊗ VB to (VdR,F•VdR) and Vℓ,ét over M
([MP16, 3.4, 3.10–3.12]). More precisely, an idempotent
π = (πB,Q, πdR,Q, πℓ,Q) ∈ End(End(HB ⊗Q))× End(End(HdR))× End(End(Hℓ,ét ⊗Qℓ))
5Here we follow the convention in [AGHMP18], where H is the homology of Auniv. In [MP16], H is
the cohomology of Auniv.
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is constructed in loc. cit. such that the fiber of π at each closed point in M is an
absolute Hodge cycle and (VB ⊗ Q,VdR,Vℓ,ét ⊗ Qℓ) is the image of π. In particular,
(VB ⊗ Q,VdR,Vℓ,ét ⊗ Qℓ) is a family of absolute Hodge motives over M and we call
each fiber a K3 type motive. (For a reference on absolute Hodge motives, we refer to
[DMOS82].)
On the other hand, let EndC(V )(H) denote the endomorphism ring of H as a C(V )-
module with right C(V )-action. Then the action of V on H as left multiplication induces
a G-equivariant embedding V → EndC(V )(H), which maps L̂ →֒ HẐ. The functoriality
of (2.2.1) induces embeddings
VB →֒ EndC(L)(HB) and VdR,M(C) →֒ EndC(V )(HdR,M(C)),
the latter being compatible with filtration. By [MP16, 1.2, 1.4, 3.11], these embeddings
are the same as the one induced by π above with the natural forgetful map EndC(V )(H)→
End(H). In particular, the embeddingVdR →֒ EndC(V )(HdR) is compatible with filtration
and connection and Vℓ,ét →֒ EndC(V )(Hℓ,ét) as Zℓ-lisse sheaves with compatible Galois
action on each fiber.6
Moreover, there is a canonical quadratic form Q : VdR → OM given on sections by
v ◦ v = Q(v) · Id where the composition takes places in EndC(V )(HdR). Similarly, there
is also a canonical quadratic form on Vℓ,ét induced by composition in EndC(V )(Hℓ,ét) and
valued in the constant sheaf Zℓ.
2.3. Special divisors over Q. For any vector λ ∈ LR such that Q(λ) > 0, let λ⊥ be
the set of elements of DL orthogonal to λ. Let β ∈ L∨/L and m ∈ Q(β) +Z with m > 0
and define the complex orbifold
Z(β,m)(C) :=
⊔
g∈G(Q)\G(Af )/K
Γg\
 ⊔
λ∈βg+Lg, Q(λ)=m
λ⊥

where Γg = G(Q) ∩ gKg−1, Lg ⊂ V is the lattice determined by L̂g = g • L̂ and βg =
g • β ∈ L∨g /Lg. Then Z(β,m)(C) is the set of complex points of a disjoint union of
Shimura varieties associated with orthogonal lattices of signature (b− 1, 2) and it admits
a canonical model Z(β,m) over Q for b ≥ 2.7 The natural map Z(β,m)(C) → M(C)
descends to a finite unramified morphism Z(β,m)→ M . Étally locally on Z(β,m), this
map is a closed immersion defined by a single equation and hence its scheme theoretic
image gives an effective Cartier divisor on M , which we will also denote by Z(β,m).8
2.4. Integral models. We recall the construction of an integral model of M from
[AGHMP18, 4.4], see also [HM17, 6.2] and the original work of Kisin [Kis10] and Mada-
pusi Pera [MP16]. Let p be a prime number. We say that L is almost self-dual at p
if either L is self-dual at p or p = 2, dimQ(V ) is odd and |L∨/L| is not divisible by 4.
The following proposition is parts of [AGHMP18, Proposition 4.4.1, Theorem 4.4.6] and
[HM17, Remark 6.2.1].
Proposition 2.4.1. There exists a flat, normal Deligne-Mumford Z-stack M with the
following properties.
(1) MZ(p) is smooth over Z(p) if L is almost self-dual at p;
6The compatibility of Zℓ-structure can be deduced from Artin’s comparison theorem and that we have
the embedding VB →֒ EndC(L)(HB) as Z-local system over M(C).
7When b = 1, Z(β,m) is 0-dimensional and it is still naturally a Deligne–Mumford stack over Q.
8We need to take the scheme theoretic image since the map Z(β,m)→M is not a closed immersion.
See for instance [Bru02, Ch. 5, p.119] and [KRY04, Remark 9.3].
9(2) the Kuga–Satake abelian scheme Auniv → M extends to an abelian scheme Auniv →
M and the C(L)-action on Auniv also extends to a C(L)-action on Auniv;
(3) the line bundle F1VdR extends canonically to a line bundle ω over M.
(4) the extension property: for E/Qp finite, t ∈ M(E) such that At has potentially
good reduction over OE, then t extends to a map Spec(OE)→M.
For p such that L is self-dual at p, we now discuss the extensions of VdR,Vℓ,ét, ℓ 6= p
over MZ(p) and recall the construction of Vcris. For the ease of reading, we will denote
the extensions by the same notation. We will use these notions to provide an ad hoc
definition the reduction of the K3 type motives defined in §2.2.
By (2) in Proposition 2.4.1, there are natural extensions ofHdR,Hℓ,ét as the first relative
de Rham homology and the Zℓ-Tate module of Auniv and we define Hcris to be the first
relative crystalline homology
Hom
(
R1πcris,∗OcrisAFp/Zp ,OcrisMFp/Zp
)
.
By [AGHMP18, Remark 4.2.3], there exists a canonical extension ofVℓ,ét →֒ EndC(L)(Hℓ,ét)
overMZ(p). Note that LZ(p) is a Z(p)-representation ofGSpin(LZ(p), Q), then by [AGHMP18,
Propositions 4.2.4, 4.2.5], there is a vector bundle with integrable connection VdR over
MZ(p) and a canonical embedding into EndC(L)(HdR) extending their counterparts over
M ; moreover, there is an F -crystal Vcris with a canonical embedding into EndC(L)(Hcris).
Both embeddings realize VdR and Vcris as local direct summands of EndC(L)(HdR) and
EndC(L)(Hcris) and these two embeddings are compatible with the canonical crystalline-de
Rham comparison.
For a point x ∈M(Fq), where q is a power of p, we consider the fiber of (Vℓ,ét,VdR,Vcris)
at x of the ad hoc motive attached to x, where q-Frobenius Frobx acts on Vℓ,ét,x and semi-
linear crystalline Frobenius ϕx acts on Vcris,x. Although these realizations are not as
closely related as the analogous characteristic 0 situation, there is a good notion of alge-
braic cycles in (Vℓ,ét,VdR,Vcris), namely the special endomorphisms of the Kuga–Satake
abelian varieties discussed in the following subsection.
2.5. Special endomorphisms and integral models of special divisors. We recall
the definition of special endomorphisms from [AGHMP18, §§4.3,4.5]. For an M-scheme
S, we use AS to denote AunivS , the pull-back of the universal Kuga–Satake abelian scheme
to S.
Definition 2.5.1. An endomorphism v ∈ EndC(L)(AS) is special if
(1) for prime p such that L is self-dual at p, all homological realizations of v lie in the
image of V? →֒ EndC(L)(H?) given in §§2.2,2.4.9
(2) for p such that L is not self-dual, after choosing an auxiliary maximal lattice L⋄ of
signature (b⋄, 2) which is self-dual at p and admits an isometric embedding L →֒
L⋄, the image of v under the canonical embedding EndC(L)(AS) →֒ EndC(L⋄)(A⋄S)
has all its homological realizations lying in the image of V⋄? →֒ EndC(L⋄)(H⋄?).10
We use V (AS) to denote the Z-module of special endomorphisms of AS.
9More precisely, if p is invertible in S, we take ? = B, dR, (ℓ, ét) and by the theory of absolute Hodge
cycles, it is enough to just consider ? = B; otherwise, we take ? = B, dR, cris, (ℓ, ét), ℓ 6= p (and we drop
? = B if SQ = ∅).
10Here (−)⋄ denotes the object defined using L⋄ in previous sections. The existence of the canon-
ical embedding EndC(L)(AS) →֒ EndC(L⋄)(A⋄S) follows from [AGHMP18, Proposition 4.4.7 (2)]. By
[AGHMP18, Proposition 4.5.1], this definition is independent of the choice of L⋄.
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By [AGHMP18, Prop.4.5.4], there is a positive definite quadratic form Q : V (AS)→ Z
such that for each v ∈ V (AS), we have v ◦ v = Q(v) · IdAS .11
Definition 2.5.2. When S is a MZ(p)-scheme, v is a special endomorphism of the p-
divisible group AS[p∞] if v ∈ EndC(L)(AS[p∞]) and the crystalline realization of x (resp.
image of x under the canonical embedding EndC(L)(AS[p∞]) →֒ EndC(L⋄)(A⋄S[p∞])) lies in
Vcris (resp. V⋄cris) if L is self-dual at p (resp. otherwise).
12
For an odd prime p such that L is self-dual at p, for a point x ∈ M(Fpr) by [MP15,
Theorem 6.4],13 we have isometries
V (Aunivx )⊗Qℓ ∼= lim
n→∞
V
Frobnx=1
ℓ,ét,x , ℓ 6= p, V (Aunivx )⊗Qp ∼= limn→∞(Qprn ⊗Vcris,x)
ϕx=1.
Therefore, we view special endomorphisms of Aunivx as the algebraic cycles of the ad hoc
motive (Vℓ,ét,x,VdR,x,Vcris,x).
For m ∈ Z>0, the special divisor Z(m) is defined as the Deligne–Mumford stack over
M with functor of points Z(m)(S) = {v ∈ V (AS) | Q(v) = m} for any M-scheme
S. More generally, in [AGHMP18, §4.5], for β ∈ L∨/L,m ∈ Q(β) + Z, m > 0, there is
also a special cycle Z(β,m) defined as a Deligne–Mumford stack over M parametrizing
points with certain special quasi-endomorphisms and Z(m) = Z(0, m). By [AGHMP18,
Proposition 4.5.8], the generic fiber Z(β,m)Q is equal to the divisor Z(β,m) defined in
§2.3. Moreover, étale locally on the source, Z(β,m) is an effective Cartier divisor on M
and we will use the same notation for the Cartier divisor onM defined by étale descent;
moreover, if b ≥ 3, then by [HM17, Proposition 7.1.4], Z(β,m) is flat over Z.
2.6. Reformulation of Theorem 1.4.1. Using the notion of special endomorphisms,
Theorem 1.4.1 is a direct consequence of the following theorem. We assume that b ≥ 3.
Theorem 2.6.1. Let D ∈ Z>0 be a fixed integer represented by (L,Q). Let Y ∈M(OK)
and assume that YK ∈M(K) is Hodge-generic. Then there are infinitely many places P
of K such that YP lies in the image of Z(Dm2)→M for some m ∈ Z>0.14 Equivalently,
for a Kuga–Satake abelian variety A over OK parameterized by M such that AK does
not have any special endomorphisms, there are infinitely many P such that AP admits a
special endomorphism v such that v ◦ v = Dm2 for some m ∈ Z>0.
3. Harmonic modular forms and arithmetic cycles
In this section, we recall the Green function Φm for Z(m) constructed by Bruinier in
[Bru02] and the modularity theorem of the generating series of arithmetic special divisors
(Z(m),Φm) proved by Howard–Madapusi-Pera [HM17]. In the end, we recall an explicit
expression of Φm due to Bruinier, which is the starting point of our estimate of the
asymptotic behavior of Φm evaluated at a given point in M(C).
For simplicity, we assume that b ≥ 3 as in [Bru02] and we refer the interested reader to
[BK03, BF04, BY09] for related results without this assumption. Note that our quadratic
form Q differs from the one in [Bru02, BK03] by −1 and hence we shall replace the Weil
11Here we use the same letter Q for this quadratic form since if every point in S is the reduction of
some characteristic 0 point in S, then this quadratic form is the restriction of (VB ,Q) via the canonical
embedding V (AS) →֒ VB,S (recall that Q is induced by (L,Q) in §2.2).
12In [AGHMP18, §4.5], the definition of a special endomorphism of a p-divisible group also contains a
condition on its p-adic étale realization over S[p−1]. The proof of [MP16, Lemma 5.13] shows that this
extra condition is implied by the crystalline condition.
13Assumption 6.2 in [MP15] follows immediately from [Kis17, Corollary (2.3.1)]
14Here m may vary as P varies.
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representation there by its dual; the rest remains the same, namely we work with the
same space of modular forms, harmonic Maass forms, and the same Eisenstein series.
3.1. Arithmetic special divisors. Let ρL : Mp2(Z) → AutC(C[L∨/L]) denote the
unitary Weil representation, where Mp2(Z) is the metaplectic double cover of SL2(Z),
see, for instance, [Bru02, Section 1.1]. Let k = 1 + b
2
and let H2−k(ρ∨L) be the C-vector
space of vector valued harmonic weak Maass forms of weight k with respect to the dual
ρ∨L of the Weil representation as defined in [BY09, 3.1].
For β ∈ L∨/L, m ∈ Z + Q(β) with m > 0, let Fβ,m ∈ H2−k(ρ∨L) denote the Hejhal
Poincaré harmonic Maass form defined in [Bru02, Def. 1.8]. In fact Fβ,m(τ) := Fβ,−m(τ, 12+
b
4
) in loc. cit., where τ lies in the upper half plane H. Let Φβ,m denote the regularized
theta lifting of Fβ,m in the sense of Borcherds, see [Bru02, (2.16)] and [BF04, §5.2]. By
[Bor98, §6] and [Bru02, §2.2], Φβ,m is a Green function15 for the divisor Z(β,m) and we
use Ẑ(β,m) to denote the arithmetic divisor (Z(β,m),Φβ,m). Our main focus is the case
when β = 0 and we set Φm := Φ0,m, Ẑ(m) := Ẑ(0, m) for m ∈ Z>0.
Let ĈH
1
(M)Q denote the first arithmetic Chow group of Gillet–Soulé [GS90] as defined
in [AGHMP17, §4.1]. Since M is a normal Deligne–Mumford stack, we have a natural
isomorphism, as in [Sou92, III.4],
P̂ic(M)Q ⊗Q ∼−→ ĈH1(M)Q,
where P̂ic(M) denotes the group of isomorphism classes of metrized line bundles and
P̂ic(M)Q := P̂ic(M)⊗Q, see [AGHMP17, §5.1] for more details. Since Z(β,m) is (étale
locally) Cartier, then we view Ẑ(β,m) ∈ P̂ic(M)Q.
Finally, the line bundle ω from Proposition 2.4.1 is endowed with the Petersson metric
defined as follows: the fiber of ω at a complex point [[z], g] ∈ M(C) is identified with
the isotropic line Cz ⊂ VC, then we set ||z||2 = − (z.z)4πeγ , where γ = −Γ′(1) is the Euler–
Mascheroni constant. Hence we get a metrized line bundle ω ∈ P̂ic(M).
3.2. Howard–Madapusi-Pera–Borcherds’ modularity theorem. LetM1+ b
2
(ρL) de-
note the C-vector space of C[L∨/L]-valued modular forms of weight 1+ b
2
with respect to
ρL (see see [Bru02, Definition 1.2]). Let (eβ)β∈L∨/L denote the standard basis of C[L∨/L].
Theorem 3.2.1 ([HM17, Theorem 8.3.1]). Assume b ≥ 3 and let q = e2πiτ . The formal
generating series
Φ̂L = ω
∨e0 +
∑
β∈L∨/L
m>0,m∈Q(β)+Z
Ẑ(β,m) · qmeβ
is an element of M1+ b
2
(ρL) ⊗ P̂ic(M)Q. More precisely, for any Q-linear map α :
P̂ic(M)Q → C, we have α(Φ̂L) ∈M1+ b
2
(ρL).
3.3. Eisenstein series. In this subsection, we introduce an Eisenstein series (τ, s) →
E0(τ, s) for τ ∈ H and s ∈ C with Re(s) > 12 − b4 = 1 − k2 , which serves two purposes.
First, the Fourier coefficients of its value at s = 0 gives the main term in the Fourier
coefficients of Φ̂L, see the proof of Proposition 4.1.1. Second, we will use the Fourier
coefficients of E0(τ, s) to describe Φ(m) explicitly in §3.4.
15A priori, the Green function is defined over DL, but it descents to M(C); we use the same notation
for both functions on DL and on M(C).
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Let (τ, s)→ E0(τ, s) denote the Eisentein series defined in [BK03, Equation (1.4), (3.1)
with β = 0, κ = 1 + b
2
]. It converges normally on H for Re(s) > 1 − k
2
and defines a
Mp2(Z)-invariant real analytic function.
For a fixed s ∈ C with Re(s) > 1− k
2
, by [BK03, Proposition 3.1], the Eisenstein series
E0(·, s) has a Fourier expansion of the form
E0(τ, s) =
∑
β∈L∨/L
∑
n∈Q(β)+Z
c0(β, n, s, y)e
2πinxeβ,
where we write τ = x + iy, x ∈ R, y ∈ R>0. By [BK03, Proposition 3.2], the coefficients
c0(β, n, s, y) can be decomposed, for n 6= 0, as
c0(β, n, s, y) = C(β, n, s)Ws(4πny), (3.3.1)
where the function C(β, n, s) is independent of y (see [BK03, Equation (3.22)]) and Ws
is defined in [BK03, (3.2)].
By [BK03, Proposition 3.1, (3.3)], the value at s = 0 of E0(τ, s) is an element of
M1+ b
2
(ρL). For β ∈ L∨/L, n ∈ Q(β) + Z with n ≥ 0, we denote by c(β, n) its (β, n)-th
Fourier coefficient and we can thus write
E0(τ) := E0(τ, 0) = 2e0 +
∑
β∈L∨/L
n∈Q(β)+Z,n>0
c(β, n)qneβ, where q = e
2πiτ .
By definition and loc. cit., we have C(β, n, 0) = c(β, n). By [BK03, Prop.4.8], the co-
efficient c(β, n) encodes the degree of the special divisor Z(β, n)(C). Moreover, [BK01,
Proposition 4, equation (19)] gives explicit formulas for c(β, n). By [BK01, Proposition
14], c(β, n) < 0 if n ∈ Q(L+ β) and c(β, n) = 0 if n /∈ Q(L + β). By [Tay18a, Example
2.3], we have that for n ∈ Q(L+ β)16
|c(β, n)| = −c(β, n) ≍ nb/2. (3.3.2)
We will focus henceforth on the case where β = 0 and we denote C(n, s) := C(0, n, s)
and c(n) := c(0, n).
3.4. Bruinier’s explicit formula of Φm. There is an another expression for the Green
function Φm introduced in §3.1 due to Bruinier in [BK03, Section 4]; this expression will
allow us later to make explicit computations. As in §3.3, let k = 1 + b
2
, and let x ∈ DL
and s ∈ C with Re(s) > k
2
. Recall from §2.1 that x defines a negative definite plane17 Px
of LR and for λ ∈ LR, we denote by λx the orthogonal projection of λ on Px. Let
F (s, t) = H
(
s− 1 + k
2
, s+ 1− k
2
, 2s; t
)
, where H(a, b, c; z) =
∑
n≥0
(a)n(b)n
(c)n
zn
n!
is the Gauss hypergeometric function as in [AS64, Chapter 15], and (a)n =
Γ(a+n)
Γ(n)
for
a, b, c, z ∈ C and |z| < 1. Finally, let18
φm(x, s) = 2
Γ(s− 1 + k
2
)
Γ(2s)
∑
Q(λ)=m,λ∈L
(
m
m−Q(λx)
)s−1+ k
2
F
(
s,
m
m−Q(λx)
)
. (3.4.1)
16recall that b ≥ 3
17Using the notation in §2.1, for a point [z] ∈ DL with z = x + iy, x, y ∈ LR, we have a negative
definite plane given by spanR{x, y}.
18In [Bru02, Section 2.2, (2.15)], φm(x, s) is defined as a regularized theta lift of F0,m; here the
regularization process is slightly different from Borcherds version.
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By [Bru02, Proposition 2.8, Theorem 2.14], the function φm(x, s) admits a meromorphic
continuation to Re(s) > 1 with a simple pole at s = k
2
with residue −c(m) (here c(m) is
the Fourier coefficient defined in §3.3 and see also [BK03, Proposition 4.3] for the value
of the residue).
We regularize φm(x, s) at s = k/2 by defining φm(x) to be the constant term at s = k2
of the Laurent expansion of φm(x, s). As in [BK03, Prop.4.2], for x ∈ DL, we have
φm(x) = lim
s→ k
2
(
φm(x, s) +
c(m)
s− k
2
)
. (3.4.2)
To compare φm(x) with Φm(x), we recall that C(n, s), n ∈ Z, s ∈ C,Re(s) > 1 − k2
is part of the Fourier coefficient of E0(τ, s) defined in §3.3. For s ∈ C with Re(s) > 1,
define19
bm(s) = −
C
(
m, s− k
2
) · (s− 1 + k
2
)
(2s− 1) · Γ (s+ 1− k
2
) . (3.4.3)
By [Bru02, Theorem 1.9], bm(s) is a holomorphic function of s in the region Re(s) > 1.
Proposition 3.4.1 ([Bru02, Proposition 2.11]). For x ∈ DL, we have:
Φm(x) = φm(x)− b′m
(
k
2
)
.
The last proposition shows in particular that φm is also a Green function for the
arithmetic cycle Z(m).
4. Local statements and proof of the main theorem
In this section, we begin the proof of Theorem 2.6.1 (and in particular Theorem 1.4.1)
by studying the height of a given OK-point with respect to a sequence of arithmetic
special divisors. We use the height formula (4.1.1) to decompose the height into finite
and archimedean contributions. In §4.1, we state various results on the asymptotic of the
global height, the archimedean part, and the finite part and then prove Theorem 2.6.1
using these results. In §4.2, we gives the order of growth of the global term. The estimate
of the archimedean term is carried out in §5.2,§5.3,§6 and the estimate of the finite terms
is in §7.
We keep the notations from §§2,3, namely (L,Q) is an even maximal lattice of signature
(b, 2) with b ≥ 3, M is the associated GSpin Shimura variety over Z, and Ẑ(m) =
(Z(m),Φm) the arithmetic special divisor on M for m ∈ Z>0; also K is a number field,
OK is its ring of integers, P is a maximal ideal of OK and FP is its residue field.
As in Theorem 2.6.1, Y : Spec(OK) → M is an OK-point such that YK ∈ M(K) is
Hodge-generic, i.e. for every m ∈ Z>0, YK is not contained in the image of Z(m) under
Z(m) → M . For σ : K →֒ C, we use Yσ to denote the point in M(C) induced by
Spec(C)
σ−→ SpecOK Y−→M. Let A denote AunivY , where Auniv is the Kuga–Satake abelian
scheme over M. Throughout this section and the rest of the paper, we assume that the
equation Q(v) = m has a solution in L, i.e. Z(m) 6= ∅.
19In the notation of [BK03], it is b(0, 0, s) in Equation (4.12) loc.cit.. The comparison with the
formula given above is given in [BK03, (4.20)]. In [Bru02, Theorem 1.9], b(s) is defined as the coefficient
of γ = 0, n = 0 in the Fourier expansion of F0,m(·, s).
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4.1. Schema of the proof. As in [AGHMP17, §§5.1,5.2], [AGHMP18, §6.4], the height
hẐ(m)(Y) of Y with respect to Ẑ(m) is defined as the image of Ẑ(m) under the composition
ĈH1(M)Q ∼= P̂ic(M)Q → P̂ic(Y)Q d̂eg−−→ R,
where the middle map is the pull-back of metrized line bundles and the arithmetic degree
map d̂eg is the extension over Q of the one defined in [AGHMP18, 6.4].
Since Y and Z(m) intersect properly, we have the following description of hẐ(m)(Y).
Using the moduli definition of Z(m) in §2.5, the Y-stack Y ×M Z(m) is given by
Y ×M Z(m)(S) = {v ∈ V (AS) | v ◦ v = m},
for any Y-scheme S. Via the natural map Y ×M Z(m)→ Y and using étale descent, we
view Y ×M Z(m) as a Q-Cartier divisor on Y . Therefore,
hẐ(m)(Y) =
∑
P
(Y .Z(m))P log |OK/P|+
∑
σ:K →֒C
Φm(Yσ)
|Aut(Yσ)| , (4.1.1)
where, if we denote by OY×MZ(m),v the étale local ring of Y ×M Z(m) at v,
(Y .Z(m))P =
∑
v∈Y×MZ(m)(FP)
length(OY×MZ(m),v)
|Aut(v)| . (4.1.2)
The proof of Theorem 2.6.1 proceeds by analyzing the growth of each term in (4.1.1)
separately. The first proposition, proved in §4.2, gives an order of growth of the global
term.
Proposition 4.1.1. For every ǫ > 0 and m ∈ Z>0, we have:
hẐ(m)(Y) =
−c(m)
2
hω(Y) +Oǫ(m 2+b4 +ǫ),
where c(m) is the m-th Fourier coefficient of the Eisenstein series E0(τ) in §3.3. In
particular, we have hẐ(m)(S) = O(m
b/2) as m→∞.
The second claim follows from the first claim and (3.3.2), which indicates that |c(m)| ≍
mb/2 provided that Z(m) 6= ∅ and c(m) = 0 otherwise.
The next three results, proved in §5.2, §5.3, and §6 respectively, control the growth
of the archimedean term in (4.1.1) and show that it grows faster than the global term.
For the rest of this section, we will fix an embedding σ : K →֒ C and denote simply
x := Yσ ∈ M(C). Recall that by Proposition 3.4.1, Φm(x) = φm(x) − b′m(k/2), where
k = 1 + b/2.
Proposition 4.1.2. Let m ∈ Z>0 such that Z(m) 6= ∅ and if b is odd, we further assume
that for a fixed D,
√
m/D ∈ Z as in Theorem 2.6.1. Then as m→ +∞, we have:
b′m(k/2) = |c(m)| logm+ o (c(m) logm) .
In particular, b′m(k/2) ≍ mb/2 logm.
For the next two results, we pick a lifting of x to DL; we will still denote the lifting by
x since the sum A(m) used in each result is independent of the choice of the lifting.
Recall from §3.4, for λ ∈ LR, we use λx to denote the orthogonal projection of λ onto
the negative definite plane in LR associated to x.
Proposition 4.1.3. For m ∈ Z>0, we have
φm(x) = A(m) +O(c(m)), where A(m) = −2
∑
√
mλ∈L
|Q(λx)|≤1,Q(λ)=1
log(|Q(λx)|).
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Note that since x is Hodge-generic, then for any λ ∈ L, λx 6= 0. Hence for any λ ∈ LR
such that Rλ ∩ L 6= {0}, we also have λx 6= 0. On the other hand, the conditions
|Q(λx)| ≤ 1, Q(λ) = 1 cut out a compact region in LR and hence for a fixed m, A(m) is
the sum of finitely many terms. Therefore A(m) is well-defined and non-negative.
The following theorem provides a bound on φm(x) for all m outside a certain bad set
of logarithmic asymptotic density 0. Given a subset S ⊂ Z>0, the logarithmic asymptotic
density of S (if it exists) is defined to be
lim
X→∞
log |SX |
logX
, where SX := {a ∈ S | X ≤ a < 2X}.
Theorem 4.1.4. There exists a subset Sbad ⊂ Z>0 of logarithmic asymptotic density 0
such that
lim
m→∞
m6∈Sbad
A(m)
mb/2 logm
= 0.
For a fixed prime P, the following theorem, proved in §7, controls the growth of the
finite term (Y .Z(m))P in (4.1.1) on average.
Theorem 4.1.5. Given D,X ∈ Z>0, let SD,X denote the set
{m ∈ Z>0 | X ≤ m < 2X,
√
m/D ∈ Z}.
For a fixed prime P and a fixed D, we have∑
m∈SD,X
(Y .Z(m))P = o(X b+12 logX).
We now prove our main theorem assuming the above propositions and theorems.
Proof of Theorem 2.6.1. Assume for contradiction that there exists D ∈ Z>0 represented
by L such that there are only finitely many P for which YP lies in the image of Z(m)
where m/D is a perfect square. Therefore, for such m, (Y ,Z(m))P = 0 for all but finitely
many P.
For X ∈ Z>0, let SgoodD,X denote the set {m ∈ SD,X | m /∈ Sbad}, where SD,X is defined in
Theorem 4.1.5 and Sbad is union of the sets of log asymptotic density 0 in Theorem 4.1.4
by taking x = Yσ for all σ : K →֒ C. Then Sbad is also of log asymptotic density 0 and
|SgoodD,X | ≍ X1/2 as X → ∞. On the other hand, by assumption, D is representable by
(L,Q), then each m ∈ SD,X is representable by (L,Q) and hence Z(m) 6= ∅.
We sum (4.1.1) over m ∈ SgoodD,X and note that for each m ∈ SgoodD,X , m ≍ X. For the
archimedean term, by Proposition 4.1.3 and Theorem 4.1.4, φm(Yσ) = o(Xb/2 logX) for
m ∈ SgoodD,X , and by Propositions 3.4.1 and 4.1.2, Φm(Yσ) < 0 and −Φm(Yσ) ≍ Xb/2 logX
as X → ∞. Since |Aut(x)| is bounded by an absolute constant (only depending on b)
for all x ∈M(C), then
−
∑
m∈SgoodD,X
∑
σ:K →֒C
Φm(Yσ)
|Aut(Yσ)| ≍ X
b+1
2 logX. (4.1.3)
For a fixed P, since (Y .Z(m))P ≥ 0 for all m, then by Theorem 4.1.5,∑
m∈SgoodD,X
(Y .Z(m))P log |OK/P| ≤
∑
m∈SD,X
(Y .Z(m))P log |OK/P| = o(X b+12 logX).
16 ANANTH N. SHANKAR, ARUL SHANKAR, YUNQING TANG, AND SALIM TAYOU
Since (Y ,Z(m))P = 0 for all but finitely many P, we have∑
m∈SgoodD,X
∑
P
(Y .Z(m))P log |OK/P| = o(X b+12 logX). (4.1.4)
By Proposition 4.1.1, we have
∑
m∈SgoodD,X
hẐ(m)(Y) = O(X
b+1
2 ). Then we obtain a contra-
diction by (4.1.1),(4.1.3), and (4.1.4). 
Remark 4.1.6. Proposition 4.1.1 shows that the global contribution is negligible in com-
parison to the archimedean one, which is different from previous works [Tay18a, Cha18,
ST19, MST18]. The difference coming from the choice of the Green function associated
to Z(m). If we associate Z(m) with the Green function φm in §3.4, then the height
of Y with repsect to (Z(m), φm) is asymptotic to mb/2 logm and the archimedean and
finite contributions at a give place is of smaller magnitude. This is the same as in
[Tay18a, Cha18, ST19].
4.2. Global intersection term. In this section we prove Proposition 4.1.1. The proof
is similar to the one in [Tay18a, Proposition 2.5].
Proof of Proposition 4.1.1. For Ẑ ∈ ĈH1(M)Q ∼= P̂ic(M)Q, the height hẐ(Y) defines a
Q-linear map P̂ic(M)Q → R; by Theorem 3.2.1, the following generating series
−hω(Y)e0 +
∑
β∈L∨/L
m>0,m∈Q(β)+Z
hẐ(β,m)(Y) · qmeβ
is the Fourier expansion of an element in M1+ b
2
(ρL). By [Bru02, p.27], we write
−hω(Y)e0 +
∑
β∈L∨/L
m>0,m∈Q(β)+Z
hẐ(β,m)(Y) · qmeβ =
−hω(Y)
2
E0 + g
where E0 = E0(τ) is the Eisenstein series recalled in §3.3 and g ∈ M1+ b
2
(ρL) is a cusp
form, see [Bru02, Def.1.2] for a definition.
For m ∈ Z>0, the equation for the e0-component implies that
hẐ(m)(Y) =
−c(m)
2
hω(Y) + g(m),
where g(m) is the m-th Fourier coefficient of the e0-component of g. We obtain the
desired estimate by [Sar90, Prop. 1.5.5], which implies that
|g(m)| ≤ Cǫ,gm 2+b4 +ǫ,
for all ǫ > 0, some constant Cǫ,g > 0, and for all m ∈ Z>0. 
5. Growth estimates and quadratic forms
In this section, we prove Propositions 4.1.2 and 4.1.3 in §5.2 and §5.3 respectively.
Section §5.1 contains estimates of the numbers of representations of the quadratic lattice
(L,Q) modulo powers of a prime p and these estimates will be used to prove Proposi-
tion 4.1.2; the reader may skip this subsection and refer back to it later. In §5.4, for
the convenience of the reader, we recall the estimate of the number of representations of
quadratic forms over Z via the circle method due to Heath-Brown [HB96]. This input
will be used in §6,§7 to finish our estimate of local contributions in (4.1.1).
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Recall that (L,Q) is an even quadratic lattice of signature (b, 2) with b ≥ 3 and L is
maximal in V = L ⊗ Q. Let r = b + 2 denote the rank of L and let det(L) denote the
Gram determinant of L. For a prime p, let valp denote the p-adic valuation.
5.1. Local estimates of representations by quadratic forms. For a prime p and
an n ∈ Z≥0, set
Nm(pn) = {v ∈ L/pnL, Q(v) = m (mod pn)}
and set Nm(pn) = |Nm(pn)|. Define the density
µp(m,n) = p
−n(r−1)Nm(pn).
The goal of this subsection is to study the variation of the quantity µp(m,n) with
respect to n for fixed p and m; see Lemma 5.1.8. Hanke [Han04] provides an inductive
method to compute µp(m,n), which we now recall.
Let Lp =: L⊗Zp. By [Han04, (2.3), Lemma 2.1], the quadratic lattice (Lp, Q) admits an
orthogonal decomposition (Lp, Q) =
⊕
j(Lj , p
νjQj) such that (Lj , Qj) is a Zp-unimodular
quadratic lattice of dimension at most 2. Thus we can write
∀v = (vj)j ∈ Lp : Q(v) =
∑
j
pνjQj(vj).
If p 6= 2, then every Lj is of dimension 1. Note that since we assume that L is maximal
in V , then Lp is maximal in V ⊗ Qp. Indeed, L maximal is equivalent to the fact that
L∨/L has no totally isotropic subgroup, thus its p-torsion, which is equal to L∨p /Lp, has
no totally isotropic subgroup and hence Lp is maximal.
Following [Han04, Definition 3.1], for n ≥ 1, v ∈ Nm(pn), we say that v is of
(1) zero type if v ≡ 0 (mod p),
(2) good type if there exists j such that vj 6≡ 0 (mod p) and νj = 0,
(3) bad type otherwise.
Let N goodm (pn), N badm (pn) and N zerom (pn) be the set of good type, bad type and zero
type solutions respectively and set N?m(p
n) = |N ?m(pn)| and µ?p(m,n) = p−n(r−1)N?m(pn),
for ? = good, bad, or zero. By definition, see also [Han04, Remark 3.4.1], if p ∤ m, then
Nm(pn) = N goodm (pn); if p2 ∤ m and n ≥ 2, then N zerom (pn) = ∅; if p ∤ 2 det(L), then
N badm (pn) = ∅.
When we need to work with more than one quadratic form, we use N?m,Q(p
n) and
µ?p,Q(m,n) to emphasis the dependence on the quadratic form Q.
We now recall Hanke’s inductive method with the simplification that L is maximal
(only used in (2)).
Lemma 5.1.1 (Hanke). Let n ∈ Z>0.
(1) Let δ = 2 val2(p) + 1, then for n ≥ δ
Ngoodm (p
n) = p(n−δ)(r−1)Ngoodm (p
δ), µgoodp (m,n) = µ
good
p (m, δ)
.
(2) For m such that p | m,
Nbadm,Q(p
n+1) = pr−s0Ngoodm
p
,Q′(p
n), µbadp,Q(m,n + 1) = p
1−s0µgoodp,Q′
(
m
p
, n
)
,
where s0 = |{j | νj = 0}| and Q′ is the quadratic form over Zp such that ν ′j = 1−νj.
(3) For m such that p2 | m, then
N zerom (p
n+2) = prNm
p2
(pn), µzerop (m,n+ 2) = p
2−rµp
(
m
p2
, n
)
.
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Proof. All the assertions on µp follow from the assertions on Nm by definition. Assertion
(1) is [Han04, Lemma 3.2]; (3) follows from the last two paragraphs on [Han04, p.359];
for (2), note that since L is maximal at p, then νj ≤ 1 for all j, and the Bad-type II
on [Han04, p.360] does not show up, therefore the claim follows from the discussion on
Bad-type I in loc. cit.. 
Corollary 5.1.2. For p 6= 2, set δp,det(L) = 1 if p | det(L) and 0 otherwise and the
quadratic form Q′ defined as in Lemma 5.1.1(2) when p | det(L). Then
(1) If n ≥ valp(m) + 1, then µp,Q(m,n) equals to
⌊ valp(m
2
⌋∑
u=0
p(2−r)uµgoodp,Q
(
m
p2u
, 1
)
+ δp,det(L)p
1−s0
⌊ valp(m)−1
2
⌋∑
u=0
p(2−r)uµgoodp,Q′
(
m
p2u+1
, 1
)
.
(2) If 1 ≤ n ≤ valp(m) and n odd, then µp,Q(m,n) equals to
p
(2−r)(n−1)
2 µp,Q(mp
1−n, 1)+
n−3
2∑
u=0
p(2−r)uµgoodp,Q
(
m
p2u
, 1
)
+δp,det(L)p
1−s0
n−3
2∑
u=0
p(2−r)uµgoodp,Q′
(
m
p2u+1
, 1
)
.
(3) If 1 ≤ n ≤ valp(m) and n even, then µp,Q(m,n) equals to
p
(2−r)(n−2)
2 µzerop,Q (mp
2−n, 2)+
n−2
2∑
u=0
p(2−r)uµgoodp,Q
(
m
p2u
, 1
)
+δp,det(L)p
1−s0
n−2
2∑
u=0
p(2−r)uµgoodp,Q′
(
m
p2u+1
, 1
)
.
Proof. The base cases when valp(m) ≤ 1 or n ≤ 2 can be checked directly by definition
and Lemma 5.1.1. For n > 2 and p2 | m, by Lemma 5.1.1,
µp,Q(m,n) = µ
good
p,Q (m, valp(m) + 1) + µ
zero
p,Q (m,n) + µ
bad
p,Q(m,n)
= µgoodp,Q (m, 1) + p
2−rµp,Q
(
m
p2
, n− 2
)
+ p1−s0µgoodp,Q′
(
m
p
, n− 1
)
= µgoodp,Q (m, 1) + p
2−rµp,Q
(
m
p2
, n− 2
)
+ p1−s0µgoodp,Q′
(
m
p
, 1
)
.
Then we conclude by induction on valp(m) and n. 
The next lemma gives a uniform bound on |µp(m,n)− µp(m, valp(m) + 1)| for p 6= 2.
By Corollary 5.1.2(1), we only consider n ≤ valp(m) since otherwise the difference is 0.
Recall that we assumed r ≥ 5.
Lemma 5.1.3. There exists an absolute constant C1 > 0 such that for all m ∈ Z>0, p
odd prime number and n ∈ {2, · · · , valp(m)}, we have
|µp(m,n)− µp(m, valp(m) + 1)| ≤ C1p
2
p3⌊
n
2
⌋ .
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Proof. By Corollary 5.1.2, we have that for n odd, |µp(m,n)− µp(m, valp(m) + 1)|
=
∣∣∣∣∣∣∣
µp,Q
(
m
pn−1
, 1
)
p
(r−2)(n−1)
2
−
⌊ valp(m)
2
⌋∑
u= (n−1)
2
µgoodp,Q
(
m
p2u
, 1
)
+ δp,det(L)p
1−s0µgoodp,Q′
(
m
p2u+1
, 1
)
p(r−2)u
∣∣∣∣∣∣∣
≤
∣∣∣∣∣ pp 3(n−1)2
∣∣∣∣∣ +
⌊ valp(m)
2
⌋∑
u= (n−1)
2
∣∣∣∣p+ p2p3u
∣∣∣∣
≤ C1p
2
p
3(n−1)
2
.
Here we use the trivial bound that all |µp,Q
(
m
pn−1
, 1
)
|, |µgoodp,Q
(
m
p2u
, 1
)
|, |µgoodp,Q′
(
m
p2u+1
, 1
)
|
are less than p by definition. The case when n is even follows by a similar argument and
the trivial bound that µzerop,Q (mp
2−n, 2) ≤ pr/p2(r−1) = p2−r. 
We can actually show that all µp(m,n) are close to 1 when p ∤ 2 det(L).
Lemma 5.1.4. There exists an absolute constant C2 > 0 such that for all m,n ∈ Z>0,
all primes p ∤ 2 det(L), we have
|µp(m,n)− 1| ≤ C2
p
.
Proof. By Corollary 5.1.2(1), Lemma 5.1.3, we only need to show the claim for n = 1 and
n = valp(m) + 1. For n = 1, we first consider the case when p | m. Then Q(v) ≡ 0 mod p
defines a smooth projective hypersurface in Pr−1; except the solution v = 0 mod p, every
p− 1 solutions of Q(v) ≡ 0 mod p (all these are of good type) correspond to a Fp-point
in the hypersurface. Then by [Del74, Théorème 8.1], there exists a constant C3 > 0
independent of p and m such that
|Ngoodm (p)− pr−1| ≤ C3pr−2.
Therefore, |µgoodp (m, 1)− 1| ≤ C3/p.
For p ∤ m, we consider the smooth projective hypersurface in Pr defined by Q(v) = my2.
In this case Nm(p) = Ngoodm (p) is the number of Fp points in the hypersurface such that
y 6= 0 in Fp. The previous case gives exactly the number of Fp-points with y = 0 in Fp.
Then we conclude as above by [Del74, Théorème 8.1] that there exists a constant C4 > 0
independent20 of p and m such that |µgoodp (m, 1) − 1| ≤ C4/p. In particular, for any m,
we have
µgoodp (m, 1) ≤ 1 + max{C3, C4}.
For n = valp(m)+1 and p|m, by Corollary 5.1.2(1) and note that δp,det(L) = 0, we have
|µp(m, valp(m) + 1)− 1| =
∣∣∣∣∣∣∣µgoodp (m, 1)− 1 +
⌊
valp(m)
2
⌋∑
u=1
µgoodp (
m
p2u
, 1)
pu(r−2)
∣∣∣∣∣∣∣
≤ C3
p
+
⌊
valp(m)
2
⌋∑
u=1
max{C3, C4}+ 1
pu(r−2)
≤ C5
p
,
20Although the equation of the hypersurface depends on m, the number of solutions only depends on
whether m is a quadratic square in Fp so we only need to apply Deligne’s result twice and obtain C4
independent of m.
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where we take C2 = max{C3, C4, C5}. 
Lemma 5.1.5. Assume p = 2. Then there exists an absolute constant C6 > 0 such that
for any m,n ∈ Z>0, n ≥ 3
|µp(m,n)− µp(m, valp(2m) + 1)| ≤ C6
p3⌊
n
2
⌋ .
Proof. By Lemma 5.1.1, we obtain analogous statements as Corollary 5.1.2 except that
we can only reduce to µgoodp (?, 3) (instead of µ
good
p (?, 1)). The rest of the argument is the
same as in Lemma 5.1.3 and since p = 2 is fixed, any trivial bound on density is absorbed
in the constant C6. 
Due to our assumption that r ≥ 5 and L maximal, there is an absolute lower bound
for µp(m,n). The following lemma is well known, but we include it for the convenience
of the reader.
Lemma 5.1.6. Recall that r ≥ 5 and L is maximal. Then for any m,n ∈ Z>0, any prime
p, we have µp(m,n) ≥ 1/2.
Proof. Since r ≥ 5 and L is maximal, then by for instance [Ger08, Lemma 6.36], for
every prime p, there exists a basis of Lp such that in the coordinate of this basis,
Q((x1, . . . , xr)) = x1x2+Q1((x3, . . . , xr)), where Q1 is a quadratic form in (r−2) variables.
Recall as in Lemma 5.1.1, δ = 3 if p = 2 and δ = 1 otherwise.
Then for any x1 ∈ (Z/pδ)× and any xi ∈ Z/pδ, 3 ≤ i ≤ r, there exists a unique
x2 ∈ Z/pδ such that Q(x1, . . . , xr)) = m mod pδ. Therefore µgoodp (mδ) ≥ p−1p ≥ 1/2 and
hence by Lemma 5.1.1(1), for n ≥ δ, µp(m,n) ≥ µgoodp (m, δ) ≥ 1/2.
It remains the case p = 2, n = 1, 2. The same argument as above follows. 
Corollary 5.1.7. Every large enough m ∈ Z>0 is representable by (L,Q).
Now we are ready to prove the main result of this subsection.
Lemma 5.1.8. Set wp = 1+valp(2m). Recall that r ≥ 5 and L is maximal. There exists
a constant C > 0 such that for every m ∈ Z>0 (representable by Q) and prime p, we have∣∣∣∣∣wp −
wp−1∑
n=0
µp(m,n)
µp(m,wp)
∣∣∣∣∣ ≤ Cp
Proof. First case: assume that p ∤ 2 det(L). By Lemma 5.1.4,
|µp(m,wp)− µp(m, 1)| ≤ |µp(m,wp)− 1|+ |µp(m, 1)− 1| ≤ C7/p. (5.1.1)
Note that µp(m, 0) = 1 by definition. Then by Lemmas 5.1.3,5.1.4 and (5.1.1), we get∣∣∣∣∣wp −
wp−1∑
n=0
µp(m,n)
µp(m,wp)
∣∣∣∣∣ ≤ 1µp(m,wp)
[∑
n≥2
C1p
2
p3⌊n/2⌋
+
C7
p
+
C2
p
]
≤ C8
µp(m,wp)p
We conclude by the fact that µp(m,wp) is uniformly bounded away from 0 by Lemma 5.1.6.
Second case: assume now that p | 2 det(L). By Lemmas 5.1.3,5.1.5, for any n ≥ 3,
|µp(m,wp)− µp(m,n)| ≤ C9p
2
p3⌊n/2⌋
. (5.1.2)
Then as in the first case we have∣∣∣∣∣
wp−1∑
n=3
µp(m,wp)− µp(m,n)
µp(m,wp)
∣∣∣∣∣ ≤ C10p .
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On the other hand, for 0 ≤ n ≤ 2, we have for all p | 2 det(L)
|µp(m,wp)− µp(m,n)| ≤ |µp(m,wp)− µp(m, 3)|+ |µp(m, 3)− µp(m,n)| ≤ C11/p
by (5.1.2) and the trivial bound |µp(m,n)|, |µp(m, 3)| ≤ p3 ≤ (2 det(L))3. Then we
conclude as in the first case. 
5.2. Growth estimates for Green functions. We prove in this subsection Proposi-
tion 4.1.2, which provides the asymptotic of b′m(k/2). Lemma 5.2.1 reduces the proposi-
tion into computations of certain local invariants of the lattice L at primes p.
Recall from (3.4.3), for s ∈ C with Re(s) > 1,
bm(s) = −
C
(
m, s− k
2
) · (s− 1 + k
2
)
(2s− 1) · Γ (s+ 1− k
2
) ,
where k = 1+ b
2
and C
(
m, s− k
2
)
, defined in (3.3.1), is part of the Fourier coefficients of
E0
(
τ, s− k
2
)
.
In order to state the lemma, we recall some notations from [BK03]. Recall r = b + 2
and D be the fixed integer in Theorem 2.6.1; let d be
(−1) r2 det(L), if r is even;
2(−1) r+12 D det(L), otherwise.
Let d0 denote the fundamental discriminant of number field Q(
√
d) and let χd0 be the
quadratic character associated to d0. As in §5.1, Nm(pn) = {v ∈ L/pnL; Q(v) ≡ m
(mod pn)} and wp = 1 + valp(2m). The polynomial L(p)m (t) is defined by
L(p)m (t) = Nm(p
wp)twp + (1− pr−1t)
wp−1∑
n=0
Nm(p
n)tn ∈ Z[t].
Lemma 5.2.1 (Bruinier–Kühn). Let D ∈ Z>0 be the fixed integer in Theorem 2.6.1, for
all m ∈ Z>0 such that
√
m/D ∈ Z (and representable by (L,Q)), we have
b′
(
k
2
)
b
(
k
2
) = log(m) + 2σ′m(k)
σm(k)
+O(1),
where for s ∈ C, Re(s) > 0 the function σm is given by:
σm(s) =

∏
p|2mdet(L)
L
(p)
m (p1−
r
2−s)
1−χd0 (p)p−s
, if r is even,∏
p|2mdet(L)
1−χd0(p)p
1
2−s
1−p1−2s .L
(p)
m
(
p1−
r
2
−s) , if r is odd. (5.2.1)
Proof. Taking logarithmic derivatives at s = k
2
yields:
b′
(
k
2
)
b
(
k
2
) = C ′(m, 0)
C(m, 0)
− 2
b
− Γ′(1)
Then we conclude by [BK03, Theorem 4.11, (4.73), (4.74)] since both d0 and k are
independent of m. (Our definition of d above differs from the definition in [BK03] by
m/D, which is a square, and hence yields the same d0.) 
Proof of Proposition 4.1.2. By definition, b
(
k
2
)
= −c(m) = |c(m)|. Therefore, by Lemma 5.2.1,
it is enough to show that
σ′m(k)
σm(k)
= o(log(m)).
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Taking the logarithmic derivative in (5.2.1) at s = k, we get for r even
σ′m(k)
σm(k)
= −
∑
p|2mdet(L)
(
p1−rL(p)
′
m (p1−r)
L
(p)
m (p1−r)
+
χd0(p)
pk − χd0(p)
)
log(p),
and for r odd
σ′m(k)
σm(k)
= −
∑
p|2mdet(L)
(
p1−rL(p)
′
m (p1−r)
L
(p)
m (p1−r)
− χd0(p)
pk−
1
2 − χd0(p)
+
2
p2k−1 − 1
)
log(p).
Since k = 1 + b
2
≥ 5
2
, we have∣∣∣∣∣∣
∑
p|2mdet(L)
χd0(p) log(p)
pk − χd0(p)
∣∣∣∣∣∣ ≤
∑
p
log(p)
p5/2 − 1 < +∞,
∣∣∣∣∣∣
∑
p|2mdet(L)
χd0(p) log(p)
pk−
1
2 − χd0(p)
∣∣∣∣∣∣ ≤
∑
p
log(p)
p2 − 1 < +∞,
∣∣∣∣∣∣
∑
p|2mdet(L)
2
p2k−1 − 1
∣∣∣∣∣∣ ≤
∑
p
2 log(p)
p4 − 1 < +∞.
Hence it remains to treat the L(p)m term. We have L
(p)
m (p1−r) = Nm(pwp)p(1−r)wp and
L(p)
′
m (p
1−r) = wpNm(pwp)p(1−r)(wp−1) −
wp−1∑
n=0
Nm(p
n)p(n−1)(1−r).
Hence∣∣∣∣∣p1−rL(p)
′
m (p1−r)
L
(p)
m (p1−r)
∣∣∣∣∣ =
∣∣∣∣∣wp −
wp−1∑
n=0
Nm(p
n)
Nm(pwp)
p(n−wp)(1−r)
∣∣∣∣∣ =
∣∣∣∣∣wp −
wp−1∑
n=0
µp(m,n)
µp(m,wp)
∣∣∣∣∣ ≤ Cp ,
where µp(m,n) = p−n(r−1)Nm(pn) as in §5.1 and the last inequality follows from Lemma 5.1.8
with constant C only depends on (L,Q) (i.e., is independent of m, p). Thus we have∣∣∣∣∣∣
∑
p|2mdet(L)
p1−rL(p)
′
m (p1−r)
L
(p)
m (p1−r)
∣∣∣∣∣∣ ≤ C
∑
p|2mdet(L)
log(p)
p
= O(log log(m)).
Here we use the fact that for N ≥ 2,∑p|N log(p)p = O(log log(N)). Indeed, let X = log(N)
and use Mertens’ first theorem to write∑
p|N
log(p)
p
=
∑
p|N,p<X
log(p)
p
+
∑
p|N,p≥X
log(p)
p
≤ log(X) + 1
X
∑
p|N
log(p) +O(1)
≤ log(X) + log(N)
X
+O(1) ≤ log(log(N)) +O(1).
This concludes the proof of the proposition. 
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5.3. Estimates via effective equidistribution. We turn now to the proof of Propo-
sition 4.1.3.
Proof of Proposition 4.1.3 (i). Let as before x ∈ DL, m ∈ Z such that m > 0. Let U(m)
denote the union inside DL of the hyperplanes λ⊥ for λ ∈ L and Q(λ) = m.
For s ∈ C with Re(s) > 0, let g(s) = 2Γ(s−1+ k2 )
Γ(2s)
. For z ∈ C with |z| < 1, we will
write henceforth F (s, z) instead of F
(
s− 1 + k
2
, s+ 1− k
2
, 2s; z
)
from equation (3.4.1)
and write also F (s, z) = 1 + zG(s, z). We have accordingly a decomposition of φm(x, s):
φm(x, s) = g(s)
∑
λ∈L
Q(λ)=m
(
m
m−Q(λx)
)s−1+ k
2
+ φ˜m(x, s). (5.3.1)
Proposition 5.3.1. For x ∈ DL outside U(m), the series defining the function s 7→
φ˜m(x, s) converges absolutely at s =
k
2
and we have
φ˜m(x,
k
2
) =
4
b
∑
√
mλ∈L
Q(λ)=−1
(
1
1−Q(λx)
)k
G
(
k
2
,
1
1−Q(λx)
)
.
Proof. Let s ∈]k
2
, k]. There exists Cm > 0 such that Q(λx) ≥ Cm for every λ ∈ L with
Q(λ) = m. Since the function (s, z) 7→ G(s, z) is continuous on [k
2
, k]× [0, 1
1+Cm
], we can
a find a constant Am such that∣∣∣∣G(s, 11−Q(λx)
)∣∣∣∣ ≤ Am,
for every λ ∈ L with Q(λ) = m. Then we write
φ˜m(x, s)
g(s)
=
∑
√
mλ∈L
Q(λ)=1
(
1
1−Q(λx)
)s+ k
2
G
(
s,
1
1−Q(λx)
)
=
∑
N≥0
∑
√
mλ∈L
Q(λ)=1
N≤−Q(λx)<N+1
(
1
1−Q(λx)
)s+ k
2
G
(
s,
1
1−Q(λx)
)
Hence ∣∣∣∣∣ φ˜m(x, s)g(s)
∣∣∣∣∣ ≤ Am∑
N≥0
|{λ ∈ L ;Q(λ) = m, −Q
(
λv√
m
)
∈ [N,N + 1[}|
(1 +N)s+
k
2
Let LR,1 = {λ ∈ LR, Q(λ) = 1}. We can define a SO(Q)-invariant measure µ∞ on LR,1
as follows: take W an open subset of VR and let
µ∞(W ∩A0) = lim
ǫ→0
µL ({x ∈ W, |Q(x)− 1| < ǫ})
2ǫ
.
Here µL is the Lebesgue measure on LR for which the lattice V is of covolume 1. In order
to estimate the number of points of L whose Q-value is m and which projects to the area
{λ ∈ LR,1,−Q(λx) ∈ [N,N + 1[}, we make the simple observation that any two such
points are distant by at least 1√
m
. Hence the total number is bounded by the volume of
24 ANANTH N. SHANKAR, ARUL SHANKAR, YUNQING TANG, AND SALIM TAYOU
{λ ∈ LR,1, Q(λx) ∈ [N,N + 1[} with respect to µ∞ and the implied constant depends
only on m. By proposition 5.3.5 and measure computation Lemma 5.3.2, we have the
estimate
µ∞ ({λ ∈ LR,1,−Q(λx) ∈ [N,N + 1[}) ≍
N→+∞
N
b
2
−1.
Thus we can find a constant Bm > 0 independent of s such that∣∣∣∣∣ φ˜m(x, s)g(s)
∣∣∣∣∣ ≤ Bm∑
N≥0
N
b
2
−1
(1 +N)s+
k
2
≤ Bm
∑
N≥1
1
N2
< +∞
hence the result. 
Lemma 5.3.2. Let T > 0, x ∈ DL and UT =: {λ ∈ LR,1, −Q(λx) < T}. Then
µ∞(UT ) =
2(2π)1+
b
2 (1 + T )
b
2√|L∨/L|Γ (1 + b
2
) .
Proof. For every ǫ > 0, let UT,ǫ =: {x ∈ LR, |Q(x) − 1| < ǫ, −Q(λx) < T}. Then
UT = UT,ǫ ∩ LR,1 and by definition
µ∞(UT ) = lim
ǫ→0
µL(UT,ǫ)
2ǫ
,
where µL is the Lebesgue measure on LR for which L has covolume 1. Denote by Px the
negative definite plane associated to x. Let E be an orthogonal basis of LR adapted to the
decomposition Px ⊕P⊥x and in which the bilinear form associated to Q has the following
intersection matrix −1 0 00 −1 0
0 0 Ib
 .
Let µE be the associated Lebesgue measure for which the Z-span of E is of covolume 1.
By change of variables, we have
µL(UT,ǫ) =
21+
b
2√|L∨/L|µE(UT,ǫ)
=
21+
b
2√|L∨/L|
∫
(x1,x2,y1,··· ,yb)∈Rb+1
|x21+x
2
2−y
2
1−···−y
2
b
+1|<ǫ
x2
1
+x2
2
<T
dx1dx2dy1 · · ·dyb
=
22+
b
2π√|L∨/L|
∫ √T
0
(∫
1+r2−ǫ<y21+···+y2b<1+r2+ǫ
dy1 · · · dyb
)
rdr
=
2(2π)1+
b
2√|L∨/L|Γ (1 + b
2
) ∫ √T
0
(
(1 + r2 + ǫ)
b
2 − (1 + r2 − ǫ) b2) rdr
=
4(2π)1+
b
2 ǫ(1 + T )
b
2√|L∨/L|Γ (1 + b
2
) +O(ǫ2)
Dividing by 2ǫ and letting ǫ go to zero, we get the desired result. 
We turn now to estimating the first term in Equation (5.3.1).
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Proposition 5.3.3. For x ∈ DL, let
Rx(s,m) = g(s)
∑
λ∈L
Q(λ)=m
(
m
m−Q(λx)
)s−1+ k
2
+
c(m)
s− k
2
.
Then Rx(s,m) is holomorphic at s =
k
2
and satisfies Rx(
k
2
, m) = Ox(c(m)).
The fact that s 7→ Rx(s,m) is holomorphic at s = k2 is a direct consequence of Equa-
tion (3.4.2). The delicate part is to get a bound on the limit value and this will achieved
in the following. For s ∈ R, consider the function
hs : LR,1 → R+
λ 7→
(
1
1−Q(λx)
)s−1+ k
2
.
We can compute the integral of hs over LR,1 similarly to the proof of Lemma 5.3.2 from
which we keep the same notations:
lim
ǫ→0
1
2ǫ
∫
Lǫ
(
1
1−Q(λx)
)s−1+ k
2
dµ∞(λ)
= lim
ǫ→0
2
b
2
ǫ
√|L∨/L|
∫
(x1,x2)
∫
|y21+···+y2b−x21−x22−1|<ǫ
dx1dx2dy1 · · · dyb
(1 + x21 + x
2
2)
s−1+ k
2
=
(2π)1+
b
2
Γ
(
b
2
)
.
√|L∨/L|
∫ +∞
0
(
1
1 + r2
)s+1− k
2
rdr
=
(2π)1+
b
2
Γ
(
b
2
)
.
√|L∨/L| 1s− k2 .
Let
a(m) =
−c(m).Γ(1 + b
2
).
√|L∨/L|
2.(2π)1+
b
2
. (5.3.2)
Then
a(m).
∫
LR,1
hs(λ)dµ∞(λ) =
Γ(1 + b
2
)
2.Γ( b
2
)
−c(m)
s− k
2
=
b
4
−c(m)
s− k
2
yielding the equality
Rx(s,m) = g(s)
∑
√
mλ∈L
Q(λ)=1
hs(λ)− 4a(m)
b
∫
LR,1
hs(λ)dµ∞(λ).
Proposition 5.3.4. There exists C > 0, such that for every s ∈]k
2
,+∞[ and for every
m ∈ Z>0 we have ∣∣∣∣∣∣∣∣
1
a(m)
∑
√
mλ∈L
Q(λ)=1
hs(λ)−
∫
LR,1
hs(λ)dµ∞(λ)
∣∣∣∣∣∣∣∣ ≤ C,
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where a(m) is defined by Equation (5.3.2).
Proof. When s > k/2, both the terms of the left hand side of the displayed equation
in the above proposition converge. Moreover, with fixed (or growing) s, both terms are
absolutely bounded independent of m. The content of the proposition is to prove that as
s approaches k/2, the left hand side of the equation remains absolutely bounded.
To show this, we partition λ according to the value of Q(λx). We write:
1
a(m)
∑
√
mλ∈L
Q(λ)=1
hs(λ)−
∫
LR,1
hs(λ)dµ∞(λ)
=
1
a(m)
∑
N≥0
∑
√
mλ∈L
−Q(λx)∈[N,N+1[
Q(λ)=1
hs(λ)−
∫
−Q(λx)∈[N,N+1[)
hs(λ)dµ∞(λ)
=
∑
N≥0
 1a(m)
∑
√
mλ∈L
−Q(λx)∈[N,N+1[
Q(λ)=1
1
N s−1+k/2
− µ∞(ΩN) 1
N s−1+k/2

+
∑
√
mλ∈L
−Q(λx)∈[N,N+1[
Q(λ)=1
(
hs(λ)− 1
(1 +N)s−1+
k
2
)
−
∫
−Q(λx)∈[N,N+1[)
(
hs(λ)− 1
(1 +N)s−1+
k
2
)
dµ∞(λ)
=
∑
N≥0
(
FmΩ≤N − µ∞(Ω≤N )
)
(
1
(1 +N)s−1+
k
2
− 1
(2 +N)s−1+
k
2
)
+
1
a(m)
∑
√
mλ∈L
−Q(λx)∈[N,N+1[
Q(λ)=1
(
hs(λ)− 1
(1 +N)s−1+
k
2
)
−
∫
−Q(λx)∈[N,N+1[)
(
hs(λ)− 1
(1 +N)s−1+
k
2
)
dµ∞(λ),
where for N ≥ 0, we denote Ω≤N = {λ ∈ LR,1,−Q(λx) ∈ [0, N [} and FmΩN = 1a(m) |{λ ∈
ΩN ,
√
mλ ∈ L}|.
By Proposition 5.3.5 below, there exists A > 1 such that∣∣∣FmΩ≤N − µ∞(Ω≤N )∣∣∣≪ N b2 (logN)−A. (5.3.3)
and also
FmΩ≤N ≪ N
b
2 .
Hence ∣∣∣∣bRx(s,m)4a(m)
∣∣∣∣≪∑
N≥0
N
b
2 (logN)−A
(
1
(1 +N)s−1+
k
2
− 1
(2 +N)s−1+
k
2
)
+
(
FmΩN + µ∞(ΩN )
)( 1
(1 +N)s−1+
k
2
− 1
(2 +N)s−1+
k
2
)
≪
∑
N≥0
(
1
N(logN)A
+
2
N2
)
.
Hence the result. 
27
Proposition 5.3.5. Let A > 1 be a positive real number. For any m ∈ Z>0, T > 0, we
have
|FmΩ≤T − µ∞(Ω≤T )| ≪ µ∞(Ω≤T )(logµ∞(Ω≤T ))−A,
where Ω≤N = {λ ∈ LR,1,−Q(λx) ∈ [0, N [}.
Proof. We have
FmΩ≤T =
1
a(m)
|{λ ∈ L : Q(λ) = m; −Q(λx) ∈ [0, mT ]}|.
That is, a(m) · FmΩ≤T counts the number of lattice points in λ ∈ L such that Q(λ) = m
and such that λ belongs to the homogeneously expanding bounded region
√
mT · {λ ∈ LR : 0 < −Q(λx) < 1, 0 < Q(λx⊥) < 2}.
In [Nie10, Theorem 3.6], Niedermowwe estimates the number of lattice points with fixed
norm in homogenously expanding rectangular regions. His proof carries over without
change for our region, yielding the following estimate:
a(m)FmΩ≤T = a(m)µ∞(Ω≤T ) +OA((mT )
b/2(logT )−A),
for any positive number A. The proposition follows from dividing by a(m) since we have
a(m) ≍ mb/2 and µ∞(Ω≤T ) ≍ T b/2. 
To summarize, so far we have obtained the expression for the Green function
φm(x) = Rx
(
k
2
, m
)
+ φ˜m(x,
k
2
).
We are left to estimate the growth of the second term as m→∞. Notice that we cannot
apply general equidistribution results because the function
λ 7→
(
1
1−Q(λx)
)k
G
(
k
2
,
1
1−Q(λx)
)
has a logarithmic singularity along {λ ∈ LR,1, x ∈ λ⊥}. We will hence divide the sum into
two terms and estimate each term separately. Let 1 ≥ η > 0 be a positive real number
and let:
φ˜≤ηm (x) =
4
b
∑
√
mλ∈L
Q(λ)=1,|Q(λx)|≤η
(
1
1−Q(λx)
)k
.G
(
k
2
,
1
1−Q(λx)
)
(5.3.4)
and
φ˜>ηm (x) = φ˜m(x,
k
2
)− φ˜≤ηm (x)
By reasoning as in the proof of Proposition 5.3.4, one can prove that
φ˜>ηm (x) = Oη(c(m)).
For the term (5.3.4), we have:
φ˜≤ηm (x,
k
2
) =
4
b
∑
√
mλ∈L
Q(λ)=1,|Q(λx)|<η
(
1
1−Q(λx)
)k
.G
(
k
2
,
1
1−Q(λx)
)
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Notice that:
G
(
k
2
, z
)
=
∑
n≥1
b
2
n + b
2
zn−1.
Thus we can find C > 0 such that for every z ∈ [1
2
, 1[
|zk.G
(
k
2
, z
)
+
b
2
log(1− z)| ≤ C
Hence,
φ˜≤ηm (x) = −2
∑
√
mλ∈L
Q(λ)=1,|Q(λx)|≤η
log
(
1− 1
1−Q(λx)
)
+O(c(m))
= −2
∑
√
mλ∈L
Q(λ)=1
|Q(λx)|≤η
log(|Q(λx)|) +O(c(m))
The last equality holds because λ 7→ log(1 − Q(λx)) is bounded for Q(λx) ∈ [−1, 0] and
the equidistribution result of Proposition 5.3.5 yields that
|{λ ∈ LR,1, |Q(λx)| < η and
√
mλ ∈ L} = O(|c(m)|).
Finally,
φm(x) = −2
∑
√
mλ∈L
Q(λ)=1
|Q(λx)|≤η
log(Q(λx)) +O(c(m)).
In particular, for η = 1, we get prove Proposition 4.1.3. 
Before ending this subsection, let us state a direct consequence of the above estimates.
Part (i) will be used in the following subsections to finish the estimate of archimedean
contribution. Part (ii) will be used in the estimate of the finite contribution.
Lemma 5.3.6. (i) For every integer m > 0, we have
A(m)≪ mb/2 logm.
(ii) If P is a place of K then for every m > 0 and z ∈ Z(m)(FP), we have
(Y .Z(m))z ≪ mb/2 logm.
Proof. For every integer m > 0, we have by Equation (4.1.1)
hẐ(m)(Y) =
∑
P
(Y .Z(m))P log |OK/P|+
∑
σ:K →֒C
Φm(Yσ)
|Aut(Yσ)| ,
Combining Proposition 4.1.1, Proposition 4.1.2 and Proposition 4.1.3, we get from the
above equation
A(m) +
∑
P
∑
z∈Z(m)(FP)
(Y .Z(m))z
|Aut(z)| log |OK/P| ≍ m
b/2 logm.
Since all the terms are positive numbers, the result of the lemma follows. 
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5.4. On the number of representations of quadratic forms. Developing a new
form of the circle method, Heath-Brown [HB96] proves a number of results pertaining
to the representation of integers by quadratic forms. The purpose of this subsection is
to describe the setup used in [HB96], and recall those results necessary for us in the
sequel. We do not entirely keep the notations of [HB96] since we will only be concerned
with homogeneous quadratic forms, which allows us to make certain simplifications in
the notation.
Let F (x1, . . . , xn) be a non-singular quadratic form in n ≥ 5 variables. A function
ω : Rn → C is said to be a smooth weight function if it is infinitely differentiable of
compact support. Given a set S of parameters, Heath-Brown define a set of weight
functions C(S) in [HB96, §2]. Moreover, the following facts are noted.
(1) A function ω(n)0 (x), with compact support in [−1, 1]n, is constructed and observed
to belong to C(n).
(2) Let M be an invertible n × n matrix, such that the coefficients of both M and
M−1 are bounded in absolute value by K. If ω is a weight function belonging to
C(S), then ω(Mx) belongs to C(S,K).
The reason for introducing the set C(S) is the following. For the quadratic form F fixed
as above, an integer m 6= 0, and a weight function ω ∈ C(S) for some set of parameters
S, we define
N(F,m, ω) :=
∑
x∈Zn
F (x)=m
ω
( x√
m
)
.
The quantity N(F,m, ω) then is a weighted sum of representations of m by F , where the
coordinates of these representations are bounded by
√
m, since ω has compact support.
Then [HB96] gives asymptotics for the size of N(F,m, ω), where the error term only
depends on S.
More precisely, define the singular integral by21
µ∞(F, ω) := lim
ǫ→0
1
2ǫ
∫
|F (x)−1|≤ǫ
ω(x)dx.
Recall the Siegel mass at p of the quadratic form F given by
µp(F,m) := lim
k→∞
1
p(n−1)k
|{x (mod pk) : F (x) ≡ m (mod pk)}|
and define the singular series by
µ(F,m) :=
∏
p
µp(F,m).
In our situation with n ≥ 5, the singular series always converges absolutely, see also for
instance, [Iwa97, §11.5]. Now [HB96, Theorem 4] states the following.
Theorem 5.4.1. Let notation be as above, and let ω ∈ C(S) be a weight function for
some set of parameters S. Then
N(F,m, ω) = µ∞(F, ω)µ(F,m)mn/2−1 +OF,S,ǫ
(
m(n−1)/4+ǫ
)
.
Note in particular that the error term depends only on F and S, and not on the specific
weight function ω or on m.
We also recall a corollary of the above theorem for positive definite quadratic forms,
which will be used in §7.
21As explained on [HB96, p.154-155], for weight functions ω ∈ C(S), this limit exists.
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Corollary 5.4.2 ([HB96, Corollary 1]). Let notation be as above and assume further that
F is positive definite. Then
|{x ∈ Zn : F (x) = m}| = µ∞(F, 1)µ(F,m)mn/2−1 +OF,ǫ(m(n−1)/4+ǫ).
6. Proof of Theorem 4.1.4
We keep the notations from previous sections, namely (L,Q) is a quadratic lattice of
signature (b, 2). We are given a point x in the Shimura variety M(C) and choose a 2-
dimensional plane P ⊂ V in the period domain DL which projects to x. The restriction of
Q to P is then negative definite. Let P⊥ denotes the orthogonal complement of P . Then
P⊥ is a b-dimensional real space to which the restriction of Q is positive definite. Given
a vector v ∈ LR, we let vx and vx⊥ denote the projections of v to P and P⊥, respectively.
For m ∈ Z>0, recall that we defined the quantity A(m) by
A(m) = −2
∑
√
mλ∈L
Q(λ)=1
|Q(λx)|≤1
log(|Q(λx)|) = 2
∑
λ∈L
Q(λ)=m
|Q(λx)|≤m
log
( m
Q(λx)
)
.
We decompose A(m) as the sum A(m) = Amt(m) + Aer(m), where we define the main
term Amt(m):
Amt(m) = 2
∑
λ∈L
Q(λ)=m
1≤|Q(λx)|≤m
log
( m
|Q(λx)|
)
,
and the error term Aer(m):
Aer(m) = 2
∑
λ∈L
Q(λ)=m
|Q(λx)|<1
log
( m
|Q(λx)|
)
= 2
∑
λ∈L
Q(λ)=m
Q(λx)<1
(
log(m) + | log(|Q(λx)|)|
)
.
In the next two subsections, we bound the two terms Amt(m) and Aer(m), respectively.
6.1. Bounding the main term using the circle method. In this section, we prove
the following proposition.
Proposition 6.1.1. We have
lim
m→∞
Amt(m)
mb/2 logm
= 0.
Proof. Fix a real number T > 1 and let m ∈ Z>0. We break up Amt(m) into two terms
A1(m) and A2(m): the first is the sum over those λ ∈ L such that |Q(λx)| ≥ m/T ,
and the second is the sum over those λ ∈ L such that |Q(λx)| < m/T , respectively.
While dealing with the term A1(m), we obtain a saving from the fact that the weight
log(m/Q(λx)) ≤ log T , whereas while dealing with the term A2(m) we obtain a saving
by showing below that the number of λ ∈ L satisfying |Q(λx)| < m/T is smaller than
mb/2/T .
First note that if λ ∈ L with Q(λ) = m and m/T ≤ |Q(λx)| ≤ m, then we have
log(
m
|Q(λx)|) ≤ log T.
Furthermore, by Proposition 5.3.5
|{λ ∈ L : Q(λ) = m,Q(λx) ≤ m}| ≪ mb/2.
Hence, we obtain the bound
A1(m)≪ mb/2 log T.
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We deal now with A2(m). First note that for λ ∈ L with 1 ≤ |Q(λx)| ≤ m, we have
the trivial bound log(m/|Q(λx)|) ≤ logm. We will need an estimate on the number of
elements λ ∈ L such that Q(λ) = m and 1 ≤ |Q(λx)| < m/T . By 5.3.5, we have
|{λ ∈ L,Q(λ) = m,−Q(λx) > m
T
}| ≪ m b2µ∞(U 1
T
) + oT (m
b2),
where UT = {λ ∈ LR,1,−Q(λx) < T}.
Taking into account Lemma 5.3.2, we get
A2(m)≪ (logm)
(m
T
) b
2
+ oT
(
m
b
2
)
,
and we obtain the following estimate on Amt(m) = A1(m) + A2(m):
Amt(m)≪ mb/2 log T +mb/2(logm)/T +OT,ǫ(m(b+1)/4+ǫ).
Letting m tend to infinity, we thus have
lim sup
m→∞
Amt(m)
mb/2 logm
≪ 1
T
.
Since this is true for every T , the proposition follows. 
6.2. Bounding the error term using the height bound. In this section, we prove
the following result.
Proposition 6.2.1. Let Sbad ⊂ N× the set of integers m such that
Aer(m) > m
b
2 . (6.2.1)
Then Sbad has logarithmic asymptotic density zero.
Proof. A crucial ingredient in the proof is the global height bound in Lemma 5.3.6 (i).
Since A(m) is a sum of the positive terms log(m/|Q(λx)|), note that each such term must
also satisfy the same bound as A(m).
Let ǫ ∈]0, 1[ and X > 1 and let Sbad,X =]X, 2X ] ∩ Sbad. Let C ≥ 1. We break up the
interval [C,Xb/2] into union of dyadic intervals ∪i∈I ]Zi, 2Zi] such that |I| = O(log(X)).
Define the three following subsets of ]X, 2X ].
(1) The set B1 of m such that
|{λ ∈ L,Q(λ) = m, |Q(λx)| < 1}| ≥ X b2−ǫ.
(2) The set B2 of m such that there exists at least one element λ ∈ L with Q(λ) = m
and − log(|Q(λx)|) ≥ X b2 .
(3) The set B3 of m for which there exists an index im such that
|{λ ∈ L,Q(λ) = m, |Q(λx)| ∈]Zim , 2Zim]}| ≥
X
b
2
−ǫ
Zim
.
Notice that if m does not belong to any of B1, B2, B3, then we can write
Aer(m) ≤ 2X b2−ǫ.(log(m) + C) + 2
∑
i
∑
λ∈L,Q(λ)=m
− log |Q(λx)|∈]Zi,2Zi]
(| log(|Q(λx)|)|)
≤ 2X b2−ǫ log(X) + 4
∑
i
X
b
2
−ǫ
Zi
.Zi
≤ 6X b2−ǫ log(X)
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One can thus find Xǫ > 1 such that for X > Xǫ, we have X
b
2
−ǫ log(X) < X
b
2 . Hence we
get Aer(m) ≤ m b2 . Hence, for X > Xǫ, Sbad,X is included in the union B1 ∪B2 ∪B3. We
will obtain upper bounds on the cardinality of B1, B2 and B3.
First, a geometry-of-numbers argument implies that there are at most O(Xb/2) elements
λ ∈ L such that X < Q(λ) ≤ 2X and |Q(λx)| < 1, since the volume of this region in LR
satisfies the same bound. It thus follows that
|B1| = Oǫ(Xǫ)
Let Y := |B2| ≥ 1 and for each m ∈ B2, let λ(m) be an element of L such that
Q(λ(m)) = m and − log(−Q(λ(m)x)) ≥ Xb/2−ǫ. By Lemma 6.2.2 below, we obtain a
nonzero integer vector λ in L such that − log(|Q(λx)|) ≫ Xb/2 and Q(λx⊥) ≪ X
Y
2
b
. Let
M = Q(λ), and note that M = Q(λx) + Q(λx⊥) ≪ XY 2/b . The global height bound from
Lemma 5.3.6 implies
X
b
2 ≪ − log(Q(λx))≪ A(M)≪M b2 logM ≪ X
b/2 log(X)
Y
.
Therefore, we obtain
|B2| ≪ log(X).
Finally, the set B3 is included in the union of the subsets B3(Z) formed by the elements
m ∈]X, 2X ] such that
|{λ ∈ L, Q(λ) = m, − log(−Q(λx)) ∈]Z, 2Z]}| ≥ X
b/2−ǫ
Z
.
Suppose that Y = |B3,Zi| ≥ 1 for some i ∈ I. Then there at least Y X
b
2−ǫ
Z
vectors λ ∈ L
such that Q(λ) ∈ [C, 2X ] and − log(−Q(λx)) ∈]Z, 2Z]. We use again Lemma 6.2.2 below
to construct an integral nonzero vector λ such that
− log(−Q(λx))≫ Z andQ(λx⊥)≪ǫ X
ǫZ
2
b
Y
2
b
.
Let M denote again Q(λ) and notice that M ≪ XǫZ2/b
Y 2/b
. The height bound from Lemma
5.3.6 implies that
Z ≪ − log(|Q(λx)|)≪ A(M)≪ M b/2 logM ≪ X
ǫZ
Y
.
Thus |B3(Z)| ≪ Xǫ. Summing over all Z yields
|B3| ≪ Xǫ logX.
Hence we conclude that log |Sbad,X | ≪ǫ ǫ logX. Thus lim sup log |Sbad,X |logX ≤ ǫ. This being
true for every ǫ > 0, we get the desired result. 
Theorem 4.1.4 follows immediately from Propositions 6.1.1 and 6.2.1.
Lemma 6.2.2. Suppose S is a set of N vectors v ∈ LR such that C ≤ Q(v) ≪ X
and |Q(vx)| < 1/eC. Then there exist two distinct vectors v and v′ in S such that
their difference w := v − v′ satisfies the following two properties: − log(Q(wx)) ≫
min
(− log(Q(vx)),− log(Q(v′x))) and −Q(wx⊥)≪ X/N2/b.
Proof. The first property is immediate and is satisfied for every pair v and v′. Indeed, we
have wx = vx − v′x and using the triangle inequality, it follows that
Q(wx)
1/2 ≪ max(Q(vx)1/2, Q(v′x)1/2) < 1,
since C ≥ 1. Hence the first claim.
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To obtain the second claim, remark that if v 6= v′ then vx⊥ 6= v′x⊥ since otherwise
Q(v − v′) ∈]0, 1[ and v − v′ ∈ L. Thus, by considering the projections vx⊥ for v ∈ S,
we obtain N vectors in the b-dimensional real vector space P⊥. Let 2T be the smallest
distance between vy for v ∈ S, where distance is taken with respect to the positive definite
form Q on P⊥. Then the N balls of radii T around the points vx⊥ are disjoint, and all
lie within the ball of radius 2
√
X around the origin. By compacting volumes, we obtain
NT b ≪ Xb/2,
from which it follows that T ≪ X 12/N 1b . Therefore, there exist two points v and v′ in S
such that
−Q(vx⊥ − v′x⊥) ≤ T 2 ≪ X/N2/b,
concluding the proof of the lemma. 
7. Bounding the contribution from a finite place with good reduction
In this section, we prove Theorem 4.1.5 (recalled below), which controls the finite
contribution in the height formula (4.1.1) at a fixed finite place P of the number field K.
We keep the notations from the beginning of §4, namely M is the integral model over
Z of the GSpin Shimura variety associated to an even maximal quadratic lattice (L,Q)
with signature (b, 2), b ≥ 3; Y is an OK-point in M such that YK is Hodge generic;
Z(m) denotes the special divisor over Z associated to an integer m ∈ Z>0 and defined in
§2.5. The intersection multiplicity (Y ,Z(m))P is defined in (4.1.2) and A is the Kuga–
Satake abelian scheme over OK associated to Y . Let A denote AK . The Hodge generic
assumption implies that the lattice of special endomorphisms V (AK), see §2.5, is reduced
to {0}. Let p be the characteristic of the residue field FP and let e denote the ramification
index of P in K.
Theorem (Theorem 4.1.5). Let D ∈ Z≥1. For X ∈ Z>0, let SD,X denote the set
{m ∈ Z<0 | X < m < 2X, |m/D| ∈ Z ∩ (Q×)2}.
Then we have ∑
m∈SD,X
(Y .Z(m))P = o(X b+12 logX).
7.1. The lattices of special endomorphisms. Let KP denote the completion of K at
P; let KnrP denote a maximal unramified extension of KP and let OnrP denote its ring of
integers.
For every n ∈ Z≥1, let Ln denote the lattice of special endomorphisms V (AOnr
P
/Pn). By
definition, Ln+1 ⊂ Ln for all n. Since YK is Hodge-generic, then ∩∞n=1Ln = {0}. Recall
from §2.5, all Ln are equipped with compatible positive definite quadratic forms Q given
by v ◦ v = Q(v) · IdA mod Pn for any v ∈ Ln.
The following lemma is a direct consequence of the moduli interpretation of Z(m) in
§2.5.22
Lemma 7.1.1. The local intersection number is given by
(Y .Z(m))P = 1|Aut(YP)|
∞∑
n=1
|{v ∈ Ln | Q(v) = m}|.
Note that the right hand side above is indeed a finite sum since there are only finitely
many vectors v in L1 with Q(v) = m and for each vector v, there exists nv ∈ Z>0 such
that v /∈ Lnv ; hence for n ≥ max{nv}, we have {v ∈ Ln | Q(v) = m} = ∅.
22See for instance [Con04, Theorems 4.1, 5.1] for similar formulas.
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Proof. Let 1Ln : L1 → {0, 1} denote the characteristic function of Ln. We may view every
FP-point in Y ×M Z(m) as an element in L1, then by (4.1.2),
(Y .Z(m))P =
∑
v∈Y×MZ(m)(FP
1
|Aut(v)|
∞∑
n=1
1Ln(v) =
∞∑
n=1
∑
v∈Ln,Q(v)=m
1
|Aut(YP)|
,
where for the last equality, we exchange two summations and note that number of iso-
morphism classes of v ∈ Ln with Q(v) = m weighted by 1|Aut(v)| is the same as
|{v ∈ Ln | Q(v) = m}|
|Aut(YP)|
.

The following proposition generalizes [ST19, Thm. 4.1.1, Lem. 4.1.3, Lem. 4.3.2].
Proposition 7.1.2. Let Λ denote the Zp-lattice of special endomorphisms of the p-
divisible group A[p∞] over OnrP (see Definition 2.5.2). Then the rank of Ln is at most
b + 2 and the rank of Λ is at most b. Moreover, there exists a constant n0 such that for
n′0 ≥ n0
Ln′0+ke = (Λ + p
kLn′0) ∩ Ln0 .
In particular, the rank of Ln is independent of n and we denote it by r.
Proof. For the claim on ranks, by [AGHMP18, Lemma 4.5.2], we reduce to the case when
L is self-dual at p. In this case, by the Dieudonné theory, Ln⊗ZZp ⊂ L1⊗ZZp ⊂ Vϕ=1cris,Y
P
,
which is a Zp-lattice of rank at most b + 2. Hence rankZ Ln ≤ b + 2. For rankZp Λ, as
in [ST19, Lemma 4.3.2], we make use of the filtration on VdR,Y . By the Grothendieck–
Messing theory, Λ ⊂ F0VdR,YKnr∩Vϕ=1cris,Y
P
so rankZp Λ ≤ b+1 and the equality holds if and
only if F0VdR,YKnr = spanKnr Λ. If so, since Λ ⊂ Vϕ=1cris,Y
P
, then spanKnr Λ admits trivial
filtration by Mazur’s weak admissibility theorem. Thus, it contradicts with F1VdR,YKnr 6=
0. We conclude that rankZp Λ ≤ b.
As in [ST19, Lemma 4.1.3], by the Serre–Tate theory,
∩∞n=1(Ln ⊗ Zp) = EndC(L)(A[p∞]OnrP ) ∩ (L1 ⊗ Zp) = Λ.
For the last equality, by [AGHMP18, Lemma 4.5.2], we reduce to the self-dual case.
Then by Definition 2.5.2, a C(L)-endomorphism of a p-divisible group is special if its
crystalline realization lies in Vcris,Y
P
, which by Dieudonné theory, is equivalent to that it
lies in L1 ⊗ Zp.
By [MP16, Lemma 5.9], [AGHMP18, [Lemma 4.5.2] and the Néron mapping prop-
erty, an endomorphism of AOnr
P
/Pn is special if and only if its induced endomorphism in
End(AFP) is special. Therefore, a vector v ∈ L1 lies in Ln if and only if v deforms to an
endomorphism of AOnr
P
/Pn . Then the rest of the argument is the same as in the proof of
[ST19, Theorem 4.1.1]. 
We now define the succesive minima of a lattice following [EK95], and discuss the
asymptotics of the successive minima of Ln.
Definition 7.1.3. (1) For i ∈ {1, · · · , r}, the successive minima µi(n) of Ln is defined
as:
inf{y ∈ R>0 : ∃v1, · · · , vi ∈ Ln linearly independent, and Q(vj) ≤ y2, 1 ≤ j ≤ i}.
(2) For n ∈ Z≥1, 1 ≤ i ≤ r, define ai(n) =
∏i
j=1 µj(n); define a0(n) = 1.
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Corollary 7.1.4. Suppose that r = b+ 2. Then ab+1(n)≫ pn/e and ab+2(n)≫ p2n/e.
Proof. By Proposition 7.1.2, [L1 : Ln] ≫ p 2ne and thus Disc(Ln) 12 ≫ p 2ne . By [EK95,
Equations (5),(6)] this implies that ab+2(n)≫ p 2ne as required.
By Proposition 7.1.2, µi(n) ≪ pne µi(n0) ≪ pne . By definition, ab+1(n) = ab+2(n)µb+2(n) and
thus ab+1(n)≫ pne . 
Lemma 7.1.5. For every ǫ > 0, we have a1(n)≫ǫ n 1b+ǫ . Moreover, ai(n)≫ǫ n ib+ǫ .
Proof. Let ǫ > 0. By Lemma 5.3.6(ii), we have
(Y .Z(m))P ≪ mb/2 logm≪ǫ m b+ǫ2 . (7.1.1)
Let w0 ∈ Ln denote a vector such that Q(w0) = a1(n)2. By taking m = a1(n)2 in
(7.1.1), we get
a1(n)
b+ǫ ≫ǫ (Y .Z(a1(n)2))P ≫ n,
where the last inequality follows from Lemma 7.1.1 and the observation that w0 ∈ Lk for
all k ≤ n.
The second assertion follows directly from the first assertion one ai(n) ≥ a1(n)i. 
7.2. Proof of Theorem 4.1.5. We first introduce some notations. For any positive
integers a < b and D,X as in Theorem 4.1.5, define
Na,b(D) =
b∑
n=a
|{v ∈ Ln : Q(v) ∈ SD,X}|.
It is known that rankLn = b + 2 if and only if Y has supersingular reduction at P.23
For primes P modulo which Y does not have supersingular reduction, Proposition 7.2.1
(1) below bounds the finite contribution as desired via a geometry-of-numbers argument
as in [ST19, §§4.2, 4.3].
In case P is a prime of supersingular reduction, then N1,∞ is split as N1,⌊ e
4
logpX⌋ +
N⌈ e
4
logpX⌉,∞. The same method applies to bound the term N⌈ e4 logpX⌉,∞(D), see Proposi-
tion 7.2.1 (2)). For the second term, we will use Corollary 5.4.2.
Proposition 7.2.1. (1) If r = rankLn ≤ b+ 1, then
∞∑
n=1
|{v ∈ Ln\{0} : Q(v) < X}| = O(X b+12 ).
(2) If r = b+ 2, then
∞∑
n=⌈ e
4
logpX⌉
|{v ∈ Ln\{0} : Q(v) < X} = O(X b+12 ).
Proof. Let ǫ ∈]0, 1[. By Lemma 7.1.5, there exists a constant C0,ǫ such that a1(n) ≥
C0,ǫn
1/(b+ǫ). Let C1,ǫ = C
−(b+ǫ)
0,ǫ . If n > (X
1/2C−10,ǫ )
b+ǫ = C1,ǫX
b+ǫ
2 , then a1(n) > X1/2 and
hence
{v ∈ Ln\{0} : Q(v) < X} = ∅.
23Indeed, rankLn = b + 2 if and only if the Frobenius ϕ is isoclinic on Vcris,Y
P
. The later claim is
equivalent to that YP lies in the basic (i.e., supersingular) locus in MP. Note that we do not need this
fact in the proof of Theorem 4.1.5.
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Therefore, for (1), we have
∞∑
n=1
|{v ∈ Ln\{0} : Q(v) < X}| =
C1,ǫX
b+ǫ
2∑
n=1
|{v ∈ Ln\{0} : Q(v) < X}|
(i)≪
C1,ǫX
b+ǫ
2∑
n=1
r∑
i=0
X
i
2
ai(n)
(ii)≪ǫ
C1,ǫX
b+ǫ
2∑
n=1
r∑
i=0
X
i
2
ni/(b+ǫ)
=
r∑
i=0
C1,ǫX
b+ǫ
2∑
n=1
X i/2
ni/(b+ǫ)
,
where (i) follows from [EK95, Lemma 2.4, Equations (5),(6)],24 and (ii) follows from
Lemma 7.1.5. For 0 ≤ i ≤ b, note that
C1,ǫX
b+ǫ
2∑
n=1
X
i
2
ni/(b+ǫ)
≪ǫ X i2 · (X b+ǫ2 )1− ib+ǫ = O(X b+ǫ2 ).
For i = b+ 1, since
∑∞
n=1 n
−(b+1)/(b+ǫ) converges, we have
C1,ǫX
b+ǫ
2∑
n=1
X
i
2
ni/(b+ǫ)
= Oǫ(X
b+1
2 ).
For (2), similarly, we have that the left hand side is bounded by
C1,ǫX
b+ǫ
2∑
n=⌈ e
4
logpX⌉
X(b+2)/2
ab+2(n)
+
b+1∑
i=0
C1,ǫX
b+ǫ
2∑
n=⌈ e
4
logpX⌉
X
i
2
ni/(b+ǫ)
.
As in (1), the second term is Oǫ(X
b+1
2 ). For the first term, by Corollary 7.1.4, we have
ab+2(n)≫ p 2ne . Since the series
∑∞
n=1
1
p2n/e
converges and pn/e ≥ X1/4, then the first term
is bounded by X
b+2
2√
X
= X
b+1
2 , hence the result.

Remark 7.2.2. In order to prove Theorem 1.4.1, we do not have to restrict ourselves to
sets like SD,X and can sum over all m. The bounds that Proposition 7.2.1 yields are
therefore sufficient, even in the case when P is a prime of supersingular reduction.
We are now ready to finish the proof of Theorem 4.1.5.
Proof of Theorem 4.1.5. By Proposition 7.2.1(1), we may restrict ourselves to the case
where the rank of Ln is equal to b+ 2. By Proposition 7.2.1(2), it suffices to prove that
N1,⌊ e
4
logX⌋(D) = o(X
b+1
2 logX).
To that end, let T ≥ 1 be an integer and let m be an integer satisfying X ≤ m ≤ 2X.
For brevity, let
N1(m) = |{v ∈ L1 : Q(v) = m}|, NT (m) = |{v ∈ LeT : Q(v) = m}|.
24The authors refer to [Sch68] for a proof of their Lemma 2.4
37
Then we have the trivial bound
⌊ e
4
logpX⌋∑
n=1
|{v ∈ Ln : Q(v) = m}| =
eT∑
n=1
|{v ∈ Ln : Q(v) = m}|+
⌊ e
4
logpX⌋∑
n=eT+1
|{v ∈ Ln : Q(v) = m}|
(7.2.1)
≤ eTN1(m) + e
4
NT (m) logpX. (7.2.2)
By Corollary 5.4.2, eTN1(m)≪ eTmb/2 ≪ eTXb/2 and
NT (m) = µ∞(QT )µ(QT , m)mb/2 +OT,ǫ(m(b+1)/4+ǫ),
where QT is the positive definite quadratic form on LeT . By Lemma 7.2.3 below,
µ∞(QT )µ(QT , m)≪ p−T ,
and so we obtain
NT (m)≪ p−Tmb/2 +OT,ǫ(m(b+1)/4+ǫ).
Therefore, by summing (7.2.1) overm ∈ SD,X and by the above bounds onN1(m),NT (m),
we have
N1,⌊e logpX⌋(D)
X
b+1
2 logX
≪ eT
logX
+ p−T +
OT,ǫ(X
(b+3)/4+ǫ)
X
b+1
2 logX
.
Therefore,
lim sup
X→∞
A1,⌊e logpX⌋(D)
X
b+1
2 logX
≪ p−T
As the above inequality is true for every value of T , we have
A1,⌊e logpX⌋(D) = o(X
b+1
2 logX),
whence the theorem follows. 
Lemma 7.2.3. For T ≥ 1 and p as above, the following estimate holds
µ∞(QT )µ(QT , m)≪ p−T .
Proof. The definition of µ∞(QT ) in [HB96, Corollary 1] yields that µ∞(QT ) = Disc(QT )−1/2
and by Corollary 7.1.4, Disc(QT )−1/2 ≪ p−T . Note that µ(QT , m) =
∏
ℓ µℓ(QT , m). We
have Ln ⊗ Zℓ = L1 ⊗ Zℓ for every ℓ 6= p, whence
∏
ℓ 6=p µℓ(QT , m) is absolutely bounded
from above, independent of T . It therefore suffices to treat the quantity µp(QT ). For
brevity, we only treat the case when p 6= 2 – the proof when p = 2 is entirely analogous
and the only difference is that we must take more cases into account.
Notations are as in §5.1. For simplicity, we use the naive trivial bound that for all
n ≥ 3 (here we take 3 to include the p = 2 case), µgoodp (m,n) = µgoodp (m, 3) ≤ p3. By
[Han04, pp.359-360], we have
µp,QT (m,n) = µ
good
p,QT
(m,n) + p2−rµp,QT
(
m
p2
, n− 2
)
+ p1−s0µp,QIT
(
m
p
, n− 1
)
+ p2−s0−s1µv2 6=0 mod p
p,QIIT
(
m
p2
, n− 2
)
,
where QIT , Q
II
T are the new quadratic forms defined in loc. cit.. Note that by [Han04,
Lemma 3.4], for the last term, it takes at most ⌊max{νj}/2⌋ steps and possibly one more
step from bad I type to good type, so by the trivial bound on µgoodp , we have
µp,QT (m,n) ≤ p−bµp,QT
(
m
p2
, n− 2
)
+ 3p4+max νj .
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Now we can argue by induction on valp(m) that µp,QT (m,n)≪ p4+max νj . Therefore
µ∞(Q′T )µ(Q
′
T , m)≪ p−T .

8. Applications: Picard rank jumps and exceptional isogenies
In this section, we will elaborate on a number of applications, set our results in context
with past work of Charles [Cha18] and Shankar-Tang [ST19] that deals with Shimura
varieties associated to quadratic lattices of signature (2, 2), and then turn to the case of
K3 surfaces and prove Corollary 1.1.1.
8.1. Picard rank jumps in families of K3 surfaces and rational curves. For
background on K3 surfaces, we refer to [Huy16]. Let X be a K3 surface over a number
field K and, up to taking a finite extension of K, assume that Pic(XK) = Pic(X). For
any embedding σ : K → C, the Z-module H2(Xanσ ,Z) endowed with the intersection
form given by Poincaré duality is an unimodular even lattice of signature (3, 19). The
first Chern class map
c1 : Pic(X)→ H2(Xanσ ,Z)
is a primitve embedding and by the Hodge index theorem, Pic(X) has signature (1, ρ(X)−
1), where ρ is the Picard rank of X. Let (L,Q) be the maximal orthogonal lattice to
Pic(X) in H2(Xanσ ,Q). Then (L,Q) is an even lattice whose genus is independent of
σ as an abstract lattice and has signature (b, 2) where b = 20 − ρ(X). Let M be the
GSpin Shimura variety associated to (L,Q). Then X defines a K-point x ∈ M(K).
Let P be a place of K, ℓ > 0 a prime different from the residual characteristic of P
and let Vℓ be the ℓ-adic local system constructed in 2.4. By the Tate conjecture for K3
surfaces, now a theorem by the work of Charles [Cha13], Maulik [Mau14], Madapusi-Pera
[MP15] and Nygaard-Ogus [NO85], and the Mumford-Tate conjecture for K3 surfaces,
see [Tan90, Tan95]the orthogonal of the image of the map
spP : Pic(XK)⊗Qℓ → Pic(XP)⊗Qℓ,
is equal to the union of the invariants VUℓ,x where U ⊂ Gal(K/K) is a finite index subgroup.
We refer to the proof of the Theorem 1, page 8 in [Cha14] for further details.
Proof of Corollary 1.1.1. Since X has potentially good reduction everywhere, by [And96,
Lemma 9.3.1], the corresponding Kuga–Satake abelian variety has potentially good re-
duction everywhere. Then by Proposition 2.4.1(4), X gives to an OK-point x of M. It
is Hodge-generic by construction of the Shimura varietyM and by Lefschetz theorem on
(1, 1) classes. By theorem 1.4.1, there exists infinitely many places P of K, such that
the geometric fiber XP of the reduction of X at P contains a Tate class. Hence by our
above discussion the specialization map spP is not surjective and this proves Corollary
1.1.1. 
Proof of Corollary 1.2.2. Let X be a K3 surface defined over a number field which has
potentially everywhere good reduction. Then by Theorem 1.1.1, X has infinitely many
specializations where the geometric Picard rank jumps. If X has only fintely many uni-
rationl specializations, then we can apply the strategy of [LL12] to conclude. Otherwise,
there is one specialization of residual charactertic different from 2 and 3 and which is
supersingular, hence admits an elliptic firation by the Tate conjecture. By [Tay18b], such
specialization admits geometrically infinitely many rational curves and we conclude by
Proposition 5.1 in [CGL19]. 
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8.2. Kuga–Satake abelian varieties. Via the exceptional isomorphism between GSp4
and GSpin(V ) with b = 3, as in [KR00], the moduli space S2 of principally polarized
abelian surfaces25 is a GSpin Shimura variety. In this case, let B be a principally polarized
abelian surface; then as in [KR00], the special endomorphisms are s ∈ End(B) such that
s† = s and tr s = 0, where † denotes the Rosati involution. Indeed, let A denote the Kuga–
Satake abelian variety (of dimension 22+3−1 = 16) at the point [B] ∈ S2 and A = A+×A−
given in §2.2; Kudla and Rapoport gave a moduli interpretation of special divisors by
defining special endomorphisms to be s ∈ EndC+(L)(A+) such that s† = s and tr s = 0
(see [KR00, §1, Definition 2.1]). By [KR00, §1], we have C+(V ) ∼= M4(Q) and hence A+
is isogenous to B4; moreover, the special endomorphisms induces sB ∈ End(B)⊗Q such
that s†B = sB and tr sB = 0.
The Kudla–Rapoport version of special endomorphisms allows us to deduce Theo-
rem 1.3.1 from Theorem 2.6.1. We now work with the general setting as in Assump-
tion 1.3.2 since the argument is the same. Recall that b = 2n − 1 for n ∈ Z>0, and
we assume that C+(V ) ∼= M2n(Q), then A+ is isogenous to B2n , where B is an abelian
variety with dimB = 2n. By [vG08, §5.2], if [A] is a Hodge generic point in M, then
End(A+
K¯
)⊗Q = C+(V ) and in particular, End(BK¯) = Z and B is geometrically simple.
In order to translate a special endomorphism of the Kuga–Satake abelian variety A to
a special endomorphism of A+, we choose an element δ0 ∈ Z(C(L)) ∩ C(L)− such that
δ∗0 = δ0, where Z(C(L)) denote the center of C(L) and (−)∗ denote the unique involution
on C(V ) which acts trivially on V (see for instance [AGHMP17, §2.1] for a concrete
definition). Indeed, let e1, . . . , eb+2 ∈ L be a basis of V such that Q(v) = d1x21 + · · · +
db+2x
2
b+2 for v = x1e1+· · ·+xb+2eb+2. Since b ≡ 3 mod 4, we may take δ0 = e1 · · · eb+2 and
note that δ20 =
∏b+2
i=1 di. Via the usual C(L)-action on A, the element δ0 ∈ C(L)− induces
an endomorphism δ0 : A− → A+ and hence for any special endomorphism v ∈ EndC(L)(A)
defined in §2.5, since v : A+ → A− and δ0 ∈ Z(C(L)), we have s := δ0◦v ∈ EndC+(L)(A+).
Since C+(V ) ∼= M2n(Q) and A+ is isogenous to B2n , then we obtain sB ∈ End(B) ⊗ Q.
Since s is not a scalar multiplication on A+, then sB is not a scalar multiplication on B.
Proof of Theorem 1.3.1 and Theorem 1.3.3. Notation as above, let D =
∏b+2
i=1 di. By
Corollary 5.1.7, without loss of generality, we may multiple D by a square number such
that D is representable by (L,Q). For a finite place P, if v is a special endomorphism
of AP such that v ◦ v = Dm2, then δ0 ◦ v induces a quasi-endomorphism sB on BP
such that sB ◦ sB = Q(δ)Q(v) = D2m2. Since sB is not a scalar multiplication, then
ker(sB −Dm IdBP) is a non-trivial simple factor of BP and hence BP is non simple. We
conclude by Theorem 2.6.1 that there are infinitely many such P. 
Via the algorithm in the proof of [vG00, Thm. 7.7], here is an example when C+(V ) =
M2n(Q): assume b ≡ 3 mod 8, consider Q(x) = −x21 − x22 +
∑b+1
i=3 x
2
i + dx
2
b+2.
8.3. Abelian varieties parametrized by unitary Shimura varieties. We recall the
moduli interpretation of the Shimura variety Mr,1 attached to GU(r, 1) following [KR14,
§2] (see also [BHK+17, §2.2]). Recall that E is an imaginary quadratic field. Consider the
moduli problem which associating to a locally noetherian OE-scheme S the groupoid of
triples (B, ι, λ), where B is an abelian scheme over S, ι : OE → EndS(B), and λ : B → B∨
is a principal polarization such that
(1) ι(a)† = ι(aσ), where † is the Rosati involution and σ is the non-trivial element in
Gal(E/Q); and
25They do not need the polarization degree to be one; here we work with the principally polarized case
for simplicity. Indeed, to prove Theorem 1.3.1, we may enlarge K and work with a principally polarized
abelian surface isogenous to the one in question.
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(2) ι(a) acts on LieA with characteristic polynomial (T − ϕ(a))r(T − ϕ(a)σ), where
ϕ : OE → S is the structure morphism.
This moduli space is a Deligne–Mumford stack whose complex points form a unitary
Shimura variety. The abelian variety A in Corollary 1.3.4 gives a point on Mr,1.
As in [Hof14, §§4,6], the Shimura variety Mr,1 admits a natural finite morphism to the
GSpin Shimura variety M with b = 2r such that the special divisors on the former are
the pull back of special divisors on the later. In order to deduce Corollary 1.3.4 from
Theorem 1.4.1, we describe Hofmann’s result in motivic language.
Pick an auxillary elliptic curve A0 over an extension of OE auch that OE ⊂ End(A0)
such that the action of OE on LieA0 is via the structure morphism. Consider the Z-
motive HomOE(H
1
? (A0), H
1
? (A)), ? = B, dR, (ℓ, ét), viewed as a absolute Hodge motive.
This motive is a K3 type motive discussed in §2.2 and gives a point in GSpin Shimura
variety M with b = 2r. Indeed, pick an embedding of the definition fields of A0, A into
C and consider the Betti realization. The OE-action on A induces an E-vector space
structure on H1B(A,Q) and there exists a unique skew-Hermitian form ψ of signature r, 1
on H1B(A,Q) such that the symplectic form on H
1
B(A,Q) given by the polarization is
trE/Q ψ. Similarly, there exists a skew-Hermitian form ψ0 on H1B(A0,Q) as a E-vector
space, such that trE/Q ψ0 induces the polarization on A0. Therefore, there is a natural
Hermitian form φ on HomOE(H
1
B(A0,Q), H
1
B(A,Q)) of signature r, 1 induced by ψ0, ψ. As
in [Hof14, §4], − trE/Q φ is a symmetric bilinear form on HomOE(H1B(A0,Q), H1B(A,Q))
of signature 2r, 2. It is easy to verify that this is a weight 0 Hodge structure which
corresponding to a point in M(C). For details, combine [BHK+17, Prop. 2.2.1] and
[Hof14, §4].
In particular, we have that, as absolute Hodge motives, HomOE(H
1
? (A0), H
1
? (A)) is
isomorphic to the motive V?(AKS) of special endomorphisms of a Kuga–Satake abelian
variety AKS.
Proof of Corollary 1.3.4. Since A,A0 has potentially good reduction everywhere, then
enlarge K such that both A and A0 have good reduction over K and hence the Galois
representation HomOE(H
1
ét(A0,Qℓ), H
1
ét(A,Qℓ)) is unramified away from ℓ. By [And96,
Lemma 9.3.1], the corresponding Kuga–Satake abelian variety AKS has potentially good
reduction everywhere. Then by Proposition 2.4.1(4), (A,A0) gives to an OK-point x of
M. By applying Theorem 1.4.1 to AKS, there are infinitely many places P such that
Vét,ℓ(A
ks
P ) admits a Tate cycle (after possible finite extension of the residue field) for ℓ
not equals to the residue characteristic of P. As Galois representations of Gal(K¯/K),
we have HomOE(H
1
ét(A0,Qℓ), H
1
ét(A,Qℓ))
∼= Vét,ℓ(AKS). Therefore for some n ∈ Z>0,
HomOE ,FrobnP(H
1
ét(A0,Qℓ), H
1
ét(A,Qℓ)) 6= ∅ . In particular, A0,P is an isogeny factor of AP
by Tate’s theorem. 
8.4. Exceptional isogenies between elliptic curves and splitting of abelian sur-
faces with real multiplication.
8.4.1. The Shimura variety. The (compactified) moduli space of a pair of elliptic curves
is isomorphic to X(1) × X(1). Up to modifying the center, this Shimura variety is
associated to the group SL2× SL2. Up to isogeny, SL2× SL2 is isomorphic to the split
form of SO(2, 2).
The moduli space of abelian surfaces with real multiplication by a fixed real quadratic
field F is a Hilbert modular surface, and (upto modifying the center) is a Shimura variety
associated to the group ResF/Q SL2. This group is isogenous to a non-split form of the
orthogonal group SO(2, 2).
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In both papers, the main result is to prove that any abelian surface corresponding to a
point in the above moduli spaces is isogenous to a self-product of an elliptic curve modulo
infinitely many primes.
8.4.2. Special divisors. Define the modular curve Y ′0(N) to be the moduli space parame-
terizing pairs (E,H) where H ⊂ E[N ] is a subgroup of order N . For square free N , Y ′0(N)
is just the classical modular curve Y0(N). The curve Y ′0(N) naturally maps into Y (1)×(1),
with the map being (E,H) 7→ (E,E/H). This extends to a map X ′0(N)→ X(1)×X(1).
For square free N , The special divisor Z(N) ⊂ X(1)×X(1) has compactification equal
to the image of X ′0(N).
In the case of Hilbert modular surfaces, the special divisors can be defined analogously.
Depending on N , Z(N) will either be the image of a modular curve or a compact Shimura
curve mapping into the Hilbert modular surface. Any Fp-valued point of Z(N) will be
an abelian surface isogenous to E2.
8.4.3. The lattice of special endomorphisms. For brevity, we only treat the split case dealt
with by Charles. The lattice of special endomorphisms (as a quadratic space) of a point
(E1, E2) ∈ Y (1)×Y (1) equals the module Hom(E1, E2) (equipped with the quadratic form
given by the degree of an isogeny). More precisely, the lattice of special endomorphisms
of E1 ×E2 equals endomorphisms of E1 × E2 having the form[
0 fˇ
f 0
]
,
where f : E1 → E2 is an isogeny and fˇ : E2 → E1 is the dual isogeny. The degree of the
special endomorphism is just the degree of f .
8.4.4. The Green function. For brevity, we will only detail the Green function associated
to the divisor Z(1), in the case that Charles deals with. Let j1, j2 denote the j-invariants
of E1 and E2, and let τi ∈ H with j(τi) = ji for i = 1, 2. Then the function
ψ1(τ1, τ2) = − log
(|j(τ2)− j(τ1)| |∆(τ1)∆(τ2)|y61y62)
is a Green function for the divisor Z(1). Note that this Green function is different from
the ones we deal with.
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