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Introduction
Knowledge of the locations and hydraulic properties of conductive features is needed to understand flow and transport through fractured rocks, which is required for a variety of practical applications, including geologic storage of nuclear waste, toxic chemicals and carbon dioxide, and exploitation of natural resources such as petroleum and geothermal fluids. Boreholes drilled deep into the rock are often employed to obtain this information. Various downhole methods for studying fracture flow have been developed over the past few decades. Coring and borehole imaging methods (e.g. video camera, borehole televiewer) may be able to locate and categorize the fractures by type and orientation, but they are unlikely to provide direct information on fracture flow properties (Keys, 1979; Paillet, 1991; Bear et al., 1993) . Straddle-packer pump-testing is a widely-used, well-accepted method for obtaining fracture flow properties (Almen, 1994; National Research Council, 1996; Enachescu and Rahm, 2007) , and an advanced deployment known as hydraulic tomography, which uses a systematic choice of packed-off intervals, allows for the reconstruction of two-and three-dimensional images of the subsurface (Karasaki et al., 2000; Brauchler et al., 2003; Illman et al., 2009) ; these methods tend to be very time-consuming and thus expensive. Flow-logging techniques are an attractive alternative -they measure flow directly and are efficient to deploy in the field. Several varieties of flow logging exist, including spinner surveys (Molz et al., 1989) , heat-pulse flowmeters (Öhberg and Rouhiainen, 2000; Paillet, 1998; Paillet and Pedler, 1996) , tracer dilution analysis (Brainerd and Robbins, 2004) , and the flowing fluid electric conductivity (FFEC) logging method, the technique employed in the present study.
FFEC logging is what is known as a hydrogeophysical method, in that it uses geophysical measurements to obtain hydrological information about the subsurface. Hydrogeophysics is a rapidly growing field (Rubin and Hubbard, 2005; Vereecken et al., 2006; Kowalsky et al., 2011) that makes use of the complementary aspects of geophysical and hydrological data to gain understanding of and reduce uncertainty about complex, inherently unknowable subsurface hydrogeological systems, of which fractured rock is a prime example.
To initiate the FFEC logging method, wellbore fluid is replaced with water of constant salinity different from that of the formation water. FEC profiles in the wellbore are then measured at a series of times while the well is pumped at a constant rate. Locations where native fluid enters the wellbore show peaks in the FFEC logs. By fitting the growth and movement of these peaks with a simple numerical model, one can infer inflow strengths and salinities of individual permeable features intersected by the borehole. Since Tsang et al. (1990) introduced the method, it has been widely applied in deep wells down to 1500 m or more (Doughty et al., , 2008 Guyonnet et al., 1993; Kelley et al., 1991; Löw et al., 1994) , in inclined boreholes drilled in the underground Grimsel Test Laboratory (Marschall and Vomvoris, 1995) , and extensively in shallower wells down to about 100 m (Bauer and LoCoco, 1996; Evans, 1995; Evans et al., 1992; Karasaki et al., 2000; Paillet and Pedler, 1996; Pedler et al., 1992) . Continued development of analytical and numerical data-analysis techniques (e.g., has broadened the range of applicability and enhanced the ease of use of the method. In particular, repeated logging using several pumping rates, known as multi-rate FFEC logging (Tsang and Doughty, 2003) , enables transmissivity and hydraulic head of individual permeable features to be determined. Note that FFEC logging requires little or no specialized equipment or expertise, and may be carried out more quickly than most other methods, making it a valuable tool for efficient subsurface characterization. This paper presents the first application of the multi-rate FFEC logging method to an artesian well, using a 500-m well in fractured rock at Horonobe, Japan. The key difficulties associated with an artesian well are that it may be difficult or impossible to establish uniform initial conditions for FFEC logging, obtain a simple direct relationship between flow rate and drawdown, and, most importantly, maintain a constant flow rate out of the well during logging. An additional special feature of this study is the identification of natural groundwater flow in several of the fractures, whose magnitude is estimated by the FFEC logging method. The next section gives a general description of the FFEC logging analysis method. The field data are then presented, followed by the analysis of these data. The results of the analysis are then compared with those of packer tests conducted in the same borehole. The paper concludes with a discussion of issues encountered in logging an artesian well and their consequences for the applicability of FFEC logging.
Methodology
This section gives a general summary of data collection and analysis methods involved in the FFEC logging method. Further details of the data collection method may be found in and further details of the analysis method may be found in , , Tsang and Doughty (2003) , and Tsang et al. (1990) .
Data collection
In the FFEC logging method, the wellbore water is first replaced by water of a constant salinity different from that of the formation water. This may be accomplished by injecting de-ionized (DI) water through a tube to the bottom of the wellbore at a low rate, while simultaneously pumping from the top of the well at the same rate (recirculation phase). The goal is to completely replace the wellbore water with DI water without altering wellbore hydraulic head, so that no DI water is pushed out into the formation nor is any formation water pulled into the well. The FEC of the effluent is monitored throughout the recirculation period, which continues until a low stable FEC value is reached. If the final, stable, effluent FEC is substantially higher than the DI-water FEC, it indicates that native fluid is entering the wellbore during recirculation. This may occur because wellbore hydraulic head was unintentionally dropped during recirculation, or if natural groundwater flow is intercepted by the well. It can also occur if different permeable features intercepted by the wellbore have different hydraulic heads, which sets up an internal wellbore flow, with formation water entering the wellbore through features with higher hydraulic head and borehole water entering the formation through features with lower hydraulic head.
Next, the well is shut in (i.e., injection and pumping are stopped) and the DI water tube is removed. Then the well is pumped from the top at a constant low flow rate Q 1 (e.g., several or tens of liters per minute), while an electric conductivity probe is lowered into the wellbore to scan the FEC as a function of depth. This produces what is known as a flowing FEC (or FFEC) log or profile. With constant pumping conditions, a series of five or six FFEC logs are typically obtained over a 1-or 2-day period. Throughout the process, the water level in the well is monitored. Optionally, the entire procedure may be repeated using a different pumping rate Q 2 , typically half or double the original rate Q 1 . A useful option is to conduct the logging once more with Q = 0, which has the advantage of investigating natural groundwater flow and internal wellbore flow directly. For an artesian well, it may not be practical to log with Q = 0, but it is possible to use the natural flow of the well for Q 1 , as long as flow rate is measured to assure that it remains constant during logging.
Data analysis
Data analysis techniques include three main methods: (1) direct fitting of the time-series of FFEC profiles with a numerical model (Tsang et al., 1990) , which yields the locations, inflow strengths, and salinities of permeable features: (2) the mass-integral method , in which each FFEC profile is integrated over the entire logged interval to provide an estimate of salt mass in place as a function of time, which can provide useful constraints on the direct fitting process; (3) multi-rate FFEC analysis (Tsang and Doughty, 2003) , which enables the transmissivities and hydraulic heads of the different permeable features to be determined.
The numerical models BORE (Hale and Tsang, 1988) and the enhanced version BORE II (Doughty and Tsang, 2000) are used for direct fitting of the FFEC logs; they calculate the time evolution of ion concentration (salinity) in the wellbore during FFEC logging by solving the one-dimensional advection-dispersion equation, given a pumping rate Q and a set of feed-point locations z i , strengths q i , and salinities C i (i.e., the forward problem). Fluid flow in the wellbore is considered to be quasi-steady: that is, fluid is assumed to be incompressible so it responds instantly to changes in pumping rate or feed-point strength. Under typical FFEC logging conditions, pumping rate is kept fixed (or nearly fixed) for hours at a time, and the FFEC profiles measured reflect an integration of flow conditions over one or more hours, justifying the incompressibility assumption. Density differences between the original wellbore fluid (DI or low-salinity water, which may contain traces of drilling mud) and formation fluid flowing into the wellbore are neglected. If natural groundwater flow or internal wellbore flow occurs during recirculation, then a non-uniform salinity profile develops along the borehole before logging begins, which may be accounted for by specifying a non-uniform salinity profile C 0 (z) as the initial condition for the model. The governing equations for BORE II are presented in .
The general procedure for using BORE II for direct fitting is to assign feed-point locations z i by identifying individual peaks in the early-time FFEC profiles, then to assign feed-point properties (q i and C i ) by trial and error until an acceptable match between modeled and observed FFEC profiles is obtained (i.e., an inverse problem). In multi-rate FFEC analysis, the inverse procedure is repeated for each value of Q, with the inverse problems constrained by requiring that the same set of z i and C i values be used for each one. Assuming that two sets of FFEC logs were collected with pumping rates Q 1 and Q 2 , and that the strengths of individual feed points i, as evaluated by BORE II, are q ð1Þ i and q ð2Þ i respectively, then Tsang and Doughty (2003) and showed that the normalized transmissivity for each feed point is
and the normalized hydraulic head for each feed point is
where T i /T tot is the fraction of the total transmissivity of the logged interval corresponding to the fracture or permeable zone represented by the ith feed point (RT i /T tot = 1) and DP i = P i -P avg where P i is the inherent hydraulic head of fracture i and P avg is the stabilized hydraulic head in the wellbore when it is shut in for an extended time. I is a ratio known as the productivity index (in the petroleum literature) or specific capacity (in hydrology), which is defined as the ratio of pumping rate to steady-state drawdown during a well test. I characterizes the entire permeable formation intersected by the wellbore in an average sense under steady-state flow conditions. In the FFEC context, I is approximated as
where P ð1Þ wb is the hydraulic head in the wellbore (presumed constant) during the FFEC logging at Q = Q 1 .
The derivation of Eqs. (1) and (2) assumes that the flow geometries within all the hydraulically conductive fractures intersecting the borehole are the same (e.g., all radial flow or all linear flow). The inherent (also known as far-field) hydraulic head P i is the ambient or undisturbed hydraulic head in a fracture (or permeable layer), and it is the value that would be measured under nonpumping conditions with inflated packers in the wellbore on either side of the fracture to isolate it for a substantial time period to attain steady-state pressure conditions. In contrast, P avg is the value that would be measured under non-pumping, shut-in conditions with the wellbore open to all feed points in the logged interval for a substantial time period (for an artesian well, shut in means the well is capped to prohibit natural flow at the surface). P avg can be calculated as a transmissivity-weighted average over all P i values: P avg = R(T i P i )/T tot . The hydraulic head difference DP i = P i À P avg provides a measure of the driving force for fluid flow between hydraulically conducting fractures and the wellbore under shut-in conditions, which gives rise to internal wellbore flow. Note that from the definition of P avg above, if all the P i values are the same, then P i = P avg , so that all DP i = 0, and there will be no internal wellbore flow under shut-in conditions. In this case, Eq. (2) shows that feed-point strength q i is proportional to fracture transmissivity T i , making it possible to determine T i /T tot by matching FFEC profiles for just one pumping rate Q.
Field data
The artesian well used for the present study, known as PB-V01, is located in Horonobe town, in the northernmost part of Hokkaido, Japan, where hydrogeochemical investigations are being conducted under the auspices of the Japan Atomic Energy Agency (JAEA) to develop technologies and methodologies that may in future be applied to sites being considered for geological disposal of high-level radioactive waste in sedimentary rock in Japan. Horonobe overlies Neogene sedimentary sequences (in ascending order: Souya coal-bearing Formation, Masuhoro Formation, Wakkanai Formation, Koetoi Formation, and Yuchi Formation), which are underlain by an igneous and Palaeogene-to-Cretaceous sedimentary basement. Borehole PB-V01 intercepts the Wakkanai and Koetoi Formations, which are composed of Neogene argillaceous sedimentary rocks that have low intrinsic permeability but are highly fractured (Hama et al., 2007; Doughty et al., 2008) .
Borehole geometry and log data
The interval of borehole PB-V01 being investigated by the FFEC logging method is between 131 and 506 m below the ground surface. The well ends just below the bottom of the logged interval. There is no packer at the top of logged interval and the well is cased above the logged interval. The wellbore diameter near the surface (where the water level changes during logging) is 22 cm. The caliper log ( Fig. 1) indicates that the uncased borehole diameter is somewhat variable, ranging from 16 cm at the deepest part of the logged interval to 18 cm at the shallowest part. Over most of the logged interval, the depth-averaged diameter used in the BORE II model, 16.6 cm, is a good representation of the actual wellbore diameter. The smaller diameter at depths below 470 m means that actual peaks will move upward slightly more quickly than modeled peaks there, and the larger diameter at depths above 190 m means that actual peaks will move upward slightly more slowly than modeled peaks there.
Feed-point depths inferred from visual examination of earlytime peaks in FFEC logs are also shown in Fig. 1 , along with a fracture log obtained from core analysis. Comparison of these two quantities indicates that feed points (flowing fractures) form a small subset of all observed fractures This is typical of fractured rock and, in general, it is well known that among the fractures found in a fracture log, only about 10% have significant hydraulic conductivity (Rhen and Hartley, 2009 ). This emphasizes the need for direct hydraulic characterization methods, such as FFEC logging, flow meters, packer tests, or tracer tests, that examine the flow properties of the fractures, not merely their existence.
Pumping rate and water-level data
The pumping rate was highly variable during FFEC logging (Fig. 2) . The artesian nature of borehole PB-V01 makes controlling pumping rate difficult. For Test 1, the nominal pumping rate was 8 L/min, but the actual pumping rate ranged from about 2 L/min to 10 L/min, with a time-averaged value of 6.7 L/min. For Test 2, the nominal pumping rate was 16 L/min, but the actual pumping rate ranged from 12 L/min to 20 L/min, with a time-averaged value of 14.3 L/min. The initial analyses of both tests used a single timeaveraged pumping rate, shown as a black dashed line in Fig. 2 . For Test 2, the final two FFEC profiles were not used in the match. After the multi-rate analysis was completed, which provides a prescription for how individual feed-point strengths should change when pumping rate changes, Test 2 was modeled with a two-step pumping rate, as shown by the red dashed line in Fig. 2 .
The water-level data is shown in Fig. 3 . Note that the total drawdown for Test 1 is about 6 m, whereas that for Test 2 is about 24 m, a factor of four greater, although the pumping rate is roughly doubled from Test 1 to Test 2. This finding is consistent with the notion that the well is artesian -some flow occurs with no drawdown at all. An added complication is that within each test, variations in pumping rate (Fig. 2) do not always produce the expected response in water level (Fig. 3) . For example, 4 h into Test 2, pumping rate decreased significantly, and shortly thereafter water level also decreased sharply.
When the water level in a well is changing during logging, the pumping rate Q is assumed to be the sum of two parts: water coming out of the formation, Q form , and water coming out of the wellbore, Q well , which is calculated as the product of water-level decline rate and wellbore cross-sectional area. A rough estimate of Q well is 0.6 L/min for Test 1 (6 m drawdown in 6 h and a crosssectional area of A = p(0.22/2) 2 = 0.038 m 2 ) and 2.5 L/min for Test 2 (24 m drawdown in 6 h). Applying this correction to the timeaveraged pumping rates yields Q form = 6.1 L/min for Test 1 and Q form = 11.8 L/min for Test 2.
During artesian logging, the flow rate out of the top of the borehole was not recorded, but the water-level decline is assumed to be zero (artesian conditions) so that Q = Q form .
FFEC data
Recirculation of low-FEC water (10-13 mS/m) was done at a high pumping rate, 150 L/min for Test 1 and 100 L/min for Test 2, under overflow conditions. Recirculation continued until the effluent FEC values had stabilized at about 50-65 mS/m. Several hours after recirculation ended, an FFEC profile was collected without pumping the well, a procedure referred to as artesian logging. One and one-half hours thereafter, the main FFEC logging commenced, with the well pumped at an average rate of 6.7 L/min for Test 1 and 14.3 L/min for Test 2, with a total of six logs collected for each test. Each log took about 25 min to collect (the probe moves 15 m/min and the logging interval is 380 m long). FEC data is temperature dependent, and the temperature along the logged interval is also collected so that FEC data can be corrected to a temperature of 20°C, using a correlation developed from Schlumberger (1984) :
. All FFEC profiles shown here have been temperature-corrected. Fig. 4 shows that for Test 1, peaks grow monotonically, which is consistent with our conceptual model that time-variations of feedpoint strength resulting from time-variation of pumping rate are small enough to be neglected, and moreover that the salinity for each feed point does not change with time. In contrast, Fig. 5 shows that for Test 2, peaks grow monotonically only for the first 2 h, then show a decline between the second and fourth hours, then again grow between the fourth and fifth hour. Such a variation cannot be explained within our conceptual model. Even if the decrease in total-well pumping rate at t = 4 h is included, which would cause a decrease in feed-point strength, it cannot explain a peak decrease between t = 2 h and t = 3 h. Therefore, only the first three profiles Fig. 2 . Pumping rate (blue line) for Test 1 and Test 2. The black dashed line is the time-averaged pumping rate used for the BORE II models. For Test 2, the two-step pumping rate shown in red was also used for the model, after the multi-rate analysis had been completed. The colored boxes show the times of FFEC logging.
are used for the matching process. The unexplained peak decrease could be the result of a malfunction of the FEC probe or some aspect of the data collection system (note that the noise in the FFEC profiles seems to be larger for higher FEC values). Alternatively, the salinity of the water flowing from the fractures could be decreasing with time, resulting in a lowering of peaks. Time-varying salinity within a given fracture is certainly possible, given the potential for variability of salinity between fractures and the likely interconnectedness of the fractures intersecting the wellbore. However, the manner in which salinity decreases -concurrently at the largest peaks -argues in favor of instrument error. Fig. 6 shows the FFEC profiles collected during artesian logging (logging when the well is not actively pumped). These profiles were collected 2.75 h after recirculation ended for Test 1, and 2 h after recirculation ended for Test 2. It is not known at what rate fluid was flowing out of the top of the well while these logs were collected, but it is clear from the skewed nature of the peaks that fluid is flowing upward through the wellbore in the logged interval. The t = 0 profiles for Test 1 and Test 2 were collected when active pumping began for each test. For both tests, a period of 1.5 h elapsed between the artesian logging and the beginning of the test. Comparing the t = 0 profiles in Figs. 4 and 5 with the artesian profiles in Fig. 6 indicates that further skewing of the peaks occurred during this time, suggesting continued upflow.
Analysis

Approach
The first step in the BORE II analysis is to determine feed-point depths z i by eye from the FFEC profiles shown in Figs. 4-6. Earlytime profiles, before the peaks from each feed point have begun to interfere with each other are most useful for this purpose. The feed-point depths can be determined quite accurately and are shown on Fig. 1 . Note that we do not use the fracture log shown in Fig. 1 to infer feed-point location.
Next, the FFEC profiles for Test 1 are fit by modeling Test 1 as having a constant pumping rate, and adjusting feed-point strength q i and salinity C i (in terms of fluid electric conductivity) by trial and error. An estimate of the dispersion coefficient, which controls how much mixing occurs within the wellbore, thus spreading out the peaks, is also needed. The t = 0 profile is used as the initial condition for the model. Then, the first three FFEC profiles of Test 2 are fit by modeling Test 2 as having a constant pumping rate, and adjusting q i and potentially also C i . Since the dispersion coefficient is generally thought to be velocity dependent, it can be larger for Test 2 than for Test 1. As for Test 1, the t = 0 profile is used as the initial condition for the Test 2 model. Any changes in C i made for Test 2 need to be made for Test 1 as well, so the Test 1 feed-point strengths may need to be re-adjusted.
Finally, the FFEC profiles obtained during artesian logging are fit using the same z i and C i as for Test 1 and Test 2, but with different q i . Flow conditions in the wellbore are assumed to be constant from the end of the recirculation period until these logs were collected a few hours later. There is no reliable initial condition to use for this model, as no logging was done at the conclusion of recirculation. However, the final effluent salinity of the recirculation water was about 50-65 mS/m, so this provides a first guess for an initial condition. The portion of the artesian FFEC profiles where no peaks are present may also be used to constrain initial conditions. Fig. 6 suggests that initial FEC decreases slightly as depth increases. Because recirculation was performed with a large flow rate and the effluent salinity stabilizes, it appears that the FFEC profiles reach steady state during recirculation. In other words, they are composed of step-rate changes in FEC and not isolated peaks. The simplest initial condition consistent with all the above information is used for the artesian logging model: i.e., a three-level initial condition with FEC = 25 mS/m for z > 489 m, FEC = 40 mS/m for 489 > z > 288 m and FEC = 85 mS/m for z < 288 m.
Results
Direct-fit analysis
Figs. 7-9 compare the modeled FFEC profiles with the field data for the case giving the best overall match to Test 1, Test 2 (first 3 profiles), and artesian logs. If only Test 1 were matched by itself, a better match could be obtained, but certain compromises must be made to simultaneously match profiles from all tests. The need to compromise suggests that the model is missing some aspects of the real world, which in fact we know to be the case (e.g., variable wellbore diameter (Fig. 1) and variable pumping rate (Fig. 2) ). Even so, the Test 1 match is quite good. The sum of the feed-point strengths is 6.2 L/min, which is close to the estimate for flow out of the formation Q form = 6.1 L/min. A dispersion coefficient of 0.004 m 2 /s is used.
For Test 2, the peaks for the final two profiles are not included in the match. Elsewhere, the match is adequate, but not as good as the match for Test 1. The sum of the feed-point strengths is 11.1 L/min, which is not too far below the estimated value of Q form = 11.9 L/min. A dispersion coefficient of 0.005 m 2 /s is used. For the artesian logs, the match is more qualitative, as only two FFEC profiles are available, and they were not collected consecutively. The sum of the feed-point strengths is 5.3 L/min, which compares reasonably well with an independent estimate of artesian flow rate of 4.6 L/min, obtained from the water-level data shown in Fig. 3 (described in Section 5). A dispersion coefficient of Altogether, the matches shown in Figs. 7-9 are considered good enough to indicate that we are correctly capturing the key features of flow in the fractures intercepted by the wellbore, with the small discrepancies indicating that there are other minor effects not accounted for by our model. Table 1 and Fig. 10 show the feed-point strengths q i and salinities C i (in terms of FEC) inferred from the analysis of Test 1, Test 2, and the artesian logging. Note that the deepest peak shows little evidence of upflow. It is hypothesized that this peak represents horizontal flow past the wellbore at this depth. The horizontal flow is represented by pairs of feed points at the same depth (z i = 487 and 469 m). Within each pair, one feed point represents inflow from the formation to the wellbore and the other feed point represents outflow from the wellbore to the formation. For artesian logging, when flow up the well is smallest, the inflow and outflow feed points have nearly equal strengths, but opposite signs. When pumping occurs, as during Test 1 and Test 2, wellbore pressure is lower, flow up the well is greater, and more inflow and less outflow occurs, as one would expect.
For isolated peaks at 470 m and 360 m, the choice of dispersion coefficient strongly affects peak height, and consequently makes the choice of feed-point salinity C i uncertain. A smaller dispersion coefficient produces a peak that is higher and narrower; thus C i must be smaller. For a larger dispersion coefficient, the peak is lower and wider, thus C i must be larger. (For the interfering peaks in the upper half of the logged zone, the choice of dispersion coefficient has little impact on the profile, making the choice of C i there relatively more certain.) If only Test 1 and Test 2 are matched simultaneously, salinity of the peak at 470 m can range from 2000 to 5000 mS/m and adequately match the FFEC profiles. However, when the artesian logs are also included, the range of possible salinities greatly decreases, making the 3000 mS/m value chosen much better constrained. In contrast, the salinity of the small peaks at 400 m depth remains very poorly constrained within the range 1500-3000 mS/m. The lower value of C i would double q i , but the q i value itself is so small that doubling it would not significantly worsen the match for the shallower part of the profile. After the direct-fit analysis was completed, three EC measurements made on effluent collected during the late-time period of pumping tests on packed-off intervals were made available. These are shown in Fig. 10 . The agreement is quite good, enhancing confidence in the validity of the FFEC analysis results. Fig. 11 shows results of the mass-integral analysis for Test 1 and Test 2 and the artesian logging. The data points show M(t), FEC integrated over the entire logged interval for each FFEC profile. (If FEC were converted to salinity units mg/L, M(t) would represent the mass of salt in the borehole as a function of time). For a constant pumping-rate test with constant feed-point strength and salinity, M(t) would increase linearly from t = 0. Fig. 11a shows a good fit to a straight line for Test 1, confirming that averaging out the small pumping-rate variations shown in Fig. 2 is reasonable. In contrast, Fig. 11b shows that for Test 2, M(t) decreases more slowly for the final two profiles, consistent with the significant decrease in pumping rate that occurred just before 4 h (Fig. 2) . The M(t) profiles for both tests show good linearity at early times, suggesting that feed-point salinities C i are constant in time, which would not be the case if a significant amount of DI water was pushed out into the fractures during recirculation. In fact, the large non-zero values of M(0) indicate that significant amounts of native water flowed into the wellbore under artesian conditions prior to the onset of pumping at t = 0. The M(À1.5) values calculated for the artesian FFEC profiles confirm this. Linear interpolations between the M(t) values for the end of recirculation (based on the step initial conditions for the artesian logging) and the M(0) values (obtained by linear fit to the Test 1 and Test 2 M(t) values) are also shown in Fig. 11 . Note that the slopes of these lines are smaller than the slopes under pumping conditions. If we assume that feed-point salinity C i does not change in time, the ratios of the slopes of the M(t) lines for artesian and pumping conditions can be used to estimate the artesian flow rate, which was not measured during field operations. Test 1 yields Q = 4.5 L/min and Test 2 yields Q = 4.4 L/min. These values are somewhat smaller than the Q = 5.3 L/min obtained for the artesian flow rate by direct fitting, and examination of that fit (Fig. 9) does suggest that the model's overprediction for the interval 180 m < z < 230 m would be ameliorated by using a smaller value of Q.
Mass-integral analysis
For Test 1, all model values of M(t) match the data reasonably well, as do the first four values for Test 2, consistent with the good matches to the FFEC profiles themselves shown in Figs. 7 and 8. The slight overprediction of the model for the first two times of Test 2 can probably be explained by the non-linear water-level decline for Test 2 (Fig. 3) : the larger change in water-level for the first hour produces a larger Q well , which in turn produces a smaller Q form , compared to the model, resulting in smaller actual values of M(t) than predicted by the model.
Multi-rate analysis
Following the joint fitting of Test 1, Test 2, and the artesian profiles, a standard multi-rate analysis (Tsang and Doughty, 2003; was done on the results shown in Table 1. This analysis uses Eqs. (1) and (2) to produce estimates of transmissivity and hydraulic head for each feed point, as shown in Table 2 and Fig. 12 . Transmissivity for the ith feed point T i is given in dimensionless form as T i /T tot , where T tot is the transmissivity of the entire logged interval. Hydraulic head is shown as a normalized group IDP i , where positive values indicate a driving force for flow from the formation into the wellbore under shut-in conditions and negative values indicate a driving force for flow from the shutin wellbore into the formation. Multi-rate analysis uses q i values from two tests at a time, and was done twice: once using Test 1 and Test 2 results, and once using Test 1 and artesian-logging results. All the transmissivity results show good agreement between the two analyses, as do most of the hydraulic head results. Where the two analyses give similar results, confidence in the result is higher. The relatively poor agreement for the peaks around 400 m depth is not surprising; uncertainty in feed-point parameters is especially large for these peaks because they are so small that they can be matched with different combinations of parameters. Agreement between the two cases is not so good for the 280-290 m depth either, but peaks here interfere strongly at all times, making analysis less certain. For the deepest portion of the logged interval (470-490 m), the positive and negative hydraulic heads required to produce horizontal flow across the borehole are clearly evident. Table 2 summarizes the main results of multi-rate FFEC logging in borehole PB-V01: feed-point depth, salinity, transmissivity, and hydraulic head for 15 inflow points, and depth, salinity, and local velocity past the borehole for the two deep horizontal flow zones.
Local velocity v natural represents flow across the borehole diameter in the fracture plane, but it is not necessarily equal to the regional (average) groundwater velocity through the fractured rock. Drost et al. (1968) have discussed flow focusing for boreholes in porous formations and proposed a simple correction factor, but the situation is more complicated for flow through a network of rock fractures. Note that obtaining distinct values of hydraulic head for different feed points does not imply that the fractures must be hydrologically isolated from one another. It merely indicates that there is a driving force for flow between them; whether or not flow occurs depends on the connectivity of the fracture network. Conversely, if hydraulic head is the same for multiple feed points over a depth range, it suggests that they probably are in hydrologic communication, but again it does not guarantee that any two fractures are connected.
Once values of T i /T tot for each feed point have been obtained, it is straightforward to use Eq. (2) to assign q i (t) values corresponding to Q(t) for a variable pumping rate test. This is done for Test 2, assuming Q(t) takes the two-level form of the red line shown in Fig. 2 . A comparison of model and field FFEC profiles is shown in Fig. 13 . Despite the decrease in feed-point strength applied just before 4 h, modeled peak height is too large for profiles for t = 3 h, t = 4 h, and t = 5 h. We hypothesize that something beyond the scope of our conceptual model may have decreased C i or q i or both, between t = 2 and t = 3 h. Another possibility is that a flaw developed in the EC probe that damped out large values of FEC, as the non-peak portions of the FFEC profiles appear reasonable for all times. a Inflow/outflow pairs that represent horizontal flow past the borehole; v natural represents the local velocity across the borehole diameter in the fracture plane. To obtain the natural velocity in the fracture itself a correction is needed (cf. Drost et al., 1968) . Fig. 12 shows packer-test results for transmissivity and hydraulic head, provided by JAEA after FFEC analysis was completed. Transmissivities were determined by matching pressure data to standard analytical solutions by Hvorslev (1951) , Cooper et al. (1967), and Agarwal (1980) . As noted in the introduction, packer tests are a well-established, widely-used means of determining fracture transmissivity. However, we do not expect them to produce identical results to FFEC logging because in a packer test, pumping is from one interval at a time, whereas in FFEC logging the entire logged interval is pumped at once. If the fractures intercepting the wellbore form a connected network, they will respond somewhat differently to these different pumping schemes .
Comparison with packer tests
Because packer intervals may cover more than one fracture (packer-test resolution being much coarser than results from the FFEC logging analysis), it is not possible to make a one-to-one comparison between the FFEC transmissivities and packer-test transmissivities (Fig. 12a) . However, the FFEC results for individual feed points can be averaged over the depth intervals of the packer tests to allow comparison. To convert the packer-test results for an interval L (transmissivity T L in m 2 /s and hydraulic head P L in m)
into FFEC logging results (groups T i /T tot and IDP i ), we proceed as follows. Of all the packer tests, we select six whose length intervals cover the logged interval of the borehole (shown as black line segments in Fig. 12 ). The sum of the T L values for these six intervals is then T tot . The basic result is T L /T tot , but we divide this quantity by n L , the number of feed points for each interval L, to enable ready visual comparison with individual feed point values T i /T tot . To convert P L to IDP L , we first average the six P L values to form P avg , using
, where the sum runs over the six packer-test intervals. The value of productivity index I is calculated as the slope of the line plotting flow from the formation versus steadystate drawdown for Tests 1 and 2 (Fig. 14) . For a non-artesian well, Eq. (3) could be used directly to determine I, but here we must use the slope. Drawdown is estimated from the water-level data shown in Fig. 3 , and flow rate is taken from the direct-fit values: 6.2 L/min for Test 1 and 11.1 L/min for Test 2 (similar results would be obtained using the Q form values of 6.1 and 11.8).
This yields a slope I = 0.27 L/min per m. By extrapolating the line to a drawdown of 0, we obtain an independent estimate for the artesian flow rate of 4.6 L/min. With I and P avg determined, it is straightforward to form IDP L = I(P L À P avg ), which may be compared directly with individual feed point values IDP i . Generally, the transmissivity values for FFEC logging and packer tests agree within 50%, which we consider pretty good agreement.
Note that Fig. 12 plots transmissivity on a linear scale, whereas fracture transmissivity can easily vary over several orders of magnitude. The match is especially good for the largest transmissivity fractures, around depths of 235-315 m. On the other hand, the hydraulic head values for FFEC logging and packer tests only agree well for the large-transmissivity zone from 250 to 315 m depth and the moderate-transmissivity zone from 315 to 380 m depth. With the exception of the small peaks around 400 m depth (whose low transmissivity makes hydraulic head estimation uncertain), the packer tests show a small increase in hydraulic head with depth. While none of the FFEC hydraulic head values grossly differ from the packer-test results, this overall trend is not evident in the FFEC results. Fig. 12 also shows packer-test results for shorter packed-off intervals (green line segments), which were chosen to represent specific features from the fracture log (Fig. 1) . Comparison to the FFEC-derived transmissivities for individual feed points or groups of 2-3 adjacent feed points is reasonably good, and in fact suggests a productive means of using FFEC logging as part of packer-test design, to identify the optimal locations for packer placement. Hydraulic heads obtained from short-interval packer tests (green segments) are quite consistent with those obtained from long-interval packer tests (black segments), and show much less variability than do the FFEC-determined hydraulic heads.
Discussion
The main operational difficulties encountered during the FFEC logging of borehole PB-V01, along with their consequences for analysis, are listed below, in order of increasing severity. (1) Artesian flow rate is unknown (and may not even be constant), thus the feed point strengths q i inferred from artesian logging cannot be constrained by Rq i = Q. (2) Pumping rate cannot be held constant, precluding the use of all FFEC profiles in the multi-rate analysis. (3) Water-level decline during logging is non-linear, precluding reliable calculation of Q well and hence Q forrm , again eliminating use of the constraint Rq i = Q form . (4) Water-level decline is not simply correlated to changes in pumping rate, possibly invalidating the employed conceptual flow model. Note that these operational difficulties do not preclude the use of artesian wells for FFEC logging, but they point out the value of imposing careful testing control and monitoring.
Nonetheless, despite these complications in the current FFEC logging, the FFEC analysis results are largely consistent, and reasonable. The small non-systematic variations in pumping rate observed in Test 1 apparently can be neglected. For Test 2, the first 4 h, with approximately constant rate, can be used for the multirate analysis, and then the longer-term variation can be modeled separately. Reasonable values for artesian flow rate are obtained by linearizing water-level declines for Tests 1 and 2.
It is difficult to assign simple, quantitative measures of uncertainty to the parameters inferred from FFEC logging, because of the way unknown parameters combine to create the features observed in the FFEC logs. Under ideal conditions -uniform initial conditions, constant pumping rate and wellbore water level, peaks that do not interfere with one another right away, and logging that lasts until steady state is achieved -feed-point strengths and salinities could be uniquely determined (Tsang et al., 1990) , so transmissivity and hydraulic head could be uniquely determined as well (Eqs. (1) and (2)). However, such ideal conditions are rarely encountered in the field, and two problems decreasing the sensitivity to individual parameters are commonly encountered. First, if logging does not last long enough for plateaus to form as peaks are skewed up the wellbore, then the peak height merely depends on the product q i C i , making identification of q i and C i individually difficult. Second, if peaks interfere during even the earliest log, then identifying parameters of individual peaks becomes difficult. In general, one cannot specify a minimum feed-point strength or salinity that will produce an identifiable peak -it depends on the location of that peak among all the others. One way to assess the sensitivity of FFEC profiles to feed-point parameters, and consequently the uncertainty of inferred properties, is to do sensitivity studies with BORE II. To this end, various arrangements of feed points and the corresponding FFEC profiles they create have been examined in , to create a catalog of 'signatures' in FFEC logs that illustrate the sensitivity to unknown feed-point parameters.
The comparison with packer test results indicates that the T i /T tot appear to be determined more reliably than IDP i for FFEC logging under non-ideal conditions, which was also suggested by a previous study (Doughty et al., 2008) . This finding may not be surprising when one considers the form of the equations used to derive these parameters. Eq. (1) shows that T i /T tot depends on the difference between two inferred parameters q ð1Þ i and q ð2Þ i , making T i /T tot rather uncertain when one or both q i values are poorly constrained or are similar in value to one another. In contrast, Eq. (2) can be rearranged to show that IDP i depends on the difference between inferred parameter q ð1Þ i and already uncertain T i /T tot , which introduces an extra level of uncertainty.
Conclusions
Despite complications arising from the use of an open artesian well for multi-rate FFEC logging, reasonable results can be obtained on feed-point location, strength, salinity, and transmissivity. The inferred salinities agree well with three independently-measured salinity values obtained during pumping tests in selected packed-off intervals. Feed-point transmissivities determined with FFEC logging are generally consistent with those obtained from independent packer tests. Actually, FFEC logging has provided information on fracture transmissivity with far greater spatial resolution than can be achieved with packer tests, and has done so in a much shorter length of time. Because the hydraulic head results from FFEC logging do not consistently reproduce the trend obtained from the packer tests, they are considered to be less reliable, which is not surprising, given the non-ideal operating conditions encountered during FFEC logging and the form of the equations used to derive these hydraulic heads.
The artesian nature of the well is not in itself a problem. If artesian flow rate were measured and found to remain reasonably constant throughout the logging period, there would be no difference from analysis of a pumped well. However, here artesian flow rate was unknown during the artesian logging and pumping rate was not well controlled during pumped logging. Furthermore, it was difficult to develop a consistent conceptual model for the variability of water level with pumping rate during logging.
Despite these complications, results in Table 2 demonstrate the power and usefulness of the multi-rate FFEC logging method. In two tests lasting only about 12 h each, detailed hydraulic data for 17 fractures intercepted by a borehole are obtained, including natural flow rates in two of them. The strong variation in hydraulic characteristics among these fractures is to be expected in fracture rocks, which are commonly modeled by discrete fracture network (DFN) models. Data such as those shown in Table 2 will be important information to validate or constrain the construction of DFN models.
Based on the analysis of the multi-rate FFEC logging for borehole PB-V01 at Horonobe, Japan, the following recommendations for future applications of FFEC logging to artesian wells can be made:
(1) When FFEC logging is done in an artesian well, it would be beneficial to employ a packer at the top of the well or the top of the logged interval, to help control the flow rate out of the logged section. If this is not practical, at least the artesian flow rate should be monitored. (2) When doing artesian logging, collecting a series of FFEC profiles at regularly spaced tine intervals would greatly improve the analysis of the profiles. The first FFEC profile should be collected as soon as possible after the end of the recirculation period. (3) Water-level data should be measured carefully during logging as it is important for estimating Q well and Q form to provide a constraint on the sum of the feed-point flow rates, to determine productivity index I, and to provide consistency checks on the conceptual model for flow rate and drawdown. 
