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Ever since their introduction by Hoare in 1969, invariant assertions have, justifiably, played
a key role in the analysis of while loops. In this paper, we discuss a distinct but related
concept, viz. invariant relations, and show how these can be used to answermany questions
pertaining to the analysis of loops, including: how to compute the function of the loop; how
to compute an invariant assertion of the loop; how to compute aweakest precondition of the
loop; howto compute a strongest postconditionof the loop; howto compute the termination
condition of a loop; how to verifywhether the loop computes a given function; how to verify
whether the loop is correct with respect to a given specification; and finally how to compute
an invariant function for the loop. Using a tool we have developed at the University of Tunis
to derive invariant relations, we show how all these tasks can be automated by means of
a computer algebra system, viz. Mathematica (©Wolfram Research). Whenever applicable,
we compare the performance of our tool against the performance of others.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction: analyzing loops
Ever since their introduction by Hoare in 1969 [12], invariant assertions have, justifiably, played a central role in the
analysis and verification of while loops. The interest in invariant assertions has followed the same ebb and flow pattern as
the interest in the broader topic of verified software, and has gained renewed momentum recently with the advent of the
Verified Software Initiative [13,28]. In this paper, we discuss a distinct but related concept, that of invariant relation, and show
how the invariant relation of a loop can be used to systematically compute many artifacts that are relevant to the analysis
of a loop, including: the function of the loop [17]; an invariant assertion of the loop, for a given pre-post specification [12];
the weakest precondition of the loop, for a given postcondition [5,9]; the strongest postcondition of the loop, for a given
precondition [10]; the termination condition of the loop [3,4] (if the condition is true , this constitutes a proof of termination
[20]); a proof to the effect that the loop does or does not compute a given function [23,26]; a proof to the effect that the loop
is or is not correct with respect to a given specification; and finally, an invariant function of the loop [22].
This paper does not purport to offer a substitute for invariant assertions, but rather a concept that complements insights
provided by these. Also, this paper is partly a research paper and partly a survey paper; as a survey paper, it presents under the
same roof all the possible applications of invariant relations that we know of, some of which have been presented piecemeal
elsewhere. As a research paper, it also presents some results for the first time, most notably those pertaining to invariant
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assertions, to termination, to proof of correctness, and to invariant functions. To help the reader distinguish between these
two aspects (survey vs. research), we will present proofs for all new results and merely refer to earlier publications for
published results.
In Section 2 we briefly present some notations pertaining to relational mathematics; we assume the reader familiar with
relational algebra [27], our only purpose being to define some notational conventions. In Section 3 we briefly introduce
invariant relations, then in Sections 4–11 we discuss in turn how invariant relations can be used to compute or approximate
loop functions, to compute invariant assertions, to compute or approximate weakest preconditions, to compute strongest
postconditions, to derive termination conditions, to derive invariant functions, to compute necessary conditions of cor-
rectness with respect to a deterministic specification, and to compute sufficient conditions of correctness with respect to a
specification. In Section12wediscuss the generationof invariant relations, andweconclude in Section13with anassessment
of our work, along with a discussion of future prospects.
2. Mathematical background
2.1. Definitions and notations
We consider a set S defined by the values of some program variables, say x and y; we denote elements of S by s, and we
note that s has the form s = 〈x, y〉. We denote the x-component and (resp.) y-component of s by x(s) and y(s). We may use
x to refer to x(s) and x′ to refer to x(s′). We refer to S as the space of the program and to s ∈ S as a state of the program.
A relation on S is a subset of the cartesian product S × S. Constant relations on some set S include the universal relation,
denoted by L, the identity relation, denoted by I, and the empty relation, denoted by φ.
2.2. Operations on relations
Because relations are sets, we apply set theoretic operations to them: union (∪), intersection (∩), and complement (R).
Operations on relations also include: The converse, denoted by R̂, and defined by R̂ = {(s, s′)|(s′, s) ∈ R}. The product of
relations R and R′ is the relation denoted by R ◦ R′ (or RR′) and defined by R ◦ R′ = {(s, s′)|∃s′′ : (s, s′′) ∈ R ∧ (s′′, s′) ∈
R′}. The pre-restriction (resp. post-restriction) of relation R to predicate t is the relation {(s, s′)|t(s) ∧ (s, s′) ∈ R} (resp.
{(s, s′)|(s, s′) ∈ R ∧ t(s′)}). Given a predicate t, we denote by T the relation defined as T = {(s, s′)|t(s)}. The domain of
relation R is defined as dom(R) = {s|∃s′ : (s, s′) ∈ R}, and the range of R (rng(R)) is the domain of R̂. We admit that for a
relation R, RL = {(s, s′)|s ∈ dom(R)}. The nth power of relation R, for natural number n, is denoted by Rn and defined as
follows: R0 = I; for n > 0, Rn = Rn−1 ◦ R. The transitive closure of relation R is the relation denoted by R+ and defined by
R+ = {(s, s′)|∃n > 0 : (s, s′) ∈ Rn}. The reflexive transitive closure of relation R is the relation denoted by R∗ and defined by
R∗ = R+ ∪ I. The nucleus of a relation R is the relation denoted byμ(R) = RR̂. We apply the usual conventions for operator
precedence: unary operators are applied first, followed by product, then intersection, then union.
2.3. Properties of relations
We say that R is deterministic (or that it is a function) if and only if R̂R ⊆ I, andwe say that R is total if and only if I ⊆ RR̂, or
equivalently, RL = L. A vector V is a relation that satisfies VL = V ; in set theoretic terms, a vector on set S has the form C × S,
for some subset C of S; we use vectors as a relational representation of sets. A relation R is said to be reflexive if and only if
I ⊆ R, transitive if and only if RR ⊆ R and symmetric if and only if R = R̂. We admit that the transitive closure of a relation R is
the smallest transitive superset of R; and that the reflexive transitive closure of relation R is the smallest reflexive transitive
superset of R. A relation that is reflexive, symmetric and transitive is called an equivalence relation. We admit that the nucleus
of a total deterministic relation is an equivalence relation. The equivalence class of an element s in S modulo relation R is
the set of elements that are in relation R with s; we admit that the equivalence classes of an equivalence relation R form a
partition of set S. We let the projection of an equivalence relation R be defined as the function R that to each element of S
assigns a pre-defined element of its equivalence class modulo R. We admit that the nucleus of the projection of equivalence
relation R is R itself.
2.4. Refinement ordering
We introduce a refinement ordering between relations, defined as follows.
Definition 1. We say that R refines R′ if and only RL ∩ R′L ∩ (R ∪ R′) = R′.
Intuitively, this ordering indicates that the domain of R is a superset of (or equal to) the domain of R′, and that the
restriction of R to the domain of R′ is a subset of (or equal to) R′. We admit that this ordering is a partial ordering on the set
of relations. Furthermore, in [1] Boudriga et al. analyze the lattice properties of this ordering and find the following results:
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• Any two relations have a meet (greatest lower bound), denoted by R  R′ and defined by R  R′ = RL ∩ R′L ∩ (R ∪ R′).
• TworelationsRandR′ havea join (leastupperbound) if andonly if theysatisfy the followingcondition:RL∩R′L = (R∩R′)L.
• When two relations do satisfy this condition, their join is given by the following formula:
R unionsq R′ = R′L ∩ R ∪ RL ∩ R′ ∪ (R ∩ R′).
• Two relations have a join if and only if they have a common upper bound.
• The refinement ordering has a universal lower bound, which is the empty relation, but no universal upper
bound.
• Maximal elements of the lattice are total deterministic relations.
3. Invariant relations
3.1. Loop semantics
Given a program g on space S, we let the function of g be denoted by G and defined as the set of pairs (s, s′) such that if g
starts execution on state s then it terminates in state s′. From this definition it stems that dom(G) is the set of states s such
that if execution of g starts in state s then it terminates. As a convention, we represent programs by lower case letters and
their function by the same letter in upper case. We consider while loops written in some C-like programming language, and
we submit the following theorem, due to [21], which we use as the semantic definition of a while loop.
Theorem 1 (Mili et al. [21]). We consider a while statement of the form w = while t {b}. Then its function W is given by:
W = (T ∩ B)∗ ∩ T̂ .
To illustrate our subsequent discussions, we use a simple while loop on natural variables n, f , k, such that 0 ≤ k ≤ n:
while (k!=n) {k=k+1; f=f*k;}.
3.2. Invariant relations
Intuitively, an invariant relation is a relation that contains all (but not necessarily only) the pairs of states (s, s′) such that
s′ can be derived from s by application of an arbitrary number (including zero) of iterations of the loop body. We define it
formally as follows.
Definition 2. Given a while loop of the formw = while t {b} on space S, we say that relation R is an invariant relation for
w if and only if it is a reflexive and transitive superset of (T ∩ B), where B is the function of b and T is the vector defined by
predicate t.
The following proposition stems readily from the definition, and provides a proof of existence of invariant
relations.
Proposition 1. Given a while loop of the form w = while t {b} on space S, the relation R = (T ∩ B)∗ is an invariant relation
for w.
Proof. As the reflexive transitive closure of (T ∩ B), R is reflexive, transitive, and is a superset of (T ∩ B). 
The analysis of while loops by means of invariant relations can be seen as a substitute for computing (T ∩ B)∗: had we
been able to compute this transitive closure, we would apply Theorem 1 to compute the function of the loop, and we would
dispense with all other means to analyze the loop. But computing the reflexive transitive closure of an arbitrary relation is
usually very difficult; as a substitute, we compute invariant relations, which are reflexive transitive supersets of (T ∩ B),
though not necessarily smallest supersets. To illustrate this concept, we consider the loop of the running example, and we
submit the following relation:
R =
{
(s, s′)| f
k! =
f ′
k′!
}
.
This relation is clearly reflexive and transitive; we leave it to the interested reader to check that it is a superset of (T ∩ B).
Other invariant relations include {(s, s′)|n′ = n}, and {(s, s′)|k ≤ k′}.
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4. Loop functions
The following theorem, due to [21], shows how invariant relations can be used to compute or approximate loop functions.
Theorem 2. Let w be a while loop of the form w: while t {b} on space S, which we assume to terminate for all states in S, and
let W be the function of w. Then W refines Y = R ∩ T̂ .
Werefer toY as a lower bound forW .Whereas the condition thatw terminates for all states in S (i.e. thatW is total) appears
to be restrictive, we have shown in [21] that in theory, it does not affect the generality of our study:We have a proposition to
the effect that all final states of a loop, as well as all its intermediate states and all its initial states are in dom(W). Hence we
can redefine the space ofw as S = dom(W), thereby makingW vacuously total. In Section 8, we discussed how to compute
the termination condition ofw (i.e. the domain ofW), which can then be used to redefine the space S ofw, making it possible
to apply theorem 2.
Theorem 2 enables us to convert any invariant relation of w into a lower bound for W . We compute the function of the
loop by finding invariant relations, converting them into lower bounds, and composing the lower bounds by the join operator
(introduced in Section 2.4). Because by hypothesis W is total and deterministic, it is maximal in the refinement ordering,
hence can be approximated using nothing but lower bounds. If the join of all the lower bounds is total and deterministic,
then it is necessarily the function of the loop; if not, then it is the best approximation of the function of the loop that we can
come up with given the invariant relations that we are able to identify.
In practice, the lower bounds take the form of equations between initial states and final states, and we take their join
by combining them into a system of equations in the final state variables using the initial state variables as parameters;
this step is automated by means of Mathematica (©Wolfram Research). If we consider the factorial example, and map the
invariant relation found above onto a lower bound, we find:
Y =
{
(s, s′)| f
k! =
f ′
k′! ∧ k
′ = n′
}
.
This sole lower bound is total but not deterministic, hence it is not sufficient to computeW; hence we propose another one
(using the following invariant relation {(s, s′)|n = n′}):
Y ′ = {(s, s′)|n = n′ ∧ k′ = n′}.
We leave it to the reader to check that the combination of these two lower bounds does produce the function of the loop,
which is
W =
{
(s, s′)|n′ = n ∧ k′ = n ∧ f ′ = n! × f
k!
}
.
For a larger scale example, we consider the following while loop written in C++:
#include <iostream>
#include <math.h> using namespace std;
int main ()
{const int e, g, cN; const float a, m, b, c, d;
int h, i, j, k, l, n, p, xx, yy;
float x, y, z, u, v, w, q, r, s, t;
int aa[cN]; int ab[cN];
float f (float z); // sample (incomplete) function definition
while (k>=7)
{
j=j+aa[i]; i=i+n; l=l+ab[n]; n=n-k; k=k-7; yy=xx*yy;
x=a+m*x; y=a*pow(y,m); t=t+b*w; n=n+k+6; s=s+c*z;
z=z+b; u=a*u+m; v=v-c; w=d*w; q=q+r; r=f(r); h=h+g*p;
p=p/e; i=i-n;
}
}
By generating invariant relations for this loop, converting them into lower bounds, then composing the lower bounds by the
lattice operator of join, we find the following function for this loop (where k
7
designates the integer division of k by 7 and
mod(k, 7) designates the remainder of the integer division of k by 7):
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W =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(s, s′)|
d = 1 ∧ a = 0 ∧ a = 1 ∧ e > 0 ∧ e = 1 ∧ m ≥ 2 ∧ k ≥ 0∧
k′ = mod(k, 7) ∧ aa′ = aa ∧ ab′ = ab ∧ i′ = i + k
7
∧
r′ = f k7 (r) ∧ j′ = j + i−1+
k
7
H=i aa[H] ∧ z′ = z + b k7∧
d > 0 ∧ l′ = l + n
H=1+n− k
7
ab[H] ∧ n′ = n − k
7
∧
y′ = ym
k
7
a
m
k
7 −1
m−1 ∧ p′ = e− k7 p ∧ h′ = h−eh+e(−1+e−
k
7 )gp
1−e ∧
q′ = q + nH=1f H(r) − n−
k
7
H=1 f H(f
k
7 (r))∧
s′ = 1
2
(2s − bc k
7
+ 2cz k
7
+ bc k
7
2
) ∧ t′ = t + bw d
k
7 −1
d−1 ∧
u′ = −m+a
k
7 (m+(a−1)u)
a−1 ∧ xx′ = xx ∧ yy′ = xx
k
7 yy∧
v′ = v − c k
7
∧ w′ = d k7w ∧ x′ = −a+m
k
7 (a+(m−1)x)
m−1
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
We know of no other tool that automatically computes the function of a loop. Note that in this example, we assume that
the execution of this program terminates normally, i.e. that the loop iterates a finite number of times and that it causes no
illegal operation such as array references out of bound. In Section 8 we discuss how to determine under what condition the
execution of a loop does indeed terminate normally.
5. Invariant assertions
In keeping with our relational approach, we represent invariant assertions by relations, more specifically by vectors.
Definition 3. A vector A is said to be an invariant assertion for the while loopw: while t {b}with respect to precondition
P and postcondition Q if and only if it satisfies the following conditions:
• P ⊆ A,
• A ∩ (T ∩ B) ⊆ Â,
• A ∩ T ⊆ Q .
The following proposition elucidates how invariant relations can be used to generate invariant assertions.
Proposition 2. Given an invariant relation R of the while loop w: while t {b}, the vector A = R̂P is an invariant assertion
with respect to precondition P and postcondition Q = R̂P ∩ T.
Proof.Definition 3 provides three conditions that must be satisfied. The first condition is satisfied by virtue of the reflexivity
of R; the third condition is satisfied by construction. As for the second condition, we prove it as follows:
R̂P ∩ (T ∩ B) ⊆ R̂P
⇐ { because T ∩ B ⊆ R }
R̂P ∩ R ⊆ P̂R
⇐ { because I ⊆ L }
L(̂RP ∩ R) ⊆ P̂R
⇐ { vector identity }
P̂RR ⊆ P̂R
⇐ { monotonicity }
RR ⊆ R
⇐ { transitivity of R }
true .

In practice, given an invariant relationR andaprecondition P,wederive an invariant assertionby simplifying the following
logical expression in Mathematica: ∃s′′ : (s′′, s) ∈ R ∧ (s′′, s′) ∈ P.
Further to the result of this proposition, we find that actually all invariant assertions can be written as the converse of
an invariant relation composed with a precondition. This result provides a neat decomposition of invariant assertions into a
loop-dependent component (the inverse of an invariant relation) and a context-dependent component (the precondition).
This resultmay streamline the generation of invariant assertions [2,6–8,11,14–16,19,29], by showing twopremises: first, the
search for invariant assertions is amenable to the search for invariant relations; second, the search for invariant assertions
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may be divided into an analysis of the loop in isolation (to derive invariant relations) and an analysis of its context (its
precondition).
To illustrate the application of Proposition 2, we consider the factorial loop and the following precondition: P =
{(s, s′)|f = 1 ∧ k = 0}. Application of this proposition to the invariant relation identified above (Section 3.2) yields:
A =
{
(s, s′)|∃s′′ : f
k! =
f ′′
k′′! ∧ f
′′ = 1 ∧ k′′ = 0
}
= {(s, s′)|f = k!}.
For a larger scale example, we consider the loop introduced in the previous section, and we consider the following initial-
ization segment for it.
const int e=2, g=1; cN=21;
const float a=2.,m=2.,b=1.,c=1.,d=2.;
int i=1, n=20, j=0, k=150, p=20, h=0, l=0, xx=5, yy=2;
float x=0., y=2., z=1., v=5., w=1., s=0., t=0., u=0., q=0., r=1.;
float f (float z) {return z+1;};
int aa[cN] =
{2,8,10,38,15,0,3,6,23,90,57,14,46,175,23,19,0,16,22,17,72};
int ab[cN] =
{12,50,4,9,6,3,0,22,19,12,15,2,0,0,8,1,42,12,5,3,0};
If we let R be the invariant relation generated by our tool for this loop, and we let P be the precondition that prevails upon
execution of the initialization segment above, then, according to Proposition 2, the following vector represents an invariant
assertion for the loop, where φ represents the fractional part of a real number.
A =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(s, s′)|
i ≥ 1 ∧ n ≤ 20 ∧ φ(1.4427log(p)) = 0.321928 ∧ aa = [2,
8, 10, 38, 15, 0, 3, 6, 23, 90, 57, 14, 46, 175, 23, 19, 0, 16, 22, 17, 72]
∧ab = [12, 50, 4, 9, 6, 3, 0, 22, 19, 12, 15, 2, 0, 0, 8, 1, 42, 12, 5, 3, 0]∧
xx = 5 ∧ j + 21H=iaa[H] = 656 ∧ l + nH=1ab[H] = 225∧
q + nH=1f H(r) = 20H=1f H(1) ∧ h + 2p = 40∧
i + n = 21 ∧ 1.4427nlog(xx) + 1.4427log(yy) = 47.4386∧
7i + k = 157 ∧ 2i = x + 2 ∧ 2i = 1 + 1.4427log(y) ∧ i = z∧
2i = u + 2 ∧ i + v = 6 ∧ w = 0.52i ∧ f 21−i(r) = f 20(1)∧
i +  log(p)
log(2)
 = 5 ∧ s − 0.5(z − 1)z = 0 ∧ t − w = −1
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
For the sake of comparison, we review the performance of other invariant generation tools on this same loop. Execution of
Aligator [15] on this program is possible only after we delete the array statements, the function calls, and the statements
y=a*y**m and i=i-n; then, Aligator produces the following invariant assertion:
c × q + r × v = 5 × r ∧ b × v + c × z = 5 × b + c ∧ b × q + r = r × z
∧2 × s + (v − 5) × (1 + z) = b × (v − 5).
Execution of Daikon [6] on the same (simplified) loop as Aligator generates the following invariant assertion (as a likely
invariant, rather than a provably valid invariant):
i + n = 21 ∧ 7 × i + k = 157 ∧ 7 × n + 10 = k ∧ z + v = 6 ∧ w − t = 1 ∧
2 × w = x + 2 ∧ 2 × t = x ∧ z = r ∧ s = q ∧ x = u ∧ x%a = 0 ∧ yy%e = 0 ∧ e ∈ aa[].
As for LoopFrog [16], it produces the following assertion:
zz ≤ r ∧ k ≤ n ∧ r = z ∧ t = w ∧ u = x.
We could not check subsumption relations between our invariant assertion and the others, since they were applied to
slightly different programs (we had to remove some of the statements from our loop before we could apply the other tools);
nevertheless, other tools appear to provide less information on the loop than ours, because they are usually restricted to
specific data types (e.g. numeric types), and to invariant assertions of some predefined format (e.g. polynomials).
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6. Weakest preconditions
The following definition, due to [24], gives a relational representation of weakest preconditions [5].
Definition 4. We consider a while loopw: while t {b}, whose function isW , and we let Q be a postcondition of the loop.
A precondition of w for postcondition Q is any subset ofWQ ; the weakest precondition of w for postcondition Q isWQ .
In practice, we can compute the function of a loop bymeans of invariant relations using the procedure outlined in Section
4, then we derive the weakest precondition of the while loop with respect to postcondition Q by simplifying the following
logical expression in Mathematica:
∃s′′ : (s, s′′) ∈ W ∧ (s′′, s′) ∈ Q .
As a practical example of application, we consider the following while loop written in C-like syntax.
#include <iostream>
#include <list> using namespace std; //header
int main ()
{const int cn; int x, y, y, i, j, z, u, v; // scalars
list <int> l1, l2; int aa[cn], bb[cn]; //lists and arrays
while (! l2.empty())
{x=x+aa[i]; y=y+bb[j]; j=j+i; i=i+1; u=z;
z=v+u; v=u; j=j-i; l1.push_back(l2.front());
l2.pop_front();\
}
}
Our tool produces the following weakest preconditions:
• Postcondition Q1 = {(s, s′)|x = ∑cN−1k=0 aa[k] ∧ y = ∑cN−1k=0 bb[k]}. We find (where sl2 is the size of l2):
P1 = T ∩ Q1 ∪ {(s, s′)|
l2 = 〈〉 ∧
cN−1∑
h=0
aa[h] = x +
sl2+i−1∑
h=i
aa[h] ∧
cN−1∑
h=0
bb[h] = y +
j∑
h=1+j−sl2
bb[h]}.
Note that this precondition can be satisfied by the following initialization: i=1; j=cN-1; x=0; y=0;// sl2=cN-1;
• Postcondition (where F is the Fibonacci function) Q2 = {(s, s′)|z = F(cN + 1)}. We find:
P2 = T ∩ Q2 ∪ {(s, s′)|l2 = 〈〉 ∧ F(cN + 1) = vF(sl2) + zF(sl2 + 1)}.
Note that this precondition can be satisfied by the following initialization: v=1; z=1; // sl2=cN-1;
For this example, the generation of invariant relations took 953ms of CPU time, and the resolution of the equations (to derive
W) took 12.932 s; as for the generation of weakest precondition, it took 296 ms for Q1, and 140 ms for Q2.
7. Strongest postconditions
The following definition, due to [24], gives a relational representation (as a vector) of strongest postconditions.
Definition 5. Given a while loop w on space S whose function isW , and given a precondition P of w, any superset of ŴP is
said to be a postcondition of w with respect to P, and ŴP is said to be the strongest postcondition of w with respect to P.
The following proposition, due to [24], enables us to convert invariant relations into postconditions.
Proposition 3. Let w be a while loop on space S and let R be an invariant relation for w; given a precondition P, the vector
(T ∩ R̂P) is a postcondition of w with respect to P.
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In practice, we find a postcondition by simplifying the following logical expression in Mathematica:
(s, s′) ∈ T ∧ ∃s′′ : (s′′, s) ∈ R ∧ (s′′, s′) ∈ P.
The interest of this proposition is that any invariant relation gives rise to a postcondition; we can compute the strongest
postconditionwhenwe have accumulated enough invariant relations. As an illustration, we consider the following program:
#include <iostream>
#include <list>
#include<math.h> using namespace std;
int fact (int z); // fact is factorial
int f(int x); // f is an arbitrary function
int main()
{const int ca,cb,cd,ce,cN; int i,j,k,h,y,m,q,w,x2,fx;
float ma,st,ut,x1,t,p,n,g,r,s,u,v,z,ta,ka,la,uv;
list <int> l1,l2; float aa[]; float ab[];
while (l2.size()!=0)
{r=pow(i,5)+r; s=s+2*u; k=ca*h+k; la=pow(x1,j)/fact(j)+la;
l1.push_back(l2.front()); h=h+j; m=m+1; j=j+i; fx=f(fx);
g=g-15*cd; q=1+2*i+q; ma=ka-ma; i=i+1;st=st+aa[i]; j=j-i;
w=4*w; ut=ut+ab[j]; ma=(cd+1)*ka-ma;ka=ka-1;ta=pow(ta,3);
if(x2%4==0)
{x2=x2/4; y= y+2; t= t*4;}
else
{if (x2%2==0)
{x2= x2/2; y= y+1; t= t*2;}
else
{x2= x2-1; z=z+t;}}
ka=3+3*ka; w=cd+w/2; p= 2*pow(p,3); m=2*m -2; n=1 + n/2;
s=(cb-2)*u+s; h=h-1+cb-j; g=3*cd+g/5; v=pow(v,4);u=ca+u;
uv=pow(uv,5); l2.pop_front();
}
}
We want to compute a postcondition of this while loop for the precondition P defined by:
P =
⎧⎨⎩(s, s′)| size(l2) = 5 ∧ x2 = 66 ∧ y = 0 ∧ t = 1∧ut = 0 ∧ st = 0 ∧ la = 0 ∧ j = 5 ∧ i = 0
⎫⎬⎭ .
We find:
Q =
⎧⎨⎩(s, s′)| i = 5 ∧ j = 0 ∧ 120(la + 1) = e
x1(6, x1) ∧ st = ∑5H=1 aa[H]∧
t = 26− log(x2)log(2)  ∧ ut = ∑4H=0 ab[H] ∧ y +  log(x2)log(2)  = 6
⎫⎬⎭ ,
where  is Euler’s Gamma function. On this example, our tool needed 136.531 s of CPU time to generate invariant relations,
and 53.243 s to compute the strongest postcondition for precondition P.
8. Computing termination conditions
We consider a while loop w: while t {b}, whose function is W , and we let D be the set of states on which the loop
terminates normally. From Section 3.1, we know that this set is the domain of W; from Section 2.2, we know that WL is a
vector representation of the domain ofW . Hence the definition:
Definition 6. We consider a while loop w: while t {b}, whose function is W , we refer to WL as the termination domain
of w.
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We refer to the condition defined by vectorWL as the termination condition of the loop.Whereas other researchers equate
loop termination with the condition that the loop iterates a finite number of times, we go beyond this presumption, and
our definition of termination encompasses the requirement that the loop iterates a finite number of times as well as the
requirement that each iteration proceeds normally (without illegal operations such as division by zero, array reference out
of bound, abort, etc.). Once we have computed the domain ofW , say D, we can redefine the space of the loop as D, thereby
making W vacuously total (for the purposes of Theorem 2, for example). This causes no loss of generality since we have
proved in [21] that the initial states, the final states and all the intermediate states of the execution of a while loop are all in
dom(W); hence by limiting our space to Dwe are not excluding any state of interest.
The following proposition shows how we can convert an invariant relation into an approximation of the termination
domain of the loop.
Proposition 4. We consider a while loop w: while t {b} and we let R be an invariant relation of w. Then RT is a superset of
the loop’s termination domain.
Proof.
WL
= { Theorem 1 }
((T ∩ B)∗ ∩ T̂)L
⊆ { because R is an invariant relation }
(R ∩ T̂)L
= { vector identity, the complement of a vector is a vector }
RT .

This Proposition converts an invariant relation into a superset of (an approximation of) the termination domain of the
loop; in logical terms, this Proposition provides necessary conditions of termination. With enough invariant relations, we
can find the complete characterization of the termination domain (a necessary and sufficient condition of termination) by
taking the intersection of these approximations. In practice, we obtain an approximation of the termination domain by
simplifying the following logical formula using Mathematica:
∃s′′ : (s, s′′) ∈ R ∧ (s′′, s′) ∈ T .
To illustrate our approach, we apply it to the program given in Section 4, andwe find the following formula, which represents
a necessary condition of termination (we believe it to be a sufficient condition as well):
{(s, s′)|k ≤ 6 ∧ cN ≥ 1 ∧ 0 ≤ i ≤ cN − 1 ∧ 0 ≤ n ≤ cN − 1} ∪
−22pc{(s, s′)|k ≥ 7 ∧ cN > k/7 ∧ 0 ≤ i ≤ 7cN − k
7
∧ k − 7
7
< n < cN − 1}.
This result was computed in 0.187 s of CPU time.
As another example, we consider the following loop on real (float) variables x and y. To simplify this example, we write
the loop condition as (x!=y) even though in practice we ought to write this as fabs(x-y)>eps for some small real value
eps.
w: while (x!=y) {y=x; x=1+z/x;}.
Our tool finds the following necessary condition of termination (whichwe believe to be sufficient as well): x = y∨ z ≥ − 1
4
.
The interest of this example is that it does not involve any ranking function [3],which is usually invoked to prove termination,
nor does termination depend on proving a finite number of iterations.
If we submit the actual source codewith the loop condition fabs(x-y)>eps for eps ≥ 0,we find the following necessary
condition of termination:(
y < x − eps ∧ z ≥ eps
2 − 2 × eps − 1
4
)
∨
x − eps ≤ y ≤ x + eps ∨(
y > x + eps ∧ z ≥ eps
2 − 2 × eps − 1
4
)
.
This condition simplifies to true for eps = ∞ and to the condition found above (x = y ∨ z ≥ − 1
4
) if eps = 0.
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Fig. 1. Terminator vs. invariant relations.
For the sake of comparison, we take a sample of loops from a paper that discusses Terminator, a system developed at
Microsoft for analyzing programs [3]. For each loop in the sample, we show the result produced by Terminator (T), the result
obtained by our system (IR), and their respective CPU performance, as well as a brief comment on the results; see the table
of Fig. 1.
By Proposition 4, the conditions generated by our method are necessary conditions for termination. When our tool
generates a condition that is not a sufficient condition of termination, it is generally becausewe failed to generate a sufficient
number of (sufficiently small) invariant relations; Section 12 discusses the generation of invariant relations.
9. Invariant functions
The following definition, due to Mili et al. [22], characterizes invariant functions in relational terms.
Definition 7. Given a while loop on space S of the form w: while t {b}, we say that a function V is an invariant function
for w if and only if it is total and satisfies:
T ∩ V = T ∩ BV .
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Intuitively, an invariant function is one that takes the same value before and after application of the loop body, assuming
the loop condition is satisfied. As an example, consider that the following function is an invariant function for the sample
factorial loop:
V
⎛⎜⎜⎜⎝
n
f
k
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
f
k!
0
0
⎞⎟⎟⎟⎠ .
The following proposition shows how we can convert an invariant relation into an invariant function, where (as a reminder
fromSection 2) the projection of an equivalence relation R is defined as the function thatmaps each element into a predefined
element of its equivalence class by R.
Proposition 5. Given a while loop on space S of the form w: while t {b}, and given an invariant relation R of w. If R is
symmetric, then the projection of R is an invariant function of w.
Proof. If in addition tobeing reflexive and transitive, the invariant relation is also symmetric, then it is anequivalence relation.
We let V be the projection of R, and we let s be an arbitrary element of S such that t(s). We must show that V(s) = V(s′),
where s′ = B(s). From t(s) ∧ s′ = B(s) we infer (s, s′) ∈ (T ∩ B). Because R is a superset of (T ∩ B), we infer (s, s′) ∈ R,
whence s and s′ are in the equivalence class by R. By definition of V , this means V(s) = V(s′). 
As an example, consider that function V given above is a projection of the following invariant relation for the sample
factorial program (Section 3.1):
R =
{
(s, s′)| f
k! =
f ′
k′!
}
,
which is symmetric (in addition to being reflexive and transitive). Note that strictly speaking, there are typically more than
one projection of a given equivalence relation, depending on which element we choose to represent each equivalence class.
10. A necessary condition of correctness
In Section 4, we discuss how we can use invariant relations to compute the function of a loop given in source code form.
In many instances in practice, we do not have source code by itself, but rather source code accompanied by documentation
indicating what function the code computes or is supposed to compute [26]. In order to determine whether the code does
indeed compute its alleged function,we could deploy themethodproposed in Section 4; but thatmaybe a costly proposition,
as it may involve finding a sufficient number of (sufficiently small) invariant relations to capture the function of the loop in
all its minute detail (including perhaps much irrelevant detail). The alternative proposed by the following proposition can
settle the matter with a single judiciously chosen (or luckily drawn) invariant relation.
Proposition 6. Let w be a while loop of the form w = while t {b} that terminates for all states in S, and let R be an invariant
relation for w. If w computes function U then
(R ∩ U)T = L.
Proof.According to Theorem2, ifw computesU thenU refinesR∩T̂ . According to a theoremgiven in [23], this is equivalent to
(R ∩ T̂ ∩ U)L = R ∩ T̂L.
This condition can be simplified as follows:
(R ∩ T̂ ∩ U)L = (R ∩ T̂)L
⇔ { vector identity (since T is a vector) }
(R ∩ U)T = RT
⇔ { By Proposition 4,WL ⊆ RT and by hypothesisWL = L }
(R ∩ U)T = L.

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Even though this proposition is formulated as a necessary condition for correctness, it is actually best used as (the
negation of) a sufficient condition for non-correctness. As soon as we find an invariant relation R that does not meet the
cited condition, we can conclude thatw does not computeU; to reach this conclusion, we do not need to knowwhat function
the loop computes, we only need an invariant relation that is incompatible with the candidate function U. In practice, we
apply this Proposition for candidate function U and invariant relation R by simplifying the following logical expression in
Mathematica:
∃s′ : (s, s′) ∈ R ∧ (s, s′) ∈ U ∧ ¬t(s′).
If this expression does not reduce to true , we infer that the loop does not compute the candidate functionU. As an illustrative
example, we consider the factorial program introduced in Section 3.1, and we let the candidate function be
U = {(s, s′)|n′ = n ∧ f ′ = n! ∧ k′ = n}.
We consider the following invariant relation:
R =
{
(s, s′)| f
k! =
f ′
k′!
}
,
and we evaluate the expression (R ∩ U)T:
(R ∩ U)T
= { substitutions }
{(s, s′)|n′ = n ∧ f ′ = n! ∧ k′ = n ∧ f
k! = f
′
k′! } ◦ T
= { simplifications }
{(s, s′)|f = k! ∧ n′ = n ∧ f ′ = n! ∧ k′ = n} ◦ T
= { relational product }
{(s, s′)|∃s′′ : f = k! ∧ n′′ = n ∧ f ′′ = n! ∧ k′′ = n ∧ k′′ = n′′}
= { factoring, logical simplification }
{(s, s′)|f = k!}
= { inspection }
L.
Hence we can conclude that the loop in question does not compute the candidate function U. For a larger example, we
consider the following loop:
#include <iostream> using namespace std;
const int cN=...; int i, j, fb, nc, np;
int main ()
{
while (j!=cN)
{j=j+i; nc=fb; fb=np+nc; np=nc; i=i+1; j=j-i;}
}
and the following candidate function U (where F represents the Fibonacci function):
U = {(s, s′)|j = cN ∧ s′ = s} ∪ {(s, s′)|j > cN ∧ fb′ = F(j + 2 − cN) ∧
nc′ = F(j + 1 − cN) ∧ np′ = F(j + 1 − cN) ∧ i′ = i + j − cN ∧ j′ = cN}.
To check whether this loop computes function U, we consider the following invariant relation of the loop (generated by
our tool):
R = {(s, s′)|fb′ = fb × F(i′ − i + 1) + np × F(i′ − i)},
and we apply Proposition 6. To this effect, we compute (R ∩ U)T:
(R ∩ U)T
= { substitutions, distributivity }
{(s, s′)|j = cN ∧ s′ = s ∧ fb′ = fb × F(i′ − i + 1) + np × F(i′ − i)∧
j′ = cN} ◦ L ∪ {(s, s′)|j > cN ∧ fb′ = fb × F(i′ − i + 1) + np × F(i′ − i)
∧fb′ = F(j + 2 − cN) ∧ nc′ = F(j + 1 − cN) ∧ np′ = F(j + 1 − cN)∧
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i′ = i + j − cN ∧ j′ = cN} ◦ L
= { simplifications }
{(s, s′)|j = cN ∧ s′ = s} ◦ L
∪{(s, s′)|j > cN ∧ F(j + 2 − cN) = fb × F(j + 1 − cN) + np × F(j − cN)
∧fb′ = F(j + 2 − cN) ∧ nc′ = F(j + 1 − cN) ∧ np′ = F(j + 1 − cN)∧
i′ = i + j − cN ∧ j′ = cN} ◦ L
= { relation product }
{(s, s′)|j = cN}
∪{(s, s′)|j > cN ∧ F(j + 2 − cN) = fb × F(j + 1 − cN) + np × F(j − cN)}
Because this relation is not equal to L, we can conclude that the loop w does not compute function U; we may not know
what function w computes, but we do know what function it does not compute: U.
11. A sufficient condition of correctness
Inorder toprove thatawhile loopdoesnot computeagiven function, it suffices tofindan invariant relation that contradicts
the proposed function; the foregoing section shows how to do that. But in order to prove that a while loop is correct with
respect to a given specification, it is necessary to find enough invariant relations to subsume the target specification; this is
the subject of the following proposition.
Proposition 7. Given awhile loopw of the formwhile t {b} that terminates for all states in its space S, and given a specification
C on S, if an invariant relation R of w satisfies the condition
RT ∩ CL ∩ (C ∪ R ∩ T̂) = C
then w is correct with respect to C.
Proof. The condition RT ∩ CL∩ (C ∪R∩ T̂) = C can be written as R′L∩ CL∩ (R′ ∪ C) = C, where R′ = R∩ T̂ , which logically
implies that R′ = (R∩ T̂) refines C. According to Theorem 2, the function of the loop refines (R∩ T̂). By transitivity, we infer
that the function of the loop refines C, hence w is correct with respect to C. 
We illustrate this proposition on the sample factorial program by taking the following candidate specification:
C = {(s, s′)|f = k! ∧ f ′ = n′!}.
To prove w correct with respect to C, we use the invariant relation R = {(s, s′)| f
k! = f
′
k′! }, and we apply Proposition 7:
RT ∩ CL ∩ (C ∪ R ∩ T̂)
= { substitutions, simplifications }
L ∩ {(s, s′)|f = k!}∩
({(s, s′)|f = k! ∧ f ′ = n′!} ∪ {(s, s′)| f
k! = f
′
k′! ∧ k′ = n′})
= { factoring, simplification }
{(s, s′)|f = k! ∧ f ′ = n′!} ∪ {(s, s′)|f = k! ∧ f ′ = n′! ∧ k′ = n′}
= { set theory, substitution }
C.
The same invariant relation, R = {(s, s′)| f
k! = f
′
k′! }, which was sufficient to rule out U (previous section), is sufficient to
rule in specification C. In both cases, we did not need to compute the function of the loop, nor to generate all its invariant
relations.
As further illustration, we consider the same program as the previous section, and the following specification:
C = {(s, s′)|j > cN ∧ np = 1 ∧ fb = 1 ∧ fb′ = F(j + 2 − cN) ∧ nc′ = F(j + 1 − cN)}.
In order to prove that w is correct with respect to this specification, we submit the following invariant relation:
R = {(s, s′)|fb′ = np × F(j − cN) + fb × F(j + 1 − cN)
∧nc′ = np × F(j − 1 − cN) + fb × F(j − cN)}.
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To check the condition of Proposition 7, we proceed as follows:
RT ∩ CL ∩ (C ∪ R ∩ T̂)
= { substitutions }
{(s, s′)|fb′ = np × F(j − cN) + fb × F(j + 1 − cN)∧
nc′ = np × F(j − 1 − cN) + fb × F(j − cN) ∧ j′ = cN} ◦ L
∩{(s, s′)|j > cN ∧ np = 1 ∧ fb = 1 ∧ fb′ = F(j + 2 − cN)∧
nc′ = F(j + 1 − cN)} ◦ L ∩ (C ∪ R ∩ T̂)
= { simplifications }
{(s, s′)|j > cN ∧ np = 1 ∧ fb = 1} ∩ (C ∪ R ∩ T̂)
= { substitutions, distributivity }
{(s, s′)|j > cN ∧ np = 1 ∧ fb = 1 ∧ fb′ = F(j + 2 − cN)
∧nc′ = F(j + 1 − cN)}
∪{(s, s′)|j > cN ∧ np = 1 ∧ fb = 1 ∧ fb′ = np × F(j − cN)+
fb × F(j + 1 − cN) ∧ nc′ = np × F(j − 1 − cN) + fb × F(j − cN)}
= { simplification, Fibonacci property }
{(s, s′)|j > cN ∧ np = 1 ∧ fb = 1 ∧ fb′ = F(j + 2 − cN)
∧nc′ = F(j + 1 − cN)}
∪{(s, s′)|j > cN ∧ np = 1 ∧ fb = 1 ∧ fb′ = F(j + 2 − cN)∧
nc′ = F(j + 1 − cN)}
= { simplification }
{(s, s′)|j > cN ∧ np = 1 ∧ fb = 1 ∧ fb′ = F(j + 2 − cN)
∧nc′ = F(j + 1 − cN)}
= { substitution }
C.
Hence w is correct with respect to C.
Note that we can use the necessary condition of correctness given in the previous section and the sufficient condition
of correctness given in this section to chart an algorithm that rules on the correctness of a while loop with respect to a
deterministic specification by generating successive invariant relations until it reaches one or the other conclusion; research
is under way to lift the condition of determinacy of the necessary condition of correctness, to make the necessary condition
applicable to arbitrary (not necessarily deterministic) specifications.
function checkCorrectness
{
cumulR = L; // universal relation
while moreInvariantRelations
{
R = generate new invariant relation();
if not(necessary condition(R))
then
{return INCORRECT;}
cumulR = cumulR intersection R;
if (sufficient condition(cumulR))
then
{return CORRECT;}
}
return INCONCLUSIVE;
}
We note that necessary correctness is verified using the current invariant relation whereas sufficient correctness is verified
using the cumulative invariant relation. Intuitively, this can be justified by the fact that a single invariant relation is suffi-
cient to rule out a candidate specification, if it highlights a functional attribute of the loop that contradicts the candidate
specification; by contrast, to prove the correctness of a while loop with respect to a specification, we must collect sufficient
functional information about the loop (re: enough invariant relations) to subsume all the requirements of the specification.
Formally, it is worthwhile to note two relevant properties:
• The intersection of two invariant relations is an invariant relation; this stems readily from Definition 2.
• If the necessary condition of correctness fails for a given invariant relation R, then it fails for any subset of R, hence it is
sufficient to verify it for individual invariant relations; this stems readily from Proposition 6.
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Consider that if we try to prove the correctness of a while loop using invariant assertions and the proof fails, we have noway
to tell whether the proof failed because the loop is incorrect or because the invariant assertion is inadequate. By contrast,
the algorithm above enables us to positively assert correctness or incorrectness of the while loop using invariant relations.
The only condition under which the above algorithm is inconclusive is whenwe run out of invariant relations before finding
the necessary condition invalid or the sufficient condition valid; the generation of invariant relations is discussed in the next
section.
12. Computing invariant relations
So far we have discussed themany uses of invariant relations, relying in our discussions on a tool that generates them au-
tomatically; in this sectionwe look briefly into how these invariant relations are generated. First, we introduce a constructive
invariant relation, i.e. one that is generated constructively from T and B.
Proposition 8. Given awhile loop of the formw:while t { b}, the following relation is an invariant relation: R = I∪T(T∩B).
Proof.We must prove that R is reflexive, transitive, and that it is a superset of (T ∩ B). Reflexivity is trivial, and transitivity
can be checked as follows:
RR
= { substitution and distributivity }
I ∪ T(T ∩ B) ∪ T(T ∩ B)T(T ∩ B)
⊆ { because (T ∩ B)T ⊆ L and TL = T }
I ∪ T(T ∩ B).
As for proving that (T ∩ B) is a subset of R, we proceed as follows:
(T ∩ B)
= { pre-restriction to a superset of the domain }
(T ∩ I)(T ∩ B)
⊆ { monotonicity }
T(T ∩ B)
⊆ { monotonicity }
I ∪ T(T ∩ B)
= { substitution }
R.

This relation contains pairs of the form (s, s′) such that s′ = s (casewhere s and s′ are separated by zero iterations) or such
that s satisfies t and s′ is in the range of (T ∩ B). This is the only invariant relation we get for free. To generate other invariant
relations, we proceed by pattern matching. Given that invariant relations are supersets of the function of the loop body, it is
advantageous to write the function of the loop body as an intersection of relations. Once it is written as such, we can find a
superset of it by looking at one term of the intersection at a time, or two terms at a time, or three terms at a time. Wematch
these terms against pre-stored code patterns, for which we know an invariant relation pattern. The construct made up of
a code pattern, variable declarations and the corresponding invariant relation pattern is called a recognizer; we distinguish
between 1-recognizers, whose code pattern involves a single statement, 2-recognizers, whose code pattern involves two
statements, and 3-recognizers, whose code pattern involves three statements. We have tentatively limited ourselves to no
more than three statements in order to keep the combinatorics of the pattern matching under control. The following table
shows two sample recognizers:
ID Data Statements Invariant relation
1R1
int x;
const int a>0; x=x+a {(s, s′)|x mod a = x′ mod a}
2R1
float x, y;
const float a, b; x=x+a, y=y+b {(s, s′)|ay − bx = ay′ − bx′}.
We are developing and evolving a prototype tool at the University of Tunis, that automatically generates the invari-
ant relation of Proposition 8, then generates as many invariant relations as it can match recognizer patterns against loop
body statements; in its current form, the prototype has a database of 89 recognizers divided into 16 1-recognizers, 52
2-recognizers, and 23 3-recognizers. The recognizers codify, for our purposes, the programming knowledge and the do-
main knowledge that is needed to analyze loops. Had we limited our domain of application to a simple (easy to model)
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domain, such as numeric (even integer) computations, we would have been able to generate invariant relations on the
fly, by e.g. solving recurrence equations [2,25]. For the sake of generality, we have chosen instead to broaden our applica-
tion domain beyond numeric data types, hence must provide the necessary domain knowledge in the form of appropriate
recognizers.
The amount of functional information that our tool can generate about a given loop depends critically on the extent
to which the constructs used in the loop are provided for by the available recognizers in the recognizer database. If the
recognizer database has provisions for all the data types and all the operations used in the loop, then in principle, our
tool generates all the invariant relations that are needed to compute the function of the loop. If there are combinations of
statements for which the tool fails to find amatch in the database, then it identifies them and prints them, so the user knows
what recognizers may be needed. If we consider the algorithm proposed in Section 11, then we can see that this algorithm
may conclude in one of three states, all of which are helpful to the user: either with the conclusion that the loop is correct,
or with the conclusion that the loop is incorrect, or with the conclusion that the tool cannot conclude, and an indication of
which recognizers are missing to help it conclude.
The current status of the recognizer database is not the result of a carefully planned design process, but rather the result
of an ad-hoc evolution, driven by our evolving experimental research needs. As our research agenda evolves from exploring
properties of the concept of invariant relation to using it for the development of a useful tool, we are considering to develop
a new version of the invariant relation generator, based on semantic matching rather than syntactic matching. Most of the
recognizers in the current database are numeric, and most of these deal with integers rather than real numbers. Some deal
with other data types (e.g. lists) and data structures (e.g. arrays) as a result of our effort to highlight the ability of our approach
to deal with arbitrary data. The examples we discuss in this paper are chosen in such a way as to make use of the available
recognizers, but the recognizers have a broader applicability than these examples: In a recent experiment, we ran our tool
on the Aligator benchmark [25]; out of the 31 examples of this benchmark, our tool was able to analyze (totally or partially)
30 examples, and made use of 36 of its 89 recognizers to this effect; out of these 36 recognizers, 4 were invoked more than
10 times, 7 were invoked more than 5 times, 10 were invoked between 2 and 4 times, and 15 were invoked once. When we
migrate from syntactic matching to semantic matching, we expect to achieve more functionality with fewer, more generic,
recognizers.
A detailed discussion of our algorithm for generating invariant relations is beyond the scope of this paper; interested
readers are referred to [18,21,24].
13. Conclusion: every thing you always wanted to know about loops
To summarize this paper, we have found that given an invariant relation R of the while loop w: while t { b},
– This invariant relation can be converted into a lower bound for the function of the loop, using the formula R ∩ T̂ . Lower
bounds ofW can be arbitrarily low in the refinement ordering;wemay needmore than one invariant relation to compute
the whole function.
– This invariant relation can be converted into an invariant assertion with respect to a precondition P, using the formula
R̂P. Invariant assertions may be arbitrarily weak; wemay need more than one invariant relation to generate an invariant
assertion that is sufficient to prove the correctness of the loop.
– This invariant relation can be converted into a postcondition of the loop for the precondition P, using the formula
R̂P ∩ T . Postconditions may be arbitrarily weak; wemay needmore than one invariant relation to compute the strongest
postcondition of the loop with respect to a given precondition.
– This invariant relation can be converted into a necessary condition for termination, using the formula RT . Termination
conditions may be arbitrarily weak; we may need more than one invariant relation to find a (necessary and) sufficient
condition of termination.
– This invariant relation, if it is symmetric, can be converted into an invariant function, by taking its projection. Invariant
functions may be arbitrarily non-injective (i.e. mapping many arguments to the same image); we may need more than
one invariant relation to find a maximally-injective invariant function.
– This invariant relationmaybeused to disqualify a possible candidate for the function of the loop, if it verifies the following
condition: (R ∩ U)T = L. Assuming U is not the function of the loop, we may need more than one invariant relation to
disqualify it.
– This invariant relation may be used to prove the correctness of the loop with respect to a relational specification; this is
possible if the semantic information captured by the invariant relation subsumes the requirements of the specification.
The success of our invariant relation-based approach to analyzing loops is heavily dependent, of course, on our ability to
generate these automatically and efficiently. Our prospects of future research center on enhancing our ability to generate
invariant relations, and include the following measures:
– Replace the current syntactic matching (of recognizers against source code) by semantic-based matching, using Mathe-
matica.
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– Streamline the database of recognizers by replacing the syntactic recognizers by more generic semantic recognizers.
– Organize versions of our tool around specific application domains, where each version contains generic programming
knowledge and domain specific knowledge.
– Create a special database of recognizers for the generation of termination conditions; whereas computing loop functions,
for typical application domains, may requiremore than a hundred recognizers, we argue that with a few dozen recogniz-
ers, we can generate sufficient (in addition to provably necessary) termination conditions for most programs. It suffices
that we catalog the most common patterns of program termination (an integer variable that increases or decreases until
it reaches a final value, a data structure that is depleted until exhausted, a real-valued function that decreases until its
absolute value approaches zero, etc.).
– Integrate all the services afforded by our approach into a single tool.
These matters are currently under investigation.
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