To effectively balance speckle smoothing and preservation of edges and radiation, a novel anisotropic diffusion filter was developed that uses a directional coherent coefficient. The proposed filter effectively improves the edge detection operator of a traditional anisotropic diffusion filter. The new edge detection operator calculates 16 direction coherence coefficients to avoid the interference of the edge direction. For the diffusion function, the proposed method directly uses the detected directional coherent edge as the diffusion coefficient, which simplifies the calculation of the diffusion function and avoids the adverse effects of inaccurate estimation of the diffusion function threshold for a traditional anisotropic diffusion filter. The influence of the number of iterations and time steps on the proposed filter was analyzed. A series of experiments was conducted with a simulated image and three real synthetic-aperture radar images from different sensors. The results confirmed that the proposed method not only significantly reduces speckle but also effectively preserves the edge and radiation information of images.
Introduction
A synthetic aperture radar (SAR) system transmits a signal and receives the echo signal from a scene to generate an image, as shown in Figure 1a . A resolution cell of the echo signal usually contains several scatterers. When no one scatterer yields a reflected signal much stronger than the others (i.e., a distributed target), the received echo signal can be viewed as the incoherent sum of several backscattered waves [1] . Speckle is inevitably generated by the above SAR coherent imaging system, which carries real electromagnetic information of the observed surface [1, 2] . However, this information is considered to be noise for image analysis because speckle hides many details of the observed scene. As shown in Figure 1b , much of the real information of objects is obscured by abundant speckle compared with the real optical image shown in Figure 1c . Thus, speckle noise need to be effectively suppressed before SAR image analysis.
Speckle suppression has been studied for decades, and many excellent methods have been developed. These denoising filters are related to different fields, such as digital speckle pattern interferometry fringes despeckling [3] [4] [5] , ultrasound image despeckling [6] [7] [8] , and SAR image into three categories: spatial domain (SD) filtering, transform domain (TD) filtering, and anisotropic diffusion (AD) filtering. The most widely cited and applied SD filters include the Lee [9] [10] [11] [12] , Frost [13, 14] , and Kuan [15, 16] filters. SD filters can greatly reduce speckle, although the performance relies heavily on the choice of the local window size and orientation [17] . TD filters often use the wavelet transform [18] , curvelet transform [19] , and shearlet transform [20] for speckle suppression. However, although TD filters suppress noise well, they have high computational complexity [21] . For speckle suppression, a good speckle filter should provide excellent speckle smoothing, edge preservation, and radiometric preservation [1, 17, 21] . AD filters use a diffusion coefficient to effectively balance these three aspects [22, 23] . In 1990, Peron and Malik designed the earliest AD filter for suppressing additive noise [24] . They proposed a nonlinear partial differential equation (PDE) for the Peron-Malik (P-M) method. Solving the PDE is an effective strategy for suppressing noise with AD filters. However, the speckle in SAR images is widely considered to be multiplicative noise. Yu and Acton proposed the speckle reducing anisotropic diffusion (SRAD) filter [25] to adapt the P-M method to multiplicative noise. The SRAD filter applies a novel diffusion coefficient that exploits the instantaneous coefficient of variation to update the PDE of the P-M method to realize edge-sensitive anisotropy detection in SAR images. Subsequent improved AD filters [26] [27] [28] [29] have mostly been based on the updated SRAD PDE. These improvements mostly focused on enhancing edge preservation, radiometric preservation, and speckle smoothing. The key has been to obtain an effective edge detection function. The detail preserving anisotropic diffusion (DPAD) [26] filter improves the estimation of the coefficient of variation for both the signal and noise. The adaptive window anisotropic diffusion (AWAD) [27] filter uses the adaptive window method to calculate the instantaneous coefficient of variation. The weighted Euclidean distance anisotropic diffusion (WEDAD) [21] filter improves the edge detection operator by using weighted Euclidean distances. Other improved AD filters have mainly focused on enhancing edge detection. These above improvements all enhance the filtering effect. However, the good denoising effects of these AD filters rely on accurate estimation of parameters such as the threshold of the diffusion function or the mean and variance of noise.
This paper proposes the directional coherent anisotropic diffusion (DCAD) filter, which uses the directional coherent coefficient for effective edge detection in all directions and does not require estimating the mean and variance of noise. The directional coherent coefficient directly acts as the diffusion coefficient to avoid the adverse effects of inaccurate estimation of the diffusion function threshold. The rest of this paper presents the development and experimental verification of the proposed method. In 1990, Peron and Malik designed the earliest AD filter for suppressing additive noise [24] . They proposed a nonlinear partial differential equation (PDE) for the Peron-Malik (P-M) method. Solving the PDE is an effective strategy for suppressing noise with AD filters. However, the speckle in SAR images is widely considered to be multiplicative noise. Yu and Acton proposed the speckle reducing anisotropic diffusion (SRAD) filter [25] to adapt the P-M method to multiplicative noise. The SRAD filter applies a novel diffusion coefficient that exploits the instantaneous coefficient of variation to update the PDE of the P-M method to realize edge-sensitive anisotropy detection in SAR images. Subsequent improved AD filters [26] [27] [28] [29] have mostly been based on the updated SRAD PDE. These improvements mostly focused on enhancing edge preservation, radiometric preservation, and speckle smoothing. The key has been to obtain an effective edge detection function. The detail preserving anisotropic diffusion (DPAD) [26] filter improves the estimation of the coefficient of variation for both the signal and noise. The adaptive window anisotropic diffusion (AWAD) [27] filter uses the adaptive window method to calculate the instantaneous coefficient of variation. The weighted Euclidean distance anisotropic diffusion (WEDAD) [21] filter improves the edge detection operator by using weighted Euclidean distances. Other improved AD filters have mainly focused on enhancing edge detection. These above improvements all enhance the filtering effect. However, the good denoising effects of these AD filters rely on accurate estimation of parameters such as the threshold of the diffusion function or the mean and variance of noise.
Materials and Methods

Speckle Model
This paper proposes the directional coherent anisotropic diffusion (DCAD) filter, which uses the directional coherent coefficient for effective edge detection in all directions and does not require estimating the mean and variance of noise. The directional coherent coefficient directly acts as the diffusion coefficient to avoid the adverse effects of inaccurate estimation of the diffusion function threshold. The rest of this paper presents the development and experimental verification of the proposed method. 
Materials and Methods
Speckle Model
The imaging output image of an echo signal is usually a single look complex (SLC), which consists of real and imaginary components. The SLC data carry both intensity and phase information. However, most current despeckling methods use intensity or amplitude images. An intensity image can be generated by the sum of the squares of these two components of the SLC image:
where I is the intensity and Re and Im are the real and imaginary components, respectively, of the SLC data. The amplitude can be further generated from the root of the intensity. Frery et al. [30] modeled the probability density function (PDF) of speckle. The PDF of the speckle S can be characterized in intensity and amplitude images, respectively, as follows:
where L is the number of looks and Γ(x) is the gamma function. The PDF describes the statistical characteristics of the speckle. The widely recognized multiplicative noise model can further illustrate the effect of speckle on the true signal and is given as follows:
where I O is the observed intensity and amplitude images, I NF is the noise-free intensity and amplitude images, S is the speckle, and (x, y) is the pixel position.
Anisotropic Diffusion Filtering
The P-M method [24] is an AD filter and proposes the following nonlinear PDE for smoothing images:
Here, div, ∇, and || denote the divergence, gradient operators, and magnitude, respectively. I 0 is the initial SAR image, and c(x) is the diffusion coefficient, which has the following two forms:
where k is used for edge detection. In the P-M method, the diffusion coefficient is designed for AD filters. The value of c(x) is 0 to 1, which is calculated with the edge detection operator k according to Equation (6) or (7) . If |∇I| k, then c|(|∇I|) trends to 0, and an all-pass filter is used. If |∇I| k, then c|(|∇I|) trends to 1, and an isotropic diffusion filter is used [24] . The above analysis shows that the design of the diffusion coefficient plays an important role in AD filters. However, the original diffusion coefficient is designed for additive noise. For multiplicative noise, the SRAD filter provides two new diffusion coefficients:
where q 0 is the speckle scale function and q is the instantaneous coefficient of variation. This can be modeled as follows:
Based on the new diffusion coefficient, the PDE in Equation (5) can be updated as follows:
The SRAD filter uses an iterative Jacobi method to numerically solve the PDE given in Equation (11). Specific solution steps are given by Yu and Acton [25] . The PDE of the SRAD filter can be numerically approximated as
where
Here, n is the number of iterations and ∆t and h denote a sufficiently small time and spatial step size, respectively.
Directional Coherent Edge Detection
As noted previously, the core of applying an AD filter to a SAR image with abundant speckle is the construction of an edge detection operator. Speckle is a kind of random noise, and edge information usually has structural characteristics. Using structural information is an effective strategy for obtaining edge information. The edges usually show sharp changes in pixels, as shown in Figure 2 . Figure 2a shows an obvious edge feature. Figure 2b shows a three-dimensional image with a significant pixel difference at the edge. Therefore, this pixel difference feature can be used to detect edge information. 
where q0 is the speckle scale function and q is the instantaneous coefficient of variation. This can be modeled as follows:
( )
The SRAD filter uses an iterative Jacobi method to numerically solve the PDE given in Equation (11) . Specific solution steps are given by Yu and Acton [25] . The PDE of the SRAD filter can be numerically approximated as
1 n n n n n n n n n n n n n i j
As noted previously, the core of applying an AD filter to a SAR image with abundant speckle is the construction of an edge detection operator. Speckle is a kind of random noise, and edge information usually has structural characteristics. Using structural information is an effective strategy for obtaining edge information. The edges usually show sharp changes in pixels, as shown in Figure 2 . Figure 2a shows an obvious edge feature. Figure 2b shows a three-dimensional image with a significant pixel difference at the edge. Therefore, this pixel difference feature can be used to detect edge information. The coherence coefficient [31, 32] is introduced here to exploit this characteristic of edge information: The coherence coefficient [31, 32] is introduced here to exploit this characteristic of edge information:
where r is the coherence coefficient, N is the n neighborhood pixels around the center pixel, * is the complex conjugate, and c 1 and c 2 are the SLC SAR images of the same scene.
When the two calculated regions are identical, the coherence coefficient is 1. When there is pixel difference between the two compared regions, the coherence coefficient is far from 1 and can reach 0 in extreme cases. In other words, a greater difference between the two regions results in a smaller coherence coefficient. The edge region is determined by a large pixel difference. Therefore, the coherence coefficient can indicate the possibility of a detected edge.
To use the coherence coefficient to detect edge information, some changes need to be implemented. The coherence between two images needs to be transformed to calculate the coherence between two regions of an image. In addition, the intensity or amplitude is usually used for filtering, so the coherence coefficient also needs to be changed to be applicable to intensity or amplitude data. The improved coherent coefficient model can be written as follows:
where A and B represent two symmetrical regions for calculating the coherence coefficient and r is the coherence coefficient with a range from 0 to 1. In theory, when R approaches 1, the two compared regions are close and can be regarded as homogeneous, while the opposite holds true for marginal regions. The detailed calculation process for edge detection based on the coherence coefficient is shown in Figure 3a . 
where r is the coherence coefficient, N is the n neighborhood pixels around the center pixel, * is the complex conjugate, and c1 and c2 are the SLC SAR images of the same scene.
where A and B represent two symmetrical regions for calculating the coherence coefficient and r is the coherence coefficient with a range from 0 to 1. In theory, when R approaches 1, the two compared regions are close and can be regarded as homogeneous, while the opposite holds true for marginal regions. The detailed calculation process for edge detection based on the coherence coefficient is shown in Figure 3a . To clarify the process of coherence coefficient edge detection, a specific operation was performed on a test image. The test image in Figure 3a was generated by MATLAB R2019b and consists of two To clarify the process of coherence coefficient edge detection, a specific operation was performed on a test image. The test image in Figure 3a was generated by MATLAB R2019b and consists of two groups of pixel values: 200 and 100. Areas in the test image with the same pixels were considered to be homogeneous, and the boundary area with different pixels was considered to be the edge. The 9 × 9 rectangular window composed of green, white, and red is the coherent edge detection model. The coherence edge detection model was moved from left to right and from top to bottom, and Equation (15) was used to calculate the coherence coefficient of each pixel in sequence. The green and red regions were represented by A and B, respectively, in Equation (15) while white regions were not included in the calculation. Figure 3b ,d show the results of the above calculation. Figure 3b visualizes the obtained coherent edge detection coefficient. The yellow region shows the effectively detected edge region and corresponds to the edge region of Figure 3a , which preliminarily indicates the validity of the edge detection. However, when the edge region of the red rectangular window in Figure 3b was enlarged, an area with the same color as the homogeneous area in the middle of the edge region was observed. To further observe the edge region, it was further enlarged, as shown in Figure 3c , and an arbitrary line was intercepted to draw the line graph shown in Figure 3d for the coherent edge detection coefficient. The data for the edge center region and homogeneous region generated the same coherent edge detection coefficient, which is obviously unfavorable. This was caused by the identical pixel values in regions A and B. To solve this problem, the directional coherent edge detection model (DCEDM) is proposed and is shown in Figure 4 . The DCEDM is also necessary for detecting edge information in different directions. The DCEDM consists of 16 different models. To calculate the directional coherence edge detection coefficients, the coherence edge detection coefficients in 16 directions are calculated one by one. The minimum value is the final directional coherent edge detection value and can be modeled as follows:
where DC is the directional coherent edge detection value. groups of pixel values: 200 and 100. Areas in the test image with the same pixels were considered to be homogeneous, and the boundary area with different pixels was considered to be the edge. The 9 × 9 rectangular window composed of green, white, and red is the coherent edge detection model. The coherence edge detection model was moved from left to right and from top to bottom, and Equation (15) was used to calculate the coherence coefficient of each pixel in sequence. The green and red regions were represented by A and B, respectively, in Equation (15) while white regions were not included in the calculation. Figure 3b ,d show the results of the above calculation. Figure 3b visualizes the obtained coherent edge detection coefficient. The yellow region shows the effectively detected edge region and corresponds to the edge region of Figure 3a , which preliminarily indicates the validity of the edge detection. However, when the edge region of the red rectangular window in Figure 3b was enlarged, an area with the same color as the homogeneous area in the middle of the edge region was observed. To further observe the edge region, it was further enlarged, as shown in Figure 3c , and an arbitrary line was intercepted to draw the line graph shown in Figure 3d for the coherent edge detection coefficient. The data for the edge center region and homogeneous region generated the same coherent edge detection coefficient, which is obviously unfavorable. This was caused by the identical pixel values in regions A and B. To solve this problem, the directional coherent edge detection model (DCEDM) is proposed and is shown in Figure 4 . The DCEDM is also necessary for detecting edge information in different directions. The DCEDM consists of 16 different models.
To calculate the directional coherence edge detection coefficients, the coherence edge detection coefficients in 16 directions are calculated one by one. The minimum value is the final directional coherent edge detection value and can be modeled as follows:
where DC is the directional coherent edge detection value. Edge detection was performed again with the above DCEDM. The results are shown in Figure 5 . Figure 5a visualizes the obtained directional coherent edge detection coefficient. Figure 5b shows a partially enlarged display of Figure 5a . Figure 5c is a line chart of the directional coherent edge detection coefficient for any line of Figure 5b . Visually, the above problem encountered in the edge area of Figure 3b was effectively solved. As shown in Figure 5c , directional coherent edge detection coefficients were obtained at different positions of the edge region. The value was smallest at the center of the edge, which is in line with expectations. This is because a filter is expected to detect homogenous regions at a larger scale and edge regions at a smaller scale. Therefore, the above analysis proved the effectiveness of directional coherent edge detection. Edge detection was performed again with the above DCEDM. The results are shown in Figure 5 . Figure 5a visualizes the obtained directional coherent edge detection coefficient. Figure 5b shows a partially enlarged display of Figure 5a . Figure 5c is a line chart of the directional coherent edge detection coefficient for any line of Figure 5b . Visually, the above problem encountered in the edge area of Figure 3b was effectively solved. As shown in Figure 5c , directional coherent edge detection coefficients were obtained at different positions of the edge region. The value was smallest at the center of the edge, which is in line with expectations. This is because a filter is expected to detect homogenous regions at a larger scale and edge regions at a smaller scale. Therefore, the above analysis proved the effectiveness of directional coherent edge detection. 
Method and Processes
The DCAD filter is an improved AD filter that is based on a PDE. The biggest difference between the proposed DCAD method and the already existing AD methods is the use of different edge detection operators: DCAD uses the directional coherence model to improve the edge detection operator. This obtains a more effective diffusion function to suppress speckle at each point of a SAR image. The novel edge detection operator ETO can be described as 
where the specific calculation models of ri, i = 1, 2, 3, …, 16 are represented in Figure 4 and ETO is 0-1. In a classical AD filter, the threshold of the edge detection operator needs to be set to obtain the diffusion function. However, a suitable threshold is difficult to determine, and an inaccurate 
The DCAD filter is an improved AD filter that is based on a PDE. The biggest difference between the proposed DCAD method and the already existing AD methods is the use of different edge detection operators: DCAD uses the directional coherence model to improve the edge detection operator. This obtains a more effective diffusion function to suppress speckle at each point of a SAR image. The novel edge detection operator ETO can be described as
where the specific calculation models of r i , i = 1, 2, 3, . . . , 16 are represented in Figure 4 and ETO is 0-1. In a classical AD filter, the threshold of the edge detection operator needs to be set to obtain the diffusion function. However, a suitable threshold is difficult to determine, and an inaccurate estimate often has adverse effects on speckle reduction. With the proposed method, the above problem can be ignored. The analysis presented in Section 2.4 showed that the directional coherent edge detection coefficient was higher in the homogeneous region of the test image and lower in the edge region. This is in line with the strategy of higher-scale suppression in homogeneous regions and lower-scale suppression in edge regions. Therefore, in the DCAD filter, ETO can directly play the role of the diffusion function DF:
The Jacobi iterative algorithm was used to solve the PDE of the AD filter; for details on this scheme, refer to Yu and Acton [25] . Figure 6 shows the solution process of the DCAD filter, which has the following steps:
1.
Construct a new PDE with the directional coherent edge detection operator:
2.
Calculate DF with Equation (17) and Equation (18).
3.
Calculate div(DF· I) with Equation (13).
4.
Calculate the final filtering result with Equation (12). estimate often has adverse effects on speckle reduction. With the proposed method, the above problem can be ignored. The analysis presented in Section 2.4 showed that the directional coherent edge detection coefficient was higher in the homogeneous region of the test image and lower in the edge region. This is in line with the strategy of higher-scale suppression in homogeneous regions and lower-scale suppression in edge regions. Therefore, in the DCAD filter, ETO can directly play the role of the diffusion function DF:
The Jacobi iterative algorithm was used to solve the PDE of the AD filter; for details on this scheme, refer to Yu and Acton [25] . Figure 6 shows the solution process of the DCAD filter, which has the following steps: 1. Construct a new PDE with the directional coherent edge detection operator:
2. Calculate DF with Equation (17) and Equation (18) 
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Results
Data Acquisition
The proposed algorithm was applied to a simulated image with multiplicative speckle noise to validate its effectiveness. A standard reference image with a size of 1000 × 1000 pixels was designed in MATLAB R2019a, as shown in Figure 7a . Subsequently, single look speckle was added according to Ferraioli et al.'s method [33] , as shown in Figure 7b .
Next, three real SAR images from different sensors were selected to validate the proposed algorithm. The first real SAR image was from GF-3 in the C band, as shown in Figure 7c . The selected GF-3 SAR image was an SLC SAR image with HH polarization and a 3 m resolution in UFS mode. The second real SAR image was from TerraSAR-X in the X band, as shown in Figure 7d . The selected SLC TerraSAR-X SAR image was in SM mode and had the same polarization and resolution as the selected GF-3 image. The last real SAR image was from Rasarsat-2 in the C band, as shown in Figure 7e . The selected SLC Radarsat-2 SAR image was in Rasarset-2 fine mode with HH polarization and an 8 m resolution. Both Figure 7 and the subsequent figures presenting the experimental results (see Figures 8-15 ) were cut to a size of 1000 × 1000 pixels to better display the results.
to Ferraioli et al.'s method [33] , as shown in Figure 7b .
Next, three real SAR images from different sensors were selected to validate the proposed algorithm. The first real SAR image was from GF-3 in the C band, as shown in Figure 7c . The selected GF-3 SAR image was an SLC SAR image with HH polarization and a 3 m resolution in UFS mode. The second real SAR image was from TerraSAR-X in the X band, as shown in Figure 7d . The selected SLC TerraSAR-X SAR image was in SM mode and had the same polarization and resolution as the selected GF-3 image. The last real SAR image was from Rasarsat-2 in the C band, as shown in Figure  7e . The selected SLC Radarsat-2 SAR image was in Rasarset-2 fine mode with HH polarization and an 8 m resolution. Both Figure 7 and the subsequent figures presenting the experimental results (see Figures 8-15 ) were cut to a size of 1000 × 1000 pixels to better display the results. 
Method Selection
To evaluate the performance of the proposed algorithm, it was compared to other algorithms. To ensure the legibility of this article, it was only compared with the most popular approaches. Three kinds of filtering methods were selected to represent AD, SD, and TD filters. SRAD [25] is a classical AD filter that is often used for algorithm comparison. Improved AD filters are mostly based on the PDE of SRAD. Therefore, the SRAD filter was selected for comparison. The Lee filter [3] is a classical SD filter that was first proposed in the 1980s. Subsequently, a series of improved Lee filters [10] [11] [12] has been proposed to effectively suppress speckle. The improved Lee (I-Lee) [12] filter proposed in 2009 is often used for algorithm comparison. Therefore, the I-Lee filter was selected as the representative SD filter. Fast adaptive nonlocal SAR (FANS) [34] is a commonly selected TD filter for algorithm comparison. The FANS filter is an improved version of the well-known SARBM3D [35] 
To evaluate the performance of the proposed algorithm, it was compared to other algorithms. To ensure the legibility of this article, it was only compared with the most popular approaches. Three kinds of filtering methods were selected to represent AD, SD, and TD filters. SRAD [25] is a classical AD filter that is often used for algorithm comparison. Improved AD filters are mostly based on the PDE of SRAD. Therefore, the SRAD filter was selected for comparison. The Lee filter [3] is a classical SD filter that was first proposed in the 1980s. Subsequently, a series of improved Lee filters [10] [11] [12] has been proposed to effectively suppress speckle. The improved Lee (I-Lee) [12] filter proposed in 2009 is often used for algorithm comparison. Therefore, the I-Lee filter was selected as the representative SD filter. Fast adaptive nonlocal SAR (FANS) [34] is a commonly selected TD filter for algorithm comparison. The FANS filter is an improved version of the well-known SARBM3D [35] algorithm, which has both excellent performance and low complexity. The codes of the above filters were acquired online. In subsequent experiments, the default parameters proposed by their respective authors were used. For the proposed DCAD method, the parameters were consistent with those of the SRAD filter: 300 iterations and a k value of 0.05.
Evaluation Methods
A good filtering effect needs not only visual evaluation, but also indicators for evaluation. SAR image denoising should smooth speckles and preserve edges and radiation. Therefore, the above three aspects need to be considered. The following four evaluation indices were selected:
1.
The equivalent number of looks (ENL) indicates the speckle smoothing ability in homogeneous areas. For the actual evaluation, five homogeneous regions were randomly selected, and their average ENLs were used as the final ENL value. A higher ENL value indicates better smoothing.
2.
The structural similarity (SSIM) [36] measures the edge preservation by the filter. The ideal value is 1, which corresponds to a high level of edge preservation.
3.
The root mean square error (RMSE) was used to measure the radiation retention between the despeckled and noisy images. The ideal value of RMSE is 0, which corresponds to the expected radiation retention.
4.
The M-index [37] can synthetically measure both speckle smoothing and edge preservation. The ideal value of the M-index is 0, which indicates that the filtering algorithm is performing well.
Experiment on Simulation Data
The simulated speckle image in Figure 7b was used first. The adopted methods and parameter settings are given in Section 3.2. The adopted evaluation methods are given in Section 3.3. The experimental results are shown in Figures 8 and 9 . The index evaluation results are given in Table 1 .
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Evaluation Methods
A good filtering effect needs not only visual evaluation, but also indicators for evaluation. SAR image denoising should smooth speckles and preserve edges and radiation. Therefore, the above three aspects need to be considered. The following four evaluation indices were selected: 1. The equivalent number of looks (ENL) indicates the speckle smoothing ability in homogeneous areas. For the actual evaluation, five homogeneous regions were randomly selected, and their average ENLs were used as the final ENL value. A higher ENL value indicates better smoothing. 2. The structural similarity (SSIM) [36] measures the edge preservation by the filter. The ideal value is 1, which corresponds to a high level of edge preservation. 3. The root mean square error (RMSE) was used to measure the radiation retention between the despeckled and noisy images. The ideal value of RMSE is 0, which corresponds to the expected radiation retention. 4. The M-index [37] can synthetically measure both speckle smoothing and edge preservation. The ideal value of the M-index is 0, which indicates that the filtering algorithm is performing well.
Experiment on Simulation Data
The simulated speckle image in Figure 7b was used first. The adopted methods and parameter settings are given in Section 3.2. The adopted evaluation methods are given in Section 3.3. The experimental results are shown in Figures 8 and 9 . The index evaluation results are given in Table 1 . Figure 8 shows that the speckle was effectively suppressed by all four filters. However, differences still existed between filters. Although the SRAD filter effectively suppressed speckle, the filtered image was too smooth (Figure 8b) . The overly smooth image resulted in the loss of many details, which was not the expected result. Visually, the FANS, DCAD, and I-Lee filters performed better than the SRAD filter. The DCAD filter provided slightly better noise smoothing than the I-Lee filter. The FANS filter performed best in locally homogeneous regions, followed by the DCAD filter. For the simulation data, the FANS filter achieved good filtering and benefited from the simulated data being composed of several pixel blocks, which was very helpful for classification. In real SAR images, there would be many more amplitudes.
The ratio images between the original and denoised SAR images partially reflect the edge preservation performance. With a perfect filter, the ratio image should contain speckle and no other object details. Figure 9 shows the ratio images obtained from the denoising experiment with simulated data. The ratio image with the SRAD filter contains many obvious details, which again indicates loss from oversmoothing. The ratio images obtained by the I-Lee and DCAD filters showed slight residual detail, and the FANS filter left almost invisible details.
For a more comprehensive evaluation of the filtering effect, the above indices were evaluated, and the corresponding results are presented in Table 1 . The SRAD filter achieved the highest ENL value (2048) among the four methods. However, it performed the worst for SSIM (0.53), RMSE (57.15), and M-index (78.44). The I-Lee filter obtained the lowest ENL value (269). The ENL of the original image was just 4, which means that the original ENL was tremendously improved after the I-Lee filter. Visual inspection showed that speckle was effectively suppressed. The DCAD filter had a higher ENL value (310) than the I-Lee filter that was more than 70 times higher than the original image. This indicates that the DCAD filter provided good smoothing. The FANS and DCAD filters had the same performance for SSIM and performed better than the SRAD and I-Lee filters. The good performance in SSIM indicates good edge preservation and is consistent with the ratio image results. The DCAD filter had the best RMSE, while the FANS filter performed the worst. This indicates that the DCAD filter had the best radiation retention among the four methods. The FANS filter had the best M-index value followed by the DCAD filter. This indicates that the FANS and DCAD filters provided excellent filtering. Overall, the performance of the DCAD filter effectively verified its feasibility and superiority for simulated data.
Experiment on Actual SAR Data
An experiment was next conducted on real SLC SAR images (see Figure 7c -e). The adopted methods and parameter settings are given in Section 3.2. The adopted evaluation methods are given in Section 3.3. The results for the GF-3 SAR image, TerraSAR-X SAR image, and Radarsat-2 SAR image are given below. Figure 10 shows the filtering results for the GF-3 SAR image. Similar to the simulation experiment, speckle was effectively suppressed, but the differences between the methods became more prominent. The SRAD filter lost more edge information and had more obvious oversmoothing, as shown in Figure 10b . Figure 10c shows that the I-Lee filter effectively suppressed the speckle. However, there were a few independent strong points that did not match the neighborhood radiation information. Figure 10d shows that the FANS filter effectively suppressed the speckle. However, some cluttered and tiny textures were erroneously generated in the denoised image. Figure 10e shows that the DCAD filter provided an excellent performance. Overall, it provided a superior visual result compared to the SRAD, I-Lee, and FANS filters. Figure 11 shows the ratio images, which are similar to the simulation results. The SRAD filter performed the worst and left some obvious details, while the other three methods left only a small amount of detail. Table 2 presents the results of the evaluation indices. For ENL, all four methods performed well, and the lowest ENL (91 by the I-Lee filter) was at least 30 times the original ENL value (3). The SRAD filter obtained the highest ENL (999), followed by the DCAD filter (195) . For SSIM, the DCAD, FANS, and I-Lee filters performed better than the SRAD filter, and the DCAD filter performed the best. For RMSE, the FANS filter performed the best, followed by the DCAD filter. For the M-index, the DCAD filter performed the best and the FANS filter performed the worst. These results verify the feasibility and superiority of the DCAD filter for the GF-3 SAR image.
Experiment on the GF-3 SAR Image
3.5.1. Experiment on the GF-3 SAR Image Figure 10 shows the filtering results for the GF-3 SAR image. Similar to the simulation experiment, speckle was effectively suppressed, but the differences between the methods became more prominent. The SRAD filter lost more edge information and had more obvious oversmoothing, as shown in Figure 10b . Figure 10c shows that the I-Lee filter effectively suppressed the speckle. However, there were a few independent strong points that did not match the neighborhood radiation information. Figure 10d shows that the FANS filter effectively suppressed the speckle. However, some cluttered and tiny textures were erroneously generated in the denoised image. Figure 10e shows that the DCAD filter provided an excellent performance. Overall, it provided a superior visual result compared to the SRAD, I-Lee, and FANS filters. Figure 11 shows the ratio images, which are similar to the simulation results. The SRAD filter performed the worst and left some obvious details, while the other three methods left only a small amount of detail. Table 2 presents the results of the evaluation indices. For ENL, all four methods performed well, and the lowest ENL (91 by the I-Lee filter) was at least 30 times the original ENL value (3). The SRAD filter obtained the highest ENL (999), followed by the DCAD filter (195) . For SSIM, the DCAD, FANS, and I-Lee filters performed better than the SRAD filter, and the DCAD filter performed the best. For RMSE, the FANS filter performed the best, followed by the DCAD filter. For the M-index, the DCAD filter performed the best and the FANS filter performed the worst. These results verify the feasibility and superiority of the DCAD filter for the GF-3 SAR image. Figure 12 shows that the abundant speckle in the original image (see Figure 12a ) was effectively suppressed by all four filters. For the TerraSAR-X SAR image, the SRAD filter still caused oversmoothing (Figure 12b ). Incongruous strong points also were present with the I-Lee filter (Figure 12c ). The unwanted, cluttered, and tiny textures were more obvious in the denoised image with the FANS filter (Figure 12d ). Similar to the GF-3 SAR image, the DCAD filter performed best visually (Figure 12e ). The ratio images in Figure 13 show that the SRAD filter left obvious details, while the other methods left a small amount of detail. For the evaluation indices, the DCAD filter had the best M-index, and the FANS filter had the worst. In Table 3 , the FANS filter had the best SSIM and RMSE values, followed by the DCAD filter. For ENL, the I-Lee, FANS, and DCAD filters had relatively close results; the lowest ENL (89) was at least 20 times as much as the original ENL (4). Therefore, the feasibility and superiority of the DCAD filter were verified for the TerraSAR-X SAR image. Similar to the previous experimental results, the above four filters achieved good speckle smoothing, as shown in Figure 14 . The SRAD and I-Lee filters still resulted in oversmoothing and inconsistent strong points, respectively. Overall, the FANS and DCAD filters performed relatively well visually. The ratio images shown in Figure 15 indicate that the FANS filter left behind a few details, while the I-Lee and DCAD filters left a very small amount of detail. The most detail was left behind by the SRAD filter. From Table 4 , the DCAD filter performed the best in terms of RMSE and M-index. For SSIM, the FANS, I-Lee, and DCAD filters performed comparably. For ENL, all four methods showed great improvement compared to the original ENL (3), and the lowest ENL (112) Similar to the previous experimental results, the above four filters achieved good speckle smoothing, as shown in Figure 14 . The SRAD and I-Lee filters still resulted in oversmoothing and inconsistent strong points, respectively. Overall, the FANS and DCAD filters performed relatively well visually. The ratio images shown in Figure 15 indicate that the FANS filter left behind a few details, while the I-Lee and DCAD filters left a very small amount of detail. The most detail was left behind by the SRAD filter. From Table 4 , the DCAD filter performed the best in terms of RMSE and M-index. For SSIM, the FANS, I-Lee, and DCAD filters performed comparably. For ENL, all four methods showed great improvement compared to the original ENL (3), and the lowest ENL (112) was an increase of more than 35 times. Therefore, the results effectively verified the feasibility and superiority of the DCAD filter for the Radarsat-2 SAR image. was an increase of more than 35 times. Therefore, the results effectively verified the feasibility and superiority of the DCAD filter for the Radarsat-2 SAR image. 
Discussion
For AD filters, different parameter settings affect the results. For the proposed DCAD, the influence of parameters such as the number of iterations, time step, and spatial step were analyzed. In general, the spatial step size was often set to 1. Therefore, the rest of this section mainly discusses the influence of the number of iterations and time step on the results of the DCAD filter. 
For AD filters, different parameter settings affect the results. For the proposed DCAD, the influence of parameters such as the number of iterations, time step, and spatial step were analyzed. In general, the spatial step size was often set to 1. Therefore, the rest of this section mainly discusses the influence of the number of iterations and time step on the results of the DCAD filter.
Influence of Number of Iterations on the DCAD Filter
The GF-3 SAR image (see Figure 7c ) was selected as the experimental image. The adopted evaluation methods are given in Section 3.3. The time step was set to 0.05, the number of iterations was set from 10 to 400 with intervals of 10. The results of the index evaluation are shown in Figure 16 . 
The GF-3 SAR image (see Figure 7c ) was selected as the experimental image. The adopted evaluation methods are given in Section 3.3. The time step was set to 0.05, the number of iterations was set from 10 to 400 with intervals of 10. The results of the index evaluation are shown in Figure  16 . Figure 16a shows that ENL increased continuously and almost linearly with the number of iterations. This phenomenon indicates that the number of iterations significantly affects speckle smoothing. Figure 16b ,c show that both the edge and radiation preservation performances decreased as the number of iterations increased. Figure 16d shows that the M-index initially decreased rapidly and then increased slowly as the number of iterations increased. This means that both small and large numbers of iterations are not the best choice. These results indicate that increasing the number of Figure 16a shows that ENL increased continuously and almost linearly with the number of iterations. This phenomenon indicates that the number of iterations significantly affects speckle smoothing. Figure 16b ,c show that both the edge and radiation preservation performances decreased as the number of iterations increased. Figure 16d shows that the M-index initially decreased rapidly and then increased slowly as the number of iterations increased. This means that both small and large numbers of iterations are not the best choice. These results indicate that increasing the number of iterations affects different aspects of filtering that need to be balanced to obtain better results. To get better speckle smoothing, a relatively large number of iterations should be used. To get better edge and radiation retention, a relatively small number of iterations is preferred. According to the M-index results, the number of iterations should be between 150 and 330 at a time step of 0.05.
Influence of the Time Step on the DCAD Filter
The GF-3 SAR image (see Figure 7c ) was selected as the experimental image. The adopted evaluation methods are given in Section 3.3. The number of iterations was set to 300 and the time step was set from 0.01 to 0.5 in intervals of 0.01. The index evaluation results are shown in Figure 17 . 
Conclusions
This paper proposes the novel DCAD filter, which uses a directional coherent coefficient to improve the edge detection operator and effectively achieve better edge detection. The DCAD filter directly uses the detected directional coherent edge as the diffusion coefficient, which simplifies the calculation of the diffusion function of the traditional AD filter and avoids the adverse effects of inaccurate estimation of the diffusion function threshold. Speckle suppression experiments were carried out using simulated data and real SAR images, and the results demonstrated that the proposed DCAD filter can effectively suppress speckle and preserve edges and radiation information. The influences of the number of iterations and size of the time step on the DCAD filter were evaluated, and the experimental results showed that the number of iterations and the time step should be relatively large to get better speckle smoothing and relatively small to get better edge and radiation retention. The effectiveness and excellent performance of the DCAD filter support its potential use in a number of SAR imaging applications. The main limitation of the proposed method is related to the computational complexity. Since it uses 16 different coherent edge detection models, the computational complexity of the DCAD method is increased accordingly. However, the use of the parallelization of the code could help in improving this aspect. In addition, only classical filters were used for comparisons in this paper. Our future work will therefore focus on comparisons with the newest filters.
Author Contributions: G.Z., F.G., and Q.Z. conceived and designed the experiments; G.Z. and F.G. performed the experiments; F.G., K.X., P.J., and X.H. analyzed the data; F.G. wrote the paper. The ENL, SSIM, and RMSE results showed that increasing the time step had a similar effect to that of increasing the number of iterations. As the time step increased, ENL and RMSE increased and SSIM decreased. This indicates increased smoothing but worsening edge and radiation retention. These results indicate that the time step should be large to improve the speckle smoothing, while the time step should be small to improve the edge and radiation retention. The M-index increased with the time step, which indicates that increasing the time step was disadvantageous. The experimental results suggest that the time step should not exceed 0.2 when the number of iterations is set to 300.
