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Abstract
This thesis addresses feature selection (FS) problems, which is a primary stage in data mining. FS
is a significant pre-processing stage to enhance the performance of the process with regards to
computation cost and accuracy to offer a better comprehension of stored data by removing the
unnecessary and irrelevant features from the basic dataset. However, because of the size of the
problem, FS is known to be very challenging and has been classified as an NP-hard problem.
Traditional methods can only be used to solve small problems. Therefore, metaheuristic algorithms
(MAs) are becoming powerful methods for addressing the FS problems. Recently, a new
metaheuristic algorithm, known as the Black Widow Optimization (BWO) algorithm, had great
results when applied to a range of daunting design problems in the field of engineering, and has not
yet been applied to FS problems. In this thesis, we are proposing a modified Binary Black Widow
Optimization (BBWO) algorithm to solve FS problems. The FS evaluation method used in this study
is the wrapper method, designed to keep a degree of balance between two significant processes: (i)
minimize the number of selected features (ii) maintain a high level of accuracy. To achieve this, we
have used the k-nearest-neighbor (KNN) machine learning algorithm in the learning stage intending
to evaluate the accuracy of the solutions generated by the (BBWO). The proposed method is applied
to twenty-eight public datasets provided by UCI. The results are then compared with up-to-date FS
algorithms. Our results show that the BBWO works as good as, or even better in some cases, when
compared to those FS algorithms. However, the results also show that the BBWO faces the problem
of slow convergence due to the use of a population of solutions and the lack of local exploitation. To
further improve the exploitation process and enhance the BBWO’s performance, we are proposing
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an improvement to the BBWO algorithm by combining it with a local metaheuristic algorithm based
on the hill-climbing algorithm (HCA). This improvement method (IBBWO) is also tested on the
twenty-eight datasets provided by UCI and the results are then compared with the basic BBWO and
the up-to-date FS algorithms. Results show that the (IBBWO) produces better results in most cases
when compared to basic BBWO. The results also show that IBBWO outperforms the most known FS
algorithms in many cases.
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Chapter 1
Introduction
1.1 Problem Statement and Motivations
The data boom in many areas including, business management, pattern recognition, image
processing, financial analysis, and medicine, has brought an obligation on researchers to cope with
substantial amounts of data, the dimensions of which are expanding daily [1]. The process of
extracting patterns and meaningful information out of these large volumes of data that could be
used for many important decisions is known as data mining (DM) [2]. The most important category
of the methods in the field of DM is classification, which works on the features representing the
dataset to make a prediction or to select useful information from such datasets [3]. Classification
is the term used to describe the process of allocating each sample to a specific class [4]. However,
expansions of the dimensions, that is to say, an increase in the number of features contained in the
datasets, have a marked effect on the nature of the results gained [2]. High dimensional datasets
present a range of difficulties: these include the more substantial amount of time required to build
the learning model, the potential presence of immaterial and extraneous features, and a
deterioration in performance caused by the extraneous nature of features that render evaluation or
classification of the data [5]. Feature selection (FS) is a thought-provoking challenge in the arena
of machine learning (ML) designed to bring down the number of features by eradicating
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immaterial, extraneous, and noisy data while ensuring that the level of classification accuracy
remains satisfactory [6, 7]. FS is primarily used to determine the best subset of instructive features
while preserving a high level of classification accuracy in portraying the original dataset features.
FS constitutes a pre-processing stage in DM designed to remove redundant and inconsequential
features and determine a final set of features that cast the greatest degree of light on the matter,
boosting the quality of the data obtained [3, 8].
FS methods consist of two important phases: feature generation and evaluation. During the first
phase, a subset of features is selected by a variety of techniques, while in the second phase, the
quality of the chosen subset of features that were generated by the search strategy in the generation
phase is evaluated [9]. The three key methods to evaluate the selected features are (i) the filter
method, (ii) the wrapper method, and the embedded method. The three methods are different in
terms of the presence or absence of the learning algorithm when the resultant feature subsets are
evaluated. In general, the filter methods rely on statistical data dependency techniques, i.e., the
correlations between the conditional features and the class in the absence of a particular learning
algorithm (principal component analysis [10], Chi-Square [11]). In contrast, wrapper methods,
make use of a learning algorithm during the assessment, while in the embedded methods, both the
feature selection algorithm and learning algorithm are integrated with each other to find the best
subset. Therefore, wrapper and embedded methods are observed to provide more accurate results
than filter methods. Conversely, a greater degree of the computational cost may be necessary for
the embedded and wrapper methods, in comparison with the filter methods [5, 12]. However, the
wrapper methods are broadly utilized in many fields due to their acceptability in terms of the
computational cost and the accuracy [21].
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Because of the scale of the problem, and the fact that it seeks out the almost optimal subset, FS
is known to pose a serious challenge and has been categorized as an NP-hard problem [13]. It also
produces all conceivable solutions to acquire only the best. For example, high computational cost
arises if a dataset contains 𝑆 features, because 2𝑆 solutions must be formulated and assessed [14].
The paramount selected subset of features is sought using classical approaches such as random
search, complete search, breadth search, and depth search [3]. However, even though these
methods ensure the optimal solution for small datasets, their render is impractical for large datasets
because of the enormous amount of computational power required and the excessive amount of
time taken up [8].
In the last few years, metaheuristic algorithms (MAs) have been considered to be the ideal and
most reliable optimization algorithms for FS problems, particularly in cases involving the
challenges presented by high-dimensional problems. MAs have been used extensively to improve
real-world problems [5]. A majority of such algorithms have been inspired by diverse spectacles
in nature, mathematics, and physics. Researchers employ MAs as FS algorithms because of their
potency and the outstanding results that have been attained. Some examples of them can be found
in the literature such as Simulated Annealing (SA) [22], Ant Colony Optimization (ACO) [23],
Particle Swarm Optimization (PSO) [15], Genetic Algorithm (GA) [16], Whale Optimization
Algorithm (WOA) [17], Mine Blast Algorithm (MBA) [6], Ant Lion Optimizer (ALO) [16], Grey
Wolf Optimizer (GWO) [7], and Bat Algorithm (BA) [24]. MAs are the most appropriate
alternative method of addressing the limitations of a lengthy, far-reaching search that entails high
computational cost [18]. But it is worth mentioning that most MAs are impeded by the limitations
imposed by a local optimum and a disproportion between the explorative and exploitative scope
of the algorithm [8]. Exploration technique diversifies the solutions within the population, so that
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the search space is explored globally whereas exploitation specializes in the neighbour’s area of a
current accurate solution. Exploration thru randomization lets in the solutions to avoid being
trapped on the local optima and increase the population diversity. But exploitation lets in the
searching procedure to converge into an optimal solution. Having the right balance between these
two parts leads to an increase in global optimality [4]. Moreover, each dataset has a different
number of features and no single method is the most appropriate for the FS, i.e., one can still find
room for improvements in the results. These shortcomings spur the researchers to find a means of
negating the FS obstacles [4].

1.2 Research Objectives
The major goal of this thesis is to propose efficient FS wrapper methods which are capable of
finding good solutions for the FS problems. During this research, we realized that a new
metaheuristic algorithm, known as the Black Widow Optimization (BWO) algorithm[19], had
great results when applied to a range of daunting design problems in the field of engineering [19],
and has not yet been applied to FS problems. For this reason, this study aims to investigate the use
of the BWO algorithm when applied to solve FS problems. Therefore, we are proposing a modified
Binary Black Widow Optimization (BBWO) algorithm to solve FS problems. To further maximize
the BBWO’s performance, we are proposing an improvement on the BBWO by combining it with
a local metaheuristic algorithm based on the Hill-Climbing Algorithm (HCA). This improvement
method (IBBWO) aims to enhance the exploitation process of the BBWO. The FS evaluation
method used in these new approaches is the wrapper method, designed to keep a degree of balance
between two significant processes: (i) minimize the number of selected features (ii) maintain a
high level of accuracy. To achieve this, we have used the k-nearest-neighbor (KNN) ML algorithm
4

in the learning stage intending to evaluate the accuracy of the solutions generated by the BBWO
and IBBWO. The main contributions of this study are:
•

Two new algorithms (BBWO and IBBWO) to solve FS problems.

•

Test results; we tested the performance of our proposed algorithms on twenty-eight
benchmark datasets that make use of low, medium, and high dimensional datasets. The
obtained results can be used as new benchmarking results.

•

New insights about existing FS solutions. Evaluating the performance results of our
proposed methods against various up-to-date FS algorithms reveals new insights about
the performance of existing algorithms.

1.3 Research Scope
This thesis employed twenty-eight well-known datasets of the University of California Irvine
(UCI) [70] which have been used and adopted by many researchers [6, 7, 17, 20] to test the
performance of the BBWO and IBBWO FS algorithms. These datasets belong to different
domains: medical, physical, business, and electronic. A brief description of the datasets that have
been used in this thesis is explained in Chapter 3.

1.4 Thesis Outline
This thesis is divided into six chapters as follows:
Chapter 1 shows the problem statement and motivations, research objective and scope.
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Chapter 2 shows the background and concept of FS, moreover, shows a general review of
several search metaheuristic algorithms that have been applied to solve the FS problems.
Chapter 3 illustrates a full description of the research methodology. In addition, a detailed
description of the benchmark instances is presented in order to evaluate the proposed methods for
this problem.
Chapter 4 presents and discusses the experimental results of the proposed method BBWO for
FS problems.
Chapter 5 presents and discusses the experimental results of the proposed method IBBWO for
FS problems.
Finally, in Chapter 6, conclusions are drawn, and the contributions of this research are set out.
In addition, a number of areas to be pursued as future work are suggested.
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Chapter 2
Background and Literature Review
The feature selection (FS) method is used to reduce the number of features while maximizing
the accuracy of data as much as possible, thereby minimizing the computational complexity while
ensuring minimal information loss [4]. FS is an important pre-processing step in the field of data
mining (DM) because raw data may encounter many problems in applications [2]. In this chapter,
the FS concept is described in Section 2.1. The FS process is then presented in Section 2.2. The
metaheuristic algorithms are described in Section 2.3, and a literature review of the metaheuristic
algorithms for FS problems is shown in Section 2.4.

2.1 Feature Selection
DM or machine learning (ML) techniques have attracted considerable attention from both the
academe and industry because of their significant contributions to intelligent data analysis. DM
and its applications are expected to become even more crucial in the future because real-world
applications are growing rapidly as organizations continuously gather increasingly larger amounts
and more diverse types of data [25, 26, 27]. Therefore, extracting useful and meaningful
knowledge from databases (KDD) is becoming a core process in databases in many research areas
such as medical, business, transportation, data visualization, statistics, optimization, ML, and
pattern recognition [25, 26, 27]. Knowledge discovery in databases is defined as “the nontrivial
7

process of identifying valid, novel, potentially useful, and ultimately understandable patterns in
data.” [25, 27].
The knowledge discovery in the database process is divided into five steps (Figure 2.1): (a)
Data selection, in which the dataset is chosen; (b) Data cleaning/pre-processing, which involves
noise removal or reduction and the imputation of missing values; (c) FS or data reduction, which
aims to obtain the most informative features from the dataset by deleting irrelevant and redundant
features that may mislead the process and may not help the KDD; (d) DM, which involves selecting
hidden predictive information from many databases depending on the goal of knowledge
discovery; (e) Evaluation, which is performed to ensure the simplicity, novelty, usefulness, and
validity of the discovered knowledge. This process may require some of the formal steps to be
repeated [25, 27].

Figure 2.1 Knowledge discovery process steps [25]
FS is the third step in the knowledge discovery process and is the primary focus of this study.
FS is a significant pre-processing step in the DM process and ML [28], and it could be defined as
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the process of extracting a minimum redact (subset) from the original set [29]. FS is also defined
as “a process that chooses an optimal subset of features according to certain criterion” [2, 30].
The aim of FS is to eliminate irrelevant and redundant features from high-dimensional datasets,
thereby increasing the likelihood that a DM algorithm will find generally invalid and spurious
patterns [31]. According to [6, 31, 33], FS aims to (a) improve performance (speed of learning,
predictive accuracy, or simplicity of rules); (b) visualize the data for model selection; and (c)
reduce dimensionality and remove noise.

2.2 Feature Selection Process
The FS process aims to search for the minimum features that meet a certain criterion to build a
prediction model that achieves the highest accuracy [34]. The FS process consists of four basic
processes (Figure 2.2) [35], which are described below.

Figure 2.2 FS process [35]

2.2.1 Feature Subset Generation
Feature subset generation is the process of searching for the best subset of features. This process
considers FS an NP-hard problem [36]. Theoretically speaking, a FS method must search all
9

possible combinations to find optimal or near-optimal features. Simply put, FS must search 2𝐹
features so it grows exponentially when F increases, where 2 is the binary representation of
features (0: none are selected, 1: selected), and F is the total number of features [36].
At this stage, a partial set of features is searched using any one of the complete, random, or
heuristic search methods [37]. Subset creation may begin with an empty set without variables,
which are then added one by one until the error is decreased (forward), with a full set that contains
all variables, which are removed one by one until highest accuracy is reached (backward), or with
random set to achieve the highest accuracy [37, 38]. The three search techniques are described
briefly below.
•

Complete search: This method searches all possible combinations of features 2𝐹 until the
optimal subset that achieves the highest accuracy is obtained. This method guarantees the
optimal solution. However, it needs a large amount of computational power and a long
searching process, thereby making it infeasible for large datasets [20, 38].

•

Random search: In this type of search method, features are searched randomly; the process
is also called nondeterministic search [38]. The random nature enables the solution
(optimal features) to be found during the early stages of the search process; this solution
represents the best case. However, this method may need to visit the whole features in a
similar way as complete search, which represents the worst case [18, 38].

•

Heuristic search: This technique is used frequently when traditional methods take too much
time to find the solution or to find a near-optimal solution by approximation when
traditional methods are unable to do so. Heuristic methods use the minimum information
available to execute an effective search without requiring all feature combinations. Two
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types of heuristic methods exist: general-purpose metaheuristics, which solves a wide range
of problems, and specified heuristics, which solves specific types of problems [38, 39].
Metaheuristic algorithms are more effective in solving optimization problems than other
approaches such as complete search [39, 40].

2.2.2 Feature Selection Evaluation Methods
The evaluation phase is the next step after feature subset generation. FS evaluation methods are
categorized into filter, wrapper, and embedded, as shown in Figure 2.3 [41]. In this phase,
evaluation methods are used to measure the goodness of the generated subset. The evaluation result
is then compared with previous results, and the best result is retained throughout the iteration.
Different results are generated when different evaluation methods are used in the same dataset
[35].

Figure 2.3 Feature selection methods [41]
The three FS methods have differences in terms of how the ML algorithm is used when the
resulting feature sets are being evaluated [3, 18]. The ML algorithm is a subfield of artificial
intelligence, and it gives computers the ability to learn without being explicitly programmed [35,
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48]. Most ML algorithms are classified into supervised learning (examples are k-nearest neighbors
(KNN) [46] and support vector machine (SVM) [47]) and unsupervised learning (an example is kmeans clustering) [48]. Classifiers are used in supervised learning, and they are obtained from
learning the labeled data and constructing a model based on that learning. Unsupervised learning
is the opposite; clustering is used, which comes from learning unlabeled data and constructing a
model based on that learning [48]. The filter, wrapper, and embedded FS evaluation methods are
presented in the following subsections.

2.2.2.1

Filter Method

The filter method concentrates on selecting features based on performance and not on building
algorithms. The modeling algorithm can then use the best features after they are selected. Not all
filter methods can be applied to different ML problems. Different types of filter methods are used
to address different types of problems, such as classification, clustering, or regression [41].
Univariate and multivariate feature filters have certain differences; univariate filters rate one
feature, whereas multivariate filters rate a whole feature subset. Moreover, univariate feature filters
are independent, scalable, and fast, yet they ignore learning algorithms and the relationship
between features. In contrast, multivariate feature filters are independent and utilize feature
relationships but are slow and have poor scalability. The filter method uses statistical methods
such as distance in the evaluation process to measure the goodness of the features to be selected.
Examples of this type of selection method are principal component analysis [10] and chi-square
[11], which have high computational efficiency because of non-iterative computation on the
dataset but are less accurate than other FS evaluation methods because the learning algorithm is
not required [42]. Figure 2.4 illustrates the process of the filter method.
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Figure 2.4 Filter method process [42]

2.2.2.2

Wrapper Method

Wrapper methods are different from filter methods because they focus on the quality of the
modeling algorithm, using classifier accuracy to measure the performance of the selected subset
as shown in Figure 2.5. The goal of this method is to maximize predictive accuracy by reducing
the error rate. The wrapper method is an iterative process that generates subsets, where the
accuracy of each subset is calculated. At the end of the process, the most accurate subset that was
generated in the previous phase will be used in the learning algorithm over the training data. The
result will then be compared with a testing dataset to measure the accuracy [38, 43].

Figure 2.5 Wrapper method process [43]

2.2.2.3

Embedded Method

In the embedded method (Figure 2.6), the FS and learning algorithms are integrated to find the
best subset. Therefore, the classifier becomes dependent on selections that might not work with
13

any other classifier because the optimal set of genes is built when the classifier is constructed, and
the selection is affected by the hypotheses made by the classifier [44]. This method is
computationally demanding. One example of the embedded technique is the decision tree
algorithm [45].

Figure 2.6 Embedded method process [44]
The wrapper method achieves higher accuracy than the other methods because the latter adjusts
to specific interactions between the dataset and the classifier. Even though the wrapper method is
slow because it requires a classifier to be trained for each feature, it is widely used in many fields
because of its satisfactoriness, which is why wrapper method needs to be developed to solve FS
problems. The wrapper method was selected in this thesis.

2.2.3 Stopping Criterion
Establishing the stopping criterion is a necessary step to prevent the algorithm from entering an
infinite loop, which may reduce computer resources, especially the main memory, and cause the
algorithm to crash. The algorithm stops searching when a certain condition is satisfied; at this
point, the stopping criterion immediately terminates the search process. The stopping criterion is
typically determined based on a combination of search strategies and function evaluation [38].
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The stopping criteria can be reaching the loop limit of the algorithm (maximum iteration), the end
of the search execution time, the use of time instead of iterations, the end of the complete search,
or achieving an acceptable degree of feature subset quality (accuracy).

2.2.4 Validation
This phase is not considered part of the FS process. However, it is used to validate the accuracy
of features. Validation is an iterative procedure that involves creating a classifier from the training
data and validating its accuracy by using testing data until the highest accuracy is achieved.
Validation takes place usually after the FS process is finished. The chosen solution is then validated
through different tests, and the results are compared with those of other FS methods [35, 38].

2.3 Metaheuristic Algorithms
Optimization methods are found in different fields, including engineering, computing, and even
everyday life, where maximization or minimization are applied to solve problems. For example,
companies use optimization methods to maximize their sales while minimizing losses [49].
Finding the optimal solution or complete search is an expensive, time-consuming process.
Accepting a relatively reasonable and not optimal solution is therefore a reasonable solution;
metaheuristic algorithms can be used for this purpose [39]. The word “metaheuristic” is originally
a Greek word that consists of two parts: “meta” means “upper-level methodology”, and “heuristic”
means “exploring new ways (strategies) to solve problems” [39, 49].
A metaheuristic algorithm is an upper-level general methodology (template) that can be used
as a guiding strategy in designing underlying heuristics to solve specific optimization problems
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[39]. Metaheuristic algorithms are also defined as a group of techniques that guide the search
process [50], with the primary aim of exploring the search space to find the best solutions [50].
Most metaheuristic algorithms are inspired by nature and could be classified into three groups:
physical based, swarm based, and evolutionary based [19]. The basic inspiration of physical-based
algorithms is physics rules, such as electromagnetic force, inertia force, and gravitational force.
Considering these rules, the search agents of the algorithms communicate and move through the
search space [19]; one example is Simulated Annealing (SA) [53]. Swarm-based algorithms are
inspired by the collective manner of social beings, which refers to the interaction method among
the members of a swarm and their environment [19]; examples are Particle Swarm Optimization,
(PSO) [15], Gray Wolf Optimizer (GWO) [7], and Whale Optimization Algorithm (WOA) [17].
Evolutionary-based algorithms, an example of which is Genetic Algorithm (GA) [51], are mostly
inspired by nature and biological evolution, such as selection, reproduction, combination, and
mutation. These algorithms are derived from the natural selection theory of Darwin, which
involves descent with modification, the idea of changing species over time, and generation of new
ones. In the natural selection process, the main heritable traits are passed on, enabling species to
survive and reproduce [19].
Depending on the researchers [39, 56], there are two types of metaheuristic search algorithms
as shown in the Figure 2.7; the Local-Search methods (LS) one improves one solution throughout
an iteration, whereas the Population-Based methods (PB) one improves a set of solutions
throughout iterations find the near-optimal solution [39, 56, 75]. These algorithms are described
briefly in Subsections 2.3.1 and 2.3.2, respectively.
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Figure 2.7 Examples of metaheuristics search algorithms

2.3.1 Local-Search Methods
LS methods, such as SA [53], Variable Neighborhood Search (VNS) [52], Great Deluge
Algorithm (GDA) [73], and Tabu Search (TS) [74], take a single solution and administer new and
replicative processes, where a group of possible solutions are derived from the solution, during the
generation process [39, 75]. The possible solutions often emerge through the solution’s local
evolution. During the replicative stage, the possible solutions are searched to find a new solution
until the stopping point is reached [39]. Figure 2.8 illustrates the basic template of LS metaheuristic
algorithms.
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Figure 2.8 A basic template of LS metaheuristic algorithms [39]

2.3.2 Population-Based Methods
PB methods, such as GA [51, 75], begin with a group of solutions that then form another group
of solutions as an improvement of that group of solutions; this process continues until the stopping
criterion is met [39]. Figure 2.9 illustrates the basic template of PB metaheuristic algorithms.

Figure 2.9 A basic template of PB metaheuristic algorithm [39]
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2.4 A Short Review of Metaheuristic Algorithms for
Feature Selection
FS is a dimensionality reduction technique that is used to remove redundant features from
datasets. It is an NP-hard problem related to the search for the most informative features. This
problem cannot be addressed by using traditional algorithms. Metaheuristic algorithms can be used
by approximation. The latest important metaheuristic algorithms that have been applied to address
FS problems are presented in the succeeding sections.

2.4.1 Simulated Annealing
SA is a LS metaheuristic algorithm based on an algorithm (known as hill climbing algorithm)
[53]. The algorithm, resulting from the annealing process is used to address the combinatorial
optimization problems, where a solid matter is heated to a higher temperature and then slowly
cooled to be crystallized. This process of cooling down is controlled by the three parameters
namely, final temperature, initial temperature, and cooling schedule. It was successfully engaged
in a variety of optimization problems as vehicle routing problems [54], and timetabling problems
[55]. During each application of a simulated annealing algorithm to a discrete optimization issue,
a comparison is made between two solution values (the current and randomly chosen solution).
Better solutions are always accepted, though a small number of non-improving solutions are also
accepted with the goal of evading local optima in the pursuit of global optima. The likelihood of
the reception of non-improving solutions is dependent on the temperature parameter, which usually
remains constant through each iteration of the algorithm [56]. The SA procedure has been proposed
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for solving feature selection problems [22], and when it tested on some UCI datasets, the SA
performed well in terms of the tested features reduction problems in that time. Figure 2.10 shows
the basic pseudo-code of SA algorithm.

Figure 2.10 Pseudo-code of SA [59]

2.4.2 Variable Neighborhood Search
VNS is an LS metaheuristic algorithm that is used to resolve combinatorial issues [52]. The
essential notion behind VNS is twofold: a methodical neighborhood changes during a suitable
phase, and a disorder phase is used to escape the analogous valley [56]. The original aim of VNS
was to find estimated solutions for combinatorial optimization issues. It has since been expanded
to include nonlinear programs, mixed-integer programs, and mixed-integer nonlinear programs.
VNS is also utilized for automatic or computer-assisted graph theory [52]. Figure 2.11 shows the
basic pseudo-code of VNS.
A composite neighborhood structure based on VNS to solve FS problems suggested by [57].
This method consists of two parts. In the first part, a basic composite neighborhood structure
approach is used to randomly select a neighborhood, and then the current solution is used to derive
the new solution, which will be accepted if it supersedes the original solution. The second part is
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divided into two stages. The first stage randomly generates an initial solution, and then the
dependency degree of the solution is calculated. While it is on loop, a neighborhood structure is
randomly selected from two lists by using an intelligent selection mechanism. A new and improved
solution is then generated until the degree of dependency is equal to 1. The second stage utilizes
the superior solution discovered in the first stage as a starting point. Similar to the process in the
first stage, a neighborhood structure is selected at random during the loop in accordance with
certain rules to derive a new solution. The algorithm will continue to accept the superior solution.
If both solutions have the same qualities, then the algorithm will select the solution with the fewest
features. This method has been applied on 13 UCI datasets and has produced satisfactory outcomes
in a few datasets.

Figure 2.11 Pseudo-code of VNS [52]

2.4.3 Ant Colony Optimization
Ant Colony Optimization (ACO) is a PB metaheuristic algorithm, it simulates the behavior of
real ants when searching for the shortest path to a food source, which deposits pheromone as they
travel. Each ant prefers to follow the path that is rich with pheromone [23]. ACO mimics this
21

behavior by applying a simple communication mechanism of ant to find the shortest path between
two points. As shown in Figure 2.12 the pseudo-code of ACO. Every repetition indicates a cycle
of generated initial solutions. ACO iterates for a certain number of iterations. At every iteration,
the pheromone value is updated, and the daemon action takes place if it is activated. and when a
termination factor is reached the algorithm stops [39].
Because ACO aims to find the shortest path (minimum), it has been shown to be a useful method
of fixing feature-selection, and it has been applied for feature selection problems [58], the
procedure begins with the generation the same number of ants as equally the features in the dataset.
Following this, the ants are randomly distributed across the graph. Each ant begins with a unique
attribute and then performs a motion along the path. This is guided by measurement of probability
and movements cease when the stopping requirement is achieved (i.e. with the uncovering of the
best solution), the procedure will repeat again under a new pheromone, with a new population.
This method had been applied on 13 UCI datasets and has been able to yield positive outcomes in
a few datasets.

Figure 2.12 Pseudo-code of ACO [39]
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2.4.4 Genetic Algorithm
GA is a PB metaheuristic algorithm that was designed to mirror biology, such as in animals and
vegetation (i.e., the preferential breeding process, which involves the selection of the best genes
for procreation) [51]. As explained in [39, 56], chromosomes, as they are commonly called in
research on GA, are a group of strings. GA is also said to have the capacity to innovate a wide
range of existing solutions to problems and that it must evolve through the use of search or
disparity operators. GA can be divided into crossover operators (i.e., two parents producing at least
one descendant) and mutation operators (i.e., changing the existing structure to a new structure).
The GA uses concepts of the evolution process, which are analogous to evolutionary mechanisms
in nature, such as selection, crossover, and mutation. However, GA is a stochastic algorithm and
needs to be fine-tuned to achieve the best results [39]. Figure 2.13 shows the basic pseudo-code of
the GA algorithm.
GA for FS problems has been applied using mathematical tools called the rough set theory [22],
these tools have been employed in this method to calculate the dependence of degree to evaluate
the quality of GA solution. The experiment results have shown that this GA did not manage to
produce good results compared with other methods.
Another method has been proposed to enhance the performance of GA in solving FS problems
[60]. This method exploits a competition strategy, in which the new selection and crossover
systems are merged, and the expected result is an improved global search capability. To improve
the quality of the search performed by the algorithm during the mutation process, a high mutation
rate is suggested, which divides the chromosomes into groups that represent winners and losers.
The next parents in the sequence are selected as a result of competitive selection for a crossover

23

operation. Afterwards, the mutation takes place by means of a dynamic mutation operator. The
study in question stated that the proposed technique could perform more rapidly and surpass other
orthodox methods. However, the structure of the algorithm is highly complex [9].

Figure 2.13 Pseudo-code of GA [39]

2.4.5 Whale optimization algorithm
WOA [61] is a PB metaheuristic algorithm whose principal concept was inspired by the hunting
method of humpback whales, which swim toward their prey in a spiral pattern and then form
bubbles to restrain it [17, 20]. Similar to other metaheuristic algorithms, WOA consists of
exploitation and exploration phases; the former mimics the act of encircling a prey and then
attacking it with a spiral bubble net, and the latter reflects the random search for a prey [17, 20].
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•

The exploitation phase is simulated based on the whale’s mechanism of encircling the prey
(represented by the best solution found so far) and moving toward it, as modeled in
Equations (2.1) and (2.2) [20]:
𝐷 = |𝐶. 𝑋 ∗ (𝑡) − 𝑋(𝑡)|

(2.1)

𝑋(𝑡 + 1) = 𝑋 ∗ (𝑡) − 𝐴. 𝐷

(2.2)

where t presents the current iteration; X* and X indicate the best and the current whales (solutions),
respectively; and A and C are coefficient vectors calculated as in Equations (2.3) and (2.4) [17,
20].
𝐴 = 2 𝑎. 𝑟 − 𝑎

(2.3)

𝐶 = 2. 𝑟

(2.4)

where 𝑎 decreases linearly from 2 to 0 through the iterations (to simulate the shrinking–encircling
behavior as in Equation [2.5]) and 𝑟 is a random vector in [0,1].
2

𝑎 = 2 − 𝑡 𝑀𝑎𝑥𝐼𝑡𝑒𝑟

(2.5)

where 𝑡 is the iteration number, and 𝑀𝑎𝑥𝐼𝑡𝑒𝑟 is the maximum number of allowed iterations. The
spiral-shaped path is obtained by calculating the distance between the solution (X) and the leading
solution (X*). A spiral equation is then created between the current solution and the best (leading)
solution as in Equation (2.6).
𝑋(𝑡 + 1) = 𝐷′ . 𝑒 𝑏𝑙 . cos(2𝜋𝑙) + 𝑋 ∗ (𝑡)

(2.6)

where 𝐷′ represents the distance between the ith search agent and 𝐷′ , b is a constant, and l is a
random number in the interval [−1,1]. A 50% probability is used to select between the shrinking–
encircling behavior and the spiral-shaped path as follows:
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𝑋(𝑡 + 1) = {

𝑆ℎ𝑟𝑖𝑛𝑘𝑖𝑛𝑔 𝐸𝑛𝑐𝑖𝑟𝑐𝑙𝑖𝑛𝑔 𝑢𝑠𝑖𝑛𝑔 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (2), 𝑝 < 0.5
𝑆𝑝𝑖𝑟𝑎𝑙 𝑆ℎ𝑎𝑝𝑒𝑑 𝑃𝑎𝑡ℎ 𝑢𝑠𝑖𝑛𝑔 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (6), 𝑝 ≥ 0.5

(2.7)

where 𝑝 is a random number in [0,1].
•

In the exploration phase in WOA, a search agent is selected randomly from the population
to update the positions of the current whales instead of updating their positions according
to the location of the best solution so far; this approach can prevent the solutions from being
trapped in the local optima [17, 20]. This process is modeled as in Equations (2.8) and
(2.9).
𝐷 = |𝐶. 𝑋𝑟𝑎𝑛𝑑 − 𝑋|

(2.8)

𝑋(𝑡 + 1) = 𝑋𝑟𝑎𝑛𝑑 − 𝐴. 𝐷

(2.9)

where the 𝑋𝑟𝑎𝑛𝑑 is a randomly selected search agent from the current population, 𝐴 is a vector
with random values less than −1 or greater than 1. The pseudo-code of WOA is shown in Figure
2.14. First, a random population of solutions is generated, then the fitness value for each solution
is calculated by using an objective function. The best solution is determined, and the coefficients
are updated in the next step. In the following phase, the solutions in the population are updated
using Equation (2.2) or (2.6) depending on a random value (𝑝). This process is repeated until a
stopping constraint is met. Lastly, the algorithm returns the best solution [17, 20].
WOA has been exploited by numerous researchers in the arena of FS. First, a binary version of
WOA was proposed for wrapper FS problems [17]. This method consists of two approaches:
tournament roulette and evolutionary operators such as crossover, and it was tested on standard
UCI benchmark datasets and compared with three algorithms, namely, PSO, GA, and ant lion
optimizer; WOA performed better than the three algorithms. A hybrid between WOA and SA [62]
was proposed for wrapper FS problems to achieve a balance between exploration and exploitation.
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WOA was run first and was followed by SA to improve the exploitation, which aims to obtain
better solutions. The results of this combination were better than the basic WOA.

Figure 2.14 Pseudo-code of WOA [20]

2.4.6 Particle Swarm Optimization
PSO [15] is a PB metaheuristic algorithm inspired by the social behavior of bird flocking [63].
It uses a number of particles (candidate solutions) that fly within a search space to find the best
solution, tracing the best location (best solution) in their paths. In other words, particles consider
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their own best solutions and the best solution obtained by the swarm thus far. Each particle in PSO
needs to consider the current position; the current velocity; the distance to their personal best
solution, 𝑝𝑏𝑒𝑠𝑡; and the distance to the global best solution, 𝑔𝑏𝑒𝑠𝑡, to modify its position [63]. PSO
is mathematically modeled as follows:
𝑣𝑖𝑡+1 = 𝑤𝑣𝑖𝑡 + 𝑐1 × 𝑟𝑎𝑛𝑑 × (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖𝑡 ) + 𝑐2 × 𝑟𝑎𝑛𝑑 × (𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖𝑡 )

(2.10)

𝑥𝑖𝑡+1 = 𝑥𝑖𝑡 + 𝑣𝑖𝑡+1

(2.11)

where 𝑣𝑖𝑡 is the velocity of particle i at iteration t, w is a weighting function, c is an acceleration
coefficient, rand is a random number between [0,1], 𝑥𝑖𝑡 is the current position of particle i at
iteration t, 𝑝𝑏𝑒𝑠𝑡𝑖 is the best solution that the i-th particle has obtained so far, and 𝑔𝑏𝑒𝑠𝑡 indicates
the best solution the swarm has obtained so far. The first part of Equation (1), 𝑤𝑣𝑖𝑡 , provides
exploration ability for PSO [63]. The second and third parts, 𝑐1 × 𝑟𝑎𝑛𝑑 × (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖𝑡 ) and
𝑐2 × 𝑟𝑎𝑛𝑑 × (𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖𝑡 ), represent private thinking and collaboration of particles, respectively
[63]. PSO begins by placing the particles randomly in a problem space. The velocities of particles
are calculated using Equation (2.10) at each iteration. The position of particles can be calculated
by using Equation (2.11) after the velocities have been defined. The process of changing particles’
positions will continue until an end criterion is met [63].
A binary version of the PSO algorithm was presented for FS problems [63]. The effect of using
five different updating strategies for w was investigated for evaluation purposes by using 12 UCI
benchmark datasets. PSO obtained better results than other similar methods by means of average
classification accuracy and average selection size. According to an extensive analysis of the
results, updating strategies that gradually decrease the inertia weight parameter linearly and
nonlinearly could improve the exploration and exploitation behaviors of PSO for FS tasks.
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2.4.7 Gray Wolf Optimizer
GWO [64] is a PB metaheuristic algorithm that simulates the behaviors of gray wolves in
hunting, searching, and encircling their prey. In accordance with the social hierarchy of the wolves’
community, four types of wolves have different levels of dominance and leadership: alpha (α),
beta (β), delta (δ), and omega (ω) [7]. In the GWO algorithm, the alpha, beta, and delta represent
the first, second, and third best solutions, respectively. The remaining candidate solutions are
considered as omega. While hunting, wolves encircle their prey in a manner that can be
mathematically modeled as follows [7]:
⃑ = |𝐶.
⃑⃑⃑ 𝑋𝑝 − 𝑋(𝑡)|
𝐷
⃑|
𝑋(𝑡 + 1) = |𝑋𝑝 (𝑡) − 𝐴. 𝐷

(2.12)
(2.13)

where 𝑋𝑝 and 𝑋 represent the positions of the prey and gray wolf, respectively, at an iteration (t).
𝐴 and 𝐶 are coefficient vectors that can be formulated as follows:
𝐴 = |2 𝑎
⃑⃑⃑ . ⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑
𝑟𝑎𝑛𝑑1 − 𝑎|
𝐶 = 2 . ⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑
𝑟𝑎𝑛𝑑2

(2.14)
(2.15)

where ⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑
𝑟𝑎𝑛𝑑1 and . ⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑⃑
𝑟𝑎𝑛𝑑2 are random vectors in [0,1]. 𝑎
⃑⃑⃑ linearly decreases from 2 to 0 over
iterations as follows:
𝑎 = 2−𝑡 ×

2
𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠

(2.16)

The parameter iterations determine the maximum number of iterations. The position of the best
gray wolf is updated by adjusting the vectors 𝐴 and 𝐶 . To mimic the hunting behavior, the alpha,
beta, and delta are aware of the potential locations of the prey. Alpha, beta, and delta indicate the
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best three solutions, and the other wolves update their positions according to the best three
solutions (𝑋1, 𝑋2, and 𝑋3). This approach can be expressed as follows [7]:
𝑋(𝑡 + 1) = (𝑋1 + 𝑋2 + 𝑋3 )/ 3

(2.17)

⃑ ∝ ), (𝐷
⃑ ∝ ) = |𝐶 . 𝑋∝ − 𝑋|
𝑋1 = 𝑋∝ − 𝐴1 . (𝐷

(2.18)

⃑ 𝛽 ), (𝐷
⃑ 𝛽 ) = |𝐶2 . 𝑋𝛽 − 𝑋|
𝑋2 = 𝑋𝛽 − 𝐴2 . (𝐷

(2.19)

⃑ 𝛿 ), (𝐷
⃑ 𝛿 ) = |𝐶3 . 𝑋𝛿 − 𝑋|
𝑋3 = 𝑋𝛿 − 𝐴3 . (𝐷

(2.20)

When attacking the prey, each wolf updates its position between its current position and the
position of the prey so that |𝐴| < 1. In searching for the prey, the alpha, beta, and delta wolves
move away from each other to search for the prey and then converge when they attack the prey.
𝐴1 can take random values less than −1 or greater than 1 to force the wolves to diverge from the
prey [7]. Figure 2.15 shown the pseudo-code of GWO.
GWO has been applied for the selection of the optimal feature subset for classiﬁcation purposes
through a proposed binary version of the GWO for FS in the wrapper method [12]. The results of
this method are compared against those of PSO and GA. The binary version of GWO has better
search capability than PSO and GA.
Another work [7] proposed an improved GWO for solving wrapper FS problems. The algorithm
is incorporated with a two-phase mutation operator, which was able to enhance the capability and
efficacy of the algorithm. The first mutation phase is used to reduce the number of selected features
considering the classification accuracy, and the second phase involved adding more features that
increase the classification accuracy. The KNN classifier was used for training. The proposed
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method achieved good classification accuracy; however, it spent a long time during the evaluation
process [7].

Figure 2.15 Pseudo-code of GWO [7]

2.4.8 Moth Flame Optimization
Moth Flame Optimization (MFO) [65] is a PB metaheuristic algorithm [66], it is mainly inspired
by the concept of transverse orientation, a navigation method used by moths in nature. Moths fly
at night by maintaining a fixed angle with respect to the moon, which is an effective way to travel
in a straight line over long distances [65]. However, these insects become trapped in a deadly spiral
path when they are in the presence of artificial lights. To perform optimization, this algorithm
mathematically models this behavior where moths and flames are the main components [65]. The
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candidate solutions are moths, and the variables are the moths’ positions in space. Therefore, moths
can fly in 1D, 2D, 3D, or hyperdimensional space (of dimension d) with changing position vectors
[66]. MFO is a PB metaheuristic algorithm; thus, the set of n moths is used as search agents in the
problem space. Flames are the best n positions of moths that are obtained so far. Each moth
searches around a flag (flame) and updates it in case they find a better solution. Flames are also d
dimensional data points [65, 66]. Given a logarithmic spiral, a given moth updates its position with
respect to a given flame [65, 66] as in Equation (2.21).

𝑆(𝑀𝑖 , 𝐹𝑗 ) = 𝐷𝑖 . 𝑒 𝑏𝑡 . cos(2𝜋𝑡) + 𝐹𝑗

(2.21)

where 𝐷𝑖 means the Euclidian distance of the 𝑖 𝑡ℎ moth for the 𝑗 𝑡ℎ flame, b is a constant for
defining the shape of the logarithmic spiral, 𝑀𝑖 denotes the 𝑖 𝑡ℎ moth, 𝐹𝑗 is the 𝑗 𝑡ℎ flame, and t is a
random number in [−1,1].
The next position of a moth is defined with respect to a flame, as shown in the above equation.
In the spiral equation, t parameter defines how close the next position of the moth should be to the
flame [65, 66]. Therefore, a hyper-ellipse can be assumed to be present around the flame in all
directions and the next position of the moth would be found within this space. To further emphasize
exploitation, the algorithm assumed that t is a random number in [r, 1] where r is linearly
decreasing from −1 to −2 throughout the iteration; this is called convergence constant [66].
Through this approach, moths tend to exploit their corresponding flames more accurately in a way
that is proportional to the number of iterations. This approach enhances the probability of
converging to a global solution. Moreover, a given moth is required to update its position by using
only one of the flames. The flames are sorted according to their fitness values during each iteration
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and after the flame list is updated. The moths then update their positions with respect to their
corresponding flames [66]. To allow the best promising solutions to be exploited properly, the
number of flames to be followed is decreased with respect to the iteration number, as shown in
Equation (2.22).
𝑁𝑓𝑙𝑎𝑚𝑒𝑠 = 𝑟𝑜𝑢𝑛𝑑 (𝑁 − 𝑙 .

𝑁−1
𝑇

)

(2.22)

where 𝑙 is the current iteration number, 𝑁 is the maximum number of flames, and 𝑇 indicates
the maximum number of iterations.

The MFO algorithm has been applied in the domain of machine learning to find optimal
features. It has also been combined with the wrapper-based FS method [66] and compared with
PSO and GA according to different evaluation criteria on 18 different datasets from the UCI
Machine Learning Repository. Experiment results showed that MFO achieved significantly better
performance than GA and PSO, which is a common result in wrapper-based FS. However, MFO
is a time-consuming process [66].
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Figure 2.16 Pseudo-code of MFO [66]

2.4.9 Multi Verse optimizer
Multi Verse Optimizer (MVO) [67] is a PB metaheuristic algorithm whose mathematical
models and algorithm were designed based on three concepts from theories related to the
multiverse in cosmology; these concepts are white hole, black hole, and wormhole [67]. In MVO,
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the white hole and black hole concepts are modeled to represent the exploration process in the
search space, while the model of wormholes simulates the exploitation process. Each candidate
solution generated by MVO is called a universe and represented a vector of real elements [68].
A binary version of the MVO algorithm called BMVO [68] has been proposed mainly for use
with FS problems. BMVO proposed a new formulation over the original MVO, where the universe
contains a vector of binary bits 0 or 1. A V-shaped transfer function was integrated into BMVO to
map continuous values to probabilities. The second modification was performed on the update of
the universe per each generation, where it was affected by the best universe that was found. The
BMVO was compared with four other binary FS algorithms (BBAT, BPSO, BDA, and BGWO)
using seven benchmark datasets based on classification accuracy and number of selected features.
BMVO achieved better performance on most of the seven datasets compared with other FS
algorithms.

2.4.10 Bat Algorithm
Bat Algorithm (BA) [24] is a PB metaheuristic algorithm that takes its inspiration from the
nature of bats. The main characteristics of this algorithm are primarily influenced by the behavior
of microbats [24]. Pulse rates and emission are the main two parameters that are used in this
algorithm, and their values can be adjusted [69]. BA utilizes the frequency tuning method to
expand the variety of solutions that exist in the population at the same time. It also uses automatic
zooming to adjust the exploration and exploitation throughout the process by imitating the
variation of the heartbeat outflow and the loudness of bats while they hunt prey. Microbats have a
unique ability called echolocation, which enables them to find their prey and distinguish among

35

different insects in total darkness. With these characteristics, the algorithm works efficiently and
is able to initiate rapidly [69].
In BA, an artificial bat has position, velocity, and frequency vectors, which are updated
throughout iterations as (2.23), (2.24), and (2.25) [69].
𝑉𝑖 (𝑡 + 1) = 𝑉𝑖 (𝑡) + (𝑋𝑖 (𝑡) − 𝐺𝑏𝑒𝑠𝑡)𝐹𝑖

(2.23)

𝑋𝑖 (𝑡 + 1) = 𝑋𝑖 (𝑡) + 𝑉𝑖 (𝑡 + 1)

(2.24)

where 𝐺𝑏𝑒𝑠𝑡 is the best solution attained so far, and 𝐹𝑖 indicates the frequency of 𝑖 𝑡ℎ bat, which is
updated in each iteration as follows:
𝐹𝑖 = 𝐹𝑚𝑖𝑛 + (𝐹𝑚𝑎𝑥 − 𝐹𝑚𝑖𝑛 )𝛽

(2.25)

where 𝛽 is a random number of a uniform distribution in [0, 1]. Equations (2.23) and (2.25) show
that different frequencies enable artificial bats to have diverse inclinations to the best solution.
These equations could guarantee the exploitability of BA. A random walk procedure is used to
perform the exploitation as follows [69]:
𝑋𝑛𝑒𝑤 = 𝑋𝑜𝑙𝑑 + 𝜀Α𝑡

(2.26)

In this formula, 𝜀 is a random number in [-1,1], and Α is the loudness of the sound emitted by bats
to perform exploration process. BA can be considered a balanced combination of PSO and
intensive local search. The balance between these techniques is controlled by the loudness (𝐴) and
pulse emission rate (𝑟), which are updated as follows [69]:
𝐴𝑖 (𝑡 + 1) = 𝛼𝐴𝑖 (𝑡)

(2.27)

𝑟𝑖 (𝑡 + 1) = 𝑟𝑖 (0)[1 − exp (−𝛾𝑡)]

(2.28)
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where 𝛼 and 𝛾 are constants. Eventually, 𝐴𝑖 will equal zero, while the final value of 𝑟𝑖 is 𝑟𝑖 (0).
Loudness and rate are updated when the new solutions are improved to ensure that the bats are
moving toward the best solutions [69].
The original version of this algorithm was appropriate for continuous problems but not for direct
application to binary problems. A binary version [69] of this algorithm called binary bat algorithm
(BBA) was thus developed to solve FS problems. BBA was compared with binary PSO and GA
over 22 benchmark functions; BBA performed better than binary PSO and GA did on the majority
of the benchmark functions for FS problems.

Figure 2.17 Pseudo-code of BA [69]
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Chapter 3
Research Methodology
In this chapter, we discuss our research methodology that is used in this work to solve the FS
problems. The research methodology which is employed is illustrated in section 3.1, and a
summary of this methodology is provided in section 3.2.

3.1 Research Methodology
The research methodology that is used in this work is shown in Figure 3.1. It is composed of
six phases: the initial phase, the pre-processing phase, the construction phase, the improvement
phase, the evaluation phase, and the (improvement and modification) phase.
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Initial Phase
Problem Identification and Literature
Review

Preprocessing Phase
Datasets collection

Construction Phase

Improvement
and
Modification

Initial Solution; Solution Representation;
Fitness Function

Improvement Phase
Black Widow Algorithm

Evaluation Phase
Evaluation and comparison

No

Yes
Satisfied?

Figure 3.1 Research methodology
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End

3.1.1 Initial Phase
This phase is concerned with identifying the problem and the related works. The main objective
is to understand in deep the problem formulation and the evaluation function and review the stateof-the-art methods that have been developed.

3.1.2 Preprocessing Phase
This phase is concerned with understanding and gathering information on the FS problems. In
particular, this phase is focused on reading the problem instances, generating the auxiliary matrix
and selecting the appropriate solution representation. Each solution is represented by a binary
vector where “0” refers to the unselected feature and “1” refers to the selected feature. This
structured format is used to transform the targeted original datasets into a structured format. The
following subsection shows the datasets that have been used in the experiments.

• Datasets
Twenty-eight well-known datasets from the UCI (University of California Irvine) machine
learning repository [70] have been used to investigate the performance and strength of our
proposed

methods.

The

datasets

could

be

freely

downloaded

from

the

website

https://archive.ics.uci.edu/ml/datasets.php. These datasets include real-valued attributes and have
been adopted to compare all the FS methods equally [6, 7, 17]. A brief description of the datasets
is displayed in Table 3.1: This shows the number of features, objects, classes, and the domain to
which each of these datasets belongs.
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Table 3.1 Datasets description
No.

Datasets

Features

Objects

Classes

Domain

1

Breastcancer

9

699

2

Medical

2

BreastEW

30

569

2

Medical

3

CongressEW

16

435

2

Politics

4

Exactly

13

1000

2

Medical

5

Exactly2

13

1000

2

Medical

6

HeartEW

13

270

5

Medical

7

IonosphereEW

34

351

2

Electronic

8

Lymphography

18

148

4

Medical

9

M-of-n

13

1000

2

Medical

10

PenglungEW

325

73

2

Medical

11

SonarEW

60

208

2

Medical

12

SpectEW

22

267

2

Medical

13

Tic-tac-toe

9

958

2

Game

14

Vote

16

300

2

Politics

15

WaveformEW

40

5000

3

Physical

16

Zoo

16

101

7

Artificial

17

Colon

2000

62

2

Medical

18

Parkinsons

22

195

2

Medical

19

Lungcancer

21

226

2

Medical

20

Leukemia

7129

72

2

Medical

21

Dermatology

34

366

6

Medical

22

Semeion

256

1593

10

Handwriting

23

Satellite

36

5100

2

Physical

24

Spambase

57

4601

2

Computer

25

Segment

19

2310

7

Images

26

Credit

20

1000

2

Business

27

KrvskpEW

36

3196

2

Game

28

Plants-100

64

1599

100

Agriculture
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3.1.3 Construction Phase
In this phase, the concentration is on finding the initial solution by employing a random
constructive heuristic in order to formulate a random initial solution of the Black Widow
Optimization algorithm [19] (BWO) which is tested in this study.

3.1.3.1 Solution Representation
Due to the binary nature of FS problems, we adopted the binary representation to represent each
solution [9, 16, 22]. In this kind of representation, a solution is indicated in a one-dimensional
vector. The length of the vector is dependant on the number of features of the original dataset, for
example, if S features are contained in the dataset, the solution length is S. The cell value in the
vector is indicated by ‘1’ or ‘0’. The value ‘1’ indicates that the corresponding feature is chosen
while ‘0’ indicates that the corresponding feature is not chosen.
The construction of the initial solution is generating randomly, i.e., a ‘1’ or ‘0’ value is assigned
randomly for each cell in the vector. Figure 3.2 indicates the representation of the solution (with
length=S) as four features are chosen.

Length S

0

1

0

1

0

0

1

0

0

Figure 3.2 A solution representation
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1

0

1

3.1.3.2 Fitness Function
FS can be considered as a multi-objective optimization problem where two contradictory
objectives are to be achieved: a minimal number of selected features and the highest classification
accuracy. The smaller is the number of features in the solution and the higher the classification
accuracy, the better the solution. Each solution is evaluated according to the proposed fitness
function, which depends on the classifier to get the classification accuracy of the solution, and on
the number of selected features in the solution generated by the search algorithm [7, 14].
The fitness function based on the FS wrapper method is shown in the equation below:
|𝑅|

𝑓 = 𝛼𝛾𝑅 (𝐷) + 𝛽 |𝐶|

(3.1)

Where 𝛾𝑅 (𝐷) represents the classification error rate of a given classifier, |𝑅| is the cardinality
of the selected subset, |𝐶| is the total number of the original features in the dataset, and 𝛼, 𝛽 are
two weight parameters corresponding to the importance of classification quality and subset length,
𝛼 ∈ [0,1] and 𝛽 = (1 − 𝛼) [12, 16, 20].

3.1.4 Improvement Phase
This phase is concerned with improving the solutions that are generated in the construction
phase. In this thesis, we propose a Black Widow Optimization [19] (BWO) algorithm in the
improvement phase. BWO is a nature-inspired algorithm that mimics the Black Widow’s life cycle
in nature. BWO is a population-based-metaheuristic algorithm that operates on a population of
solutions and aims to iteratively improve them for a certain number of iterations. We selected
BWO in this thesis due to its success in solving engineering problems, has few parameters and is
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easy to understand and implement [19]. More details about BWO implementation for the FS
problems are given in the next chapter (Chapter 4).

3.1.5 Evaluation Phase
In this phase, we evaluate the performance of the proposed method by testing it using the
twenty-eight FS datasets provided by UCI [70]. The results are compared with up-to-date FS
algorithms based on two criteria: classification accuracy and features selected. A calculation of the
classification accuracy and the features selected were carried out by taking the average accuracy,
taking the average number of features selected for the optimum solution of the proposed method
and running it a number of times [6, 7, 17].

3.2.6 Improvement and Modification Phase
In the previous phase, the performance of our proposed method will be compared to various
up-to-date FS algorithms. In this phase, if the performance of our proposed method is not
competitive with the compared methods in some cases, an improvement and modification upon
the proposed method could be conducted. In this thesis, we found that, based on the experimental
results, the performance of the proposed algorithm needed some improvements. Therefore, we
further enhanced the exploitation process of the proposed algorithm by combining it with a local
search algorithm to maximize the performance and to achieve a good quality solution as explained
in next Chapters (4 and 5).
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3.2 Summary
This chapter presented the research methodology that we were used in this thesis which has six
different phases (the initial phase, the pre-processing phase, the construction phase, the
improvement phase, the evaluation phase, and the improvement and modification phase). The first
phase is concerned with problem identification and studying the state-of-the-art methods that were
proposed for the FS problems. The data collection is presented in second phase. Phase three
discussed how to construct the initial solution, the solution representation, and the fitness function.
The proposed method for the FS problems is discussed in the fourth phase which is concerned with
how to improve the solution constructed in previous phase. In the fifth phase, the performance of
our proposed method is compared with up-to-date FS algorithms. Finally, in the sixth phase we
further investigated the performance of our proposed method and decided whether to further
improve it or not.
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Chapter 4
Black Widow Optimization Algorithm for
Feature Selection
In this chapter, a new metaheuristic algorithm, known as the Black Widow Optimization
(BWO), has been selected to solve the FS problems, due to its great results when applied to a range
of daunting design problems in the field of engineering [19]. Therefore, we are proposing a
modified Binary Black Widow Optimizing (BBWO) algorithm to deal with the FS problems. The
structure of this chapter as follows: a brief description of the BWO algorithm and its proposed uses
for FS (BBWO) are explained in Sections 4.1 and 4.2 respectively. Next, the experiments for
BBWO are presented in Section 4.3, which contain: (i) the implementation setup (ii) the evaluation
criteria and parameters setting (iii) the results and discussions. Then, the summary of this chapter
is presented in Section 4.4.

4.1 The Black Widow Optimization Algorithm
The BWO is a population metaheuristic algorithm recently proposed with the intention of
optimizing engineering design [19]. The BWO process was inspired, in essence, by the singular
mating behaviour exhibited by black widow spiders, a process that includes an exclusive stage:
cannibalism. Because of the operators involved in the process, the BWO is considered as one of
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the evolutionary algorithms (EA) [19]. BWO and GA share a similar component structure, which
proves it as an important evolutionary method. The BWO, compared to other EA, in certain criteria
mimics the natural evolution process, and the most notable of the lot are selection, reproduction,
and mutation [19]. The diverse nature of these criteria distinguishes between the various EA.
Nevertheless, BWO inherits the extraordinary mating habits of black widow spiders. However,
there are a few dissimilarities that distinguish this algorithm from other EA, and this helps to
enhance the results in an analysis of complicated problems [19]. The BWO technique is inspired
by Darwin’s natural selection theory, which is defined as generational descent accompanied by
modification, and introduced the concept of species being subtly adjusted over time and new
species arising as a result [19]. The BWO approach is designed to deliver rapid convergence and
to avoid local optima, and it is, therefore, particularly appropriate for solving several kinds of
optimization problems that involve a number of local optima, because BWO maintains equilibrium
between the exploration and exploitation stages [19].

4.2 The Proposed BBWO Algorithm for FS
The BWO is a simple but effective metaheuristics algorithm [19] and is utilized here for better
solution efficiency and dependability while discovering the most prolific solutions to the FS
problems. In this section, the pseudo-code of the proposed method (BBWO) is displayed in Figure
4.1. The main steps of our recommended algorithm for use in this research in pursuit of the FS
problems are presented in a number of the following steps.
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Set the parameters value:
population size (𝑁𝑝𝑜𝑝 ) = 20; number of iterations (𝑚𝑎𝑥Iteration) = 10; number of features
(𝑁𝑓 ) = dimension size; procreate rate (𝑃𝑟 ) = 0.6; mutation rate (𝑀𝑟 ) = 0.4
# Initialization process
Generating the initial population of solutions randomly (𝑁𝑝𝑜𝑝 × 𝑁𝑓 ). Each solution
represents one widow, which is indicated in one-dimension vector 1 × 𝑁𝑓 (as explained in
Sec. 4.2.2)
Calculate the fitness value for each solution using Eq. (3.1)
Evaluate all solutions in the population based on their fitness value and save the them in pop1
Set the best solution in the population as W*
based on 𝑃𝑟 calculate the number of reproductions 𝑁𝑟
based on 𝑀𝑟 calculate the number of mutations 𝑁𝑚
Define I=0
while I < 𝑚𝑎𝑥Iteration do
#Procreate and cannibalism processes
for i = 1 to (𝑁𝑟 ⁄2) do
Randomly select two solutions 𝑤1, 𝑤2 as parents from pop1
Generate two children 𝑐1, 𝑐2 using Eq. (4.3)
Transformation 𝑐1, 𝑐2 to binary nature using Eq. (4.1 and 4.2) (as explained in sec 4.2.4)
Calculate the fitness value of 𝑐1, 𝑐2 using Eq. (3.1)
Destroy the father 𝑤1 or 𝑤2 based on their fitness value (cannibalism process)
Remove one of the two children 𝑐1 or 𝑐2 based on their fitness value (sibling cannibalism)
Save the remaining solutions in pop2
end for
#Mutation process
for i = 1 to 𝑁𝑚 do
Randomly select a solution from pop1
Apply the mutation process on the selected solution (as explained in Figure 4.5)
Save the result (the new solution) in pop3
end for
#Update the population
Update the population = pop2+pop3
Evaluate all solutions in the population using Eq. (3.1)
Update W* if there is a better solution
I= I+1
end while
returning the best solution W*
Figure 4.1 Pseudo-code of BBWO
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4.2.1 Solutions Representation
In the BWO algorithm, the possible solution to every problem has been envisioned in terms of
the attributes of the black widow spider. To solve the optimization problem, the structure should
be viewed as an array in a 𝑁𝑣𝑎𝑟 dimensional optimization problem. A widow is an array describing
the solution of the problem, and this array can, in turn, be defined as: 𝑤 = [𝑥1 , 𝑥2, , 𝑥3, … . , 𝑥𝑁𝑣𝑎𝑟 ].
In this study, the proposed BBWO algorithm uses the binary representation to represent a
population of solutions (𝑁𝑝𝑜𝑝 ). Each solution represents a single widow. In binary representation,
a solution is shown by a one-dimensional vector. The length of the vector varies in accordance
with the feature number of the original dataset: for example, if S features are contained in the
dataset, this means that the solution length is S. The cell value in the vector is indicated by a ‘1’
or a ‘0’. The value ‘1’ indicates that the corresponding feature is selected, whereas ‘0’ indicates
that the feature is not selected. Since BBWO operates on a population of solutions, the population
is represented by an array, where each row represents one candidate solution. Assume that the
number of features is 𝑁𝑓 . and the population size is |𝑁𝑝𝑜𝑝 |, the array size will be 𝑁𝑓 × |𝑁𝑝𝑜𝑝 |. An
example of this representation is presented in Chapter 3 (Figure 3.2).

4.2.2 Initialization
The population of solutions offered by BBWO for the FS problems is randomly generated by
assigning to each cell of the solution a value of either “0” or “1”. The process begins by initializing
the population-size and the number of features. The algorithm then arbitrarily assigns either '0' or
'1' by looping through each solution in the population. This process is repeated until all solutions
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in the population have been initialized. The population generation procedure is presented in Figure
4.2 below.
Set population size, |Npop |
Set the number of features, Nf
𝑋𝑗𝑖 = θ
For i=1 to |Npop | do
For j=1 to Nf do
𝑋𝑗𝑖 = select a randomly number either “0” or “1”
Add 𝑋𝑗𝑖 to |Npop |
End for
End for
Figure 4.2 Population Generation procedure

4.2.3 Fitness Function and Evaluation Method
After initializing the population of solutions, we assign to each solution (widow) a fitness value,
which is represented the quality of the solution. In this thesis, the fitness value of each solution is
calculated using the fitness function of the wrapper method, which is explained in equation 3.1 in
Chapter 3. The wrapper method is preferred over the filter and the embedded methods as the
evaluation technique because of its higher accuracy and because it is highly recommended by
many researchers [7, 9, 12]. Thus, we used the wrapper method to determine the fitness value and
to foster a balance between the number of selected features in each solution (the minimum) and
the classification accuracy (maximum). The FS wrapper method uses the classification
performance (accuracy) of a classifier to evaluate the solutions, in particular, we used the KNN
classifier as a learning algorithm stage to assess the accuracy of the solutions generated by the
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proposed algorithm (BBWO). KNN is a supervised machine learning algorithm that is used for
both classification and regression problems. It calculates the distances between the testing sample
and the samples in the training dataset based on specific metrics like Euclidean distance, then it
sorts the calculated distances in ascending order and picks the first k neighbours. The final step is
to predict the response based on neighbours voting, where each neighbour votes for its class
feature, then takes the majority vote as the prediction [46, 71]. Figure 4.3 shows the pseudo-code
of the KNN algorithm.

Figure 4.3 Pseudo-code of KNN algorithm

4.2.4 Transformation Function
The positions of the search agents generated from the standard BWO are continuous values.
This cannot, therefore, be directly applied to our problem because it contradicts the binary nature
of the FS on selection or non-selection (0 or 1). The sigmoidal function in Eq. (4.1) and (4.2),
which is considered a form of the transformation function, is used in our proposed method as a
part of the reproduction process to convert any continuous value to a binary equivalent. The
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performance of the transformation function has been investigated and adopted by many researchers
[7, 12, 16].
1

𝑧𝑠𝑤 = 1+𝑒 −𝑧𝑤
𝑧𝑏𝑖𝑛𝑎𝑟𝑦 = {

0, 𝑖𝑓 𝑟𝑎𝑛𝑑 < 𝑧𝑠𝑤
1, 𝑖𝑓 𝑟𝑎𝑛𝑑 ≥ 𝑧𝑠𝑤

(4.1)

(4.2)

Where each of 𝑧𝑠𝑤 is a continuous value (feature) in the search agent for the S-shaped function,
specifically in the solution w at dimension d (𝑤 = 1, … , 𝑑), rand is a random number drawn from
the uniform distribution ∈ [0,1]. 𝑧𝑏𝑖𝑛𝑎𝑟𝑦 value and can be 0 or 1 in accordance with the value of a
rand in comparison with the values of 𝑧𝑠𝑤 , where 𝑒 is a mathematical constant known as Euler’s
number.

4.2.5 Reproduction Process
To bring forth the new generation, the procreation process begins and parents (in pairs) are
selected randomly to perform the procreating steps by mating. An array known as Alpha should
also be generated to complete the further reproduction. Offspring 𝑐1 and 𝑐2 will be produced by
taking 𝛼 with the following equation in which 𝑤1 and 𝑤2 are parents ]19].
𝑐1 = 𝛼 × 𝑤1 + (1 − 𝛼) × 𝑤2
{

(4.3)
𝑐2 = 𝛼 × 𝑤2 + (1 − 𝛼) × 𝑤1

This process is repeated for all pairs, where no repetition of randomly selected parents should
take place. Lastly, the children and maternal parents are added to an array and sorted in accordance
with their fitness value. The following Figure 4.4 is an assuming example of the procreate process
for a child y1.
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Figure 4.4 An assuming example of the procreate process

4.2.6 Cannibalism Process
Cannibalism can be classified into three kinds: sexual cannibalism where the husband gets eaten
by his black widow during or after mating, sibling-cannibalism where the weaker sibling spiders
get eaten by stronger siblings and the last kind where the mother gets eaten by her strongest baby
[19]. The proposed method (BBWO) determines the weak or strong spiders by calculating and
evaluating their fitness values. Therefore, the best solutions (surviving spiders) from the
reproduction process will be selected and stored in a variable pop2.

4.2.7 Mutation Process
The procedure of mutations begins by randomly selecting a number of solutions (widows) from
the pop1 population which will be mutated individually. Two cells from each selected solution
(widow) are randomly exchanged, and the new mutation solutions will be kept in pop3. An
example in Figure 4.5 explains the mutation structure for an individual solution.
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Figure 4.5 Mutation structures

4.2.8 New Population Generation
The new population can finally be generated as a combination of pop2 and pop3, which will
then be evaluated to return the optimal solution (W*) of values bearing the 𝑁 dimension. The BWO
algorithm contains some of the parameters with which exceptional results can be achieved. These
involve the cannibalism rate, the procreation rate (𝑃𝑟 ) and the mutation rate (𝑀𝑟 ) [19]. The
proposed BBWO method determines the cannibalism rate in accordance with the fitness values
Eq. (3.1), whereas the same parameter rates 𝑃𝑟 and 𝑀𝑟 of the standard BWO [19] have been used
in the BBWO process.
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4.2.9 The Flowchart of BBWO

Figure 4.6 Flowchart of BBWO
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4.2.10 The Implementation Steps of BBWO
Step 1: Select the dataset.
Step 2: Split the dataset into testing and training partitions.
Step 3: Selecting the BBWO initial parameters: 𝑁𝑝𝑜𝑝 , 𝑚𝑎𝑥Iteration, 𝑁𝑓 , 𝑃𝑟 , 𝑀𝑟 .
Step 4: Generating the initial population of solutions randomly 𝑁𝑝𝑜𝑝 × 𝑁𝑓 . Each
solution represents one widow, which is indicated in a one-dimension vector 1 × 𝑁𝑓 .
Step 5: Calculating the fitness function for the initial population using Eq. (3.1), save the
results in pop1, set the best widow (solution) as W*.
Step 6: Reproduction a new generation (procreate and cannibalism) processes, by
selecting two parents from pop1, to generate C children using Eq. (4.3), transformation
C to binary nature using Eq. (4.1 and 4.2), calculate the fitness values for C, remove the
father, and some of the children, then save the reaming solutions (surviving spiders) into
pop2.
Step 7: Apply the mutation process by selecting a number of solutions from pop1, then
select two positions randomly in each solution and swap them and save the new solutions
into pop3.
Step 8: Update the population = (pop2+pop3).
Step 9: Evaluate the population using Eq. (3.1), and update W* if there is a better solution.
Step 10: Checking the criteria of convergence so, if 𝑚𝑎𝑥Iterationor is met. Then, the
algorithm will stop, and return the best solution W*, otherwise, it will return to Step 6.
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4.3 Experiments
4.3.1 Implementation Setup
Python programming was used to implement the proposed method (BBWO), and the work was
carried out via a Windows 10 64-bit operating system, Core i5 processor, operating at 1.8 GHz
and with 8 GB of RAM. A wrapper approach based on a KNN classifier (where K=5 [6, 17] is
used to evaluate the fitness value of the selected feature subsets generated by BBWO. One of the
most used supervised learning algorithms; KNN classifier, that classifies the test set based on the
distance function with respect to the training set [7]. Well-known twenty-eight datasets from the
UCI machine learning repository [6, 7, 17, 70] have been used to investigate the performance and
the strength of our proposed method as presented in Table 3.1 (Chapter 3). The dataset is randomly
split into 80% for the training set and 20% for the test set, as recommended in real-world datasets
[4].

4.3.2 Evaluation Criteria and Parameters Setting
The performance of our proposed method (BBWO) is compared with the six up-to-date binary
FS algorithms (BPSO [63], BMVO [68], BGWO [7, 12], BMFO [66], BWOA [17], BBAT [69])
based on the two evaluation criteria: classification accuracy, and feature selected. A calculation of
the classification accuracy and the feature selected were carried out by taking the average accuracy
and the average number of features selected for the optimum solution of the proposed algorithms,
run on a number of independent runs. To ensure an impartial comparison and a correct evaluation
between our proposed method and other FS algorithms, we reimplemented the six FS algorithms
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(BPSO, BMVO, BGWO, BMFO, BWOA, BBAT) using the same parameters values (populationsize, iterations, runs, K (KNN classifier), 𝛼, 𝛽) as illustrated in Table 4.1 , and same transformation
function as explained in section 4.2.4. While the numerical results for all FS algorithms (BBWO,
BPSO, BMVO, BGWO, BMFO, BWOA, BBAT) accepted exactly as we tested using the twentyeight popular UCI datasets as shown in Table 3.1 in (Chapter 3). Note, the pseudo-codes of the six
FS algorithms are available as an open source at [2, 36, 76, 77].
Table 4.1. Parameters values
Parameters Name
Population-size
No. of iterations
Number of independent runs
K (KNN classifier)
Dimension-size
Number of iterations for hill climbing
pr
mr
𝛼
𝛽

Value
20
10
20
5
No. of features
20
0.6
0.4
0.99
0.01

4.3.3 Experiment Results and Discussion of BBWO
In this section the experiment results of our proposed method (BBWO) presented in Table 4.2, this
shows (the dataset name, number of features in each dataset, the BBWO results of the classification
accuracy and feature selected). Following, the results and discussion between BBWO and the six
FS algorithms (BPSO, BMVO, BGWO, BMFO, BWOA, BBAT), based on the two evaluation
criteria: the classification accuracy (maximizing), and feature selected (minimizing), as illustrated
in Table 4.3 and Table 4.4 respectively.
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Table 4.2 Experiment results for the BBWO
Datasets Name

Number of features

Classification Accuracy

Feature selected

Breastcancer

9

0.97

3.00

BreastEW

30

0.94

12.25

CongressEW

16

0.95

4.60

Exactly

13

0.91

3.75

Exactly2

13

0.77

3.65

HeartEW

13

0.84

3.80

IonosphereEW

34

0.88

13.75

Lymphography

18

0.85

6.80

M-of-n

13

0.95

7.00

PenglungEW

325

0.90

150.75

SonarEW

60

0.86

24.40

SpectEW

22

0.81

8.50

Tic-tac-toe

9

0.80

3.80

Vote

16

0.93

4.05

WaveformEW

40

0.88

20.60

Zoo

16

0.92

5.05

Parkinsons

22

0.89

7.70

Lungcancer

21

0.90

8.40

Colon

2000

0.87

959.20

Leukemia

7129

0.86

3531.90

Dermatology

34

0.97

15.70

Semeion

256

0.93

130.00

Satellite

36

0.99

12.20

Spambase

57

0.92

28.60

Segment

19

0.96

8.70

Credit

20

0.79

7.60

KrvskpEW

36

0.95

19.00

Plants-100

64

0.80

33.50
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Table 4.3 Comparison BBWO with all algorithms based on the classification accuracy
Datasets Name
Breastcancer
BreastEW
CongressEW
Exactly
Exactly2
HeartEW
IonosphereEW
Lymphography
M-of-n
PenglungEW
SonarEW
SpectEW
Tic-tac-toe
Vote
WaveformEW
Zoo
Parkinsons
Lungcancer
Colon
Leukemia
Dermatology
Semeion
Satellite
Spambase
Segment
Credit
KrvskpEW
Plants-100
Average
Rank

BBWO
0.97
0.94
0.95
0.91
0.77
0.84
0.88
0.85
0.95
0.90
0.86
0.81
0.80
0.93
0.88
0.92
0.90
0.90
0.87
0.86
0.97
0.93
0.99
0.93
0.96
0.79
0.95
0.80
0.8932
3

BPSO
0.96
0.94
0.92
0.76
0.77
0.81
0.86
0.82
0.83
0.87
0.86
0.81
0.74
0.91
0.86
0.89
0.88
0.88
0.86
0.83
0.89
0.92
0.99
0.88
0.94
0.76
0.90
0.78
0.8614
7

BMVO
0.97
0.94
0.95
0.89
0.76
0.85
0.88
0.84
0.99
0.89
0.87
0.81
0.81
0.94
0.88
0.89
0.89
0.91
0.89
0.86
0.96
0.93
0.99
0.93
0.96
0.79
0.96
0.79
0.8935
2
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BGWO
0.96
0.95
0.95
0.74
0.75
0.84
0.88
0.82
0.88
0.89
0.86
0.82
0.78
0.94
0.87
0.88
0.86
0.90
0.87
0.85
0.95
0.92
0.99
0.92
0.96
0.77
0.95
0.78
0.8760
5

BMFO
0.97
0.94
0.95
0.90
0.76
0.85
0.88
0.85
0.98
0.89
0.86
0.82
0.82
0.94
0.88
0.88
0.89
0.91
0.87
0.86
0.97
0.93
0.99
0.93
0.96
0.78
0.97
0.80
0.8939
1

BWOA
0.97
0.93
0.95
0.91
0.74
0.85
0.88
0.83
0.98
0.88
0.87
0.81
0.81
0.94
0.88
0.90
0.89
0.91
0.87
0.86
0.97
0.93
0.99
0.93
0.96
0.79
0.97
0.79
0.8925
4

BBAT
0.96
0.94
0.94
0.73
0.74
0.82
0.88
0.81
0.81
0.88
0.86
0.81
0.76
0.93
0.83
0.89
0.88
0.90
0.87
0.85
0.92
0.92
0.99
0.89
0.94
0.78
0.87
0.77
0.8632
6

Table 4.4 Comparison BBWO with all algorithms based on the features selected
Datasets Name

BBWO

BPSO

BMVO

BGWO

BMFO

BWOA

BBAT

Breastcancer

3.00

3.40

4.55

5.15

4.35

4.60

3.45

BreastEW

12.25

11.40

10.95

13.55

13.20

12.12

13.15

CongressEW

4.60

5.20

4.25

5.95

5.40

4.20

5.55

Exactly

3.75

5.30

7.25

7.05

7.05

6.65

5.80

Exactly2

3.65

3.95

2.33

5.40

3.15

2.10

3.50

HeartEW

3.80

4.25

3.45

4.15

3.70

3.45

4.65

IonosphereEW

13.75

14.35

13.35

15.90

15.00

12.55

16.55

Lymphography

6.80

7.60

6.66

7.56

7.35

6.35

7.55

M-of-n

7.00

5.50

7.22

8.00

6.75

7.35

6.15

PenglungEW

151.75

154.80

152.35

155.20

152.45

146.35

156.85

SonarEW

24.40

27.05

25.55

28.05

28.95

23.85

27.00

SpectEW

8.50

8.95

8.22

10.15

8.20

8.75

9.85

Tic-tac-toe

3.80

4.20

4.55

4.55

4.41

4.05

4.28

Vote

4.05

5.05

4.95

6.35

5.85

4.50

6.15

WaveformEW

20.60

22.00

22.15

21.45

21.35

19.45

20.25

Zoo

5.05

5.59

6.35

6.65

6.13

5.75

6.50

Parkinsons

7.70

8.00

8.45

9.15

9.10

8.20

9.25

Lungcancer
Colon
Leukemia

7.00
980.22
3531.90

7.25
961.65
3555.82

8.66
963.25
3571.85

9.35
965.55
3535.85

8.90
962.15
3534.55

8.05
943.55
3511.35

8.95
963.35
3513.50

Dermatology

14.70

16.85

15.95

16.70

16.60

16.45

16.50

Semeion

130.00

131.85

127.00

128.6

131.60

126.80

126.70

Satellite
Spambase
Segment

9.20
28.60
7.70

13.01
29.77
8.72

10.55
26.55
9.25

12.40
30.50
9.90

11.40
26.25
9.95

10.10
26.50
8.90

12.45
27.25
9.60

Credit

7.22

8.41

7.95

8.50

8.30

7.72

8.75

KrvskpEW

19.00

19.73

19.81

21.30

18.56

17.92

18.45

Plants-100

32.50

35.55

33.15

33.80

33.32

34.15

35.50

Average

180.44

181.61

181.66

181.66

180.85

178.27

180.26

Rank

3

5

6

6

4

1

2
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From the results given in Table 4.3, the proposed method (BBWO) is comparable with the six FS
algorithms (BPSO, BMVO, BGWO, BMFO, BWOA, BBAT) based on the classification accuracy
(Maximizing) of the twenty-eight datasets, and we can make the following conclusion:
-

BBWO produced better results than BPSO in 23 datasets (Breastcancer, CongressEW,
Exactly, HeartEW, IonosphereEW, Lymphography, M-of-n, PenglungEW, Tic-tac-toe,
Vote, WaveformEW, Zoo, Parkinsons, Lungcancer, Colon, Leukemia, Dermatology,
Semeion, Spambase, Segment, Credit, KrvskpEW, Plants-100), and same results in 5
datasets (BreastEW, Exactly2, SonarEW, SpectEW, Satellite).

-

BBWO obtained better results than BMVO in 8 datasets (Exactly, Exactly2,
Lymphography, PenglungEW, Zoo, Parkinsons, Dermatology, Plants-100), and same
results in 12 datasets (Breastcancer, BreastEW, CongressEW, IonosphereEW, SpectEW,
WaveformEW, Leukemia, Semeion, Satellite, Spambase, Segment, Credit), and worse
results in 8 datasets (HeartEW, M-of-n, SonarEW, Tic-tac-toe, Vote, Lungcancer, Colon,
KrvskpEW).

-

BBWO obtained better results than BGWO in 16 datasets (Breastcancer, Exactly, Exactly2,
Lymphography, M-of-n, PenglungEW, Tic-tac-toe, WaveformEW, Zoo, Parkinsons,
Leukemia, Dermatology, Semeion, Spambase, Credit, Plants-100), and same results in 9
datasets (CongressEW, HeartEW, IonosphereEW, SonarEW, Lungcancer, Colon, Satellite,
Segment, KrvskpEW), and worse results in 3 datasets (BreastEW, SpectEW, Vote).

-

BBWO obtained better results than BMFO in 6 datasets ( Exactly, Exactly2, PenglungEW,
Zoo, Parkinsons, Credit), and same results in 15 datasets (Breastcancer, BreastEW,
CongressEW, IonosphereEW, Lymphography, SonarEW, WaveformEW, Colon,
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Leukemia, Dermatology, Semeion, Satellite, Spambase, Segment, Plants-100), and worse
results in 7 datasets (HeartEW, M-of-n, SpectEW, Tic-tac-toe, Lungcancer, KrvskpEW).
-

BBWO obtained better results than BWOA in 7 datasets ( BreastEW, Exactly2,
Lymphography, PenglungEW, Zoo, Parkinsons, Plants-100), and same results in 14
datasets (Breastcancer, CongressEW, Exactly, IonosphereEW, SpectEW, WaveformEW,
Colon, Leukemia, Dermatology, Semeion, Satellite, Spambase, Segment, Credit), and
worse results in 7 datasets (HeartEW, M-of-n, SonarEW, Tic-tac-toe, Vote, Lungcancer,
KrvskpEW).

-

BBWO produced better results than BBAT in 20 datasets (Breastcancer, CongressEW,
Exactly, Exactly2, HeartEW, Lymphography, M-of-n, PenglungEW, Tic-tac-toe,
WaveformEW, Zoo, Parkinsons, Leukemia, Dermatology, Semeion, Spambase, Segment,
Credit, KrvskpEW, Plants-100), and same results in 8 datasets (BreastEW, IonosphereEW,
SonarEW, SpectEW, Vote, Lungcancer, Colon, Satellite).

With regard to the second criterion, the average number of features selected (Minimizing) as
presented in Table 4.4, the performance of the proposed BBWO is as follows:
-

BBWO produced better results than BPSO in all 25 datasets (Breastcancer, CongressEW,
Exactly, Exactly2, HeartEW, IonosphereEW, Lymphography, PenglungEW, SonarEW,
SpectEW, Tic-tac-toe, Vote, WaveformEW, Zoo, Parkinsons, Lungcancer, Leukemia,
Dermatology, Semeion, Satellite, Spambase, Segment, Credit, KrvskpEW, Plants-100),
and worse results in 3 of them (BreastEW, M-of-n, Colon).

-

BBWO obtained better results than BMVO in 19 datasets (Breastcancer, Exactly, M-of-n,
PenglungEW, SonarEW, Tic-tac-toe, Vote, WaveformEW, Zoo, Parkinsons, Lungcancer,
Leukemia, Dermatology, Satellite , Segment, Credit, KrvskpEW, Plants-100), and worse
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results in 9 datasets (BreastEW, CongressEW, Exactly2, HeartEW, IonosphereEW,
Lymphography, SpectEW, Semeion, Spambase).
-

BBWO obtained better results than BGWO in all 26 datasets (Breastcancer, BreastEW,
CongressEW, Exactly, Exactly2, HeartEW, IonosphereEW, Lymphography, M-of-n,
PenglungEW, SonarEW, SpectEW, Tic-tac-toe, Vote, WaveformEW, Zoo, Parkinsons,
Lungcancer, Leukemia, Dermatology, Satellite, Spambase, Segment, Credit, KrvskpEW,
Plants-100), and worse results in 2 datasets (Semeion, Colon).

-

BBWO obtained better results than BMFO in 21 datasets (Breastcancer, BreastEW,
CongressEW, Exactly, IonosphereEW, Lymphography, PenglungEW, SonarEW, Tic-tactoe, Vote, WaveformEW, Zoo, Parkinsons, Lungcancer, Leukemia, Dermatology,
Semeion, Satellite, Segment, Credit, , Plants-100), and worse results in 7 datasets
(Exactly2, HeartEW, M-of-n, SpectEW, Colon, Spambase, KrvskpEW).

-

BBWO obtained better results than BWOA in 14 datasets (Breastcancer, Exactly, M-of-n,
SpectEW, Tic-tac-toe, Vote, Zoo, Parkinsons, Lungcancer, Dermatology, Satellite,
Segment, Credit, Plants-100), and worse results in 14 datasets (BreastEW, CongressEW,
Exactly2,

HeartEW,

IonosphereEW,

Lymphography,

PenglungEW,

SonarEW,

WaveformEW, Colon, Leukemia, Semeion, Spambase, KrvskpEW).
-

BBWO produced better results than BBAT in 20 datasets (Breastcancer, BreastEW,
CongressEW, Exactly, HeartEW, IonosphereEW, Lymphography, PenglungEW,
SonarEW, SpectEW, Tic-tac-toe, Vote, Zoo, Parkinsons, Lungcancer, Dermatology,
Satellite, Segment, Credit, Plants-100), and worse results in 8 datasets (Exactly2, M-of-n,
WaveformEW, Colon, Leukemia, Semeion, Spambase, KrvskpEW).
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Overall, the comparison between the BBWO and the six FS algorithms (BPSO, BMVO,
BGWO, BMFO, BWOA, BBAT), based on the classification accuracy (Maximizing) and feature
selected (minimizing) of the twenty-eight datasets are presented. From the best results are
highlighted in bold in Table 4.3, and Table 4.4, we can conclude that BBWO performance is
produced competitive results in terms of the average of the total classification accuracy of all
datasets in comparison with other six FS algorithms as illustrated in Figure 4.7. Moreover, The
BBWO shows the efficiency by minimizing the feature selected as clarified by Figure 4.8, with an
impressive rank of three out of seven based on the average of the total feature selected of all
datasets in comparison with the six FS algorithms. Here, the results based on the two evaluation
criteria (classification accuracy and feature selected) proved that BBWO is a competitive method
for solving the FS problems and its performance is better or same as many of existing algorithms.

Figure 4.7 Average number of classification accuracy of all algorithms (Maximizing)
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Figure 4.8 Average number of features selected of all algorithms (Minimizing)

4.4 Summary
This chapter presented a Black Widow Optimization (BWO) algorithm for FS problems. The
BWO is a recent nature inspired method that mimics the nature of a black widow’s life cycle in
solving optimization problems. In this chapter, a modified Binary Black Widow Optimization
(BBWO) algorithm is adopted with suitable solution representation to deal with FS problems
which use a binary representation. Furthermore, the BBWO main steps that are responsible for
generating a new solution are defined to tackle the problem. The performance of the BBWO has
been tested on twenty-eight UCI benchmark datasets and from a comparison of the results, it has
been proven that this method is capable of producing results as good as other up-to-date FS
methods (BPSO, BMVO, BGWO, BMFO, BWOA, BBAT). However, BBWO cannot beat all FS
methods on all tested datasets. It should be noted that none of the compared methods managed to
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beat all existing methods on all tested datasets. The main reason why BBWO did not outperformed
all existing methods on many datasets is due to the nature of the metaheuristic algorithms (MAs),
i.e., the fact that they come upon the problem of slow convergence because of the use of a
population of solutions and lack of local exploitation [4]. The two primary factors that impact the
overall performance of any population-based-metaheuristic algorithm are exploration
(diversification) and exploitation (intensification). As we mentioned earlier, the exploration
technique diversifies the solutions within the population, so that the search space is explored
globally, whereas exploitation specializes in the neighbour’s area of a current accurate solution.
Exploration thru randomization lets in the solutions to avoid being trapped on the local optima and
increases the population diversity. But exploitation lets in the searching procedure to converge into
an optimal solution. Having the right balance between these two parts leads to an increase in global
optimality [4].
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Chapter 5
An Improved BBWO Algorithm for Feature
Selection
The results presented in the previous chapter showed that the proposed BBWO produced very
good results and, in some cases, competitive to the best-known results. However, the results also
revealed that the BBWO faces the problem of slow convergence due to the use of a population of
solutions and lack of local exploitation. To further improve the exploitation process and enhance
the algorithm performance, in this chapter, we are proposing an improvement to the BBWO for
feature selection (denoted as IBBWO).
The structure of this chapter as following: the improved BBWO for feature selection (IBBWO)
is presented in Section 5.1. The experimental results and discussions for IBBWO are presented in
Section 5.2. The summary of the chapter is presented in Section 5.3.

5.1 IBBWO
The BWO is a population metaheuristic algorithm, that aims to enhance the quality of solution
based on the exploration process [19]. While in the local search metaheuristics algorithms the
enhancement of the solution quality is based on the exploitation process. Having the right balance
between exploration and exploitation leads to an increase in global optimality [4]. Therefore, our
68

improvement method (IBBWO) aims to increase the exploitation process to the BBWO by
incorporating it with a local metaheuristic algorithm based on the hill-climbing algorithm (HCA).
Thus, to further maximize the performance of BBWO.
HCA is a well-known simple local search algorithm [72]. It has been tested on various problems
and shown to be an effective and efficient method that can produce good results. HCA takes an
initial solution as an input and then keeps modifying it in order to get a better solution in terms of
the fitness value for a fixed number of iterations [72]. In this thesis, the HCA takes place after each
iteration of BBWO is completed, it is called to improve the best solution (W*) in BBWO. That is,
at each iteration of the BBWO, the best solution in the population (W*) is further improved for a
predefined number of iterations (defined by the user). As shown in the IBBWO pseudo-code
(Figure 5.1) which combines the BBWO and HCA. The best solution (W*) of the BBWO is used
as an initial solution for the HCA. The solution is modified by selecting one feature randomly, and
then flip the value of the feature, i.e., if the feature value is “0” then change it to “1” (which indicate
adding one feature) and if it is “1” then change it to “0” (which mean delete one feature), as
explained of the flip neighbourhood operator in Figure 5.2. Then, if the fitness value of the
modified solution is better than the initial one, it will replace with the old one. Otherwise, discard
the new solution. Next, update the HCA iteration counter and check if the maximum number of
iterations of the HCA is reached, then stop HCA, update BBWO best solution (W*) and check the
criteria condition of BBWO so, if 𝑚𝑎𝑥Iterationor of BBWO is met. Then, the algorithm will stop,
and return the best solution W*, otherwise, starts a new iteration for the BBWO.
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Set the parameters value:
population size (𝑁𝑝𝑜𝑝 ) = 20; number of iterations (𝑚𝑎𝑥Iteration) = 10; number of features
(𝑁𝑓 ) = dimension size; procreate rate (𝑃𝑟 ) = 0.6; mutation rate (𝑀𝑟 ) = 0.4
# Initialization process
Generating the initial population of solutions randomly (𝑁𝑝𝑜𝑝 × 𝑁𝑓 ). Each solution
represents one widow, which is indicated in one-dimension vector 1 × 𝑁𝑓 (as explained in
Sec. 4.2.2)
Calculate the fitness value for each solution using Eq. (3.1)
Evaluate all solutions in the population based on their fitness value and save the them in pop1
Set the best solution in the population as W*
based on 𝑃𝑟 calculate the number of reproductions 𝑁𝑟
based on 𝑀𝑟 calculate the number of mutations 𝑁𝑚
Define I=0
while I < 𝑚𝑎𝑥Iteration do
#Procreate and cannibalism processes
for i = 1 to (𝑁𝑟 ⁄2) do
Randomly select two solutions 𝑤1, 𝑤2 as parents from pop1
Generate two children 𝑐1, 𝑐2 using Eq. (4.3)
Transformation 𝑐1, 𝑐2 to binary nature using Eq. (4.1 and 4.2) (as explained in sec 4.2.4)
Calculate the fitness value of 𝑐1, 𝑐2 using Eq. (3.1)
Destroy the father 𝑤1 or 𝑤2 based on their fitness value (cannibalism process)
Remove one of the two children 𝑐1 or 𝑐2 based on their fitness value (sibling cannibalism)
Save the remaining solutions in pop2
end for
#Mutation process
for i = 1 to 𝑁𝑚 do
Randomly select a solution from pop1
Apply the mutation process on the selected solution (as explained in Figure 4.5)
Save the result (the new solution) in pop3
end for
#Update the population
Update the population = pop2+pop3
Evaluate all solutions in the population using Eq. (3.1)
Update W* if there is a better solution
Continue…
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…Continue
#Hill climbing algorithm
#Set the new solution = the best solution
𝑆 ∗ =W*
#Set the fitness value of 𝑆 ∗ = fitness values of W*
F(𝑆 ∗ ) = F(W*)
H=1
While H < 𝐻𝑚𝑎𝑥Iteration do
S=𝑆 ∗
Randomly select one feature (i) in 𝑆 ∗ , i=1, 2..., 𝑁𝑓
if 𝑆𝑖∗ =0, then 𝑆𝑖∗ =1; else 𝑆𝑖∗ =0
if F(𝑆 ∗ ) < F(W*) then W*=𝑆 ∗; else 𝑆 ∗ =S
H=H+1
end while
I= I+1
end while
returning the best solution W*
Figure 5.1 Pseudo-code of IBBWO

Figure 5.2 Flip neighbourhood operator
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5.2 Experiments Results of IBBWO
Same as the BBWO method, the proposed method (IBBWO) was tested on twenty-eight UCI
datasets using the same implementation steps and parameter settings as explained in the previous
chapter (Chapter 4). In order to evaluate the performance of our proposed method (IBBWO) that
obtained by combining the BBWO with HCA. We first compare the results of the IBBWO with
BBWO as presented in section 5.2.1. Next, we compare IBBWO with the six up-to-date FS
algorithms (BPSO, BMVO, BGWO, BMFO, BWOA, BBAT) as presented in section 5.2.2.

5.2.1 Results and Discussion 1
The following Table 5.1 shows the comparison between our two proposed methods: IBBWO and
BBWO based on the two evaluation criteria: the classification accuracy (maximizing), and feature
selected (minimizing).
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Table 5.1 Comparison between (IBBWO and BBWO)
Datasets
Breastcancer
BreastEW
CongressEW
Exactly
Exactly2
HeartEW
IonosphereEW
Lymphography
M-of-n
PenglungEW
SonarEW
SpectEW
Tic-tac-toe
Vote
WaveformEW
Zoo
Parkinsons
Lungcancer
Colon
Leukemia
Dermatology
Semeion
Satellite
Spambase
Segment
Credit
KrvskpEW
Plants-100
Average
Rank

Classification accuracy
IBBWO
BBWO
0.98
0.97
0.95
0.94
0.95
0.95
1
0.91
0.77
0.77
0.85
0.84
0.90
0.88
0.85
0.85
1
0.95
0.90
0.90
0.87
0.86
0.82
0.81
0.82
0.80
0.95
0.93
0.88
0.88
0.92
0.92
0.90
0.90
0.92
0.90
0.89
0.87
0.86
0.86
0.97
0.97
0.94
0.93
0.99
0.99
0.93
0.93
0.96
0.96
0.79
0.79
0.97
0.95
0.81
0.80
0.9050
0.8932
1
2
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Feature selected
IBBWO
BBWO
3.00
3.00
4.60
12.25
1.50
4.60
5.25
3.75
2.00
3.65
2.55
3.80
9.45
13.75
4.05
6.80
5.75
7.00
100.85
151.75
14.75
24.40
6.50
8.50
4.05
3.80
1.55
4.05
19.80
20.60
4.60
5.05
2.65
7.70
4.70
7.00
888.35
980.22
3499.75
3531.90
11.25
14.70
120.00
130.00
4.40
9.20
21.10
28.60
6.60
7.70
6.00
7.22
15.80
19.00
32.20
32.50
171.53
180.44
1
2

In Table 5.1, the best classification accuracy results are highlighted in bold. It can be seen that
IBBWO outperforms BBWO in 15 datasets (Breastcancer, BreastEW, Exactly, HeartEW,
IonosphereEW M-of-n, SonarEW, SpectEW, Tic-tac-toe, Vote, Lungcancer, Colon, Semeion,
KrvskpEW, Plants-100), and same results in 13 datasets (CongressEW, Exactly2, Lymphography,
PenglungEW, WaveformEW, Zoo, Parkinsons, Leukemia, Dermatology, Satellite, Spambase,
Segment, Credit). As illustrated in Figure 5.3. The IBBWO has obtained better performance in
terms of the average total classification accuracy of all datasets in comparison with the BBWO.
These results proved that IBBWO is more efficient than BBWO in terms of maximizing
classification accuracy.
With regards of the second criteria: the features selected; the results show that the IBBWO
obtained better results than BBWO in 26 datasets (BreastEW, CongressEW, Exactly2, HeartEW,
IonosphereEW, Lymphography, M-of-n, PenglungEW, SonarEW, SpectEW, Tic-tac-toe, Vote,
WaveformEW, Zoo, Parkinsons, Lungcancer, Colon, Leukemia, Dermatology, Semeion, Satellite
,Spambase, Segment, Credit, KrvskpEW, Plants-100), same result in 1 dataset (Breastcancer), and
worse result in 1 dataset (Exactly). The IBBWO shows the efficiency by minimizing the average
of the total feature selected of all datasets in comparison with BBWO. The result is shown in Figure
5.4.
Overall, The capability of the proposed methods (BBWO and IBBWO) had been tested on
twenty-eight regular benchmark datasets and from a comparison of the results it has been proven
that (IBBWO) algorithm is capable of producing very good results and that it is proven better than
the original method (BBWO) on most tested datasets for solving FS problems. This means that the
IBBWO (BBWO with HCA) improves the performance of the BBWO and obtained very good
results.
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Figure 5.3 Average number of classification accuracy of (IBBWO, BBWO) (Maximizing)

Figure 5.4 Average number of features selected of (IBBWO, BBWO) (Minimizing)
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5.2.2 Results and Discussion 2
Same as results and comparisons of BBWO in Chapter 4, we compared IBBWO with the six upto-date FS algorithms (BPSO, BMVO, BGWO, BMFO, BWOA, BBAT) based on the two
evaluation criteria: the classification accuracy (maximizing), and feature selected (minimizing), as
illustrated in Table 5.2 and Table 5.3 respectively.
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Table 5.2 Comparison IBBWO with all algorithms based on the classification accuracy
Datasets Name
Breastcancer
BreastEW
CongressEW
Exactly
Exactly2
HeartEW
IonosphereEW
Lymphography
M-of-n
PenglungEW
SonarEW
SpectEW
Tic-tac-toe
Vote
WaveformEW
Zoo
Parkinsons
Lungcancer
Colon
Leukemia
Dermatology
Semeion
Satellite
Spambase
Segment
Credit
KrvskpEW
Plants-100
Average
Rank

IBBWO
0.98
0.95
0.95
1
0.77
0.85
0.90
0.85
1
0.90
0.87
0.82
0.82
0.95
0.88
0.92
0.90
0.92
0.89
0.86
0.97
0.94
0.99
0.93
0.96
0.79
0.97
0.81
0.9050
1

BPSO
0.96
0.94
0.92
0.76
0.77
0.81
0.86
0.82
0.83
0.87
0.86
0.81
0.74
0.91
0.86
0.89
0.88
0.88
0.86
0.83
0.89
0.92
0.99
0.88
0.94
0.76
0.90
0.78
0.8614
7

BMVO
0.97
0.94
0.95
0.89
0.76
0.85
0.88
0.84
0.99
0.89
0.87
0.81
0.81
0.94
0.88
0.89
0.89
0.91
0.89
0.86
0.96
0.93
0.99
0.93
0.96
0.79
0.96
0.79
0.8935
3
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BGWO
0.96
0.95
0.95
0.74
0.75
0.84
0.88
0.82
0.88
0.89
0.86
0.82
0.78
0.94
0.87
0.88
0.86
0.90
0.87
0.85
0.95
0.92
0.99
0.92
0.96
0.77
0.95
0.78
0.8760
5

BMFO
0.97
0.94
0.95
0.90
0.76
0.85
0.88
0.85
0.98
0.89
0.86
0.82
0.82
0.94
0.88
0.88
0.89
0.91
0.87
0.86
0.97
0.93
0.99
0.93
0.96
0.78
0.97
0.80
0.8939
2

BWOA
0.97
0.93
0.95
0.91
0.74
0.85
0.88
0.83
0.98
0.88
0.87
0.81
0.81
0.94
0.88
0.90
0.89
0.91
0.87
0.86
0.97
0.93
0.99
0.93
0.96
0.79
0.97
0.79
0.8925
4

BBAT
0.96
0.94
0.94
0.73
0.74
0.82
0.88
0.81
0.81
0.88
0.86
0.81
0.76
0.93
0.83
0.89
0.88
0.90
0.87
0.85
0.92
0.92
0.99
0.89
0.94
0.78
0.87
0.77
0.8632
6

Table 5.3 Comparison IBBWO all algorithms based on the features selected
Datasets

IBBWO

BPSO

BMVO

BGWO

BMFO

BWOA

BBAT

Breastcancer

3.00

3.40

4.55

5.15

4.35

4.60

3.45

BreastEW

4.60

11.40

10.95

13.55

13.20

12.12

13.15

CongressEW

1.50

5.20

4.25

5.95

5.40

4.20

5.55

Exactly

5.25

5.30

7.25

7.05

7.05

6.65

5.80

Exactly2

2.00

3.95

2.33

5.40

3.15

2.10

3.50

HeartEW

2.55

4.25

3.45

4.15

3.70

3.45

4.65

IonosphereEW

9.45

14.35

13.35

15.90

15.00

12.55

16.55

Lymphography

4.05

7.60

6.66

7.56

7.35

6.35

7.55

M-of-n

5.75

5.50

7.22

8.00

6.75

7.35

6.15

PenglungEW

100.85

154.80

152.35

155.20

152.45

146.35

156.85

SonarEW

14.75

27.05

25.55

28.05

28.95

23.85

27.00

SpectEW

6.50

8.95

8.22

10.15

8.20

8.75

9.85

Tic-tac-toe

4.05

4.20

4.55

4.55

4.41

4.05

4.28

Vote

1.55

5.05

4.95

6.35

5.85

4.50

6.15

WaveformEW

19.80

22.00

22.15

21.45

21.35

19.45

20.25

Zoo

4.60

5.59

6.35

6.65

6.13

5.75

6.50

Parkinsons

2.65

8.00

8.45

9.15

9.10

8.20

9.25

Lungcancer

4.70

7.25

8.66

9.35

8.90

8.05

8.95

Colon

888.35

961.65

963.25

965.55

962.15

943.55

963.35

Leukemia

3499.75

3555.82

3571.85

3535.85

3534.55

3511.35

3513.50

Dermatology

11.25

16.85

15.95

16.70

16.60

16.45

16.50

Semeion

120.00

131.85

127.00

128.6

131.60

126.80

126.70

Satellite

4.40

13.01

10.55

12.40

11.40

10.10

12.45

Spambase

21.10

29.77

26.55

30.50

26.25

26.50

27.25

Segment

6.60

8.72

9.25

9.90

9.95

8.90

9.60

Credit

6.00

8.41

7.95

8.50

8.30

7.72

8.75

KrvskpEW

15.80

19.73

19.81

21.30

18.56

17.92

18.45

Plants-100

32.20

35.55

33.15

33.80

33.32

34.15

35.50

Average

171.53

181.61

181.66

181.66

180.85

178.27

180.26

Rank

1

5

6

6

4

2

3
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From the results given in Table 4.10, the proposed method (IBBWO) is comparable with the
six FS (BPSO, BMVO, BGWO, BMFO, BWOA, BBAT) algorithms based on the classification
accuracy of the twenty-eight datasets. We can make the following conclusion:
-

IBBWO produced better results than BPSO in 26 datasets (Breastcancer, BreastEW,
CongressEW, Exactly, HeartEW, IonosphereEW, Lymphography, M-of-n, PenglungEW,
SonarEW, SpectEW, Tic-tac-toe, Vote, WaveformEW, Zoo, Parkinsons, Lungcancer,
Colon, Leukemia, Dermatology, Semeion, Spambase, Segment, Credit, KrvskpEW,
Plants-100), and same results in 2 datasets (Exactly2, Satellite).

-

IBBWO produced better results than BMVO in 18 datasets (Breastcancer, BreastEW,
Exactly, Exactly2, IonosphereEW, Lymphography, M-of-n, PenglungEW, SpectEW, Tictac-toe, Vote, Zoo, Parkinsons, Lungcancer, Dermatology, Semeion, KrvskpEW, Plants100), and same results in 10 datasets (CongressEW, HeartEW, SonarEW, WaveformEW,
Colon, Leukemia, Satellite ,Spambase, Segment, Credit).

-

IBBWO produced better results than BGWO in 23 datasets (Breastcancer, Exactly,
Exactly2, HeartEW, IonosphereEW, Lymphography, M-of-n, PenglungEW, SonarEW,
Tic-tac-toe, Vote, WaveformEW, Zoo, Parkinsons, Lungcancer, Colon, Leukemia,
Dermatology, Semeion, Spambase, Credit, KrvskpEW, Plants-100), and same results in 5
datasets (BreastEW, CongressEW, SpectEW, Satellite, Segment).

-

IBBWO produced better results than BMFO in 16 datasets (Breastcancer, BreastEW,
Exactly, Exactly2, IonosphereEW, M-of-n, PenglungEW, SonarEW, Vote, Zoo,
Parkinsons, Lungcancer, Colon, Semeion, Credit, Plants-100), and same results in 12
datasets (CongressEW, HeartEW, Lymphography, SpectEW, Tic-tac-toe, WaveformEW,
Leukemia, Dermatology, Satellite ,Spambase, Segment, KrvskpEW).
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-

IBBWO produced better results than BWOA in 17 datasets (Breastcancer, BreastEW,
Exactly, Exactly2, IonosphereEW, Lymphography, M-of-n, PenglungEW, SpectEW, Tictac-toe, Vote, Zoo, Parkinsons, Lungcancer, Colon, Semeion, Plants-100), and same results
in 11 datasets (CongressEW, HeartEW, SonarEW, WaveformEW, Leukemia,
Dermatology, Satellite, Spambase, Segment, Credit, KrvskpEW).

-

IBBWO produced better results than BBAT in 27 datasets (Breastcancer, BreastEW,
CongressEW, Exactly, Exactly2, HeartEW, IonosphereEW, Lymphography, M-of-n,
PenglungEW, SonarEW, SpectEW, Tic-tac-toe, Vote, WaveformEW, Zoo, Parkinsons,
Lungcancer, Colon, Leukemia, Dermatology, Semeion, Spambase, Segment, Credit,
KrvskpEW, Plants-100), and same result in 1 dataset (Satellite).

With regard to the second criterion, the average number of features selected (Minimizing) as
presented in Table 5.3, and from the best results are highlighted in bold, we can see the
performance of the proposed IBBWO outperform all the six FS algorithms (BPSO, BMVO,
BGWO, BMFO, BWOA, BBAT) in term of the minimizing the number of features selected of all
twenty-eight tested datasets.
Overall, the result showed that the proposed IBBWO is better than other algorithms in many
datasets and has obtained the best performance in terms of the average of the total classification
accuracy, and minimizing the feature selected in comparison with the six up-to-date FS algorithms
(BPSO, BMVO, BGWO, BMFO, BWOA, BBAT) of all twenty-eight datasets as illustrated in
Figure 5.5, Figure 5.6. This indicates that the IBBWO is a good and effective algorithm for solving
the FS problems.
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Figure 5.5 Average number of classification accuracy of all algorithms (Maximizing)

Figure 5.6 Average number of features selected of all algorithms (Minimizing)
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5.3 Summary
This chapter proposed an improvement to the BBWO, that aims at enhancing the exploitation of
BBWO by focusing the search on a certain area in the solution space. The proposed method
(IBBWO) is combined the BBWO with HCA, and it was applied to the public dataset provided by
UCI. The results were then compared with the basic BBWO and the six up-to-date FS algorithms
(BPSO, BMVO, BGWO, BMFO, BWOA, BBAT). The results showed that IBBWO produced
better results than the basic BBWO and the six FS algorithms on many datasets, which is proved
that IBBWO is one of the most powerful FS algorithms.
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Chapter 6
Conclusion and Future Work
The key points of the suggested strategies from this thesis shall now be summarized in this
chapter. Firstly, the summary of the research is presented in Section 6.1, and the conclusion is
presented in Section 6.2. Followed by the contributions in section 6.3. Finally, opportunities for
further research will be proposed in Section 6.4.

6.1 Research Summary
This research was written in the hope of generating effective strategies for FS problems in terms
of producing good quality solutions. The research commenced with the overview of the primary
research objective (to investigate feature selection problems using the modified a Binary Black
Widow Optimization (BBWO) algorithm and to generate a combined hill-climbing algorithm with
BBWO to improve the usefulness of the BBWO, which were formed in order to formulate methods
for discovering the minimal and most useful features, while retaining enough information). In the
second chapter of this thesis, the FS problems were described, along with the literature review.
Following this, the chosen methodology for the study was outlined in Chapter 3, and the newly
generated a Black Widow Optimization algorithm for FS problems was introduced in Chapter 4.
This was applied in order to evaluate the usefulness of solutions using the wrapper FS method
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based on the KNN classifier. Additionally, an improvement to the BBWO for FS problems
(IBBWO) is presented in Chapter 5.

6.2 Conclusion
FS is acknowledged to be a particularly daunting challenge in data mining and has been
classified as an NP-hard problem. Recently, many metaheuristic algorithms (MAs) have been
applied to enhance FS and thus minimize the number of features while also maintaining a track
record of highly accurate results. The idea of the BWO as an optimization algorithm was derived
from nature, in essence, by the singular mating behaviour exhibited by black widow spiders, a
process that includes an exclusive stage in the natural world: cannibalism [19]. To investigate the
performance and suitability of the BWO for FS problems, we proposed the modified Binary Black
Widow Optimization (BBWO). As a part of this research, the performance of the BBWO was
tested on twenty-eight datasets from the UCI repository and the results were compared with six
up-to-date FS algorithms (BPSO, BMVO, BGWO, BMFO, BWOA, BBAT). The results showed
that BBWO produced very good results, and in some cases, were competitive with the best-known
results. The promising results of the BBWO in terms of performance gave us confidence in
suggesting improvements to the BBWO by combining it with HCA to further maximize the
performance. This improvement method (IBBWO) was also tested on twenty-eight datasets from
the UCI repository. The results are then compared with the basic BBWO and the six up-to-date FS
algorithms. Results showed that the (IBBWO) produced better results than the basic BBWO and
up-to-date FS algorithms.
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Overall, the findings of this study have revealed that the combined method proposed in this
thesis (IBBWO) shows the greatest flexibility in terms of potential solutions when compared to
previous FS methods and has the capacity to achieve the most useful outcomes on most FS
datasets.

6.3 Contributions
In this thesis, the most important contributions are described below.
1- We have investigated the ability of the Black Widow Optimization algorithm to solve FS
problems. The results showed that it produced good results, and, in some cases, these results
were competitive with the best-known results. However, the results also revealed that the
algorithm faced the problem of slow convergence due to the use of a population of solutions
and lack of local exploitation.
2- We have proposed an improvement to the BBWO. The proposed method combined the
BBWO with HCA in order to improve the exploitation process of the BBWO. The
experiment results showed that IBBWO can produce better results than the basic BBWO
and up-to-date FS algorithms.
3- We introduced two competitive methods (BBWO and IBBWO) that obtained good quality
solutions compared to up-to-date FS algorithms.

6.4 Future Works
Our future works are as follows:
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1- In this thesis, we improve the basic BBWO by combining it with HCA in order to improve
the exploitation process. We would also like to combine the proposed method with other
metaheuristics algorithms to further maximize the performance.
2- The proposed algorithms showed high accuracy relative to the other latest FS algorithms
when we tested them on various UCI datasets. We would also like to verify the precision
of the data by determining the deviation of data points from each other.
3- The proposed algorithms can also be further improved by using parameter adaptation
schemes or investigating different population generation methods.
4- The BBWO could be applied to various other areas of study to solve many other real-world
problems such as text mining, clustering, image processing, and routing problems.
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