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0. Introduction
Recently Matos [5] studied the classes of homogeneous polynomials on a Banach space with unconditional basis that
have pointwise unconditionally convergent monomial expansions relative to this basis. More recently still Grecu and Ryan
[4] noted that these polynomials coincide with the polynomials that are regular with respect to the Banach lattice structure
of the domain.
This is just one instance of a more general idea. Most research on polynomial and holomorphic functions on Banach
spaces takes no account of the fact that almost all the spaces considered have the structure of a Banach lattice. A natural
ﬁrst step towards understanding polynomials on Banach lattices is ﬁrst to consider polynomials on Riesz spaces.
Linear operators on Riesz spaces are now well understood. However it is only in recent years that bilinear mappings
have been investigated, see for example [2]. The theory of polynomials on Riesz spaces has seen very limited investigation
up to now.
In this paper we lay out the basic theory of positive multilinear mappings and positive polynomials on Riesz spaces.
All spaces considered are assumed to be Archimedean Riesz spaces. A k-linear mapping A : E1 × · · · × Ek → F is positive if
A(x1, . . . , xk)  0 whenever x1, . . . , xk lie in the positive cones of E1, . . . , Ek respectively. A k-homogeneous polynomial P
on a Riesz space E is deﬁned to be positive if the (unique) symmetric k-linear mapping that generates P is positive.
A polynomial is deﬁned to be positive if each of its homogeneous components is positive.
For P a homogeneous polynomial, we say P is monotone on the positive cone if x y  0 implies P (x) P (y). We show
that if a homogeneous polynomial is positive then it is monotone on the positive cone. We provide an example to show
that the converse is false when the degree of the polynomial is greater than two.
It proves very useful to be able to deﬁne positivity of a homogeneous polynomial without reference to its associated
symmetric multilinear form. Forward differences give us an intrinsic characterization of the positivity of homogeneous poly-
nomials. We recall the Mazur–Orlicz polarization formula that relates a homogeneous polynomial to the unique symmetric
multilinear mapping that generates it. This polarization formula is much more useful than the usual polarization formula
when working with positive mappings as it keeps all the arguments positive.
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pings. We then prove an extension theorem for positive multilinear mappings and positive polynomial mappings on
majorizing vector subspaces.
1. Positivity and monotonicity for polynomials
A k-linear mapping is regular if it can be written as the difference of two positive k-linear mappings. Let E, F be Riesz
spaces. A k-homogeneous polynomial P ∈ P(k E; F ) is positive if the associated symmetric k-linear mapping is positive.
Every k-linear mapping A :Rk → F can be expanded relative to the standard basis as follows:
A(x1, . . . , xk) =
∑
1 j1,..., jkk
A(e j1 , . . . , e jk )x1 j1 . . . xkjk (1)
where A(e j1 , . . . , e jk ) ∈ F are the coeﬃcients of the expansion. It is easy to see that these coeﬃcients determine the posi-
tivity of the k-linear mapping.
Lemma 1. A k-linear mapping A :Rk → F is positive if and only if all coeﬃcients in its expansion are positive.
The following result is immediate.
Lemma 2. If P :Rk → F is a k-homogeneous polynomial map then P is positive if and only if all coeﬃcients in its expansion are
positive.
A mapping P : E → F is said to be a polynomial if there exist k ∈ N and j-homogeneous polynomials P j , 0 j  k such
that
P = P0 + P1 + · · · + Pk.
If Pk = 0 then the degree of P is deﬁned to be k. A polynomial P = P0 + · · · + Pk of degree k is positive if each of its
homogeneous components P j is positive, 0 j  k.
Let E, F be Riesz spaces. Recall that for a linear operator T : E → F , T is positive if T maps positive elements of E to
positive elements of F . T is said to be monotone if x y implies T x T y. Positivity and monotonicity are easily seen to be
equivalent for linear mappings.
We say that a polynomial P is monotone on the positive cone if x y  0 implies P (x) P (y). For homogeneous polyno-
mials positivity and monotonicity are not equivalent. We will show this below but ﬁrst we need some notation.
Notation. Let E be a Riesz space and let P : E → R be a k-homogeneous polynomial. We denote by ∂ P
∂v (x) the directional
derivative of P at x in the direction v .
For k-homogeneous polynomials we can characterize monotonicity on the positive cone in terms of these directional
derivatives.
Proposition 3. Let P be a k-homogeneous polynomial on a Riesz space E with associated symmetric k-linear form A. Then the following
are equivalent:
(a) P is monotone on the positive cone.
(b) Each of the directional derivatives of P at every positive point and in every positive direction is positive.
(c) Axk−1 y  0 for all x, y ∈ E+ .
Proof. (a) implies (b): Suppose P is monotone on the positive cone. Thus x y  0 implies P (x) P (y). Now consider the
directional derivative at any positive point x in any positive direction v:
∂ P
∂v
(x) = lim
t→0+
P (x+ tv) − P (x)
t
.
Now P is monotone on the positive cone and x, v, t  0. Thus P (x+ tv) − P (x) 0. Hence ∂ P
∂v (x) 0 for all v  0, x 0.
(b) is equivalent to (c): This follows immediately from
∂ P
∂v
(x) = kAxk−1v.
(b) implies (a): Now suppose each directional derivative at every positive point in every positive direction is non-negative.
∂ P
(x) = lim+
P (x+ tv) − P (x)  0 for all x, v, t  0.
∂v t→0 t
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∂ P
∂ y
(x) = lim
t→0+
P (x+ t(z − x)) − P (x)
t
 0.
Now if we can show that the function
g(t) : t → P(x+ t(z − x)), t  0
is increasing for all t  0 it will follow that P (x) P (z). We have
g′(t) = lim
h→0+
P (x+ (t + h)(z − x)) − P (x+ t(z − x))
h
.
Thus we get
g′(t) = lim
h→0+
P (x+ (t + h)y) − P (x+ ty)
h
= lim
h→0+
P ((x+ ty) + hy) − P (x+ ty)
h
.
Letting x′ = x+ ty  0, we have
g′(t) = lim
h→0+
P (x′ + hy) − P (x′)
h
= ∂ P
∂ y
(x′) 0.
Therefore g′(t) 0 for all t > 0. Similarly g′+(0) 0 where g′+(0) is the right derivative of g at t = 0. We wish to stay in
the positive cone of E so we have to be careful to make this distinction at t = 0. Hence g′(t) 0 for all t  0. Thus g is an
increasing function for t  0. In particular
g(0) = P (x) g(1) = P (z).
Therefore P is monotone on the positive cone. 
It is easy to see the next result.
Corollary 4. Let P be a homogeneous polynomial on Rk. Then P is monotone on the positive cone if and only if all of its partial
derivatives are non-negative at every positive point.
The following proposition shows that every positive homogeneous polynomial is monotone on the positive cone.
Proposition 5. Let P be a k-homogeneous polynomial on a Riesz space E. If P is positive then P is monotone on the positive cone of E.
Proof. Suppose P is positive. Then its associated positive symmetric k-linear mapping A is also positive. Hence Axk−1 y  0
for all x, y  0. Now from Proposition 3 it follows that P is monotone on the positive cone. 
In general the converse of Proposition 5 is not true. However it is valid for homogeneous polynomials of degree 2.
Proposition 6. For 2-homogeneous polynomials positivity and monotonicity on the positive cone are equivalent.
Proof. From Proposition 5 we know that positivity implies monotonicity on the positive cone. So now suppose that we have
a 2-homogeneous polynomial, P , which is monotone on the positive cone. Let A be the 2-linear symmetric generator of P .
From Proposition 3 it follows that A(x, y) 0 for all x, y  0. Hence P is positive. 
Now we would like to ﬁnd an example of a polynomial which is monotone on the positive cone but not positive.
2-homogeneous polynomials are ruled out by Proposition 6.
Example 7. Consider the 3-homogeneous polynomial on R3 deﬁned by
P (x) = x31 + 3x21x2 + 3x21x3 + 3x22x1 + 3x22x3 + 3x23x1 + 3x23x2 − 6x1x2x3 + x32 + x33.
By Lemma 2 P is not positive. If each of the partial derivatives of P at every positive point is positive then P is monotone
by Corollary 4. Note
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∂x1
(x) = 3x21 + 6x1x2 + 6x1x3 + 3x22 + 3x23 − 6x2x3
= 3x21 + 6x1x2 + 6x1x3 + 3(x2 − x3)2  0 for all x1, x2, x3  0.
Similarly we ﬁnd that ∂ P
∂x2
(x) 0 and ∂ P
∂x3
(x) 0. Hence P is monotone on the positive cone but not positive.
2. Forward differences and positivity
The deﬁnition of positivity of a homogeneous polynomial is given in terms of its associated symmetric multilinear form.
This makes it inconvenient to work with. We would like an intrinsic characterization of positivity. Finite difference calculus
leads us to such a characterization. We begin by recalling the basic deﬁnitions as given originally by Boole [3].
Deﬁnition 8. Let f be a real function deﬁned on a vector space E . For each positive integer k and h1, . . . ,hk ∈ E the k-th
forward difference, k f (x;h1, . . . ,hk) is deﬁned recursively as follows:
1 f (x;h1) = f (x+ h1) − f (x) and
k f (x;h1, . . . ,hk) = 1
(
k−1 f (·;h1, . . . ,hk−1)
)
(x;hk).
There is a general formula for the k-th forward difference:
k f (x;h1, . . . ,hk) =
k∑
δi=0,1
i=0
(−1)k−
∑
δi f (x+ δ1h1 + · · · + δkhk).
Forward differences are symmetric and they also have a useful additivity property. We will demonstrate this below.
Lemma 9. Let E be a Riesz space and let f be a real function on E such that 2 f (x;h1,h2) = 0 for every x,h1,h2 ∈ E+ . Then
1 f (x;h) is additive in h ∈ E+ for every x ∈ E+ .
Proof. Suppose 2 f (x;h1,h2) = 0 for all x,h1,h2 ∈ E+ . Thus
1
(
1 f (x;h1)
)
(x;h2) = 0.
This implies that 1 f (x;h1) is a constant function of x for every h1 ∈ E+ . Thus
f (x+ h1) − f (x) = C(h1).
By choosing x = 0 we see that f (h1) − f (0) = C(h1). So
f (x+ h1) = f (x) + f (h1) − f (0).
Now for h1,k1 ∈ E+ we have
1 f (x;h1 + k1) = f (x+ h1 + k1) − f (x)
= f (h1 + k1) − f (0)
= f (h1) + f (k1) − f (0) − f (0)
= 1 f (x;h1) + 1 f (x;k1).
Therefore 1 f (x;h) is additive in h. 
Proposition 10. Let E be a Riesz space and let f be a real function on E such thatk+1 f (x;h1, . . . ,hk+1) = 0 for all x,h1, . . . ,hk+1 ∈
E+ . Then k f (x;h1, . . . ,hk) is additive in h1, . . . ,hk for every x ∈ E+ .
Proof. First notice the following:
k+1 f (x;h1, . . . ,hk+1) = 1
(
k f (x;h1, . . . ,hk)
)
(x;hk+1)
= 2(k−1 f (x;h1, . . . ,hk−1))(x;hk,hk+1).
Thus from Lemma 9 1(k−1 f (x;h1, . . . ,hk−1))(x;hk) is additive in hk .
Hence k f (x;h1, . . . ,hk) is additive in hk . By symmetry of k it follows that k f (x;h1, . . . ,hk) is additive in each
variable. 
When P is a k-homogeneous polynomial with symmetric generator A, we have a general formula for forward differences:
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every m ∈ N and every x,h1, . . . ,hm ∈ E,
mP (x;h1, . . . ,hm) =
k−1∑
j1=0
j1−1∑
j2=0
. . .
jm−1−1∑
jm=0
(
jm−1
jm
)
. . .
(
j1
j2
)(
k
j1
)
Ax jmhk− j11 . . .h
jm−1− jm
m .
Proof. The proof is by induction on m. 
We are interested in particular instances of the above proposition.
Corollary 12.
(a) When we take m = k − 1 in the proposition we get
k−1P (x;h1, . . . ,hk−1) = k!2
[
Ah21h2 . . .hk−1 + · · · + Ah1h2 . . .h2k−1
]+ k!A(x,h1, . . . ,hk−1).
(b) When we take m = k in the proposition we get
k P (x;h1, . . . ,hk) = k!A(h1, . . . ,hk).
(c) mP (x;h1, . . . ,hm) = 0 for every m > k.
The Mazur–Orlicz polarization formula [6] can now be derived easily.
Proposition 13 (Mazur–Orlicz). Let P be a k-homogeneous polynomial on a vector space E and let A be the associated symmetric
k-linear mapping. Then for x,h1, . . . ,hk ∈ E we have the following polarization formula:
A(h1, . . . ,hk) = 1k!
∑
δi=0,1
(−1)k−
∑
δi P (x+ δ1h1 + · · · + δkhk).
Compare the Mazur–Orlicz polarization formula with the usual polarization formula:
A(h1, . . . ,hk) = 1
2kk!
∑
εi=±1
ε1 . . . εk P (ε1x1 + · · · + εkxk).
The Mazur–Orlicz polarization formula leads to a polarization inequality on normed spaces that does not give sharp bounds:
‖A‖ 2
kkk
k! ‖P‖.
A judicious choice of x gives the modern version, with sharp bounds:
‖A‖ k
k
k! ‖P‖
and this is attained on 1. When working with positive polynomials on a Riesz space the Mazur–Orlicz polarization formula
is much more useful. It keeps the arguments of P positive, keeping us in the positive cone where we know P is positive.
Now we give a characterization of positivity of homogeneous polynomials in terms of forward differences.
Theorem 14. Let E be a Riesz space and let P be a k-homogeneous polynomial on E. Then the following are equivalent:
(a) P is positive.
(b) k P (x;h1, . . . ,hk) 0 for all x,h j ∈ E+ .
(c) k−1P (x;h1, . . . ,hk−1) 0 for all x,h j ∈ E+ .
(d) mP (x;h1, . . . ,hm) 0 for all m and for all x,h j ∈ E+ .
Proof. (a) is equivalent to (b): k P (x;h1, . . . ,hk) = k!A(h1, . . . ,hk) from Corollary 12(b). This implies that k P (x;h1, . . . ,hk)
is positive if and only if A(h1, . . . ,hk) is positive for all hi  0. This is equivalent to P being positive.
(c) implies (a): From Corollary 12(a) we see that
k−1P (x;h1, . . . ,hk−1) = k!
[
Ah21h2 . . .hk−1 + · · · + Ah1h2 . . .h2k−1
]+ k!A(x,h1, . . . ,hk−1).2
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k!
2
[
Ah21h2 . . .hk−1 + · · · + Ah1h2 . . .h2k−1
]+ k!A(x,h1, . . . ,hk−1) 0.
Consider
k−1P (x; th1, . . . , thk−1) = k!2
[
At2h21th2 . . . thk−1 + · · · + Ath1th2 . . . t2h2k−1
]+ k!A(x, th1, . . . , thk−1)
= k!
2
[
Ah21h2 . . .hk−1 + · · · + Ah1h2 . . .h2k−1
]
tk + k!A(x,h1, . . . ,hk−1)tk−1.
Thus
k!A(x,h1, . . . ,hk−1) = lim
t→0+
k−1P (x; th1, . . . , thk−1)
tk−1
. (∗)
If k−1P (x;h1, . . . ,hk−1) 0 for every x,hi ∈ E+ this implies that (∗) is positive. Thus P is positive.
(a) implies (c): If P is positive this implies for every x,hi ∈ E+
k!
2
[
Ah21h2 . . .hk−1 + · · · + Ah1h2 . . .h2k−1
]+ k!A(x,h1, . . . ,hk−1) 0.
Thus k−1P (x;h1, . . . ,hk−1) is positive.
(d) implies (a): We know P is positive if and only if k−1P (x;h1, . . . ,hk−1) is positive for every x,hi ∈ E+ .
(a) implies (d): Now if P is positive then it follows from Proposition 11 that mP  0 for all m k. 
The technique of forward differences enables a transfer of results from positive multilinear mappings to positive
k-homogeneous polynomials. A Kantorovicˇ result for positive bilinear maps was ﬁrst proved by R. Page in [7]. A multi-
linear Kantorovicˇ result follows easily and then using forward differences we get the following result.
Theorem 15 (Homogeneous Polynomial Kantorovicˇ). Let E, F be Riesz spaces and P : E+ → F+ be a positively k-homogeneous func-
tion such that
k+1P (x;h1, . . . ,hk+1) = 0 and k P (x;h1, . . . ,hk) 0 for all x,hi ∈ E+.
Then P extends uniquely to a positive k-homogeneous polynomial P˜ : E → F .
3. Multilinear and polynomial extension theorems
In this section we show that positive multilinear mappings have a useful extension property similar to that of positive
linear mappings [1].
Theorem 16. Let G1, . . . ,Gk, H be Riesz spaces with H Dedekind complete and A :G1 × · · · × Gk → H be a positive k-linear
mapping. Suppose that E j is a Riesz subspace of G j for 1  j  k and B : E1 × · · · × Ek → H is a k-linear mapping that satis-
ﬁes 0  B(x1, . . . , xk)  A(x1, . . . , xk) for all x j ∈ E j+ , 1  j  k. Then B can be extended to a positive k-linear mapping from
G1 × · · · × Gk → H such that 0 B  A holds in Lr(G1 × · · · × Gk; H).
Proof. The proof is by induction on k. The case k = 1 is just the linear theorem. Assume it is true for the k-variable case.
We must show that it is true for the (k + 1)-variable case. Let
A :G1 × · · · × Gk+1 → H
be a positive (k + 1)-linear mapping and
B : E1 × · · · × Ek+1 → H
be a (k + 1)-linear mapping that satisﬁes 0 B(x1, . . . , xk+1) A(x1, . . . , xk+1) for all x j ∈ E j+ , 1 j  k + 1. Consider the
associated linear mapping
LA :G1 → Lr(G2 × · · · × Gk+1; H)
given by
LA(x1)(x2, . . . , xk+1) = A(x1, . . . , xk+1).
Let R :Lr(G2 × · · · × Gk+1) → Lr(E2 × · · · × Ek+1) be the restriction of the regular k-linear operators on G2 × · · · × Gk+1 to
E2 × · · · × Ek+1. Then R ◦ LA is positive. Similarly the associated linear mapping to B is
LB : E1 → Lr(E2 × · · · × Ek+1; H).
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0 B(x1, . . . , xk+1) A(x1, . . . , xk+1) for all x j ∈ E j+, 1 j  k and
0 LB(x1)(x2, . . . , xk+1) RLA(x1)(x2, . . . , xk+1) for all x j ∈ E j+, 1 j  k.
Thus 0 LB(x1) RLA(x1) for all x1 ∈ E1+ .
Hence from the linear theorem there is an extension
LB :G1 → Lr(E2 × · · · × Ek+1; H)
such that 0 LB  RLA ∈ Lr(G1; Lr(E2 × · · · × Ek+1; H)). Hence the associated (k + 1)-linear forms satisfy
0 B(x1, . . . , xk+1) A(x1, . . . , xk+1) ∀x1 ∈ G+1 , x2 ∈ E+2 , . . . , xk+1 ∈ E+k+1.
So we have extended from E1 → G1 in the ﬁrst variable. Now we would like to extend in the other variables. Consider the
associated k-linear mappings
RA :G2 × · · · × Gk+1 → Lr(G1; H) deﬁned by RA(x2, . . . , xk+1)(x1) = A(x1, . . . , xk+1),
RB : E2 × · · · × Ek+1 → Lr(G1; H) deﬁned by RB(x2, . . . , xk+1)(x1) = B(x1, . . . , xk+1).
These mappings satisfy 0 RB  RA . Thus, by the induction hypothesis there exists a positive extension
RB :G2 × · · · × Gk+1 → Lr(G1; H) such that
0 RB(x2, . . . , xk+1) RA(x2, . . . , xk+1) for all x j ∈ G j,2 j  k + 1.
Hence
B :G1 × · · · × Gk+1 → H and
0 B(x1, . . . , xk+1) A(x1, . . . , xk+1) for all x j ∈ G j,1 j  k + 1. 
When the positive multilinear mappings in the theorem are symmetric we get a positive symmetric extension.
Corollary 17. Let G and H be Riesz spaces with H Dedekind complete and A :G × · · · × G → H be a positive, symmetric, k-linear
mapping. Suppose that E is a Riesz subspace of G and B : E × · · · × E → H satisﬁes 0  B(x1, . . . , xk)  A(x1, . . . , xk) for all x j ∈
E+,1  j  k and B is symmetric and k-linear. Then B can be extended to a positive, symmetric k-linear mapping from G × · · · ×
G → H such that 0 B  A holds in Lrs(G × · · · × G; H).
Proof. From the multilinear theorem we get a positive extension
B :G × · · · × G → H
such that 0 B  A in Lr(G × · · · × G; H). This extension may not be symmetric so we symmetrize:
Bs(x1, . . . , xk) = 1k!
∑
π∈Sk
B(xπ(1), . . . , xπ(k)).
Hence Bs :G × · · ·× G → H is symmetric and positive. Bs is an extension of B because if we restrict it to E × · · ·× E we get
Bs(x1, . . . , xk) = 1k!
∑
π∈Sk
B(xπ(1), . . . , xπ(k)) = B(x1, . . . , xk)
since B is symmetric on E × · · · × E . Also 0 Bs  A in Lrs(G × · · · × G; H) because A is symmetric and so
B(xπ(1), . . . , xπ(k)) A(xπ(1), . . . , xπ(k)) = A(x1, . . . , xk)
for all permutations of {1, . . . ,k}. 
The above corollary leads us directly to the following extension result for positive homogeneous polynomials.
Corollary 18. Let P ∈ Pr(kG; H) be a positive k-homogeneous polynomial on a Riesz space G into a Dedekind complete Riesz
space H. Suppose that E is a Riesz subspace of G and Q ∈ Pr(k E; H) satisﬁes 0  Q  P |E . Then Q can be extended to a posi-
tive k-homogeneous polynomial from G into H such that 0 Q  P holds in Pr(kG; H).
We now easily get the following result which shows that we can extend a positive polynomial componentwise.
78 J. Loane / J. Math. Anal. Appl. 364 (2010) 71–78Corollary 19. Let P ∈ Pr(G; H) be a positive polynomial on a Riesz space G into a Dedekind complete Riesz space H. Suppose that E is
a Riesz subspace of G and Q ∈ Pr(E; H) satisﬁes 0 Q  P |E . Then Q can be extended to a positive polynomial of the same degree
from G into H such that 0 Q  P holds in Pr(G; H).
All of the above results are for positive mappings. We can easily extend these results to regular mappings.
When the domain space is of a particular type and the range space is Dedekind complete we get some nice extension
results. A vector subspace E of a Riesz space G is majorizing if for each x ∈ G there exists some y ∈ E with x  y. Every
positive operator whose domain is a majorizing vector subspace and whose values are in a Dedekind complete Riesz space
has a positive extension [1].
We give a multilinear version of this result.
Theorem 20. Let E1, . . . , Ek, F be Riesz spaces with F Dedekind complete. If Ei is a majorizing vector subspace of Gi for 1 i  k and
T : E1 × · · · × Ek → F is a positive k-linear mapping, then T has a positive extension to G1 × · · · × Gk.
Proof. The proof is by induction on k. 
When the mapping in the above theorem is positive and symmetric we can get a positive symmetric extension.
Corollary 21. Let E and F be Riesz spaces with F Dedekind complete. If E is a majorizing vector subspace of G for 1  i  k and
T : E × · · · × E → F is a positive symmetric operator, then T has a positive symmetric extension to G × · · · × G.
Proof. From the multilinear theorem we get a positive extension T :G × · · · × G → F . This extension may not be symmetric
so we symmetrize
Ts(x1, . . . , xk) = 1k!
∑
π∈Sk
T (xπ(1), . . . , xπ(k)).
Hence Ts :G × · · · × G → F is symmetric and positive.
Ts is an extension of T because if we restrict it to E × · · · × E we get
Ts(x1, . . . , xk) = 1k!
∑
π∈Sk
T (xπ(1), . . . , xπ(k)) = T (x1, . . . , xk)
since T is symmetric on E × · · · × E . 
We also get a similar extension property for homogeneous polynomials.
Corollary 22. Let P ∈ Pr(k E; F ) be a positive k-homogeneous polynomial on a Riesz space E into a Dedekind complete Riesz space F .
If E is a majorizing vector subspace of G then P has a positive extension to P ∈ Pr(kG; F ).
Finally we can show that general polynomials on majorizing spaces can be extended componentwise.
Corollary 23. Let P ∈ Pr(E; F ) be a positive polynomial on a Riesz space E into a Dedekind complete Riesz space F . Suppose that E is
a majorizing vector subspace of G, then P has a positive extension to a positive polynomial from G into F of the same degree.
Example 24. Any positive polynomial deﬁned on the space of continuous functions on an interval has a positive extension
to the space of all bounded functions on the interval.
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