Volumetric imaging (computed tomography and magnetic resonance imaging) provides increased diagnostic detail but is associated with the problem of navigation through large amounts of data. In an attempt to overcome this problem, a novel 3D navigation tool has been designed and developed that is based on an alternative input device. A 3D mouse allows for simultaneous definition of position and orientation of orthogonal or oblique multiplanar reformatted images or slabs, which are presented within a virtual 3D scene together with the volume-rendered data set and additionally as 2D images. Slabs are visualized with maximum intensity projection, average intensity projection, or standard volume rendering technique. A prototype has been implemented based on PC technology that has been tested by several radiologists. It has shown to be easily understandable and usable after a very short learning phase. Our solution may help to fully exploit the diagnostic potential of volumetric imaging by allowing for a more efficient reading process compared to currently deployed solutions based on conventional mouse and keyboard.
INTRODUCTION
V olumetric imaging, ie, the utilization of data sets with isotropic or near isotropic resolution, has gained increasing importance in diagnostic radiology in recent years. Modern computed tomography (CT) and magnetic resonance imaging (MRI) scanners are capable of rapidly generating a large number of images per examination, allowing reconstruction of high spatial resolution volume data sets. With the advent of multidetector CT (64 and recently 256), the number of images per examination has drastically increased to hundreds and thousands. With examinations covering the whole body in relatively short scan times, multidimensional reformations of practically any area are possible. This availability of increased detail presents both an opportunity and a problem. On the one hand, it allows for more diagnostic options; on the other, the radiologist may no longer be able to efficiently view and interpret the resultant large number of images within given time constraints. For the current and future generations of imaging modalities, viewing the original source images may not be the best means of exploiting the full diagnostic potential of the data.
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In an effort to maximize the diagnostic utility of modern cross-sectional imaging modalities, several visualization techniques for the display of volumetric image data are utilized, including multiplanar reformation (MPR), volume rendering (VR), maximum intensity projection (MIP), minimum intensity projection (MinIP), and surfaceshaded display (SSD). 4, 5 These techniques are well established and have been shown to be useful in promoting a better appreciation of the complex anatomic relationships often encountered in diagnostic imaging. 6 Whereas much effort has been spent on the appearance of the resultant processed image itself and on optimizing performance issues, such as quality and speed of VR, there has been comparatively little emphasis on the user interface, ie, the question of how the radiologist or 3D technologist actually interacts with the image data. The 3D solutions that are currently deployed in radiology often add a level of complexity because of their cumbersome user interfaces, which may be an impediment to the widespread deployment of these potentially useful techniques. In clinical practice, most radiologists still prefer to look at large stacks of consecutive slices in a single plane for a vast majority of cases, at least in part because alternative methods are felt to be too complex and proficiency with 3D viewing is elusive to most users.
As a potential solution, the utilization of virtual reality techniques has been proposed for a relatively long time. Several tools have been developed that allow the user to explore volumetric data in a semi-or fully immersive environment. But currently these solutions are mainly used for research purposes and rarely in routine clinical settings. They often represent specialized solutions that do not directly address the interpretation of diagnostic radiology examinations, but rather focus on other areas such as simulation for preoperative planning (eg, see Kockro et al. 7 and Reitinger et al. 8 ). In addition, they tend to be relatively expensive because of the utilization of specialized hardware and the increased time, effort, and expense of installation, training, and maintenance. But most importantly, these techniques implement interaction and visualization metaphors fundamentally different from conventional solutions. As a result, they create a rather radical paradigm shift associated with a higher learning barrier than justified by the gains appreciated by most radiologists and 3D technologists.
The aim of this work was to develop a new 3D navigation tool for the exploration of volumetric image data that should be easy to learn and use, similar to current methods utilized for 2D image manipulation and interpretation. The new technique should be of a generic nature so as to be applicable to a wide range of diagnostic imaging functions as opposed to solutions like virtual colonoscopy or virtual bronchoscopy that apply (semi-) automatic preprocessing on the image data to allow for an appropriate interactive visualization only within a specific, rather narrow context. In addition, to further increase acceptability, it should represent a low-cost solution with minimized hardware costs and minimal effort for installation and maintenance. Real-time interaction has to be provided, ie, low latency and high update rate, as a crucial prerequisite for an efficient interaction.
This paper describes the resulting computer system, which has been developed within the project BvirtusMED^(http://www.virtusmed.info).
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The first prototype was presented at the annual meeting of the Radiological Society of North America (RSNA) in 2002 as the BFuture Viewing Station.^1 0 It was derived from an educational computer system, presented 1 year earlier at RSNA, 11 whose basic interaction metaphor was appreciated by radiologists and was supposed to have potential also for diagnostic purposes. The tool was iteratively improved and extended 12 and finally presented at the RSNA 2004 meeting, where it received very positive feedback as a solution addressing the problem of the Bdata explosion in radiology.^1 3
METHODS AND MATERIALS

Basic Concept
The presented approach concentrates on interaction rather than visualization. For visualization, VR, MIP, and MPR are utilized, as they are already well-established techniques. As radiologists have experience and comfort with the review of a stack of 2D images, our system let the user still focus on 2D views based on slices or slabs, but provides a new way of 3D navigation to arbitrarily define their position and orientation within the image stack.
As for currently deployed solutions, the utilization of a mouse or trackball, which are limited to two degrees of freedom (DOF) for navigation, seems to be a major obstacle for exploring three-dimensional data. It requires the user to switch between different modes of interaction, eg, between one for rotating and one for translating. For example, defining a double-or triple-oblique slice often requires multiple steps and becomes a nonintuitive, time-consuming task. Thus, an acceptable solution should utilize an input device with more than two DOF to provide maximum control of navigation through the volume image data set. But, as stated above, it should still be kept simple, cost-efficient, and resemble currently deployed solutions in radiology to maximize its acceptability and actual utility. For this reason a desktop-based approach was chosen over an immersive environment. The standard computer (2D) mouse was extended to 3D by a motiontracking sensor to allow for direct three-dimesional interaction. Other than that, utilization of specialized hardware was avoided and off-the-shelf PC technology was used instead.
System Design
The user is provided with two views, usually on two monitors. A 3D view (Fig. 1, left) shows the full data set visualized with VR together with slices or slabs of selectable size and thickness and corresponding clip planes. For better orientation, a virtual model representing the input device and other objects, like a volume-related coordinate system, can be added and the edges of the slices/ slabs can be color-coded. A 2D view shows the current slice or slab in plan view (Fig. 1, right) . The slabs can be rendered using MIP (Fig. 2aYb) , average intensity (ray sum) projection (Fig. 2c ), or standard (alpha blending) VR technique (Fig. 2d) . The VR of the full data set in the 3D view primarily serves as orientation and allows the user to better assess the spatial location of a slice or slab. In the following it will be referred to as the reference volume. To visualize multiple slices/ slabs, the user can select the current one as a key image so it will remain in the 3D view until deleted. Figure 3 illustrates the basic interaction metaphor. A 3D mouse is used to define position and orientation of the reference volume and of the slices or slabs. It works either as a conventional mouse (2D mode) or, when lifted from the desktop, provides simultaneously three translational and three rotational DOF, ie, six DOF (3D mode). In the latter case, the mouse movement, along the three spatial axes, and its rotation around these three axes are measured at the same time.
In the 3D mode, the mouse can be used for positioning a slice or slab in an either absolute or a relative manner. In the first case ( Fig. 3a) , the mouse works like an ultrasound probe. The user examines a virtual volume situated on the desktop in a manner analogous to a real-time ultrasound examination. The reference volume is virtually located at a specific position in space and the (virtual) location of the current slice or slab image is directly and constantly linked to the (real) location of the mouse. In the second case (Fig.  3b) , the position and orientation of the slice will be relatively adjusted according to the movement of the mouse only while the user is pressing a specific mouse button. After having started to hold the button down, the slice or slab's position and orientation will be changed according to the changes of the mouse's position and orientation. This allows the user to begin by holding the mouse in an arbitrary and convenient position when relocating the slice or slab because absolute position and orientation of the mouse do not matter. This relative positioning can also be applied to adjust position and orientation of the reference volume together with all existing slices and slabs (Fig. 3c) . The center of rotation is always the center of the volume or the slice/slab, respectively.
In the 2-dimensional mode, apart from performing tasks related to the 2-dimensional graphical user interface (GUI) as usual, the user can rotate the reference volume together with all existing slices and slabs with conventional movements of the mouse (Fig. 3d) . Moving the mouse forward or backward rotates the volume up or down. Moving it to the left or to the right rotates the volume to the left or to the right. In addition, the active slice/slab can be moved in a parallel way with only one DOF by moving the mouse forward and backward (Fig. 3e) .
Allowing the user to absolutely position a slice or slab was motivated by the idea of adopting the well-known ultrasound paradigm to achieve an intuitive and easy-to-understand interaction. To support this (at least for the initial learning phase), the slice or slab can also be sector-shaped as are sliced images produced by a sector scanner, and the 2D view can also simulate an ultrasound-like view (see below). In contrast, the relative positioning provides a more flexible way of using the 3D mouse, thus potentially producing less fatigue and allowing for more accuracy in 3D navigation.
The combination of both a 2D and a 3D mode allows for a smooth integration of conventional with 3D interaction to let the user easily choose the most appropriate interaction mode for the current task without the need of switching between different input devices. As an example, the user might want to use six DOF (lifting the mouse) for defining the orientation and initial position of a slice and afterward use only one DOF (putting the mouse back to the desktop) to scroll forward and backward between several slices parallel to the one first chosen. Figure 4 gives an example of how the user is interacting with the system defining oblique slices in the absolute manner. An ultrasound probe model represents the input device that is used to define the location of sector-shaped slices. The 3D view also shows two planes representing two real markers on the desktop to help the beginner to understand the relationship between the virtual scene on the screen and the real-world interaction.
Several constraints can be applied to the six DOF interactions. The active slice/slab can be automatically adjusted to the nearest orthogonal orientation, either related to the volume coordinates to achieve axial, sagittal, or coronal orientations, or related to an already defined key image to create additional parallel or perpendicular slices. The user can also select different clipping modes. Clipping can be switched off, constantly at one specific side of the slice or slab, on both sides or always automatically on the side that faces the viewer (ie, the part of the volume between the slice or slab and the viewpoint is removed).
The 2D view can be computed in two different ways. In the Bnormal plain view^the slice or slab is shown in the same basic orientation as the slice in the 3D view (Fig. 1, right and Fig. 5c ). In contrast, the Bultrasound-like view^is provided to carry the ultrasound metaphor further. The slice or slab is presented as if it would be a 2D ultrasound image, ie, with a locally fixed orientation so that the top of the 2D view is always showing the same edge of the slice/slab (which is marked by a small cone) (Fig. 5d) . Thus, users with experience in ultrasound imaging can produce images similar to those they are used to. In addition, this approach has the advantage that the view is not dependent on the orientation of the treference volume in the 3D view. The first mode, on the other hand, makes sure that the current slice/slab is not shown in an orientation different from that one in the 3D view (to avoid, for instance, that the part of the slice that is shown on the left side within the 3D view is shown on the right side within the 2D view). A disadvantage of this approach is the dependence of the 2D view on the 3D view, which can cause the 2D view to suddenly flip, when the reference volume is rotated or slices/slabs with an orientation nearly perpendicular to the 3D view direction are rotated (Fig. 5c, iii vs iv) .
Movies can be downloaded that provide further examples of how to use the different features of the system (http://www.virtusmed.info/movies/vmdiag).
IMPLEMENTATION
The system is based on a standard PC with Microsoft Windows NT operating system (ie, Windows NT 4.0, 2000, or XP; Microsoft Corporation, Redmond, WA, USA). The software was implemented using Microsoft Visual C++ and the Microsoft Foundation Classes (MFC).
14 For importing image data, the digital imaging and communication in medicine (DICOM) software 21 For visualizing the reference volume and the slabs, Open Inventor's extension VolumeViz 17 is utilized, which implements VR using 3D textures as described in Wilson et al. 18 The system deploys graphics cards with GeForce series 3, 4, or 6 graphics chips from NVIDIA Corporation, Santa Clara, CA, USA that provide hardware acceleration of the OpenGL features used by Open Inventor, in particular, 3D textures. The 3D mouse is built by using a standard mouse and an electromagnetic motion-tracking sensor. Both Polhemus Fastrak 19 and Ascension pciBIRD 20 have been used. For conventional VR (alpha blending) and MIP, a simple transfer function for luminance and opacity is used, which allows for the definition of a threshold and adopts the typical windowing used in radiological viewing. For the threshold, a partially quadratic function is used to compute the alpha values (Fig. 6 ). In our experience this has shown to provide well-defined boundaries but yet a smooth transition between visible and nonvisible voxels. The same luminance function is also used to determine the grayscale values of the 2D textures. Average intensity projection is implemented with Open Inventor's Bsum intensity^VR. In this case, no threshold is applied, ie, no alpha value is used and the luminance values are divided by a value derived from the current slab thickness. Parameters like slice/slab width, depth and thickness, threshold, window center and width, window presets, clipping mode, and slice shape were made accessible through standard MFC-based GUI elements (sliders, radio buttons, and number input fields).
The 2D view is implemented by using a local virtual camera with fixed position relative to the center of the active slice/slab. For the ultrasoundlike view, its orientation, defined by the view direction vector and the up direction vector, is also fixed. For the 2D view, these vectors are computed by taking the vectors belonging to the virtual camera that renders the 3D view and rotating them around the axis rotAxis by the angle rotAngle, which are computed as follows:
where viewVector3Dcamera is the view vector of the camera in the 3D view, sliceNormal the normal of the active slice directing away from the 3D view point (so that viewVector3DCamera I sliceNormal 9 0), Â the vector cross product, and I vector dot product.
RESULTS
The first prototype, presented at the RSNA 2002 meeting, followed the ultrasound paradigm, utilizing a transducer-like probe as input device (3D mode only) for creating sector-shaped slices as shown in Figure 4 . To obtain an initial evaluation, the visitors testing the system were asked to fill out a simple questionnaire to judge the diagnostic usefulness of the presented approach and to optionally give comments. Fortyeight radiologists (49 nonradiologists, 9 not specified [n.s.]) filled out the questionnaire and judged the diagnostic usefulness of the system with an average of 4.46 (nonradiologists 4.45, n.s. 4.28) on a scale from 1 (not useful) to 5 (very useful). The adoption of the ultrasound paradigm was found promising compared to conventional solutions solely based on keyboard and 2D mouse. The sector shape was considered useful in the beginning to understand this new method of interaction with a volume data set and to appreciate spatial relations in the 3D view. After a short time using the system, however, this feature was considered unnecessary as it obscured portions of the anatomy at the periphery of the sector. At the RSNA 2004 meeting, the relative positioning mode, the combination of 2D and 3D interaction, and the definition of slabs were also presented. The visitors using the system were observed and informally interviewed. Relative positioning was felt to be useful because it allows for breaks when adjusting the location of a slice/slab and allows the user to choose any convenient position from which to start. Yet, absolute positioning seemed to be more intuitive because of the ultrasound analogy and because the spatial relationship between the input device and the slice/slab remains constant. The restriction of DOF when in 2D mode was considered to be a crucial feature to also have easy access to conventional one or two DOF interactions, which are supposed to be still the main way of interaction. The ability to create slabs was found to be an integral part of the system, allowing for evaluating a large portion of the data set at once by utilizing well-known visualization techniques, in particular, MIP. However, the radiologists surveyed had relatively little experience with oblique slabs and were not able to give more detailed feedback on the actual utility of creating them with an input device capable of six DOF.
In general, radiologists found the direct 3D navigation, ie, the ability to use all six DOF simultaneously to select reformatting planes or slabs and appropriate 3D views, easy to understand and use after a mostly very short learning phase. They appreciated the fact that they were provided with real-time interaction that gives them Bfull control^of the 3D display. In particular, this was found useful for the adjustment of an oblique slice/slab to follow an anatomical structure that does not conveniently lie in a sagittal, axial, or coronal plane (eg, tendons, optic nerves, petrous ridges, neuroforamina, and generally tortuous structures such as an ecstatic aorta) and thus easily produce diagnostically relevant key images. It was also stated that the system would be very useful for the demonstration of imaging findings, with the potential to greatly improve the communication between radiologists and the referring physician.
The 2D view was mostly preferred to the ultrasound-like view by radiologists not experienced in sonography. The occasional flipping (as described above in the system design section) was initially confusing, but easily understood with some short explanation. The system was tested with data sets of size up to 512 Â 512 Â 984 voxels (984 slice images with 512 Â 512 matrix). Using a PC with a Pentium IV CPU at 2 GHz, 2 GByte main memory, and a NVIDIA GeForce 6800 graphics card, latency and update rate were subjectively judged as acceptable. Also, no problems were encountered related to the accuracy of both of the chosen tracking devices.
DISCUSSION
By using six DOF for navigation, one relatively simple interaction metaphor can be used for a variety of tasks such as the determination of appropriate 3D viewing orientation, arbitrary slice/slab definition, and zooming. Using the latter one as example, the user normally has to define the zooming factor (one DOF) and the desired 2D region of interest (two DOF), utilizing a total of three DOF to perform this simple task. Because the normal mouse provides only two DOF, two consecutive steps are necessary. With the 3D mouse, the user literally grabs the slice and pulls it toward him or her.
The technique of manipulating 3D data sets with a combination of actions holding the device above the desktop and while resting on the desktop is natural and easy and likely to minimize user fatigue. The basic idea is to use 3D only when needed. This is not possible with immersive systems that often simulate 2D functions like pop-up menus within a 3D scene with a questionable usability.
The direct 3D navigation capability to arbitrarily define a (2D) slice or slab with a corresponding clip plane allows for an easy way of looking inside a volumetric image data set while making use of the experience and knowledge radiologists have in 2-dimensional image analysis. Volume rendering, on the other hand, has to utilize transfer functions (Bcolor/opacity maps^) or segmentation algorithms to allow for an insight. In these cases, a variety of parameters influence the visualization process as opposed to only window center and width for slice/slab viewing. This may increase the risk that the radiologist misinterprets the resulting image.
In general, the presented approach can help to fully exploit the diagnostic potential of highresolution volumetric image data sets. It may promote new diagnostic approaches based on oblique slices/slabs that otherwise would remain underutilized because they are too cumbersome and time-consuming to create. The ability to freely navigate through a 3D data set may result in many cases in an improved understanding by both radiologists and clinicians of the sometimes complex anatomic relationships between normal structures and pathology, potentially contributing to more accurate interpretation of imaging examinations and improved patient management. This may have applications in presurgical planning and in preprocedure simulation as well as intraoperative guidance. In this context, the focus is less on selecting a specific slice of interest as fast and accurate as possible, but rather on supporting the viewer's understanding of three-dimensional anatomic relationships by a dynamic real-time exploration that utilizes the (subconscious) link between hand movement and change in the viewer's perspective, providing a more lifelike display environment.
CONCLUSION
A novel solution for exploring volumetric images has been presented that is affordable, conceptually simple, and, according to the initial feedback from users, easily usable. It seems to fill an existing gap between conventional, keyboardand mouse-based approaches and rather complex and expensive virtual reality systems by combining the advantages of both the 3D and the 2D worlds in an easily understandable way. It represents a viewing tool that appears to have applications in both existing and emerging volumetric imaging technologies, potentially making the process of interpretation and communication of results more efficient and accurate. However, further evaluation is needed to quantify and validate the clinical utility of this user interface approach to image manipulation. This includes the integration of this tool into existing picture archiving and communication systems (PACS) solutions to make it readily accessible to the radiologist during conventional interpretation of CT and MRI examinations.
