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Abstract. Within the framework of mappings between affine spaces,
the notion of n-th polarization of a function will lead to an intrinsic
characterization of polynomial functions. We prove that the character-
istic features of derivations, such as linearity, iterability, Leibniz and
chain rules, are shared – at the finite level – by the polarization opera-
tors. We give these results by means of explicit general formulae, which
are valid at any order n, and are based on combinatorial identities. The
infinitesimal limits of the n-th polarizations of a function will yield its
n-th derivatives (without resorting to the usual recursive definition), and
the above mentioned properties will be recovered directly in the limit.
Polynomial functions will allow us to produce a coordinate free version
of Taylor’s formula.
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tional derivative.
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1 - Introduction.
As it is well known, the notion of increment (or finite difference) of a function f is based on the
affine structure of the space where f is defined. Using the affine structure, we generalize the idea
(Sec.2) and directly define the n-th increment of f , starting at a point q, in n arbitrary directions.
This is the value of the n-th polarization of f at q in those directions.
The resulting polarization operators will satisfy (Sec.3) all the main characteristic properties
of multidirectional derivations, i.e., linearity, iterability, Leibniz and chain rules.
A more refined study will then show how affine spaces are the natural framework for both
homogeneous functions and homogeneous polynomials – the latter being, essentially, polarizations
evaluated along diagonals, i.e., increments in only one direction.
For homogeneous functions an analogue of the Euler theorem is proved (Sec.4).
For homogeneous polynomials a characterization theorem is proved (Sec.5).
Sums of homogeneous polynomials will finally define polynomial functions on an affine space.
A natural application of the above algebraic study is the intrinsic differential calculus on affine
spaces. The limit of the n-th polarization will be (Sec.6) the n-th multidirectional derivative,
defined directly without iterations. We retrieve the usual properties of the n-th derivatives as the
infinitesimal limits of the corresponding properties of the n-th polarizations (Sec.7 – 10).
The role of the polynomial functions will be played in the final section (Sec.11) where differ-
entiability is treated. Polynomials will be the tool for an intrinsic Taylor formula.
This paper is the starting point for an algebraic approach to jet spaces (both Weil and Ehres-
mann type) whose differential structures will be modelled on affine spaces.
A. The calculus of polarizations in affine spaces.
2 - Polarization of functions on affine spaces.
Let Q be an affine space modelled on a vector space V . For each n ∈ N we consider the vector
space Bn(Q) of real functions on the product Q×V n. The space A(Q) = B0(Q) is a commutative,
associative algebra. It is the algebra of all functions on Q.
Given F1 ∈ B
n1(Q) and F2 ∈ B
n2(Q) we define the product F1F2 ∈ B
n1+n2(Q) by
F1F2(q; v1, . . . , vn1 , vn1+1, . . . , vn1+n2) = F1(q; v1, . . . , vn1)F2(q; vn1+1, . . . , vn1+n2) (2)
This definition extends the product in B0(Q).
The direct sum
B(Q) = ⊕∞n=0B
n(Q) (3)
is an associative algebra. It is not commutative.
A function F ∈ Bn(Q) is said to be symmetric if for every permutation σ ∈ Sn the equality
F (q; vσ(1), . . . , vσ(n)) = F (q; v1, . . . , vn) (4)
holds for each (q; v1, . . . , vn) ∈ Q× V n.
A function F ∈ Bn(Q) is said to be multilinear at q ∈ Q if for each 1 ≤ k ≤ n the mapping
F (q; v1, . . . , vk−1, · , vk+1, . . . , vn) : V → R
: v 7→ F (q; v1, . . . , vk−1, v , vk+1, . . . vn)
(5)
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is linear.
We will use finite index sets I ⊂ N \ {∅} of positive integers.
The symbol |I| denotes the cardinality of the set I. The set {1, . . . , n} will be denoted by N. For
an index set I = {i1, i2, . . . , im} we will use the symbol v
I to denote the sequence (vi1 , vi2 , . . . , vim)
with i1 < i2 < . . . < im.
Definition 1. The 0-th polarization of a function f ∈ A(Q) is the function itself. For n > 0, the
n-th polarization of a function f ∈ A(Q) is the function
δnf :Q× V n −→ R (6)
defined by
δnf(q; v1, v2, . . . , vn) = (−1)
n
∑
I⊂N
(−1)|I|f
(
q +
∑
i∈I
vi
)
. (7)
By a convenient convention, the term in the above sum corresponding to the empty set I is set
equal to f(q).
Each index set I ⊂ {1, 2, . . . , n} is uniquely represented by the sequence (i1, i2, . . . , im) of its
elements arranged in the order of increasing value. The following alternative definition is obtained
by using this representation. The n-th polarization of a function f ∈ A(Q) is defined by the
alternative formula
δnf(q; v1, . . . , vn) = (−1)
n

f(q) + n∑
m=1
(−1)m
∑
1≤i1<...<im≤n
f(q + vi1 + . . .+ vim)

 . (8)
The polarization is the sum of
n∑
m=0
(
n
m
)
= 2n (9)
terms. Each term is the value of f at a point obtained by adding to q the sum of m vectors in the
set {v1, v2, . . . , vn}. This value appears in the sum with the sign factor (−1)m. There is an overall
sign factor (−1)n.
This description is illustrated in the case n = 3 by the diagram
q
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, (10)
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where we have labeled the points with the minus sign or the plus sign in correspondence with the
factor (−1)m. The polarization corresponding to the diagram is the expression
f(q + v1 + v2 + v3)− f(q + v1 + v2)−f(q + v1 + v3)− f(q + v1 + v2)
+ f(q + v1) + f(q + v2) + f(q + v3)− f(q).
(11)
The polarization of a function is defined as a combination of incremented values of the function.
A direct computation yields the formula
f(q + v1 + v2 + . . .+ vn) =
∑
I⊂N
δ|I|f(q;vI)
= f(q) +
n∑
m=1
∑
1≤i1<...<im≤n
δmf(q; vi1 , . . . , vim) ,
(12)
which inverts the relation between the polarizations of a function and the incremented values of
the function by expressing an incremented value of the function as a combination of polarizations.
It follows from the definition that the polarization of a function is symmetric in its vector
arguments.
We introduce the n-th unidirectional polarization of a function defined by
∆nf :Q× V → R: (q; v) 7→ δnf(q; v, v, . . . , v). (13)
It is essentially the restriction of the n-th polarization to the product of the space Q with the
diagonal of V n.
The relation
∆nf(q; v) = (−1)n
n∑
m=0
(−1)m
(
n
m
)
f(q +mv) (14)
holds.
The n-th polarization of a function can be considered the result of the application of the n-th
polarization operator
δn : A(Q)→ Bn(Q). (15)
This linear operator has obvious extensions to operators
δn : Bm(Q)→ Bn+m(Q) (16)
defined by
δnF (q; v1, . . . ,vn, w1, . . . , wm)
= (−1)n
n∑
k=0
(−1)k
∑
I⊂N
|I|=k
F
(
q +
∑
i∈I
vi;w1, . . . , wm
)
= (−1)n
n∑
k=0
(−1)k
∑
1≤i1<...<ik≤n
F (q + vi1 + . . .+ vik ;w1, . . . , wm).
(17)
In this definition the arguments (w1, . . . , wm) of the function F do not participate in the
formation of the polarizations. It follows that the properties of polarizations are shared by the
extended operators.
The extended definition makes repeated applications of polarization operators possible.
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Proposition 1. The relation
δn1 δn2 = δn1+n2 (18)
holds for all integers n1 and n2.
Proof.
δn1δn2f(q; v11 , . . . , v
1
n1
, v21 , . . . , v
2
n2
)
= (−1)n1
n1∑
m1=0
(−1)m1
∑
1≤i1
1
<...<i1m1
≤n1
δn2f(q + v1i1 + . . .+ v
1
im1
; v21 , . . . , v
2
n2
)
= (−1)n1
n1∑
m1=0
(−1)m1
∑
1≤i1
1
<...<i1m1
≤n1
(−1)n2 n2∑
m2=0
(−1)m2
∑
1≤i2
1
<...<i2m2
≤n2
f(q + v1i1 + . . .+ v
1
im1
+ v2i1 + . . .+ v
2
im2
)


= (−1)n1+n2
n1∑
m1=0
n2∑
m2=0
(−1)m1+m2
∑
1≤i1
1
<...<i1m1
≤n1
∑
1≤i2
1
<...<i2m2
≤n2
f(q + v1i1 + . . .+ v
1
im1
+ v2i1 + . . .+ v
2
im2
).
(19)
On the other hand we have
δn1+n2f(q; v11 , . . . , v
1
n1
, v21 , . . . , v
2
n2
)
= (−1)n1+n2
n1+n2∑
m=0
(−1)m
∑
1≤i1<...<im≤n1+n2
f(q; vi1 + . . .+ vim).
(20)
Each term in the sum (19) appears in the combined sum (20) exactly once and with the correct
coefficient +1 or −1. We have thus established the equality
δn1 δn2f(q; v1, . . . , vn1+n2) = δ
n1+n2f(q; v1, . . . , vn1+n2) (21)
for a function f ∈ A(Q). This equality extends easily to the equality
δn1 δn2F (q; v1, . . . , vn1+n2 , w1, . . . , wm) = δ
n1+n2F (q; v1, . . . , vn1+n2 , w1, . . . , wm) (22)
for a function F ∈ Bm(Q).
The relation
∆n1 ∆n2 = ∆n1+n2 (23)
is an immediate consequence of the above proposition.
The diagram
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.............................................................................................. ....
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, (24)
illustrates the composition
δ3f(q; v11 , v
2
1 , v
2
2) = δ
1δ2f(q; v11 , v
2
1 , v
2
2) = δ
2f(q + v11 ; v
2
1 , v
2
2)− δ
2f(q; v21 , v
2
2). (25)
The relation
δnf(q; v1, . . . , vn) = δ
n−1f(q + vn; v1, . . . , vn−1)− δ
n−1f(q; v1, . . . , vn−1) (26)
is a special case of Proposition 1. The formula
δnf(q; v1, . . . , vn−1, 0) = 0 (27)
is a consequence of this relation.
Proposition 2. If δnf is multilinear at q, then δn+1f(q; . . .) = 0.
Proof.
δn+1f(q;w1, w2, v1, . . . ,vn−1)
= δ2δn−1f(q;w1, w2, v1, . . . , vn−1)
= δn−1f(q + w1 + w2; v1, . . . , vn−1)− δ
n−1f(q + w1; v1, . . . , vn−1)
− δn−1f(q + w2; v1, . . . , vn−1) + δ
n−1f(q; v1, . . . , vn−1)
= δn−1f(q + w1 + w2; v1, . . . , vn−1)− δ
n−1f(q; v1, . . . , vn−1)
− δn−1f(q + w1; v1, . . . , vn−1) + δ
n−1f(q; v1, . . . , vn−1)
− δn−1f(q + w2; v1, . . . , vn−1) + δ
n−1f(q; v1, . . . , vn−1)
= δδn−1f(q;w1 + w2, v1, . . . , vn−1)− δδ
n−1f(q;w1, v1, . . . , vn−1)
− δδn−1f(q;w2, v1, . . . , vn−1)
= δnf(q;w1 + w2, v1, . . . , vn−1)
− δnf(q;w1, v1, . . . , vn−1)− δ
nf(q;w2, v1, . . . , vn−1)
= 0
(28)
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Proposition 3 (Leibniz rule). The relation
δn(ff ′)(q; v1, . . . , vn) =
∑
I,I′
I∪I′=N
δ|I|f(q;vI)δ|I
′|f ′(q;vI
′
) (29)
or
δn(ff ′)(q; v1, . . . , vn) = f(q)δ
nf ′(q; v1, . . . , vn) + δ
nf(q; v1, . . . , vn)f
′(q)
+
∑
h,k=1,...,n
{i1,...,ih}∪{j1,...,jk}={1,...,n}
δhf(q; vi1 , . . . , vih)δ
kf ′(q; vj1 , . . . , vjk)
(30)
holds for any two functions f ∈ A(Q) and f ′ ∈ A(Q) and any n ∈ N.
Proof. The formula is proved by induction. In fact it is obviously valid for n = 0. For n = 1 we
have
δ(ff ′)(q; v) = ff ′(q + v)− ff ′(q)
= f(q + v)f ′(q + v)− f(q)f ′(q)
= (δf(q; v) + f(q)) (δf ′(q; v) + f ′(q))− f(q)f ′(q)
= δf(q; v)δf ′(q; v) + δf(q; v)f ′(q) + f(q)δf ′(q; v)
(31)
Assuming the formula valid for n− 1, we have
δn(ff ′)(q; v1, . . . , vn) = δδ
n−1(ff ′)(q; v1, . . . , vn)
= δn−1(ff ′)(q + vn; v1, . . . , vn−1)− δ
n−1(ff ′)(q; v1, . . . , vn−1)
= f(q + vn)δ
n−1f ′(q + vn; v1, . . . , vn−1) + δ
n−1f(q + vn; v1, . . . , vn−1)f
′(q + vn)
+
∑
h,k=1,...,n−1
{i1,...,ih}∪{j1,...,jk}={1,...,n−1}
δhf(q + vn; vi1 , . . . , vih) δ
kf ′(q + vn; vj1 , . . . , vjk)
− f(q)δn−1f ′(q; v1, . . . , vn−1)− δ
n−1f(q; v1, . . . , vn−1)f
′(q)
−
∑
h,k=1,...,n−1
{i1,...,ih}∪{j1,...,jk}={1,...,n−1}
δhf(q; vi1 , . . . , vih) δ
kf ′(q; vj1 , . . . , vjk )
= (f(q) + δf(q; vn))(δ
nf ′(q; v1, . . . , vn) + δ
n−1f ′(q; v1, . . . , vn−1))
+ (δnf(q; v1, . . . , vn) + δ
n−1f(q; v1, . . . , vn−1))(f
′(q) + δf ′(q; vn))
+
∑
h,k=1,...,n−1
{i1,...,ih}∪{j1,...,jk}={1,...,n−1}
[
δh+1f(q; vi1 , . . . , vih , vn) + δ
hf(q; vi1 , . . . , vih)
]
[
δk+1f ′(q; vj1 , . . . , vjk , vn) + δ
kf ′(q; vj1 , . . . , vjk)
]
− f(q)δn−1f ′(q, v1, . . . , vn−1)− δ
n−1f(q; v1, . . . , vn−1)f
′(q)
−
∑
h,k=1,...,n−1
{i1,...,ih}∪{j1,...,jk}={1,...,n−1}
δhf(q; vi1 , . . . , vih) δ
kf ′(q; vj1 , . . . , vjk )
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= f(q)δnf ′(q; v1, . . . , vn) + f(q)δ
n−1f ′(q; v1, . . . , vn−1)
+ δnf(q; v1, . . . , vn)f
′(q) + δn−1f(q; v1, . . . , vn−1)f
′(q)
− f(q)δn−1f ′(q; v1, . . . , vn−1)− δ
n−1f(q; v1, . . . , vn−1)f
′(q)
+ δf(q; vn)(δ
nf ′(q; v1, . . . , vn) + δ
n−1f ′(q; v1, . . . , vn−1))
+ (δnf(q; v1, . . . , vn) + δ
n−1f(q; v1, . . . , vn−1))δf
′(q; vn)
+
∑
h,k=1,...,n−1
{i1,...,ih}∪{j1,...,jk}={1,...,n−1}
[
δh+1f(q; vi1 , . . . , vih , vn)δ
k+1f ′(q; vj1 , . . . , vjk , vn)
+ δhf(q; vi1 , . . . , vih )δ
k+1f ′(q; vj1 , . . . , vjk , vn)
+ δh+1f(q; vi1 , . . . , vih , vn)δ
kf ′(q; vj1 , . . . , vjk)
+δhf(q; vi1 , . . . , vih )δ
kf ′(q; vj1 , . . . , vjk)
]
−
∑
h,k=1,...,n−1
{i1,...,ih}∪{j1,...,jk}={1,...,n−1}
δhf(q; vi1 , . . . , vih ) δ
kf ′(q; vj1 , . . . , vjk)
= f(q)δnf ′(q; v1, . . . , vn) + δ
nf(q; v1, . . . , vn)f
′(q)
+ δf(q; vn)δ
nf ′(q; v1, . . . , vn) + δf(q; vn)δ
n−1f ′(q; v1, . . . , vn−1)
+ δnf(q; v1, . . . , vn)δf
′(q; vn) + δ
n−1f(q; v1, . . . , vn−1)δf
′(q; vn)
+
∑
h,k=1,...,n−1
{i1,...,ih}∪{j1,...,jk}={1,...,n−1}
[
δh+1f(q; vi1 , . . . , vih , vn)δ
k+1f ′(q; vj1 , . . . , vjk , vn)
+ δhf(q; vi1 , . . . , vih )δ
k+1f ′(q; vj1 , . . . , vjk , vn)
+δh+1f(q; vi1 , . . . , vih , vn)δ
kf ′(q; vj1 , . . . , vjk)
]
= f(q)δnf ′(q; v1, . . . , vn) + δ
nf(q; v1, . . . , vn)f
′(q)
+
∑
h,k=1,...,n
{i1,...,ih}∪{j1,...,jk}={1,...,n}
δhf(q; vi1 , . . . , vih )δ
kf ′(q; vj1 , . . . , vjk)
(32)
3 - Polarization of mappings.
The polarization operators can be extended to mappings between affine spaces. The chain
rule will be established for polarizations of compositions of mappings.
Let g:P → Q be a mapping from an affine space (P,U) to an affine space (Q, V ). The 0-th
polarization of g is the mapping itself. For n > 0, the n-th polarization of g is the mapping
δng:P × Un → V. (33)
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defined by
δng(p;u1, . . . , un) = (−1)
n
n∑
m=0
(−1)m
∑
I⊂{1,2,...,n}
|I|=m
g
(
p+
∑
i∈I
ui
)
= (−1)n
n∑
m=0
(−1)m
∑
1≤1<...<im≤n
g(p+ ui1 + . . .+ uim).
(34)
The n-th unidirectional polarization
∆ng:P × U → V (35)
of the mapping g is defined by
∆ng(p;u) = δng(p;u, . . . , u). (36)
Proposition 4 (The chain rule). Let f be a function on an affine space (Q, V ) and let g be a
mapping from an affine space (P,U) to (Q, V ). For each n ∈ N we have the
δn(f ◦ g)(p;u1, . . . , un) =
∑
{I1,...,Ik}⋃
k
i=1
Ii =N
Ii 6=Ij if i6=j
δkf
(
g(p); δ|I
1|g(p;υ1), . . . , δ|I
k|g(p;υk)
)
. (37)
The symbol υi stands for υI
i
.
Proof. The formula
δn(f ◦ g)(p;u1, . . . , un) = (−1)
n
∑
I⊂N
(−1)|I|f
(
g
(
p+
∑
i∈I
ui
))
(38)
follows from the definition of the n-th polarization. The expression
g
(
p+
∑
i∈I
ui
)
, (39)
which is the argument of f in the above formula, is transformed in
∑
J⊂I
δ|J|g(p;υJ ) (40)
by applying formula (12). The next step is the application of formula (12) to the expression
f
(∑
J⊂I
δ|J|g(p;υJ)
)
(41)
with the result ∑
{I1,...,Ik}⋃
k
i=1
Ii ⊂ I
Ii 6=Ij if i6=j
δkf
(
g(p); δ|I
1|g(p;υ1), . . . , δ|I
k|g(p;υk)
)
(42)
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The result of the transformations is the new version
δn(f ◦ g)(p;u1, . . . , un) = (−1)
n
∑
I⊂N
(−1)|I|
∑
{I1,...,Ik}⋃
k
i=1
Ii ⊂ I
Ii 6=Ij if i6=j
δkf
(
g(p); δ|I
1|g(p;υ1), . . . , δ|I
k|g(p;υk)
)
(43)
of formula (38). The term
δkf
(
g(p); δ|I
1|g(p; u1), . . . , δ|I
k|g(p;υk)
)
(44)
in the above sum is repeated a number of times with different signs. We are going to determine
the coefficient of the combined term by simplifying the coefficient
(−1)n
∑
⋃
k
i=1
Ii⊂ I⊂N
(−1)|I|. (45)
Let m denote the cardinality ∣∣∣∣⋃ki=1Ii
∣∣∣∣ . (46)
For each integer h such that m ≤ h ≤ n, the number of sets I of cardinality |I| = h with
k⋃
i=1
Ii ⊂ I ⊂ N (47)
is equal to (
n−m
h−m
)
. (48)
The equality
(−1)n
∑
⋃
k
i=1
Ii⊂ I⊂N
(−1)|I| = (−1)n
n∑
h=m
(−1)h
(
n−m
h−m
)
=
n−m∑
h=0
(−1)n−m−h
(
n−m
h
)
=
{
1 if m = n
0 otherwise
(49)
implies that the value 1 for the coefficient (45) is obtained only when
k⋃
i=1
Ii = I = N. (50)
The resulting simplification of formula (43) proves the proposition.
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4 - Polyhomogeneous functions.
Definition 2. A function f ∈ A(Q) is said to be homogeneous of degree n at q ∈ Q if
f(q + λv) = λnf(q + v) (51)
for each v ∈ V and λ ∈ R.
We denote by Y n(Q, q) the vector space of homogeneous functions of degree n at q. If f1 ∈
Y n1(Q, q) and f2 ∈ Y n2(Q, q), then f1f2 ∈ Y n1+n2(Q, q).
The formula
n∑
k=0
(−1)n−k
(
n
k
)
(l + k)m =
{
0 if m < n
n! if m = n
(52)
for integers m, n, and l ≥ 0 was derived by Euler [Eu]. The following relations are a consequence
of (14) and formula (52) with l = 0. If f ∈ Y n(q,Q), then
∆jf(q; v) =
{
0 if j > n
j!f(q + v) if j = n
(53)
and
∆jf(q;λv) = λn∆jf(q; v) (54)
for j ≤ n. For j = n the two relations imply
∆nf(q;λv) = n!λnf(q + v). (55)
We will denote by χn the simple function
χn:R× R→ R: (q;λ) 7→ (q + λ)n. (56)
Proposition 5. If f ∈ Y n(Q, q), then
∆kf(q + v;λv) = ∆kχn(1;λ)f(q + v) (57)
for any integer k.
Proof.
∆kf(q + v;λv) = (−1)k
k∑
m=0
(−1)m
(
k
m
)
f(q + v +mλv)
=
[
(−1)k
k∑
m=0
(−1)m
(
k
m
)
(1 +mλ)n
]
f(q + v)
= ∆kχn(1;λ)f(q + v).
(58)
The last equality follows from (14).
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Proposition 6.
∆kχn(1;λ) =
n∑
i=0
(
n
i
)
λi
[
(−1)k
k∑
m=0
(−1)m
(
k
m
)
mi
]
. (59)
Proof.
∆kχn(1;λ) = (−1)k
k∑
m=0
(−1)m
(
k
m
)
(1 +mλv)n
= (−1)k
k∑
m=0
(−1)m
(
k
m
) n∑
i=0
(
n
i
)
(mλ)i
=
n∑
i=0
(
n
i
)
λi
[
(−1)k
k∑
m=0
(−1)m
(
k
m
)
mi
]
.
(60)
Corollary 1.
∆kχn(1;λ) =
{
0 if k > n
λkk! if k = n
(61)
Proof. If n < k, then the summation index i in (59) is always less than k. It follows from the
Euler formula (52) with l = 0 that all terms in the sum are zero. If n = k, then the only nonzero
term in the sum is the one corresponding to i = k. This term is the expression λkk!.
The relation
∆kf(q + v;λv) =
n∑
i=0
(
n
i
)
λi
[
(−1)k
k∑
m=0
(−1)m
(
k
m
)
mi
]
f(q + v). (62)
for f ∈ Y n(Q, q) is an immediate consequence of the last two propositions. The formula
∆kf(q + v;λv) =
{
0 if k > n
λkk!f(q + v) if k = n
(63)
follows from Corollary 1.
Definition 3. Polyhomogeneous functions are sums of homogeneous functions. The degree of a
polyhomogeneous function is the highest degree of its non zero homogeneous components.
The polarization operators are a tool for extracting homogeneous components of a polyhomo-
geneous function. In fact, if
f =
n∑
j=0
yj , yj ∈ Y j(Q, q0), (64)
then, owing to (53), for all m ≤ n,
∆mf(q0; q − q0) =
n∑
j=0
∆myj(q0; q − q0)
= m!ym
(
q0 + (q − q0)
)
+∆m
n∑
i=m+1
yi(q0; q − q0).
(65)
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Hence,
ym(q) =
1
m!
∆m

f − n∑
j=m+1
yj

 (q0; q − q0). (66)
This formula extracts the m-th component after the components of higher degrees have been
extracted.
5 - Polynomials.
Definition 4. A function f ∈ A(Q) is said to be a homogeneous polynomial of degree n at q ∈ Q
if there is a function F ∈ Bn(Q), multilinear at q such that, for each v ∈ V ,
f(q + v) =
1
n!
F (q; v, . . . , v︸ ︷︷ ︸
n times
). (67)
We denote by Kn(Q, q) the vector space of homogeneous polynomial functions of degree n at
q. If f1 ∈ K
n1(Q, q) and f2 ∈ K
n2(Q, q), then f1f2 ∈ K
n1+n2(Q, q).
The function F in the above definition is not unique. A symmetric function can be chosen. If
F satisfies relation (67), then its symmetric part satisfies the same relation.
Proposition 7. A function f ∈ A(Q) is a homogeneous polynomial of degree n at q if and only
if it is homogeneous of degree n at q and the polarization δnf is multilinear at q.
Proof. (i) If f is homogeneous and the polarization δnf is multilinear at q, then formula (53)
implies that f is a homogeneous polynomial.
(ii) Conversely, if f is a homogeneous polynomial of degree n at q, then there is a function
F ∈ Bn(Q), multilinear at q and symmetric, such that (67) holds. It follows immediately that f
is homogeneous of degree n at q, since
f(q + λv) =
1
n!
F (q;λv, . . . , λv︸ ︷︷ ︸
n times
) =
1
n!
λnF (q; v, . . . , v︸ ︷︷ ︸
n times
) = λnf(q + v). (68)
Let us consider the polarization
δnf(q; v1, . . . , vn) =
n∑
m=0
∑
1≤i1<...<im≤n
(−1)n−mf(q + vi1 + . . .+ vim)
=
1
n!
n∑
m=0
∑
1≤i1<...<im≤n
(−1)n−mF (q; vi1 + ..+ vim , . . . , vi1 + ..+ vim).
(69)
Owing to multilinearity and symmetry of F , we then have
δnf(q; v1, . . . , vn)
=
∑
(i1,...,in)∈{1,...,m}n
F (q; vi1 , . . . , vin)
=
1
n!
n∑
m=0
∑
1≤i1<...<im≤n
(−1)n−m
∑
n1+...+nm=n
n!
n1! . . . nm!
F (q; vi1 , . . . , vi1︸ ︷︷ ︸
n1 times
, . . . , vim , . . . , vim︸ ︷︷ ︸
nm times
)
(70)
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The last passage consists in reordering the vectorial arguments of F and counting the numbers of
identical terms obtained. The coefficient
n!
n1! . . . nm!
(71)
is the product (
n
n1
)(
n− n1
n2
)(
n− n1 − n2
n3
)
. . .
(
n− n1 − n2 − . . .− nm−1
nm
)
. (72)
We can write
δnf(q; v1, . . . , vn) = Sˆv1 + Sv1 , (73)
where Sˆv1 is the sum of all the terms in (70) with v1 absent and Sv1 is the sum of all the terms in
(70) containing v1. If v1 = 0, then δ
nf(q; v1, . . . , vn) = 0 by (27) and Sv1 = 0. Hence Sˆv1 = 0 for
all (v1, . . . , vn) ∈ V n, and the equality
δnf(q; v1, . . . , vn) = Sv1 (74)
is established.
Let Sˆv1,v2 denote the part of Sv1 with v2 absent and Sv1,v2 be the sum of the remaining terms
in Sv1 . Setting v2 = 0, we have δ
nf(q; v1, . . . , vn) = 0 and Sv1,v2 = 0. Hence Sˆv1,v2 = 0 and the
new equality
δnf(q; v1, . . . , vn) = Sv1,v2 (75)
is established. Continuing the process we arrive at the equality
δnf(q; v1, . . . , vn) = Sv1,v2,...,vn , (76)
where Sv1,v2,...,vn is the part of (73) with all the vectors v1, v2, . . . , vn present.
From
Sv1,v2,...,vn = F (q; v1, . . . , vn) (77)
it easily follows that the polarization
δnf(q; v1, . . . , vn) = F (q; v1, . . . , vn) (78)
is multilinear at q.
Proposition 8. If f ∈ Kn(Q, q), then
f(q + v1 + . . .+ vm) =
∑
(n1,...,nm)∈N
m
n1+...+nm=n
1
n1! . . . nm!
δnf(q; v1, . . . , v1︸ ︷︷ ︸
n1 times
, . . . , vm, . . . , vm︸ ︷︷ ︸
nm times
). (79)
Proof.
n!f(q + v1 + . . .+ vm) = ∆
nf(q; v1 + . . .+ vm)
= δnf(q; v1 + . . .+ vm, . . . , v1 + . . .+ vm, )
=
∑
(n1,...,nm)∈N
m
n1+...+nm=n
n!
n1! . . . nm!
δnf(q; v1, . . . , v1︸ ︷︷ ︸
n1 times
, . . . , vm, . . . , vm︸ ︷︷ ︸
nm times
).
(80)
We are using formula (53) and multilinearity and symmetry of the polarization δnf .
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Definition 5. Polynomials are sums of homogeneous polynomials. The degree of a polynomial
is the highest degree of its non zero homogeneous components.
The next result shows that polynomials do not need reference points for their definition.
Proposition 9. If f ∈ A(Q) is a polynomial of degree n at q0, then it is a polynomial of degree
n at any other point q.
Proof. Let f be a polynomial of degree n at q0, i.e.,
f =
n∑
m=0
fm (81)
fm(q0 + v) =
1
m!
Fm(q0; v, . . . , v) (82)
with Fm multilinear at q0.
A direct computation shows that
f =
n∑
m=0
gm (83)
gm(q + v) =
1
m!
Gm(q; v, . . . , v︸ ︷︷ ︸
m times
), (84)
where
Gm =
n∑
j=m
∑
1≤i1<...<im≤j
F j(i1...im). (85)
Here we consider the function
F j(i1...im) : Q× V
m −→ R (86)
such that, for all q ∈ Q and v1, . . . , vm ∈ V ,
F j(i1...im)(q; v1, . . . , vm) = F
j(q0; q− q0, . . . , q− q0, v1, q− q0, . . . , q− q0, vm, q− q0, . . . , q− q0) (87)
where, in the argument of the function on the right-hand side, the vectors v1, . . . , vm occupy the
positions with the indices i1, . . . , im respectively.
We denote by Pn(Q) the space of polynomials of degrees not exceeding n.
The space
P (Q) = +∞n=0P
n(Q) (88)
of all polynomials on Q is a subalgebra of A(Q).
Let Qn(Q) be the complement of Pn(Q) in P (Q); it is composed of polynomials whose homo-
geneous components are of degrees greater than n and it is an ideal in P (Q). The space Pn(Q) is
not a subalgebra, but it acquires the structure of an algebra through a natural identification with
the quotient algebra P (Q)/Qn(Q).
The space Pn(Q) with this algebra structure is called the algebra of truncated polynomials of
degree n.
15
B. Differential calculus in affine spaces.
Differential calculus in affine spaces will be presented as an application of the theory developed
in part A.
Starting from the definition of the n-th derivative as the infinitesimal limit of the n-th polar-
ization, we will resume the preceding results and derive the classical properties of derivatives by
taking the limits.
We will obtain formulae (such as Leibniz and chain rule) for multidirectional derivatives which
seem to be more explicit and compact than those we know from literature (cf., e.g., [2], [6], [8]).
6 - Derivatives.
Definition 6. Let f ∈ A(Q). The limit
dnf(q; v1, v2, . . . , vn) = lim
s→0
1
sn
δnf(q; sv1, sv2, . . . , svn), (89)
if it exists, is called the n-th multidirectional derivative of f at the point q ∈ Q in the multidirection
(v1, v2, . . . , vn) ∈ V n.
The n-th directional derivative at q in the direction v is the restriction
Dnf(q; v) = dnf(q; v, v, . . . , v) (90)
of the multidirectional derivative to Q times the diagonal of V n.
Derivatives have the obvious homogeneity properties
dnf(q;λv1, λv2, . . . , λvn) = λ
ndnf(q; v1, v2, . . . , vn) (91)
and
Dnf(q;λv) = λnDnf(q; v). (92)
The formula
Dnf(q; v) = lim
s→0
1
sn
∆nf(q; sv) = lim
s→0
(−1)n
sn
n∑
m=0
(−1)m
(
n
m
)
f(q +msv) (93)
is a direct consequence of (14). It will be used as an alternative version of the definition of the
directional derivative.
Theorem 1 (Leibniz rule). If the derivatives dkf and dkf ′ of functions f ∈ A(Q) and
f ′ ∈ A(Q) exist for k ≤ n, then
dn(ff ′)(q; v1, . . . , vn) =
∑
I,I′
I∪I′=N
I∩I′=∅
d|I|f(q;vI)d|I
′|f ′(q;vI
′
) (94)
or
dn(ff ′)(q; v1, . . . , vn) = f(q)d
nf ′(q; v1, . . . , vn) + d
nf(q; v1, . . . , vn)f
′(q)
+
∑
h+k=n
{i1,...,ih}∪{j1,...,jk}={1,...,n}
dhf(q; vi1 , . . . , vih)d
kf ′(q; vj1 , . . . , vjk)
(95)
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Proof The proof is based on the polarization version of the Leibniz rule (Proposition 3).
dn(ff ′)(q; v1, . . . , vn) = lim
s→0
1
sn
δn(ff ′)(q; sv1, . . . , svn)
= lim
s→0
1
sn
f(q)δnf ′(q; sv1, . . . , svn) + lim
s→0
1
sn
δnf(q; sv1, . . . , svn)f
′(q)
+ lim
s→0
∑
h,k=1,...,n
{i1,...,ih}∪{j1,...,jk}={1,...,n}
sh+k−n
1
sh
δhf(q; svi1 , . . . , svih )
1
sk
δkf ′(q; svj1 , . . . , svjk)
= f(q)dnf ′(q; v1, . . . , vn) + d
nf(q; v1, . . . , vn)f
′(q)
+
∑
h+k=n
{i1,...,ih}∪{j1,...,jk}={1,...,n}
dhf(q; vi1 , . . . , vih)d
kf ′(q; vj1 , . . . , vjk).
(96)
We observe that in the first sum of the above formula the indices h and k satisfy the inequality
h+ k ≥ n. The terms with h+ k > n vanish since
lim
s→0
sh+k−n = 0. (97)
If h+ k = n, then sh+k−n = 1.
7 - Derivatives of homogeneous functions.
Proposition 10. A function f ∈ Y n(Q, q) admits at q directional derivatives of any order and
in each direction and
Dmf(q; v) = m! δmn f(q + v), (98)
where δkn is the Kronecker symbol.
Proof. If m > n, then
Dmf(q; v) = lim
s→0
1
sm
∆mf(q; sv) = 0 (99)
since, by (53), ∆mf(q; sv) = 0. If m = n, then
Dmf(q; v) = lim
s→0
1
sm
∆mf(q; sv) = lim
s→0
m!
sm
f(q + sv) = m!f(q + v) (100)
since, by (53), ∆mf(q; sv) = m!f(q + sv) = m!smf(q + v). If m < n, then
Dmf(q; v) = lim
s→0
1
sm
∆mf(q; sv) = lim
s→0
sn−m∆mf(q; v) = 0 (101)
since ∆mf(q; sv) = sn∆mf(q; v).
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Theorem 2 (Euler’s formula). If f ∈ Y n(Q, q), then
Dkf(q + v; v) =


0 if k > n
k!f(q + v) if k = n
n!
(n− k)!
f(q + v) if k < n
(102)
for each v ∈ V .
Proof. The first two cases follow from (63). If k ≥ n, then by (62) and (52),
Dkf(q + v; v) = lim
s→0
1
sk
n∑
i=0
(
n
i
)
si
[
(−1)k
k∑
m=0
(−1)m
(
k
m
)
mi
]
f(q + v)
= lim
s→0
k−1∑
i=0
(
n
i
)
si
sk
[
(−1)k
k∑
m=0
(−1)m
(
k
m
)
mi
]
f(q + v)
+ lim
s→0
(
n
k
)[
(−1)k
k∑
m=0
(−1)m
(
k
m
)
mk
]
f(q + v)
+ lim
s→0
n∑
i=k+1
(
n
i
)
si
sk
[
(−1)k
k∑
m=0
(−1)m
(
k
m
)
mi
]
f(q + v)
=
(
n
k
)
k!f(q + v)
=
n!
(n− k)!
f(q + v).
(103)
Corollary 2. If f ∈ Y n(Q, q), then
Dkf(q + v; v) =
(n+m− k)!
(n− k)!
Dk−mf(q + v; v) (104)
for m ≤ k ≤ n and each v ∈ V .
Results derived for homogeneous functions are valid for homogeneous polynomials. For a
homogeneous polynomial f ∈ Kn(Q, q), in view of Proposition 7, formula (89) implies the formulae
dnf(q; v1, v2, . . . , vn) = δ
nf(q; v1, v2, . . . , vn) (105)
and by (53)
Dnf(q; v) = ∆nf(q; v) = n!f(q + v). (106)
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8 - Iterated derivatives.
The formula
dnF (q; v1, . . . , vn, w1, . . . , wm) = lim
s→0
1
sn
δnF (q; sv1, . . . , svn, w1, . . . , wm) (107)
extends the definition (89) to a function F ∈ Bm(Q) with the polarization defined in (17). This
extension permits the iteration of the construction of derivatives.
Let us explicitly remark that the existence of the n-th multidirectional derivative defined by
(89) does not imply the existence of the derivatives of lower orders and, even in the case where
these exist, they need not give the n-th derivative by iteration. The required additional condition is
the continuity of all the derivatives involved. Under this assumption we have the following results.
Proposition 11. The relation
dn1 dn2 = dn1+n2 (108)
holds for all integers n1 and n2 such that d
n1 dn2f exists.
Proof.
dn1dn2f(q; v11 , . . . , v
1
n1
, v21 , . . . , v
2
n2
) = lim
s→0
1
sn1
δn1dn2f(q; sv11 , . . . , sv
1
n1
, v21 , . . . , v
2
n2
)
= lim
s1→0
lim
s2→0
1
sn1
1
sn2
δn1δn2f(q; s1v
1
1 , . . . , s1v
1
n1
, s2v
2
1 , . . . , s2v
2
n2
)
= lim
s→0
1
sn1+n2
δn1+n2f(q; sv11 , . . . , sv
1
n1
, sv21 , . . . , sv
2
n2
)
= dn1+n2f(q; v11 , . . . , v
1
n1
, v21 , . . . , v
2
n2
)
(109)
The following proposition establishes a useful relation between derivatives of functions on an
affine space and derivatives of functions of real variables.
Proposition 12. If a function f ∈ A(Q) admits the n-th multidirectional derivative in the
multidirection (v1, v2, . . . , vn) ∈ V n at a point q ∈ Q, then
dnf(q; v1, v2, . . . , vn) =
∂n
∂s1∂s2 . . . ∂sn
f(q + s1v1 + s2v2 + . . .+ snvn)
∣∣∣∣
s1=0,s2=0,...,sn=0
. (110)
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Proof.
∂n
∂s1∂s2 . . . ∂sn
f(q + s1v1 + s2v2 + . . .+ snvn)
∣∣∣∣
s1=0,s2=0,...,sn=0
=
∂n−1
∂s2 . . . ∂sn
lim
s1→0
1
s1
δ1f(q + s2v2 + . . .+ snvn; s1v1)
∣∣∣∣
s2=0,...,sn=0
.................................................
= lim
s1→0
lim
s2→0
. . . lim
sn→0
1
s1s2 . . . sn
δ1δ1 . . . δ1f(q; s1v1, s2v2, . . . , snvn)
= lim
s1→0
lim
s2→0
. . . lim
sn→0
1
s1s2 . . . sn
δnf(q; s1v1, s2v2, . . . , snvn)
= lim
s1→0
lim
s2→0
. . . lim
sn→0
[
1
s1s2 . . . sn
δnf(q; s1v1, s2v2, . . . , snvn)
]
= lim
s→0
[
1
sn
δnf(q; sv1, sv2, . . . , svn)
]
= lim
s→0
1
sn
δnf(q; sv1, sv2, . . . , svn)
= dnf(q; v1, v2, . . . , vn).
(111)
We have replaced the expression
1
s1s2 . . . sn
δnf(q; s1v1, s2v2, . . . , snvn) (112)
by its continuous extension[
1
s1s2 . . . sn
δnf(q; s1v1, s2v2, . . . , snvn)
]
= lim
(s′
1
,s′
2
,...,s′n)→(s1,s2,...,sn)
1
s′1s
′
2 . . . s
′
n
δnf(q; s′1v1, s
′
2v2, . . . , s
′
nvn).
(113)
Continuity of this extension as a function of (s1, s2, . . . , sn) is used.
9 - The chain rule.
Theorem 3 (The chain rule). Let (P,U), (Q, V ) be affine spaces and let g:P → Q and
f ∈ A(Q) be continuous mappings with continuous multidirectional derivatives of any order k ≤ n.
Then, with the notation of (36), for each p ∈ P and (u1, . . . , un) ∈ Un we have
dn(f ◦ g)(p;u1, . . . , un) =
∑
{I1,...,Ik}⋃
k
i=1
Ii =N∑
k
i=1
|Ii|=n
dkf
(
g(p); d|I
1|g(p;υ1), . . . , d|I
k|g(p;υk)
)
. (114)
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Proof. The equality
dn(f ◦ g)(p;u1, . . . , un) = lim
s→0
1
sn
∑
{I1,...,Ik}⋃
k
i=1
Ii =N
Ii 6=Ij if i6=j
δkf
(
g(p); δ|I
1|g(p; sυ1), . . . , δ|I
k|g(p; sυk)
)
=
∑
{I1,...,Ik}⋃
k
i=1
Ii =N
Ii 6=Ij if i6=j
lim
s→0
1
sn
δkf
(
g(p); δ|I
1|f(q; sυ1), . . . , δ|I
k|g(p; sυk)
) (115)
follows from Proposition 4. Each individual term in the sum is computed using the continuous
extensions introduced in the proof of Proposition 12. The result
lim
s→0
1
sn
δkf
(
g(p); δm1f(q; sυ1), . . . , δmkg(p; sυk)
)
= lim
s→0
1
sn
δkf
(
g(p); sm1
[
1
sm1
δm1g(p; sυ1)
]
, . . . , smk
[
1
smk
δmkg(p; sυk)
])
= lim
s→0
[
1
sn
δkf
(
g(p); sm1
[
1
sm1
δm1g(p; sυ1)
]
, . . . , smk
[
1
smk
δmkg(p; sυk)
])]
= lim
s→0
lim
t→0
[
1
sn
δkf
(
g(p); sm1
[
1
tm1
δm1g(p; tυ1)
]
, . . . , smk
[
1
tmk
δmkg(p; tυk)
])]
= lim
s→0
[
1
sn
δkf
(
g(p); sm1dm1g(p;υ1), . . . , smkdmkg(p;υk)
)]
= lim
s→0
[
sm−n
sm1 . . . smk
δkf
(
g(p); sm1dm1g(p;υ1), . . . , smkdmkg(p;υk)
)]
= lim
s→0
(t1,...,tk)→(0,...,0)
[
sm−n
t1 . . . tk
δkf
(
g(p); t1d
m1g(p;υ1), . . . , tkd
mkg(p;υk)
)]
= lim
s→0
t→0
[
sm−n
tk
δkf
(
g(p); tdm1g(p;υ1), . . . , tdmkg(p;υk)
)]
= lim
s→0
sm−ndkf
(
g(p); dm1g(p;υ1), . . . , dmkg(p;υk)
)
=
{
dkf
(
g(p); dm1g(p;υ1), . . . , dmkg(p;υk)
)
if m = n
0 if m > n
(116)
with mi = |Ii| for i = 1, . . . , k and m = m1 + . . .+mk inserted in (115) produces the proof.
10 - Differentiability.
The differentiability of a function, at any order, is related to the possibility of expressing it as
a sum of a polynomial and a remainder.
We have already introduced the notion of polynomial function on an affine space. Now we will
extend the notion of remainder. In the following definition, we will refer to one of the equivalent
norms present in a vector space of finite dimension.
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Definition 7. A function r ∈ A(Q) is said to be a remainder of order n at q if r(q) = 0 and
lim
v→0
r(q + v)
‖v‖n
= 0. (117)
We observe that a remainder of order n at q is also a remainder of any order m < n. This is
a consequence of
lim
v→0
r(q + v)
‖v‖m
= lim
v→0
‖v‖n−m
r(q + v)
‖v‖n
= 0. (118)
Proposition 13. For any k ≤ n, we have
Dkr(q; v) = 0 (119)
Proof. According to (93)
Dkr(q; v) = lim
s→0
∆kr(q; sv)
sk
= (−1)k
k∑
l=0
(−1)l
(
k
l
)
lim
s→0
r(q + lsv)
sk
. (120)
But (117) implies
lim
s→0
r(q + lsv)
sk
= ‖lv‖n lim
s→0
sn−k
r(q + lsv)
‖lsv‖n
= 0. (121)
Definition 8. A function f ∈ A(Q) is said to be differentiable at q ∈ Q if there is a polynomial
p ∈ P 1(Q) such that
r = f − p (122)
is a remainder of order 1 at q.
Via polarization, it follows from (122) that the homogeneous components of p are
k0 = f(q) (123)
and
k1(q + v) = d1f(q; v) (124)
The concept of differentiability extends easily to mappings between affine spaces. For elements of
the space Bm(Q) we have the following definition.
Definition 9. A function F ∈ Bm(Q) is said to be differentiable at q ∈ Q if there is a function
p ∈ Bm(Q) such that, for each (w1, . . . , wm) ∈ Vm, p(·, w1, . . . , wm) ∈ P 1(Q) and
r(·, w1, . . . , wm) = F (·, w1, . . . , wm)− p(·, w1, . . . , wm) (125)
is a remainder of order 1 at q.
If a function f is differentiable in Q, or at least in a neighbourhood of a point q, the differen-
tiability of the derivative d1f ∈ B1(Q) can be examined. A function f ∈ A(Q) will be said to be
twice differentiable at q ∈ Q if it is differentiable in a neighbourhood of q and the derivative d1f
is differentiable at q. In such a case d1d1f exists at q and, owing to Proposition 11, it equals the
second derivative d2f at the same point q.
Higher order differentiability will then be defined by induction.
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Definition 10. A function f ∈ A(Q) is said to be n times differentiable at q ∈ Q if it is n − 1
times differentiable in a neighbourhood of q and the derivative dn−1f is differentiable at q.
Differentiability of order n assures the existence of all iterated derivatives up to order n.
The above definitions allow us to extend Taylor’s theorems from Banach spaces to affine spaces.
For the sake of completeness we recall these results, whose claims we adapt to our context, and
whose proves can be found in standard textbooks of analysis (cf., e.g., [1],[2],[3],[4],[7],[9]).
Theorem 4 (Taylor’s formula). If f ∈ A(Q) is n times differentiable at q, then there is a
polynomial p ∈ Pn(Q) such that
r = f − p (126)
is a remainder of order n at q.
The Taylor formula is the unique decomposition of a differentiable function as a sum of a
polynomial and a remainder. In fact
Proposition 14. Let
f =
n∑
m=0
km + r , (127)
where km ∈ Km(Q, q) and r is a remainder of order n at q. Then, for 0 ≤ j ≤ n,
kj(q + v) =
1
j!
Djf(q; v) (128)
Proof. Owing to (98) and (119), we have
Djf(q; v) =
n∑
m=0
Djkm(q; v) + Djr(q; v) = j!kj(q + v) . (129)
Then Taylor’s formula assumes the form
f(q + v) =
n∑
m=0
1
m!
Dmf(q; v) +Rnf(q; v) (130)
with
Rnf(q; v) = r(q + v) (131)
Theorem 4 does not have a converse: the existence of such a decomposition does not imply
differentiability. A converse theorem, however, does exist for a modified Taylor’s theorem which
concerns functions of class Cn.
Definition 11. A function f ∈ A(Q) is said to be of class Cn if it is n times differentiable and
its n-th derivative Dnf : Q× V → R is continuous.
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Theorem 5 (modified Taylor’s theorem). If f ∈ A(Q) is of class Cn, then for each (q, q′) ∈
Q ×Q
f(q′) = p(q, q′) + r(q, q′), (132)
where p is the function
p : Q×Q −→ R; (q, q′) 7→
n∑
k=0
1
k!
Dkf(q; q′ − q) (133)
and r is a function on Q×Q such that
r(q, q) = 0 and lim
(q,q′)→(q0,q0)
r(q, q′)
‖q′ − q‖n
= 0 (134)
for each q0.
Theorem 6 (converse of the modified Taylor’s theorem). Let p be a continuous function
on Q×Q such that for each q the function p(q, ·) is a polyomial of degree n and let r be function
on Q×Q such that
r(q, q) = 0 and lim
(q,q′)→(q0,q0)
r(q, q′)
‖q′ − q‖n
= 0 (135)
for each q0. The function f ∈ A(Q) defined by
f(q′) = p(q, q′) + r(q, q′) (136)
is of class Cn and
p : Q×Q −→ R; (q, q′) 7→ p(q, q′) =
n∑
k=0
1
k!
Dkf(q; q′ − q). (137)
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