Abstract. Given a graph G, of arbitrary size and unbounded vertex degree, denote by |G| the one-complex associated with G. The topological space |G| is n-arc connected (n-ac) if every set of no more than n points of |G| are contained in an arc (a homeomorphic copy of the closed unit interval).
Introduction
Graphs are typically considered as combinatorial objects: a set of vertices, along with a set of un-ordered pairs of vertices, forming edges abstractly connecting the vertices; but it is equally natural to consider graphs as geometric objects with a set of vertices and some pairs of vertices literally connected by an arc (a homeomorphic copy of the closed unit interval). Indeed right at the birth of graph theory, with Euler's solution of the Königsberg Bridges problem -asking for a particular kind of physical path -and a little later with Hamilton's solution of his Icosian problem -requesting an arc, or circle, in the skeleton of a dodecahedron, containing all vertices -the geometric view is the most immediate. When we think of a graph geometrically (a 1-complex), then the points on edges become first class citizens, and this change in perspective opens up new classes of problems. In this paper we always consider a given combinatorial graph as a geometric graph with the natural underlying set, topologized in any way so that each arc forming an edge has its usual topology as a subspace (the exact topology on the graph will not turn out to be important here).
A natural extension of Hamilton's problem is to ask, for some n, which graphs G are n-arc Hamilton (respectively, n-Hamilton) that for any choice of at most n vertices there is an arc (respectively, a circle) in G containing the specified points. For example, a classical theorem in graph theory of Dirac [2, Satz 9] says that a nconnected graphs are n-Hamilton. (Recall that a combinatorial graph is k-connected if deleting at most k − 1 vertices does not result in a disconnection.) However, high connectivity isn't always necessary, indeed every cycle is n-Hamilton, for all n, despite it being only 2-connected. Dirac also noted in [2] that n-connected graphs are not necessarily (n + 1)-Hamilton. A characterization was found in [6] : let G be an n-connected graph, n ≥ 3, then G is (n + 1)-Hamilton if and only if no set T of vertices of G of size n separates G into more than n components. As is well-known, despite the existence of simple sufficient conditions, there is still no characterization of Hamiltonicity. Let us also note that Egawa, Glas & Locke [3] gave a sufficient condition for an n-connected graph to be (n + 1)-arc Hamilton, but the authors are not aware of characterizations of the (n + 1)-arc Hamilton, n-connected graphs.
Taking the geometric viewpoint we are led to consider connecting arbitrary points in a graph by arcs or circles. Let G be a graph, considered as a topological space, and S a subset of G, then (S, G) is n-arc connected (or, S is n-ac in G) if for any choice of at most n elements of S there is an arc in G containing the specified points, while (S, G) is n-circle connected (or, S is n-cc in G) if for any choice of at most n elements of S there is a simple closed curve in G containing the specified points. Further, we say S is ω-ac (respectively, ω-cc) in X if it is n-ac (n-cc) in X for all integers n ∈ N. Observe that a graph G with vertices V has a Hamiltonian path (respectively, cycle) if and only if V is |V |-ac (respectively, |V |-cc) in G, and is n-arc Hamilton (respectively, n-Hamilton) if and only if V is n-ac (respectively, n-cc) in G.
Define a graph G to be n-ac (resp., n-cc) if G is n-ac (resp., n-cc) in G -in other words, for any choice of at most n points of G there is an arc (resp., circle) in G containing the specified points. In this paper we give a complete solution to the problem of characterizing which graphs are n-ac or n-cc. By 'complete' we mean for any n, and for any graph, without restriction on the number of vertices, or edges, or the degree of any vertex. Our characterizations give tests for a graph to be n-ac or n-cc which are combinatorial in nature, only referring to vertices and edges, and which are polynomial in the number of vertices for finite graphs. The proofs largely rely on Menger-type results, and arguments based on (and in some cases, extending) the theory of alternating walks.
In describing our results, we should start by stating that it is straightforward to see that a graph is 2-cc if and only if it is 2-connected, while the only 3-cc graphs are cycles (see Theorem 3.1.1 and preceding discussion). Hence our focus is on n-ac graphs, for some n. It is also clear that a graph G is 2-ac if and only if it is connected (combinatorially). In [5] it was shown that a non-degenerate finite connected graph G is 7-ac if and only if it is ω-ac if and only if G is homeomorphic to one of 6 graphs (arc, circle, lollipop, θ-curve, figure-of-eight, dumbbell). Extending that argument shows that this behaviour occurs also for arbitrary graphs. Indeed (see Theorem 3.5.1), a non-degenerate graph G is 7-ac if and only if it is n-ac for all n, and if and only G is homeomorphic to a finite list of graphs, namely homeomorphic to one of the six finite 7-ac graphs, or one of the finite 7-ac graphs with some endpoints removed (giving three more possibilities).
It remains, then, to characterize the n-ac graphs for n = 3, 4, 5 and 6. In [5] infinite families of finite graphs which are n-ac but not (n + 1)-ac were given for all 2 ≤ n ≤ 6, and the problem of characterizing finite n-ac graphs for n = 3, 4, 5 and 6 was raised. Theorems 3.1.1 and 3.1.2, 3.2.1 and 3.2.3, 3.3.1 and 3.3.2, and 3.4.1 solve that problem for arbitrary graphs. As a sample: a graph G is 6-ac if and only if either G is one of the nine 7-ac graphs mentioned above, or, after suppressing all degree-2-vertices, the combinatorial graph G is 3-regular, 3-connected, and removing any 6 edges does not disconnect G into 4 or more components.
Preliminaries
In this paper, the term graph refers to a combinatorial graph G = (V, E) where V is a (possibly infinite) set and E ⊆ [V ]
2 . However, to every combinatorial graph G = (V, E) we associate the topological space, |G|, which is the 1-complex of G, namely the quotient space V ⊕ e∈E [0, 1] e / ∼ where V carries the discrete topology and for an edge e = {v, w} ∈ E we identify v in V with the 0 ∈ [0, 1] e and w with 1 ∈ [0, 1] e . In fact our results hold whenever the set |G| is given a topology in which the image under the quotient of each [0, 1] e is homeomorphic to [0, 1] . (For example, the metric topology induced by vertex distance, extended to interior points of edges in the natural manner, would work equally well. The quotient topology is simply the finest one satisfying this property.) Where no confusion can arise -when we discuss purely topological notions, for example -we abuse notation and simply write G for |G|.
2.1. Notation and Conventions. Let G = (V, E) be a graph. An edge, e = {v, w} is often abbreviated, e = vw. By convention we label fixed vertices by a, b, . . ., and general vertices as v, w et cetera. Let V = A∪B a partition of its vertex set. The set E(A, B) of edges of G with one endpoint in A and the other in B is called an edge-cut of G.
A subset e of |G| is called a closed edge if it is the image under the quotient map of some [0, 1] e , and is called an edge if it is a closed edge minus its endpoints. In particular note that edges are open sets. If e = vw ∈ E(G) then e = {v, w}∪e ⊆ |G| is the closed edge in |G| naturally associated with the combinatorial edge e in G. By convention we label points in the space |G| by x, y, . . ..
2.2.
Background from graph theory. Our main tools from graph theory will be the block-cutvertex decomposition of (possibly infinite) connected graphs, and certain variants of Menger's theorem, especially the ones involving the concept of alternating walks. A good overview of these techniques is given, for example, in the chapter on connectivity of Diestel's book, [1, § 3.1 & 3.3] .
A graph G = (V, E) is cyclically connected if every two vertices lie on a cycle, and, recall, is 2-connected if removing any single vertex does not disconnect the graph. Note that a graph is cyclically connected if, in our terminology, the vertices are 2-cc in the graph. Observe that, according to this definition, the complete graph on two vertices is 2-connected but not cyclically connected. However, by Menger's theorem stated below, any 2-connected graph with at least 3 vertices is cyclically connected.
2.2.1. Block-cutvertex decomposition. Let G be a connected graph. A block of G is an inclusion-maximal 2-connected subgraph. Every edge is contained in a block, and by their maximality, different blocks overlap in at most one vertex, which then must be a cut-vertex of G. Therefore, the blocks form an edge-disjoint decomposition of G. Let C ⊆ V denote the set of cut-vertices of G = (V, E) and B the collection of blocks. The block graph B(G) of G is the bipartite graph formed on the vertex set C∪B with an edge cB ∈ E(B(G)) if and only if c ∈ B. For the proof of the next lemma see [1, Similarly, a connected graph G is a cycle graph if G is a union of graphs
2.2.3.
Menger's theorem and alternating walks. We say a graph G = (V, E) is kconnected for some k ∈ N if the induced subgraph G−W is connected for all W ⊆ V with |W | < k. We note that even if a graph G is k-connected for some large k, the underlying topological 1-complex |G| is never 3-connected in the topological sense, as removing two endpoints of an edge disconnects the interior of that edge from the rest of the graph.
Given sets A, B of vertices, we call a path [walk] P = x 0 , . . . , x n an A − B path [walk ] if V (P ) ∩ A = {x 0 } and V (P ) ∩ B = {x n }, i.e. if the path [walk] starts in A, ends in B and is otherwise disjoint from A ∪ B. Two or more paths are independent if none of them contains an inner vertex of another. If A, B ⊆ V and X ⊆ V is such that every A − B path in G contains a vertex from X, then we say that X separates the vertex set A from B. This implies A ∩ B ⊆ X, i.e. X does not have to be disjoint from A or B. However, at several points in this paper we shall employ the following more algorithmic version of Menger's theorem using the notion of alternating walks. Recall that for given sets A, B of vertices and P a collection of disjoint A − B paths, a walk W = x 0 e 0 x 1 e 1 . . . e n−1 x n in G with no repeated edges (but possibly repeated vertices) is alternating with respect to P if
• W starts in A \ P, • the only repeated vertices of W lie on paths in P,
• whenever W hits a vertex of some path Q ∈ P (meaning say e i / ∈ Q but x i+1 ∈ Q) then P follows Q back towards the direction of A for at least one edge of Q, and • whenever W uses an edge e from a path Q ∈ P, then W traverses this edge backwards. We refer the reader to [1, Fig. 3 If an alternating walk W ends in B \ P, then G contains a set of disjoint paths P ′ with |P ′ | = |P| + 1. Moreover, the alternating walk W can be chosen such that (1) E(P ′ ) is precisely the symmetric difference E(P)△E(W ), and (2) every path P ′ ∈ P ′ traverses the edges of E(P ′ ) ∩ E(W ) in the same order as W .
Proof. The first assertion of the lemma is proved in [1, Lemma 3.3.2] . However, in order to see the moreover-part, we need to recall the main idea of [1, Lemma 3.3.2] . First, the definition of an alternating walk ensures that after taking the symmetric difference ∆ = E(P)△E(W ) := P ∈P E(P )△E(W ), every vertex outside A ∪ B will have degree 0 or 2 in G[∆], and vertices in A or B lying on P of W will continue to have degree 1. Thus, every component of G[∆] containing a vertex a ∈ A will have to be a finite path starting at a and ending at A ∪ B. To see that any such path in fact has to end at a vertex of B, one proves the additional fact that the path traverses an edge in the symmetric difference always in the forward direction with respect to P or W . This, clearly, yields the first assertion of the lemma.
However, there might be further components of G[∆] which are finite cycles not incident with A ∪ B. To eliminate the occurrence of such finite cycles (and hence to establish property (1)), we choose an alternating walk W ending in B \ P such that |E(W ) \ P ∈P E(P )| is minimal. Now suppose for a contradiction that there is a cycle C in G [∆] . By the argument above, we know that traversing the edges of C in the forward direction with respect to P or W induces a cyclic order < on E(C). Observe that since (C, <) is a cyclic order, there are edges e k , e k+i for i ≥ 0 of E(W ) such that e k+i < f 1 < f 1 < · · · < f ℓ < e k is a segment of (E(C), <), where ℓ ≥ 0 and f 0 , . . . , f ℓ is a subpath of some path P ∈ P (here, ℓ = 0 allows for the possibility that e k+i < e k are successors in (E(C), <)).
If ℓ > 0, then the walk
. . e n−1 x n is an alternating walk contradicting the minimality of W . Otherwise, if ℓ = 0 (so i > 0), write x for the vertex incident with both e k+i and e k . Then by definition of alternating, there is a path Q ∈ P with Q = y 0 f 0 y 1 f 1 . . . f m−1 y m such that e k+i+1 = f r , e k−1 = f r+1 and x = y r+1 . But then the walk W ′ = x 0 e 0 . . . e k−1 xe k+i+1 . . . e n−1 x n is an alternating walk contradicting the minimality of W . This contradiction shows that ∆ is cycle-free, establishing (1) .
It remains to argue that by choosing |E(W ) \ P ∈P E(P )| minimal, we also have property (2) . But if (2) fails for some path P ′ ∈ P ′ , there a segment on the path P ′ of the form e k+i < f 1 < f 1 < · · · < f ℓ < e k where ℓ ≥ 0 and f 0 , . . . , f ℓ is a subpath of some path P ∈ P, which yields a contradiction to the minimality of W as before.
From Lemmas 2.2.3 and 2.2.4 we immediately deduce: Theorem 2.2.5. Let G = (V, E) be a (potentially infinite) k-connected graph, A, B ⊆ V be disjoint sets of vertices each of size at least k, and P a collection of disjoint A − B paths with |P| = i < k. Then there exists an alternating A − B walk W such that the symmetric difference E(P)△E(W ) is precisely the edge set of a collection of i + 1 many disjoint A − B paths.
2.3.
Background on n-arc connectedness. Lemma 2.3.1 ([5, Lemma 2.6 ]). Let v be a vertex of a graph G of degree at least 3. If x 0 , x 1 , x 2 are interior points of distinct edges of G incident with v, then any arc α containing {x 0 , x 1 , x 2 } satisfies v ∈ int(α), and one of its endpoints lies in
The next lemma can be seen as a partial extension of the previous lemma: Lemma 2.3.2. Let G be a graph, and E(A, B) = {e 1 = a 1 b 1 , . . . , e n = a n b n } be an edge cut of G with a i ∈ A and b i ∈ B. Suppose that x i ∈ e i are interior points.
Then any arc containing x 1 , . . . , x n with endpoints x 1 and x n contains either both [a 1 , x 1 ] and [a n , x n ] or both [x 1 , b 1 ] and [x n , b n ] if n is even, and it contains [a 1 , x 1 ] and [x n , b n ] or vice versa if n is odd.
Proof. From the given arc, fix an embedding α : [0, 1] → G such that α(0) = x 1 , α(1) = x n and x 2 , . . . , x n−1 are in α([0, 1]). For concreteness let us suppose that n is even and the arc α travels from x 1 along the edge e 1 to a 1 (rather than b 1 ), and so the given arc contains [a 1 , x 1 ]. We show the arc also contains [a n , x n ]. The other cases are similar.
After a 1 , which is in A, the arc α passes through the even number of points x 2 , . . . , x n−1 in some order, before ending at x n . As it does so the arc must cross backwards and forwards between A and B an even number of times. Hence α must enter e n from A, in other words by passing through a n , and thus the arc contains [a n , x n ], as claimed.
Note that when picking an arc witnessing that points x 0 , x 1 , . . . , x n−1 ∈ X lie on a common arc, we may assume that endpoints of the arc are among x 0 , x 1 , . . . , x n−1 . Lemma 2.3.3. Let X be a topological space. If there exists A ⊆ X such that |A| ≤ n ∈ N and X\A has at least n + 2 components, then X is not (n + 2)-ac.
Proof. Pick n + 2 points x 0 , x 1 , . . . , x n+1 each belonging to a distinct component of X\A. Suppose there is an arc containing x 0 , x 1 , . . . , x n+1 . Relabeling x 0 , x 1 , . . . , x n+1 if necessary, we can fix an embedding α : I → X and 0 = t 0 < t 1 < · · · < t n+1 = 1 such that x i = α(t i ) for each i. Then α((t i , t i+1 )) ∩ A = ∅ for each i = 0, 1, . . . , n, which is a contradiction since |A| ≤ n and α is injective. Lemma 2.3.4. Let G be a graph. If for some n ∈ N, the condition
Proof. Let A ⊆ |G| be finite of size m ≥ 1 witnessing the failure of (⋆ m ). Then |G| \ A contains at least one half-open edge, i.e. an open set U such that U ∼ = (0, 1) and U ∼ = [0, 1). By picking n − m many points from U and adding them to the set A, we obtain a set A ′ witnessing the failure of (⋆ n ).
Our last lemma in this section says that when verifying whether a graph G is n-ac, it suffices to consider points on the interior of edges of |G|. Lemma 2.3.5. For n ∈ N, a graph G is n-ac if and only if (|G| \ V, |G|) is n-ac.
Proof. Only the backwards implication requires proof. Assume that (|G| \ V, |G|) is n-ac and let x 0 , x 1 , . . . , x n ∈ G be arbitrary. Pick y 0 , y 1 , . . . , y n ∈ |G| \ V as follows: if x i lies on the interior of an edge, then y i = x i ; otherwise, if x i ∈ V , let y i be a point on the interior of some edge incident with x i . By assumption, there is an arc α containing y 0 , y 1 , . . . , y n which we may assume to have endpoints y 0 and y n . Therefore, x 1 , x 2 , . . . , x n−1 ∈ α. We will show that α can be extended to include x 0 and the same argument will work for x n as well. If y 0 = x 0 we are done. If y 0 = x 0 then x 0 is an endpoint of the edge containing y 0 , say e. The arc α contains one of these endpoint and if x 0 ∈ α we are done. Otherwise, α ∪ e ∪ {x 0 } is also an arc and contains x 0 .
3. Characterizing n-ac Graphs 3.1. Characterizing 2-ac, 2-cc, 3-ac and 3-cc graphs. A graph G is n-strongly arc connected, abbreviated n-sac (see [4] ) if for any list of no more than n elements of |G| there is an arc in G containing the points in the specified order. We note that no graph is 4-sac (pick four points x 1 , x 3 , x 2 , x 4 in that order along any edge). It is evident that the following are equivalent for a graph G:
It is also clear that a graph is 3-cc if and only if it is a cycle. Indeed a graph G is not 3-cc if (i) it contains a vertex of degree one (that vertex is not in any circle), or (ii) a vertex of degree at least 3 (consider three points from the interior of three edges exiting the vertex), or (iii) is a chain.
We characterize 3-sac and 2-cc graphs. The equivalence of (1) through (4) (1) G is 3-sac, (2) G is cyclically connected, (3) any three points of |G| lie on a circle or a θ-curve,
Proof. The equivalence of (2) ⇔ (4) follows from Menger's Theorem 2.2.2. For (2) ⇒ (3), pick three points x 0 , x 1 , x 2 ∈ G. Now for every each 2-element subset A i of {x 0 , x 1 , x 2 }, use the fact that G is cyclically connected to find a (finite) cycle C i ⊆ G containing the two points of A i . Then consider the finite connected subgraph H = i C i of G. By construction, any two points of H lie on a cycle, so H is cyclically connected. By the finite case, the three points x 0 , x 1 , x 2 of H lie on a circle or a θ-curve in H, and hence in also G.
The implication (3) ⇒ (1) follows from the finite case (see [4, Prop. 6] ), and to see (1) ⇒ (4), note that if a topological space has a cut-point, then it fails to be 3-sac, [4, Lemma 1] .
Finally, evidently 2-cc graphs are cyclically connected, while (3) ⇒ (5) since the circle and θ-curve are clearly 2-cc.
Thus cyclically connected graphs are (strongly) 3-ac, and this extends naturally to a characterization of 3-ac graphs.
Theorem 3.1.2. A (potentially infinite) graph G is 3-ac if and only if it is a chain graph of 2-connected links, or, equivalently, if and only if its block graph is connected and contains no vertex of degree at least 3.
Proof. To see that the conditions are necessary, consider the block-cutvertex decomposition of G and its associated block graph B(G), which is a (potentially infinite) tree by Lemma 2.2.1. To prove that G is a chain graph of 2-connected links, it suffices to show every vertex of B(G) has degree at most 2. It follows from Lemma 2.3.3 that no cut-vertex of G can have degree strictly bigger than 2 in T . And if there is a block B of G with contains at least three cut vertices c 0 , c 1 , c 2 , then picking three points x i each on the interior of edges e i ∈ G \ E(B) incident with c i easily shows that G cannot be 3-ac.
For the converse direction, suppose G is a chain graph of 2-connected graphs.
If all x 0 , x 1 , x 2 lie in the same link L 0 , we are done by Theorem 3.1.1, as L 0 is 2-connected. If x 0 , x 1 lie in same link, say L 0 , and x 2 lies in L n , then we may find
and by Theorem 3.1.1 otherwise), • arcs α i in L i with endpoints v i−1 and v i for 0 < i < n, and • an arc α n in L n with endpoints v n−1 and x 3 .
It is then clear that the concatenation of the α i is an arc though our three points x 0 , x 1 , x 2 . Finally, in the case where x 0 ∈ L 0 , x 1 ∈ L i for 0 < i < n and x 2 ∈ L n , the same approach extends straightforwardly.
Characterizing 4-ac graphs.
Let us say that a graph G is a basic 4-ac graph if G is (a subdivision of) a circle, a θ-curve, a cycle graph of two circles and an arc ('happy-face curve'), or if it is (a subdivision of) a cycle graph of alternating two circles and two arcs ('baguette curve'). See the following sketch for the latter two basic 4-ac graphs.
As any four edges of these graphs either lie on a common θ-curve, a figure-8-curve or a dumbbell, these graphs are indeed 4-ac. The purpose of our next theorem is to prove a 'converse' of this observation for cyclically connected 4-ac graphs.
Theorem 3.2.1. For a cyclically connected graph G, the following are equivalent:
(1) G is 4-ac, (2) no two vertices cut G into 4 or more components, and (3) any four edges of G are contained in a basic 4-ac subgraph of G.
Proof. The implication (1) ⇒ (2) is Lemma 2.3.3, and (3) ⇒ (1) is clear.
For (2) ⇒ (3), let G be a 4-ac cyclically connected graph such that no two point set cuts it into at least 4 components. Let x 0 , . . . , x 3 ∈ G. To show that G is 4-ac, we may assume, by Lemma 2.3.5, that all x i are interior points of edges. By Theorem 3.1.1, the three points x 0 , x 1 , x 2 lie on a common circle or a common θ-curve X. In the first case, Menger's Theorem 2.2.2-applied with the two endvertices of the edge containing x 3 against V (X)-shows that there are two disjoint x 3 − X arcs, and so there is a θ-curve contain {x 0 , . . . , x 3 } and we are done.
Otherwise, let us write a and b for the two degree-3-vertices of the θ-curve X, and e 0 , e 1 , e 2 for its three edges. Further, as x 0 , x 1 , x 2 do not lie on a common cycle, we may label the edges of X such that x i ∈ e i . Since G is cyclically connected, it follows from Menger's Theorem 2.2.2 as before that there is an arc α such that x 3 ∈ α and X ∩ α = {α(0), α(1)}. Up to symmetry, the following cases can occur:
In the first case, Y = X ∪ α is homeomorphic to a baguette curve. In the second case, Y is homeomorphic to a K 4 , where removing any edge not containing a point x i reduces it to a θ-curve. In the third case, Y is a happy-face-curve. Finally, in the last case, Y consists of the vertices a and b with four parallel edges e 0 , . . . , e 3 between them. Since by assumption, |G| \ {a, b} consists of at most three components, there is an arc δ in G \ {a, b} internally disjoint from Y with say δ(0) ∈ e 0 and δ(1) ∈ e 1 . One checks that any four points in Z = Y ∪ δ lie on either a θ-curve or on a happy-face-curve, which completes the proof.
Next, we extend our characterization of 4-ac graphs to graphs which are no longer necessarily cyclically connected. For this, the following lemma gives us additional control over arcs in our four basic 4-ac graphs.
Lemma 3.2.2. Let G be one of our basic 4-ac graphs. If w is a point in the interior of an edge of G, then for any three further points in G, there exists an arc in G that contains those three points and has w as an endpoint.
Proof. If G is either a circle or a θ curve, then it is easy to see that the assertion of the lemma holds.
So let G be the happy-face curve with cycles C 1 , C 2 , degree-4 vertex a ∈ C 1 ∩ C 2 , degree-3-vertices b ∈ C 1 \ C 2 and c ∈ C 2 \ C 1 and edges {e 0 , e 1 } = E(C 1 ), {e 2 , e 3 } = E(C 2 ) and e 4 = bc. Pick points w, x 0 , x 1 , x 2 ∈ G. Since removing one of e 0 , . . . , e 3 reduces G to a θ-curve, we only have to consider the case when one of w, x 0 , x 1 , x 2 belongs to the interior of each e i for 0 ≤ i ≤ 3. But now, since G \ e 4 is a figure-8-curve, the assertion of the lemma is clear.
Finally, assume G is the baguette curve with cycles C 1 , C 2 , degree-3 vertices a, b ∈ C 1 and c, d ∈ C 2 and edges {e 0 , e 1 } = E(C 1 ), {e 2 , e 3 } = E(C 2 ) and e 4 = ac, e 5 = bd between C 1 and C 2 . Pick points w, x 0 , x 1 , x 2 ∈ G. Since removing one of e 0 , . . . , e 3 reduces G to a θ-curve, we only have to consider the case when one of w, x 0 , x 1 , x 2 belongs to the interior of each e i for 0 ≤ i ≤ 3. But now, since G \ e 5 is a dumbbell with w lying on one of its cycles, the assertion of the lemma is again clear. 
all interior links are edges,
Proof. Suppose G is a 4-ac graph. Then G is 3-ac, and so a chain graph of 2-connected links by Theorem 3.1.2. Item (1) is now clear. For (2) , suppose for a contradiction, there is a chain graph G of 2-connected links with decomposition {L n : n ∈ J} for J ⊆ Z with |J| ≥ 3 that is 4-ac but one of the interior links, say L 0 , is not an arc. Consider the subgraph
Observe that any arc containing x 0 and x 3 and any two further points in L 0 must (without loss of generality) start at x 0 and end at x 3 . So it suffices to show that we can choose x 1 , x 2 in L 0 \ {u, v} so that there is no arc in L 0 starting at u, ending at v and containing both x 1 and x 2 . Consider u in L 0 . By 2-connectedness of L 0 and the fact that L 0 is not an arc, we must have deg L0 (u) ≥ 2. Pick x 1 and x 2 from the interior of distinct edges of L 0 incident with u. Now it is clear that no arc in L 0 starting at u and containing x 1 and x 2 , can end at v, a contradiction.
For (3), suppose there are links L 0 and L 1 with L 0 ∩ L 1 = {v} and deg L0 (v) ≥ 3. Then picking three vertices on the interior of different edges incident with v in L 0 , and picking a fourth vertex on the interior of an edge incident with v in L 1 shows that G is not 4-ac, a contradiction.
For the converse, assume that G is a chain graph satisfying properties (1)- (3). We may suppose that G contains a non-trivial link L not isomorphic to K 2 . If the block graph of G is infinite, it follows from (2) that G is isomorphic to L with a one-way infinite ray R attached to a vertex v of L. But then it is clear that it suffices to show that L with a single extra edge attached at v is 4-ac. Thus we may assume, by (1) 
3.3. Characterizing 5-ac graphs. Our first theorem reduces the problem of characterizing all 5-ac graphs to the cyclically connected case. See the following diagram for sketches of the lollipop graph, the dumbbell graph, and the figure-of-eight graph.
Proof. It is straightforward to check that each of the listed graphs is indeed 5-ac. So suppose G is a non-cyclically connected but 5-ac graph. By Theorem 3.
Thus, we may concentrate on cyclically connected graphs. Here, we have the following characterization. 
Note that the combinatorial condition (2) is equivalent to the topological statement (2 ′ ) 'no 3 points of |G| cut |G| into 5 or more components', and this is what we use below. (To see this equivalence, observe that (2 ′ ) is automatically stronger than (2), and for the converse, replace any point of |G| in the interior of an edge with one of the vertices at the ends of the edge.) We also remark that the three graphs sketched below witness that even given (1), conditions (2)-(4) are mutually independent. A K − 5 , i.e. a K 5 with one of the edges removed, violates (2) but satisfies (3) and (4) . Similarly, the second graph is a non-5-ac graph which fails (3) (as the diagram shows, it is a cycle graph of the type excluded by (3)) but satisfies (2) and (4). Finally, the third graph below satisfies (2) and (3) but not condition (4). (To see that (4) is violated, consider the decomposition as shown in the diagram, where the restriction imposed by (4) on degrees fails.)
We split the proof of Theorem 3.3.2 into two parts. First, in Proposition 3.3.3, we will show that the four conditions listed in the characterization are necessary (replacing (2) 
Pick points x 0 , x 1 on the interior of the distinct edges in L 0 incident with v, points x 2 , x 3 on the interior of the distinct edges in L 1 incident with v, and x 4 on the interior of some edge in L 2 . We claim that these five points witness that G cannot be 5-ac. To see this, observe first that Lemma 2.3.1 implies that any potential arc α : [0, 1] → G containing x 0 , . . . , x 4 has to start and end inside [v,
In particular, x 4 lies on the interior of α, and so also v 1 and v 2 lie on the interior of α. Without loss of generality, let 0 < t 1 < t 2 < 1 be the points where α(t i ) = v 1 for i = 1, 2. Now following the arc α ↾ [0, t 1 ] backwards in time, we will first encounter say x 0 at time 0 ≤ s 0 < t 1 . Similarly, following the arc α ↾ [t 2 , 1] forwards in time, we will first encounter say x 2 at time t 2 < s 2 ≤ 1. Now, however, the points x 0 , . . . , For (4), the argument is somewhat similar to the previous case. Pick points x 0 , x 1 on the interior of the edges incident with v in L 0 and L 1 respectively, points x 2 , x 3 on the interior of the distinct edges in L 2 incident with v, and x 4 on the interior of some edge e = ab in L 2 incident with a (where, without loss of generality, we assume that b = v). We claim that these five points witness that G cannot be 5-ac. To see this, observe first that Lemma 2.3.1 implies that any potential arc α : [0, 1] → G containing x 0 , . . . , x 4 has to start and end inside [v,
In particular, x 4 lies on the interior of α, and so also a and b lie on the interior of α, too. Without loss of generality, let 0 < t 1 < t 2 < 1 be the points where α(t i ) = v 1 for i = 1, 2. Now following the arc α ↾ [0, t 1 ] backwards in time, if α continues in L 0 or in L 1 , we can argue similar to the previous case. If, however, α stays in L 2 , then without loss of generality there are s 2 , s 3 with 0 < s 2 < t 1 < t 2 < s 3 < 1 with α(s 2 ) = x 2 and α(s 3 ) = x 3 , and again we can argue that v is a 4-cut point of Y = G \ α ↾ (s 0 , s 2 ) with all x i contained in different components of Y − v, and we get a contradiction as before. 
Proof. Consider x 0 , . . . , x 4 ∈ |G|. By Lemma 2.3.5, to show that G is 5-ac, it suffices to consider points x i which lie on the interior of edges of G. Applying Lemma 2.3.4 and Theorem 3.2.1, we see that condition (2) implies in particular that x 0 , . . . , x 3 lie on a basic 4-ac space X, i.e. either on a cycle, a θ-curve, a baguette-or a happy-face-curve. Using 2-connectedness, we may connect x 4 to X via to internally disjoint paths α 1 , α 2 , i.e. paths with α i (0) = x 4 , α i (1) ∈ X, and α ↾ [0, 1) ∩ X = ∅. If X was a cycle, then all five points lie on a θ-curve, so in particular they lie on a common arc, and we are done. Thus, only the three cases remain where X is a θ-curve, a baguette-curve, or a happy-face-curve. We now analyze each case separately.
Case 1. X a θ-curve. Write a and b for the two degree-3-vertices of the θ-curve, and e 0 , e 1 , e 2 for the three edges of the θ-curve. As we may suppose that no 4 vertices of {x 0 , . . . , x 4 } lie on a cycle, we may label the edges of our θ-curve such that x 0 ∈ e 0 , x 1 ∈ e 1 and x 2 , x 3 ∈ e 2 . Since vertices in G have degree at most 4, the following cases for how that arcs α 1 and α 2 connect up to X can occur:
(i) α 1 (1) = a and α 2 (1) = b, (ii) α 1 (1) = a and α 2 (1) ∈ e i , or (iii) both α 1 and α 2 hit X on interior points of edges. In (iii), either α 1 (1) and α 2 (1) lie on the same edge e i ⊆ X, in which case Y = X ∪ α 1 ∪ α 2 is a baguette-curve containing {x 0 , . . . , x 4 }, or, by symmetry, we may assume that α 1 (1) ∈ (a, x 0 ) ⊆ e 0 and α 2 (1) ∈ e 1 ∪ e 2 , in which case Y = (X \ (a, α 1 (1))) ∪ α 1 ∪ α 2 is a θ-curve containing {x 0 , . . . , x 4 }. In both cases, our five points x 0 , . . . , x 5 lie on a 5-ac subspace, and we are done.
Next, we claim that-similar to the proof of Theorem 3.2.1-case (i) reduces to case (ii). Indeed, suppose that α 1 (1) = a and α 2 (1) = b. Then Y = X ∪ α 1 ∪ α 2 is a graph with vertices a and b and four parallel edges e 0 , . . . , e 3 with x 0 ∈ e 0 , x 1 ∈ e 1 , x 2 , x 3 ∈ e 2 and x 4 ∈ e 3 . By assumption (2) and Lemma 2.3.4, the points a and b do not cut G into 4 or more components, and hence there is an arc δ in G between two different edges of Y . By symmetry, we may assume that δ(0) ∈ (a, x 0 ) ⊆ e 0 . But then Y \ (a, δ(0)) is homeomorphic to a θ-curve X ′ = {a, b} ∪ e 1 ∪ e 2 ∪ e 3 with the point x 0 joined to X ′ via two arcs attaching to δ(1) and b, i.e. the configuration of subcase (ii).
Thus, it remains to work through case (ii). By symmetry, the following possibilities can occur:
In the first and third case, Y \ (a, α 2 (1)) is a θ-curve containing {x 0 , . . . , x 4 }, and in the second and fourth case, Y \ (α 2 (1), b) is a figure-8-curve containing {x 0 , . . . , x 4 }. Thus, in the first four cases, our five points x 0 , . . . , x 5 lie on a common ω-ac subspace, and we are done. In the fifth case, we see that Y is a happy-face curve, i.e. a cycle graph consisting of two cycles and an arc with a point x i on every single edge. For convenience, let us relabel all edges and points of Y as in the picture. By condition 2, the three points a, b, t do not disconnect G into 5 or more components, and therefore there is an arc δ internally disjoint from Y connecting some pair of edges e i and e j for i = j. Again we differentiate several subcases (up to symmetry) depending on the attaching points of δ.
Note in case (a), for example, we additionally know that (a, x 1 ) ⊆ e 1 and (a, x 2 ) ⊆ e 2 ), and similarly for all the cases. Write Z = Y ∪ δ. Now in (b) and (c), {x 0 , . . . , (1))) is a figure-8-curve containing {x 0 , . . . , x 4 }. In (e), Z \ ((δ(0), t) ∪ (δ(1), t)) is a figure-8-curve containing {x 0 , . . . , x 4 }. In (g), {x 0 , . . . , x 4 } lie on the common figure-8-curve Z \ ((a, δ(0)) ∪ (δ (1), b) ). In (h), {x 0 , . . . , x 4 } lie on the common θ-curve Z \ ((δ(0), t) ∪ (a, δ(1))). And in (i), Z \ ((δ(0), t) ∪ (δ (1), b) ) is a dumbbell containing {x 0 , . . . , x 4 }.
Thus, it remains to check cases (a) and (f). Note first these cases are isomorphic (after relabeling a := δ(1) in (f), and so forth). So without loss of generality, we may assume we are in case (a). Note that by assumption 3, there must exist some additional arcs connecting different parts of the subgraph. Let us work in the (connected) space G ′ = |G| \ {t}. First, assume there is no cut-vertex separating A = e 1 ∪ {a} ∪ e 2 from B = e 3 ∪ {b} ∪ e 4 in G ′ (in particular, we assume b is not such a cut-vertex). Then by Menger, there exists an A − B walk β in G − t which is alternating with respect to e 5 such that a, b / ∈ β. Claim 1: If β ∩ (x 5 , b) = ∅, then we are done. To see the claim, let t ∈ (0, 1) be minimal such that β(t) ∈ e 5 . Since we have excluded (h) and (i) above, we may assume that β(0) ∈ (a, x 2 ) ⊆ e 2 . Next, let t ′ ∈ (0, 1) be minimal such that x = β(t ′ ) ∈ (x 5 , b), and consider the arc
. Then β ′ is an A−x walk disjoint from B and alternating with respect to [a, x] ⊆ e 5 such that x 5 / ∈ β ′ (this follows from the definition of 'alternating'), and so we find two independent A − x-paths γ 1 and γ 2 in the symmetric difference of β ′ and [a, x] with starting vertices a and β(0) respectively such that x 5 ∈ γ i for precisely one i, see Lemma 2. ∈ β. Therefore, by taking the symmetric sum of e 5 and β, we obtain two disjoint A − x-paths γ 1 and γ 2 with starting vertices a and β(0) respectively such that x ∈ γ i for precisely one i (if we choose the walk β according to the moreoverpart of Lemma 2.2.4). Next, since we have excluded cases (c), (d) and (e) above, we may assume that β ∩ (a, x 5 ) = ∅, and since we have excluded cases (h) and (i) above, we may further assume that β(0) ∈ (a, x 2 ) ⊆ e 2 . Thus, up to symmetry, the following four arrangements can occur:
In the first case, figure-8 -curve containing {x 0 , . . . , x 4 }. And in the last case, the subgraph
This completes the case checks for when there was no cut-vertex between A and B in G ′ . So now, we may assume that some vertex v ∈ e 5 ∪ {b} is a cut-vertex of G ′ . Without loss of generality, v is chosen as close to a on e 5 as possible. , then then we are also done. This case follows as in Claim 1 (using the fact that v was chosen left-most).
Claim 5: Can deal with the case v = b. Again, since v was chosen left-most, our paths β and e 5 witness that b has degree 2 in L 2 := G \ (e 3 ∪ e 4 ). Now at this point, {t, b, w} would give rise to a decomposition of G into L 0 = e 3 , L 1 = e 4 , and L 2 = G \ (e 3 ∪ e 4 ), contradicting condition (4). Therefore, since v = b was assumed to be a cut-vertex, we are forced to conclude there there must be an additional arc δ ′ between e 3 and e 4 . As we have excluded (b) and (c) above, we may assume that δ ′ (0) ∈ (b, x 3 ) ⊆ e 3 and δ ′ (1) ∈ (b, x 4 ) ⊆ e 4 . Finally, since we have dealt with Claim 1 already, we may assume that x 5 / ∈ β. Taking the symmetric difference of β and e 5 gives us two disjoint A − b paths γ 1 and γ 2 such that x ∈ γ i for precisely one i (again assuming that we choose the walk β according to the moreover part of Lemma 2.2.4), with say γ 1 (0) = a and figure-8-curve containing {x 0 , . . . , x 4 }, and we are done.
Case 2. X a baguette-curve. This case is fairly easy in comparison. If X is a baguette curve with cycles C 1 , C 2 , degree-3-vertices a, b ∈ C 1 and c, d ∈ C 2 and edges {e 0 , e 1 } = E(C 1 ), {e 2 , e 3 } = E(C 2 ) and e 4 = ac, e 5 = bd between C 1 and C 2 , we may assume that x i ∈ e i for 0 ≤ i ≤ 3, as otherwise we are back in the θ-curve case. Now consider where the arcs α 1 and α 2 attaching x 4 hit X. Note first that if say α i (1) ∈ C i , then {x 0 , . . . , x 4 } lie on a common dumbbell, and we are done. Thus, up to symmetry, the following cases remain:
In case (a), we may assume by symmetry that α 1 (1) ∈ (c, x 3 
Thus, using the condition that no two vertices split |G| into 4 different components (by condition (2) and Lemma 2.3.4), we know that there must be a further arc δ internally disjoint from Y and connecting different components of |Y | \ {a, b}. Up to symmetry (as there is no structural difference between e 2 , e 3 and e 6 ), we may assume that δ(0) ∈ (x 2 , d) ⊆ e 2 . Then for the other endpoint of δ, the following cases can occur:
In all cases, it is straightforward to see to verify that our five points x 0 , . . . , x 4 lie on a common dumbbell. This completes the proof of Case 2.
Case 3. X a happy-face-curve. Again, this case is fairly easy in comparison. If X is a happy face curve with cycles C 1 , C 2 , degree-4 vertex a ∈ C 1 ∩ C 2 , degree-3-vertices b ∈ C 1 \ C 2 and c ∈ C 2 \ C 1 and edges {e 0 , e 1 } = E(C 1 ), {e 2 , e 3 } = E(C 2 ) and e 4 = bc, we may assume that x i ∈ e i for 0 ≤ i ≤ 3, as otherwise we are back in the θ-curve case. Now consider where the arcs α 1 and α 2 attaching x 4 hit X. Note that the α i cannot hit on any x j (as they were chosen to lie on the interior of edges of G), nor on the center vertex a, by condition (1).
If α 1 and α 2 hit the same segment of C i \ {a, x j , x k }, then ignoring the edge e 4 , we see that all our 5 points lie on a figure-8-curve.
Next, if α 1 hits C 1 say, and α 2 doesn't, then it's easy to see that we are back in the discussion as in Case 1, where all our five points lie on the different edges of a happy face curve, so we are done, as we have solved this arrangement already.
Lastly, we assume that α 1 and α 2 hit different segments of say C 1 \ {a, x 0 , x 1 }. Let us view C 1 as a cycle aex 0 f x 1 ga with vertices a, x 0 , x 1 and three edges. After removing the edge e 5 , we see that up to symmetry, the following three cases can occur: (i) α 1 (1) ∈ e and α 2 (1) ∈ f , (ii) α 1 (1) ∈ e and α 2 (1) ∈ g, or (iii) α 1 (1) ∈ f and α 2 (1) ∈ g. In all three cases, we see that X \ (e 5 ∪ (a, α 1 (1))) is a dumbbell containing our five points x 0 , . . . , x 4 . This completes the proof.
3.4. Characterizing 6-ac graphs. Our characterization of 6-ac graphs, the main result of this section, is as follows.
Theorem 3.4.1. A graph G is 6-ac if and only if either G is one of the nine 7-ac graphs of Theorem 3.5.1 or, after suppressing all degree-2-vertices, the graph G is 3-regular, 3-connected, and removing any 6 edges does not disconnect G into 4 or more components.
1
Note that the last condition in particular implies that G must be triangle-free. However, the stronger condition we chose is necessary for the characterization, as demonstrated by the following 3-regular 3-connected, triangle-free graphs, which both fail to be 6-ac (in both cases consider the six points labeled ).
We split the proof of Theorem 3.4.1 into two parts. First, in Proposition 3.4.2, we will show that the three conditions mentioned in the characterization are necessary. In Proposition 3.4.5 further below, we will then show the converse direction. Proposition 3.4.2. Let G be a 6-ac graph which different from the nine 7-ac graphs. Then G is 3-regular, 3-connected, and removing any 6 edges does not disconnect G into 4 or more components.
Proof. Let G be a 6-ac graph which different from the nine 7-ac graphs.
To see that G is 3-regular, note that G contains no vertices of degree 1, since Theorem 3.3.1 implies that G is cyclically connected. We suppress vertices of degree 2. Suppose for a contradiction that v is a vertex of G of degree ≥ 4. Since G is cyclically connected, it follows that G must have another branch point. Then one of the edges incident with v have a branch point as its other endpoint, say u. Let this edge be e. Pick arcs α 1 , α 2 , α 3 interior-disjoint from each other and e with {v} = α i ∩ α j , such that for each i, α i \ {v} contains no branch points of G. Also pick arcs β 1 , β 2 interior-disjoint from the α i , each other and e, β 1 ∩ β 2 = {u} and β i \ {u} contain no branch points of G. Pick one point from the interior of each of α i , β j and e. Then, by Lemma 2.3.1, there is no arc going through these points.
To see that G is 3-connected, it suffices to show, since G is 3-regular, that it is 3-edge connected, i.e. that there is no partition V (G) = A∪B with |E(A, B)| ≤ 2. Note that cyclical connectedness implies that |E(A, B)| ≥ 2. So suppose for a contradiction that there is a 2-edge cut E(A, B) = {e 1 , e 2 }. Let e i = a i b i with a i ∈ A and b i ∈ B. Note that since G is cyclically connected and 3-regular, all four endpoints of e 1 and e 2 are distinct. In particular, a 1 is incident with two further 1 Equivalently, if G is 3-regular, 3-connected and not an inflated K 4 : there is no partition of V (G) into four non-empty subsets V 1 , . . . , V 4 such that each G i = G[V i ] is connected and there is precisely one G i − G j edge in G for every pair i = j. edges e 3 , e 4 which both have all their endpoints in A, and b 2 is with two further edges e 5 , e 6 which both have all their endpoints in B. Pick six points x i ∈ e i . Since any arc α picking up x 1 and x 2 has to have, without loss of generality, both its endpoints on the A-side of G \ {x 1 , x 2 } by Lemma 2.3.2, it follows that it cannot pick up x 5 and x 6 without violating Lemma 2.3.1.
Finally, suppose deleting edges e 1 , . . . , e 6 from G leaves components C 1 , . . . , C k . We claim that k ≤ 3. First, observe that every edge e i is incident with at most 2 different components, and by 3-connectedness, every component C i is incident with at least 3 distinct edges. By double counting, it follows k ≤ 4.
So assume that k = 4. Then every component must be incident with precisely 3 of the 6 edges. We claim that the four components and the 6 edges are arranged like a K 4 . For this, it suffices to show that for any two components there is only one edge incident with both components. If there were two components that share three incident edges, then G would be disconnected, a contradiction. And if there are two components that share two incident edges, then the other two components must also share two further incident edges, from which we conclude that the remaining two edges form a disconnection of the G, contradicting once again 3-connectedness.
Thus, the 4 components together with the 6 edges are arranged like a K 4 . But then it follows from Lemma 2.3.2 that if we choose an interior point x i on each of the six edges e i for 1 ≤ i ≤ 6, there is no arc α in the graph picking up these 6 points. Indeed, suppose that the arc α starts at x 1 , traverse x 2 up to x 5 in the given order and ends and x 6 . Write v for the first vertex on α and assume v ∈ V (C 1 ).
If e 6 is not incident with C 1 , consider the cut
] denote the subarcs of α from x 1 to x j and from x j to x 6 respectively. By Lemma 2.3.2, it follows that [x j , w] with w ∈ C j ⊆ β is the final segment of β. Pick y ∈ (x j , w). Then {x 1 , x i , y} is a separation of G separating x j from x 6 , contradicting the fact that γ is an arc in G \ {x 1 , x i , y} between these very two points. Finally, if e 6 is also incident with C 1 , then say C 2 is incident with edges e i , e j , e ℓ with 1 < i < j < ℓ < 6. Considering the arcs β :
, 1], we may arrive at a similar contradiction as before.
Before we start proving the converse, we need the following two lemmas. Note also that the properties 3-connected and 3-regular imply that our graph is simple, i.e. (even after suppressing all degree-2-vertices) it contains no loops or parallel edges. Proof. Let G be a 3-regular, 3-connected graph. It is easy to check that 3-regularity and 2-connectedness imply that any 4 points x 1 , . . . , x 4 of |G| lie on a circle, a theta curve, or a baguette curve.
In the first two cases, we are done, so it remains to show that if our four vertices lie on a baguette curve, they also lie on a θ-curve. Let C 1 and C 2 be the two cycles of the baguette curve. Note that we may assume that x 1 , x 2 lie on C 1 and x 3 , x 4 on C 2 . Now by Menger's theorem (using 3-connectedness of G and the fact that |V (C i )| ≥ 3), there are 3 vertex disjoint paths α 1 , α 2 , α 3 from C 1 to C 2 , each meeting C 1 ∪ C 2 only in their endpoints. Note that C 1 \ {x 1 , x 2 } consists of two segments, so one of these segments meets both say α 1 and α 2 . But then the cycle C 2 together with α 1 , then walking around C 1 picking up x 1 and x 2 , and then following back along α 2 gives us a θ-curve containing the four points x 1 , . . . , x 4 . Lemma 3.4.4. Any five points of a 3-regular, 3-connected graph lie on a circle or a θ-curve.
Proof. Let G be a 3-regular, 3-connected graph and consider five points x 1 , . . . , x 5 of |G|. If any four of them lie on a circle, then we are done.
Thus, by the previous lemma, we may assume that x 1 , . . . , x 4 lie on a θ-curve with edges e 1 , e 2 , e 3 and vertices a and b. By symmetry, we may assume that x 1 , x 2 ∈ e 1 , x 3 ∈ e 2 and x 4 ∈ e 3 . Connect the last point x 5 to the θ-curve via two new independent arcs α 1 and α 2 . Since G is 3-regular, the two arc α 1 and α 2 cannot hit the θ-curve in a or b. If the two arcs connect to different edges of the θ-curve, then in particular either e 2 or e 3 is hit, and by deleting a suitable part of e 2 or e 3 not containing x 3 or x 4 we have found a θ-curve containing x 1 , . . . , x 5 . Thus, we may assume that the two arcs hit the same edge e i , and then we have found a baguette curve of G containing all five points x 1 , . . . , x 5 . We will show that in this case, they also lie on a θ-curve.
Let C 1 and C 2 be the two cycles of the baguette curve. Up to symmetry, the following cases can occur:
In case (1), if two vertices lie outside of C 1 ∪ C 2 , then it's easy to find a circle inside the baguette curve containing four of the vertices. In case (2), we may again find a circle inside the baguette curve picking up x 4 , x 5 and two of the remaining three vertices on C 1 .
In case (3) we follow a strategy similar to the previous lemma. By Menger and 3-connectedness, there are 3 vertex disjoint paths α 1 , α 2 , α 3 from C 1 to C 2 , each meeting C 1 ∪ C 2 only in their endpoints. Note that C 1 \ {x 1 , x 2 } has two components, so one of these segments meets say α 1 and α 2 . But then we can follow α 1 , then walking around C 1 picking up x 1 and x 2 , and then following α 2 and then walk around C 2 back to the endpoint of α 1 in the correct direction so as to pick up two out of the three vertices on C 2 . So we have found four points on a circle.
In case (4), let us denote by β the C 1 − C 2 -edge of our baguette curve containing x 5 . As before, by Menger and 3-connectedness, there are three vertex disjoint C 1 − C 2 paths α 1 , α 2 and α 3 .
Subcase (4a). If it is possible to choose arcs α 1 , α 2 , α 3 such that one of them contains x 5 , then we do so. Assume that α 1 contains x 5 . If a second path say α 2 hits C 1 \ {x 1 , x 2 } in the same segment as α 1 , then first using α 1 , then picking up x 1 , x 2 on C 1 , then using α 2 , and then returning to α 1 on C 2 picking up at least one more point say x 4 gives a circle containing four of our points, and we are done. Otherwise, by symmetry and pigeon hole principle, we may assume that α 2 and α 3 both hit C 1 \ {x 1 , x 2 } as well as C 2 \ {x 3 , x 4 } in the same segments, and so it is easy finding a circle containing x 1 , . . . , x 4 and we are again done.
Subcase (4b). No path system between C 1 and C 2 contains x 5 . By construction (and the fact that we have excluded subcase 3a) there is a subarc β ′ ⊆ β such that x 5 ∈ β ′ and say β ′ (0) ∈ α 1 , β ′ (1) ∈ α 2 and which is otherwise disjoint from
. Now if say α 2 hits C 1 \ {x 1 , x 2 } in the same segment as α 3 , then by following α 3 , picking up x 1 , x 2 on C 1 , then following along α 2 until we can turn into β ′ to pick up x 5 , and then following α 1 into C 2 , and back to the beginning of α 3 picking up one more point say x 4 on C 2 , we have found a circle containing four of our points, and are done. Otherwise, by symmetry and pigeon hole principle, we may assume that α 1 and α 2 both hit C 1 \ {x 1 , x 2 } as well as C 2 \ {x 3 , x 4 } in the same segments, and so it is easy finding a circle containing x 1 , . . . , x 4 and we are again done.
We are now ready to prove the converse direction of our main characterization theorem.
Proposition 3.4.5. Let G be a simple 3-regular, 3-connected graph such that removing any 6 edges does not disconnect G into 4 or more components. Then G is 6-ac.
Proof. Pick six points x 1 , . . . , x 6 from G which we may assume, by Lemma 2.3.5, to be interior points of edges. By Lemma 3.4.4, there is a θ-curve Θ containing the first five points x 1 , . . . , x 5 . Write e, f, g for the edges of Θ and a, b, for the vertices of Θ. We may assume that every edge of e, f, g is incident with a point x i , and so up to symmetry there are two cases to consider, namely (A) x 1 < x 2 < x 3 ∈ e (ordered from a to b), x 4 ∈ f and x 5 ∈ g, or (B) x 1 , x 2 ∈ e, x 3 , x 4 ∈ f and x 5 ∈ g. We may assume that x 6 / ∈ Θ. Pick two independent x 6 − Θ arcs α 1 and α 2 . By 3-regularity, the arcs cannot hit Θ in a or b.
In case (A), if one of the arcs hits Θ on a segment of Θ \ {x 1 , . . . , x 5 } incident with a or b, then it's easy to see that all 6 points lie on a theta curve or on a dumbbell. Similarly, if the two arcs hit the same segment of Θ \ {a, b, x 1 , . . . , x 5 } then all 6 points lie on a theta curve. Hence, it remains to investigate the case where α 1 hits on the segment (x 1 , x 2 ) ⊆ e and α 2 hits on the segment (x 2 , x 3 ) ⊆ e. In this situation, we have a baguette curve consisting of two cycles C 1 and C 2 and disjoint C 1 − C 2 arcs β 1 and β 2 with x 1 , x 2 ∈ C 1 , x 3 , x 4 ∈ C 2 , x 5 ∈ β 1 and x 6 ∈ β 2 (i.e. one point x i on every edge of the baguette curve).
By 3-connectedness, and the fact that |V (C i )| ≥ 3, there exists a C 1 − C 2 path β 3 which is alternating with respect to β 1 and β 2 . Indeed, by Lemma 2.2.4 and the fact that in a 3-regular graph, every alternating walk is automatically a path, we may choose an alternating path β 3 such that the symmetric difference β 1 △β 2 △β 3 yields 3 disjoint C 1 − C 2 paths γ 1 , γ 2 and γ 3 traversing the shared edges with β 3 in the same order as β 3 . Three subcases arise.
(1) If there exists a C 1 − C 2 path containing x 5 and x 6 , then our 6 points lie on a dumbbell. So may assume that β 3 does not contain both x 5 and x 6 . (2) If β 3 contains none of x 5 and x 6 , then γ i covers both x 5 and x 6 , so either, a single γ i contains both x 5 and x 6 and we are back in (1), or we have say x 5 ∈ γ 1 and x 6 ∈ γ 2 , and the following subcases arise.
• If γ 1 , γ 2 hit the same segment of C 1 \ {x 1 , x 2 }, then find a cycle picking up 5 of our 6 points, and we are done, and similarly, if γ 1 , γ 2 hit the same segment of C 2 \ {x 3 , x 4 }.
• Otherwise, note that the unique segment δ i on C i \ γ 3 between the endpoints of α 1 and α 2 contains precisely one point x j . Thus, α 1 ∪ α 2 ∪ δ 1 ∪ δ 2 is a circle containing 4 of our points, and it is then easy to see that using α 3 and suitable segments of C i \ δ i , we can find a θ-curve containing all 6 of our points. (3) In the final subcase, we may assume that β 3 covers x 5 but not x 6 . Then x 6 ∈ γ 1 say, and note that by construction of the symmetric difference, there is an arc δ ∋ x 5 which is internally disjoint from C 1 ∪ C 2 ∪ γ i and has its endpoints at interior vertices of some γ i and γ j . Note that it follows from Lemma 2.2.4(2) that i = j. If i = 1 and j = 1 then we are back in case (1) . And if say i = 2 and j = 3, then γ 1 and say γ 2 hit the same segment of C 1 \ {x 1 , x 2 }, and so by starting with γ 1 , picking up x 1 , x 2 on C 1 , following γ 2 , switching to δ, then following γ 3 to C 2 , and move on C 2 back to γ 1 picking up at least one more vertex of x 3 and x 4 , we have found a cycle containing 5 of our points, so we are again done. This completes the argument for case (A).
In case (B), we may use the same arguments as at the beginning of (A) to see that the only critical case is where α 1 hits on the segment (x 1 , x 2 ) ⊆ e and α 2 hits on the segment (x 3 , x 4 ) ⊆ f . Then x 1 , . . . , x 6 lie on the 6 edges of a K 4 , where we label points and edges as in the figure. Now consider |G| \ {x 1 , . . . , x 6 }. By the thirdlisted assumption on G, this space has at most 3 components, and hence there must exist an arc δ internally disjoint from K 4 between two vertices v, w of G with say v ∈ (a, By inspection, one checks that in cases (b)-(e) there is an arc contained in K 4 ∪ δ which contains all our 6 points. Thus, it remains to deal with case (a).
Let β 1 , β 2 be the two disjoint {v} − {a, d} paths in K 4 . Since G is 3-connected, it follows from Corollary 2.2.5 that there is a further v − {a, d} path β 3 which is alternating with respect to {β 1 , β 2 } (where again we use that any alternating walk must be a path by 3-regularity). Note that by 3-regularity, if h denotes the third edge incident with v, then β 3 and δ agree on h. Starting from v, let z be the first vertex on β 3 which lies one K 4 \ e 6 , and let y be the vertex before z on β 3 . Note that we may assume that (1) either y ∈ (x 6 , d) ⊆ e 6 and z ∈ (x 2 , d) ∪ (d, x 3 ), or (2) y ∈ (a, x 6 ) ⊆ e 6 and z ∈ (x 5 , a) ∪ (a, x 4 ), as otherwise the arc β 3 between y and z witnesses (up to symmetry) that we are in one of the cases (b) -(f). Now by the fact that β 3 has been chosen according to Corollary 2.2.5, taking the symmetric difference of {β 1 , β 2 , β 3 } yields three internally disjoint {v} − {a, d, z} paths γ 1 , γ 2 , γ 3 .
Claim: In case (1), there are two independent {x 6 } − {d, z} paths internally disjoint from K 4 − e 6 . This follows from Menger's Theorem 2.2.2 once we show that inside the subgraph β 1 ∪ β 2 ∪ β 3 no single point separates x 6 from the set {z, d}. So suppose for a contradiction that there is such a separating point s. Since β 2 is a x 6 − d path, we must have s ∈ (x 6 , d). But also walking from x 6 along the edge e 3 to v and then along β 3 to z is a x 6 − z path, it follows that s ∈ (x 6 , d) ∩ β 3 , and so s / ∈ γ 1 ∪ γ 2 ∪ γ 3 . But then going from x 6 to v on e 3 , and then taking a suitable γ i to {d, z} shows that s cannot have been a separator.
Claim: In case (2), there are two independent {x 6 } − {a, z} paths internally disjoint from K 4 − e 6 . Once again this will follow from Menger's Theorem 2.2.2 once we show that inside the subgraph β 1 ∪ β 2 ∪ β 3 no single point separates x 6 from the set {z, a}. So suppose for a contradiction that there is such a separating point s. Again, we must have s ∈ (a, x 6 ). But also walking from x 6 along the edge e 3 to w and then along δ − h and β 3 − h to z is a x 6 − z path, it follows that s ∈ (a, x 6 ) ∩ (β 3 − h). In particular, we have s = v and s / ∈ γ 1 ∪ γ 2 ∪ γ 3 . So either s ∈ (a, v) or s ∈ (v, x 6 ). In the first case, we can walk from x 6 to v on e 6 , and then take a suitable γ i to reach {a, z}. In the second case, we can walk from x 6 to w on e 6 , then to v on δ, and then take a suitable γ i to {a, z}.
Thus, it follows that by substituting that segment [a, z] or [d, z] of K 4 \ e 6 with those two disjoint paths, we see that all of our 6 points lie on a θ-curve.
Some examples of small 6-ac graphs. By checking against a list of simple, 3-regular graphs of small order 2 , we see that the only graph on 6 vertices satisfying our characterization is K 3,3 , and that the only two graphs on 8 vertices satisfying our assumption are K 3,3 with an extra edge connecting the midpoints of two, non-adjacent edges of K 3,3 (the so-called Wagner graph), and the 3-dimensional hypercube.
3.5. Characterizing 7-ac and ω-ac Graphs.
Theorem 3.5.1. Let G be a non-degenerate graph. Then the following are equivalent:
(a) G is 7-ac, (b) G is ω-ac, and (c)
• G is homeomorphic to one of the 6 finite graphs which are 7-ac, or • G is homeomorphic to one of the finite 7-ac graphs minus possibly some endpoints.
Proof. Since the graphs mentioned in part (c) are all ω-ac, it suffices to show (a) implies (c). So suppose G is 7-ac. The proof of Theorem 2.12 of [5] shows that G can have at most two vertices of degree 3 or higher. If all vertices have degree two, then G is either homeomorphic to (0, 1) or S 1 . If all vertices have degree no more than 2, but not all are degree 2, then G is either homeomorphic to [0, 1] or [0, 1). Otherwise, extending from the (at most two) vertices of degree at least 3, there will be a finite family of: (finite) cycles, closed intervals (i.e. finite paths) or half-open intervals (i.e. one-way infinite paths). The half-open intervals give rise to the objects mentioned in the second bullet point.
