A novel two-station single-processing tandem queueing system with task splitting, feedback, and blocking is considered. Two cases are analyzed: (1) a finite buffer at each station, and (2) only the intermediate buffer finite. After completing processing at each station, a task may leave the system, join the other station, go for a split, go to the other station or return to its own station. The steady-state joint distribution of the queue lengths that will lead to the moments of the queue lengths, mean waiting time, probabilities of each station and the system being busy and being idle are obtained through algorithms. A numerical example is provided.
INTRODUCTION
The structure of a simple two-station Markovian tandem queue is as follows: Tasks arrive at a buffer (with zero, finite or infinite capacity; zero capacity means that no task may wait or it will be lost from the system) in front of station 1 according to a Poisson process. The tasks are served, in the order of their arrival, by a single-server facility with exponential distribution. They then proceed to a buffer at station 2 where they are similarly served. Tandem queues with finite buffers have been studied extensively in the past half century (beginning with by Hunt (1956) ). They are very useful in modeling and analysis of some discrete event systems. In industry, manufacturing flow line systems are modeled as tandem queues with finite buffers, Dallery and Greshwin (1992) . A machine is represented as a server and a buffer is represented as storage Dallery and Frein (1993) .
When the buffer size is finite in a tandem system, there is a possibility that the system could become blocked. The study of tandem queues without buffers with blocking was started in 1965 by Avi-Itzhak and Yadin (1965) . Three types of blocking are commonly considered: blockingafter-service (type-1 blocking), blocking-before-service (type-2 blocking), and repetitive-service (type-3 blocking). When a task wants to go from station i to station j and station j is full, then station i will be blocked. Now the service in that station may stop until a space becomes available for the task to move on to station j. This is the so-called blocking-after-service. On the other hand, service-before-blocking occurs when a task i declares its destination, say station j, prior to starting service and station j is full, the server in station i becomes blocked and service stops until a space becomes available in station j. Finally, the repetitive-service occurs when a task in station i completes its service and needs to move to station j but station j is full, so that task i continues to receive service repeatedly until station j becomes available.
Comparisons of these types of blocking are discussed in Onvural and Perros (1986) and Perros (1989) . A heterogeneous queueing network with blocking in which all the tree types of blocking are experienced is discussed in Balsamo and Bernado (2002) . Entropy maximization and queueing network models with blocking-after-service are studied in Smith and Kouvatsos (2001) . A matrix-geometric approximation for tandem queues with blocking and repeated attempts is discussed in . Blocking-after-service in a system that allows priorities and conduct product-form approximation based on the principle of maximum entropy for finite capacity open queueing network models is also studied in Kouvtsos and Awan (2003) . Balsamo et al. (2001) address several topics in network queues with blocking. Latouch and Neuts (1980) offer an algorithmic solution to a tandem queue with blocking.
It is possible for a pair of blocking types to be equivalent. Perros (1994) , for instance, proves that blocking-before-service when the position before the server cannot be occupied is equivalent to blocking-after-service (i.e., both types have the same underlying rate matrix) when there are only three stations. Performance evaluation of an open queueing network with blocking-afterservice is discussed in Lee et al. (1998) . A two-station tandem queue, with blocking-afterservice that has an exact solution and exact stationary distribution, is also considered in Akyildiz and Brand (1994) .
Most of the blocking models studied in the literature are of the blocking-after-service type. Their applications in computer modeling are considered in Konheim and Reiser (1976) . They consider a system with a finite second buffer of size M. Poisson arrival (with parameter 1 λ ), at station 1 is assumed. The arrival rate at station 2 is 2 λ and service done by a single-server at each station with rates 2 1 and µ µ , respectively. The necessary and sufficient condition for the stability of this system is given.
Neuts (1968) studied a two-station tandem queue with finite intermediate buffer. A general service distribution is assumed for the first station, while in the second station the distribution is exponential. He gave the formula for the time-dependent case with emphasis on the stationary process. He also addresses the busy period. Dependent and independent tandem queues with blocking are compared in Browning (1998) . A two-station exponential tandem queue with blocking and driving analytic solution for the joint probability distribution in equilibrium using generalized eigenvalues is considered in Grassman and Drekic (2000) . Some other blocking models considered may be found in Tsiotras (1990 ), Cassandra (1991 , Kook and Serfozo (1993) (sojourn times), Ramesh and Perros (2000) , Nakade (2000) , Suk and Cassandras (1991) , Schmidt and Jackman (2000) , and .
Except for a few cases, there is no product-form solution for tandem queues with blocking, Warland (1988) . The product-form means that each station can be dealt with independently. Akyildiz (1989) studied product approximations for queueing networks with multiple-servers and blocking. A convolution algorithm for product-form queueing networks with blocking is also given in Balsamo and Clo' (1998) . They refer to the other types of blocking mentioned above and under special constraints, present a convolution algorithm for the class of product-form closed network models with blocking, to evaluate queue length distribution and average performance parameters. Numerical methods continue to remain the clear favorite for obtaining exact solution (Stewart (1978) , Neuts (1981) , Perros (1989) , and Latouche and Ramaswami (1993) ).
Tandem queues with blocking are usually solved by approximation. Neuts (1980) gives the condition for stability of an exponential multi-server tandem queue with blocking. The Poisson arrival rate should not exceed a critical value which depends, in a complicated manner, on the service rate. He offers an algorithm for obtaining important features of the queue. An approximation method, under specific assumptions, for tandem queues with blocking and forking is offered in Boxma and Konheim (1981) . For a two-station tandem queue, they have tried to decompose the system into two approximately independent M/M/1 queues and give the stationary distribution of the queue length. They have done that by a convex combination of stationary distribution during each phase.
In this paper, we will consider, in addition to balking and reneging for a two-station tandem queue, a new feature, namely "splitting". Adding splitting to both balking and reneging (for tandem queues) distinguishes this paper from earlier literature. We will also consider two cases of buffer sizes, (1) both buffers finite and (2) only the intermediate buffer finite.
The word "splitting" has occasionally been used in the literature to mean different routing (at arrival point and at departure time). Girish and Hu (2000) have developed a higher order approximation for a single server queue with "splitting, merging and feedback". They consider a case that deals with the splitting of arrival or departure process into several different processes. Each of these can be either fed into another node or exit the network. They derive the steadystate moments of the split process. Their idea is, in a sense, similar to our routing after completion of service by a server. In our case, a task may go for splitting into two new tasks after completion of a service and routing split. This is significantly different from splitting the arrival or departure process.
Not much has been done in relation to splitting in the sense used in this paper, particularly when stations are in tandem. Some studies are as follows : Durham, et al. (1989) consider the splitting feature with a hybrid solution (a mixture of analytic and simulation approaches), MontazerHaghighi and Trueblood (1997) discuss a busy period for a parallel multi-processor with tasksplitting and feedback, and Montazer-Haghighi (1998) analyzes a parallel multi-processor system with task-splitting and feedback. See also references listed in these papers.
The analysis of quasi-birth-death processes by the matrix-geometric method has been extensively developed by Neuts (1981) . The matrix R, mentioned later in the algorithm, plays a major role in the general theory. It can be efficiently calculated using also the logarithmic reduction algorithm of Latouche and Ramaswami (1993) , which possesses a quadratic convergence property. Base on probabilistic interpretation, they show that it has good numerical stability characteristics and the number of iterations is small. However, in this paper, we have chosen Matrix-Geometric of Neuts (1981) . We apply a block matrix approach in each case and provide algorithms to find distribution of the joint distribution of the queue lengths that will lead to the moments of the queue lengths, mean waiting time, probability of each station and the system being busy and being idle.
DESCRIPTION OF THE SYSTEM (TWO MODELS)
The system consists of two service stations with an identical single-server in each, see Figure 1 . Tasks arrive from an infinite external source according to a Poisson distribution with parameter λ . There is a buffer before each server. After a task completes it service at the first station, it must proceed to one of the following routs: leave the system with probability q 1 , immediately return to its own buffer at the end of the waiting line with probability , enter station 2 through the second buffer with probability , or go for splitting with probability . q In station 2, after a service is completed, a task must proceed to one of the following routes: leave the system with probability q 2 , immediately return to its own buffer at the end of the waiting line with probability , return to station 1 through the first buffer with probability , or go for splitting with probability . q In the splitting case, a task splits into two independent subtasks. These subtasks are asynchronous tasks. Thus, in station 1, if a task splits into two, one will go to the end of the line in buffer 1 and the other may also immediately go to the end of the line in buffer 1 with probability 1 1 S p , may exit the system with probability or may go to station 2 with
Similarly in station 2, if a task splits into two, one will return to the end of the line in buffer 2, and the other may immediately also go to the end of the line in buffer 2 with probability , may exit the system with probability , or may go to the station 1 with probability
For the buffer capacities, we consider two cases.
(1) Both buffers are finite with capacities M 1 -1 and M 2 -1 for buffers 1 and 2, respectively. (2) Buffer 1 has infinite capacity while buffer 2 is finite with capacity M 2 -1.
In case (1), when a task has completed its service in station 1 and is to proceed to station 2 but buffer 2 is full, station 1 will be blocked. In this case the served task must wait until the station 2 becomes available. We denote this state of the system by (m 1 , M 2 +1), meaning that station 2 is full with one task being served and there are m 1 tasks in station 1, one of which has completed its service and is ready to move on to station 2 as soon as that station is available. When station 2 becomes available, the served-waiting task will move forward and the state of the system will become (m 1 -1, M 2 ). While station 1 is blocked but is not full, external arrivals may attend. Similar situation happens for station 2.
When a served-task in station 2 is to proceed to station 1 and that station is full, station 2 will be blocked and the served-task must wait until the station 1 becomes available. We denote this state of the system by (M 1 +1, m 2 ), meaning that station 1 is full and there are m 2 tasks in station 2 one of which has completed its service and is ready to move forward as soon as station 1 is available. When station 1 becomes available, the served-waiting task will immediately move forward and the state of the system will become (M 1 , m 2 -1). It is obvious that while station 2 is blocked, the external arriving tasks are lost.
If station 1 is blocked and a splitting occurs in station 2, then one of the subtasks must exit the system or proceed to station 1. Similarly, if station 2 is blocked and a splitting occurs in station 1, then one of the subtasks must exit the system or go to station 2. Feedback is always allowed if possible.
In case (2) we will have a similar case to case (1) except that station 2 cannot be blocked at any time. 
Model 1, Both Buffers are Finite
To write the system of balance equations for Model 1 (both buffers finite), we consider the general case when and
There are eight special cases:
, (2,1), (2,2), , and . These cases can be dealt with some modifications of the general case.
System for each of the special cases may be obtained from (1) 
Number of elements of X is . Let also
let matrix Q be an tri-diagonal block-matrix as:
where each of the elements is described bellow:
A is an sub-matrix with elements a(i,j) as: 
and all other elements zero; 
and all other elements including the entire last row with all elements zero;
A 2 is an sub-matrix with elements a , 1
and all other elements zero; C is an sub-matrix with elements c(i,j) as: ( 1, ) c i i
and all other elements zero; and System (1) is a finite dependent system. We will solve it using matrix method. Although we will not give an explicit solution, access to high speed computers allows one to use the algorithm offered to obtain the distribution and moments of the queue length. The six-step algorithm listed bellow shows how the solution may be obtained with a simple block-matrix method:
Step 1. Delete the first row of Q and call the remaining matrix as Q 1 .
Step 2. Choose the first column of Q 1 , multiply it by (-1) and call this matrix as Q 3 .
Step 3. Delete the first column of Q 1 and call the new matrix as Q 2 .
Step 4.
Step 5. Find . 
Mm
Step 6 
Model 2 (buffer 1 infinite, buffer 2 finite).
We write the system of balance equations (15 in all) for the general case and . Again, there are special cases that can be handled by modifying the general case. The matrix equation for this case is as follows:
where Q and X are defined below: Let be a row-vector, where each of is a row-vector as follows:
, , , , ,
The system (8) is a quasi-birth-and-death process and thus a Markov process with infinitesimal canonical matrix generator as:
where A, A 1 , B, C, and C 1 are given by (2), (3), (4), (6), and (7), respectively. The generator matrix Q is assumed to be irreducible. The normalizing equation for this system is: (8) we will use the method introduced in Neuts (1980) , which is similar to the method we used for the general case 1. Thus, we will offer an algorithm to obtain the distribution of the queue length.
Let also X be a row-vector similar to X, except that X 0 has no first element 0, 0 x . The system (8) can be rewritten as: Thus, the following four-step algorithm together with sub-steps, will solve the system (8), i.e., will find a distribution of the queue length for Model 2:
Step 1. Let k = 0 and R 0 = 0.
Step 2. Using (11), find the matrix R recursively. To go from one iteration to the next, check to see if 1 , max ( )
where ε is a very small positive number such as 0.000001. If this is not the case go through more iteration. However, if that is the case then set R = R k+1 .
Step 3. Find X 0 as follows:
Step 3.a. Find ,
where B, C, and A 1 are given by (4), (6) and (3), respectively. Step 3.b. Find ,
where B 1 , C 1 , and P are given by (5), (7), and (12), respectively. Step 3.c. Solve the equation KX 0 = 0, where , Step 3.c.2. Delete the first row of K and call the remaining as K 1 .
Step 3.c.3. Choose the first column of K 1 , multiply it by (-1) and call the resulting matrix K 3 .
Step 3.c.4. Delete the first column of K 1 and call the new matrix as K 2 .
Step 3.c.5. Write 1 0 2 3
Step 3.d. Find 1 0 X P X = ⋅ .
Step 4. Find P i,j . To do that, follow the following sub-steps:
Step 4.a. Write ,
where e is an M 2 +X 2 vector with all elements equal to 1.
Step 4.b. Write 0
0,0
2 2 1,0
Step 4.c. Write
, and 1 The following theorem sets the conditions under which a unique solution to (9) or (8) exists. Proof of the theorem can be found in Neuts (1980) .
Theorem 3.1:
The process is positive recurrent if and only if R, the solution to equation (10), has all its eigenvalues within the unit disk. If the finite G = A + B + C is irreducible, then sp(R) < 1 if and only if 
STATIONARY MEAN WAITING TIME
It is not too difficult to derive the stationary mean waiting time of the system. For station i, i = 1, 2, let us denote the expected attendance rates by i λ , the traffic intensity by 
To find the mean waiting time of a task at each station, we can apply the Little formula,
The sum of W i gives the mean sojourn time of a task in the system in a stationary process.
NUMERICAL EXAMPLE
Values of parameters in the numerical examples are chosen to satisfy the condition of existence of stationary processes and the stability conditions. Matlab computer software was used to obtain the accompanying graphs for the numerical examples.
For the Model 1 (both buffers finite), we consider a special case M 1 = 7 and M 2 = 3, 8, and 13, using the following values for the parameters and probabilities. Figures 2, 3 and 4 show different graphs of the queue parameters such as: the probability of each station being blocked, the probability of each station being busy, the probability of the system being idle, the mean queue length at each station plus or minus one standard deviation, and the mean waiting time at each station. It is interesting to observe some features of the system with the aforementioned values of the parameters. As the value of λ increases, the proportion of the number of arrivals to the system does the same. Both stations are busy with the same proportion of time with either value of λ ; however, some imbalances occur. For instance, the proportions of idle times are different. Also, while the service rate is slower at the second station, that station is blocked more often than the first.
The joint probability distribution of the number of tasks in stations 1 and 2 when λ = 5, M 1 = 30 and M 2 = 3 is: For Model 2 (first buffer infinite, second finite), we consider a special case M 1 = 300, and M 2 = 3, 8, and 13. The 300-size guarantees the infinite capacity for all ten values of λ , i.e., all probabilities after this will be zero. We have shown this in the graph of the cumulative probabilities in Figure 7 .
In this case, to satisfy the stability condition (17), let and Figures 5, 6 and 7 show various graphs of the queue parameters associated with the probability of each station being blocked, the probability of each station being busy, the probability of the system being idle, the mean of the queue length at each station plus or minus one standard deviation, and the average waiting time at each station. For instance, for the case M 1 = 300 and The joint probability distribution of the number of tasks in stations 1 and 2 when M 1 = 300 and M 2 = 13 and cumulative probability distribution when λ = 50 are shown in Figure 7 . 
CONCLUSION/DISCUSSION
We have considered a new model of a queueing system with two buffers, both finite, in the one case and only one finite in the other, Figure 1 . The novelty of the model lies in the combination of the features of blocking, splitting, feedback, balking, and reneging. The analytic solution of a tandem queue with splitting feature is, in itself, novel. In addition, we have provided the algorithms for the stationary process of each case to determine the distribution of the queue length and other queue parameters as consequences. Although, we did not explicitly display the solutions in closed forms (very formidable), we have shown their access through the algorithms. The numerical examples demonstrate the behavior of the models and some imbalances that occur. Transient behavior of the system, however, needs further investigation. 
