Abstract. Viscous Couette flow is derived for flow between two infinitely long concentric rotating cylinders with Navier slip on both. Its axisymmetric linear stability is studied within a regime that would be hydrodynamically stable according to Rayleigh's criterion: opposing gradients of angular velocity and specific angular momentum, based on the rotation rates and radii of the cylinders. Stability conditions are analyzed, by methods based on those of Synge and Chandrasekhar. For sufficiently small slip length on the outer cylinder no instability occurs with arbitrary slip length on the inner cylinder. As a corollary, slip on the inner cylinder is shown to be stabilizing, with no slip on the outer cylinder. Two slip configurations are investigated numerically, first with slip only on the outer cylinder, then second with equal slip on both cylinders. It is found that instability does occur (for large outer slip length), and the principle of exchange of stabilities emerges. The instability disappears for sufficiently large slip length in the second case; Rayleigh's criterion provides an explanation for these phenomena.
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Introduction.
In many areas of science, some new developments are best understood in the light of older ones with a modern lens, when it was thought that they were fully explored. Viscometry accounts for much of the early interest in flows between rotating cylinders, as Joseph [9] points out:"By integrating the shear stresses of a fluid in Couette flow with cylindrical walls we find a linear relation between torque and viscosity... But this linear relation holds only so long as the flow is stable." Explanations, due to Rayleigh, originally began with a stability theory of inviscid revolving fluids. When the instability of flow between rotating cylinders is studied in the viscous regime, many of the features are typical of a large class of problems. This was carried out by 744 ISOM H. HERRON AND PABLO U. SUÁREZ
G. I. Taylor in 1923.
By an ingenious blend of experiment and theory, he was able to conclude that when the cylinders rotate in the same direction, an instability, observed in the form of vortices, could be described quite accurately mathematically. A companion result, one generalizing Rayleigh's criterion for inviscid flows, was later derived by Synge [14] (see also [2] and [7] ): Viscous stability holds if
where Ω 1 and r 1 are the angular velocity and radius respectively of the inner cylinder, and Ω 2 and r 2 are the corresponding quantities for the outer cylinder.
In recent years several of the classical fluid problems of this type have been recast to model flows on a nanoscale or microscale ( [11] , [4] ), so the Navier-slip conditions become relevant in certain applications related to hemodynamics and high-altitude flows as well. It has long been recognized that stress-free conditions, the counterpart of infinite slip length, may apply at a fluid-gas interface ( [16] , [12] ). Given the recent interest in microscale flows, it is timely to investigate the classical stability problems to address the effect of slip conditions and determine how adding slip would affect an existing instability. Apace with these ideas have been others of adding coatings to reduce drag at walls. Applications to Couette flow have provided some interesting results in which slip was allowed on the inner cylinder ( [17] , [18] ); in the first paper, Ω 1 = 0 and no instability was noted, while in the second one, Ω 2 = 0, and instability was studied.
The first objective of the current work, explored in the next section, is to derive the basic flow which results from applying the Navier-slip conditions on both cylinders; i.e., the velocity at a surface is proportional to the tangential viscous stress. Owing to the fact that the surfaces are curved, cylindrical coordinates are appropriate. The equations of motion are unchanged, but due to the unusual boundary conditions the Couette flow, though having the same functional appearance, behaves differently from the no-slip case. There are slip lengths 1 and 2 applied at each of the boundaries. The disturbance equations for linear axisymmetric stability are considered. In the succeeding section, an abstract formulation of the stability problem is made. A proof is given that for all nonnegative inner slip length 1 , but for sufficiently small positive outer slip length, when this slip 2 is less than the radius of the outer cylinder, linear stability to axisymmetric disturbances persists. Then we have the more refined condition, no instability when
Following that, in section 4, exchange of stabilities is sought and a proof is provided that stability occurs when a "slip" Taylor number is zero. Then, a numerical study is presented. Two regimes are considered in detail: (i) for no-slip on the inner cylinder with slip on the outer cylinder, and (ii) for equal slip on both. In each case it is confirmed that for sufficiently small positive slip length, when the slip 2 on the outer cylinder is less than some critical value, linear stability to axisymmetric disturbances persists. When an instability does occur, the principle of exchange of stabilities (PES) emerges for these flows for all slip lengths treated. The rotation rates of the cylinders are not completely determinative of the instability. It is found that instability occurs to axisymmetric disturbances in what is normally termed the "Rayleigh-stable" regime ( 
where
The Navier boundary conditions for incompressible Newtonian fluid involve the stress tensor, which is given by S = 2μ v D, where μ v is the viscosity and the rate of deformation tensor is D. Of particular interest are the components needed on the surfaces of the cylinders ( [1] ):
2.2. The basic flow. Consider then, flow of a viscous incompressible fluid between coaxial rotating cylinders with radii r 1 and r 2 (r 2 > r 1 ) with respective angular velocities Ω 1 and Ω 2 . Assume impermeability, but also Navier slip so that the relevant boundary conditions on the basic flow are u r = u z = 0, on r = r 1 , r 2 while 
We look for a steady solution (∂/∂t = 0) to the equations of motion with u r = u z = 0, which reduce to the ordinary differential equations
The basic circumferential velocity is therefore
One notices that, as expected, when , [6] ) has been to scale the system so that r 1 = η and r 2 = 1, while in [14] Synge scaled the inner radius to unity. The rotation rates are taken as Ω 1 and μΩ 1 , respectively. The Taylor numberT is defined asT
The angular velocity within the fluid isΩ = V (r)/r :
We observe that andT have the same sign. The scaled values of 1 , 2 occur in (2.12) so that 1 = 1 or 2 = 1 correspond to the radius of the outer cylinder. Furthermore, if
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It is for conditions such as these that the proof of stability is applicable. In the case of slip-flow we will obtain a more refined condition than (1.1): no instability when (1.2) holds.
On the other hand, if 1 = 0, then 14) and 0 < ≤ 1 for an interval of values of 2 > 1. It is for these values that an expectation of PES is relevant. We inspect more closely the angular velocity parameter as a function of 1 and 2 . We will see in section 4.2.2 that for Case (i) with 1 = 0, there is a first value of 2 = c such that (0, c ) = 0, (0, 2 ) > 0 for 2 > c . Also, for Case (ii), if 1 = 2 = , two zeros c 1 , c 2 of occur. These observations follow quite easily from the definition (2.12) but it will also be shown in section 4.2.2 that instability occurs for c 1 < < c 2 . Thus the PES is pertinent for this problem. Next we derive the disturbance equations, then put them in an abstract form which readily leads to the proof of stability. In section 4 the PES is also explored.
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The disturbance equations.
The linearized disturbances to be treated are also assumed to be axisymmetric and periodic in the axial direction yielding only the variables u r and u θ after employing the equation of continuity. The velocity components are separated as 15) and the nondimensional wave number is k and the growth rate of disturbances is σ. Then the pair of equations become, in the current notation,
A unique feature of this work is the set of boundary conditions which apply. We have already seen (2.5)-(2.6), which lead to 19) for the azimuthal velocity perturbation. With the no normal flow condition we obtain
but slip also appears from the stress conditions so that 3. Abstract formulation.
The underlying operators.
One important consideration is a derivation of conditions under which stability holds. We will first look at parametric conditions that will ensure this. To show how (1.2) comes about, an operator notation is introduced, which clarifies the nature of the analysis. The system (2.16)-(2.17) thereby becomes
In this notation, M 0 ,M and M all operate in the same way as the differential operator M * := −DD * + k 2 , but are considered different operators because of the distinct boundary conditions satisfied by the functions on which they act, whileMM 0 operates
It is also understood that the functions have the necessary differentiability properties ( [6] Introduce an inner product,
in which the overbar denotes complex conjugation, where
The differential operators M 0 ,MM 0 , and M all have the property of being selfadjoint in this inner product ( [10] ). This indicates that in fact,MM 0 = M 0M * , explaining why the operator is selfadjoint. The fact that M 0 is positive definite is straightforward. A lengthier calculation can show the same forMM 0 . However, it will be shown that MM 0 = M 0 P M 0 , for a certain bounded positive-definite operator P . One objective then is to determine the definiteness condition for M , so that in fact M 0 agrees with M , when 1 = 2 = 0. The details of the factoring of these operators now follow.
3.2. The operator factors. As suggested by equation (3.1), we make the change of variables ζ = M 0 ϕ, which is explicitly
The boundary conditions on ϕ are (2.20). However, there are no simple boundary conditions on ζ on the walls. We make use of the representation
is an integral operator with a Green's function g(r, s) so that
Now employing the boundary conditions (2.23)-(2.24) on (3.5), we have
Next we provide an explicit calculation ( [7] ) of the Green's function g(r, s). It satisfies
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Since a fundamental pair of solutions to M * g = 0 is I 1 (kr) and K 1 (kr), involving the modified Bessel functions of order 1, then
It also follows that because K 1 (kr) is decreasing and I 1 (kr) is increasing on η ≤ r, s ≤ 1, the Green's function is nonnegative: g(r, s) ≥ 0. Furthermore, the terms needed in the integrands in (3.6)-(3.7) turn out to be simply
.
The operatorM in (3.1) may thus be defined aŝ
and conditions satisfied by ζ are (3.6)-(3.7). This formulation also permits the specification of the operator P alluded to earlier. It is found by applying M −1 0 toMζ so that
After applying (3.6), (3.7) and evaluating the terms involving g s (r, s), the result is
when ζ ∈ domM. We note that
By this means, we observe that P is bounded, symmetric and positive definite. It may therefore be applied to any f ∈ H. We may therefore express the system (3.1)-(3.2) as
The equations in symmetrized form. If we write (3.10), (3.11) in matrix form we see that
It is possible to write (3.12) with more symmetry as
We are therefore led to consider
In general, if one examines the approach taken by Chandrasekhar ( [2] ) and proceeds almost identically, nonzero boundary terms appear. These terms may be handled without much difficulty. The main difficulty this causes is establishing that 
Thus, we have proved the following: 
Since
The form (3.20) becomes
We abbreviate the boundary conditions (2.18) and (2.19) as
where γ 1 , γ 2 are the appropriate constants. That is,
and
When applied to the boundary terms in (3.21), the result is
> 0, and a calculation shows that
When 0 ≤ 2 ≤ 1, then γ 2 > 0 so that (3.24) is positive. In particular when 2 = 0, (3.25) is satisfied by (2.13).
Complete the analysis of (3.14)- (3.17) . Noting that M is positive definite in the inner product
we are also able to confirm under what conditions Re (LΦ, Φ) > 0, that is, L is accretive [10, p.279] . Explicitly, we see that
and thus, taking real parts we have
We have shown above in ( 
Exchange of stabilities.
4.1. Basic statement. The regimes we have been studying up to now have been shown to be stable. However, we will see that instability will occur for 2 sufficiently large. When instability does occur it is very useful to know when the most unstable eigenvalue may be found to bifurcate as a real eigenvalue from the state where σ = 0. This is the principle of exchange of stabilities (PES) which in the early years made it much easier to uncover the instability. As the theory has developed, this is also vital in describing the approach to nonlinear instability as well in the "Rayleigh-unstable" case where μ < η 2 [6] . However, because this work involves an instability primarily associated with slip, we are interested in the case where μ > η 2 , and A < 0 in (2.8), while B > 0 in (2.9); still the Taylor numberT > 0. Likewise, the angular velocity parameter > 0, for example as in (2.14). To understand the importance of this we make the following observations based on Lemma 1. Remark 1. M 0 is positive definite, that is,
The case k = 0 is excluded because stability is known to hold in this case. We are able to make the following determination about the stability behavior atT = 0.
Theorem 2. The eigenvalue spectrum of (3.1)-(3.2) is real and stable whenT = 0 ( = 0), for all 1 , 2 ≥ 0.
Proof. SupposeT = 0. Then by (3.10)-(3.11), the original system (3.1)-(3.2) reduces to
Taking the inner products of (4.1) with u we see that
The operator P is bounded symmetric and positive definite (with bound p), so
Thus σ is real and σ ≤ −pk 2 . Hence when σ / ∈ Σ k , =⇒ u = 0 =⇒ v = 0, by (4.2) and Remark 2.
We have thus shown that the disturbance equations suggest that the principle of exchange of stabilities should be valid. The numerical results to follow confirm that for positive slip-lengths on each cylinder, "the most unstable mode arises with a real eigenvalue crossing through 0". 4.2. Numerical analysis of the instability.
Discretization of the disturbance equations.
We now present the study of the growth rate σ in the disturbance equations (2.16)-(2.17).
In order to do this we discretized the equations using the popular polynomial Chebyshev pseudo-spectral methods (see for instance [19] and [15] ). After the discretization we obtained a generalized eigenvalue problem of the form σBχ = Aχ, whereσ is an eigenvalue and χ is an eigenvector. For sufficiently fine discretization we haveσ ≈ σ. For an instability we required that at least one eigenvalue,σ, have positive real part.
Instability under the classical Rayleigh stability criterion.
Two flow regimes were considered: first, slip on the outer cylinder with no-slip on the inner cylinder; second, with equal slip on both cylinders. In both cases we set μ = 
Case (i): Slip on outer cylinder, no-slip on inner
For this first case we set the slip of the cylinder to 1 = 0 and vary 2 . In Figure 2 we can see that as 2 increases and we fix all other quantities, an unstable mode arises after T passes throughT crit ≈ 2819. This first unstable mode has imaginary part equal to zero, which exemplifies the principle exchange of stabilities (PES). As 2 → ∞ we have that the instability persists with increasingT . 
Case (ii): Equal slip on both cylinders
We next consider the case where 1 = 2 . In Figure 3 again we see that instability ensues for sufficiently large slip length, also with PES. ExplicitlyT crit ≈ 816.2. As opposed to the other case, having 1 = 0 helps to stabilize the flow. As 2 increases, the growth rate goes negative and the flow is rendered stable. An explanation of these phenomena is provided in the next section.
Concluding comments.
This article has presented an analysis of the flow between long rotating cylinders under the assumption of Navier slip conditions. Two regimes were solved in detail. First, there was no-slip on the inner cylinder, with slip on the outer. Second, the slip length was taken to be the same for both. Consequently, there is one slip length in each case. In Case (i) 2 = , while in Case (ii) 2 = 1 = .
We found the very interesting conclusions shown in Figures 2 and 3 . In Case (i) the growth rate of the unstable mode increases indefinitely with slip length, while in Case (ii), there is a band of instability for slip lengths c 1 < < c 2 .
The occurrence of these phenomena can be explained on the basis of Rayleigh's criterion ([9, p.139], after [3] ), using the angular velocity distribution (2.11)
the angular momentum Λ = r 2Ω , and local vorticity
The classical criterion asserts that axisymmetric rotating flows are inviscidly unstable when the angular momentum Λ is a decreasing function of distance from the axis of rotation so that ∂(Λ 2 )/∂r = 2r 3Ω ζ < 0, which occurs whenΩζ < 0. Conversely, the rotating flow is inviscidly stable ifΩ and ζ have the same sign. So for the Couette flows considered here, Ωζ = −2 1 r 2 − .
We observe then that instability is expected with increasing : whenT ( ) increases from zero, ( ) increases from zero, which occurs when goes through c 1 . Our calculations in section 4.2.2 revealed that c 1 gives the values at whichT =T crit and = crit for instability. In Case (i) we see from (2.12) that for the set of parameter values used in the calculations, < 1, which is similar to the no-slip case. We foundT crit ≈ 2819. However in Case (ii), where we foundT crit ≈ 816.2, as increases, increases from crit until exceeds a second critical value, that is, when = c 2 and instability disappears! This is a viscous flow calculation, and in [9, p. 139] these restorative effects are further discussed. Eventually, with increasing ,Ωζ > 0.
By the corollary to Theorem 1, without slip on the outer cylinder no such instability occurs, which applies in this case for all positive slip lengths on the inner cylinder. Work by other authors [17] , [18] has addressed this and a related problem. First see [17] , 758 ISOM H. HERRON AND PABLO U. SUÁREZ when the inner cylinder is fixed and the outer has no slip. No instability was uncovered because the slip velocity is only on the inner cylinder. Secondly see [18] , where the outer cylinder was fixed with no slip but with slip on the inner cylinder. The mode of instability uncovered in our work was not discovered in [18] , because that was the Rayleigh unstable regime. Thus, though the work presented here was not experimentally driven, it might be worth investigating by the type of apparatus used in the studies of [17] and [18] . There, the slip boundary condition was verified, but not as the primary agent of the instability as was discovered here.
There are other possible directions in which this research will likely proceed. One is to consider counter-rotating cases where μ < 0 and fully asymmetric disturbances are to be expected and contribute to a possible Hopf bifurcation. Thus the flow in both co-rotating and counter-rotating cylinders should be analyzed in the nonlinear regime.
