Abstract. It has been proposed that the receptive elds of neurons in V1 are optimised to generate \sparse", Kurtotic, or \interesting" output probability distributions (Barlow & Tolhurst, 1992; Barlow, 1994; Field, 1994; Intrator & Cooper, 1991; Intrator, 1992) . We investigate the empirical evidence for this further and argue that lters can produce \interesting" output distributions simply because natural images have variable local intensity variance. If the proposed lters have zero D.C., then the probability distribution of lter outputs (and hence the output Kurtosis) is well predicted simply from these e ects of variable local variance. This suggests that nding lters with high output Kurtosis does not necessarily signal interesting image structure.
Abstract. It has been proposed that the receptive elds of neurons in V1 are optimised to generate \sparse", Kurtotic, or \interesting" output probability distributions (Barlow & Tolhurst, 1992; Barlow, 1994; Field, 1994; Intrator & Cooper, 1991; Intrator, 1992) . We investigate the empirical evidence for this further and argue that lters can produce \interesting" output distributions simply because natural images have variable local intensity variance. If the proposed lters have zero D.C., then the probability distribution of lter outputs (and hence the output Kurtosis) is well predicted simply from these e ects of variable local variance. This suggests that nding lters with high output Kurtosis does not necessarily signal interesting image structure.
It is then argued that nding lters that maximise output Kurtosis generates lters that are incompatible with observed physiology. In particular the optimal di erence{of{Gaussian (DOG) lter should have the smallest possible scale, an on{ centre o {surround cell should have a negative D.C., and that the ratio of centre width to surround width should approach unity. This is incompatible with the physiology. Further, it is also predicted that oriented lters should always be oriented in the vertical direction, and of all the lters tested, the lter with the highest output Kurtosis has the lowest signal to noise (the lter is simply the di erence of two neighbouring pixels). Whilst these observations are not incompatible with the brain using a sparse representation, it does argue that little signi cance should be placed on nding lters with highly Kurtotic output distributions. It is therefore argued that other constraints are required in order to understand the development of visual receptive elds.
Introduction
For some time, there have been models of the operation of neurons in the LGN and striate cortex, in terms of linear spatial lters. Despite having a model of what these neurons compute, it is less clear why they perform the computations they do. One way we can approach the problem of why these computations are performed, is by proposing that the early visual cortex is optimised to represent the images we encounter in the visual world: via evolution or learning the representations are optimising some characteristic relative to the images they have to represent.
Following Barlow (1989) , Attneave (1959) , and Linsker (1992) , much work has concentrated on representations that minimise simple redundancy. Variations on this approach have allowed successful predictions of the form of inhibition in y retina (Srinivasan et al., 1982) , the form of the compressive non{linearity in y retina (Laughlin, 1981) , colour sensitivity , contrast sensitivity Van Hateren, 1993) , and short time orientation discrimination (Baddeley & Hancock, 1991) .
More recently, based on a number of theoretical considerations, an alternative proposal has been made: that the receptive elds in striate cortex are optimised to produce \sparse" representations, where \sparsity" is equated with the Kurtosis of the output distribution of a lter when this lter is convolved with a set of representative images (Barlow & Tolhurst, 1992; Barlow, 1994; Field, 1994) y. Here the Kurtosis of the output distribution is de ned as:
y There are also alternative de nitions of sparsity in the literature. See for instance (Treves & Rolls, 1991; Rolls & Tovee, 1995) . For a more general discussion of relevant issues, see (Hinton et al., 1986) and Barlow72. where is the mean of the distribution of lter outputs x, is its standard deviation, and < ::: > signi es the expectation over all the samples from the lter's output. (Diaconis & Freedman, 1984) . This suggests that if we wish to identify \interesting" features in the data (in this case natural images), then we should search for projections or lters that have non{Gaussian output distributions (Huber, 1985) . A number of measures of non{normality have been proposed (Huber, 1985; Friedman, 1987) , but work in vision has concentrated on Kurtosis, a measure based on the fourth moment of the distribution. This measures the extent of the distribution's tails and is zero for a Gaussian distribution A). B) shows two distributions with non{zero Kurtosis. i) is a
Cauchy distribution with long tails that has in nite Kurtosis, and ii) is a fourth order generalised exponential with small tails and negative Kurtosis (K = ?0:81 (Box & Tiao, 1992) ). Both Field and Barlow (Field, 1994; Barlow & Tolhurst, 1992) argue that distributions resembling i) are sparse and computationally preferable to those resembling ii). There are practical and theoretical problems with using Kurtosis as a measure of non{normality. Practically Kurtosis requires very large data sets to reliably estimate (Press et al., 1986 ). Theoretically it is not clear that high Kurtosis always equates with a \sparse" representation. C) shows an output distribution which under many de nitions would be classi ed as sparse but has negative Kurtosis (K = ?0:46). Despite this, since much work has concentrated on its use, the rest of this paper will explore the implications of using maximally Kurtotic codes.
If the output distribution of a lter is highly Kurtotic, this indicates that the distribution has heavy tails ( Figure 1) , with extreme values occurring more often than expected if the distribution was Gaussiany. There are a number of proposed computational advantages in having such a heavy tailed representation (Field, 1994) , and two di erent sets of simulations support the hypothesis that the brain successively maximises this measure of the \sparsity" of its representations. Barlow et al (1992 Barlow et al ( ,1994 pre-processed a collection of natural images so that the power at all frequencies was constant (the images were \whitened"). Field (1994) logarithmically transformed a collection of images. Based on these transformed images it was shown that:
The Kurtosis of the distribution of the logarithmically transformed image intensities is low (Field, 1994) . The output Kurtosis of a random lter when convolved with whitened images is also lower than for the other lters studied by (Barlow & Tolhurst, 1992 ) but y Distributions with in nite Kurtosis are easily generated. The Cauchy distribution: the ratio of two zero mean, unit variance, Gaussian variables, has all moments as in nite or unde ned (Schroeder, 1991) . The Kurtosis of this distribution is in nite.
greater than zero. The Kurtosis of the outputs of a DOG lter is higher (Field, 1994) , as is the output Kurtosis of a square lter when convolved with whitened images (Barlow & Tolhurst, 1992) y. The highest output Kurtosis of the lters tested was found for oriented lters such as a long bar (Barlow & Tolhurst, 1992) , or a log-Gabor lter (Field, 1994) . This is consistent with the brain using lters that extract successively more and more Kurtotic (\sparse") representations of the visual input. The measurements made at the initial stage of processing (the intensities measured by the photo-receptors) have a low Kurtosis. The outputs of lters resembling retinal ganglion cells have higher output Kurtosis, but the lters with the highest output Kurtosis are those resembling cortical simple cells. This paper argues that whilst the idea of maximising Kurtosis is initially attractive, it has a number of problems. This is demonstrated in two ways. Firstly in sections 2, and 3 it is shown that in collections of random images, where the local variance of the images not constant, convolving any zero D.C. lter will generate a Kurtotic output distribution. Further, if we actually measure the distribution of local variances in a collection of natural images, and use this to predict the output distribution of a lter based simply on this e ect, we predict not only the output Kurtosis but the form of the output distribution. Therefore high Kurtosis need not signal interesting higher order image structure (but simply a wide distribution of local variances), and therefore maximising output Kurtosis need not provide an interesting representation of the images.
The second half of the paper (section 4) calculates the form of common lters that would maximise Kurtosis. The parameters of a number of simple lters that have been used to model visual physiology are varied and the relation between the parameters that maximise Kurtosis, and the parameters that are observed in biology are compared. It is shown that for the cases investigated, the parameters of maximum output Kurtosis are di erent from those observed in biology. Again, the proposal that visual representations maximise Kurtosis seems to be awed. In conclusion it is argued that further constraints are required in order to understand the form of receptive elds observed in the LGN and cortex.
A simple random image model
To identify what image structure is required to explain the simulation results presented (Barlow & Tolhurst, 1992; Barlow, 1994; Field, 1994) , we need to rule out that it could be the result of simple random image structure. The simplest random image model is that all pixels are independent and Gaussian distributed with standard deviation . When a lter (of length l) is convolved with a collection of such images, by the central limit theorem we would expect the output probability distribution to also be Gaussian:
Such an image model would predict that all lters should have zero output Kurtosis (since a Gaussian distribution has a Kurtosis of zero). This is at variance with the y When convolved with a lter that equalises the power at all frequencies, a square lter reasonably resembles the impulse response of a centre{surround cell.
results obtained by Barlow et al (Barlow & Tolhurst, 1992; Barlow, 1994) and Field (Field, 1994) , as simulation shows that at least some lters have output distributions of high output Kurtosis. Therefore the images need more image structure than this random structure to account for Barlow and Field's observations. We therefore consider two simple modi cations. The rst is to the form of lter. Rather than considering lters in general, we can consider a subset: those lters that have zero power at D.C. (frequency=0) in their Fourier transform y. If the lter has zero D.C., then since the convolution is just the multiplication of the Fourier representations of the image and lter, the results of this convolution will also have zero D.C. and therefore the lter output distribution will be of mean zero independent of the characteristics of the image. This will prove important since if we combine output distributions from di erent images, though the distributions will be di erent, the means of the distribution are constrained to be the same. C. lter is convolved with each of the sections individually, the output distribution is Gaussian, and because the system is linear, the output standard deviation will be proportional to G. The nal output distribution C), is the average of these distributions (shown by the solid line) and since all the distributions have the same mean, this distribution is more Kurtotic than a simple Gaussian (shown by the dashed line). This output distribution would be found for any linear lter with zero D.C.
The second modi cation is to consider images where the local image standard deviation ( ) is not constant. This is reasonable since this is known to be true both for natural images and the logarithms of natural images (see later and Ruderman (1994) ). Given these two considerations, even if the images were random (but with variable local intensity standard deviation), then, as can be seen graphically from Figure 2 , we would not expect a Gaussian output distribution, but an output distribution with positive Kurtosis.
Therefore any zero D.C. lter will have high output Kurtosis, and, therefore signal \interesting" structure as long as image intensity standard deviation is not constant. Unfortunately, in many cases this may be for uninteresting reasons since there are many reasons for having variable local variance (di erent lighting conditions, di erent surface textures, di erent surface characteristics ...). The next section explores the y Another way to think of this is that we are only considering lters where the sum of all the lter coe cients is zero, also known as zero sum lters. This set of lters is quite a general one including some DOG lters, odd phase Gabors, and all log-Gabors as studied by Field. hypothesis that nding lters with high output Kurtosis indicates that the input has a non{constant variance and that higher order regularities are not required to account for the measured results.
The expected output distributions of zero D.C. lters
To test whether variable local variance is su cient to account for the observed lter output probability distribution P (X = x), and hence the output Kurtosis, we need an estimate of the probability distribution of local standard deviations f( ), since for a zero D.C. lter:
Following Ruderman (1994) , if the local standard deviation is estimated from small image samples, the distribution of is approximately exponential. The observed distribution of local image standard deviations (solid line) based on 50,000 2x2 samples from the 30 images. The dashed line is an exponential t to these standard deviations k = 17 and for this size of sample, the t is reasonable. (B)
A t to the positive portion of the output probability distribution. The only tting variables are a and b, the maximum and minimum local value of . As can be seen the distribution is asymmetric. The positive portion of the distribution is well tted with a = 1:9 and b = 0:05. (C) The negative portion of the distribution is also well tted but with a = 1:5. This asymmetric output probability distribution was also observed by Ruderman (1994) . Figure 3 (A) , shows an estimate of this distribution based on a collection of natural scenes (see below), where k was found for 2x2 patches to be approximately 17.0. Given that the sampled images intensities are limited (in this case) to a range of 0-255, very large local standard deviations cannot occur. Therefore there will be a maximum possible local image standard deviation a. In any real measurement system there will be noise. Even if the image was locally blank, the sampled image would still show some variance caused by this noise. Therefore it is proposed that there will be a minimum local image intensity standard deviation b. Given these constraints, the expected output probability distribution will be: To test if this simple model can account for the observed lter output probability distributions of zero D.C. ltersy, the following experiment was performed. Thirty images were used: 10 images from a open landscape environment, 10 from a city environment, and 10 from inside houses (examples of these images are shown in Figure  4 , and are a subset of those used in (Baddeley, 1995) ). It was checked that these images showed no clipping, and that these images were well described by a 1/f power spectra, as has been reported in previous studies (Field, 1987) . Following Field (1994) , these images were convolved with a DOG lter:
g(x; y) = 9 exp ( ?(x 2 + y 2 ) 2 2 g ) ? J exp ( ?(x 2 + y 2 )
where x and y are the spatial coordinates of the lter, g = 6 pixels, i = 3 g , and J = 1:17 to ensure the lter had zero D.Cz. Using this lter 50,000 samples of its y This assumption is required so that all the Gaussians are of mean zero z Since the lter is implemented as a discretely sampled system, the summation (rather than the integral) of the impulse response should be zero. For a lter of = 6, numerical integration gives J 1:17 for a zero D.C. lter.
output were found, and normalised to standard deviation 1.0, with the mean being by de nition zero. The resulting probability distribution of lter outputs, together with ts to this probability distribution using a model of the form of equation 5 is shown in Figure 3 .
As can be seen, this \random" model captures the observed output probability distribution of the DOG lter, and hence its output Kurtosis, very well. This does not show that there is no higher order structure in the images, but it does indicate that this higher order structure is not required to account for the observed output distribution. Again \interesting" image structure is not required in order to account for the observed lter output distribution. All that is required is that the images have non{constant local image variance.
The e ects of the parameters of a DOG lter on its output Kurtosis
In the previous section it was shown that high Kurtosis does not necessarily signal interesting structure. Despite this, it may be that the cortex does use lters that optimise Kurtosis. In order to further investigate this claim, in this section a di erent method is used. If the cortex is optimising Kurtosis, then if we take lters that have been used to model neuro-physiological function and nd the parameters that maximise these lters output Kurtosis, then these parameters should be similar to the parameters that best t the neuro{physiological data.
The DOG model is widely used to model retinal ganglion cells. In this section the relationship between the parameters of this lter and output Kurtosis are investigated. Since the best tting parameters for modelling the physiological data are known, these can be compared to those found by the Kurtosis maximising process.
All the following experiments were based on samples from the same 30 images used in the previous experiment. Explicit checks were made that the lters did not overlap the image boundaries, and the statistics were based on 50,000 samples from the output distribution unless otherwise mentioned.
The random model (equation 5), relies on the fact that that the lter is of exactly zero D.C. The e ect of this variable is of interest because: 1) it is simple to vary in a lter such as a DOG lter. 2) there is evidence from biology on the D.C. of retinal ganglion cells. Therefore using equation 7, J was systematically varied from 0.8 to 1.45. As can be seen in Figure 5 A), the lter of maximum output Kurtosis will have a slightly negative D.C. In contrast, on{centre cells have a positive D.C. response (Derrington and Lennie, 1982 , Table 1 ). The model is therefore incompatible with the observed physiology. Another simple parameter that is of interest is lter scale. To test this we systematically varied g in equation 7, and measured the output Kurtosis. For each value of g , the value of J was found that gave a zero D.C. The results of this systematic variation of g (keeping i = 3 g ), are shown in Figure 5 B. Filter scale has a strong e ect on the output Kurtosis of a lter, the ner the scale the greater the output Kurtosis. Therefore if each stage of processing in the cortex extracted representation of higher and higher output Kurtosis, each successive representation should have a ner scale. Again this is not found in cortex, where successive stages of processing have larger and larger receptive elds.
Lastly the ratio of the inhibitory to the excitatory Gaussian was varied. The results of this for g = 2 are shown in Figure 5 . The highest output Kurtosis was found when the scale of the inhibitory surround was very similar to the size of the centre. 6 shows both a lter with high output Kurtosis, and the lter that provides a good match to the retinal ganglion cell data. If Kurtosis was to be maximised, the rst lter shown would be used, not the second; but the evidence goes the other way. = 3:0 Kurtosis = 5). If Kurtosis was being maximised by the brain, it would be very easy for the lter lateral geniculate lters to resemble A rather than B but they do not.
Other Parameters
The relationship between preferred orientation and output Kurtosis was investigated. This was done for an odd-phase Gabory with the orientation of the lter systematically varied through 360 . The results are shown in Figure 7 A). Orientation has a large e ect on output Kurtosis with the lter at 0 having a lower output Kurtosis than a DOG lter of small scale, and with lters in the range 50 ?130 having a much higher output Kurtosis. If the visual system was optimising its representation for high output Kurtosis, there would be a large bias towards lters with orientation preferences in the range 50 ? 130 . The cortex does show biases in the preferred orientation tuning of the cells (Vidyasagar & Henry, 1990) , but this is a bias towards cells at 0 and 90 , very di erent from that predicted by a representation attempting to maximise output Kurtosis. One last aspect of the known physiology is that receptive elds tend to be spatially localised. Therefore we tested to nd if maximising Kurtosis favoured compact or di use receptive elds. This is tested by creating simple lters consisting of one excitatory region, and one inhibitory region (both of size 1 pixel and weight 1). The distance (in pixels) between the excitatory and inhibitory regions was then systematically varied in both the vertical and horizontal directions. Figure 7 B) shows that for lters of this form, maximising Kurtosis very much favours compact lters. When the inhibitory and excitatory regions are adjacent and separated horizontally, this simple two parameter lter has the highest output Kurtosis (K = 21-33) of any lter found here or in the Field and Barlow studies. This leads to the rather implausible implication of the Kurtosis maximisation theory: If cortical representations are maximising output Kurtosis, rather than a DOG lter (K = 3{13, y An odd phase Gabor was used to ensure zero D.C. A peak frequency of 0.1 cycles per pixel was used with = 6, and a lter size of 64x64 (Daugman, 1984) .
the maximum of Figure 5 (b) ), or Gabors (K = 8 ? 17, the maximum of Figure 7  A) ), the receptive elds should compute the di erence in intensity signalled by two horizontally adjacent photo-receptors (K > 30, the maximum of Figure 7 B) ). This di erencing operation is a poor match to the physiology, and this lter will have a very low signal to noise ratio.
Why do we get these results?
Under the simple model presented in section 3, positive output Kurtosis is the result of having a wide range of local variances. Can this model be used to understand the simulation results, or do we need to propose higher order structure? Consider rstly the e ect of scale on output Kurtosis. If this is to be understood in this framework, then there has to be a systematic variation in P ( ) depending on the scale of analysis. The distribution of local image intensity standard deviations P ( ) is shown for two di erent sized samples (scales) in Figure 8 A. As can be seen P ( ) does change with the size of the sample, and, since the Kurtosis of the output distribution P (X = x) as predicted by equation 5 depends on the spread of local variances, the simple model in equation 5 is consistent with the observed e ects of scale on output Kurtosis.
The distribution of P ( ) is also similar to that expected for random pixels where the distribution of intensity variances would be 2 distributed with the degrees of freedom equal to the number of pixels. Two examples of 2 distributions are shown in Figure 8 B), and in shape they are very similar to the empirically observed distribution shown in Figure 8 A). The main di erence is that the number of pixels in a sample needed to generate a distribution of intensity standard deviations similar to a 2 with 5 degrees of freedom is approximately 4000. To account for this we need to propose one additional (but very realistic) non{random aspect of the images: that the pixels are positively correlated and therefore the number of e ective degrees of freedom is far less than the number of pixels.
It should be noted that this relationship between scale and local variance distribution is probably not the result of the image statistics, but an e ect of spatial quantisation. The images were well characterised as having 1 f spectra and as having no intrinsic scale except the whole image scale, and the pixel scale. The analysis shows de nite scale{based e ects for small scales and it seems reasonable to associate these with the e ects of spatial quantisation (pixelation). This does not mean that they are an artifact. The cortex also has a quantised input (individual receptors), and any e ects observed here will apply equally to neurons processing visual images.
Given this, the e ect of orientation and compactness on output Kurtosis can also be understood in terms the level of correlation as a function of orientation and proximity. As can be seen, the degree of correlation, and hence the number of e ective degrees of freedom of the 2 distribution, is a function of both proximity and orientationy. The predicted output Kurtosis, which is determined by the shape of the P ( ), will be a function of both distance and orientation. Therefore the empirical results on the dependence of output Kurtosis on orientation (Figure 7 A) ), and compactness (Figure  7 B) ), can be understood simply in terms of images having an anisotropic correlation function (Figure 9 A and B) ).
y Note that this anisotropy is also implicit in the work of Switkes et al (1973) , where the power spectra of the images was measured. They also found an anisotropy with more power in the high , and 64x64 samples (dashed line). These two distributions are very di erent, and if these two distributions were the P ( ) in equation 5, then the output distribution of a small lter (2x2) will have a far greater output Kurtosis than a large lter. Though the conditions are not met for the distribution to be 2 distributed, (speci cally, pixels in images are correlated), the forms of the distributions are very similar to the 2 distribution except that the number of pixels is not equal to the number of e ective degrees of freedom since the pixels are not independent.
For comparison, the 2 distribution is shown in B), with the solid line being a
Conclusion
The main conclusion of this paper is that lters with highly Kurtotic output distributions have not necessarily found \higher order structure". Speci cally, if the lter has zero D.C. and the local image intensity variance is not constant, then the lter output distribution will be Kurtotic. Simply because Kurtosis need not signal interesting structure does not mean that it is not optimised. The match between maximising Kurtosis and the bandwidth of cortical cells is certainly intriguing (Field, 1994) . Previous simulation results were encouraging, and such linear codes can be found using simple local learning rules (Fyfe & Baddeley, 1995a; Fyfe & Baddeley, 1995b) . Maximising output Kurtosis also leads to receptive elds that are localised in space and this is a well know aspect of the physiology. Unfortunately, if the principle of Kurtosis maximisation were maintained, the following would be predicted:
On{centre ) of retinal ganglion cells should tend to one. In fact it is better approximated as 3.
frequencies and hence less correlation in the vertical direction. plot of the correlation in image intensity between a pixel measured in the centre of a sample and that measured at some distance from the centre. As can be seen, nearby points in an image tend to be highly correlated and pixels separated by a set distance in the horizontal direction are more correlated than pixels separated in the vertical direction. To make this more clear, B shows three slices through the correlations, the solid line being in the vertical direction, the short dashes being in the horizontal direction, and the long dashes being at 45 . Again it can be seen that the images are more correlated in the horizontal direction.
Horizontal Angle (deg)
Cells of some orientations should be drastically preferred to others. There is some evidence for this, but not of the form or to the degree predicted. The optimal lter (from the set of lters explored here), will be the intensity di erence between two nearby retinal cells. Again this is not a good characterisation of the operation of cells in V1 or LGN. These simulations are not the most direct test of the hypothesis. Cells in both V1 and STS appear to have exponential output distributions when exposed to video recordings of \natural" scenes (unpublished results). This is relevant because the output distributions at two ends of the visual system are identical, and this is incompatible with the system successively optimising the \sparsity" since it is identical after many layers of processing. It is also relevant since the exponential distribution, whilst Kurtotic, is far less so than many other common distributions (for example the Cauchy distribution). The particular form of this output distribution is more easily understood in terms of the system maximising its transmitted information given a constraint on ring rate. Under this constraint, the output distribution that will maximise transmitted information is the exponential.
None of these arguments shows that sparse representations are not important in understanding the cortex; neither is it proved that the use of some non{linear normalisation avoids the problems encountered in the reported simulations. What it does show is that linear models of visual processing, based on maximising the output Kurtosis, produce a number of predictions that are inconsistent with the physiological data.
