where ./ = -D~ Q is the Jacobi iteration matrix associated with A. It is known that the Jacobi method converges rather slowly. The standard technique of improving its convergence is that of extrapolation or relaxation which in our case leads to the extrapolated Jacobi or simultaneous displacement method where oe is the relaxation parameter which is a real number. It is known [17] that for an arbitrary xm the error vectors e(m+1> of these iterative methods tend to the zero vector if and only if the Jm+1 tend to the zero matrix, or equivalently, if and only if the spectral radius r(JJ) ( = maxiá<á" | \i(Ja) | ) of Ja is less than unity. However, since the evaluation of the eigenvalues of a general matrix is very complicated, it is difficult to guarantee in advance that the convergence conditions will be satisfied, and theoretical results for the Jacobi and extrapolated Jacobi methods, in spite of their being long in existence, are available only for very special classes of matrices. Furthermore, almost all of these results give only sufficient conditions for convergence. Thus, if the matrix A is strictly diagonally dominant,1 von Mises and Geiringer [8] proved that the Jaboci method is convergent (see also Wittmeyer [21] and Collatz [1] ). Later, Geiringer [5] proved that both the Jacobi and Gauss-Seidel methods are convergent for irreducibly diagonally dominant1 matrices A. Similar results were obtained by Collatz [2] , Weissinger [19] , and others.2 If A is symmetric and possesses the property A, 1 Young [22] showed that the Jacobi method converges if and only if A is positive definite while Stein and Rosenberg [14] proved its convergence in the case in which A is a real symmetric positive definite matrix with nonpositive off-diagonal entries. Only recently3 Householder [6] (see also Gavrilov [4] , Wegner [18] , and Newman [9] ) showed that if A = I + Q is symmetric then (iii) converges if and only if (2 + Q) and (I -Q) are positive definite. Furthermore, Ostrowski [10] , using a very complicated finite matrix theory, was able to derive both necessary and sufficient conditions for the convergence of (iii) for the class of the so-called real 22-matrices A as well as other important results concerning free steering methods, variable parameter w, etc. An analogue to the extrapolated method was investigated by Keller [7] .
The purpose of this article is first to characterize and establish various properties of a class of ^-symmetric and K-positive definite matrices 3C" and then by simple arguments to derive both the necessary and sufficient conditions for the convergence of the generalized extrapolated Jacobi method for A in 3C" of which the ordinary and extrapolated Jacobi methods become just special cases. Afterwards, we establish the connection between the conditions of the above authors and ours for the matrices of class 3C" and investigate the problem of determining the optimum parameter w of the extrapolated process. In contradistinction to the procedures used by the above authors which essentially are restricted to matrices of finite order our procedures appear to be free of this restriction. Accordingly, the last section of the article deals with the extension of the results to operator equations in Hilbert space.
Let us point out that though the results derived in this article are mostly theoretical in nature, it is hoped that they will also prove to be of practical interest. We shall consider this aspect of the above results as well as other applications elsewhere.
2. 2i-symmetric and K-positive definite matrices. Let Xn be a real or complex n-dimensional linear vector space with inner product and norm defined by (1) x*y s (x, y), || x || = (x, x)1'2, where x* = (xi, • • • , x») is the adjoint of the column vector x. Definition 1. An n X n real or complex matrix A -(a¿>) will be called K-symmetric if there is at least one n X n Hermitian and positive definite matrix K such The class of all real or complex n X n matrices A which have properties (2) and (3) will be denoted by 3C" . The following theorem gives a convenient characterization of Xn ■ Theorem 1. The following statements characterizing A in 3C" are equivalent:
(a) A is K-symmelric and K-p.d. does not. Of course, a sufficient condition for the matrix a A + bB to belong to 3Cn , whenever A and B belong to 3Zn and a > 0 and 6 > 0, is that there is at least one common K with respect to which both A and B are ^-symmetric and 2í-p. with an > 0, a22 > 0, and ana22 -ai2 > 0, then it would have to satisfy the con-! ditions (2o) and (30) which in our case reduce to the requirement that 3on -2<i22 = 2dn -3d22 .
The latter implies that an = -a22. This is, however, impossible if K is to be a positive definite matrix. Nevertheless, the sum 16 5 5 2 Ai + At = does belong to X2 with K = 2, where 2 is the 2X2 identity matrix.
Remark 2. Let us also note that when A belongs to 3C" then A-1 exists and belongs to 3d . This follows from Theorem 1(b).
For later use we shall need the following lemma. Lemma 1. Let N and M ben X» real or complex matrices which are K-symmetric and let N be also K-p.d. Then the eivenvalues of (a) Mu = \Nu are real, the eigenvectors u¿ and u¡ corresponding to distinct eigenvalues X¿ and X, are orthogonal in the sense that iß) (Nui, Kuf) = 0, and the set of eigenvectors {ui} corresponding to the eigenvalues {X¿¡ of (a) is complete in Xn.
Proof. The proof of Lemma 1 can be carried out directly or by means of the following device. Evidently, the eigenvalue problem (a) is equivalent to the prob- then it is easy to show that relative to the inner product (7) the matrix T is Hermitian. Consequently, by the known results for Hermitian matrices, the eigenvalues of T are real, the eigenvectors w,-and u¡ corresponding to two distinct eigenvalues X¿ and X> are orthogonal in the (7)-metric, and the set of eigenvectors {m,} corresponding to the eigenvalues {X,} is complete in the (7)-norm and hence, in view of norm equivalence, in the AVnorm. These are precisely the assertions of Lemma 1.
3. The Generalized Extrapolated Jacobi Method. Consider the problem of solving the matrix equation
where b is a given column vector and A is a nonsingular n X n real or complex matrix of the form
in which D is a 2£-symmetric and 2i-p.d. matrix and Q is 2i-symmetric. Let x0 be an arbitrary initial approximation to the solution x* of (4) and let w be a real parameter. In analogy to (v) We determine the succeeding itérants xi, x2,
which we shall call the generalized extrapolated Jacobi method. Observe that D is not assumed to be a diagonal matrix. Evidently, the ordinary Jacobi and extrapolated Jacobi method, as well as other methods, are special cases of (6) for special choices of D, Q, and oi. The corresponding iteration matrix Ju is given by
and is called the generalized extrapolated Jacobi matrix. Theorem 2. The necessary and sufficient conditions for the convergence of the generalized extrapolated Jacobi method (6) is that both matrices A -D + Q and Gu = ((2 -io)/w)D -Q {or -A and -Gw) be K-p.d.for some nonempty set ti {or ti ) of oe.
Proof. {Sufficiency) : Let us define the matrix P" by Pw = -{(o> -1)2) + o>Q\ and observe that, in view of the 2£-symmetry of D and Q, Ga and Pa are also Ksymmetric. Furthermore, this and the definitions of Gu and Pu imply that for every vector z in Xn we have the identity (8) u(Gjs, Kz) (Az, Kz) = (Dz, Kz)2 -(Pwz, Kz)2.
To see this note that, in view of (5) and the definition of Gw and Pa , we have
from which (8) follows. Assume now that A and G" (or -A and -G") are both 2i-p.d. for u € ti (or Í20) and let X" = X(w) be an arbitrary eigenvalue of Ju and u its corresponding eigenvector. Then Jwu = X"w or, in view of (7) and the definition of Pu , PwU = \wDu. Since D is fc-symmetric and 2i-p.d. and Pa is 2t"-symmetric, Lemma 1 implies that X" is real. Hence (Pwu, Ku)2 -\J(Du, Ku)2 and, by (8),
Since, by assumption, A and Ga (or -A and -Gu) are both K-p.d., (9) implies that | Xw | < 1. Consequently, the method (6) converges. (Necessity) : Let us first note that in virtue of the properties of D and Pj, Lemma 1 implies that all the eigenvalues X,-(w) of Ja are real and the corresponding set of eigenvectors ju¡} forms a complete set in X" which we can assume to be orthogonal in the sense that whenever i j¿ j (10) {Dui,Kuj) = 0.
Let z be an arbitrary vector in X" . Then there are scalars a,-such that
and, in view of (10),
Similarly, since Pwu¡ = X¿2)m¿ , j n (12) (P"z, Kz) = Ea.I «.-\\Dui, Km). »=i
If we define Special Cases. Let us observe that by specializing D, Q, and co we get from (6) and (20) different iterative procedures. Of course, in each case, D and Q have to satisfy the above conditions. In particular, if a¿¡ > 0 for all i and D is chosen to be the diagonal matrix with da = a¿¿ which is K-symmetric, then (20) and (6) reduce to the ordinary Jacobi and extrapolated Jacobi methods, respectively. We shall not dwell here on other procedures. However, we will mention One important special case. A closer examination reveals that the identities (9) and (10) derived in [11], on which Theorem A is based, remain valid when S = 0. Thus, in this case the go-method (j) reduces to the generalized extrapolated method (6) and Theorem A reduces to a theorem analogous to Theorem 2. However, it was to avoid the use of these identities, whose proof is rather involved and complicated, that for the matrices of class 3C" we presented here a simple proof of Theorem 2. in which Au and A22 are square submatrices or, equivalently, if there does not exist a permutation matrix P such that the matrix PAP~X has the above form. The example (E3) for a in the interval -\ < a < § suggests that the strict diagonal dominance of Ao implies our conditions: A > 0 and Gi > 0. In fact, Theorem 3 below shows that this is the case for a general strictly or irreducibly diagonally dominant K-symmetric matrix A. (B) Two-Cyclic Matrices. Another sufficient condition for the convergence of the Jacobi method was derived by Young [22] for real symmetric and positive definite matrices A with the so-called "property A." In general we say that a given n X n matrix A = (an) has property A or equivalently is cyclic of order 2 [17] if there exists an n X n permutation matrix P such that where the partition of K corresponds to that of Ä, then it is not hard to verify that Ä is 2?-symmetric if and only if A is 2C-symmetric and A is K-p.d. if and only if A is 2í-p.d. Hence, without loss of generality, we may assume that A is of the form (22), i.e., that A is a 2-cyclic matrix, and take K to be in the corresponding partitioned form (23). Furthermore, to simplify the discussion, we shall assume that K is of the form and that the matrix • is 2i-symmetric. Under these conditions the following theorem establishes the connection between our conditions and those of Young [22] for the matrices of class 
Consequently, by Corollary 1, for any a and ß satisfying (32) the Jacobi method converges.
Observe that we would have come to the same conclusion had we computed or estimated the eigenvalues of J, i.e., the roots of the characteristic equation
In fact, it is not hard to show that the roots of p(\) = 0 are in absolute value less than 1 if a and ß are such that for all X ^ 1 (33).
Solving the inequality (33) we find that it holds precisely, for a and ß satisfy conditions (32). Thus, Corollary 1 is numerically verified for this particular example.
5. The Best Iteration Process. In this section we consider the problem of determining the value of co which gives the best convergence of the generalized extrapolated Jacobi method (6) . We know that if e" denotes the error vector x" -x*, then from (6) we obtain
where e0 is the initial error, and
Therefore, the smaller the norm || Ja || of the matrix Ju the faster the process (6) converges. Hence, our problem is to determine the value of co in ti for which || Ju || is smallest.
Observe that if, in analogy to (7), we define in Xn the new metric by Thus our problem is to find this value cö £ ti at which the function 2?(co), which can be written in the form E(u>) = i{| 1 -co + oißm | + | 1 -co + co/i* I ufe* . ,,,»,..-, and for co such that 1/(1 -ßm) g co g 1/(1 -m«) the function E(u) becomes
where (43) (mm -l)co + 1 if-| w¿ t).
Thus we see from (40)-(43) that in the interval (0, co] the function E(w) is given by the monotonically decreasing function Ki(co) while in the interval (a, » ) it is given by the monotonically increasing function 2?2(co), i.e.,
The minimum of K(co) is attained at co = a and is given by The relations (44) and (46) Remark 6. Let us remark that if, as is standard for matrices of finite order (see for example [7] ), the rate of convergence R of the process (6) is defined by (49) 2?(co) = -log (X(co)), X(co) s max |X¡(co)| < 1, láiín then it is known that the number of iterations necessary to reduce the initial error e0 by a given factor is inversely proportional to R. Hence our problem in this case is to find an co at which 22(co) assumes its maximum. Since R = log (l/X(co)) we see that the convergence is best for this value of co* for which X(co*) = min" X(co).
It is interesting to observe that in our case we find, by simple manipulation, that co* = a, where a is given by (43), and 2?(co*) = || J(a) || = min K(co) = "*~J" s .
We prefer, however, our approach to the problem of finding the best parameter since it is directly extendable to the iterative processes for solving linear operator equations in infinite-dimensional Hubert spaces.
6. Skew-K-Symmetric Matrices. In analogy to (20) Observe that from (61) it follows by induction that n (65) xn+i = E ¿¿g + Jun+1x0 i=0 from which we see that the sequence of approximations {x"+i} converges to the solution x* of (58) for every bin H and any x0 in H if the series E?-o J* converges.
As is well known [16] , the latter converges if the spectrum a(Ju) of /" lies in the interior of the unit circle which, of course, in our present case reduces to the interior of the unit interval.
The following theorem, which as was already observed in Remark 4, is a special case of the Theorem in [11] , is the closest analogue to Theorem 2 for general operators in H. To determine the optimum parameter for the process (60) let us assume that 1 -M > 0. Then, by virtue of (64), it is easy to see that A is K-p.d., the set of ti of co determined by Hence, by Theorem 8, the method (60) converges and, in view of (57) and (67), where rn = Ax" -b, then condition (66) indicates the range of co for which convergence of (71o) is assured and the generalized extrapolated Jacobi method written in the form (71o) is at least formally identical with the iterative method with relative minimal errors (3.6) investigated by the author in [12] if in (3.6) all tn are to take the same value co and B = D~l. Let us add that B so chosen satisfies all the conditions specified in [12] .
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