Abstract -The problem of variational data assimilation for a nonlinear evolution model is formulated as an optimal control problem to find some unknown parameters of the model. The equation for the error of the optimal solution is derived through the statistical errors of the input data (background, observation, and model errors). A numerical algorithm is developed to construct an a posteriori covariance operator of the analysis error using the Hessian of an auxiliary optimal control problem based on the tangent linear model constraints.
This paper presents a generalization of the theoretical results reported in [3] to the case of model errors. The equation for the error of the optimal solution is derived through the statistical errors of the input data (background, observation, and model errors). A numerical algorithm is developed to construct an a posteriori covariance operator of the analysis error using the Hessian of an auxiliary optimal control problem based on the tangent linear model constraints. Different approaches to model error formulation in 4D-Var are presented in [1, 17] (see also citations in [1] ).
The paper is organized as follows. In Section 1, we give the statement of the variational data assimilation problem for a nonlinear evolution model to identify the model parameters. In Section 2, the equation of the error of the optimal solution is derived through the errors of the input data. In Section 3, we derive the formulas and the algorithm for constructing the covariance operator of the optimal solution errors through the covariance operators of the input errors using the Hessian of the cost functional of the auxiliary control problem.
Statement of the problem
Consider the mathematical model of a physical process that is described by the evolution problem
where ϕ = ϕ(t) is the unknown function belonging for any t to a Hilbert space
Y , Y p is a Hilbert space (the space of parameters, or control space), f ∈ Y . Suppose that for given u ∈ X , f ∈ Y and λ ∈ Y p there exists a unique solution ϕ ∈ Y to (1.1). The function λ is assumed to be an unknown parameter of the model. Let us introduce the functional Consider the following data assimilation problem with the aim to identify the parameter λ : find λ ∈ Y p and ϕ ∈ Y such that they satisfy (1.1), and the functional S(λ ) on the set of solutions to (1.1) takes the minimum value, i.e.
We suppose that the solution of (1.3) exists. (Note that the solvability of optimal control parameter estimation problems has been addressed, e.g., in [2, 11] .) The necessary optimality condition S ′ (λ ) = 0 reduces problem (1.3) to the optimality system [13] :
We assume that system (1.4)-(1.6) has a unique solution. Suppose that λ b = λ + ξ 1 , ϕ obs = Cφ + ξ 2 , f =f + ξ 3 , where ξ 1 ∈ Y p , ξ 2 ∈ Y obs , ξ 3 ∈ Y , andφ is the ('true') solution to the problem (1.1) with λ =λ and f =f :
(1.7)
The functions ξ 1 , ξ 2 , ξ 3 are treated as the errors of the input data λ b , ϕ obs , f ('background', observation, and model errors, respectively). For V 1 and V 2 in (1.2), one usually has
, where V ξ is the covariance operator of the corresponding error ξ .
Equation for the optimal solution error
Let us derive the equation for the optimal solution error through input errors. Let δ ϕ = ϕ −φ, δ λ = λ −λ . Then, from (1.7) and the optimality system (1.4)-(1.6), we obtain 
3) can be written in the form:
Let us introduce the operator H : Y p → Y p defined by the successive solutions of the following problems:
Below we introduce four auxiliary operators
Let us introduce the operator R 2 : Y obs → Y p acting on the functions g ∈ Y obs according to the formula
where θ * is the solution to the adjoint problem
The operator R 3 : Y → Y p is defined on the functions q ∈ Y as follows:
14)
The operator
From (2.7)-(2.16) we conclude that system (2.4)-(2.6) is equivalent to the single equation for δ λ :
This is the exact equation for δ λ . Under the hypothesis that H is invertible, we get
where
Note, however, that the functions ϕ, λ ,φ,λ in (2.1)-(2.3) depend on ξ 1 , ξ 2 , ξ 3 , as the result, the terms T 3 ξ 3 , T 4 ξ 4 , T 5 ξ 5 also depend on ξ 1 , ξ 2 , ξ 3 (nonlinearly), and it is not possible to represent δ λ through ξ 1 , ξ 2 , ξ 3 in an explicit form. To derive from (2.18) the covariance operator of δ λ , we need to introduce some approximation of (2.18). Sinceφ =φ + τδ ϕ, ϕ =φ + δ ϕ,λ =λ + τδ λ , λ =λ + δ λ , we assume that 
Taking into account the definition ofξ 3 , ξ 4 , ξ 5 , it is easily seen that assumption (2.19) comes from the first-order approximation of the Taylor-Lagrange formula under the hypothesis that F is twice continuously Frechet differentiable [10] . Using this formula, the errorsξ 3 , ξ 4 , ξ 5 , may be expressed through the second derivatives of F, and the values of the norms of T 3ξ3 , T 4 ξ 4 , T 5 ξ 5 can be estimated, thus giving the possibility to analyse the approximation error when taking (2.20) instead of (2.18).
The problem (2.21)-(2.23) is a linear data assimilation problem; for fixedλ ,φ it is the necessary optimality condition to the following (auxiliary) minimization problem: Find δ λ and δ ϕ such that
The Hessian H of functional (2.25) is defined on v ∈ Y p by (2.7)-(2.9). Note that for ξ 2 = 0 the operator H coincides with the Hessian H of the original nonlinear DA problem on the exact solutionλ . The Hessian H acts in Y p as a self-adjoint operator with the domain of definition D(H) = Y p . Moreover, due to V 1 ,V 2 , the operator H is positive definite, and hence invertible.
Note that if the tangent linear hypothesis is valid (e.g. [4] ), then for small δ ϕ, δ λ we can choose (2.19). However, the transition from (2.18) to (2.20) may not necessarily require the tangent linear hypothesis to be valid.
As follows from (2.20), the influence of the errors ξ 1 , ξ 2 , ξ 3 on the value of the error δ λ of the optimal solution is determined by the operators
The values of the norms of these operators can be considered as sensitivity coefficients: the less is the norm of the operator H −1 R i , the less impact on δ λ is given by the corresponding error ξ i . This criterion was used for deterministic error analysis in [6, 8] with the aim to identify the initial condition. Here, assuming the statistical structure of the errors ξ 1 , ξ 2 , ξ 3 , we will derive the covariance operator of the optimal solution (parameter) error through the covariance operators of the input errors and develop a numerical algorithm to construct the covariance operator of the optimal solution error using the covariance operators of the input errors.
Covariance operator as the inverse Hessian
Consider error equation (2.20), where
Below we suppose that the errors ξ 1 , ξ 2 , ξ 3 are normally distributed, unbiased, and mutually uncorrelated. By V ξ i we denote the covariance operator of the corresponding error
, where E is the expectation. By V δ λ we denote the covariance operator of the optimal solution (analysis) error:
To find the covariance operator V δ λ , we need to construct the operators T i V ξ i T * i , i = 1, 2, 3. We proved in [13] that
where H is the Hessian of the auxiliary data assimilation problem (2.24)-(2.25) defined by (2.7)-(2.9). Then,
Consider now the operator T 3 = H −1 R 3 . To construct T 3 V ξ 3 T * 3 , we need to derive R * 3 . For q ∈ Y, p ∈ Y p , we have from (2.12)-(2.14):
where θ 1 , θ * 1 are the solutions to (2.12)-(2.13), and φ is the solution to (2.
and R * 3 p = φ * , where φ * is the solution to the adjoint problem:
The operator Q can be defined as follows: for a given p ∈ Y p find φ as the solution of (2.7) for v = p, find φ * as the solution of (3.4), and for q = V ξ 3 φ * find θ 1 , θ * 1 as the solutions of (2.12)-(2.13); then put 
, and Q is defined by the successive solutions of the following problems (for the given p ∈ Y p ):
The algorithm (3.5)-(3.9) can be used to compute the operator Q numerically. Then, from (3.3), we come to the main result of the paper. and φ * is defined through p by the successive solutions of the following problems:
(3.14)
