We examine a new class of action probability update algorithms for learning automata that use the relative reward strengths of responses from the environment. Speci cally, we study update algorithms for S-Model automata in which \recent" environmental responses for each of the actions are retained and used. We prove a convergence result and study the behavior of these automata through simulation. A major result of the paper is that the performance of these algorithms is superior, in several respects, to that of the well-known SL R?I update algorithm. Additional results are presented on the variability of performance, the cost of learning and, in the case of static environments, modi cations that result in improved convergence.
Introduction
Learning automata have been the subject of intense research during the past two decades 3, 14, 17, 27] . Their inherent simplicity and mathematical properties have resulted in wide applicability to various problems 7, 14, 18, 20, 24] . The environments in which learning automata are designed to operate are typically stochastic in nature, i.e., the environmental response or \reward" to a given automaton action may be considered as a random sample drawn from an associated (typically stationary) probability distribution. Broadly speaking, the goal of a learning automaton is to iteratively adjust (\optimize"), through the means of an update algorithm, its action probabilities (de ned precisely below) and thus identify that action with the largest expected reward.
Traditionally, learning automata have used only the single, most recent response from the environment in updating the action probabilities 14, 20, 29] . However, it has been noted by several researchers 5, 8, 26] that the history of interaction with the environment (i.e. previous responses from the environment) may be used in designing more e ective action probability update algorithms. These automata have typically used the entire past history of the automaton to maintain consistent estimates of the mean reward associated with each action; these estimates become increasingly accurate and hence the corresponding update algorithms converge faster than several previous mechanisms. However, as pointed out in 26], these automata (at least implicitly) assume a static environment and hence are unsuitable for tracking a non-stationary setting. This may be compensated for by the use of partial histories 26] but in this case the speed and provability of convergence may be not be guaranteed.
In this paper, we examine several update algorithms for automata that use information from previous environmental responses without losing any tracking ability. We present an S-Model automaton in which the automaton maintains and utilizes the most recently obtained reward value for each action until the next time that action is selected. A second novel feature of the automata we study is the manner in which these recently obtained reward values are used. Speci cally, we study algorithms based on a gradient projection method which update action probabilities on the basis of relative reward strengths. We prove the convergence of these algorithms and study their performance through simulation. A major result of the paper is that the performance of these algorithms is superior, in many respects, to that of the well-known SL R?I update algorithm 14, 20, 29] . In addition to providing empirical results on the speed of convergence, we investigate several other important issues such as the variance in performance and learning \cost" of update algorithms. Furthermore, in the case that a static environment may be assumed, we develop simple extensions of these relative reward algorithms which use the entire history of past responses and we demonstrate that the performance of one of the algorithms presented in this paper is superior to a recently proposed algorithm 26].
In the next section we de ne our model of learning automata and environments. Section 3 contains a discussion of relative reward strengths and a presentation of the algorithms studied in this paper. In addition, we derive a convergence result for one of the algorithms. Following that, in section 4 we describe our experimental results. Section 5 contains our conclusions and nal remarks.
S-Model Learning Automata
In this section we de ne our model of the S-Model automaton considered in this paper. To place our work in the appropriate context, we present the standard de nition (found in 3] and later in 14, 17, 30] ) of a learning automaton and then discuss how the automata studied in this paper may be de ned in these terms.
A learning automaton is a sextuple M =< ; ; P; G; ; A > where is the set of K possible actions, is the set of internal states and P is the probability distribution over the set of states. G is the output function, G : ! , and in this paper, as in several others 3, 14, 17, 19] , G is a deterministic one-to-one function; thus, P is also the probability distribution over the set of actions.
We denote P (n) i as the probability of selecting the i th action at step n. Next, is the set from which the input to the automaton is taken, i.e. the set of possible responses from the environment.
In this paper, we are concerned with S-Model automata and thus 16, 29], = 0; 1]. Finally, A is the updating scheme that modi es the probability vector (P (n) 1 ; :::; P (n) K ) at each iteration n by using the response from the environment; this is typically executed after each response from the environment.
In this paper, we augment the state space with a most-recent reward vector, s, and thus we may write the above de nition as the septuple < ; ; P; G; ; A; s >; as with the probability vector, we use the notation s (n) i to denote the most recent response for the i th action at step n. Note that s (n) i ; 1 i K, may also be considered as the input information to the update algorithm (de ned below) at step n; in this case the input information is the most recent response obtained for action i. This is explained through an example in the following section. We note that, later, in section 4, s (n) i is computed from several responses before being used in an update mechanism.
As with other S-Model automata 20, 29] , for each action i, the environment responds with a reward which is taken from a continuous distribution F i with mean E s i ] and thus, each response may be considered to be a random sample from the distribution F i . In this case, the \best" action is that for which E s i ] is largest and, broadly speaking, the goal of the automaton is to incrementally adjust its action probabilities so that this action is most frequently taken. We note that in other, equivalent, formulations of the problem 3, 14, 17], the environment responds with a penalty, in which case the goal of the automaton is to modify the action probabilities so that the action that incurs the least penalty is most frequently selected. Finally, a word about the initial conditions: the initial probability distribution is taken to be uniform and it is assumed that the initial reward vector contains a sample for each action;
3 Relative Reward Strength Algorithms
Using Old Information
At each step, the automaton can select only one of its actions (chosen randomly according to the probability distribution (P (n) 1 ; :::; P (n) K )); to which it will receive exactly one reward value from the environment. Thus, an update mechanism that utilizes reward values for several actions necessarily uses previously-obtained reward values. As previously discussed, the notation s (n) i indicates the most recent response value on action i as of step n. For example, suppose that at the 10 th step, the automaton uses the 4 th action and obtains the reward 0:6. Next, suppose the 7 th action is used at the 11 th step and a reward of 0.3 is received. Then s to be higher than P (n) i while decreasing uniformly the probabilities of the other actions. We observe that no information about the relative success of the actions taken in the past is taken into account. We are thus motivated to consider the case in which the relative reward strengths of all actions are used in updating the probabilities, i.e., the entire vector s (containing the most recent reward values received as a result of each of the K actions) is used in the update mechanism. Intuitively, we increase action probabilities in proportion to the relative size of the rewards last incurred.
In this paper, we only discuss previous work that is directly related to the ideas presented here; for a general survey, we refer the reader to other sources 3, 14, 17, 19] . The notion of employing the history of environmental responses has been used in 5, 25, 26] . As previously mentioned, these automata have typically used the entire past history of the automaton to maintain estimates of the mean (and variance 5]) of the reward distribution associated with each action. These estimates converge almost surely to the mean reward values and hence these algorithms exihibit faster convergence to the optimum vector of action probabilities than earlier mechanisms such as the SL R?I algorithm of 29]. However, as noted in 26], these automata (at least implicitly) assume a static environment and cannot track a non-stationary environment. The use of a partial past history was addressed in 26], but only brie y and no convergence proofs were obtained for this case.
Relative reward strengths were also studied in 5, 25, 26] . In 25, 26] the di erence between the estimated mean rewards for each action was considered in updating the action probabilities.
In 5], the relative magnitudes of the estimated mean reward were considered, but as in 25, 26] , these estimates were obtained over the entire history of the automaton and convergence followed primarily from the consistency of the reward estimates via the Strong Law of Large Numbers. The update algorithms studied in this paper also use the magnitude of the relative reward strengths, but in a di erent manner than in 5, 25, 26] (the algorithms in this paper are based on a gradient projection method) and use only a partial history (most recent rewards) as well. Since only the most recent rewards are used as estimates of the relative reward strengths, the algorithms are also well-suited for tracking a non-stationary environment. In section 4, we also consider the case of a static environment and examine extensions of the relative reward algorithms in which the entire history of interaction with the environment can be used.
Update Algorithms
At each step, n, the automaton randomly selects an action (according to the current action probabilities, P (n) 1 ; :::; P (n) K ), obtains the environment's random response to that action and executes the update algorithm. The update algorithm modi es the action probabilities and thus, we may write the action probability vector at step (n + 1) in terms of the value at step n as:
i , where a n is the stepsize or learning parameter. Therefore, an update algorithm may be speci ed by an expression for each P (n) i . We note that in choosing expressions for P (n) i , care must taken to ensure that the feasibility constraints, i + a n s (n) i ? s (n) m > q min g. The quantities q min , a small positive number close to zero, and a n , the stepsize, are discussed in below in the section on convergence.
Informally, the action probability is increased for the currently observed highest-reward action at the expense of the probabilities of the other actions. We note that, this observation is noisy and thus, the action probabilities for sub-optimal actions may frequently be increased while simultaneously lowering the probability of the action with the highest mean reward. We are, therefore, also motivated to consider alternative update mechanisms in which the probabilities are updated more cautiously. In the next algorithm that we present, there are two groups of actions, one in which the probabilities are increased and the other in which the probabilities are decreased; the two groups are implicitly created by the computation of the average reward at each iteration.
We now present the second relative reward update mechanism, an extension of a normative model of resource allocation initially proposed in a microeconomic context 10] and later adopted as the basis for resource allocation algorithms 11, 12] . At each iteration n, the change in probability for action i, P (n) i , is proportional to the di erence between the reward strength, s (n) i , and the average reward strength over all actions. As before, let the action with the currently highest reward be denoted by m, i.e. s (n) m > s (n) i . The change in probability for each action i, P (n) i , is computed according to the following steps: Algorithm G 2 :
Step 1:
Step 2:
where a n is the stepsize parameter at step n and is discussed in detail below. Similar to algorithm G 1 , the sets A that received rewards below the average reward over all actions have their probabilities decreased; as mentioned earlier this mechanism is intended to favour those actions receiving relatively higher rewards. It is possible to show that the algorithm G 2 without step 2 (described in the context of resource allocation in 12]) converges to the optimum vector of action probabilities.
However, we have observed that it is possible to re ne G 2 in order to improve performance while maintaining provability of convergence. This re nement (in step 2) consists of a reallocation of probability among those actions not in set A (n) 2 together with the action with the currently highest reward. We note that step 2 applies algorithm G 1 over the feasibility set A 0(n) 2 . The above update mechanisms are based on gradient projection methods 2, 12, 23] (see 12] for details). In the case of linear constraints, these algorithms have been used to achieve optimal resource allocation in distributed computer systems 9, 11, 12, 28] . They have been demonstrated to possess desirable properties such as feasibility (always maintaining a feasible allocation) and monotonicity (an increase in the value of the objective function with each iteration, in the case of maximization) in addition to being amenable to decentralization and easy implementation. It is important to note that the gradient-based approaches above 2, 9, 11, 12] have been used in deterministic contexts. In this paper, the gradient-based update algorithms use noisy or random estimates (rewards) from the environment in the update process.
We note that similar gradient-based approaches have also been used in the analysis and construction of algorithms in connectionist systems 30, 31] . The emphasis in 30, 31] has been on demonstrating that several established update algorithms 1, 14, 16, 17] cause the action probability vector to move, on an average, in the direction of the gradient of the performance metric. In contrast, we note that our work is based on a constrained optimization formulation. Therefore, the update algorithms we describe here cause the action probability vector to move, on an average, in the direction of the projection of the gradient onto the constraint space,
We emphasize that the rewards are random samples from a distribution. Thus the algorithms only serve as a guide to improving the probability distribution of the actions. This gives rise to the question of whether the algorithms are in some sense`optimal'. In the following section we show that under suitable, commonly assumed, restrictions on the stepsizes a n , algorithms G 2 and G 1 converge to the desired optimum vector of action probabilities.
Convergence
In the above model, the environment responds to each action i with a random sample from distribution F i with mean E s i ]. We assume that these mean rewards are real numbers in 0; 1]. We de ne the expected reward at step n:
The objective of the automaton then is to maximize the expected reward by converging to an optimal distribution of action probabilities. We now show that with an appropriate choice of stepsize constants a n (commonly made by several researchers 5, 13, 14, 22]) and some restrictions on the action probabilities, the update algorithms G 1 and G 2 converge almost surely (with probability one) to the optimum vector of action probabilities.
We restrict the action probabilities such that q min P (n) i q max where q min and q max are real numbers such that 0 < q min < q max < 1 and q max = 1 ? (K ? 1)q min . This restriction is motivated by the following consideration. Consider the case when the i th action is the optimal action and at the n th iteration, s (n) i = 0 and the action probabilities are now adjusted so that P (n+1) i = 0. In this case P (n) i remains absorbed at zero. It has been noted that previously studied update mechanisms also su er from this problem (i.e., they converge but not necessarily to correct values) 17, 19] . To avoid this case and hence retain the ability to track a non-stationary environment, we restrict the action probabilities to strictly positive values; we note, however, that q min may be arbitrarily close to zero. Stated more precisely, we have the condition 8i : P (n) i q min > 0. Since 
we immediately obtain the above upper bound on P (n) i .
Clearly, if the i th action is the optimal action, then we would like to have P We make the assumption that the environment is eventually static, i.e. that, although each distribution F i may change dynamically, the distributions change only a nite number of times. Next, suppose that, after all these changes are over, the i th action is the optimal action. THEOREM 1: Let a n be a sequence of real numbers such that a n > 0, P 1 n=1 a n = 1 and P 1 n=1 a 2 n < 1. Furthermore if the i th action is the optimal action then assume E s i ] > E s j ]; j 6 = i. Then P (n) i converges almost surely to q max under algorithms G 2 and G 1 .
PROOF: (see Appendix)
Using Entire Past Histories
In this section we consider the case of a stationary environment. It has been observed 5, 25, 26] that since each response in the entire history of interaction with the environment contains some information pertaining to the statistics (mean rewards) of the stationary environment, past responses may be combined to provide less noisy input to the update algorithms and thus result in better performance.
We present a version of G 2 that uses the entire history of interaction with the environment. Let r (k) be the reward received by the automaton at the k th step and let J(i; k) = 1 if the i th action was deployed at the k th step; J(i; k) = 0 otherwise. Then de ne s We note that, since 8i : P (n) i > 0, we may assume that s (n) i ! E s i ], i.e., that s (n) i is a strongly consistent estimator for E s i ]. In this case, the value of s (n) i becomes increasingly \accurate" as n increases. The modi ed relative reward algorithm that we study is motivated by the following considerations. Note that G 2 is an iterative mechanism and therefore, even in the deterministic case of zero noise (8i; n : s (n) i = E s i ]) at least some iteration is required before convergence. In a stationary, yet stochastic, environment, we observe that as s (n) i ! E s i ] and the process approaches being deterministic, more than one iteration may be used between each interaction with the environment. For any particular, large n, we would expect that s (n) i E s i ] and therefore, several iterations could be performed using the values of s (n) i (resembling the iteration in the deterministic case) and faster convergence might be obtained.
We use the notation g 2 (a n ; P (n) ; s (n) ) to denote the computation of equations (2) and (3) (2) and (3)) may be described as: P (n+1) := g 2 (a n ; P (n) ; s (n) ).
We now introduce the notion of W such succesive iterations of g 2 (:) between interactions with the environment. De ne each step of algorithm G 2 (W ) as (T is a temporary variable below):
T := P (n) ; for i := 1 to W do T := g 2 (a n ; T; s 
Experimental Results
In this section we present some of our simulation results and demonstrate that the relative reward algorithms produce probability vectors that result in higher performance with less variation than other algorithms, and thus, perform better than the S-Model update algorithm in 29] in several respects.
The experimental framework for these studies was as follows. The automaton had 10 actions, The noise in the environment was simulated by taking truncated samples from Gaussian distributions with the above mean values. We present two sets of results: one for the case of high noise (i.e. a high common variance in the Gaussian distributions) and one for the case of zero noise. Since the goal of the automaton is to converge to action probabilities which maximize the expected reward, we are interested in observing the progress the automaton makes with each additional iteration. Consequently, our results are generally in the form of graphs plotting some performance metric as a function of the number of iterations. In our graphs, each point in each curve was obtained as an average of 300 experiments.
We note that there are several ways of selecting stepsizes to satisfy the conditions of Theorem 1, each with varying e ects on the performance of the algorithm. We study two such choices for algorithms G 1 and G 2 : one in which a n = 1=n and the other where a n = a; 8n N a and a n = 1=n; 8n > N a . Stated di erently, in the latter case, a constant stepsize is maintained for a \small" horizon (N a ) before using a decreasing stepsize, whereas in the former choice, the stepsizes are monotonically decreasing. We nd that an optimal choice of a constant stepsize for a nite horizon yields better performance than a n = 1=n. The convergence pro les of four algorithms are presented:
The S-Model update algorithm of 29] with stepsize parameter a (labeled as SL R?I ). We note that the stepsize parameter is often referred to as the learning parameter in the automata literature 17].
Algorithm G 1 with a n = a and N a > 1000.
Algorithm G 2 with a n = 1=n (labeled as G 2 =n).
Algorithm G 2 with a n = a and N a > 1000 (labeled as G 2 ). The rapidity of performance improvement depends on the choice of a. In gure 1 we plot the expected reward at the 1000 th iteration for various stepsizes. From this type of graph, the best stepsizes are selected for the other experiments. For example, in gures 2, 3 and 4 the stepsizes were taken to be 0:04 for algorithm SL R?I and 0:02 for algorithm G 2 .
In gure 2 we plot the expected reward as a function of the number of iterations in the case that the variance of the Gaussian noise process was 0:25. We note that the mean rewards produced by algorithms G 1 and G 2 are consistently higher than those produced by the other algorithms. It is possible, however, to achieve high expected rewards without converging to the optimal distribution of action probabilities. This might occur, for example, when the relative di erence among the expected reward values is small. Thus, it is of interest to observe the trajectory of the probability corresponding to the highest reward action. In gure 3 we plot the probability of the highest reward action (the rst action) with increasing iteration number. The trajectories of this probability under algorithms G 1 and G 2 are clearly higher than that for the other algorithms. Figure 4 shows the estimated standard deviation of the performance obtained at each iteration. Note that the standard deviation curve for the algorithms in this paper lie below the curve for algorithm SL R?I . This indicates that the relative reward update mechanisms not only improve performance sooner but also produce action probability vectors with less variation than does mechanism SL R?I . The curve for algorithm G 2 =n is approximately the same as that of G 2 . Next, we study the performance of the algorithms in a situation where the environment responds without noise, i.e., the response for each action is the corresponding mean reward for that action. This approximately indicates the behavior of the automaton in circumstances where the noise content in the environment is very low. As can be seen from gure 5, algorithms G 1 and G 2 result in higher expected rewards. Figure 6 plots the estimated standard deviation. Consider the execution of any one of the algorithms G 1 , G 2 or G 2 =n in the case of zero environmental noise. The algorithm samples each action once initially and since there is no noise in the rewards, the reward vector remains unchanged at each subsequent iteration. Hence, the algorithm follows a unique trajectory and therefore, demonstrates no variation in the results produced. We observe that, in contrast, algorithm SL R?I displays a signi cant amount of variation.
Several additional comments may be made. First, consider the case when N a = 1. In this case, we found that algorithm G 2 displays slight oscillation very close to the optimum, whereas algorithm G 2 =n converges to the optimum. Thus, G 2 =n will eventually achieve slightly higher expected rewards than G 2 (with N a = 1). Our experimental results (not shown here) indicate that this occurs only after an extremely large number of iterations -on the order of 10; 000 to 20; 000 iterations. However, convergence is obtained only in the limit, and thus, for a nite (and more realistic) horizon of, for example, 1000 iterations, a constant stepsize produces better results;
for the above experiments we took N a = 1000. Second, we required that for each action, P (n) i > q min for the proof of convergence. For our experimental results we took q min = 10 ?7 . Third, we have observed that the decreasing stepsize algorithm for G 1 , corresponding to G 2 =n, results in very similar performance to that of G 2 =n and thus we have omitted any results pertaining to G 1 =n. In addition, we do not plot the con dence intervals for each curve; by using a Normal approximation, we estimate the largest 95% con dence interval to be 0.011, or an error of less than 5% of each y ? axis unit. Finally, we note that we have required that the rewards lie in the range 0; 1]. In general, for the algorithms in this paper this restriction is not necessary. However, for the update mechanism SL R?I 29] the rewards must be scaled to the interval 0; 1].
Cost incurred during learning
The evaluation of the automaton's performance above is only concerned with convergence to an optimal set of action probabilities. Upon convergence, the actual rewards obtained by the automaton will, in an average sense, be maximized since the expected reward is maximized. However, the rewards obtained during the learning process are not taken into account in this performance metric. We note that during the learning process, the automaton may frequently sample suboptimal actions (actions whose corresponding expected rewards are not maximal) and thus receive suboptimal rewards. Loosely speaking, an \e cient" algorithm will converge to an optimal set of action probabilities while keeping the cost of learning (sampling suboptimal actions) to a minimum. We are thus motivated to de ne a performance metric that measures, at each iteration, the cumulative Note that if the optimal action, j, were being used since the start of operation then the expected sum total reward at the n th iteration will be nE s j ]. The metric simply computes the ratio between the actual sum total reward obtained and nE s j ]. Thus, if suboptimal actions were taken frequently, then the FRR would be low; if they were taken only occasionally, then the FRR would be high. Figure 7 shows the FRR (averaged over 300 experiments) plotted against iteration number for each of the three algorithms in the case of high noise. We note that algorithms G 1 and G 2 result in a lower learning cost (higher rewards during the learning phase) as compared to the other algorithms.
Using Entire Past Histories
We now present results pertaining to the update mechanism discussed in section 3.4, algorithm G 2 (W ). We now show our results with algorithm G 2 (W ) for di erent values of W and compare our 
Conclusions
In this paper we have examined a relative reward approach towards designing update algorithms for S-Model learning automata. A strong convergence result was given and supplemented by experimental results. The performance of the relative reward update mechanisms was seen to be superior to the SL R?I learning algorithm of 20, 29] in several ways: algorithms G 1 and G 2 produced consistently higher performance levels than other algorithms while achieving these levels with lower variance. In addition, the cost of learning was shown to be less than that of other algorithms. In the case that a stationary environment could be assumed, we presented a simple extension of algorithm G 2 and demonstrated its superior performance over the algorithm of 26]. Furthermore, a correspondence was made between a learning process that uses increasingly accurate estimates and a deterministic process, resulting in algorithms with even faster convergence.
Learning automata are useful in situations where the characteristics of the underlying system are changing constantly. In that case it is desirable to use algorithms that track the changes and maintain a high level of performance. For future work, it would be important to develop a framework to compare the tracking ability of various algorithms.
