In recent years, research on treatment and intervention development has shifted from the traditional "one size fits all" concept underlying the standard fixed intervention strategies, to developing adaptive interventions, in which the dose or type of services that are offered to clients are individualized based on clients' characteristics or clinical presentation, and then readjusted in response to their ongoing performance in treatment (Marlowe et al. 2008: 343). While in the first approach, the composition and dosage of the intervention are not adjusted in response to the needs, or characteristics, of individual subjects; the latter approach is based on the notion that individuals differ in their responses to treatment such that in order for a program to be effective, the intervention should vary over time in response to the needs of the individual. In this sense, researchers are becoming increasingly interested in developing interventions that adapt to the dynamics of the system of interest (e.g., individuals, social groups) via decision rules that recommend when and how the intervention should be modified in order to maximize long term outcomes. These recommendations are based not only on subjects' characteristics but also on outcomes collected during the intervention such as subject's response and adherence. It follows that dynamically adaptive interventions are time varying interventions that adapt to subject's intermediate outcomes and characteristics. These types of interventions are also known as 'dynamic treatment regimes ' (Murphy et al., 2001; Robins, 1986) , 'adaptive treatment strategies' (Lavori & Dawson, 2000; Murphy 2005) , 'multi-stage treatment strategies ' (Thall et al. 2002; Thall & Wathen 2005) , 'treatment policies' (Lunceford et al. 2002; Wahed & Tsiatis 2004 or 'individualized treatment rules .
In recent years, research on treatment and intervention development has shifted from the traditional "one size fits all" concept underlying the standard fixed intervention strategies, to developing adaptive interventions, in which the dose or type of services that are offered to clients are individualized based on clients' characteristics or clinical presentation, and then readjusted in response to their ongoing performance in treatment (Marlowe et al. 2008: 343) . While in the first approach, the composition and dosage of the intervention are not adjusted in response to the needs, or characteristics, of individual subjects; the latter approach is based on the notion that individuals differ in their responses to treatment such that in order for a program to be effective, the intervention should vary over time in response to the needs of the individual. In this sense, researchers are becoming increasingly interested in developing interventions that adapt to the dynamics of the system of interest (e.g., individuals, social groups) via decision rules that recommend when and how the intervention should be modified in order to maximize long term outcomes. These recommendations are based not only on subjects' characteristics but also on outcomes collected during the intervention such as subject's response and adherence. It follows that dynamically adaptive interventions are time varying interventions that adapt to subject's intermediate outcomes and characteristics. These types of interventions are also known as 'dynamic treatment regimes' (Murphy et al., 2001; Robins, 1986) , 'adaptive treatment strategies' (Lavori & Dawson, 2000; Murphy 2005) , 'multi-stage treatment strategies' (Thall et al. 2002; Thall & Wathen 2005) , 'treatment policies' (Lunceford et al. 2002; Wahed & Tsiatis 2004 or 'individualized treatment rules' ).
The conceptual advantages of adaptive interventions have long been recognized by behavioral and social scientists. For example, in the area of learning and education, Brown's (1992) discussion of knowledge acquisition emphasizes the need to take into account the variable responses of students when conducting clinical interviews and tests. Brown suggests a form of "dynamic assessment" where the interviewer follows a process guided by decision rules in order to measure students' emergent competence and open the window of opportunity for learning. In the area of organizational behavior, Martocchio and Webster (1990) studied the effect of feedback on employee performance in microcomputer software training, stressing the need to develop training programs in which training design characteristics are adapted to employee level of cognitive playfulness (cognitive spontaneity in human-computer interactions). Recently, in their study of career goal setting, Hirschi and Vondracek's (2009) conceptualized the development and adaptation of goals as a dynamic process, where individuals have to select goals according to personal preferences and environmental opportunities and limitations, optimize their behavior to achieve those goals, and compensate and adjust if goals become unattainable or unattractive. In the area of psychotherapy, Laurenceau, Hayes and Feldman (2007) , noted that growth and change in psychotherapy has been conceptualized as a dynamic process reflecting both destabilization of a stable behavioral and emotional pattern which thereby increases the need to develop more adaptive patterns. Still, despite the appealing notion underlying the conceptualization of adaptive interventions to behavioral and social scientists, data analysis methods for informing the construction of adaptive interventions are still in their infancy (Murphy, Collins and Rush, 2007) . Accordingly, in the current study we aim to introduce a data analysis method useful in constructing adaptive interventions to researchers in the behavioral and social sciences.
We begin by discussing adaptive interventions as a vehicle for operationalizing sequential decision making in behavioral interventions. We then discuss a new, yet straightforward, method for data analysis, called Q-learning. Q-learning is an analysis method drawn from computer science that can be used to inform the construction of an adaptive intervention. We illustrate how this method can be applied to formulate adaptive interventions using the Adaptive Interventions for Children with ADHD study (Center for Children and Families, SUNY at Buffalo, William E. Pelham as PI). Finally, we discuss directions for future research for behavioral and social scientists aiming to develop adaptive interventions.
Adaptive Interventions
Interventions are defined as "planned actions intended to produce desired changes in existing conditions of persons or environments, usually with the condition identified as a problem to be ameliorated" (Adelman & Taylor, 1994: 638) . Although interventions are widely conceptualized as complex processes (e.g., Cuijpers, 2002; Wandersman, & Florin, 2003; Wampold, Lichtenberg, & Waehler, 2002) , intervention scientists usually adopt the traditional approach to intervention development, aiming to construct a "one size fits all" intervention in which the composition and dosage are fixed. In this approach, all intervention participants are offered with the same single intervention composition and dosage. For example, in Brand, Lakey and Berman's (1995) study on improving perceived social support among community residents, the same group-based intervention was delivered to all community residents reporting low levels of perceived support. Every component of the intervention, which included a combination of social skills training (e.g., positive assertions to self and others, conflict resolution strategies, active listening) and cognitive restructuring (e.g., identifying and correcting dysfunctional attitudes that can occur in relationships, positive self-statements and self-acceptance) was delivered to all participants with the assumption that each one of these components is necessary for any particular resident. Moreover, each participant was offered the same intervention dosage (13 weekly group sessions). Using such a fixed approach to intervention development and assessment does not take into account the varying intervention needs of individuals (Collins, Murphy & Bierman, 2004; Connell et al., 2008) . It limits the ability to identify the truly efficacious aspects of each treatment, potentially leading to inclusion or unnecessary or even counterproductive components and does not allow clinicians to match treatments with individual recipients most likely to benefit from them.
In recent years, intervention development is shifting from this traditional fixed researchbased approach, into conceptualizing interventions in terms of sequential processes in which the varying needs of subjects are taken into consideration (Collins et al., 2004) . Notice that this conceptualization has two components: (1) the intervention is time-varying and (2) the intervention adapts and readapts to the specific needs of individuals. Weisz, Chu and Polo's (2004) discussion of dissemination and evidence-based practice in clinical psychology suggests that evidence-based practice should ideally consists of much more than simply obtaining an initial diagnosis and choosing a matching treatment. Evidence-based practice "is not a specific treatment or a set of treatments, but rather an orientation or a value system that relays on evidence to guide the entire treatment process. Thus, a critical element of evidence-based care is periodic assessment to gauge whether the treatment selected initially is in fact proving helpful. If it is not, adjustments in procedures will be necessary, perhaps several times over the course of the treatment " (p.303). In fact, many behavioral and cognitive therapies can be seen as adaptive interventions (Bierman et al., 2006) . For example, group therapy processes are adjusted over time based on group dynamics and the developmental stage of the group (Cole, 2005; Yalom, 1995) . Cognitive therapy is tailored to address the unique cognitive conceptualization of the patient and in response to his/her progress or worsening during the process with therapists basing the format, content, duration and intensity of the upcoming sessions based on the results of the prior sessions (Beck, Liese & Najavits, 2005) .
One approach to operationalizing the conceptual idea of an adaptive intervention is to use decision-rules (Bierman et al., 2006) that link subjects' characteristics with specific levels and types of intervention components. This approach is conceptually appealing because it mimics decision processes in real life where individuals select their actions based on information obtained from the environment and modify their actions based on this information with the general aim to maximize long-term rewards. Take for example a typical classroom scenario where the teacher selects teaching strategies that would fit with the needs of his/her students and continuously modify these strategies based on students' responses in class and performance on exams in order to optimize the learning process.
The assignment of a particular intervention component and level of dosage are based on the subject's values on tailoring variables. These variables are expected to moderate the effect of certain intervention components, and the logic is that the level or type of intervention should be tailored according to these moderators. Note that all tailoring variables are moderators, but not all moderators are tailoring variables. For example, consider an intervention to which both men and women respond better than to a control but the intervention exhibits stronger effects for women. In this case, although gender is a moderator, both men and women should be offered the intervention as both groups benefit. Thus, gender is not a tailoring variable (otherwise different genders should be offered different interventions).
Although the list of candidate tailoring variables depend on the study, common types of these variables include individual, group, or context characteristics representing risk or protective factors that influence responsiveness to (or need for) various types or intensity of intervention components. For example, community residents who are characterized by particular risk factors, for example low self esteem, are likely to benefit from an intervention that places more emphasis on cognitive restructuring than on social skills, whereas those with high self esteem may find other interventions more beneficial. Individual's responsivity may also be an important moderator. For example, it is possible that community residents who do not adequately respond (report low levels of support) to the support intervention within a certain period of time (say 13 weeks), may need a more intensive intervention or a different type of intervention. In this case, community residents' response to the intervention serves as a tailoring variable, allowing the researcher to modify the support intervention in order to increase its efficiency. Intervention decisions may also be tailored by previous intervention decisions. For example, the decision whether to intensify the support intervention may vary as a function of the type of support intervention given at the first stage. Assume there are two possible first stage interventions, one that places more emphasis on cognitive restructuring, and one that places more emphasis on developing social skills. It is possible that intensifying the intervention for non-responders may be more effective for those residents who were initially assigned to the cognitive restructuringbased intervention, while for those non-responders assigned to the social skills-based intervention, it is better to add a cognitive component to the first stage intervention.
To demonstrate how decision rules link information obtained based on the tailoring variables to intervention options, assume for simplicity that the supportive intervention is only tailored according to individual's response to the first stage intervention. In that case, the decision rule can be expressed as To construct high quality adaptive interventions, we focus on selecting good decision rules. Accordingly, unlike fixed interventions, adaptive interventions not only include the intervention components and dosage, but also an entire system for assigning components and dosage. In other words, "the choice of tailoring variables, the measures of the tailoring variables, the decision rules linking tailoring variables to the assignment of components and dosage, and the implementation of these rules are all an integral part of the intervention itself" (Collins et al., 2004: 186) .
There are quite a few studies in which researchers used decision rules to operationalize dynamically adaptive interventions. The Fast Track study included a dynamically adaptive intervention program for preventing conduct problems among high-risk children (Conduct Problems Prevention Research Group, 1992) . Families participating in this study were provided with home visits at different levels of intensity depending on clinical judgments of parental functioning and family needs (see Bierman et al., 2006) . In the misdemeanor drug court adaptive intervention developed by Marlowe and colleagues (Marlowe et al., 2008) , the frequency of court hearings and type of counseling session were adjusted according to prespecified criteria in response to participants' performance. In a study of alcohol dependent patients, McKay (2005) evaluated the effectiveness of an adaptive intervention that was built around brief telephone contacts, consisting of risk for relapse assessment and problem-focused counseling. When risk levels increased, participants received stepped up care such as frequent telephone sessions and several sessions of motivational interviewing. The Early Steps Multisite study (ES-M), involved the application of family-centered program for reducing emotional and behavioral problems in children. This intervention was tailored and adapted according to the specific needs of each family (Connell et al., 2008) .
Still, research methods and procedures for finding the best sequence of decision rules are considered relatively new and complex (Connell et al., 2008) . Accordingly, in the following section we introduce Q-learning (Watkins, 1989 ) -a novel methodology that can be used for the construction of adaptive interventions from data. We illustrate the application of this method using data from a study aiming to develop an adaptive intervention for improving the schoolbased performance of children with Attention Deficit Hyperactivity Disorder (ADHD).
Motivation for using Q-learning
When developing adaptive interventions, the aim of the researcher is to find the optimal sequence of decision rules, namely the sequence of adaptive or individualized decisions for providing the intervention. Finding the optimal sequence of decision rules belongs to the class of sequential or multistage decision problems, where a decision which appears optimal in the shortterm may not be a component of the optimal sequence of decisions (Lavori & Dawson, 2000) . To clarify this, consider a sequence of decisions, with one decision point per stage of intervention.
At each stage there may be several possible intervention options. For simplicity, throughout this manuscript we assume we have only two intervention stages. Denote the intervention at the first stage by 1 and denote the intervention at the second stage by 2. Also, for simplicity we assume there are only two intervention options at each stage ( 1 and 2 are coded as -1/1). Let Y denote the primary outcome (the response at the end of the second stage), for which high values are preferred.
To begin, first suppose that our goal is to find the sequence of non-adaptive decisions, one per stage of intervention, that when implemented will lead to the maximal expected value of the primary outcome. Consider a simple study in which individuals are randomized to intervention options at each stage. A basic way to find an optimal sequence of non-adaptive decisions, based on data collected from this study, would be to regress Y on 1, 2 and the interaction between them (because the effect of the second stage decision may vary as a function of the first stage decision).
(1) ~ 0+ 1 1+ 2 2 + 3 1 2.
In order to find the best sequence of decisions, that is the sequence of intervention options that leads to the maximal primary outcome, we estimate the regression coefficients and simultaneously maximize over 1 and 2. More specifically, since
where 0, 1, 2 and 3 are the estimated regression coefficients, we choose the sequence of decisions that maximizes the right hand side of the (*). For example, if 0> 0, 1>0, 2<0 and 3<0, then the best sequence is to choose first stage intervention option 1, and then choose second stage intervention option -1.
Notice that although the best sequence of decisions based on (1) can be used to construct a time varying intervention, it cannot be used to construct an adaptive intervention since this sequence of decisions is not adaptive, in that it is not tailored according to the changing status of the subject. An example of such a time-varying (yet non-adaptive) intervention approach can be seen in Raudenbush, Hong and Rowan's (2002) study of the effects of time-varying mathematics instructional "treatments". However, adaptive interventions are not only time varying, but also adaptive to the dynamics of the environment and hence an optimal adaptive intervention involves an optimal sequence of decision rules, as opposed to an optimal sequence of decisions. However, using estimates based on this equation to make an inference about the optimal sequence of adaptive decisions ( 1 * , 2 * ) is problematic in two main aspects. First, since 2 may be an outcome of 1 and a potential predictor of , 2 cuts off any portion of the effect of 1 on that occurs via 2. To clarify this, 2 can be conceptualized as a mediator in the relationship between 1 and . Adding 2 to a regression in which 1 is used to predict will reduce the effect of 1. In the presence of 2, the coefficient for 1 no longer expresses the total effect of the first stage intervention on the outcome, but rather what is left of the total effect (the direct effect) after cutting off the part of the effect that is mediated by 1 (the indirect effect) (Baron & Kenny, 1986; MacKinnon, Warsi, & Dwyer, 1995) . Note that ascertaining the total effect of the intervention (say 1) is crucial to finding the best decision rule (say 1 * ), as it provides information concerning the overall effect of the intervention. Although the direct effect of the intervention, may be helpful in identifying mechanisms or processes through which the intervention may affect the outcome, it does not help the researcher decide which intervention option is superior. Accordingly, any inference concerning the optimal adaptive decision at the first stage, based on (2) is likely to be biased.
Second, unknown causes of both 2 and may introduce biases in the coefficients of 1 terms (main effects and interactions) such that 1 may appear to be falsely less or more correlated with because 1 affects 2 while 2 and are affected by the same unknown causes (see Figure 1 ).
To demonstrate this, consider the numerical example discussed by Murphy and Bingham (2009) . Let U (the unknown cause) be a Bernoulli random variable with success probability 12 represent an unknown cause of both O 2 and Y (we assume there is no O 1 in this case, i.e., O 1 in (2) equals zero). Suppose that = 0+ 1 + , where (mean zero, finite variance) is independent of ( , O 2 , 1, 2). Thus, there is no effect of 1 or 2 on Y. 1, 2 can each obtain -1/1 values; subjects are randomly assigned to these options at each stage with probability 12. Next, suppose that O 2 can obtain two values 0 or 1, and Since 1 = 12 1 1+ 3− 2 2+ 4 may be different from the true effect of zero, 1 in (2) reflects bias that occur because we are conditioning on O 2 which is both an outcome of 1 and a predictor of .
Motivated by the inference problems noted above, we introduce Q-learning --a method for using data to estimate the optimal sequence of decision rules. Q-learning uses backwards induction (Bellman & Dreyfus, 1962) to construct a sequence of decision rules that map or link the observations of the environment (here captured by tailoring variables) to the actions the agent (Decision Maker) ought to take in order to maximize desired long-term primary outcome. In terms of constructing an adaptive intervention, Q-learning can be used to find the sequence of decision rules that link the subject's observations (e.g., characteristics and responses to past decisions) to the most efficient intervention component and dosage. The aim of Q-learning is to evaluate the intervention components at each stage when the subsequent adaptive decision is matched to the subjects as opposed to evaluating intervention components as stand-alone components for each stage. In the following section we show how researchers can use Q-learning to construct optimal sequence of adaptive decision rules.
Q-learning
Our goal is to find the optimal sequence of decisions rules ( 1 * , 2 * ). In some applications (e.g., expert system 1 ) an expert may provide the multivariate distribution of 1, 2
and , for every sequence of decisions 1, 2. In this case, we can obtain the optimal sequence of decision rules using backwards induction as follows:
where 2 1, 1, 2, 2= | 1, 1, 2, 2 is the expectation of the primary outcome conditioning on 1, 2, for interventions 1, 2. This conditional expectation provides the quality of the intervention option 2, as it expresses the expected primary outcome of choosing intervention option 2 now, given the information available (the history: 1, 1, 2).
Then, we move backwards in time to find the optimal adaptive decision rule at stage 1, namely 1 * 1.
where 1 1, 1= max 2 2 1, 1, 2, 2| 1, 1 is the conditional expectation that provides the quality of choosing intervention option 1 initially, assuming that we choose the best intervention option at the second stage. That is, it expresses the expected primary outcome of choosing option 1 given the information available (the history 1).
1 Expert systems (or knowledge-based systems) are defined broadly as computer programs that mimic the reasoning and problem solving of a human 'expert'. These systems use pre-specified knowledge about the particular problem area. They are based on theoretical models, employing deep knowledge systems as a basis for their operation (Velicer, James Prochaska & Redding (2006) .
In general " " denotes the Quality of the decision, given the history up to that decision point. 1 and 2 are often called Q-functions (Sutton & Barto,1998) . Note that the optimal decision rules 1 * , 2 * output the intervention options that maximize 1, 2 respectively.
The focus here is on the use of data to construct adaptive decision rules; we do not know the true multivariate distribution of 1, 2 and . We represent the study data as 1 , 1 , 2 , 2 , , = 1,…, , where is the number of study participants. Throughout, for simplicity, we assume that participants are randomly assigned to the two intervention options at each of the two decision stages (e.g., 1 and 2 are randomized). When participants are randomly assigned to intervention options (randomization probabilities may depend on past information), the conditional distributions required to form optimal adaptive decisions, are the same as the corresponding conditional distributions in the data (In Appendix 2 we provide the proof and relate these expectations to potential outcomes).
We can use the following version of Q-learning (Murphy, 2005) to estimate (e.g., "learn") the Q-functions, from which we construct the optimal sequence of decision rules as described above. Here, we use linear regressions. The second stage Q-function might be modeled as: 1, 2, 2, 2, 2= 20+ 21 1+ 22 1+ 23 1 1+ 24 2+ ( 21+ 22 1+ 23 2) 2, where, 2= 20, 21, 22, 23, 24, and 2= 21, 22, 23 . Notice that our main interest lies primarily in the parameters 2's as they contain information with respect to how the relevant decision should vary as a function of the candidate tailoring variables (here 1 and 2). Based on (4) one can see that the second decision ( 2) that maximizes 2 is the one that maximizes the Q-Learning assists us in estimating an optimal sequence of decision rules in two important ways. First, this approach reduces potential bias compared to the regression in (2) since in the first stage analysis the regression model omits variables that may mediate the relationship between the first stage intervention and the primary outcome (omitting these variables prevents the elimination of the portion of the intervention effect that goes through the mediator). For example, if 2 mediates the relationships between 1 and Y, inference concerning the effect of 1 on Y, based on the regression equation (2) in which 2 is present, will not reflect the total effect of 1 on Y, but rather the part of this effect that does not go through the mediator 2. However, taking the Q-learning approach, the inference concerning 1 is based on a regression equation in which 2 is not present and hence any bias to the estimated effect of 1 due to the mediation of 2 is reduced.
Second, Q-learning reduces the bias incurred by the use of (2), bias that is a result of unmeasured causes of both the tailoring variables ( 2), and the primary outcome (Y). Note that this bias resulting from unmeasured causes is different from the bias discussed above, and may occur even if 2 does not mediate the relationship between 1 and Y. The following section further demonstrates the second feature.
Comparing the single regression approach and Q-learning
In order to demonstrate how Q-learning reduces the bias resulting from unmeasured causes, consider the following example (Example 1): Say that the outcome Y is the level of community residents' perceived support 26 weeks after the beginning of the first stage intervention, and 2 is the level of perceived support after a 13 weeks period. For simplicity, we assume there are no baseline variables 1. Say that 1 (social skills-based intervention=1 vs.
cognitive-based intervention=-1) and 2 (intensify first stage intervention =1 vs. add the other intervention component = -1) are each randomly assigned to subjects with probability ½. We also assume ~ (0, 1) is an unmeasured cause (say personality characteristic) that has an effect on both perceived support measures Y and 2. More specifically, =1+ 0.5 + , and 2=1+ 0.5 + 0.5 1+ . For both models we assume the 's (error terms) are independent and standard normally distributed. Notice that 2 does not mediate the relationship between 1 and and 1 has an effect on 2, but neither 1 nor 2 has an effect on Y .
We generated 1,000 samples, n=500 each using the above example. On each data set we used the single regression approach and the Q-learning approach.
The single regression model is:
6 ~ 0+ 1 1+ 2 2+ 3 2+ 4 1 2.
A natural approach to using (6) to construct the sequence of decision rules is as follows.
We construct the optimal decision rule at the second stage by finding the value of 2 that maximizes (6) (i.e. that maximizes the term ( 3 + 4 1) 2 ). This is, 2 1= ( 3 + 4 1). Replacing 2 by ( 3 + 4 1), the estimated maximal expected outcome is 0+ 1 1+ 2 2+| 3 + 4 1|. Now, we rewrite this maximal expected outcome as ( 11) . Using this approach 11 is the estimated effect of the first stage intervention given that we chose the best second stage intervention option.
In conclusion we have that the sign of 1+12(| 3+ 4|− | 3− 4| ) determines which first stage intervention is selected as best in the single stage regression approach whereas the sign of 11 determines which first stage intervention is selected as best in Q-Learning. We compare the distribution of these two quantities across the 1000 generated samples. Recall that in our example there is no effect of the initial decision 1, thus both distributions should be centered at zero. adaptive intervention options, while using the Q-learning method improves our ability to find the optimal sequence of decision rules.
----------------------------------Figures 2 & 3 about here ----------------------------------Analysis based on the Adaptive Interventions for Children with ADHD study
To illustrate Q-learning, we use a simplified version of the Adaptive Interventions for Children with ADHD study (a full analysis can be found in ADD CITATION). Attention-Deficit Hyperactivity Disorder (ADHD) is a chronic disorder affecting 5-10% of school age children that adversely impacts functioning at home, school and in social settings (Pliszka 2007) . In recent years there is a controversy concerning the relative effectiveness of behavioral-vs. medication-based interventions for the treatment of ADHD (see Pelham & Fabiano, 2008 , Pliszak 2007 . Accordingly, a Sequential Multiple Assignment Randomized Trial (SMART; Murphy, 2005) was conducted (William E. Pelham as PI) with the general aim to find the optimal sequence of treatments that reduces ADHD symptoms among children.
Design
In a SMART study, treatments are randomized at each stage, where observable data from a subject is {O 1 , A 1 , O 2 , A 2 , Y }. Of course, the number of stages can be greater than 2, and the observable data may also include baseline variables and/or measurements of potential confounders. At the first stage, the intervention A 1 is randomized with randomization distribution allowed to depend on (O 1 ) and at stage 2 the intervention A 2 is randomized with randomization distribution allowed to depend on (O 1 , A 1 , O 2 ).
At the first stage of the ADHD SMART study (A 1 ), children were randomly assigned (with probability ½) to a low dose of medication (coded as -1) or a low dose of behavioral intervention (coded as 1) at the beginning of a school year. After eight weeks, children's response to the first stage intervention was evaluated monthly until the end of that school year.
At each monthly assessment, if the child showed inadequate response to the first stage intervention, then he/she entered the second stage of the intervention (A 2 ) and was re-randomized (with probability ½) to one of two second stage intervention options, either to increasing the dose of the first stage intervention (coded as -1) or to augmenting the first stage intervention with the other type of intervention (i.e., adding behavioral intervention for those who started with medication, or add medication for those who started with behavioral intervention) (coded as 1).
Otherwise if the child is classified as a responder, then he/she remains in stage 1 and continue the first stage intervention. Note that there are only two key decisions in this trial: the first stage intervention decision (A 1 ), and then the second stage intervention decision (A 2 ) for those not responding satisfactorily to the first stage intervention. The structure of this SMART study is illustrated in Figure 4 .
--------------------------Figure 4 about here --------------------------
Sample 149 children (75% boys) between the ages of 5-12 (mean 8.6 years) participated in the study. Due to drop-out and missing data 2 , the effective sample used in the current analysis was 131. At the first stage of the intervention (A 1 ), 67 children were randomized to receiving low dose of medication, and 64 were randomized to receiving low dose of behavioral intervention.
By the end of the school year, 77 children were classified as non-responders and re-randomized to one of the two second stage intervention options, with 37 children assigned to increasing the dose of the first stage intervention, and 38 children assigned to augmenting the first stage intervention with the other type of intervention.
Measures
Primary outcome ( ): we consider the level of children's classroom performance based on the Impairment Rating Scale (IRS, Fabiano et al., 2006 ; available from http://wings.buffalo.edu/adhd) after an 8-month period as our primary outcome. This outcome ranges from 1 to 5, with higher values reflecting better classroom performance. Because the current analysis is for illustrative, rather than for substantive purposes, we use this measure as an outcome despite limitations relating to its distribution and reliability.
Baseline (B):
we use the level of children's classroom performance (based on the IRS scale) measured during the first month of the school year (before the first stage intervention) as a baseline measure.
Week of non-response (W):
reflecting the week during the school year at which the child showed inadequate response to the first stage intervention, and hence entered the second stage of the intervention. This measure is relevant only for those who showed inadequate response during the school year (i.e., classified as non-responders to the first stage intervention).
Medication prior to first-stage intervention ( 1):
This measure reflects whether (coded as 1) or not (coded as 0) the child received medication at school during the previous school year (i.e., prior to the first stage of the intervention).
Adherence to first stage intervention ( 2):
This measure reflects whether adherence to the first stage intervention was high (coded as 1) or low (coded as 0). We constructed this indicator based on two other measures that express (1) the percentage of days the child received medication during the school year calculated based on pill counts (for those assigned to low dose of medication as the first stage intervention), and (2) the percentage of days the child received the behavioral intervention during the school year based on teacher report of behavioral interventions used in the classroom (for those assigned to behavioral intervention as the first stage treatment). The distributions of these two measures are presented in Figures 5 and 6 . Based on these distributions, we constructed 2, such that for those assigned to behavioral intervention as the first stage treatment, low adherence ( 2=0) means receiving less than 75% days of behavioral intervention, and for those assigned to medication as the first stage treatment, low adherence ( 2=0) reflects receiving less than 100% days of medication 3 .
-
Data Analysis Procedure
Using the Q-learning approach, the optimal sequence of decision rules can be estimated based on two regressions, one for each intervention stage. We start from the second stage, aiming to find the best subsequent intervention for responders, given the history up to the second decision point ( , 1, 1, 2, ) . Because children were classified as non-responders at different time points along the school year, we included the week of non-response (W) in this regression.
We also included the child's baseline measure (B) in the regression, due to potential confounding. We consider the first stage intervention ( 1 In general this regression might include further possible confounders or potential tailoring variables such as negative/ineffective parenting styles and medication side effects. We obtain ( 2, 2) by using regression. In this simple case, the decision rule recommends adding another intervention for a child who does not respond to the first stage treatment if We regress on the predictors to obtain 1and 1. If ( 11+ 12 1)>0, the best first stage intervention option would be to begin with a low dose of behavioral intervention ( 1=1). If ( 11+ 12 1)<0, the best first stage intervention options would be to begin with a low dose of
Notice that the estimated quality of the second stage intervention is a non-smooth function of 2 (it is non-differentiable at 21+ 22 1+ 23 22=0), because of the maximization operation | 21+ 22 1+ 23 22|. Since 1 is a function of the estimated quality of the second stage intervention, it is in turn a non-smooth function of 2, and hence a non-regular estimator.
Accordingly, usual Wald-type significance tests for making inference concerning 1 tend to perform poorly (Chakraborty, Murphy, & Strecher, 2009; Robins, 2004) . The issue of non-regularity and the associated inference problems associated with the first stage regression are discussed in detail in Chakraborty et al. (2009) , and are beyond the scope of the current manuscript. Still, in order to overcome the inference problems noted above, we constructed confidence intervals for 1 using the soft thresholding operation recommended by Chakraborty et al. (2009) .
Results Table 1 present the results for the second stage regression. Based on these estimates, we estimated the term ( 21+ 22 1+ 23 2) for every given combination of 1and 2 (see Table 2 ).
----------------------- Table 1 & Table 2 about here -----------------------The results in Table 1 show that the effect of the second stage intervention ( 2) is negative and marginally significant ( 21= -.42, lower limit .10 CI= -.79, upper limit .10 CI= -.06). The interaction between the first stage intervention ( 1) and the second stage intervention ( 2) was not found to be statistically significant ( 22= -0.003, lower limit .10 CI= -.24, upper limit .10 CI= .23), and the interaction between adherence to first stage intervention ( 2) and the second stage intervention ( 2) was found to be statistically significant ( 23=.75, lower limit .10 CI=.27, upper limit .10 CI= 1.23).
The results in Table 2 indicate that when adherence to the first stage intervention is low ( 2=0), the term ( 21+ 22 1+ 23 2) is negative and marginally significant, regardless of whether the first stage intervention was medication ( 21+ 22 1+ 23 2= -.42, lower limit .10 CI= -.87, upper limit .10 CI= .02), or behavioral intervention ( 21+ 22 1+ 23 2=.43, lower limit .10 CI= -.85, upper limit .10 CI= -.01). Accordingly, when adherence to the first stage intervention is low, the term ( 21+ 22 1+ 23 22) 2 is maximized when 2=−1 (medication). However, when adherence to the first stage intervention is high ( 2=1), the term ( 21+ 22 1+ 23 2) was not found to be significantly different from zero, regardless of whether the first stage intervention was medication ( 21+ 22 1+ 23 2= .33; lower limit .10 CI= -.07, upper limit .10 CI= .73) or behavioral intervention ( 21+ 22 1+ 23 2= .33, lower limit .10 CI= -.04, upper limit .10 CI= .70).
Overall, the results of the second stage regression indicate that for non-responders to the first stage intervention (regardless of whether the first stage intervention was medication or behavioral intervention), if adherence to the first stage intervention is low, augmenting the first stage intervention with the other type of intervention ( 2=−1), leads to better classroom performance relative to intensifying the first stage intervention ( 2=1). However, if adherence to the first stage intervention is high, there is no evidence to differentiate between the second stage intervention options. Figure 7 presents the predicted means for each of the second stage intervention options ( 2), given the first stage intervention ( 1) and adherence to first stage intervention ( 2).
------------- Figure 7 about here ------------- Table 3 presents the results for the first stage regression. Based on these estimates, we estimated the term ( 11+ 12 1) for each value of 1 (see Table 4 ).
----------------------- Table 3 & Table 4 about here
The results in Table 4 indicate that the effect of the first stage intervention ( 1) is positive and marginally significant ( 11=.20, lower limit .10 CI=.002, upper limit .10 CI=.38) , and the interaction between the first stage intervention ( 1) and medication prior to first stage intervention
( 1) is negative and marginally significant ( 12= -.24, lower limit .10 CI= -.49, upper limit .10 CI= -.01).
The results in Table 5 upper limit .10 CI=.24) . This means that given that the best second stage intervention option was offered to non-responders, low dose of behavioral intervention ( 1=1) leads to better classroom performance relative to low dose of medication ( 1= -1), for children who did not receive medication at school prior to the first stage intervention ( 1=0). However, there is no evidence favoring either first stage intervention option for children who received medication at school prior to the first stage intervention. Figure 8 presents the predicted means for each of the first stage intervention options ( 1), given whether or not the child received medication at school prior to first stage intervention ( 1). Since the Time 2 intervention 2 is randomly assigned to 1 or −1 with probability ½ each, given In the following we derive the joint probability ( = , 1= 1, 2=1) for = 0 or 1, and 1 = -1 or 1. Note that 1 and are independently distributed. Thus = , 1= 1= = ) ( 1= 1=12×12=14. is the distribution of among the subpopulation of individuals with ( 1= 1, 2= 2) if all individuals were assigned ( 1, 2). We need information about these conditional probabilities to construct the optimal dynamically adaptive interventions. When interventions are sequentially randomized (randomization probabilities may depend on past information), the left hand side probabilities equal the right hand side probabilities. Thus data from the randomized trial can be used to develop the optimal dynamically adaptive interventions. Below we prove (A.1) and (A.2) using the potential outcome framework (Neyman, 1923; Rubin, 1978; Robins, 1986 Robins, , 1987 .
It follows that
For each fixed sequence of interventions ( 1, 2), we conceptualize potential outcomes denoted by 2( 1) and 1, 2, where 2( 1) is the observations that an individual would have had at the second stage if he/she had followed 1 at stage 1, and 1, 2 is the primary outcome that would have been observed had an individual followed the sequence 1, 2. Let 1 and 2 denote the sets of all possible interventions at stages 1 and 2, respectively. Then the set of all potential outcomes is ={ 1, 2 1, 1, 2: 1∈ 1, 2∈ 2} ( 1 is included for completeness). Notice that the potential outcomes are only functions of the interventions ( 1, 2) since we will only manipulate interventions. By definition, the multivariate distribution of
( 1, 2 1, 1, 2) is the multivariate distribution of ( 1, 2, ) when the sequence of interventions is set at ( 1, 2) for all individuals. This is the distribution needed to construct the optimal adaptive interventions.
Assuming Robins' consistency assumption holds (i.e. an individual's intervention assignment does not affect other individuals' outcomes; see Robins and Wasserman (1997) ), the potential outcomes are connected to the individual's data by 2= 2 1 and = 1, 2. In addition, since the randomization probabilities in the randomized trial only depend on past information, 2 is independent of the set of all potential outcomes given ( 1, 1, 2) and 1 is independent of given 1. Hence, where the first and the third equalities follow from the consistency assumption, the second and the fourth equality follow from the fact that the randomization probabilities depend only on the past information and the last equality follows from the definition of potential outcomes.
Similarly, we can show that (A.2) holds.
