Abstract. We define a quaternionic extension of the Szegedy walk on a graph and study its right spectral properties. The condition for the transition matrix of the quaternionic Szegedy walk on a graph to be quaternionic unitary is given. In order to derive the spectral mapping theorem for the quaternionic Szegedy walk, we derive a quaternionic extension of the determinant expression of the second weighted zeta function of a graph. Our main results determine explicitly all the right eigenvalues of the quaternionic Szegedy walk by using complex right eigenvalues of the corresponding doubly weighted matrix. We also show the way to obtain eigenvectors corresponding to right eigenvalues derived from those of doubly weighted matrix.
Introduction
The quantum walk has been studied over the last two decades in various fields such as quantum information theory and mathematics. Quantum walks are classified into two types: discrete-time quantum walks and continuous-time quantum walks. We treat the discrete-time first pointed out by Birkhoff and von Neumann in [7] . After that, the subject was studied further by Finkelstein, Jauch, and Speiser [10] , and more recently by Adler [1] and others. For a detailed account including the significance of quaternionic quantum mechanics, we recommend Adler's book [1] . As well as quaternionic quantum mechanics, we can expect many outcomes through the study on quaternionic quantum walk.
In the present paper, we define a quaternionic generalization of the Szegedy walk (the quaternionic Szegedy walk) on a graph. We derive the unitary condition of the transition matrix of the quaternionic Szegedy walk. Furthermore, we investigate the right eigenvalue problem, and derive all the right eigenvalues of the quaternionic transition matrix from those of the doubly weighted matrix which can be obtained easily from quaternionic weights on the graph. We also show the way to obtain right eigenvectors corresponding to the right eigenvalues derived from those of the doubly weighted matrix.
The rest of the paper is organized as follows. In Section 2, we explain some properties of quaternionic matrices and right eigenvalues of quaternionic matrices. Especially, we give the way to obtain all the right eigenvalues of a quaternionic matrix. In Section 3, we provide a summary of the Ihara zeta function and the second weighted zeta function of a graph, and present their determinant expressions. In Section 4, we derive a quaternionic extension of the determinant formula for the second weighted zeta function. The result in this section plays a key role in determination of right spectra in Section 5. In Section 5, we give a brief account of the discrete-time quantum walk on a graph and define a generalization of it to the case of quaternions, which we call the quaternionic Szegedy walk on a graph. We also explain the general framework of quaternionic quantum mechanics to the minimum extent necessary for the definition of quaternionic quantum walks. We derive the unitary condition on the transition matrix and determine all the right eigenvalues of a quaternionic quantum walk by using those of the corresponding doubly weighted matrix. In Section 6, we derive the way to obtain eigenvectors corresponding to right eigenvalues of the transition matrix derived from those of doubly weighted matrix. In addition, we give an example of quaternionic Szegedy walk and their right eigenvalues and eigenvectors.
Right eigenvalues and root subspaces of a quaternionic matrix
In this section, we give a brief account of quaternions and quaternionic matrix. Particularly, we mainly explain eigenvalues and root subspaces of a quaternionic matrix. Since quaternions do not mutually commute in general, we must treat left eigenvalues and right eigenvalues separately. As in [1] , the states of quaternionic quantum mechanics is described by vectors of a right Hilbert space over the quaternion field. Therefore, we deal only with right eigenvalues in this paper. We shall review the way to obtain all the right eigenvalues of a quaternionic matrix. Expositions of these contents can be found in [5, 21, 24, 30] . [40] gives an overview of the quaternionic matrix theory. The detailed account of recent development of quaternionic linear algebra can be found in [30] . Let H be the set of quaternions. H is a noncommutative associative algebra over R, whose underlying real vector space has dimension 4 with a basis 1, i, j, k which satisfy the following relations:
3 the norm of x. H constitutes a skew field since x ∈ H, x −1 = x * /|x| 2 for every nonzero element x. We denote by H * the multiplicative group of nonzero quaternions. Mat(m×n, H) denotes the set of m×n quaternionic matrices and Mat(n, H) the set of n×n quaternionic square matrices. A quaternion x can be identified with an element of Mat(1, H). For every quaternionic matrix M ∈ Mat(m×n, H), we can write M = A + jB uniquely where A, B ∈ Mat(m×n, C). A and B are called the simplex part and the perplex part of M respectively. Then, the R-linear map ψ from Mat(m×n, H) to Mat(2m×2n, C) is defined as follows:
where A is the complex conjugate of A. ψ is multiplicative in the following sense:
In the case of square matrices, we have . If m = n, then ψ is an injective R-algebra homomorphism.
For a quaternionic square matrix
* holds, where the right-hand side denotes the conjugate transpose of the complex matrix. A quaternionic square matrix M is said to be
We shall show a useful criterion for quaternionic vectors to be H-linearly independent, which is a slightly different version of [30] , Proposition 3.4.2.
n are H-linearly independent if and only if the columns of ψ( v 1 · · · v m ) are linearly independent over C.
Applying ψ to both sides, we have
where a r = a S r + ja P r is the symplectic decomposition of a r . Since columns of the matrix
be the symplectic decomposition, we have
whence it follows that
since xj = jx for every x ∈ C. Summing up both sides of (2.1), we obtain
For a quaternionic square matrix M = (M rs ) ∈ Mat(n, H), a quaternion λ and a nonzero vector v ∈ H n are said to be a right eigenvalue of M and a right eigenvector corresponding to λ, respectively if Mv = vλ. The set of all right eigenvalues of M is denoted by σ r (M). Since M(vx) = vλx = vx(x −1 λx) for any x ∈ H * = H − {0}, the conjugate class λ H * = {x −1 λx | x ∈ H * } is contained in σ r (M) and vx is a right eigenvector corresponding to the eigenvalue x −1 λx. It is known that right eigenvalues of a square quaternionic matrix are given by the following manner. The detail of its proof can be found in, for example [21] . Let p (M) (y) be the real coefficient polynomial of minimal degree which satisfies the following conditions:
is monic, namely, the leading coefficient equals 1.
Such a polynomial exists since Mat(n, H) is a finite dimensional vector space over R. p (M) (y) is called the minimal polynomial of M. As in the case of complex matrices, the minimal polynomial uniquely exists and 
holds. It is known that H n is the direct sum of root spaces as follows:
where M s is the root subspace of M.
, and the right eigenvector v of M in H n corresponding to λ belongs to the root subspace M s . For every x ∈ H * , vx also belongs to M s . Thus, for every λ ′ ∈ λ H * , all eigenvectors corresponding to λ ′ belong to M s . Especially, eigenvectors corresponding to a complex right eigenvalue and its complex conjugate belong to the same root subspace since −jij = −i. The maximal number of Hlinearly independent right eigenvectors of a root subspace M of a quaternionic square matrix M ∈ Mat(n, H) is called the geometric multiplicity of M . For a right eigenvalue λ ∈ σ r (M), the geometric multiplicity of the root subspace corresponding to the polynomial of which λ is a root is called the geometric multiplicity of λ. We notice the geometric multiplicity of a right eigenvalue is well-defined because of Theorem 2.4, Remark 2.5 (1) and the observation in the previous paragraph. On the other hand, the quaternionic dimension of M is called the algebraic multiplicity of M . For a right eigenvalue λ ∈ σ r (M), the algebraic multiplicity of the root subspace corresponding to the polynomial of which λ is a root is called the algebraic multiplicity of λ.
We also notice that one can compute a right eigenvector corresponding to a complex eigenvalue λ of a quaternionic square matrix as follows.
Here, we shall give some examples of right spectra of quaternionic matrices. For an arbitrary matrix M,
and
The second weighted zeta function of a graph
We shall review the Ihara zeta function and the second weighted zeta function of a graph in this section. In this section, let G = (V (G), E(G)) be a finite connected simple graph with the vertex set V (G) and the edge set E(G) consisting of unoriented edges uv joining two vertices u and v. For uv ∈ E(G), the ordered pair (u, v) denotes the oriented edge from u to v which we call an arc.
, o(e) = u denotes the origin and t(e) = v the terminus of e respectively. e −1 = (v, u) is called the inverse of e = (u, v). The degree deg v of a vertex v of G is the number of edges incident to v. A path P of length ℓ in G is a sequence P = (e 1 , · · · , e ℓ ) of ℓ arcs e r ∈ D(G) (r = 1, . . . , ℓ) with t(e r ) = o(e r+1 ) for r = 1, . . . , ℓ − 1. |P | denotes the length of P . A path P = (e 1 , · · · , e ℓ ) is said to have a backtracking if e r+1 = e −1 r for some r = 1, . . . , ℓ − 1, and is said to have a tail if e ℓ = e −1 1 . A path P is called a cycle if t(P ) = o(P ). Two cycles C 1 = (e 1 , · · · , e ℓ ) and C 2 = (f 1 , · · · , f ℓ ) are said to be equivalent if there exists s such that f r = e r+s for all r where indices are treated modulo ℓ.
[C] denotes the equivalence class to which C belongs and B r is called the r-th power of a cycle B, namely, B r is obtained by going r times around a cycle B. A cycle C is said to be reduced if C has neither backtracking nor tail and to be prime if it is not a power of a strictly smaller cycle. We denote by PR the set of all equivalence classes of prime reduced cycles of G.
The Ihara zeta function of a graph G is defined by
where t is a complex variable with |t| sufficiently small.
In order to explain determinant expressions of Z(G, t), we introduce two matrices B = (B ef ) e,f ∈D(G) , J 0 = (J ef ) e,f ∈D(G) ∈ Mat(2m, C) as follows:
The matrix B − J 0 is called the edge (adjacency) matrix of G.
Theorem 3.1 (Hashimoto [14] ; Bass [6] ). The reciprocal of the Ihara zeta function of G is given by
where r and A are the Betti number and the adjacency matrix of G, respectively, and
ef ) e,f ∈D(G) ∈ Mat(2m, C) is defined as follows:
otherwise.
In [31] , Sato defined the second weighted zeta function of a graph. The second weighted zeta function of G is defined by
Remark 3.2. Precisely, Sato defined a new Bartholdi zeta function Z 1 (G, w, u, t) as follows:
which reduces to Z 1 (G, w, t) with the specialization u = 0. Z 1 (G, w, t) can also be viewed as a natural generalization of the zeta function of the edge-indexed graph defined by Bass [6] .
If w(e) = 1 for all e ∈ D(G), then the second weighted zeta function of G coincides with the Ihara zeta function of G. Theorem 3.3 (Sato [31] ). Let G be a connected graph and W a weighted matrix of G. Then the reciprocal of the second weighted zeta function of G is given by
where
w(e) for all u ∈ V (G).
Taking transposes of both sides of (3.1), we obtain the following equation:
In order to apply zeta functions to obtain the spectral mapping property for the quaternionic quantum walk on a graph, we will generalize the determinant formula of transposed type in the case of quaternions in the next section. 
S + jb(e) P their symplectic decompositions. We define
′ ×n matrices as follows:
where column index and row index are ordered by fixed sequences v 1 , . . ., v n and e 1 , . . ., e m ′ such that e 2r = e
2r−1 for r = 1, . . ., 2m 0 and e r is a loop for r = 2m 0 + 1, . . ., m ′ , respectively.
is the m ′ ×m ′ matrix given by the following equation:
In order to obtain a quaternionization of Corollary 3.4, we define two more matricesW = (W uv ) u,v∈V (G) ,D = (D uv ) u,v∈V (G) as follows:
We callW the doubly weighted matrix. We can check by calculations thatW = L * K and L * J 0 K =D. We also notice that J 0 is the block diagonal matrix of the form:
, where J 2 = 0 1 1 0 places m 0 times along the diagonal.
Before stating the determinant formula, we mention a useful fact on determinant.
Lemma 4.1. Let A and B be an m×n and an n×m matrices, respectively. Then for every complex number α, the following holds:
Proof.
Since
Now we state a quaternionization of the determinant formula for the second weighted zeta function of a graph with at most one loop at each vertex.
Theorem 4.2. Let t be a complex variable. Then
Proof. Using Lemma 4.1, we have the following sequence of equations:
Since the following holds:
for every t ∈ C, we have
The left hand side and the right hand side of (4.5) are equal as polynomials and thus the assertion follows.
A quaternionization of quantum walks of Szegedy type and right spectral problem
In this section, we give a quaternionization of quantum walks of Szegedy type on graphs and derive their spectral mapping properties. An important example of the quantum walk on a graph is the Grover walk. The Grover walk originates from a quantum search algorithm introduced by Grover [13] . After Grover's approach, several quantum search algorithms, for example [3, 39] , was proposed. These are strongly related to quantum walks on graphs, and have been investigated for more than a decade. In this article, we focus on the discrete-time quantum walk on a graph based on the quantum search algorithm proposed by Szegedy [39] . We give a definition of discrete-time quantum walks on graphs in a similar manner as in [2] . Other formulations of discrete-time quantum walks on graphs can be seen in, for example, [38, 29] . Let H = ⊕ e∈D(G) C|e be the finite dimensional Hilbert space spanned by arcs of G. One step of quantum walk consists of the following two operations C and S as follows:
1. For each u ∈ V , we perform a unitary transformation C u on the states |f that satisfy t(f ) = u and put C the direct sum of these transformations:
2. For all e ∈ D(G), we perform the shift operator S defined by S|e = |e −1 .
The transition matrix U of a discrete-time quantum walk consists of the two consecutive operations U = SC. Let p be a map from D(G) to (0, 1] which satisfies e∈D(G),o(e)=u p(e) = 1 for every u ∈ V (G) and |φ u the state vector defined by
Then the coin operator C u of the Szegedy walk on G is given by
One can immediately check that the transition matrix U Sze = (U Sze ef ) e,f ∈D(G) of the Szegedy walk is given by
We call U Sze the Szegedy matrix. Higuchi et al. [15] generalized the Szegedy walk on a graph and obtained the spectral mapping theorem for the generalized Szegedy walk. Now, we extend the Szegedy walk on a graph to the case of quaternions. A background of quaternionic quantum walks is based on quaternionic quantum mechanics. In a similar way to [21] , we briefly explain the general framework of quaternionic quantum mechanics to the minimum extent necessary for the definition of quaternionic quantum walks. For a more detailed and complete exposition of quaternionic quantum mechanics, see [1] . The states of quaternionic quantum mechanics is described by vectors of a quaternionic Hilbert space H H which is defined by the following axioms:
(II) There exists a scalar product, that is a map ( , ) : H H ×H H −→H with the properties:
(f, f) is nonnegative real number, and (f, f)
f denotes (f, f) and is called the norm of f.
(III) H H is separable and complete.
Ket states are denoted by |f that satisfy |fλ = |f λ for every λ∈H. Bra states f| are defined as their adjoints in a matrix sense so that f| = |f † where |f † denotes the adjoint of |f . It follows that fλ| = λ * f| and the scalar product can be presented as (f, g) = f|g . f|g is called the inner product or probability amplitude. If H H is N-dimensional, then |f and f| are presented as follows:
Using the coordinates, the scalar product can be written as
For a probability amplitude f|g , one associates a probability:
For any ω ∈ H such that |ω| = 1, | f|gω | 2 = | f|g | 2 . Hence P f (gω) = P fg for all f ∈ H H . Thus physical states bijectively corresponds to sets of unit rays of H H of the form:
Operators U on H H are assumed to act from the left as in U|f and satisfy
for all λ ∈ H. For any operator U, the adjoint operator U † is defined by (f, Ug) = (U † f, g) for arbitrary f, g in suitable domains. An operator U is said to be self-adjoint if U † = U holds and unitary if UU † = U † U = 1 holds. If H H is finite dimensional, unitary operators are unitary as quaternionic matrices. In order to explain the dynamics of quaternionic quantum mechanics, we explain the time evolution operator. We assume that time evolution preserves transition probabilities. Precisely, for arbitrary states |f(t) , |g(t) at time t and
Choosing appropriate quaternionic phases, we obtain that there exists a unitary operator U(t ′ , t) such that Let us give the definition of discrete-time quaternionic quantum walk. A discrete-time quaternionic quantum walk is a quantum process on a graph whose state vector, whose entries are quaternions, is governed by a quaternionic unitary matrix called the transition matrix (or time evolution matrix). Let q be a map from D(G) to H * = H − {0}. We define the state space of the walk to be the right Hilbert space H H = ⊕ e∈D(G) |e H over H generated by the orthonormal basis { |e | e ∈ D(G) }. We define the coin operator C u by replacing p(f −1 ) with q(f −1 ) in (5.1). Since a state vector is multiplied by a scalar on the right, |φ u turns into
One can readily check that the transition matrix U = (U ef ) e,f ∈D(G) of quaternionic Szegedy walk on G is given by
U can be viewed as the time evolution operator of a discrete-time quaternionic quantum system. The quaternionic unitary condition on U is given by the following:
Theorem 5.1. U is quaternionic unitary if and only if
for each u ∈ V (G).
Proof. Observing that (UU
one can readily check by direct calculations that (UU * ) ee = 1 is equivalent to
and that (UU * ) ef = 0 for e = f with o(e) = o(f ) is equivalent to
Moreover, if o(e) = o(f ) then (UU * ) ef = 0 holds directly from the definition of U. Since q(e) = 0 for every e ∈ D(G), g∈D(G)o(g)=u |q(g)| 2 = 1 for every u ∈ V (G) is equivalent to (5.3) and (5.4).
We put a(e) = √ 2q(e) and b(e) = √ 2q(e −1 ) in (4.1). Then one can see that KL * −J 0 = U and thatW andD in (4.3) turn into: 
(5.6)
We denote by Spec(A) the multiset of eigenvalues of a complex square matrix A counted with multiplicity. Using (5.7), we obtain the spectral mapping theorem as described below:
where µ ∈ Spec(ψ(W)). The remaining 2m ′ − 4n eigenvalues are equal to 1 with multiplicity 2m 0 − 2n and to −1 with multiplicity 2m 0 + 2m 1 − 2n. If G ′ is a tree and G has no loop, then
and if G ′ is a tree and G has at least one loop, then
In all cases, each eigenvalue µ ∈ Spec(ψ(W)) takes values between −2 and 2. Elements of Spec(ψ(U)) occur in complex conjugate pairs such as λ 1 , λ 1 , · · ·, λ 2m , λ 2m , and the set of right eigenvalues of U is given by σ r (U) = Proof. Let µ 1 , · · ·, µ 2n be eigenvalues of ψ(W). Then it follows from (5.7) that
Solving λ 2 − µ r λ + 1 = 0, we obtain complex eigenvalues of ψ(U) as follows:
Since ψ(U) is unitary, |λ| = 1 for every eigenvalue λ of ψ(U), and from (5.9) we have λ = 1 (resp. λ = −1) if and only if µ r = 2 (resp. µ r = −2). It follows that eigenvalues of ψ(W) take values between −2 and 2. Hence (5.9) can be reformulated as
whose real part and imaginary part are µ r 2 and
respectively. If G ′ is not a tree, then m 0 ≥ n and hence the statement clearly holds. If G ′ is a tree, then m 0 = n − 1. Since det(λI 2m ′ − ψ(U)) is a polynomial of λ, Let T =W/2 which is given by
Then Spec(ψ(T)) = {µ/2 | µ ∈ Spec(ψ(W))}, and we can describe the elements of the form (5.8) in Spec(ψ(U)) slightly simpler as
where ν ∈ Spec(ψ(T)).
Eigenvectors of U derived from eigenvectors ofW
In this section, we show the way to derive right eigenvectors of U corresponding to complex right eigenvalues derived from those ofW. We mention that eigenspaces of Szegedy walk are discussed in [16] at length in the complex case. If λ is an eigenvalue of ψ(U) obtained by solving λ 2 − µλ + 1 = 0 with µ ∈ Spec(ψ(W)), then λ and µ satisfy
Let K H = ⊕ v∈V (G) |v H be the finite dimensional right Hilbert space over H spanned by vertices of G. We can identifyW with the linear transformation with respect to the orthonormal basis |v 1 , . . . , |v n defined as follows:
Similarly, we consider K and L as linear maps from K H to H H so that K * and L * can be viewed as linear maps from H H to K H . We shall show the following equations for later use.
Proof.
(1) Using Theorem 5.1, it follows that
(2) By direct computations, we have
Consequently, we can deduce that by using an eigenvector ofW corresponding to µ ∈ Spec(ψ(W)), one can express an eigenvector of U corresponding to an eigenvalue λ related to µ as follows: Theorem 6.2. Suppose that v ∈ K H is a right eigenvector corresponding to a complex right eigenvalue µ ofW, namely,Wv = vµ. Then the following vector in H H :
is a right eigenvector of U corresponding to the complex right eigenvalue λ, where µ and λ satisfy (6.1).
Proof. Since KL * − J 0 = U, we have U = J 0 (LL * − I). Hence using Lemma 6.1, we obtain
SinceW is quaternionic Hermitian, µ is real in fact.
(2) ej is a right eigenvector corresponding to λ since vj is a right eigenvector corresponding to µ and
We shall give an example of the spectrum and eigenvectors of the quaternionic Szegedy walk on a graph. Example 6.4. Let G = K 3 , the complete graph with three vertices v 1 , v 2 , v 3 and
5 , e 7 = (v 1 , v 1 ), e 8 = (v 2 , v 2 ), e 9 = (v 3 , v 3 ). Suppose quaternionic weights on G are given by
Then U,W and L are given by 
The minimal polynomial of U is given by
where p
x + 1 and p (U)
3 (x) = x + 1. Hence we have the decomposition of H 9 into root subspaces:
By using Theorem 2.7, we obtain two right eigenvectors corresponding to the right eigenvalue µ = − 2 3
ofW :
Then, using Theorem 6.2 we obtain right eigenvectors corresponding to the right eigenvalue λ ± = (−1±2 √ 2i)/3 of U as follows:
where u + r (resp. u − r ) is a right eigenvector corresponding to λ + (resp. λ − ) obtained from v r by using Theorem 6.2 for r = 1, 2. u In the same fashion, we obtain four right eigenvectors corresponding to the right eigenvalue µ = Using Theorem 6.2 again, we obtain right eigenvectors corresponding to the right eigenvalue λ ± = (2± √ 5i)/3 of U as follows:
where u + r (resp. u − r ) is a right eigenvector corresponding to λ + (resp. λ − ) obtained from v r by using Theorem 6.2 for r = 3, 4, 5, 6. u u k H.
