We use a novel method to calculate analytically the QCD instanton prefactor due to a quark field carrying a small mass parameter m. In the SU(2) instanton background of size ρ, the spinor effective action Γ F (in the minimal subtraction scheme), which gives rise to the prefactor exp(−Γ F ), is shown to have the small-mρ behavior Γ F = − ln(m/µ) − ln(µρ)/3 − 2 α(1/2) − (mρ) 2 {ln(mρ/2) + γ + 1/2}
I. INTRODUCTION
Fermion determinants in the background of certain nontrivial gauge fields play some important roles in connection with various quantum field-theoretic studies, but they are notoriously difficult to calculate analytically. At the heart of the problem lies the fact that this requires the knowledge on the spectral shifts for given partial differential operators with the introduction of background fields. But, for partial differential operators which are completely separable (as would be the case with generic radially-symmetric background fields), it has become possible to evaluate the corresponding functional determinants numerically with high precision. See for instance Refs. [1, 2, 3] for a particularly efficient method developed recently by us (with G. Dunne). Our method, which is really a combination of analytic and numerical schemes, was first used to compute the QCD instanton determinant for an arbitrary value of quark mass [1] . Then, applications to other cases involving more general classes of radial background fields were also made [2, 3, 4] .
The single-instanton determinant due to a quark field of mass m is essentially a function of mρ where ρ is the instanton size (as the dependence on the renormalization mass scale µ can easily be separated). Aside from finding the precise numerical value for the determinant for given values of m and ρ, it will then certainly be desirable, for practical physics applications for instance, to have an explicit (analytic) function form for the quantity in some limiting cases at least. For large mρ a systematic large mass expansion [5] (accounted for most simply by using the heat-kernel expansion) provides such analytic formula, and for mρ > ∼ 1.3 this formula was shown to be a good representation of our numerically determined results. More interesting is the small mρ-limit, as instanton effects are believed to be important for light quarks especially. 't Hooft, in a classic paper [6] , first obtained the analytic expression appropriate to the mρ → 0 limit of the determinant and the result of [1] , being essentially exact for all mρ values, is of course consistent with his expression. But, as we increase the value of mρ from zero, a small discrepancy was observed between the numerical result of [1] and the formula based on the small-mass expansion of the determinant [5, 7] given in earlier literatures. As the latter expansion (utilizing the known exact massless particle propagator [8] in the instanton background) required rather delicate manipulation for certain integrals appearing due to the infrared problem, we had naturally our suspiction on this small-mass expansion. We thus decided to develop an entirely new approach for the small-mass behavior of the instanton determinant, which is the present work. Here we not only go beyond the previous finding but also introduce a new method which should have useful application in dealing with other related problems. Our new small-mass expansion formula is now fully consistent with the numerical result of [1] .
In this paper we will discuss small-mass behaviors of the instanton determinant within the general strategy of Ref. [1] , but now utilizing the (analytically developed) small-mass expansion for the very part reserved for numerical evaluation in Ref. [1] , i.e., for low-partialwave radial determinants. Note that these radial determinants are readily determined once one has the global (i.e., valid over the entire radial range) solutions to the Gel'fand-Yaglom initial-value problems of Sturm-Liouville-type differential equations [9] . So the nontrivial part of our analysis concerns the development of globally-valid small-mass perturbation theory for the solution of the Gel'fand-Yaglom initial value problem. In view of the presence of two characteristic length scales, i.e., ρ and ) with another perturbative development valid in the asymptotic range r > ∼ R, through an appropriate matching procedure. (A similar approach has been employed to discuss the 't Hooft-Polyakov magnetic monopole solution for small, but nonzero, Higgs mass in Ref [10] ).
This paper is organized as follows. In Sec. II we give a brief review on the calculation scheme used in [1, 2, 3] and also collect useful results for our later discussions. Then, in Sec.
III, we present a detailed discussion on how the desired small-mass perturbative solution to the Gel'fand-Yaglom initial value problem can be secured by combining perturbative developments derived in distinct radial regions (through matching them in the region of common validity). These results are then used to determine small-mass behaviors of the QCD instanton determinant explicitly up to O((mρ) 4 ) in Sec. IV. In Sec. V we discuss our findings against the numerical result of Ref. [1] and conclude with some relevant remarks.
II. REVIEW OF SOME RELEVANT RESULTS
Because of a hidden supersymmetry [6] , the spinor Dirac operator in an SU(2) single instanton field [12] A
has the same spectrum (except for zero modes and an overall multiplicity factor of 4) as the corresponding scalar Klein-Gordon operator. Therefore the one-loop effective action, i.e., minus the logarithm of the functional determinant for a Dirac spinor field of mass m (and
, is directly related to the corresponding scalar effective action Γ S (A; m)
(for a complex scalar of mass m and isospin
where µ is the renormalization scale. The renormalization prescription for the effective actions here is that of minimal subtraction. Thus, for any given mass value m, it suffices to consider the scalar effective action to learn about the corresponding fermion effective action.
Also useful is the fact that Γ S (A; m) can be related to another quantityΓ S (mρ), which is a function of mρ only, by
(The factor 1 6 in (2.3) is determined by the one-loop β-function). Then, concentrating on the mρ dependence ofΓ S (mρ), we can set the instanton size to unity, i.e., ρ = 1.
To determine the effective action Γ S (A; m) in the single instanton background (2.1), one should be able to evaluate individual partial wave contributions
Here, J = (l, j) (l = 0,
) represent quantum numbers needed to designate given partial waves, and H (l,j) , H free l are radial differential operators given by 
where the partial wave contribution to the effective action, Γ (l,j) (m), is defined by (2.4). The large partial wave contribution (with the renormalization counter-term included), Γ l>L (m), was calculated to have the following explicit form:
To achieve faster convergence for L → ∞ in (2.7), one can also include higher WKB terms in Γ l>L (m) as discussed in [2, 3] ; but, we have no immediate use for such improvement terms in this work.
To evaluate the partial wave contribution Γ (l,j) (m) for l ≤ L, the method due to Gel'fand and Yaglom [9] can be used. That is, given two radial differential operators M 1 = H (l,j) +m 2 and M 2 = H free l + m 2 on the interval r ∈ [0, ∞), the ratio of their determinants is given by 9) where φ(r), φ free (r) satisfy the initial value problems: With nonvanishing mass m the analytic solution to (2.10) is not known, and hence in Ref.
[1] an extensive numerical analysis was necessary to find φ(R) when R is large. With m = 0, however, the explicit solution to the given initial value problem for general l, j is found in terms of the hypergeometric function
and consequently we have
On the other hand, the solution to (2.11) for any mass value m is If one uses the results provided by (2.13), (2.14) and (2.16) with our formulas (2.9) and (2.7), the massless limit form of 't Hooft for the instanton determinant can be obtained.
III. MASS PERTURBATION WITH THE GEL'FAND-YAGLOM INITIAL VALUE PROBLEM
In this section we will find the asymptotic behavior of the solution to (2.10) when m is small. To this end, the small-m power series development for φ(r) may be considered, with the exact m = 0 solution given in (2.13) or (2.14) as the zeroth order solution. A naive construction of such series works fine as long as r is taken to be finite, i.e., is applicable in the range 0 < r < ∼ R where ρ(= 1) ≪ R ≪ , and hence it cannot be used to find the asymptotic form φ(R) (needed to apply (2.9)). To overcome this, we will introduce an alternative perturbation series in m, which we will call as the large-r solution. The range of application for the latter series is for any r > ∼ R with R ≫ 1. We will then connect this large-r solution to our small-r solution in the intermediate region (represented by r = R) i.e., match the small-r and large-r solutions to obtain the globally valid solution to our initial value problem. The asymptotic form φ(R) can be determined from this global solution. Finding a global solution in this way of matching is known as the boundary layer method. For generic mathematical discussions about this method, see [13] .
First we describe a general method to construct the small-m perturbative solution to the initial value problem associated with an differential equation
where V (r) can have a series form
We here assume that the corresponding solution in the m = 0 limit is known explicitly. We write the perturbative solution as
and then the leading term in the series, f 0 (r) ≡ [f (r)] m=0 , satisfies the differential equation
Using the equations of motion (3.1) and (3.4), we now have the relation
Plugging in the series (3.3) into (3.5) then yields the recurrence relations
Integrating (3.6) from a certain 'initial' point r * to r, we find
Since the left hand side of (3.7) is equal to f 0 (r)
, we can integrate this equation once more to obtain the following expression for f k (r):
These equations may be used successively to find f 1 (r), f 2 (r), · · · for r ≥ r * if the function
But the uniform convergence of the above series (3.3) in a specified domain of r is an issue that should be settled separately.
A. The small-r solution
Now consider our equation (2.10), i.e.,
with V eff (r) defined in (2.5). To find the appropriate series solution
by the above method, it is to be noted that we have here V 0 (r) = V eff (r), V 1 (r) = 1, and
in the power series notation of (3.2). Also, since the initial condition is
given at the origin, we take r * → 0 and may impose, from (2.10),
With this information we can use (3.8) to find φ 1 (r), φ 2 (r), · · · successively. For the firstorder term, i.e., for
with φ 0 (r) given in (2.13) or (2.14), the integrals can be performed explicitly, to obtain the
where we have denoted [φ 1 (r)] J=(l,j=l+1/2) and [φ 1 (r)] J=(l+1/2,j=l) by φ + 1 (r) and φ − 1 (r), respectively (in accordance with the convention used in (2.13) and (2.14) for φ 0 (r)). Finding the next order term, i.e.,
is not easy. However, by using the asymptotic series for φ 0 (r) and φ 1 (r) in (3.15), we can at least obtain the asymptotic (i.e., valid for sufficiently large-r) series development for φ 2 (r) with some effort. We will describe this calculation below.
First, from (2.13), (2.14), (3.13) and (3.14), the following large-r asymptotic series for φ 0 (r) and φ 1 (r) can readily be deduced:
If these series are used with the function inside the u-integral (3.15), it is not difficult to see that its large-r asymptotic behavior (for given J = (l, j = l + , j = l)) is described by the form
where A k 's and B k 's are some constants. By integrating this series, we may then conclude
where C 1 is a certain constant. The constant C 1 is not given by this consideration which relies just on the asymptotic forms of φ 0 (r) and φ 1 (r); but, one can evaluate it based on the representation 2l + 1 128(l + 1)(l + 2)(2l + 3) , the series (3.10) will not be applicable. Thus we may utilize the series expansion (3.10) for r in the range 0 < r < ∼ R where R can be any value satisfying the condition 1(= ρ) ≪ R ≪ 
i.e., the equation (3.27) is of the very form for which our general perturbation method, described in (3.1)-(3.8), can be applied. Therefore, representing the solution to (3.27) by the series
we may use our iterative relations (3.8) (with the replacements r → x, r * → x * ) to determine the functions ϕ 1 (x), ϕ 2 (x), · · · from the given zeroth order function ϕ 0 (x) and appropriate initial values given at x = x * . For this it should be understood that
What value should we choose for the initial point x * ? We here remark that the small-m expansion used in (3.28) is evidently equivalent to a large-x expansion of V eff ( x m ), and the series development (3.29) would become completely dubious for extremely small x. But, for
x moderately small so that we still have x ≫ m (i.e., for r = R ≫ 1), there is no reason to suspect the validity of the series expansion (3.29). We thus choose our initial point at
), and determine ϕ(x) for any x > ∼ mR (x can be larger than 1 m ) by using the series (3.29) the explicit form of which is found iteratively using the relation (3.8). We can use the function φ(r) ≡ ϕ(x = mr) to obtain the large-r solution to (2.10). For the zeroth order solution, we here take the (regular) free solution
To be general, one may allow ϕ 0 (x) to contain also the singular free solution (involving the Bessel function of the second kind, K 2j+1 (x)). But, in our case, such, more general, solution cannot be matched smoothly to our small-r solution, which does not exhibit singularity for finite r, and by this reason it is sufficient to assume the form in (3.33).
To determine precisely the functions ϕ 1 (x), ϕ 2 (x), · · · by using (3.8), we need to fix the overall constant (in (3.33)) and also specify the initial values ϕ 1 (mR), ϕ
This is where we must demand on the solution ϕ(x) a smooth matching to our small-r solution φ(r) at r = R (or, equivalently, at x = mR). That is, we require that, 
(The initial first-derivative values also follow from these expressions, as R can be regarded as a variable). Using (3.35) and (3.36), we can now fix the overall constant in ϕ 0 (x) (see (3.33)) also, to have
The consistency check here is that the small-x series of (3.42) and (3.43), under the identification x = mR, should precisely match the expressions in (3.35) and (3.36), respectively.
Using (3.8) for the first order term, we have
where we denoted
Here note that the original Gel'fand-Yaglom initial value problem (2.10) does not know about our matching point r = R. This then implies that, for ϕ 1 (x) (given by (3.44)) to be related to the solution to the Galfand-Yaglom initial value problem, the right hand side of (3.44) should not depend on the specific value chosen for R, i.e., the R-dependence should disappear from the expression. As it turns out, this nontrivial consistency check is satisfied by our form (3.44). See below.
The integral in (3.45) can be performed explicitly in terms of the hypergeometric function.
Since ϕ 0 (mR) and ϕ 1 (mR), given in (3.35)-(3.38), are in the form of the power series of mR (with mR taken to be small), it suffices to use the small-argument expansion for the hypergeometric function, to see that the R-dependences originating from the lower endpoint of the t-integral are completely canceled by those from ϕ 0 (mR) and ϕ 1 (mR). Therefore, Using these expressions for F 1 (u), the remaining integral in (3.44) can be performed, to obtain rather complicated expressions involving the Meijer G function [11] 
where ψ is the digamma function. These expressions are R-independent, the R dependences from ϕ 1 (mR)/ϕ 0 (mR) being canceled again by those from the lower end of the u-integral in (3.44). This nontrivial cancelation supports that our matching procedure works well. One may notice that (3.48) and (3.49) contain ln m dependences. These ln m terms arise after the ln R terms in (3.37) and (3.38) get canceled by the ln(mR) factors originating from the low end of the u-integral. From the expression (3.48) and (3.49), we obtain the following results for x → ∞:
These results will be relevant in Sec. IV. (To determine the instanton effective action up to O(m 2 ), one does not need perturbation terms higher than ϕ 1 (x)).
We now turn to the second order term, which is given by
To find the effective action, we have to consider ϕ 2 (x) at x → ∞. It is easy to see that the integral in (3.52) converges when x approaches infinity. Thus
Finding the second order term explicitly is not easy. However, using the small-x series for ϕ 0 (x) and ϕ 1 (x), we can determine the mR dependences (with mR taken to be small) in the quantity inside the square bracket of (3.54). This is explained below. (Note that what we need for our purpose is just the expression of ϕ 2 (x) for x → ∞).
If small-x series expansions for ϕ 0 (x) and ϕ 1 (x) (available from (3.42), (3.43), (3.48) and (3.49)) are used in (3.53), we find that the mR dependence in F 2 (x) again disappear and the result can be described in series form
where D k 's and E k 's are some constants. By integrating this series, we may conclude that
where C 2 is a certain constant. The constant C 2 is not given by this consideration which relies just on the small-x forms of ϕ 0 (x) and ϕ 1 (x); but, if one wishes to find out its exact value, one can try the numerical evaluation based on the representation
Explicit evaluation of the constant C 2 is given in the Appendix. Using (3.56) in (3.54), under the identification x = mR, we find that all R dependences cancel again: so we are assured that our matching procedure works fine for the second-order term also. By this procedure we are led to the following expressions as x is taken to be very large:
The constants C ± 2 (l) here may be found using the representation in (3.57). [But, unlike C ± 1 (l), C ± 2 (l) have some ln m dependent pieces; see (4.8)-(4.10) below]. In the next section these results will be used to find the instanton effective action up to O(m 4 ).
IV. SMALL MASS BEHAVIORS OF THE INSTANTON DETERMINANT
In the previous section we derived the asymptotic expressions that the solutions to the Gel'fand-Yaglom initial value problems when mass is small. In this section we will use those results to determine small-mass behavior of the instanton effective action. Using the Gel'fand-Yaglom formula, the sum of the partial wave contributions Γ (l,j=l+ 1 2 ) (m) and Γ (l+ 1 2 ,j=l) (m) (defined in (2.4) ) can be expressed as
Then, using (3.42), (3.43), (3.50), (3.51) and (3.58)-(3.60), we obtain following results:
where γ = 0.577216 . . . is Euler's constant.
For the leading term, i.e., Γ
l , which is appropriate to the zero mass limit, our result (4.2) was also obtained in [1] . Using the result (4.2) for Γ l (and (2.8) with m = 0) into the formula (2.7) yields the zero mass limit of the effective actioñ contribution toΓ
While the m 2 ln m term of this expression agrees with the previous result [7] , the numerical coefficient of the m 2 term is different from the value given in [5] . We believe that (4.7) is correct, since we no longer think that the argument used in Appendix B of Ref. [5] , which is crucial to obtain the old value, is justified.
If we use also the result (4.4) and (4.5) in (2.7), we can obtain the O(m 4 ) contribution to the effective action. Here we remark that C 2 (l) contains some ln m dependences, while
is m-independent. The ln m terms in C 2 (l) originate from our expression for ϕ 1 (x), given in (3.48) and (3.49). Since the ln m terms in ϕ 1 (x) are proportional to ϕ 0 (x), the integral in (3.57) for the ln m terms is essentially the same as the integral we have in (3.44) . Thus the ln m dependences in C 2 (l) can be found explicitly and so we write Here, m-independent constantsC 2 (l) have the representatioñ 
If we put together our findings, the scalar effective actionΓ S (mρ) for small mρ (we restored the instanton size parameter ρ here) can be expressed by the formulã
Then, using this expression with our formulas (2.3) and (2.2), we obtain the small-mass behavior of the fermion effective action as given in the abstract. To evaluate the constant C, a rather laborious numerical routine is required. (See the Appendix). With some effort, we determined this value to be
In Fig. 1 we present the predictions based on our formula (4.14) against the (essentially exact) numerical result for the same quantity first provided in Ref. [1] . Notice that the curve I -the predictions based on our formula (4.14) considered only up to O((mρ) 2 ) termsmatches the numerical result (represented by dots in the figure) closely for mρ < ∼ 0.2, but not so for mρ larger than 0.2. [The curve II, which is based on the wrong formula suggested in Ref. [5] , starts to deviate from the numerical result at much smaller value of mρ]. On the other hand, the curve III -the predictions based on our formula (4.14) now including up to O((mρ) 4 ) terms -can reproduce quite faithfully numerical results all the way up to mρ ≈ 0.8. In Fig. 2 we have shown this curve III together with the predictions due to the large-mass expansion (the curve IV), which were obtained earlier in Ref. [5] . As one can see, entire numerical results (represented by dots) can be reconstructed rather faithfully just by connecting the small-mass-expansion-based curve with the large-mass-expansion-based curve at the mid-point (close to the value mρ = 1) where the two curves meet! For more explicit comparison, numerical values of the small mass expansion and exact data for several mρ values are presented in Table I . Two cases of the small mass expansion expansion in a different situation when the background space is a generalized cone [14] . In this Appendix we will describe the numerical method used to find the constant C (see , · · · also. Using these expressions with (3.22), we can determine C 
To findC ± 2 (l), we use (4.11): but, here, the integral cannot be performed explicitly. Therefore, we resort to a numerical method. Since the integral in (4.11) diverges when x approaches zero, it is better to divide the integration range into two parts. With an appropriate choice of the intermediate value u = u * , the small-x series expansion will be a good approximation for u ≤ u * (i.e., use the series (3.55) for F 2 (u), including higher order terms), and for u ≥ u * the integral can be performed numerically to obtain a finite value.
By this method, numerical value forC 
Using the thus determined values of C ± 1 (l) andC ± 2 (l) with our formula (4.13), we can determine C numerically. But, since the l-sum converges rather slowly, it is desirable to employ some acceleration technique. Here, to achieve faster convergence for the l-sum, we may utilize the expressions of higher-order WKB terms (up to O(( 1 L ) 6 )) for the quantity Γ l>L (m) (see Refs. [2, 3] for detailed discussions). That is, after performing the l-sum in (4.13) up to l = L, we add a correction term which can be read off from the coefficient of m 4 for the quantity Γ l>L (m), 
With this correction term, the convergence of the l-sum becomes very fast: we can take
