We discuss a concept of particle localization which is motivated from quantum field theory, and has been proposed by Brunetti, Guido and Longo and by Schroer. It endows the single particle Hilbert space with a family of real subspaces indexed by the space-time regions, with certain specific properties reflecting the principles of locality and covariance. We show by construction that such a localization structure exists also in the case of massive anyons in d = 2 + 1, i.e. for particles with positive mass and with arbitrary spin s ∈ R. The construction is completely intrinsic to the corresponding ray representation of the (proper orthochronous) Poincaré group. Our result is of particular interest since there are no free fields for anyons, which would fix a localization structure in a straightforward way. We present explicit formulas for the real subspaces, expected to turn out useful for the construction of a quantum field theory for anyons. In accord with well-known results, only localization in string-like, instead of pointlike or bounded, regions is achieved. We also prove a single-particle PCT theorem, exhibiting a PCT operator which acts geometrically correctly on the family of real subspaces.
Introduction
Following E. Wigner [27] , the state space of an elementary relativistic particle corresponds to an irreducible ray representation of the Poincaré group 1 .
In three as well as in four dimensional space-time, the physically relevant representations -and hence the conceivable particle types -are classified by the mass m and the spin s which labels a representation of the covering of the rotation subgroup (if m > 0). In three dimensional space-time the latter is isomorphic to the group of reals, hence the spin may take any real value -in contrast to the four-dimensional situation where it is quantized, s ∈ 1 2 N 0 . Thus, in three dimensional space-time there are more particle types; the exotic ones with non-half-integer spin are called anyons.
By modular localization of particles we mean a concept which has been advocated in recent years by Brunetti, Guido and Longo [4] and by B. Schroer [24, 9] : Suppose there is a quantum field for the particle type at hand, and consider the single particle states which are, together with a polarization cloud, created from the vacuum in a given space-time region. Thus the single particle space gets equipped with a family of subspaces indexed by the space-time regions, with certain specific properties reflecting the localization properties of the underlying quantum field, cf. Definition 2.1 below. This will be a sufficient motivation for us to call a family of subspaces of the single particle space with such properties a localization structure for the particle type at hand.
The question arises whether such a structure can be constructed for any given particle type (m, s) intrinsically within the single particle theorythat is to say, without referring to a quantum field, but using as input only the corresponding ray representation of the Poincaré group. This has been achieved for spin zero and positive mass by P. Ramacher [20] , and for all positive energy representations of the Poincaré group by Brunetti, Guido and Longo [4] . The latter analysis includes reducible representations, but restricts to proper (not ray) representations, i.e. only the case of bosons and not the case of fermions or anyons is covered.
In the present article, this construction is performed for the case of massive anyons in d = 3. The purpose of this construction is twofold: Firstly, it shows that a localization structure indeed exists for all m > 0, s ∈ R. This is of particular interest because there are no free relativistic fields for anyons 2 [18] , which would of course allow for a straightforward construction of the localization structure. Even worse, none of the hitherto proposed models of relativistic quantum fields for anyons in (continuous) three dimen-2 creating finitely many copies of the irreducible representation from the vacuum. D.R.Grigore has constructed free fields in d = 2 + 1 for any spin [12] , but in contradiction to the generalized spin statistics connection holding in algebraic quantum field theory [10, 11, 6] they have bosonic statistics. Presumably, this is due to the fields having infinitely many components.
sional space-time [25, 26, 15, 1, 8, 14, 17] has been worked out to the extent that the localization structure could be readily constructed from them. Secondly, our analysis is intended to be a step in the construction of a model which resembles as closely as possible a free field for anyons, in the sense of a "second quantization functor" from the single particle theories to field algebras. To this end it is gratifying that we have found explicit formulas for the real subspaces of localized states.
The article is organized as follows. In Section 2, we make precise our definition of a localization structure for anyons, cf. Definition 2.1. In Section 3, we construct a localization structure for any given particle type m > 0, s ∈ R, intrinsically within the corresponding Wigner space. The result is summarized in the main Theorem 3.2, which also contains a PCT theorem. All relevant properties can be shown, via modular theory along the lines of [4] , without reference to the specific irreducible representation (m, s) -except for the the so-called standard property, which guarantees that the constructed structure is non-trivial. This is the content of the last Section 4, where we explicitly exhibit sufficiently many "localized states" (Proposition 4.2). These are represented as families of functions which transform covariantly under the Poincaré group (Corollary 4.3). In Section 5, we finally prove that the Bisognano-Wichmann property essentially fixes the localization structure and also implies a single-particle version of the spin-statistics connection.
Definition of a Localization Structure for Anyons
Let H be a Hilbert space describing anyons of the type (m, s). We define a localization structure as a family of subspaces of H with certain specific properties reflecting the localization properties of a hypothetical underlying quantum field.
Let us first describe the index set for this family. Each subspace is labelled by a space-time region belonging to a specific class C, together with some additional information, which is needed to endow the index set with a partial order relation and with a non-trivial action of the 2π-rotation. In accord with the well-known result [11, 10] that anyons cannot be localized in point-like, but only in string-like regions, each localization region C ∈ C must extend to infinity in some space-like direction e, e 2 = −1. More specifically, we say that a space-time region C contains a space-like direction e if
We take C to be the set of convex, causally complete regions which contain some space-like direction in this sense. (A region C is called causally complete if it contains all points x such that every inextendible causal curve through x passes through C.) Typical examples of regions in C are space-like cones and wedge regions, i.e. Poincaré transforms of the standard wedge
Wedges are the largest regions in the class C, in the sense that every C ∈ C is contained in some wedge [4] . The additional information indicated above, which has to be specified along with each localization region C ∈ C, is a path in the set of space-like directions. We denote the latter by
and consider paths in H starting at a reference direction e 0 , which we fix, once and for all, to be e 0 . = (0, 0, −1) .
Given a region C ∈ C, we shall say that a pathẽ ends in C if its endpoint is contained in C in the sense of equation (1) . Two pathsẽ 1 andẽ 2 starting at e 0 and ending in C will be called equivalent w.r.t. C iff the pathẽ −1 1 * ẽ 2 (the inverse ofẽ 1 followed byẽ 2 ) is fixed-endpoint homotopic to a path which is contained in C. Now the index set for our localization structure, denoted byC, is the set of pairs (C,ẽ) ,
where C ∈ C andẽ is the equivalence class w.r.t. C of a path in H starting at e 0 and ending in C. For fixed C ∈ C, we shall use the notationC for an element of the form (C,ẽ). To see what is involved, suppose C is a space-like cone or a wedge. Then the set of directions contained in C is a connected and simply connected subset of H, and different elements (C,ẽ 1 ) and (C,ẽ 3 ) differ just by a winding number, cf. Figure 1 . Consider now two such pairs
and the corresponding paths e 1 ,ẽ 2 are equivalent w.r.t. C 2 , then we shall writẽ
If C 1 and C 2 are causally separated, thenC 1 andC 2 determine a relative winding number is equal to (C,ẽ 2 ), but different from (C,ẽ 3 ).
whereẽ 12 is the "direct" path from e 1 to e 2 in clockwise direction. Finally, we note that the universal coveringP ↑ + of the Poincaré group naturally acts onC as explained in the appendix, cf. equation (83), such that a 2π rotation acts non-trivial -it maps, for example, (C,ẽ 3 ) in Figure 1 onto (C,ẽ 1 ).
We now turn to the definition of a localization structure. We admit the case of several particle species of the same type (m, s), for example a particle and its anti-particle. (1) Isotony: LetC 1 ⊂C 2 in the sense of equation (6) . Then
(2) Twisted Locality: There is a complex number Z of modulus one, such that for any pairC 1 ,C 2 ∈C with C 1 causally separated from C 2
Here,
, and the prime denotes the symplectic complement 3 .
Remark. (i) Covariance implies that K(r(2π)·C) = e 2πis K(C), wherer(·) denotes rotation. Therefore K(r(2π)·C) coincides with K(C) if, and only if, s ∈ 1 2 Z. Hence K(C) is independent of the pathẽ, but only depends on C, iff s ∈ 1 2 Z. Further, it can be shown using the free field formalism (or along the same lines as in the present analysis, cf. the remark after Proposition C.2), that in this case the localization structure can be extended to bounded regions.
(ii) In the framework of algebraic quantum field theory, a field algebra for anyons [21] is a family of operator algebras {F(C)}C ∈C , indexed by the same classC (except that in general, each C must contain some space-like cone [7] ). Suppose there are finitely many particle species of the type (m, s) and that {m} is isolated from the rest of the spectrum, and denote by E m,s the projection onto the corresponding single particle space. Then
C ∈C, is a localization structure. This is in fact the motivation for our definition. As an illustration, we show that twisted locality (8) holds in the case of bosons or fermions. In these cases field operators ϕ 1 and ϕ 2 localized in causally separated regions commute or anti-commute, respectively. These relations have been shown in [6, Sect. 2] to survive the projection E m,s in the sense that
respectively. Hence, putting Z . = 1 for bosons and Z . = i for fermions, the imaginary part of ( Zϕ 1 Ω, E m,s ϕ 2 Ω ) is zero if ϕ 1 and ϕ 2 are self-adjoint. This is twisted locality. In the general case of anyons, analogous considerations hold, with Z being defined as a root of the statistics phase.
We finally recall the definition of a certain maximality property called twisted Haag duality. LetC = (C,ẽ) andC ′ = (C ′ ,ẽ ′ ), where C ′ is the causal complement of C andẽ ′ is the equivalence class of a path ending in C ′ in the same sense as in equation (1) . If C is not a wedge, then the region C ′ is not contained in any wedge region. In this case we define a real subspace corresponding toC ′ via
Definition 2.2 A localization structure is said to satisfy twisted Haag duality if for every pairC,C ′ as above the identity
holds.
Construction of the Localization Structure
Let U be a finite direct sum of copies of the irreducible representation of P ↑ + for mass m > 0 and spin s ∈ R. We now construct a corresponding localization structure along the same lines as in [4] .
We start with the definition of the localization space associated with the standard wedge W 1 , cf. equation (2) . Associated with this wedge are the Lorentz boosts λ 1 (t) leaving W 1 invariant and acting on the coordinates
and the reflection j about the edge of W 1 ,
We define ∆ to be the unique positive operator satisfying
whereλ 1 (·) denotes the lift of λ 1 (·) to the covering groupP ↑ + . We further pick an anti-unitary involution J satisfying
wherej ·j denotes the lift of the adjoint action 4 of j to the covering group P ↑ + . Lemma B.3 asserts that such an involution exists. We mention as an aside, that the localization structure which we now construct is independent of the particular choice, cf. Proposition 5.2. We then define a closed operator S by S .
This operator is densely defined, antilinear and involutive due to the group relationjλ 1 (t)j =λ 1 (t), cf. [4] . Hence, the eigenspace of S for the eigenvalue 1 is a standard real subspace, cf. Appendix A. We take this subspace as our localization space forW
whereẽ W 1 is the equivalence class of a path starting from e 0 and staying within W 1 (in the sense of (1)); In other words, we put
The motivation for this definition will become clear after Definition 5.1. Covariance forces us to define the real subspaces corresponding to arbitrary wedgesW =g ·W 1 by
The following lemma asserts that this is well-defined.
Proof. The set of Poincaré transformationsg ∈P ↑ + which mapW 1 onto itself is the Abelian group generated by the one-parameter subgroups of the translations along the 2-axes and of the 1-boostsλ 1 (t). Both of these subgroups commute withj and with the 1-boosts, hence their representers commute with S, which implies the claim.
Next we associate real closed subspaces K(C) to arbitrary regionsC ∈C by intersections:
where the intersection goes over all wedge regions which containC in the sense of (6) . If C is a wedge, this is consistent with (20) as a consequence of the positivity of the energy [4] . Note that if C is not a wedge, then (21) is the maximal subspace one can associate with C in view of locality. We now state our main result.
Theorem 3.2
The family {K(C)}C ∈C constructed above is a localization structure for (m, s), cf. Definition 2.1, with Z = e iπs . It also satisfies twisted Haag duality, cf. equation (12) . Further, the anti-unitary involution U (j) defined by U (j) . = Z −1 J is a PCT operator, that is, a representer ofj in sense of equation (16) , which acts geometrically correctly on the localization structure:
It is noteworthy that the "spin-statistics connection" Z 2 = e 2πis necessarily holds as a consequence of the definition (19), as we show in Proposition 5.3 below.
Proof. Isotony and Poincaré covariance, i.e. properties (1) and (3) of Definition 2.1, follow immediately by construction. We next prove equation (22) . From the group relationsλ 1 (t)j =jλ 1 (t),λ 1 (t)r(π) =r(π)λ 1 (−t) and r(π)j =jr(−π), and the fact that Z 2 = e 2iπs = U (r(2π)), it follows that the operator U (r(π))U (j) commutes with S. But this implies that
where we have used thatj ·W 1 =r(−π) ·W 1 . Hence, equation (22) holds forC =W 1 . By covariance, it holds for all wedge regions, and by the intersection property (21) it holds for allC ∈C.
We next prove twisted Haag duality (12) . Equation (23) implies that JK(W 1 ) = ZK(j ·W 1 ). Now according to a general result about Tomita operators, see e.g. [22, Prop. 2.3] , the anti-unitary part J in the polar decomposition of S maps K(W 1 ) onto its symplectic complement:
Further, Z = Z(W 1 ,j ·W 1 ) since the relative winding number N (W 1 ,j ·W 1 ) is zero. We therefore have
Now anyW
by a rotation about a multiple of 2π. Replacingj ·W 1 by suchW ′ 1 , the above equation is still valid because Z(W 1 ,r(2πN ) ·j ·W 1 ) picks up a factor e −2πisN which is compensated by the factor picked up by K(r(2πN )·j ·W 1 ). By covariance and the fact that
is independent ofg ∈P ↑ + , we get twisted Haag duality for wedge regions, i.e. for every pairW ,W ′ the identity
holds. For smaller regions we use a chain of equalities similar to the proof of Corollary 3.4 of [4] . LetC andC ′ be as in Definition 2.2. Then
In the second equation we have used the fact that for any pair of causally separated regions C, C 0 ∈ C there is a wedge W such that C 0 ⊂ W ′ ⊂ C ′ , cf. [4] , and also that
This fact is asserted by Takesaki's theorem because the r.h.s. is a standard space contained in K(W 1 ) and is, by equation (15) and covariance, invariant under the modular group of K(W 1 ). The fourth equation follows from equation (26) . We have also used the fact that Z(C 1 ,C 2 ) is insensitive to making the regions C 1 , C 2 smaller. We have thus proved twisted Haag duality, which obviously implies twisted locality, so we have shown property (2) of Definition 2.1. It remains to prove property (4) of the Definition 2.1, namely that K(C) is standard for eachC. The real subspace associated toW 1 (and hence to any other wedge regionW ) has this property by construction, cf. equation (19) and Appendix A. The property that K(W ) ∩ iK(W ) = {0} transfers to the smaller spaces K(C). It remains to show that K(C) + iK(C) is dense for all C. But this follows from Corollary 4.3 in the next section, bearing in mind the following consequence of the Reeh-Schlieder theorem for the free scalar massive field: Consider the set of Schwartz functions with compact support contained in a fixed open space-time region. The restrictions to the mass shell of the Fourier transforms of these functions are dense in the space of square-integrable functions on the mass shell.
Standardness of the Real Subspaces
To prove that K(C) + iK(C) is dense, we will explicitly exhibit sufficiently many elements in K(C). This will be the only place in our analysis where we make explicit use of the representation U ofP ↑ + . It suffices to consider U to be irreducible. For if U is reducible, we may take the involution J, cf. equation (16), as a direct sum of suitable involutions. We then obviously end up with a localization structure which is the direct sum of irreducible localization structures.
We recall the relevant irreducible representations, starting with some notational remarks. Let L ↑ + be the Lorentz group in d = 2 + 1 andL ↑ + its universal covering group. 6 We denote elements ofL ↑ + generically byλ, and the covering homomorphismL
The groupP ↑ + is the semidirect product ofL ↑ + with the translation group R 3 . Thus, elements ofP ↑ + will be denoted byg = (a,λ), and the group multiplication is given by
We occasionally denote (0,λ) simply byλ. The irreducible representation of P ↑ + for m > 0 and s ∈ R, denoted by U in the sequel, is given as follows. Let H m denote the positive mass shell {p · p = m 2 , p 0 > 0} and dµ the Lorentz invariant measure on
where Ω(λ, p) ∈ R is the Wigner rotation, cf. equation (76). To this representation a unique, up to a phase factor, anti-unitary involution J can be adjoined satisfying equation (16), thus extending U toP + within the same Hilbert space:
cf. Lemma B.3. Let {K(C)}C ∈C be the resulting localization structure as in Theorem 3.2.
We now calculate elements in K(C) for givenC ∈C. By construction, φ ∈ K(C) if and only if for allg ∈P ↑ + which mapC intoW 1 , 7 the vector 6 The relevant facts concerningL 1 has been defined in equation (18) U (g)φ is in K(W 1 ). In particular, it must be in the domain of ∆ 1 2 . As is well-known [3] , this implies that the map
is the boundary value of an analytic H-valued function on the strip R + i (0, π). But a complication arises from the Wigner rotation factor. Namely, the function t → exp(isΩ(λ 1 (t)λ, p)) has singularities in the strip for any fixed p ∈ H m andλ ∈L ↑ + in a neighbourhood of the unit, which are branch points if s is not an integer (see Lemma C.1). Our strategy is to consider wave functions of the form φ = u · ψ (point-wise multiplication), where u is a fixed non-vanishing function on the mass shell, suitably chosen as to compensate the singularities of the Wigner rotation factor. The action of U (g), according to equation (31), on wave functions of the form (u · ψ)(p) .
with
In group theoretical terms, the map c(·, ·) :
is a cocycle which is equivalent to the Wigner rotation factor. As indicated above, our strategy is to choose u such that c(λ, p) has the desired analyticity properties. This will succeed only for certainλ ∈L ↑ + or, differently stated, for certaiñ C ∈C. We shall consider, as a first step,C of the form (C,ẽ 0 ), with C containing the reference direction e 0 , cf. equation (4), and whereẽ 0 denotes the constant path at e 0 . Stated differently, we consider elementsλ ∈L ↑ + which satisfyλ ·ẽ 0 ∈W 1 .
By this we mean that W 1 contains the direction λ·e 0 in the sense of equation (1), and that the pathsλ·ẽ 0 andẽ W 1 , cf. equation (18) , are equivalent w.r.t. W 1 . The following function is suitable for this purpose, and in the sequel the cocycle c will be defined as in equation (35) above with this choice of u:
Note that p 0 − p 1 is strictly positive for all p ∈ H m , hence the argument in brackets lies in the cut complex plane C \ R 
has an analytic extension into the strip R + i(0, π). This extension satisfies the boundary condition
Proof. As we show in Lemma B.1,λ can be decomposed into boosts and rotations asλ =λ 1 (t)λ 2 (t ′ )r(ω) for some unique t, t ′ , ω ∈ R. We then denote
the latter condition singling out the correct leaf of the coveringr(ω ′ ) → r(ω ′ ). As the vector in equation (39) is equal to
condition (39) is equivalent to
This implies condition (92) of Proposition C.2 in Appendix C, which now asserts the claimed analyticity property and the correct boundary value of the cocycle.
We denote by C ∞ 0 (R 3 ) the C ∞ -functions on R 3 with compact support, and, for f ∈ C ∞ 0 (R 3 ), by E m f the restriction of the Fourier transform of f to the mass shell H m . Our main result is the following proposition. (1), and letC = (C,ẽ 0 ). Then
Before proving the proposition, we point out that the local subspaces for regions containing directions other than e 0 are obtained via covariance, and can be nicely characterized as follows. Define, for eachλ ∈L ↑ + , a function uλ on the mass shell by
This is an "intertwiner function" for those single particle vectors which are localized in regions extending to infinity in the directionλ·ẽ 0 :
ii) The wave functions uλ · E m f transform covariantly in the sense that
where the star denotes the push-forward,
Proof. i) is an immediate consequence of Proposition 4.2, and ii) follows from the cocycle relation (94) below.
It is noteworthy that the function uλ only depends on the pathλ·ẽ 0 up to a multiplicative constant. For the stabilizer subgroup ofẽ 0 , namely the group of 1-boosts, modifies uλ only by a factor c(λ 1 (t), p) = e st .
Proof of Proposition 4.2. Let f be a smooth function with compact support in C, and letg = (a,λ) be such thatgC ⊂W 1 . Note that thenλẽ 0 ∈W 1 and supp g * f ⊂ W 1 , where g * f denotes the push-forward as above. We have to show that U (g) u·E m f ∈ K(W 1 ). To this end we prove that the H-valued
is the boundary value of an analytic function φ(·) on the strip G . = R+i (0, π) which is continuous and bounded on its closure G -and that the boundary values are related by
Using the push-forward to write e ia·p (E m f )(λ −1 p) = E m (a, λ) * f (p), we have
where we have written
It follows from Lemma 4.1 that for fixed p ∈ H m , v(·)(p) extends to an analytic function v(·, p) on the strip G, continuous on its closure, and that
Let us discuss the analyticity properties of ψ(t). The matrix-valued function t → λ 1 (t) extends to an entire analytic function satisfying
where j t ′ acts as multiplication by cos t ′ on the coordinates x 0 and x 1 and leaves the other coordinates unchanged, and σ acts as the Pauli matrix σ 1 on (x 0 , x 1 ) and as zero on x 2 [13] . Hence ψ(·)(p) extends, for fixed p ∈ H m , to a function ψ(·, p) on G -as follows:
Now for x ∈ W 1 , the vector σx lies in the forward light cone, hence p · λ 1 (t)σx > 0 for p ∈ H m . Thus the second exponential term in equation (50) is a damping factor, and for fixed τ ∈ G -the function (p 1 , p 2 ) → ψ(τ, p) is of fast decrease. Further, due to the damping factor the function τ → ψ(τ, p) is analytic on the strip G for fixed p ∈ H m . Thus our function t → φ(t) = v(t)ψ(t) extends, point-wise in p, to a function φ(τ, p) . = v(τ, p)ψ(τ, p) on G -, analytic on the interior, and in addition φ(τ, ·) ∈ L 2 (H m , dµ) for each τ ∈ G -. By equations (48) and (49) the analytic continuation satisfies, since j π = j,
On the other hand, using u(−jp) = u(p) one calculates
Thus for real valued f, the Hilbert space valued function τ → φ(τ ) defined by φ(τ )(p) . = φ(τ, p) satisfies the desired equation (44). It remains to show that φ(τ ) is in fact analytic as a Hilbert space valued function.
To this end let, for x ∈ W 1 , t x . = artanh
Note that the argument in curly brackets is strictly larger than |p 2 | and than |p 1 |× exp(−|t+t x |). Let t+it ′ be contained in some compact subset G 0 ⊂ G of the strip. Then |t| ≤ T and sin t ′ ≥ ε for some T > 0, ε > 0 .
Then the above estimates imply, using that exp(−|t x |) =
This estimate implies that
is a dominating function for ψ(τ, ·) for all τ in the compact subset G 0 of the strip, in the sense that |ψ(τ, p)| < Ψ(p 1 , p 2 ) for all τ ∈ G 0 . This function is decreasing fast enough such that
Namely, the integral coincides with 4n!m! times the integral of |g * f (x)g * f (y)| (α 1 (x) + α 1 (y)) −n−1 (α 2 (x) + α 2 (y)) −m−1 over x and y in W 1 , which is finite since α 1 , α 2 are strictly positive functions on W 1 and supp(g * f ) is compactly contained in W 1 . By similar considerations one gets a dominating function for d dτ ψ(τ, p), which we denote by Ψ ′ and which satisfies the analogue of equation (59).
Next we establish bounds for v(τ, p): We claim that v(τ, p) and d dτ v(τ, p) are bounded, uniformly in τ ∈ G 0 , by polynomials in |p 1 | and |p 2 | which we denote by V and V ′ , respectively. We demonstrate here the case of nonnegative spin s, the other case working analogously. One has the inequality 0 < p 0 ±p 1 ≤ 2|p 1 |+|p 2 |+m and, using the identity
where n is any integer ≥ s, c 1 = |a−b| and c 2 = (τ, p) . We have now established the following facts: φ(t) extends to a family φ(τ ) ∈ L 2 (H m , dµ), τ ∈ G -, such that φ(τ )(p) depends analytically on τ for each p ∈ H m . Further, for τ in any fixed compact subset of the strip G, the p-point-wise derivative w.r.t. τ is dominated by a function Φ ∈ L 2 (H m , dµ):
That Φ is in L 2 (H m , dµ) follows from equation (59) and the corresponding equation for Ψ ′ . These facts imply, by the Lebesgue lemma on dominated convergence, that for arbitrary χ ∈ L 2 (H m , dµ), the function
is analytic on the strip G, with derivative being calculated via the p-pointwise derivative d dτ φ(τ )(p). Since weak and strong analyticity are equivalent, this implies that τ → φ(τ ) is an analytic Hilbert space valued function. This concludes the proof.
Implications of the Bisognano-Wichmann Property
In this section we show that the Bisognano-Wichmann property , defined below, essentially fixes the localization structure, and that it implies the spin-statistics connection as mentioned after Theorem 3.2. Given a localization structure K(C),C ∈C, denote by S the canonical involution corresponding to K(W 1 ), cf. Appendix A. Since S is a closed antilinear involution, it has a polar decomposition S =: J∆ 1/2 with J being an anti-unitary involution and ∆ a positive operator. It is noteworthy that this property in fact follows from the Definition 2.1 of a localization structure. This has been established by the author in [19] in the case of four-dimensional theories, and will be published elsewhere for anyons in d=3. Because of this fact we have been forced to take equations (15) to (19) as the starting point of our construction.
We shall now see that the Bisognano-Wichmann property fixes uniquely a certain extension of the localization structure which is maximal in the sense that it satisfies twisted Haag duality, cf. (12).
Proposition 5.2 There is up to equivalence only one localization structure which satisfies the Bisognano-Wichmann property and twisted Haag duality.
By equivalent localization structure we mean a familyK(C),C ∈C, of closed real subspaces of a Hilbert spaceĤ such that there is a unitary map V : H →Ĥ satisfyingK(C) = V K(C) for allC ∈C.
Proof. Let K(C),C ∈C, be a localization structure as in the Proposition. With the same argument as in the proof of Theorem 3.2, equation (28) must hold for K(W 1 ). Hence, the chain of equations (27) is valid, the last equation of which shows that, under the assumption of twisted Haag duality, K(C) is maximal in the sense that it satisfies equation (21) . But this implies that the localization structure is fixed by the real subspaces associated to wedge regions, which in turn are fixed, due to the Bisognano-Wichmann property and covariance, by the real subspace K(W 1 ) associated toW 1 and the representation U . Hence the localization structure is fixed by K(W 1 ) or, equivalently, by the corresponding involution S. The positive part of the latter is fixed by the representation U , cf. equation (15) , hence the only remaining freedom is the anti-unitary part J. But it turns out that J, and hence the entire localization structure, is fixed up to equivalence. More precisely, letK(C),C ∈C, be another localization structure as in the Proposition, withĴ the anti-unitary part of the canonical involution corresponding toK(W 1 ). Then, as we show in Lemma B.3, there is a unitary V commuting with the representation U such thatĴ = V JV −1 . This implies thatK(C) = V K(C) for all C ∈C, as claimed.
We finally prove a single-particle version of the spin-statistics theorem:
Proposition 5.3 Let {K(C)}C ∈C be a localization structure for (m, s) satisfying the Bisognano-Wichmann property . Then the spin-statistics connection holds:
Proof. We use the one-to-one correspondence between closed real standard subspaces K and densely defined anti-linear involutive operators S, cf. Appendix A. Let S ′ be the canonical involution corresponding to K(r(π)W 1 ).
Twisted locality (8) implies that
Now the relative winding number N (W 1 ,r(π)W 1 ) is −1, hence
and we have S ′ ⊂ Z 2 S * . On the other hand,
by covariance. But the group relations imply [4] that S U (r(−π)) = U (r(π)) S * , hence Z 2 = U (r(2π)) ≡ e 2πis , which proves the claim.
A Basic Notions from the Tomita-Takesaki Theory of Real Spaces
For a review of this theory, the reader is referred to one of the articles [16, 22, 4] . Here we recall the relevant notions. Let H be a (complex) Hilbert space with scalar product ( · , · ). If K is a real subspace of H, then its symplectic complement is the set of vectors ψ ∈ H such that the imaginary part of ( φ, ψ ) vanishes for all φ ∈ K. It is a closed real subspace and is denoted by K ′ . If K α , α ∈ I, is a family of closed real subspaces, then the closed real span of these subspaces is denoted by
Real closed standard subspaces K of H are in one-to-one correspondence with antilinear, densely defined, closed operators S acting on H which are involutive (i.e., satisfy S 2 ⊂ 1 ): Given S, let
Then every vector in the domain of S may be uniquely written as
It is called the real space corresponding to S. Conversely, a real closed standard subspace K defines an antilinear, densely defined, closed involution S, by putting S(φ 1 + iφ 2 ) . = φ 1 − iφ 2 for φ 1 , φ 2 ∈ K. S is then called the canonical involution corresponding to K. If S corresponds to K and U is unitary, then U SU * corresponds to U K, and further S * corresponds to K ′ .
B The Universal Covering Group of the Poincaré Group
Covering of the Lorentz group. The universal covering groupL ↑ + of the proper orthochronous Lorentz group L ↑ + in three dimensions can be identified with the set
the group multiplication (γ, ω)(γ ′ , ω ′ ) = (γ ′′ , ω ′′ ) being given by [2, p. 594]
Here (c.c.) denotes the complex conjugate of the preceding factor and log is the branch of the logarithm on C \ R 
The covering homomorphismL
The double covering
Then the double covering
Let us determine the lifts of the one-parameter subgroups of boosts and rotations. Denote the boosts in k-direction (k = 1, 2) by λ k (·) and the rotations in the 1-2 plane by r(·). Explicitely, λ k (t) acts on the 0-and kcoordinates as the matrix (13), and r(ω) acts on the 1-and 2-coordinates as cos(ω) − sin(ω) sin(ω) cos(ω) .
We denote byλ 1 (·) ,λ 2 (·) andr(·) the unique lifts of these one-parameter groups toL ↑ + .
Lemma B.1 i) The lifts of the one-parameter groups are given bỹ
ii) Every elementλ ∈L ↑ + has a unique decompositioñ
Proof. i) One verifies that the three one-parameter maps are continuous and have the correct images under the covering projection (66) and (68). ii) Consider the action of the Lorentz transformation λ, corresponding toλ, on the point (1, 0, 0). Define t ′ as the arsinh of the 2-component of λ·(1, 0, 0), and t as the unique real number such that sinh(t) cosh(t ′ ) is the 1-component of λ·(1, 0, 0). One then checks that the actions of λ and λ 1 (t)λ 2 (t ′ ) on the point (1, 0, 0) coincide. This implies that there is a unique ω ∈ R such that equation (71) holds.
and denote by h(p) the corresponding element in
This implies that for arbitrary p ∈ H m andλ ∈L ↑ 3 , the element
leaves (m, 0, 0) invariant, hence is a rotation and may be written in the form
where Ω(·, ·) is the so-called Wigner rotation. In fact, equations (74) and (64) imply that, forλ = (γ, ω),
Note that Ω (0, ω) , p = ω for all ω and p, and that Ω satisfies the cocycle condition
for allλ,λ ′ ∈L ↑ + and p ∈ H m .
Proper Poincaré Group. The proper Poincaré group P + can be obtained from the proper orthochronous Poincaré group by adjoining the reflection j at the x 2 -axis, cf. equation (14), with the appropriate relations:
(Note that the last equations imply jλ 2 (t)j = λ 2 (−t).) Correspondingly, the universal covering groupP + of this (disconnected) group may be defined by adjoining an elementj toP ↑ + satisfying the relations
In fact, the mapj → j,λ → λ is a homomorphism and hence a covering projection. Finally, we prove an important cocycle relation of the Wigner rotation (75) with respect toj.
Lemma B.2 For allλ ∈L ↑ + and p ∈ H m the following relation holds:
Proof. From the definition ofh(p) via equation (72) and the group relations (79) satisfied byj we get
This implies t(λ, −j ·p) =j t(jλj, p)j and hence the claim. Action ofP + onC. The universal covering groupP + of the proper Poincaré group acts onC in the following way. LetC = (C,ẽ) ∈C whereẽ is the equivalence class w.r.t. C of a path t →ẽ(t) in H starting at e 0 and ending in C. IdentifyingL 
whereλ·ẽ is the equivalence class w.r.t. λ·C of the path t →λ(t)·ẽ(t) in H. Further, the elementj ∈P + acts onC as
wherej ·ẽ is the equivalence class w.r.t. j ·C of the path t → j ·ẽ(t). Note that this path also starts at e 0 since we have chosen the reference direction e 0 so as to be invariant under j.
C Proof of Analyticity of the Cocycle.
We establish the required analyticity properties of the cocycle c(λ, p), cf. equ. (35), starting with the Wigner rotation factor for the 1-boosts. Let
Note that for all p ∈ H m , the number v(p) lies in the cut complex plane C\R 
As a function of t, it has branch points in the strip R+i(0, π) for any p ∈ H m if s is not an integer.
Proof. Equation (87) is verified by direct calculation. But using
we get
For any fixed p ∈ H m , this function has zeroes in the strip, which proves the claim.
In the next proposition, we give an explicit expression for the cocycle c(λ, p), exhibiting its analyticity properties.
, where
The power of 2s is understood within (λ 1 (τ )λ, p) is analytic in the strip R + i(0, π) if and only if the parameters t ′ and ω ′ satisfy the relation
In this case, the upper and lower boundary values are related by
where n(ω ′ ) is the unique integer such that 
Remark.
From (iii) follows that for s ∈ Proof. In the following, p denotes an arbitrary point on the mass shell. We will use the cocycle identity c(λλ
satisfied by c as a consequence of equation (77). Thus, we first calculate c(λ, p) ifλ is a boost in 1-direction or a rotation, and then use the above cocycle property for a general elementλ. The function v from Lemma C.1 is related to u, defined in equation (37), by
Hence, in view of the identity (88), Lemma C.1 implies that
In order to calculate the cocycle for rotations, let us see how the function u transforms under rotations. Writing u as
s and using the identity
We are now prepared to prove equation (90). Letλ ∈L ↑ + be as in the Proposition. Usingλ 2 (t ′ ) =r(
Due to the cocycle relation (94), c(λ, p) consists of two factors of the form calculated in equation (102):
where ω ′ 0 is the representant of ω ′ + 2πZ in (−2π, 0], and we have written a and b as in equation (91) of the Proposition and q .
and we calculate
where p ± . = p 0 ± p 1 . Then the product of the two curly brackets in (104) yields 
This proves part i) of the Proposition.
We now discuss the analyticity properties of the function c(λ 1 (·)λ, p). Ifλ is parametrized by t, t ′ , ω ∈ R as in the Proposition, thenλ 1 (τ )λ = λ 1 (τ + t)λ 2 (t ′ )r(ω) and we may write c(λ 1 (τ )λ, p) = 2 −s e s(τ +t+t ′ ) e is(ω ′ −ω ′ 0 ) f (τ + t, p) 2s ,
with f (·, p) as in equation (107). Note that f (·, p) is an entire analytic function and satisfies f (t + iπ, p) = f (t, −jp) .
For s ∈ In the following, z 2s + will denote z to the power of 2s defined via the branch of the logarithm on C \ R 
In the case at hand, a > 0 and consequently ω ′ 0 ∈ (−π, 0]. Hence (ω ′ −ω ′ 0 )/2π is just the integer n(ω ′ ) defined in the Proposition, and the above equation coincides with equation (93). Case 2.2: Both a+b and a−b are less or equal to zero. Similarly as in case 2.1, this implies that a+b < 0. Hence f (τ, p) is in the lower half plane for real τ , and is contained in C\R + 0 for all τ in the strip. Hence our three rules above imply that f (τ, p) 2s − | τ =iπ = e −4πis f (0, −jp) 2s − . We thus have 
In the case at hand, a < 0 and consequently ω ′ 0 ∈ (−2π, −π). Hence (ω ′ − ω ′ 0 − 2π)/2π is just the integer n(ω ′ ) defined in the Proposition, and the above equation again coincides with equation (93).
We have now shown that the cocycle has an analytic continuation into the strip if and only if |b| ≤ |a|, and that the continuation satisfies equation (93). It remains to show that |b| ≤ |a| is equivalent to the condition (92). Both conditions are true for ω ′ ∈ 2πZ and false for ω ′ ∈ π + 2πZ, hence they coincide if ω ′ ∈ πZ. If ω ′ ∈ πZ, then |b| ≤ |a| is equivalent to
hence to condition (92). We have thus shown part ii) of the Proposition.
