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Abstract
First of all, we get the global existence of classical and strong solutions of the full
compressible Navier-Stokes equations in three space dimensions with initial data which is
large and spherically or cylindrically symmetric. The appearance of vacuum is allowed. In
particular, if the initial data is spherically symmetric, the space dimension can be taken
not less than two. The analysis is based on some delicate a priori estimates globally in
time which depend on the assumption κ = O(1 + θq) where q > r (r can be zero), which
relaxes the condition q ≥ 2+2r in [14, 29, 42]. This could be viewed as an extensive work
of [18] where the equations hold in the sense of distributions in the set where the density
is positive with initial data which is large, discontinuous, and spherically or cylindrically
symmetric in three space dimension. Finally, with the assumptions that vacuum may
appear and that the solutions are not necessarily symmetric, we establish a blow-up
criterion in terms of ‖ρ‖L∞
t
L∞
x
and ‖ρθ‖
L4
t
L
12
5
x
for strong solutions.
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1 Introduction
The full compressible Navier-Stokes equations can be written in the sense of Eulerian coor-
dinates in Ω ⊂ RN as follows:
ρt +∇ · (ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇P = div(T ) + ρf ,
(ρE)t + div(ρEu) + div(Pu) = div(T u) + div(κ∇θ) + ρu · f .
(1.1)
Here T is the stress tensor given by
T = µ (∇u+ (∇u)′)+ λdivuIN ,
where IN is a N×N unit matrix; ρ = ρ(x, t), u = u(x, t) = (u1, · · · , uN )(x, t) and θ = θ(x, t)
are unknown functions denoting the density, velocity and absolute temperature, respectively;
P = P (ρ, θ), E, f = f(x, t) = (f1, · · · , fN )(x, t) and κ denote respectively pressure, total
energy, external forces and coefficient of heat conduction, where E = e+ 12u
2 (e is the internal
energy); µ and λ are coefficients of viscosity, satisfying the following physical restrictions:
µ > 0, 2µ +Nλ ≥ 0;
P and e satisfy the second principle of thermodynamics:
P = ρ2
∂e
∂ρ
+ θ
∂P
∂θ
. (1.2)
(1.1) is a well-known model which describes the motion of compressible fluids. There were
lots of works on the existence, uniqueness, regularity and asymptotic behavior of the solutions
during the last five decades. While, because of the stronger nonlinearity in (1.1) compared
with the Navier-Stokes equations for isentropic flow (no temperature equation), many known
mathematical results focused on the absence of vacuum (vacuum means ρ = 0), refer for
instance to [21, 22, 29, 30, 34, 35, 40] for classical solutions. More precisely, the local classical
solutions to the Navier-Stokes equations with heat-conducting fluid in Ho¨lder spaces was
obtained respectively by Itaya in [21] for Cauchy problem and by Tani in [40] for IBVP
with inf ρ0 > 0, where the space dimension N = 3. Using delicate energy methods in
Sobolev spaces, Matsumura and Nishida in [34, 35] showed that the global classical solutions
exist provided that the initial data is small in some sense and away from vacuum in three
space dimension. For large initial data in one space dimension, Kazhikhov, Shelukhi in
[30] (for polytropic perfect gas with µ, λ, κ =const.) and Kawohl in [29] (for real gas with
κ = κ(ρ, θ), µ, λ = const.) respectively got the global classical solutions to (1.1) in Lagrangian
coordinates with inf ρ0 > 0. The internal energy e and the coefficient of heat conduction κ
in [29] satisfy the following assumptions for ρ ≤ ̺ and θ ≥ 0 (we translate these conditions
in Eulerian coordinates)
e(ρ, 0) ≥ 0, ν(1 + θr) ≤ ∂θe(ρ, θ) ≤ N(̺)(1 + θr),
κ0(1 + θ
q) ≤ κ(ρ, θ) ≤ κ1(1 + θq),
|∂ρκ(ρ, θ)|+ |∂ρρκ(ρ, θ)| ≤ κ1(1 + θq),
(1.3)
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where r ∈ [0, 1], q ≥ 2 + 2r, and ν, N(̺), κ0 and κ1 are positive constants. For the perfect
gas (i.e., P = Rρθ, e = Cνθ for some constants R > 0 and Cν > 0) in the domain exterior
to a ball in RN (N = 2 or 3) with µ, λ, κ =const., Jiang in [22] got the existence of global
spherically symmetric classical large solutions in Ho¨lder spaces.
In fact, Kawohl in [29] also considered the case of density-dependent viscosity for another
boundary condition with inf ρ0 > 0, where 0 < µ0 ≤ µ(ρ) ≤ µ0 for any ρ ≥ 0, and µ0 and
µ0 are positive constants. This was generalized to the case µ(ρ) = ρ
α by Jiang in [23] for
α ∈ (0, 14), and by Qin, Yao in [36] for α ∈ (0, 12 ), respectively.
On the existence, asymptotic behavior of the weak solutions of the full compressible
Navier-Stokes equations with inf ρ0 > 0, please refer for instance to [24, 25, 28] for the
existence of weak solutions in 1D and for the existence of spherically symmetric weak solutions
in RN (N = 2, 3), and refer to [18] for the existence of spherically and cylindrically symmetric
weak solutions in R3, and refer to [13] for the existence of variational solutions in a bounded
domain in RN (N = 2, 3).
In the presence of vacuum (i.e. ρ may vanish), to our best knowledge, the mathematical
results on global well-posedness of the full compressible Navier-Stokes equations are usually
limited to the existence of weak solutions with special pressure, viscosity and heat conduc-
tivity (see [1, 14]). More precisely, Feireisl in [14] got the existence of so-called variational
solutions in dimension N ≥ 2. The temperature equation in [14] is satisfied only as an
inequality in the sense of distributions. Anyhow, Feireisl’s work is the very first attempt
towards the existence of weak solutions to the full compressible Navier-Stokes equations in
higher dimensions, where the coefficients of viscosity are constants and
κ = κ(θ) ∈ C2[0,∞), κ(1 + θq) ≤ κ(θ) ≤ κ(1 + θq) for all θ ≥ 0,
P = P (ρ, θ) = Pe(ρ) + θPθ(ρ) for all ρ ≥ 0 and θ ≥ 0,
Pe,Pθ ∈ C[0,∞) ∩ C1(0,∞); Pe(0) = 0, Pθ(0) = 0,
P ′e(ρ) ≥ a1ργ−1 − b1 for all ρ > 0; Pe(ρ) ≤ a2ργ + b1 for all ρ ≥ 0,
Pθ is non-decreasing in [0,∞); Pθ(ρ) ≤ a3(1 + ρΓ) for all ρ ≥ 0,
(1.4)
where Γ < γ2 if N = 2 and Γ =
γ
N
for N ≥ 3; q ≥ 2, γ > 1, and a1, a2, a3, b1, κ and κ
are positive constants. Note that the perfect gas equation of state (i.e. P = Rρθ for some
constant R > 0) is not involved in (1.4). In order that the equations are satisfied as equalities
in the sense of distribution, Bresch and Desjardins in [1] proposed some different assumptions
from [14], and obtained the existence of global weak solutions to the full compressible Navier-
Stokes equations with large initial data in T3 or R3. In [1], the viscosity µ = µ(ρ) and λ = λ(ρ)
may vanish when vacuum appears, and κ, P and e are assumed to be satisfied
κ(ρ, θ) = κ0(ρ, θ)(ρ+ 1)(θ
q + 1),
P = Rρθ + pc(ρ),
e = Cυθ + ec(ρ),
(1.5)
where q ≥ 2, R and Cυ are two positive constants, pc(ρ) = O(ρ−ℓ) and ec(ρ) = O(ρ−ℓ−1) (for
some ℓ > 1) when ρ is small enough, and κ0(ρ, θ) is assumed to satisfy
c0 ≤ κ0(ρ, θ) ≤
1
c0
,
for c0 > 0. On the local existence and uniqueness of strong solutions for N = 3, please see [4]
for the perfect gas with µ, λ, κ =const. While, there are no global smooth solutions to (1.1)
for Cauchy problem when the initial density is of nontrivially compact support and κ = 0
(see [44]).
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Except for the Cauchy problems with initial density compactly supported, it is still un-
known whether the global strong (or classical) solutions exist or not when vacuum appears
(i.e., the density may vanish) until recently. In our previous paper [42], we got existence and
uniqueness of global classical solutions to the full compressible Navier-Stokes equations in
one dimension with large initial data and vacuum. In [42], the coefficient of conduction k
depends on the temperature, growing as 1 + θq where q ≥ 2 + 2r (r can be zero).
As a first step to study the problems (1.1) in high dimensions, we study the problems in
high dimensions with some symmetry which reduces the whole system to an one dimensional
system with singular source terms. The singularity may be due to x = 0, x =∞ or appearance
of vacuum, where x is the radius. Our main concern here is to show the existence and
uniqueness of global classical and strong solutions to (1.1) with vacuum and initial data which
is large, and spherically or cylindrically symmetric in three space dimension. In particular,
if the initial data is spherically symmetric, the space dimension can be taken not less than
two. This extends the results in [18] where the equations hold in the sense of distributions
in the set where the density is positive with initial data which is large, discontinuous, and
spherically or cylindrically symmetric in three space dimension. Besides, when the solutions
are not necessarily symmetric, we shall establish a blow-up criterion for strong solutions with
vacuum.
For compressible isentropic Navier-Stokes equations (i.e. no temperature equation), there
are so many results about the well-posedness and asymptotic behaviors of the solutions
when vacuum appears. Refer to [15, 27, 31, 33] and [17, 32, 41, 46, 47, 48] for global weak
solutions with constant viscosity and with density-dependent viscosity, respectively. Refer
to [6, 10] and [2, 3, 5, 37] for global strong solutions and for local strong (classical) solu-
tions with constant viscosity, respectively. Recently, Huang, Li, Xin in [20] and Ding, Wen,
Yao, Zhu in [8, 7] independently got existence and uniqueness of global classical solutions,
where the initial energy in [20] is assumed to be small in R3 and ρ− ρ˜ ∈ C ([0, T ];H3(R3)),
u ∈ C ([0, T ];D1(R3) ∩D3(R3)) ∩ L∞ ([τ, T ];D4(R3)) (for τ > 0) which generalized the re-
sults in [3], and the initial data in [8, 7] could be large for dimension N = 1 and could be
large but spherically symmetric for N ≥ 2, and (ρ, u) ∈ C([0, T ];H4(I)) (I is bounded in [8],
and is bounded or an exterior domain in [7]).
We would like to give some notations which will be used throughout the paper.
Notations:
(i) I = [a, b]; QT = I × [0, T ] for T > 0.
(ii)
∫
∑ f =
∫
∑ f dx, for
∑
= I or R3.
(iii) For 1 ≤ l ≤ ∞, denote the Ll spaces and the standard Sobolev spaces as follows:
Ll = Ll(Σ), Dk,l =
{
u ∈ L1loc(Σ) : ‖∇ku‖Ll <∞
}
,
W k,l = Ll ∩Dk,l, Hk =W k,2, Dk = Dk,2,
D10 =
{
u ∈ L6 : ‖∇u‖L2 <∞},
‖u‖Dk,l = ‖∇ku‖Ll .
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(iv) For two 3 × 3 matrices E = (Eij), F = (Fij), denote the scalar product between E
and F by
E : F =
3∑
i,j=1
EijFij .
(v) G = (2µ + λ)divu− P is the effective viscous flux.
(vi) h˙ = ht + u · ∇h denotes the material derivative.
The rest of the paper is organized as follows. In Section 2, we present three main theorems
of the paper. In Section 3, some useful lemmas are stated, which will be used to prove the
global existence of classical and strong solutions. The main theorems will be proved in
Sections 4, 5 and 6, respectively.
2 Main results
2.1 Global symmetric classical and strong solutions with vacuum
Throughout Section 2.1 and the proofs of the main theorems in the section, we take Σ = I
in the Notations. For simplicity, we assume that the external force f = 0. Assume Ω =
{x|a < |x| < b}, for 0 < a < b <∞. Then for the symmetric cases, (1.1) takes the form:
ρt + (ρu)x +
mρu
x
= 0, ρ ≥ 0, a < x < b, t > 0,
ρut + ρuux − ρv
2
x
+ Px = β(uxx +
mux
x
− mu
x2
),
ρvt + ρuvx +
ρuv
x
= µ(vxx +
mvx
x
− mv
x2
),
ρwt + ρuwx = µ(wxx +
mwx
x
),
ρet + ρuex + P (ux +
mu
x
) = (κθx)x +
mκθx
x
+ ℘,
(2.1.1)
where β = 2µ+ λ, ℘ = λ(ux +
mu
x
)2 + µ
(
w2x + 2u
2
x + (vx − mvx )2 + 2mu
2
x2
)
. In the spherically
symmetric case, m = N − 1, x = |x|, u(x, t) = u(x, t)x
x
and v = w = 0. In the cylindrically
symmetric case, m = 1, x =
√
x21 + x
2
2, and
u(x, t) = u(x, t)
(x1, x2, 0)
x
+ v(x, t)
(−x2, x1, 0)
x
+ w(x, t)(0, 0, 1).
We consider the initial and boundary conditions:
(ρ, u, v, w, θ)
∣∣
t=0
= (ρ0, u0, v0, w0, θ0)(x) in I, (2.1.2)
and
(u, v, w, θx)
∣∣
x=a,b
= 0, t ≥ 0. (2.1.3)
2.1.1 Assumptions
(A1): ρ0 ≥ 0,
∫
I
ρ0 > 0.
(A2): µ and λ are constants. µ > 0, 2µ+(m+1)λ > 0. e = C0Q(θ)+ec(ρ), P = ρQ(θ)+Pc(ρ),
κ = κ(θ), for some constant C0 > 0. The constant C0 plays no role in the analysis, we assume
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C0 = 1.
(A3): Pc(ρ) ≥ 0, ec(ρ) ≥ 0, for ρ ≥ 0; Pc ∈ C2[0,∞); ρ|∂ec∂ρ | ≤ C1ec(ρ), for some constant
C1 > 0.
(A4) : Q(·) ∈ C2[0,∞) satisfies{
C2
(
β + (1− β)θ + θ1+r) ≤ Q(θ) ≤ C3 (β + (1− β)θ + θ1+r) ,
C4(1 + θ
r) ≤ Q′(θ) ≤ C5(1 + θr),
for some constants Ci > 0 (i = 2, 3, 4, 5) and r ≥ 0, β = 0 or 1.
(A5): κ ∈ C2[0,∞) satisfies
C6(1 + θ
q) ≤ κ(θ) ≤ C7(1 + θq),
for q > r, and some constants Ci > 0 (i = 6, 7).
2.1.2 Global strong solutions
Theorem 2.1.1 ( Strong solutions) In addition to (A1)-(A5), we assume ρ0 ≥ 0, ρ0 ∈ H2,
u0 ∈ H2 ∩H10 , θ0 ∈ H2, ∂xθ0|x=0,1 = 0, and that the following compatibility conditions are
valid: 
β(u0xx +
mu0x
x
− mu0
x2
)− Px(ρ0, θ0) = √ρ0g1,
µ(v0xx +
mv0x
x
− mv0
x2
) =
√
ρ0g2,
µ(w0xx +
mw0x
x
) =
√
ρ0g3,
(κ(θ0)θ0x)x +
mκ(θ0)θ0x
x
+ ℘(x, 0) =
√
ρ0 g4, x ∈ I,
(2.1.4)
for some gi ∈ L2, i = 1, 2, 3, 4. Then there exists a unique global solution (ρ, u, v, w, θ) to
(2.1.1)-(2.1.3) such that for any T > 0
ρ ∈ C([0, T ];H2), (u, v, w, θ) ∈ C([0, T ];H2) ∩ L2([0, T ];H3),
(
√
ρut,
√
ρvt,
√
ρwt,
√
ρet) ∈ L∞([0, T ];L2), (ut, vt, wt) ∈ L2([0, T ];H10 ), θt ∈ L2([0, T ];H1).
Remark 2.1.2 From the assumptions (A2)-(A4), we know that the polytropic perfect gas
(i.e., P = Rρθ, e = Cνθ for some constants R > 0 and Cν > 0) is included if we take
r = β = 0 and ec(ρ) = Pc(ρ) ≡ 0 and Q = CνθC0 .
Remark 2.1.3 The global existence of strong solutions depends on q > r in our analysis. For
the polytropic perfect gas, Theorem 2.1.1 works for any q > 0, which relaxes the restriction
q ≥ 2 in [14, 29, 42].
Remark 2.1.4 Some similar compatibility conditions as (2.1.4) can be referred to [4] and
references therein. In [4], the local H2-regularity of u and θ for the polytropic perfect gas
was obtained. The detailed reasons why such conditions were needed can be found in [4].
Roughly speaking, g1, g2, g3 and g4 are equivalent to
√
ρut,
√
ρvt,
√
ρwt and
√
ρet at t = 0,
respectively.
Remark 2.1.5 From the derivation of the Navier-Stokes equations from the Boltzmann equa-
tion through the Chapman-Enskog expansion to the second order (see [45] and references
therein), we know that µ = µ(θ), λ = λ(θ) and κ = κ(θ). As in [14, 29, 42], µ and λ are
assumed to be constants here, because of the restrictions of mathematical technique.
6
2.1.3 Global classical solutions
Theorem 2.1.6 (Classical solutions) In addition to (A1)-(A5), we assume ρ0 ≥ 0, ρ0 ∈ H3,
(
√
ρ0)x ∈ L∞, u0 ∈ H3 ∩ H10 , θ0 ∈ H3, ∂xθ0|x=0,1 = 0, (Q,Pc, κ) ∈ W 3,∞, and that the
compatibility conditions (2.1.4) are satisfied for some gi ∈ L2, i = 1, 2, 3, 4, and √ρ0gj ∈ H10 ,
j = 1, 2, 3, and
√
ρ0g4 ∈ H1. Then there exists a unique global solution (ρ, u, v, w, θ) to
(2.1.1)-(2.1.3) such that for any T > 0
ρ ∈ C([0, T ];H3), (u, v, w, θ) ∈ L∞([0, T ];H3) ∩ L2([0, T ];H4),
(
√
ρut,
√
ρvt,
√
ρwt,
√
ρet) ∈ L∞([0, T ];L2), (ρut, ρvt, ρwt) ∈ L∞([0, T ];H10 ),
(ut, vt, wt) ∈ L2([0, T ];H10 ), θt ∈ L2([0, T ];H1), , ρet ∈ L∞([0, T ];H1).
Remark 2.1.7 If ρ0 ∈ H4, and (u0, v0, w0) satisfies a stronger compatibility conditions
β(u0xx +
mu0x
x
− mu0
x2
)− Px(ρ0, θ0) = ρ0g˜1,
µ(v0xx +
mv0x
x
− mv0
x2
) = ρ0g˜2,
µ(w0xx +
mw0x
x
) = ρ0g˜3, x ∈ I,
(2.1.5)
for some g˜i ∈ H10 and (
√
ρ0∂xg˜i)x ∈ L2, we can obtain by using the similar arguments as in
[42] that ρ ∈ C([0, T ];H4) and (u, v, w) ∈ C([0, T ];H4) ∩ L2([0, T ];H5).
2.2 A blow-up criterion in terms of ‖ρ‖L∞t L∞x and ‖ρθ‖L4tL 125x for strong solu-
tions
Throughout Section 2.2 and the proofs of the main theorems in the section, we take Σ = R3
in the Notations. In order to establish some sharp blow-up criterions, we only consider
that κ =constant, and that the state equations of P and e is of ideal polytropic gas type:
P = aρθ, e = C0θ, where a and C0 are two positive constants. The constants a, C0 and κ in
the equations play no roles in the section, we assume a = C0 = κ = 1. If the solutions are
regular enough (such as strong solutions), (1.1) is equivalence to the following system:
ρt +∇ · (ρu) = 0,
ρut + ρu · ∇u+∇P (ρ, θ) = µ∆u+ (µ + λ)∇divu,
ρθt + ρu · ∇θ + ρθdivu = µ2 |∇u+ (∇u)′|2 + λ(divu)2 +∆θ, in R3.
(2.2.1)
System (2.2.1) is supplemented with initial conditions
(ρ, u, θ)|t=0 = (ρ0, u0, θ0), x ∈ R3, (2.2.2)
with
ρ(x, t)→ 0, u(x, t)→ 0, θ(x, t)→ 0, as |x| → ∞, for t ≥ 0. (2.2.3)
We give the definition of strong solutions to (2.2.1)-(2.2.3) throughout Section 2.2 and the
proofs of main theorem in the section.
Definition 2.2.1 (Strong solution) For T > 0, (ρ, u, θ) is called a strong solution to the
compressible Navier-Stokes equations (2.2.1)-(2.2.3) in R3 × [0, T ], if for some q ∈ (3, 6],
0 ≤ ρ ∈ C([0, T ];W 1,q ∩H1 ∩ L1), ρt ∈ C([0, T ];L2 ∩ Lq),
(u, θ) ∈ C([0, T ];D2 ∩D10) ∩ L2(0, T ;D2,q), (ut, θt) ∈ L2(0, T ;D10),
(
√
ρut,
√
ρθt) ∈ L∞(0, T ;L2),
and (ρ, u, θ) satisfies (2.2.1) a.e. in R3 × (0, T ].
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We present our main theorem, which is on a blow-up criterion for strong solutions to (2.2.1)-
(2.2.3), as follows:
Theorem 2.2.2 Assume ρ0 ≥ 0, ρ0 ∈ H1∩W 1,q∩L1, for some q ∈ (3, 6], (u0, θ0) ∈ D2∩D10,
and the following compatibility conditions are satisfied:{
µ∆u0 + (µ+ λ)∇divu0 −∇P (ρ0, θ0) = √ρ0g1,
κ∆θ0 +
µ
2 |∇u0 + (∇u0)′|2 + λ(divu0)2 =
√
ρ0g2, x ∈ R3,
(2.2.4)
for some gi ∈ L2, i = 1, 2. Let (ρ, u, θ) be a strong solution to (2.2.1)-(2.2.3) in R3 × [0, T ].
If 0 < T ∗ < +∞ is the maximum time of existence of the strong solution, then
lim sup
TրT ∗
(
‖ρ‖L∞(0,T ;L∞) + ‖ρθ‖
L4(0,T ;L
12
5 )
)
=∞, (2.2.5)
provided 3µ > λ.
Remark 2.2.3 Under the conditions of Theorem 2.2.2, the local existence of the strong so-
lutions was obtained in [4]. Thus, the assumption T ∗ > 0 makes sense.
Remark 2.2.4 For the ideal polytropic gas with κ =constant, we noticed recently that Huang
and Li in [19] got the global existence of classical and weak solutions to Cauchy problem of
(1.1) in R3 with small initial energy and non-vacuum state at infinity.
Remark 2.2.5 Before Theorem 2.2.2, there have been several results on the blow-up criteri-
ons for strong solutions to (2.2.1), please refer for instance to [11, 12, 39, 43] and references
therein. More precisely,
• Fan-Jiang-Ou ([11], 3D)
lim sup
tրT ⋆
(‖θ‖L∞(0,t;L∞) + ‖∇u‖L1(0,t;L∞)) =∞, (2.2.6)
provided 7µ > λ. Here the appearance of vacuum is allowed.
It is well-known that the bound of ‖∇u‖L1(0,t;L∞) yields that ‖ρ‖L∞(0,t;L∞) is bounded (see
(2.2) in [11]), if the initial density is bounded. When ‖∇u‖L1(0,t;L∞) in (2.2.6) is relaxed by
the upper bound of the density, the following blow-up criterions were obtained:
• Fang-Zi-Zhang ([12], 2D)
lim sup
tրT ⋆
(‖θ‖L∞(0,t;L∞) + ‖ρ‖L∞(0,t;L∞)) =∞, (2.2.7)
where the appearance of vacuum is allowed;
• Sun-Wang-Zhang ([39], 3D)
lim sup
tրT ⋆
(
‖θ‖L∞(0,t;L∞) + ‖ρ‖L∞(0,t;L∞) +
∥∥∥∥1ρ
∥∥∥∥
L∞(0,t;L∞)
)
=∞, (2.2.8)
provided 7µ > λ. Here the appearance of vacuum is not allowed.
• Wen-Zhu ([43], 3D)
lim sup
tրT ⋆
(‖θ‖L∞(0,t;L∞) + ‖ρ‖L∞(0,t;L∞)) =∞, (2.2.9)
provided 3µ > λ. Here the appearance of vacuum is allowed.
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Remark 2.2.6 Theorem 2.2.2 is an extension of our former results in [43] (see (2.2.9)).
One of the main ingredients is that the estimates of ‖√ρθ‖L∞(0,T ;L2) and ‖∇u‖L∞(0,T ;L2) are
done together, i.e.,
sup
0≤t≤T
∫
R3
(ρ|θ|2 + |∇u|2) dx+
∫ T
0
∫
R3
(|∇θ|2 + ρ|ut|2) dxdt ≤ C.
In [43], ‖√ρθ‖L∞(0,T ;L2) and ‖√ρu‖L∞(0,T ;L2) were done together, which needed the upper
bounds of the temperature and the density.
3 Preliminaries
The lemmas in the section will be useful in the next two sections.
Lemma 3.1 ([42]) Let Ω = [a˜, b˜] be a bounded domain in R, and ρ be a non-negative function
such that
0 < M ≤
∫
Ω
ρ ≤ K,
for constants M > 0 and K > 0. Then
‖v‖L∞(Ω) ≤
K
M
‖vx‖L1(Ω) +
1
M
∣∣∣∣∫
Ω
ρv
∣∣∣∣ ,
for any v ∈ H1(Ω).
Remark 3.2 The version of higher dimensions for Lemma 3.1 can be found in [13] or [14].
Corollary 3.3 ([42]) Consider the same conditions in Lemma 3.1, and in addition assume
Ω = I, and
‖ρv‖L1(I) ≤ c.
Then for any l > 0, there exists a positive constant C = C(M,K, l, c) such that
‖vl‖L∞(I) ≤ C‖(vl)x‖L1(I) + C,
for any vl ∈ H1(I).
Lemma 3.4 (Poincare´ inequality) For any v ∈ H10 (I), we have
‖v‖L∞(I) ≤ ‖vx‖L1 .
Lemma 3.5 ([38]). Assume X ⊂ E ⊂ Y are Banach spaces and X →֒→֒ E. Then the
following imbedding are compact:
(i)
{
ϕ : ϕ ∈ Lq(0, T ;X), ∂ϕ
∂t
∈ L1(0, T ;Y )
}
→֒→֒ Lq(0, T ;E), if 1 ≤ q ≤ ∞;
(ii)
{
ϕ : ϕ ∈ L∞(0, T ;X), ∂ϕ
∂t
∈ Lr(0, T ;Y )
}
→֒→֒ C([0, T ];E), if 1 < r ≤ ∞.
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4 Proof of Theorem 2.1.1
In the section, we denote by C a generic constant depending only on ‖(ρ0, u0, v0, w0, θ0)‖H2 ,
‖gi‖L2 (i = 1, 2, 3, 4), T , λ, µ, a, b, and some other known constants, but independent of the
solutions and the lower bounds of the density. We denote by
A . B
if there exists a generic constant C such that A ≤ CB.
The strategies on proving Theorem 2.1.1 are very classical. More precisely, we derive
various a priori estimates for strong solutions of the Navier-Stokes equations (2.1.1)-(2.1.3),
which are independent of positive lower bounds of the initial density. Then we shall construct
a sequence of approximate initial data where the initial density has a lower bound ε > 0.
With these a priori estimates uniform for ε, we take the limits ε→ 0+.
From now on, for any T > 0, we shall derive some delicate a priori estimates for the strong
solutions (ρ, u, v, w, θ) as in Theorem 2.1.1 with inf
(x,t)∈QT
ρ > 0. These energy estimates will
be finished by five steps.
Step 1: Basic energy inequality
Lemma 4.1 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]∫
I
xmρ(1 + e+ u2 + v2 + w2) ≤ C.
Proof. This bound is standard and follow directly from the equations (1.1)1, (1.1)3 and
the boundary conditions. ✷
Step 2: Upper bound of density
Lemma 4.2 Under the conditions of Theorem 2.1.1, we have
‖ρ‖L∞(QT ) ≤ C.
Proof. The idea of the proof is essentially that of a similar result of Frid, Shelukhin [16]
where m = 1, but with a slightly modification. We omit it for brevity. ✷
Step 3: H1-estimates of (ρ, u, v, w)
The next lemma plays an important role in the paper, whose proofs are improved in
contrast with [42]. The condition q > r instead of q ≥ 2 + 2r is enough here.
Lemma 4.3 Under the conditions of Theorem 2.1.1, for q > r, and for any 0 < α <
min{1, q − r}, assume 2µ + (m+ 1)λ > 0, we have∫
QT
xm
(1 + θq)θ2x
θ1+α
≤ C,
where the generic constant C depends on α.
Remark 4.4 The proofs of this lemma depend on the boundary condition θx|x=a,b = 0.
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Proof. From (1.2) and (2.1.1), we get
ρeθθt + ρueθθx + θPθ(ux +
mu
x
) = (κ(θ)θx)x +
mκθx
x
+ ℘. (4.1)
Substituting e = Q(θ) + ec(ρ) and P = ρQ(θ) + Pc(ρ) into (4.1), we get
ρQ′(θ)θt + ρuQ′(θ)θx + ρθQ′(θ)(ux +
mu
x
) = (κ(θ)θx)x +
mκθx
x
+ ℘, (4.2)
or
(ρQ)t + (ρuQ)x +
mρuQ
x
+ ρθQ′(θ)(ux +
mu
x
) = (κ(θ)θx)x +
mκθx
x
+ ℘. (4.3)
Multiplying (4.2) by xmθ−α, and integrating by parts over QT , we have∫
QT
xm
(
ακ(θ)θ2x
θ1+α
+
λ(ux +
mu
x
)2
θα
+
µ[w2x + 2u
2
x + (vx − mvx )2 + 2mu
2
x2
]
θα
)
=
∫
I
xmρ
∫ θ
0
Q′(ξ)
ξα
−
∫
I
xmρ0
∫ θ0
0
Q′(ξ)
ξα
+
∫
QT
xmρθ1−αQ′(θ)(ux +
mu
x
)
.
∫
I
xmρ
∣∣∣∣∫ θ
0
1 + ξr
ξα
∣∣∣∣+ ∫
I
xmρ0
∣∣∣∣∫ θ0
0
1 + ξr
ξα
∣∣∣∣+ ∫
QT
xmρθ1−α(1 + θr)|ux + mu
x
|
.
∫
I
xmρ(1 + θ1+r) +
∫
I
xmρ0(1 + θ
1+r
0 ) +
∫
QT
xmρθ1−α(1 + θr)|ux + mu
x
|,
(4.4)
where we have used (A4) and Young inequality. Since µ > 0, we have from (4.4), (A2), (A4)
and Lemma 4.1
α
∫
QT
xm
κθ2x
θ1+α
≤C −
∫
QT
xm
λ(ux +
mu
x
)2 + 2µ(u2x +
mu2
x2
)
θα
+ C
∫
QT
xmρθ1−α(1 + θr)|ux + mu
x
| = I1 + I2 + I3.
(4.5)
Without loss of generality, we assume λ < 0. In fact, if λ ≥ 0, I2 is obviously a good term:
I2 ≤ −2µ
∫
QT
xm
u2x +
mu2
x2
θα
.
For λ < 0, we use Cauchy inequality to get
I2 =−
∫
QT
xm
(2µ+ λ)u2x + (2µ+mλ)
mu2
x2
+ 2mλuux
x
θα
≤− [2µ + (m+ 1)λ]
∫
QT
xm
u2x +
mu2
x2
θα
.
(4.6)
For I3, using Cauchy inequality again, we get
I3 ≤[2µ + (m+ 1)λ]
∫
QT
xm
u2x +
mu2
x2
θα
+ C
∫
QT
xmρ2(1 + θ2+2r−α)
≤[2µ + (m+ 1)λ]
∫
QT
xm
u2x +
mu2
x2
θα
+ C
∫ T
0
‖θ‖1+r−αL∞
∫
I
xmρθ1+r + C
≤[2µ + (m+ 1)λ]
∫
QT
xm
u2x +
mu2
x2
θα
+ C
∫ T
0
‖θ‖1+r−αL∞ + C.
(4.7)
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Substituting (4.6) and (4.7) into (4.5), we have
α
∫
QT
xm
κθ2x
θ1+α
≤C
∫ T
0
‖θ‖1+r−αL∞ + C. (4.8)
Now we estimate the first term of the right hand side of (4.8).
Case 1: r < q < 1 + 2r − α
C
∫ T
0
‖θ‖1+r−αL∞ .1 +
∫ T
0
‖θr−αθx‖L2
≤C + C
∫ T
0
(∫
I
θ2xθ
q
θ1+α
θ2r−α+1−q
) 1
2
≤1
4
α
∫
QT
xm
κθ2x
θ1+α
+ C
∫ T
0
‖θ‖2r−α+1−qL∞ + C
≤1
4
α
∫
QT
xm
κθ2x
θ1+α
+
1
2
C
∫ T
0
‖θ‖1+r−αL∞ + C,
where we have used Corollary 3.3, (A5) and Young inequality.
This gives
C
∫ T
0
‖θ‖1+r−αL∞ ≤
1
2
α
∫
QT
xm
κθ2x
θ1+α
+ C. (4.9)
Case 2: q ≥ 1 + 2r − α
Using Young inequality, we have
C
∫ T
0
‖θ‖1+r−αL∞ .1 +
∫ T
0
‖θr−αθx‖L2
.1 +
∫ T
0
(∫
I
θ2xθ
1+2r−α
θ1+α
) 1
2
≤C + C
∫ T
0
(∫
I
κθ2x
θ1+α
) 1
2
≤1
2
α
∫
QT
xm
κθ2x
θ1+α
+ C.
(4.10)
Substituting (4.9) or (4.10) into (4.8), we complete the proof of Lemma 4.3. ✷
The next estimate is a corollary of Lemma 4.3, whose proof can be found in [42] (Corollary
3.1). For completeness, we present the proof.
Corollary 4.5 Under the conditions of Theorem 2.1.1, we have∫ T
0
‖θ‖q−α+1L∞ ≤ C.
Proof. By Corollary 3.3, (A5) and Lemma 4.3, we have∫ T
0
‖θ‖q−α+1L∞ =
∫ T
0
‖θ q−α+12 ‖2L∞
≤C
∫ T
0
∫
I
(
θ
q−α−1
2 θx
)2
+ C
=C
∫ T
0
∫
I
θqθ2x
θα+1
+ C
≤C.
✷
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Lemma 4.6 Under the conditions of Theorem 2.1.1, we have∫
QT
xm(u2x + v
2
x + x
−2u2 + x−2v2) ≤ C.
Proof. Multiplying (2.1.1)2 and (2.1.1)3 by x
mu and xmv respectively, and integrating by
parts over I, we have
1
2
d
dt
∫
I
xmρu2 −
∫
I
xm−1ρuv2 +
∫
I
xmuPx + β
∫
I
xm(u2x +mx
−2u2) = 0. (4.11)
1
2
d
dt
∫
I
xmρv2 +
∫
I
xm−1ρuv2 + µ
∫
I
xm(v2x +mx
−2v2) = 0. (4.12)
Adding (4.12) into (4.11), we have
1
2
d
dt
∫
I
xmρ(u2 + v2) +
∫
I
xmuPx + β
∫
I
xm(u2x +mx
−2u2) + µ
∫
I
xm(v2x +mx
−2v2) = 0.
(4.13)
Integrating (4.13) over (0, T ), and using integration by parts and Cauchy inequality, we have
β
∫
QT
xm(u2x +mx
−2u2) + µ
∫
QT
xm(v2x +mx
−2v2)
≤1
2
∫
I
xmρ0(u
2
0 + v
2
0) +
∫ T
0
∫
I
xmuxP +m
∫ T
0
∫
I
xm−1uP
≤C +
∫ T
0
∫
I
xm(ux +mx
−1u)P
≤1
2
β
∫
QT
xm(u2x +mx
−2u2) + C
∫
QT
xmP 2.
This gives
1
2
β
∫
QT
xm(u2x +mx
−2u2) + µ
∫
QT
xm(v2x +mx
−2v2)
.
∫
QT
xmρ2(1 + θ2+2r) + 1
.
∫ T
0
‖θ‖1+rL∞
∫
I
xmρθ1+r + 1
.
∫ T
0
‖θ‖1+rL∞ + 1,
where we have used (A2), (A3), (A4) and Lemmas 4.1-4.2.
Since q > r and 0 < α < q − r, we have 1 + r < q − α+ 1. Thus, using Young inequality
and Corollary 4.5, we have
1
2
β
∫
QT
xm(u2x +mx
−2u2) + µ
∫
QT
xm(v2x +mx
−2v2)
.
∫ T
0
‖θ‖q−α+1L∞ + 1 ≤ C.
✷
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Lemma 4.7 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]∫
I
xm(v2x + x
−2v2) +
∫
QT
xmρv2t ≤ C.
Proof. Multiplying (2.1.1)3 by x
mvt, integrating by parts over I, and using Cauchy in-
equality, we have
µ
2
d
dt
∫
I
xm(v2x +mx
−2v2) +
∫
I
xmρv2t
=−
∫
I
xmρuvxvt −
∫
I
xm−1ρuvvt
≤1
2
∫
I
xmρv2t + C
∫
I
xmρu2v2x + C
∫
I
xm−2ρu2v2.
Thus, we have
µ
d
dt
∫
I
xm(v2x +mx
−2v2) +
∫
I
xmρv2t
.‖u‖2L∞‖ρ‖L∞
∫
I
xmv2x + ‖v‖2L∞
∫
I
xmρu2
.
∫
I
xm(u2x +mx
−2u2)
∫
I
xmv2x +
∫
I
xm(v2x +mx
−2v2),
where we have used Lemmas 4.1-4.2 and Poincare´ inequality.
By Gronwall inequality and Lemma 4.6, we complete the proof of Lemma 4.7. ✷
Corollary 4.8 Under the conditions of Theorem 2.1.1, we have
‖v‖L∞(QT ) +
∫
QT
xmv2xx ≤ C.
Proof. This is an immediately result from Lemmas 4.2, 4.6, 4.7, Poincare´ inequality and
(2.1.1)3. ✷
Lemma 4.9 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]∫
I
xmw2x +
∫
QT
xmρw2t ≤ C.
Proof. Multiplying (2.1.1)4 by x
mwt, integrating by parts over I, and using Cauchy in-
equality, we have∫
I
xmρw2t +
µ
2
d
dt
∫
I
xmw2x =−
∫
I
xmρuwxwt
≤1
2
∫
I
xmρw2t +
1
2
∫
I
xmρu2w2x.
Thus, we apply Lemma 4.2 and Poincare´ inequality to get∫
I
xmρw2t + µ
d
dt
∫
I
xmw2x ≤‖ρ‖L∞‖u‖2L∞
∫
I
xmw2x
.
∫
I
xm(u2x +mx
−2u2)
∫
I
xmw2x.
Using Gronwall inequality and Lemma 4.6, we complete the proof of Lemma 4.9. ✷
Similar to Corollary 4.8, we get the next corollary.
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Corollary 4.10 Under the conditions of Theorem 2.1.1, we have∫
QT
xmw2xx ≤ C.
Lemma 4.11 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]∫
I
xm(ρθq+r+2 + u2x + x
−2u2) +
∫
QT
xm
(
ρu2t + (1 + θ
q)2θ2x
) ≤ C.
Proof. Multiplying (2.1.1)2 by x
mut, integrating by parts over I, and using Cauchy in-
equality, we have∫
I
xmρu2t +
β
2
d
dt
∫
I
xm(u2x +mx
−2u2)
=−
∫
I
xmρuuxut +
∫
I
xm−1ρv2ut −
∫
I
xmPxut
≤1
4
∫
I
xmρu2t + C
∫
I
xmρ(u2u2x + x
−2v4) +
∫
I
xmPuxt +m
∫
I
xm−1Put.
This, along with Lemma 4.2 and Poincare´ inequality, deduces
3
4
∫
I
xmρu2t +
β
2
d
dt
∫
I
xm(u2x +mx
−2u2)
≤C‖ρ‖L∞‖u‖2L∞
∫
I
xmu2x + C
∫
I
xm−2ρv4 +
d
dt
∫
I
xmPux −
∫
I
xmPtux +m
∫
I
xm−1Put
≤C
(∫
I
xm(u2x +mx
−2u2)
)2
+
d
dt
∫
I
xmPux + C
∫
I
xm−2ρv4 −
∫
I
xmPtux +m
∫
I
xm−1Put
=
5∑
i=1
IIi.
(4.14)
For II3, using Lemma 4.1 and Corollary 4.8, we have
II3 .‖v‖2L∞
∫
I
xmρv2 ≤ C. (4.15)
For II4, we have
II4 =− β−1
∫
I
xmPt(βux − P )− β−1
∫
I
xmPtP
=− β−1
∫
I
xm(ρQ)t(βux − P )− β−1
∫
I
xmPc(ρ)t(βux − P )− 1
2β
d
dt
∫
I
xmP 2
=
3∑
i=1
II4,i.
For II4,1, using (4.3) and (2.1.1)2, we have
II4,1 =− β−1
∫
I
(βux − P )
(
(xmκθx)x + x
m℘− (xmρuQ)x − xmρθQ′(θ)(ux + mu
x
)
)
=β−1
∫
I
xm(βux − P )x(κθx − ρuQ) + β−1
∫
I
xm(βux − P )ρθQ′(θ)(ux + mu
x
)
− β−1
∫
I
xm(βux − P )℘
=β−1
∫
I
xm(ρut + ρuux − ρv
2
x
− mβux
x
+
mβu
x2
)(κθx − ρuQ)
+ β−1
∫
I
xm(βux − P )ρθQ′(θ)(ux + mu
x
)− β−1
∫
I
xm(βux − P )℘.
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Recalling ℘ = λ(ux +
mu
x
)2 + µ
(
w2x + 2u
2
x + (vx − mvx )2 + 2mu
2
x2
)
, we have
II4,1 ≤1
8
∫
I
xmρu2t + C
∫
I
xmρu2Q2 + C
∫
I
xm(κθx)
2 + C
∫
I
xmu2u2x + C
∫
I
xmρv4 + C
∫
I
xmu2x
+ C
∫
I
xm−4u2 + C sup
x∈I
(1 + θ1+r)
∫
I
xm
(
u2x + ρ
2Q2 + ρ+ x−2u2
)
+ C‖βux − P‖L∞
∫
I
xm(u2x + x
−2u2 + w2x + v
2
x + x
−2v2)
≤1
8
∫
I
xmρu2t + C
∫
I
xm(u2x + x
−2u2)
∫
I
xmρ(1 + θ2+2r) + C
∫
I
xm(κθx)
2
+ C
(∫
I
xm(u2x + x
−2u2)
)2
+ C sup
x∈I
(1 + θq−α+1)
∫
I
xm
(
u2x + ρ(1 + θ
2+2r) + x−2u2
)
+ C‖βux − P‖L∞
∫
I
xm(u2x + x
−2u2 + w2x + v
2
x + x
−2v2) + C
≤1
8
∫
I
xmρu2t + C sup
x∈I
θ1+r
∫
I
xm(u2x + x
−2u2) + C
∫
I
xm(κθx)
2
+ C
(∫
I
xm(u2x + x
−2u2)
)2
+ C sup
x∈I
(1 + θq−α+1)
∫
I
xm
(
u2x + ρ(1 + θ
q+r+2) + x−2u2
)
+ C‖βux − P‖L∞
∫
I
xm(u2x + x
−2u2 + w2x + v
2
x + x
−2v2) + C,
where we have used Young inequality, Poincare´ inequality, Lemmas 4.1-4.2, (A2), (A4), (4.15),
q > r and α < q − r.
This, along with Sobolev inequality, Cauchy inequality, Lemmas 4.2, 4.7, 4.9 and (2.1.1)2,
deduces
II4,1 ≤1
8
∫
I
xmρu2t + C
∫
I
xm(κθx)
2 + C
(∫
I
xm(u2x + x
−2u2)
)2
+ C sup
x∈I
(1 + θq−α+1)
[
1 +
∫
I
xm
(
u2x + ρθ
q+r+2 + x−2u2
)]
+ C (‖(βux − P )x‖L2 + ‖βux − P‖L2)
[
1 +
∫
I
xm(u2x + x
−2u2)
]
+ C
≤1
8
∫
I
xmρu2t + C
∫
I
xm(κθx)
2 + C
(∫
I
xm(u2x + x
−2u2)
)2
+ C sup
x∈I
(1 + θq−α+1)
[
1 +
∫
I
xm
(
u2x + ρθ
q+r+2 + x−2u2
)]
+ C
(
‖ρut + ρuux − ρv
2
x
− mβux
x
+
mβu
x2
‖L2 + ‖βux − P‖L2
)[
1 +
∫
I
xm(u2x + x
−2u2)
]
+ C
≤1
4
∫
I
xmρu2t + C
∫
I
xm(κθx)
2 + C
(∫
I
xm(u2x + x
−2u2)
)2
+ C sup
x∈I
(1 + θq−α+1)
[
1 +
∫
I
xm
(
u2x + ρθ
q+r+2 + x−2u2
)]
+ C.
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For II4,2, using (2.1.1)1, integration by parts, Lemma 4.2, (A3) and (A4), we have
II4,2 =β
−1
∫
I
xmP ′c(ρ)(ρxu+ ρux +mx
−1ρu)(βux − P )
=β−1
∫
I
xm(Pc)xu(βux − P ) + β−1
∫
I
xm(Pc)
′ρux(βux − P ) + β−1
∫
I
mxm−1(Pc)′ρu(βux − P )
≤− β−1
∫
I
xmPcux(βux − P )− β−1
∫
I
xmPcu(βux − P )x − β−1
∫
I
mxm−1Pcu(βux − P )
+ C
∫
I
xm(u2x + x
−2u2) + C
∫
I
xmρ(1 + θ2+2r) + C
≤− β−1
∫
I
xmPcu(βux − P )x +C
∫
I
xm(u2x + x
−2u2) + C
∫
I
xmρ(1 + θ2+2r) + C.
Using (2.1.1)2, Lemmas 4.1-4.2, Corollary 4.8, (A3), Poincare´ inequality, Young inequality
and α < q − r, we have
II4,2 =− β−1
∫
I
xmPcu(ρut + ρuux − ρv
2
x
− mβux
x
+
mβu
x2
)
+ C
∫
I
xm(u2x + x
−2u2) + C
∫
I
xmρ(1 + θ2+2r) + C
≤1
4
∫
I
xmρu2t +C
∫
I
xmρu2 + C‖u‖2L∞‖ρ‖L∞
∫
I
xmu2x + C‖v‖2L∞
∫
I
xmρv2
+ C
∫
I
xm(u2x + x
−2u2) + C
∫
I
xmρ(1 + θ2+2r) + C
≤1
4
∫
I
xmρu2t +C
(∫
I
xm(u2x + x
−2u2)
)2
+ C sup
x∈I
θq−α+1 +C.
Putting all the estimates about II4,1 and II4,2 into II4, we have
II4 ≤− 1
2β
d
dt
∫
I
xmP 2 +
1
2
∫
I
xmρu2t + C
∫
I
xm(κθx)
2 + C
(∫
I
xm(u2x + x
−2u2)
)2
+C sup
x∈I
(1 + θq−α+1)
[
1 +
∫
I
xm
(
u2x + ρθ
q+r+2 + x−2u2
)]
+ C.
(4.16)
For II5, recalling P = ρQ+ Pc, we have
II5 =m
∫
I
xm−1ρQut +m
∫
I
xm−1Pc(ρ)ut
≤1
8
∫
I
xmρu2t + C
∫
I
xmρ(1 + θ2+2r) + C
∫
I
xmρ
≤1
8
∫
I
xmρu2t + C(‖θ‖q−α+1L∞ + 1)
∫
I
xmρθ1+r + C
≤1
8
∫
I
xmρu2t + C‖θ‖q−α+1L∞ + C,
(4.17)
where we have used Lemma 4.1, Young inequality and (A4). Note that Pc(0) = 0 by (1.2)
and (A2).
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Putting (4.15), (4.16) and (4.17) into (4.14), we have
3
4
∫
I
xmρu2t +
β
2
d
dt
∫
I
xm(u2x +mx
−2u2)
≤C
(∫
I
xm(u2x +mx
−2u2)
)2
+
d
dt
∫
I
xmPux − 1
2β
d
dt
∫
I
xmP 2 +
5
8
∫
I
xmρu2t + C
∫
I
xm(κθx)
2
+ C sup
x∈I
(1 + θq−α+1)
[
1 +
∫
I
xm
(
u2x + ρθ
q+r+2 +mx−2u2
)]
+ C.
Thus,
1
8
∫
I
xmρu2t +
β
2
d
dt
∫
I
xm(u2x +mx
−2u2)
≤C
(∫
I
xm(u2x +mx
−2u2)
)2
+
d
dt
∫
I
xmPux − 1
2β
d
dt
∫
I
xmP 2 + C
∫
I
xm(κθx)
2
+ C sup
x∈I
(1 + θq−α+1)
[
1 +
∫
I
xm
(
u2x + ρθ
q+r+2 +mx−2u2
)]
+ C.
(4.18)
Integrating (4.18) over (0, t) for t ∈ [0, T ], and using Corollary 4.5 and Cauchy inequality, we
have
1
8
∫ t
0
∫
I
xmρu2t +
β
2
∫
I
xm(u2x +mx
−2u2)
≤C
∫ t
0
(∫
I
xm(u2x +mx
−2u2)
)2
+
∫
I
xmPux + C
∫ t
0
∫
I
xm(κθx)
2
+ C
∫ t
0
sup
x∈I
(1 + θq−α+1)
∫
I
xm
(
u2x + ρθ
q+r+2 +mx−2u2
)
+ C
≤C
∫ t
0
(∫
I
xm(u2x +mx
−2u2)
)2
+
β
4
∫
I
xmu2x +C
∫
I
xm(ρ2Q2 + P 2c ) + C
∫ t
0
∫
I
xm(κθx)
2
+ C
∫ t
0
sup
x∈I
(1 + θq−α+1)
∫
I
xm
(
u2x + ρθ
q+r+2 +mx−2u2
)
+ C.
Thus, ∫ t
0
∫
I
xmρu2t +
∫
I
xm(u2x +mx
−2u2)
≤C
∫ t
0
(∫
I
xm(u2x +mx
−2u2)
)2
+C
∫
I
xmρθq+r+2 +C
∫ t
0
∫
I
xm(κθx)
2
+C
∫ t
0
sup
x∈I
(1 + θq−α+1)
∫
I
xm
(
u2x + ρθ
q+r+2 +mx−2u2
)
+ C.
(4.19)
The next step is to handle the second term and the third one on the right hand side of (4.19).
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Multiplying (4.2) by xm
∫ θ
0 κ(ξ) dξ, and integrating by parts over I, we have
d
dt
∫
I
xmρ
(∫ θ
0
Q′(η)
∫ η
0
κ(ξ)dξdη
)
+
∫
I
xm(κθx)
2
=−
∫
I
xmρθQ′(θ)(ux +mx−1u)
∫ θ
0
κ(ξ) dξ + λ
∫
I
xm(ux +mx
−1u)2
∫ θ
0
κ(ξ) dξ
+ µ
∫
I
xm
(
w2x + 2u
2
x + (vx −mx−1v)2 + 2mx−2u2
) ∫ θ
0
κ(ξ) dξ
.‖θ(1 + θq)‖L∞
(∫
I
xmρ(1 + θ1+r)|ux +mx−1u|+
∫
I
xm(w2x + u
2
x + v
2
x + x
−2v2 + x−2u2)
)
.‖θ(1 + θq)‖L∞
(
1 + (
∫
I
xmρθ2r+2)
1
2
(∫
I
xm(u2x + x
−2u2)
) 1
2
+
∫
I
xm(u2x + x
−2u2)
)
,
(4.20)
where we have used (A4), (A5), Lemmas 4.1, 4.2, 4.7 and 4.9, Ho¨lder inequality and Cauchy
inequality.
By Corollary 3.3, we have
‖θ(1 + θq)‖L∞ . ‖κθx‖L2 + 1. (4.21)
Putting (4.21) into (4.20), and using Lemma 4.1 and Cauchy inequality, we have
d
dt
∫
I
xmρ
(∫ θ
0
Q′(η)
∫ η
0
κ(ξ)dξdη
)
+
∫
I
xm(κθx)
2
≤C(‖κθx‖L2 + 1)
(
1 + (
∫
I
xmρθ2r+2)
1
2
(∫
I
xm(u2x + x
−2u2)
) 1
2
+
∫
I
xm(u2x + x
−2u2)
)
≤1
2
∫
I
xm(κθx)
2 + C‖θ‖r+1L∞
∫
I
xm(u2x + x
−2u2) + C
(∫
I
xm(u2x + x
−2u2)
)2
+ C.
(4.22)
Integrating (4.22) over (0, t), and using (A4), (A5) and Young inequality, we have∫
I
xmρθq+r+2 +
∫ t
0
∫
I
xm(κθx)
2
≤C
∫ t
0
‖θ‖q−α+1L∞
∫
I
xm(u2x + x
−2u2) + C
∫ t
0
(∫
I
xm(u2x + x
−2u2)
)2
+ C.
(4.23)
By (4.19), (4.23), Corollary 4.5, Lemma 4.6 and Gronwall inequality, we complete the
proof of Lemma 4.11. ✷
By Poincare´ inequality and Lemma 4.11, we get the next corollary.
Corollary 4.12 Under the conditions of Theorem 2.1.1, we have
‖u‖L∞(QT ) ≤ C.
Corollary 4.13 Under the conditions of Theorem 2.1.1, we have∫ T
0
‖θ‖2q+2L∞ ≤ C.
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Proof. By Corollary 3.3 and Cauchy inequality, we have∫ T
0
sup
x∈I
θ2q+2 .
∫ T
0
∫
I
θ2q+1|θx|+ 1
≤1
2
∫ T
0
sup
x∈I
θ2q+2 +C
∫
QT
θ2qθ2x.
This together with Lemma 4.11 completes the proof of Corollary 4.13. ✷
Lemma 4.14 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]∫
I
xm(ρ2x + ρ
2
t ) +
∫
QT
xmu2xx ≤ C.
Proof. Differentiating (2.1.1)1, we have
ρxt + ρxxu+ 2ρxux + ρuxx +mx
−1ρxu+mx−1ρux −mx−2ρu = 0. (4.24)
Multiplying (4.24) by 2xmρx, and integrating by parts over I, we have
d
dt
∫
I
xmρ2x =− 4
∫
I
xmρ2xux −
∫
I
xm(ρ2x)xu− 2
∫
I
xmρρxuxx
− 2m
∫
I
xm−1ρ2xu− 2m
∫
I
xm−1ρρxux + 2m
∫
I
xm−2ρρxu
=− 3
∫
I
xmρ2xux −m
∫
I
xm−1ρ2xu− 2
∫
I
xmρρxuxx
− 2m
∫
I
xm−1ρρxux + 2m
∫
I
xm−2ρρxu
=
5∑
i=1
IIIi.
(4.25)
For III1, using Sobolev inequality, Young inequality, (A2), (A3), (A4), and Lemmas 4.1, 4.2,
4.11, we have
III1 =− 3β−1
∫
I
xmρ2x(βux − P )− 3β−1
∫
I
xmρ2xP
. (‖βux − P‖L∞ + ‖ρQ+ Pc‖L∞)
∫
I
xmρ2x
.
(‖βux − P‖L2 + ‖(βux − P )x‖L2 + ‖1 + θr+1‖L∞) ∫
I
xmρ2x
.
(
1 + sup
x∈I
θq−α+1 + ‖(βux − P )x‖L2
)∫
I
xmρ2x.
(4.26)
For ‖(βux − P )x‖L2 , using (2.1.1)2, Lemmas 4.2, 4.11, Corollary 4.8 and Corollary 4.12, we
have
‖(βux − P )x‖L2 .‖ρut‖L2 + ‖ρuux‖L2 + ‖x−1ρv2‖L2 + ‖x−1ux‖L2 + ‖x−2u‖L2
.‖√ρut‖L2 + 1.
(4.27)
Substituting (4.27) into (4.26), we obtain
III1 .
(
1 + sup
x∈I
θq−α+1 + ‖√ρut‖L2
)∫
I
xmρ2x. (4.28)
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For IIIi, i =2, 3, 4, 5, we have
III2 . ‖u‖L∞
∫
I
xmρ2x .
∫
I
xmρ2x. (4.29)
III3 .
∫
I
xmρ2x +
∫
I
xmu2xx. (4.30)
III4 .
∫
I
xmρ2x +
∫
I
xmu2x .
∫
I
xmρ2x + 1. (4.31)
III5 .
∫
I
xmρ2x +
∫
I
xm−2u2 .
∫
I
xmρ2x + 1. (4.32)
Putting (4.28)-(4.32) into (4.25), we have
d
dt
∫
I
xmρ2x .
(
1 + sup
x∈I
θq−α+1 + ‖√ρut‖L2
)∫
I
xmρ2x +
∫
I
xmu2xx + 1. (4.33)
By (4.27), (A2), (A3), (A4) and Lemma 4.2, we have∫
I
xmu2xx .
∫
I
xmρu2t +
∫
I
xmρ2xQ
2 +
∫
I
xmρ2(Q′)2θ2x +
∫
I
xmρ2x + 1
.
∫
I
xmρu2t + (1 + sup
x∈I
θ2+2r)
∫
I
xmρ2x +
∫
I
xm(1 + θ2r)θ2x + 1.
Since q > r, using Young inequality, we have∫
I
xmu2xx .
∫
I
xmρu2t + (1 + sup
x∈I
θ2+2q)
∫
I
xmρ2x +
∫
I
xm(1 + θq)2θ2x + 1. (4.34)
Substituting (4.34) into (4.33), and using Corollary 4.5, Lemma 4.11, Corollary 4.13, and
Gronwall inequality, we get ∫
I
xmρ2x ≤ C. (4.35)
Substituting (4.35) into (4.34), and using Lemma 4.11 and Corollary 4.13 again, we have∫
QT
xmu2xx ≤ C.
The estimate for ρt can be obtained easily by (2.1.1)1. ✷
Step 4: H2 estimates of (ρ, u, v, w) and H1 estimates of θ
Lemma 4.15 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]∫
I
xmρv2t +
∫
QT
xm
(
v2xt + x
−2v2t
) ≤ C.
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Proof. Differentiating (2.1.1)3 with respect to t, we have
ρvtt + ρtvt + ρtuvx + ρutvx + ρuvxt + x
−1ρtuv + x−1ρutv + x−1ρuvt
=µ(vxxt +mx
−1vxt −mx−2vt).
(4.36)
Multiplying (4.36) by xmvt, and integrating by parts over I, we have
1
2
d
dt
∫
I
xmρv2t + µ
∫
I
xm(v2xt +mx
−2v2t )
= − 1
2
∫
I
xmρtv
2
t −
∫
I
xm(ρtuvx +
ρtuv
x
)vt −
∫
I
xm
(
ρutvx + ρuvxt +
ρutv + ρuvt
x
)
vt
=
3∑
i=1
IVi.
(4.37)
For IV1, using (2.1.1)1, integration by parts, Cauchy inequality, Lemma 4.2 and Corollary
4.12, we have
IV1 =
1
2
∫
I
(xmρu)xv
2
t
=−
∫
I
xmρuvtvxt
≤µ
6
∫
I
xmv2xt + C
∫
I
xmρv2t .
(4.38)
Similarly, for IV2, we have
IV2 =
∫
I
(xmρu)x(uvx +
uv
x
)vt
=−
∫
I
xmρu(uxvx + uvxx +
uxv + uvx
x
− uv
x2
)vt −
∫
I
xmρu(uvx +
uv
x
)vxt
≤C
∫
I
xmρv2t + C
∫
I
xmρ
(
u2u2xv
2
x + u
4v2xx +
u2u2xv
2 + u4v2x
x2
+
u4v2
x4
)
+
µ
6
∫
I
xmv2xt + C
∫
I
xmρ2u2(u2v2x +
u2v2
x2
)
≤C
∫
I
xmρv2t + C‖vx‖2L∞
∫
I
xmu2x +C
∫
I
xmv2xx + C‖ux‖2L∞
∫
I
xm−2v2
+ C
∫
I
xmv2x + C
∫
I
xm−2v2 +
µ
6
∫
I
xmv2xt
≤C
∫
I
xmρv2t + C
∫
I
xmv2xx + C
∫
I
xmu2xx +
µ
6
∫
I
xmv2xt + C,
(4.39)
where we have used (2.1.1)1, integration by parts, Cauchy inequality, Lemmas 4.2, 4.7, 4.11,
Corollary 4.12 and Sobolev inequality.
For IV3, using Cauchy inequality, Lemmas 4.2, 4.7, Corollary 4.8, Corollary 4.12 and
Sobolev inequality, we get
IV3 =−
∫
I
xmρutvxvt −
∫
I
xmρuvxtvt −
∫
I
xm−1ρutvvt −
∫
I
xm−1ρuv2t
≤C
∫
I
xmρu2t + C
∫
I
xmρv2xv
2
t +
µ
6
∫
I
xmv2xt + C
∫
I
xmρ2u2v2t + C
∫
I
xm−2ρv2v2t
+ C
∫
I
xmρv2t
≤C
∫
I
xmρu2t +
µ
6
∫
I
xmv2xt + C(1 +
∫
I
xmv2xx)
∫
I
xmρv2t .
(4.40)
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Putting (4.38), (4.39) and (4.40) into (4.37), we have
d
dt
∫
I
xmρv2t + µ
∫
I
xm(v2xt +mx
−2v2t )
≤C(1 +
∫
I
xmv2xx)
∫
I
xmρv2t +C
∫
I
xmv2xx + C
∫
I
xmu2xx +C
∫
I
xmρu2t + C.
(4.41)
It follows from (4.41), Corollary 4.8, Lemmas 4.11, 4.14, the compatibility conditions and
Gronwall inequality, we complete the proof of Lemma 4.15. ✷
By (2.1.1)3, Lemmas 4.2, 4.7, 4.11, 4.14, 4.15, Corollary 4.8, Corollary 4.12, and Sobolev
inequality, we get the next estimate.
Corollary 4.16 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]
‖v‖W 1,∞(QT ) +
∫
I
xmv2xx +
∫
QT
xmv2xxx ≤ C.
Similar to Lemma 4.15 and Corollary 4.16, we obtain the next lemma and the next corollary.
Lemma 4.17 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]∫
I
xmρw2t +
∫
QT
xmw2xt ≤ C.
Corollary 4.18 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]
‖w‖W 1,∞(QT ) +
∫
I
xmw2xx +
∫
QT
xmw2xxx ≤ C.
Lemma 4.19 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]∫
I
xm
(
ρu2t + (1 + θ
q)2θ2x
)
+
∫
QT
xm
(
u2xt + x
−2u2t + ρ(1 + θ
q+r)θ2t
) ≤ C.
Proof. Differentiating (2.1.1)2 with respect to t, we have
ρutt + ρtut + ρtuux + ρutux + ρuuxt − ρtv
2
x
− 2ρvvt
x
+ Pxt = β
(
uxxt +
muxt
x
− mut
x2
)
.(4.42)
Multiplying (4.42) by xmut, and integrating by parts over I, we have
1
2
d
dt
∫
I
xmρu2t + β
∫
I
xm(u2xt +
mu2t
x2
)
=− 1
2
∫
I
xmρtu
2
t −
∫
I
xmρtuuxut +
∫
I
xm−1ρtv2ut −
∫
I
xmρ(utux + uuxt − 2vvt
x
)ut
+
∫
I
Pt(x
muxt +mx
m−1ut)
=
5∑
i=1
Vi.
(4.43)
23
For V1, using (2.1.1)1, integration by parts, Cauchy inequality, Lemma 4.2, Corollary 4.12,
we have
V1 =
1
2
∫
I
(xmρu)xu
2
t
=−
∫
I
xmρuutuxt
≤β
8
∫
I
xmu2xt + C
∫
I
xmρu2t .
(4.44)
For V2 and V3, using (2.1.1)1, integration by parts and Cauchy inequality again, along with
Sobolev inequality, Lemmas 4.2, 4.7, 4.11, Corollary 4.8 and Corollary 4.12, we get
V2 + V3 =
∫
I
(xmρu)x(uuxut − v
2ut
x
)
=−
∫
I
xmρu(u2xut + uuxxut + uuxuxt −
2vvxut + v
2uxt
x
+
v2ut
x2
)
≤C
∫
I
xmρu2tu
2
x + C
∫
I
xmρu2u2x + C
∫
I
xmρu2t + C
∫
I
xmρu4u2xx +
β
8
∫
I
xmu2xt
+ C
∫
I
xmρ2u4u2x + C
∫
I
xmρu2v2v2x + C
∫
I
xmρ2u2v4 + C
∫
I
xmρu2v4
≤C(1 +
∫
I
u2xx)
∫
I
xmρu2t + C
∫
I
xmu2xx +
β
8
∫
I
xmu2xt + C.
(4.45)
For V4, we have
V4 ≤‖ux‖L∞
∫
I
xmρu2t +
β
8
∫
I
xmu2xt + C
∫
I
xmρ2u2u2t + C
∫
I
xmρu2t + C
∫
I
xm−2ρv2v2t
≤β
8
∫
I
xmu2xt +C(1 + ‖ux‖H1)
∫
I
xmρu2t + C,
(4.46)
where we have used Sobolev inequality, Lemmas 4.2, 4.15, Corollary 4.8 and Corollary 4.12.
For V5, using Young inequality, (A2), (A3), (A4), and Lemmas 4.2, 4.14, we have
V5 ≤β
8
∫
I
xm(u2xt +
mu2t
x2
) + C
∫
I
xmP 2t
≤β
8
∫
I
xm(u2xt +
mu2t
x2
) + C
∫
I
xmρ2t (∂ρP )
2 + C
∫
I
xmθ2t (∂θP )
2
≤β
8
∫
I
xm(u2xt +
mu2t
x2
) + C(1 + sup
x∈I
θ2+2r)
∫
I
xmρ2t + C
∫
I
xmρ2(1 + θ2r)θ2t
≤β
8
∫
I
xm(u2xt +
mu2t
x2
) + C sup
x∈I
θ2+2q + C
∫
I
xmρ(1 + θq+r)θ2t + C.
(4.47)
Putting (4.44), (4.45), (4.46) and (4.47) into (4.43), we have
d
dt
∫
I
xmρu2t + β
∫
I
xm(u2xt +
mu2t
x2
)
≤C(1 +
∫
I
u2xx)
∫
I
xmρu2t + C
∫
I
xmu2xx + C sup
x∈I
θ2+2q + C
∫
I
xmρ(1 + θq+r)θ2t + C.
(4.48)
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Integrating (4.48) over (0, t), and using the compatibility conditions, Lemma 4.14 and Corol-
lary 4.13, we obtain∫
I
xmρu2t +
∫ t
0
∫
I
xm(u2xt +
mu2t
x2
)
≤C
∫ t
0
(1 +
∫
I
u2xx)
∫
I
xmρu2t + C
∫ t
0
∫
I
xmρ(1 + θq+r)θ2t + C.
(4.49)
The next step is to estimate the second integral of the right hand side of (4.49).
Multiplying (4.2) by xm
(∫ θ
0 κ(ξ) dξ
)
t
(i.e., xmκ(θ)θt), and integrating by parts over I,
we have∫
I
xmρQ′κθ2t +
1
2
d
dt
∫
I
xmκ2θ2x
=−
∫
I
xmρuQ′θxκθt −
∫
I
xmρθQ′(ux +
mu
x
)κθt + λ
∫
I
xm(ux +
mu
x
)2
(∫ θ
0
κ(ξ) dξ
)
t
+ µ
∫
I
xm
(
w2x + 2u
2
x + (vx −
mv
x
)2 +
2mu2
x2
)(∫ θ
0
κ(ξ) dξ
)
t
=
4∑
i=1
V Ii.
(4.50)
For V I1, using Cauchy inequality, (A4), (A5), Lemma 4.2 and Corollary 4.12, we have
V I1 ≤1
4
∫
I
xmρQ′κθ2t + C
∫
I
xmρQ′κu2θ2x
≤1
4
∫
I
xmρQ′κθ2t + C
∫
I
xm(1 + θq)2θ2x.
(4.51)
For V I2, using Cauchy inequality, (A4) and (A5) again, along with Lemmas 4.1, 4.11 and
Corollary 4.12, we have
V I2 ≤1
4
∫
I
xmρQ′κθ2t +C
∫
I
xmρQ′κθ2(u2x +
u2
x2
)
≤1
4
∫
I
xmρQ′κθ2t +C(‖ux‖2L∞ + ‖u‖2L∞)
∫
I
xmρ(1 + θq+r+2)
≤1
4
∫
I
xmρQ′κθ2t +C
∫
I
xmu2xx + C.
(4.52)
For V I3, we have
V I3 ≤ d
dt
(
λ
∫
I
xm(ux +
mu
x
)2
∫ θ
0
κ(ξ) dξ
)
− 2λ
∫
I
xm(ux +
mu
x
)(uxt +
mut
x
)
∫ θ
0
κ(ξ) dξ
≤λ d
dt
(∫
I
xm(ux +
mu
x
)2
∫ θ
0
κ(ξ) dξ
)
+ C‖θ(1 + θq)‖L∞
(∫
I
xm(u2xt +
mu2t
x2
)
) 1
2
≤λ d
dt
(∫
I
xm(ux +
mu
x
)2
∫ θ
0
κ(ξ) dξ
)
+ C(‖κθx‖L2 + 1)
(∫
I
xm(u2xt +
mu2t
x2
)
) 1
2
,
(4.53)
where we have used Ho¨lder inequality, Lemma 4.11, (4.21) and (A5).
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For V I4, using Ho¨lder inequality, (4.21) and Lemma 4.11 again, along with Lemmas 4.7,
4.9, we have
V I4 = µ
d
dt
∫
I
xm
(
w2x + 2u
2
x + (vx −
mv
x
)2 +
2mu2
x2
)∫ θ
0
κ(ξ) dξ
− 2µ
∫
I
xm
(
wxwxt + 2uxuxt + (vx − mv
x
)(vxt − mvt
x
) +
2muut
x2
)∫ θ
0
κ(ξ) dξ
≤µ d
dt
∫
I
xm
(
w2x + 2u
2
x + (vx −
mv
x
)2 +
2mu2
x2
)∫ θ
0
κ(ξ) dξ + C(‖κθx‖L2 + 1)
(∫
I
xmw2xt
) 1
2
+ C(‖κθx‖L2 + 1)
[(∫
I
xmu2xt
) 1
2
+
(∫
I
xm(v2xt +
v2t
x2
)
) 1
2
+
(∫
I
xm−2u2t
) 1
2
]
.
(4.54)
Substituting (4.51), (4.52), (4.53) and (4.54) into (4.50), we have∫
I
xmρQ′κθ2t +
d
dt
∫
I
xmκ2θ2x
≤2µ d
dt
∫
I
xm
(
w2x + 2u
2
x + (vx −
mv
x
)2 +
2mu2
x2
)∫ θ
0
κ(ξ) dξ
+ 2λ
d
dt
(∫
I
xm(ux +
mu
x
)2
∫ θ
0
κ(ξ) dξ
)
+ C
∫
I
xm(1 + θq)2θ2x
+ C
∫
I
xmu2xx + C(‖κθx‖L2 + 1)
(∫
I
xmw2xt
) 1
2
+ C(‖κθx‖L2 + 1)
[(∫
I
xmu2xt
) 1
2
+
(∫
I
xm(v2xt +
v2t
x2
)
) 1
2
+
(∫
I
xm−2u2t
) 1
2
]
+ C.
(4.55)
Integrating (4.55) over (0, t), and using (A4), (A5) and Lemma 4.14, we have∫ t
0
∫
I
xmρ(1 + θq+r)θ2t +
∫
I
xm(1 + θq)2θ2x
.
∫
I
xm
(
w2x + u
2
x + v
2
x +
v2
x2
+
u2
x2
)∫ θ
0
κ(ξ) dξ +
∫ t
0
∫
I
xm(1 + θq)2θ2x
+
∫ t
0
(‖κθx‖L2 + 1)
(∫
I
xmw2xt
) 1
2
+
∫ t
0
(‖κθx‖L2 + 1)
(∫
I
xmu2xt
)1
2
+
∫ t
0
(‖κθx‖L2 + 1)
[(∫
I
xm(v2xt +
v2t
x2
)
) 1
2
+
(∫
I
xm−2u2t
) 1
2
]
+ 1.
(4.56)
Using (4.21), (4.56), Cauchy inequality and Lemmas 4.15, 4.17, we have∫ t
0
∫
I
xmρ(1 + θq+r)θ2t +
∫
I
xm(1 + θq)2θ2x
≤C
∫ t
0
∫
I
xm(1 + θq)2θ2x + C
∫ t
0
(‖κθx‖L2 + 1)
[(∫
I
xmu2xt
) 1
2
+
(∫
I
xm−2u2t
) 1
2
]
+ C.
(4.57)
By (4.49), (4.57), Cauchy inequality and Gronwall inequality, we complete the proof of Lemma
4.19. ✷
By Lemmas 3.1 and 4.19, we get the next corollary.
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Corollary 4.20 Under the conditions of Theorem 2.1.1, we have
‖θ‖L∞(QT ) ≤ C.
Corollary 4.21 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]
‖u‖W 1,∞(QT ) +
∫
I
xmu2xx +
∫
QT
xmθ2xx ≤ C.
Proof. By (4.34), Lemma 4.14, Lemma 4.19 and Corollary 4.20, we get∫
I
xmu2xx ≤ C. (4.58)
It follows from (4.58), Lemma 4.11, Corollary 4.12 and Sobolev inequality, we obtain
‖u‖W 1,∞ ≤ C.
By (4.2), (4.58), (A4), (A5), Lemmas 4.2, 3.4, 4.11, 4.19, Corollaries 4.12, 4.18, 4.20, and
Cauchy inequality, we have∫
I
xmθ2xx .
∫
I
xmρθ2t +
∫
I
xmθ2x +
∫
I
xm(u2x +
u2
x2
) +
∫
I
xmθ4x +
∫
I
xm(u4x +
u4
x4
)
+
∫
I
xm(w4x + u
4
x + v
4
x +
v4
x4
+
u4
x4
)
.
∫
I
xmρθ2t +
∫
I
xmθ4x + 1
.
∫
I
xmρθ2t + ‖θ2x‖L∞
∫
I
xmθ2x + 1
.
∫
I
xmρθ2t + ‖θxθxx‖L1 + 1
≤C
∫
I
xmρθ2t +
1
2
∫
I
xmθ2xx + C.
This deduces ∫
I
xmθ2xx ≤ C
∫
I
xmρθ2t + C. (4.59)
Integrating (4.59) over (0, T ), and using Lemma 4.19, we get∫
QT
xmθ2xx ≤ C.
✷
Lemma 4.22 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]∫
I
xmρ2xx +
∫
QT
xmu2xxx ≤ C.
Proof. Differentiating (4.24) with respect to x, we have
ρxxt =− ρxxxu− 3ρxxux − 3ρxuxx − ρuxxx − mρxxu
x
− 2mρxux
x
+
2mρxu
x2
+
2mρux
x2
− 2mρu
x3
− mρuxx
x
.
(4.60)
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Multiplying (4.60) by 2xmρxx, integrating by parts it over I, and using Ho¨lder inequality, we
have
d
dt
∫
I
xmρ2xx =− 5
∫
I
xmρ2xxux −m
∫
I
xm−1ρ2xxu− 6
∫
I
xmρxρxxuxx − 2
∫
I
xmρρxxuxxx
− 4m
∫
I
xm−1ρxρxxux + 4m
∫
I
xm−2ρxρxxu
+ 4m
∫
I
xm−2ρρxxux − 4m
∫
I
xm−3ρρxxu− 2m
∫
I
xm−1ρρxxuxx
=
9∑
i=1
V IIi.
(4.61)
For V IIi, i =1, 2, 3, using Cauchy inequality, Lemma 4.14 and Corollary 4.21, we have
V II1 + V II2 + V II3 .(‖ux‖L∞ + ‖u‖L∞)
∫
I
xmρ2xx +
∫
I
xmρ2xu
2
xx +
∫
I
xmρ2xx
.
∫
I
xmρ2xx + ‖ρx‖2L∞
∫
I
xmu2xx
.
∫
I
xmρ2xx + 1.
(4.62)
For V IIi, i =4, 5, 6, using Cauchy inequality, Lemma 4.14 and Corollary 4.21 again, along
with Lemma 4.2, we have
V II4 + V II5 + V II6 .
∫
I
xmρ2xx +
∫
I
xmu2xxx +
∫
I
xmρ2xu
2
x +
∫
I
xmρ2xu
2
.
∫
I
xmρ2xx +
∫
I
xmu2xxx + (‖ux‖2L∞ + ‖u‖2L∞)
∫
I
xmρ2x
.
∫
I
xmρ2xx +
∫
I
xmu2xxx + 1.
(4.63)
For V IIi, i =7, 8, 9, using Lemma 4.2 and Corollary 4.21, we have
V II7 + V II8 + V II9 .
∫
I
xmρ2xx +
∫
I
xmρ2u2x +
∫
I
xmρ2u2 +
∫
I
xmu2xxρ
2
.
∫
I
xmρ2xx + 1.
(4.64)
Substituting (4.62), (4.63) and (4.64) into (4.61), we have
d
dt
∫
I
xmρ2xx .
∫
I
xmρ2xx +
∫
I
xmu2xxx + 1. (4.65)
Differentiating (2.1.1)2 with respect to x, we have
βuxxx =ρxut + ρuxt + ρxuux + ρu
2
x + ρuuxx −
2ρvvx
x
− ρxv
2
x
+
ρv2
x2
+ Pxx
− mβ(xuxx − ux)
x2
+
mβ(xux − 2u)
x3
.
(4.66)
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By (4.66), we have∫
I
xmu2xxx .
∫
I
xmρ2xu
2
t +
∫
I
xmρ2u2xt +
∫
I
xmρ2xu
2u2x +
∫
I
xmρ2u4x +
∫
I
xmρ2u2u2xx
+
∫
I
xmρ2v2v2x +
∫
I
xmρ2xv
4 +
∫
I
xmρ2v4 +
∫
I
xmP 2xx +
∫
I
xm(u2xx + u
2
x +
u2
x2
)
.
∫
I
xmρ2xu
2
t +
∫
I
xmρ2u2xt + ‖u‖2L∞‖ux‖2L∞
∫
I
xmρ2x + ‖ρ‖2L∞‖ux‖2L∞
∫
I
xmu2x
+ ‖ρ‖2L∞‖u‖2L∞
∫
I
xmu2xx + ‖ρ‖2L∞‖v‖2L∞
∫
I
xmv2x + ‖v‖4L∞
∫
I
xmρ2x
+ ‖ρ‖L∞‖v‖2L∞
∫
I
xmρv2 +
∫
I
xmP 2xx + 1
.
∫
I
xmρ2xu
2
t +
∫
I
xmρ2u2xt +
∫
I
xmP 2xx + 1,
(4.67)
where we have used Lemmas 4.2, 4.14, and Corollaries 4.16, 4.21. We need to control the
right hand side of (4.67).
For the first one, we have∫
I
xmρ2xu
2
t . ‖ut‖2L∞
∫
I
xmρ2x .
∫
I
xm(u2xt +
u2t
x2
). (4.68)
For the second one, we have∫
I
xmρ2u2xt . ‖ρ‖2L∞
∫
I
xmu2xt .
∫
I
xmu2xt. (4.69)
For the third one, recalling P = ρQ+ Pc(ρ), we have∫
I
xmP 2xx =
∫
I
xm|ρxxQ+ 2ρxQ′θx + ρQ′′θ2x + ρQ′θxx + P ′′c ρ2x + P ′cρxx|2
.
∫
I
xmρ2xx +
∫
I
xmθ2xx + 1,
(4.70)
where we have used (A3), (A4), Lemmas 4.2, 4.14, 4.19, Corollary 4.20 and Sobolev inequality.
Substituting (4.68), (4.69) and (4.70) into (4.67), we have∫
I
xmu2xxx .
∫
I
xm(u2xt +
u2t
x2
) +
∫
I
xmρ2xx +
∫
I
xmθ2xx + 1. (4.71)
Putting (4.71) into (4.65), we have
d
dt
∫
I
xmρ2xx .
∫
I
xm(u2xt +
u2t
x2
) +
∫
I
xmρ2xx +
∫
I
xmθ2xx + 1. (4.72)
By (4.72), Lemma 4.19, Corollary 4.21 and Gronwall inequality, we have∫
I
xmρ2xx ≤ C. (4.73)
Using Lemma 4.19 and Corollary 4.21 again, along with (4.71) and (4.73), we get∫
QT
xmu2xxx ≤ C.
✷
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Corollary 4.23 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]∫
I
xmρ2xt + ‖ρ‖W 1,∞(QT ) + ‖ρt‖L∞(QT ) +
∫
QT
xmρ2tt ≤ C.
Proof. From (4.24), we have∫
I
xmρ2xt .
∫
I
xmρ2xxu
2 +
∫
I
xmρ2xu
2
x +
∫
I
xmρ2u2xx +
∫
I
xmρ2xu
2 +
∫
I
xmρ2u2x +
∫
I
xmρ2u2
.‖u‖2L∞
∫
I
xmρ2xx + ‖ρx‖2L∞
∫
I
xmu2x + ‖ρ‖2L∞
∫
I
xmu2xx + ‖u‖2L∞
∫
I
xmρ2x
+ ‖ρ‖2L∞
∫
I
xmu2x + ‖ρ‖L∞
∫
I
xmρu2 ≤ C,
(4.74)
where we have used Lemmas 4.2, 4.14, Corollary 4.21, and (4.73).
By Sobolev inequality, Lemmas 4.2, 4.14, (4.73), (4.74), we have
‖ρ‖W 1,∞(QT ) + ‖ρt‖L∞(QT ) ≤ C. (4.75)
Differentiating (2.1.1)1 with respect to t, we have
ρtt = −(ρxtu+ ρxut + ρtux + ρuxt)− m(ρut + ρtu)
x
. (4.76)
This deduces∫
I
xmρ2tt .
∫
I
xmρ2xtu
2 +
∫
I
xmρ2xu
2
t +
∫
I
xmρ2tu
2
x +
∫
I
xmρ2u2xt +
∫
I
xm(ρ2u2t + ρ
2
tu
2)
.‖u‖2L∞
∫
I
xmρ2xt + ‖ut‖2L∞
∫
I
xmρ2x + ‖ux‖2L∞
∫
I
xmρ2t + ‖ρ‖2L∞
∫
I
xmu2xt
+ ‖ρ‖L∞
∫
I
xmρu2t + ‖u‖2L∞
∫
I
xmρ2t
.
∫
I
xm(u2xt +
u2t
x2
) + 1,
where we have used (4.74), Lemmas 4.2, 4.14, 4.19, and Corollary 4.21.
This combining Lemma 4.19 gives∫
QT
xmρ2tt ≤ C.
✷
Step 5: H2 estimates of θ
Lemma 4.24 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]∫
I
xmρθ2t +
∫
QT
xm|(κθx)t|2 ≤ C.
Proof. Differentiating (4.2) with respect to t, we have
ρQ′θtt + ρQ′′θ2t + ρtQ
′θt + (ρuQ′θx)t +
(
ρθQ′(ux +
mu
x
)
)
t
= (κθx)xt +
m(κθx)t
x
+ ℘t.(4.77)
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Multiplying (4.77) by xm
(∫ θ
0 κ(ξ) dξ
)
t
(i.e., xmκ(θ)θt), and integrating by parts over I, we
have
1
2
d
dt
∫
I
xmρQ′κθ2t +
∫
I
xm |(κθx)t|2
=− 1
2
∫
I
xmρtQ
′κθ2t −
1
2
∫
I
xmρQ′′θ3t κ+
1
2
∫
I
xmρQ′κ′θ3t −
∫
I
xm(ρuQ′θx)tκθt
−
∫
I
xm
(
ρθQ′(ux +
mu
x
)
)
t
κθt +
∫
I
xm℘tκθt
=
6∑
i=1
V IIIi.
(4.78)
For V III1, using (2.1.1)1, integration by parts, (A4), (A5), Lemma 4.2, Corollaries 4.12, 4.20,
Cauchy inequality and Poincare´ inequality, we have
V III1 =
1
2
∫
I
(xmρu)xQ
′κθ2t
=− 1
2
∫
I
xmρuQ′′κθxθ2t −
1
2
∫
I
xmρuQ′κ′θxθ2t −
∫
I
xmρuQ′κθtθxt
.‖θx‖L∞
∫
I
xmρθ2t −
∫
I
xmρuQ′θt(κθx)t +
∫
I
xmρuQ′κ′θ2t θx
≤C‖θx‖L∞
∫
I
xmρθ2t +
1
10
∫
I
xm|(κθx)t|2 + C
∫
I
xmρθ2t
≤C(1 + ‖θxx‖L2)
∫
I
xmρθ2t +
1
10
∫
I
xm|(κθx)t|2.
(4.79)
For V IIIi, i =2, 3, we have
V III2 + V III3 .‖κθt‖L∞
∫
I
xmρθ2t
.(‖(κθt)x‖L2 +
∫
I
xmρκ|θt|)
∫
I
xmρθ2t
≤ 1
10
∫
I
xm|(κθx)t|2 +
(∫
I
xmρθ2t
)2
+ C,
(4.80)
where we have used (A4), (A5), Lemmas 3.1, 4.1, Corollary 4.20 and Cauchy inequality.
For V III4, we have
V III4 =−
∫
I
xmρtuQ
′θxκθt −
∫
I
xmρutQ
′θxκθt −
∫
I
xmρuQ′′θxκθ2t −
∫
I
xmρuQ′θxtκθt
=
4∑
j=1
V III4,j .
(4.81)
For V III4,1, using (2.1.1)1, (A4), (A5), integration by parts, Cauchy inequality, Lemmas 4.2,
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4.19, and Corollaries 4.20, 4.21, we have
V III4,1 =
∫
I
(xmρu)xuQ
′θxκθt
=−
∫
I
xmρuuxQ
′θxκθt −
∫
I
xmρu2Q′′θ2xκθt −
∫
I
xmρu2Q′θxxκθt −
∫
I
xmρu2Q′θx(κθt)x
≤C
∫
I
xmρθ2t + C
∫
I
xmθ4x + C
∫
I
xmθ2xx +
1
20
∫
I
xm|(κθx)t|2 + C
≤C
∫
I
xmρθ2t + C‖θx‖2L∞
∫
I
xmθ2x + C
∫
I
xmθ2xx +
1
20
∫
I
xm|(κθx)t|2 + C
≤C
(∫
I
xmρθ2t
)2
+ C
∫
I
xmθ2xx +
1
20
∫
I
xm|(κθx)t|2 + C.
(4.82)
For V III4,2 and V III4,3, we have
V III4,2 + V III4,3 .‖θx‖2L∞
∫
I
xmρu2t +
∫
I
xmρθ2t + ‖u‖L∞‖θx‖L∞
∫
I
xmρθ2t
.‖θx‖2L2 + ‖θxx‖2L2 + (1 + ‖θx‖L2 + ‖θxx‖L2)
∫
I
xmρθ2t
.‖θxx‖2L2 +
(∫
I
xmρθ2t
)2
+ 1,
(4.83)
where we have used (A4), (A5), Lemma 4.19, Corollaries 4.12, 4.20, and Sobolev inequality.
For V III4,4, using (A4), (A5), Lemma 4.19, Corollaries 4.12, 4.20, and Sobolev inequality
again, along with Lemma 4.2, we have
V III4,4 =−
∫
I
xmρuQ′(κθx)tθt +
∫
I
xmρuQ′κ′θxθ2t
≤ 1
20
∫
I
xm|(κθx)t|2 + C
(‖ρ‖L∞‖u‖2L∞ + ‖u‖L∞‖θx‖L∞) ∫
I
xmρθ2t
≤ 1
20
∫
I
xm|(κθx)t|2 + C
∫
I
xmθ2xx +C
(∫
I
xmρθ2t
)2
+ C.
(4.84)
Putting (4.82), (4.83) and (4.84) into (4.81), we have
V III4 ≤ 1
10
∫
I
xm|(κθx)t|2 + C
(∫
I
xmρθ2t
)2
+ C
∫
I
xmθ2xx + C. (4.85)
For V III5, we have
V III5 =−
∫
I
xmρtθQ
′(ux +
mu
x
)κθt −
∫
I
xmρQ′(ux +
mu
x
)κθ2t
−
∫
I
xmρθQ′′(ux +
mu
x
)κθ2t −
∫
I
xmρθQ′(uxt +
mut
x
)κθt
=
4∑
j=1
V III5,j .
(4.86)
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For V III5,1, we have
V III5,1 =
∫
I
(xmρu)xθQ
′(ux +
mu
x
)κθt
=−
∫
I
xmρuθxQ
′(ux +
mu
x
)κθt −
∫
I
xmρuθθxQ
′′(ux +
mu
x
)κθt
−
∫
I
xmρuθQ′(uxx +
mux
x
− mu
x2
)κθt −
∫
I
xmρuθQ′(ux +
mu
x
)(κθt)x
≤C
∫
I
xmρθ2t + C‖u‖2W 1,∞
∫
I
xmθ2x + C
∫
I
xm(u2xx + u
2
x +
u2
x2
) +
1
10
∫
I
xm|(κθx)t|2
≤ 1
10
∫
I
xm|(κθx)t|2 + C
∫
I
xmρθ2t + C,
(4.87)
where we have used (2.1.1)1, integration by parts, Cauchy inequality, (A4), (A5), Lemmas
4.2, 4.19, and Corollaries 4.20, 4.21.
For V III5,2 and V III5,3, we have
V III5,2 + V III5,3 ≤C
∫
I
xmρθ2t . (4.88)
For V III5,4, we have
V III5,4 ≤C
∫
I
xmρθ2t + C
∫
I
xm(u2xt +
u2t
x2
). (4.89)
Putting (4.87), (4.88) and (4.89) into (4.86), we have
V III5 ≤ 1
10
∫
I
xm|(κθx)t|2 + C
∫
I
xmρθ2t + C
∫
I
xm(u2xt +
u2t
x2
) + C. (4.90)
For V III6, recalling ℘ = λ(ux +
mu
x
)2 + µ
(
w2x + 2u
2
x + (vx − mvx )2 + 2mu
2
x2
)
, we have
V III6 .‖κθt‖L∞
∫
I
xm|℘t|
.‖κθt‖L∞
(
(
∫
I
xmu2xt)
1
2 + (
∫
I
xm
u2t
x2
)
1
2 + (
∫
I
xmw2xt)
1
2 + (
∫
I
xm(v2xt +
v2t
x2
))
1
2
)
≤ 1
10
∫
I
xm|(κθx)t|2 + C
∫
I
xmρθ2t +C
∫
I
xmu2xt + C
∫
I
xm
u2t
x2
+ C
∫
I
xmw2xt
+ C
∫
I
xm(v2xt +
v2t
x2
),
(4.91)
where we have used Lemma 3.1 and Cauchy inequality.
Putting (4.79), (4.80), (4.85), (4.90) and (4.91) into (4.78), we have
d
dt
∫
I
xmρQ′κθ2t +
∫
I
xm |(κθx)t|2
≤C
(∫
I
xmρθ2t
)2
+ C
∫
I
xmθ2xx + C
∫
I
xm(u2xt +
u2t
x2
+ w2xt + v
2
xt +
v2t
x2
) + C.
(4.92)
By Gronwall inequality, we complete the proof of Lemma 4.24. ✷
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Corollary 4.25 Under the conditions of Theorem 2.1.1, we have∫ T
0
‖θt‖2L∞ ≤ C.
Proof. By Lemma 3.1 and (A5), we get∫ T
0
‖θt‖2L∞ .
∫ T
0
‖κθt‖2L∞
.
∫ T
0
(∫
I
ρκ|θt|
)2
+
∫
QT
|(κθt)x|2
.
∫ T
0
∫
I
ρθ2t +
∫
QT
|(κθx)t|2 ≤ C.
✷
Corollary 4.26 Under the conditions of Theorem 2.1.1, we have∫
QT
xmθ2xt ≤ C.
Proof. Since
κθxt = (κθx)t − κ′θtθx,
we obtain ∫
QT
xmθ2xt .
∫
QT
xmκ2θ2xt
.
∫
QT
xm |(κθx)t|2 +
∫
QT
xm(κ′)2θ2t θ
2
x
.1 +
∫ T
0
sup
x∈I
θ2t
∫
I
xmθ2x ≤ C,
where we have used (A5), Lemmas 4.19, 4.24, and Corollaries 4.20, 4.25.
✷
Corollary 4.27 Under the conditions of Theorem 2.1.1, we have for any t ∈ [0, T ]
‖θ‖W 1,∞(QT ) +
∫
I
xmθ2xx +
∫
QT
xmθ2xxx ≤ C.
Proof. By (4.59) and Lemma 4.24, we get∫
I
xmθ2xx ≤ C.
This, along with Lemma 4.19, Corollary 4.20 and Sobolev inequality, gives
‖θ‖W 1,∞(QT ) ≤ C.
Differentiating (4.2) w.r.t. x, we have
κθxxx = −(mκθx
x
)x − 3κ′θxθxx − κ′′θ3x − ℘x + ρQ′θxt + ρxQ′θt + ρQ′′θxθt
+ (ρuQ′θx)x +
(
ρθQ′(ux +
mu
x
)
)
x
.
(4.93)
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This deduces ∫
I
xmθ2xxx .
∫
I
xmρ2θ2xt +
∫
I
xmρ2xθ
2
t + 1
.
∫
I
xmθ2xt + sup
x∈I
θ2t + 1.
(4.94)
Integrating (4.94) over (0, T ), and using Corollary 4.25 and Corollary 4.26, we get∫
QT
xmθ2xxx ≤ C.
✷
Constructing a sequence of approximate initial data and passing to the limits:
Denote ρε0 = ρ0 + ε and θ
ε
0 = θ0 + ε. u
ε
0 is the solution to the following elliptic problem:{
β(uε0xx +
muε0x
x
− muε0
x2
)− Px(ρε0, θε0) =
√
ρ
0
g1, x ∈ I,
uε0|x=a,b = 0.
(4.95)
Since ρε0 = ρ0 + ε ∈ H2, θε0 = θ0 + ε ∈ H2 and g1 ∈ L2, we obtain by using the standard
elliptic estimates {
uε0 ∈ H2 ∩H10 ,
‖uε0 − u0‖H2 ≤ Cε.
(4.96)
Consider (2.1.1)-(2.1.3) with initial data replaced by (ρε0, u
ε
0, v0, w0, θ
ε
0), we get a global
solution (ρε, uε, vε, wε, θε) to (2.1.1)-(2.1.3) for each ε > 0. These a priori estimates in the
section are valid for (ρε, uε, vε, wε, θε). Then taking the limits ε→ 0+ (taking subsequence
if necessary), and using Lemma 3.5, we get a solution denoted by (ρ, u, v, w, θ) to (2.1.1)-
(2.1.3) with regularities as in Theorem 2.1.1. The uniqueness of the solutions can be done
by the standard methods, see for instance [4] and references therein. We end the proof of
Theorem 2.1.1. ✷
Remark 4.28 The global existence of (ρε, uε, vε, wε, θε) can be done by local existence
(using the similar arguments as in [4])+ some a priori estimates globally in time throughout
the section.
5 Proof of Theorem 2.1.6
In the section, we denote by C a generic constant depending only on ‖(ρ0, u0, v0, w0, θ0)‖H3 ,
‖gi‖L2 , ‖(√ρ0gi)x‖L2 (i = 1, 2, 3, 4), T , λ, µ, a, b, and some other known constants, but
independent of the solutions and the lower bounds of the density.
Under the conditions of Theorem 2.1.6, all those a priori estimates in section 3 are also
satisfied in this section. Following the quite similar strategies with the proof of Theorem 2.1.1,
to prove Theorem 2.1.6, it suffices to get H3-a-priori-estimates of the classical solutions (ρ,
u, v, w, θ) as in Theorem 2.1.6 with inf
(x,t)∈QT
ρ > 0.
To begin with, we get a W 1,∞(QT )-estimate of
√
ρ which was obtained in [8, 7] as a
crucial estimate to get H4-estimate of u.
Lemma 5.1 Under the conditions of Theorem 2.1.6, we have
‖(√ρ)x‖L∞(QT ) + ‖(
√
ρ)t‖L∞(QT ) ≤ C.
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Proof. Multiplying (2.1.1)1 by
1
2
√
ρ
, we have
(
√
ρ)t +
mx−1
2
√
ρu+
1
2
√
ρux + (
√
ρ)xu = 0. (5.1)
Differentiating (5.1) with respect to x, we get
(
√
ρ)xt +
mx−1
2
(
√
ρ)xu+
mx−1
2
√
ρux −
m
√
ρu
2x2
+
3
2
(
√
ρ)xux +
1
2
√
ρuxx + (
√
ρ)xxu = 0.
Denote h = (
√
ρ)x, we have
ht + hxu+ h(
mx−1u
2
+
3ux
2
) +
mx−1
2
√
ρux −
m
√
ρu
2x2
+
1
2
√
ρuxx = 0,
which implies
d
dt
{
h exp
[∫ t
0
(
mx−1u
2
+
3ux
2
)(x(τ, y), τ)dτ
]}
= −
(
mx−1
√
ρux
2
− m
√
ρu
2x2
+
√
ρuxx
2
)
× exp
[∫ t
0
(
mx−1u
2
+
3ux
2
)
(x(τ, y), τ)dτ
]
,
(5.2)
where x(t, y) satisfies {
dx(t,y)
dt
= u(x(t, y), t), 0 ≤ t < s,
x(s, y) = y.
Integrating (5.2) over (0, s), we get
h(y, s) = exp
(
−
∫ s
0
(
mx−1u
2
+
3ux
2
)
(x(τ, y), τ)dτ
)
h(x(0, y), 0)
−
∫ s
0
[
(
mx−1
√
ρux
2
− m
√
ρu
2x2
+
√
ρuxx
2
)
× exp
(∫ t
s
(
mx−1u
2 +
3ux
2
)
(x(τ, y), τ)dτ
) ]
dt.
This implies
‖(√ρ)x‖L∞(QT ) ≤ C. (5.3)
From (5.1) and (5.3), we get
‖(√ρ)t‖L∞(QT ) ≤ C.
The proof of Lemma 5.1 is complete. ✷
Lemma 5.2 Under the conditions of Theorem 2.1.6, we have for any t ∈ [0, T ]∫
I
xmρ2 |(κθx)t|2 +
∫
QT
xmρ3θ2tt ≤ C.
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Proof. Multiplying (4.77) by xmρα(κθt)t (i.e. x
mρακθtt + x
mρακ′θ2t , where α > 0 is to be
decided later), and integrating by parts over I, we have∫
I
xmρα+1κQ′θ2tt +
1
2
d
dt
∫
I
xmρα |(κθx)t|2
=
α
2
∫
I
xmρα−1ρt |(κθx)t|2 − α
∫
I
xmρα−1ρxκθtt(κθx)t − α
∫
I
xmρα−1ρxκ′θ2t (κθx)t
+
∫
I
xmρα℘t(κθtt + κ
′θ2t )−
∫
I
xmρα+1Q′κ′θ2t θtt −
∫
I
xmρα
[
ρQ′′θ2t + ρtQ
′θt
] (
κθtt + κ
′θ2t
)
−
∫
I
xmρα(ρuQ′θx)t
(
κθtt + κ
′θ2t
)− ∫
I
xmρα
(
ρθQ′(ux +
mu
x
)
)
t
(
κθtt + κ
′θ2t
)
=
8∑
i=1
V IVi.
(5.4)
For V IV2, using (A4), (A5), Corollary 4.20 and Cauchy inequality, we have
V IV2 ≤ 1
10
∫
I
xmρα+1κQ′θ2tt + C
∫
I
xmρα−3ρ2x|(κθx)t|2
≤ 1
10
∫
I
xmρα+1κQ′θ2tt + C‖ρα−3ρ2x‖L∞
∫
I
xm|(κθx)t|2.
(5.5)
For V IV1 and V IV3, we have
V IV1 + V IV3 ≤C‖ρα−1ρt‖L∞
∫
I
xm |(κθx)t|2 + C‖θt‖2L∞
∫
I
xmρα|(κθx)t|2
+C‖θt‖2L∞
∫
I
xmρα−2ρ2x.
(5.6)
For V IV4, we have
V IV4 ≤ 1
10
∫
I
xmρα+1κQ′θ2tt + C‖ρα−1‖L∞
∫
I
xm℘2t + C
∫
I
xmρα+1θ4t
≤ 1
10
∫
I
xmρα+1κQ′θ2tt + C‖ρα−1‖L∞
∫
I
xm(u2xt +
u2t
x2
+ w2xt + v
2
xt +
v2t
x2
) + C‖θt‖2L∞ ,
(5.7)
where we have used Cauchy inequality, Corollaries 4.16, 4.18, 4.21 and Lemmas 4.2, 4.24.
For V IV5 and V IV6, using (A4), (A5), Cauchy inequality, Corollary 4.20, and Lemmas
4.2, 4.24, we have
V IV5 + V IV6 =−
∫
I
xmρα+1Q′κ′θ2t θtt −
∫
I
xmρα
[
ρQ′′θ2t + ρtQ
′θt
]
κθtt
−
∫
I
xmρα
[
ρQ′′θ2t + ρtQ
′θt
]
κ′θ2t
≤ 1
10
∫
I
xmρα+1κQ′θ2tt + C
∫
I
xmρα+1θ4t + C
∫
I
xmρα−1ρ2t θ
2
t
≤ 1
10
∫
I
xmρα+1κQ′θ2tt + C‖θt‖2L∞(1 +
∫
I
xmρα−1ρ2t ) + C.
(5.8)
For V IV7, using (A4), (A5), Cauchy inequality, and Lemmas 4.2, 4.24 again, along with
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Corollaries 4.12, 4.27 and Lemma 4.19, we have
V IV7 =−
∫
I
xmραρtuQ
′θx
(
κθtt + κ
′θ2t
)− ∫
I
xmρα+1utQ
′θx
(
κθtt + κ
′θ2t
)
−
∫
I
xmρα+1uQ′′θtθx
(
κθtt + κ
′θ2t
)− ∫
I
xmρα+1uQ′θxt
(
κθtt + κ
′θ2t
)
≤ 1
10
∫
I
xmρα+1κQ′θ2tt + C
∫
I
xmρα−1ρ2t + C
∫
I
xmρα+1θ4t + C
∫
I
xmρα+1u2t
+ C
∫
I
xmρα+1θ2t + C
∫
I
xmρα+1θ2xt
≤ 1
10
∫
I
xmρα+1κQ′θ2tt + C
∫
I
xmρα−1ρ2t + C‖θt‖2L∞ + C
∫
I
xmθ2xt + C.
(5.9)
Similarly, for V IV8, we have
V IV8 =−
∫
I
xmραρtθQ
′(ux +
mu
x
)
(
κθtt + κ
′θ2t
)− ∫
I
xmρα+1θtQ
′(ux +
mu
x
)
(
κθtt + κ
′θ2t
)
−
∫
I
xmρα+1θQ′′θt(ux +
mu
x
)
(
κθtt + κ
′θ2t
)− ∫
I
xmρα+1θQ′(uxt +
mut
x
)
(
κθtt + κ
′θ2t
)
≤ 1
10
∫
I
xmρα+1κQ′θ2tt + C
∫
I
xmρα−1ρ2t + C
∫
I
xmρα+1θ4t
+ C
∫
I
xmρα+1θ2t + C
∫
I
xmρα+1(u2xt +
u2t
x2
)
≤ 1
10
∫
I
xmρα+1κQ′θ2tt + C
∫
I
xmρα−1ρ2t + C‖θt‖2L∞ + C
∫
I
xm(u2xt +
u2t
x2
) + C.
(5.10)
Putting (5.5), (5.6), (5.7), (5.8), (5.9) and (5.10) into (5.4), we have∫
I
xmρα+1κQ′θ2tt +
d
dt
∫
I
xmρα |(κθx)t|2
≤C‖θt‖2L∞
∫
I
xmρα|(κθx)t|2 + C(‖ρα−3ρ2x‖L∞ + ‖ρα−1ρt‖L∞)
∫
I
xm |(κθx)t|2
+ C(1 +
∫
I
xmρα−1ρ2t +
∫
I
xmρα−2ρ2x)‖θt‖2L∞ +C
∫
I
xmρα−1ρ2t + C
∫
I
xmθ2xt
+ C‖ρα−1‖L∞
∫
I
xm(u2xt +
u2t
x2
+ w2xt + v
2
xt +
v2t
x2
) + C
∫
I
xm(u2xt +
u2t
x2
) + C.
(5.11)
Claim: ∫
I
xmρα |(κθx)t|2 +
∫
QT
xmρα+1κQ′θ2tt ≤ C, (5.12)
if
‖ρα−3ρ2x‖L∞ + ‖ρα−1ρt‖L∞ + ‖ρα−1‖L∞ ≤ C. (5.13)
In fact, if (5.13) is satisfied, (5.12) will be obtained by using (5.11), Corollaries 4.25, 4.26,
Lemmas 4.15, 4.17, 4.19, 4.24, (2.1.4) and Gronwall inequality.
To ensure that (5.13) is valid, the restriction α ≥ 3 seems necessary. While, to get L∞t H3x-
estimate of θ (Corollary 5.3), by (4.2), α in (5.12) should satisfy α ≤ 2 . Assume α ∈ [1, 2],
to get (5.13), it suffices to prove
‖ρα−3ρ2x‖L∞ ≤ C.
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In fact,
‖ρα−3ρ2x‖L∞ = 4
∥∥ρα−2|(√ρ)x|2∥∥L∞ .
Assume α = 2, and use Lemma 5.1, (5.13) is to be obtained. This means that (5.12) is
obtained for α = 2. The proof of Lemma 5.2 is complete. ✷
Corollary 5.3 Under the conditions of Theorem 2.1.6, we have for any t ∈ [0, T ]∫
I
xm
(
θ2xxx + ρ
2θ2xt
) ≤ C.
Proof. A direct calculation gives
ρκθxt = ρ(κθx)t − ρκ′θtθx,
which implies ∫
I
xmρ2θ2xt ≤C
∫
I
xmρ2 |(κθx)t|2 + C‖θx‖2L∞
∫
I
xmρθ2t
≤C,
(5.14)
where we have used (A5), Lemma 4.2, Lemma 4.24, Lemma 5.2 and Corollary 4.27.
From the first inequality of (4.94), using Lemma 4.24, (5.14) and Lemma 5.1, we obtain∫
I
xmθ2xxx ≤C
∫
I
xmρ2θ2xt + C
∫
I
xmρ2xθ
2
t + C
≤C
∫
I
xmρ2θ2xt + C
∫
I
xmρ|(√ρ)x|2θ2t + C ≤ C.
✷
Lemma 5.4 Under the conditions of Theorem 2.1.6, we have for any t ∈ [0, T ]∫
I
xmρ2u2xt +
∫
QT
xmρ3u2tt ≤ C.
Proof. Similar to Lemma 5.2, multiplying (4.42) by xmρ2utt, and integrating by parts over
I, we have∫
I
xmρ3u2tt +
β
2
d
dt
∫
I
xmρ2u2xt
=β
∫
I
xmρρtu
2
xt − 2β
∫
I
xmρρxuxtutt −
∫
I
xmρ2utt(ρtut + ρtuux + ρutux + ρuuxt − ρtv
2
x
− 2ρvvt
x
)
− β
∫
I
xmρ2utt
mut
x2
−
∫
I
xmρ2uttPxt
=
5∑
i=1
V Vi.
(5.15)
For V V1 and V V2, using Corollary 4.23, Lemma 5.1 and Cauchy inequality, we have
V V1 + V V2 ≤‖ρ‖L∞‖ρt‖L∞
∫
I
xmu2xt − 4β
∫
I
xmρ
3
2 (
√
ρ)xuxtutt
≤C
∫
I
xmu2xt +
1
8
∫
I
xmρ3u2tt.
(5.16)
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For V V3, we have
V V3 ≤1
8
∫
I
xmρ3u2tt + C
∫
I
xmρρ2tu
2
t + C
∫
I
xmρρ2tu
2u2x + C
∫
I
xmρ3u2tu
2
x
+ C
∫
I
xmρ3u2u2xt + C
∫
I
xm
ρρ2t v
4
x2
+ C
∫
I
xm
ρ3v2v2t
x2
≤1
8
∫
I
xmρ3u2tt + C‖ρt‖2L∞
∫
I
xmρu2t + C‖ρ‖L∞‖ρt‖2L∞‖u‖2L∞
∫
I
xmu2x
+ C‖ux‖2L∞‖ρ‖2L∞
∫
I
xmρu2t + C‖ρ‖3L∞‖u‖2L∞
∫
I
xmu2xt
+ C‖ρt‖2L∞‖v‖2L∞
∫
I
xmρv2 +C‖v‖2L∞‖ρ‖2L∞
∫
I
xmρv2t
≤1
8
∫
I
xmρ3u2tt + C
∫
I
xmu2xt + C,
(5.17)
where we have used Cauchy inequality, Corollaries 4.8, 4.21, 4.23, and Lemmas 4.15, 4.19.
For V V4, using Cauchy inequality and Lemma 4.19, we have
V V4 ≤ 1
8
∫
I
xmρ3u2tt + C
∫
I
xmρu2t ≤
1
8
∫
I
xmρ3u2tt +C. (5.18)
For V V5, recalling P = ρQ+ Pc, we have
V V5 =−
∫
I
xmρ2utt
(
ρxtQ+ ρxQ
′θt + ρtQ′θx + ρQ′′θtθx + ρQ′θxt + P ′cρxt + P
′′
c ρxρt
)
≤1
8
∫
I
xmρ3u2tt + C
∫
I
xmρρ2xtQ
2 +
∫
I
xmρρ2x(Q
′)2θ2t +
∫
I
xmρρ2t (Q
′)2θ2x
+
∫
I
xmρ3(Q′′)2θ2t θ
2
x +
∫
I
xmρ3(Q′)2θ2xt +
∫
I
xmρ(P ′c)
2ρ2xt +
∫
I
xmρ(P ′′c )
2ρ2xρ
2
t
≤1
8
∫
I
xmρ3u2tt + C,
(5.19)
where we have used Cauchy inequality, (A3), (A4), Corollaries 4.23, 4.27, 5.3, and Lemma
4.24.
Putting (5.16), (5.17), (5.18) and (5.19) into (5.15), we have∫
I
xmρ3u2tt + β
d
dt
∫
I
xmρ2u2xt ≤ C
∫
I
xmu2xt + C. (5.20)
By (5.20), Lemma 4.19 and Gronwall inequality, we complete the proof of Lemma 5.4. ✷
Corollary 5.5 Under the conditions of Theorem 2.1.6, we have for any t ∈ [0, T ]∫
I
xmu2xxx ≤ C.
Proof. By (4.67), (4.70), Lemmas 4.19, 4.22, 5.1, 5.4, Corollaries 4.27, we get∫
I
xmu2xxx ≤C
∫
I
xmρ2xu
2
t + C
∫
I
xmρ2u2xt + C
∫
I
xmP 2xx + C
≤C
∫
I
xmρ|(√ρ)x|2u2t + C ≤ C.
(5.21)
✷
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Lemma 5.6 Under the conditions of Theorem 2.1.6, we have for any t ∈ [0, T ]∫
I
xmρ2(v2xt + w
2
xt) +
∫
QT
xmρ3(v2tt +w
2
tt) ≤ C.
Proof. Multiplying (4.36) by xmρ2vtt, integrating by parts over I, we have∫
I
xmρ3v2tt +
µ
2
d
dt
∫
I
xmρ2v2xt
=µ
∫
I
xmρρtv
2
xt − 2µ
∫
I
xmρρxvxtvtt −
∫
I
xmρ2vtt(ρtvt + ρtuvx + ρutvx + ρuvxt)
−
∫
I
xmρ2vtt(x
−1ρtuv + x−1ρutv + x−1ρuvt)− µ
∫
I
xmρ2vtt
mvt
x2
=
5∑
i=1
V V Ii.
(5.22)
For V V I1 and V V I2, using Cauchy inequality, Corollary 4.23 and Lemma 5.1, we have
V V I1 + V V I2 ≤‖ρ‖L∞‖ρt‖L∞
∫
I
xmv2xt − 4µ
∫
I
xmρ
3
2 (
√
ρ)xvxtvtt
≤1
8
∫
I
xmρ3v2tt + C
∫
I
xmv2xt.
(5.23)
For V V I3, using Cauchy inequality, Corollary 4.23 again, together with Corollaries 4.12, 4.16,
and Lemmas 4.15, 4.19, we have
V V I3 ≤1
8
∫
I
xmρ3v2tt + C‖ρt‖2L∞
∫
I
xmρv2t + C‖ρ‖L∞‖ρt‖2L∞‖u‖2L∞
∫
I
xmv2x
+ C‖vx‖2L∞‖ρ‖2L∞
∫
I
xmρu2t + C‖ρ‖3L∞‖u‖2L∞
∫
I
xmv2xt
≤1
8
∫
I
xmρ3v2tt + C
∫
I
xmv2xt + C.
(5.24)
Similarly, for V V I4 and V V I5, we have
V V I4 ≤1
8
∫
I
xmρ3v2tt + C‖ρ‖L∞‖u‖2L∞‖v‖2L∞
∫
I
xmρ2t +C‖ρ‖2L∞‖v‖2L∞
∫
I
xmρu2t
+ C‖ρ‖2L∞‖u‖2L∞
∫
I
xmρv2t
≤1
8
∫
I
xmρ3v2tt + C;
(5.25)
V V I5 ≤ 1
8
∫
I
xmρ3v2tt + C
∫
I
xmρv2t ≤
1
8
∫
I
xmρ3v2tt + C. (5.26)
Putting (5.23), (5.24), (5.25) and (5.26) into (5.22), and using Lemma 4.15, Gronwall in-
equality, we have ∫
I
xmρ2v2xt +
∫
QT
xmρ3v2tt ≤ C. (5.27)
Similarly, we get ∫
I
xmρ2w2xt +
∫
QT
xmρ3w2tt ≤ C.
✷
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Corollary 5.7 Under the conditions of Theorem 2.1.6, we have for any t ∈ [0, T ]∫
I
xm(v2xxx + w
2
xxx) +
∫
QT
(v2xxxx + w
2
xxxx) ≤ C.
Proof. Similar to Corollary 5.5, we get∫
I
xm(v2xxx + w
2
xxx) ≤ C.
By (4.36), Corollaries 4.12, 4.16, 4.23, and Lemmas 4.15, 4.19, 5.6, we have∫
QT
ρv2xxt ≤ C.
This together with (2.1.1)3 gives ∫
QT
v2xxxx ≤ C.
Similarly, we can get ∫
QT
w2xxxx ≤ C.
✷
Lemma 5.8 Under the conditions of Theorem 2.1.6, we have for any t ∈ [0, T ]∫
I
xmρ2xxx +
∫
QT
xm(u2xxxx + θ
2
xxxx) ≤ C.
Proof. Differentiating (4.60) with respect to x, multiplying it by xmρxxx, and integrating
by parts over I, we have
1
2
d
dt
∫
I
xmρ2xxx =
∫
I
xmρxxx
[
−mx−1ρuxxx − 3mx−1ρxuxx − 3mx−1ρxxux + 3mρuxx
x2
− 6mρux
x3
−mx−1ρxxxu+ 3mρxxu
x2
+
6mρxux
x2
− 6mρxu
x3
+
6mρu
x4
− 4ρxxxux − 6ρxxuxx
− 4ρxuxxx
]
+
1
2
∫
I
xmρ2xxxux +
1
2
∫
I
mxm−1ρ2xxxu−
∫
I
xmρρxxxuxxxx.
By Sobolev inequality, Cauchy inequality, Corollaries 4.21, 4.23, 5.5, and Lemma 4.22, we
get
d
dt
∫
I
xmρ2xxx ≤ C
∫
I
xmρ2xxx + C
∫
I
xmu2xxxx + C. (5.28)
Differentiating (4.66) with respect to x, we have
βuxxxx =ρxxut + 2ρxuxt + ρuxxt + (ρxuux + ρu
2
x + ρuuxx)x − (
2ρvvx
x
+
ρxv
2
x
− ρv
2
x2
)x
+ Pxxx − mβuxxx
x
+
3mβuxx
x2
− 6mβux
x3
+
6mβu
x4
.
(5.29)
Using Lemma 4.22, Corollaries 4.16, 4.21, 4.23, 4.27, 5.3, 5.5, and (A3), (A4), we obtain∫
I
xmu2xxxx ≤C
∫
I
xm|Pxxx|2 + C
∫
I
xm(ρu2xxt + u
2
xt) +C
≤C
∫
I
xmρ2xxx + C
∫
I
xm(ρu2xxt + u
2
xt) + C.
(5.30)
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Substituting (5.30) into (5.28), and using (4.42), Lemmas 4.19, 5.4, Gronwall inequality, we
obtain ∫
I
xmρ2xxx ≤ C. (5.31)
By (5.30) and (5.31), we have ∫
QT
xmu2xxxx ≤ C.
Differentiating (4.93) with respect to x, and using (A4), (A5), Corollaries 4.16, 4.18, 4.21,
4.23, 4.25, 4.26, 4.27, 5.3, and Lemmas 4.22, 5.2, we have∫
QT
xmθ2xxxx ≤ C.
The proof of Lemma 5.8 is complete. ✷
6 Proof of Theorem 2.2.2
Let 0 < T ∗ < ∞ be the maximum time of existence of strong solution (ρ, u, θ) to (2.2.1)-
(2.2.3). Namely, (ρ, u, θ) is a strong solution to (2.2.1)-(2.2.3) in R3 × [0, T ] for any 0 <
T < T ∗, but not a strong solution in R3 × [0, T ∗]. We shall prove Theorem 2.2.2 by using a
contradiction argument. Suppose that (2.2.5) were false, i.e.
M := lim sup
tրT ∗
(‖ρ(t)‖L∞ +
∫ t
0
‖ρθ(s)‖4
L
12
5
ds) <∞. (6.1)
The goal is to show that under the assumption (6.1), there is a bound C > 0 depending only
on M,ρ0, u0, θ0, µ, λ, κ, and T
∗ such that
sup
0≤t<T ∗
‖θ(t)‖L∞ ≤ C. (6.2)
With (6.2) and (6.1), we showed in our previous paper [43] that T ∗ is not the maximum time,
which is the desired contradiction.
Throughout the rest of the section, we denote by C a generic constant depending only on
ρ0, u0, θ0, T
∗, M , λ, µ, κ. We denote by
A . B
if there exists a generic constant C such that A ≤ CB.
Lemma 6.1 Under the conditions of Theorem 2.2.2 and (6.1), it holds that
sup
0≤t≤T
∫
R3
ρ ≤ C, for any T ∈ [0, T ∗). (6.3)
Proof. Integrating (2.2.1)1 over R
3 × [0, t], for t < T ∗, and using the assumption ρ0 ∈ L1,
we get (6.3). ✷
Lemma 6.2 Under the conditions of Theorem 2.2.2 and (6.1), if 3µ > λ, it holds that
sup
0≤t≤T
∫
R3
ρ|u|4 +
∫ T
0
∫
R3
|u|2|∇u|2 dx ≤ C, (6.4)
for any T ∈ (0, T ∗).
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Proof. The detailed proof of Lemma 6.2 could be found in [43], which might be slightly
modified. ✷
Lemma 6.3 Under the conditions of Theorem 2.2.2 and (6.1), it holds that for any T ∈
[0, T ∗)
sup
0≤t≤T
∫
R3
(ρ|θ|2 + |∇u|2) dx+
∫ T
0
∫
R3
(|∇θ|2 + ρ|ut|2) dxdt ≤ C. (6.5)
Proof. Multiplying (2.2.1)2 by ut, and integrating by parts over R
3, we have∫
R3
ρ|ut|2 + 1
2
d
dt
∫
R3
(
µ|∇u|2 + (µ+ λ)|divu|2)
=
d
dt
∫
R3
Pdivu− 1
2(2µ + λ)
d
dt
∫
R3
P 2 − 1
2µ+ λ
∫
R3
PtG−
∫
R3
ρu · ∇u · ut
=
4∑
i=1
V V IIi,
(6.6)
where G = (2µ+ λ)divu− P .
Recalling P = ρθ, we obtain from (2.2.1)1 and (2.2.1)3
Pt = −div(Pu)− ρθdivu+ µ
(∇u+ (∇u)′) : ∇u+ λdivudivu+∆θ. (6.7)
Substituting (6.7) into V V II3, and using integration by parts and Ho¨lder inequality, we have
V V II3 =− 1
2µ + λ
∫
R3
Pu · ∇G+ 1
2µ + λ
∫
R3
ρθdivuG
+
µ
2µ + λ
∫
R3
(∇u+ (∇u)′) : (∇G⊗ u) + λ
2µ + λ
∫
R3
divuu · ∇G
+
1
2µ + λ
∫
R3
(
µ∆u+ (µ+ λ)∇divu) · uG+ 1
2µ+ λ
∫
R3
∇θ · ∇G
≤ C‖ρuθ‖L2‖∇G‖L2 +
1
2µ+ λ
∫
R3
ρθdivuG+ C‖∇G‖L2
∥∥u|∇u|∥∥
L2
+ C‖∇G‖L2‖∇θ‖L2 +
1
2µ+ λ
∫
R3
(
µ∆u+ (µ+ λ)∇divu) · uG.
(6.8)
Substituting (2.2.1)2 into (6.8), and using Sobolev inequality, (6.1) and integration by parts,
we have
V V II3 ≤C‖∇G‖L2
(
‖ρuθ‖L2 +
∥∥u|∇u|∥∥
L2
+ ‖∇θ‖L2
)
+
1
2µ + λ
∫
R3
ρut · uG
+
1
2µ+ λ
∫
R3
ρu · ∇u · uG− 1
2µ + λ
∫
R3
Pu · ∇G
≤C‖∇G‖L2
(
‖ρuθ‖L2 +
∥∥u|∇u|∥∥
L2
+ ‖∇θ‖L2
)
+
1
6
∫
R3
ρ|ut|2
+ C
∫
R3
ρ|u|2|G|2 + C
∥∥u|∇u|∥∥2
L2
≤C‖∇G‖L2
(
‖ρuθ‖L2 +
∥∥u|∇u|∥∥
L2
+ ‖∇θ‖L2
)
+
1
6
∫
R3
ρ|ut|2
+ C
∫
R3
|u|2|∇u|2 +C
∫
R3
ρ|u|2|ρθ|2.
(6.9)
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Taking div on both side of (2.2.1)2, we get
∆G = div(ρut + ρu · ∇u). (6.10)
By (6.10) and the standard L2-estimates together with (6.1), we get
‖∇G‖L2 . ‖ρut‖L2 + ‖ρu · ∇u‖L2 . ‖
√
ρut‖L2 +
∥∥|u||∇u|∥∥
L2
. (6.11)
Substituting (6.11) into (6.9), and using Cauchy inequality, we have
V V II3 ≤C‖ρuθ‖2L2 + C
∥∥u|∇u|∥∥2
L2
+ C‖∇θ‖2L2 +
1
3
∫
R3
ρ|ut|2. (6.12)
For the first term of the right hand side of (6.12), using Ho¨lder inequality, Sobolev inequality
and Cauchy inequality, we have
‖ρuθ‖2L2 ≤
∥∥|u|2∥∥
L6
‖ρθ‖2
L
12
5
≤ C∥∥u|∇u|∥∥
L2
‖ρθ‖2
L
12
5
≤C∥∥u|∇u|∥∥2
L2
+ C‖ρθ‖4
L
12
5
.
(6.13)
Substituting (6.13) into (6.12), we have
V V II3 ≤C‖ρθ‖4
L
12
5
+ C
∥∥u|∇u|∥∥2
L2
+ C‖∇θ‖2L2 +
1
3
∫
R3
ρ|ut|2. (6.14)
For V V II4, using Cauchy inequality and (6.1), we have
V V II4 ≤1
6
∫
R3
ρ|ut|2 + C
∫
R3
|u|2|∇u|2. (6.15)
Putting (6.14) and (6.15) into (6.6), and integrating it over [0, t], for t < T ∗, we have∫ t
0
∫
R3
ρ|ut|2 +
∫
R3
(
µ|∇u|2 + (µ + λ)|divu|2)
≤2
∫
R3
Pdivu+ C
∫ t
0
‖∇θ‖2L2 + C
≤(µ+ λ)
∫
R3
|divu|2 + C( ∫
R3
ρθ2 +
∫ t
0
∫
R3
|∇θ|2)+ C,
where we have used Cauchy inequality, (6.1) and (6.4). Therefore,∫ t
0
∫
R3
ρ|ut|2 +
∫
R3
|∇u|2 ≤ C( ∫
R3
ρθ2 +
∫ t
0
∫
R3
|∇θ|2)+ C. (6.16)
Multiplying (2.2.1)3 by θ and integrating by parts over R
3, we have∫
R3
|∇θ|2 + 1
2
d
dt
∫
R3
ρ|θ|2
=−
∫
R3
ρθ2divu+
∫
R3
µ
2
|∇u+ (∇u)′|2θ +
∫
R3
λ|divu|2θ
=
3∑
i=1
V V IIIi,
(6.17)
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For V V III2 and V V III3, we have
V V III2 + V V III3 =
∫
R3
µ
(∇u+ (∇u)′) : ∇uθ + ∫
R3
λ|divu|2θ
=−
∫
R3
µ(△u+∇divu) · uθ −
∫
R3
µ
(∇u+ (∇u)′) : (∇θ ⊗ u)
−
∫
R3
λu · ∇divuθ −
∫
R3
λdivuu · ∇θ
=−
∫
R3
(ρut + ρu · ∇u+∇P ) · uθ −
∫
R3
µ
(∇u+ (∇u)′) : (∇θ ⊗ u)
−
∫
R3
λdivuu · ∇θ
=−
∫
R3
ρut · uθ −
∫
R3
ρ(u · ∇)u · uθ +
∫
R3
ρθ2divu+
∫
R3
ρθu · ∇θ
−
∫
R3
µ
(∇u+ (∇u)′) : (∇θ ⊗ u)− ∫
R3
λdivuu · ∇θ,
(6.18)
where we have used integration by parts and (2.2.1)2.
Using Ho¨lder inequality, Cauchy inequality, (6.1) and (6.4), we have
V V III2 + V V III3
≤‖√ρut‖L2‖ 4
√
ρu‖L4‖ 4
√
ρθ‖L4 +
∥∥u|∇u|∥∥
L2
‖ρu‖L3‖θ‖L6 +
∫
R3
ρθ2divu
+ ‖∇θ‖L2‖
√
ρu‖L4‖
√
ρθ‖L4 + C
∥∥u|∇u|∥∥
L2
‖∇θ‖L2
≤C‖√ρut‖L2‖ 4
√
ρθ‖L4 +
1
2
‖∇θ‖2L2 + C
∥∥u|∇u|∥∥2
L2
+
∫
R3
ρθ2divu+C‖√ρθ‖2L4 .
(6.19)
Substituting (6.19) into (6.17), we have∫
R3
|∇θ|2 + d
dt
∫
R3
ρ|θ|2 ≤ C‖√ρut‖L2‖ 4
√
ρθ‖L4 +C
∥∥u|∇u|∥∥2
L2
+ C‖√ρθ‖2L4 . (6.20)
Integrating (6.20) over [0, t] (t < T ∗), and using (6.4), we have∫ t
0
∫
R3
|∇θ|2 +
∫
R3
ρ|θ|2 ≤ C
∫ t
0
‖√ρut‖L2‖ 4
√
ρθ‖L4 + C
∫ t
0
‖√ρθ‖2L4 + C. (6.21)
Multiplying (6.21) by 2C, and adding the resulting inequality into (6.16), we have∫ t
0
∫
R3
ρ|ut|2 +
∫
R3
|∇u|2 +
∫ t
0
∫
R3
|∇θ|2 +
∫
R3
ρ|θ|2
.
∫ t
0
‖√ρut‖L2‖ 4
√
ρθ‖L4 +
∫ t
0
‖√ρθ‖2L4 + 1
≤1
2
∫ t
0
∫
R3
ρ|ut|2 + C
∫ t
0
‖√ρθ‖
1
2
L2
‖ 6√ρθ‖
3
2
L6
+C
≤1
2
∫ t
0
∫
R3
ρ|ut|2 + 1
2
∫ t
0
∫
R3
|∇θ|2 + C
∫ t
0
∫
R3
ρ|θ|2 + C,
where we have used Young inequality, Ho¨lder inequality, Sobolev inequality and (6.1). This,
together with Gronwall inequality, gives (6.5). ✷
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Lemma 6.4 Under the conditions of Theorem 2.2.2 and (6.1), it holds that for any t ∈
(0, T ∗) ∫
R3
(|∇θ|2 + ρ|u˙|2) +
∫ t
0
∫
R3
(ρ|θ˙|2 + |∇u˙|2) ≤ C. (6.22)
Proof. By [43] (see (4.35) therein), we accurately have
1
2
d
dt
∫
R3
ρ|u˙|2 +
∫
R3
(
µ|∇u˙|2 + (µ+ λ)|div u˙|2)
=
∫
R3
(Ptdiv u˙+ u⊗∇P : ∇u˙) + µ
∫
R3
(
div (∆u⊗ u)−∆(u · ∇u)
)
· u˙
+(µ + λ)
∫
R3
(
div (∇divu⊗ u)−∇div (u · ∇u)
)
· u˙ =
3∑
i=1
V V IVi.
(6.23)
For V V IV1, using (2.2.1)1, integration by parts, (6.1) and Ho¨lder inequality, we have
V V IV1 =
∫
R3
(
(ρθ)tdiv u˙− ρθ(∇u)t : ∇u˙− ρθu · ∇div u˙
)
=
∫
R3
(
ρθ˙div u˙− ρθ(∇u)t : ∇u˙
)
.‖√ρθ˙‖L2‖∇u˙‖L2 + ‖ 4
√
ρθ‖L4‖∇u‖L4‖∇u˙‖L2 .
(6.24)
For V V IV2 and V V IV3, by [43] (see (4.37) and (4.38) therein), we have we have
V V IV2 + V V IV3 . ‖∇u˙‖L2‖∇u‖2L4 . (6.25)
Substituting (6.24) and (6.25) into (6.23), and using Cauchy inequality and (6.1), we have
1
2
d
dt
∫
R3
ρ|u˙|2 +
∫
R3
(
µ|∇u˙|2 + (µ+ λ)|div u˙|2) ≤ µ
2
‖∇u˙‖2L2 + C‖
√
ρθ˙‖2L2 + C‖ 4
√
ρθ‖4L4 + C‖∇u‖4L4 .
Integrating this inequality over [0, t] for t ∈ (0, T ∗), and using (6.1), (6.3), Ho¨lder inequality
and Sobolev inequality, we have∫
R3
ρ|u˙|2 +
∫ t
0
∫
R3
|∇u˙|2 ≤ C
∫ t
0
‖√ρθ˙‖2L2 + C
∫ t
0
(‖∇u‖4L4 + ‖∇θ‖4L2) . (6.26)
The next step is to get some estimates for θ. We rewrite (2.2.1)3 as follows:
ρθ˙ + ρθdivu =
µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2 +∆θ. (6.27)
Multiplying (6.27) by θ˙ and integrating by parts over R3, we have∫
R3
ρ|θ˙|2 + 1
2
d
dt
∫
R3
|∇θ|2
=−
∫
R3
ρθdivuθ˙ +
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θt
+
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2)u · ∇θ + ∫
R3
∆θu · ∇θ
=
4∑
i=1
V V Vi.
(6.28)
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For V V V1, using Ho¨lder inequality, (6.1) and Cauchy inequality, we have
V V V1 ≤ C‖√ρθ˙‖L2‖∇u‖L4‖ρ
1
4 θ‖L4 ≤
1
8
‖√ρθ˙‖2L2 + C‖∇u‖4L4 + C‖∇θ‖4L2 . (6.29)
For V V V2, we have
V V V2 =
d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ − µ ∫
R3
(∇u+ (∇u)′) : (∇ut + (∇ut)′) θ
− 2λ
∫
R3
divudivutθ
=
d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ − µ ∫
R3
(∇u+ (∇u)′) : (∇u˙+ (∇u˙)′) θ
+ µ
∫
R3
(∇u+ (∇u)′) : (∇u · ∇u+ (∇u · ∇u)′) θ
+ µ
∫
R3
(∇u+ (∇u)′) · (u · ∇) (∇u+ (∇u)′) θ − 2λ∫
R3
divudivu˙θ
+ 2λ
∫
R3
divu(∇u)′ : ∇uθ + 2λ
∫
R3
u · ∇divudivuθ.
Using integration by parts, we have
V V V2 =
d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ − µ ∫
R3
(∇u+ (∇u)′) : (∇u˙+ (∇u˙)′) θ
+ µ
∫
R3
(∇u+ (∇u)′) : (∇u · ∇u+ (∇u · ∇u)′) θ − µ ∫
R3
|∇u+ (∇u)′|2
2
divuθ
− µ
∫
R3
|∇u+ (∇u)′|2
2
u · ∇θ − 2λ
∫
R3
divudivu˙θ + 2λ
∫
R3
divu(∇u)′ : ∇uθ
− λ
∫
R3
(divu)3θ − λ
∫
R3
|divu|2u · ∇θ
=
9∑
i=1
V V V2,i.
(6.30)
For V V V2,2 and V V V2,6, using Ho¨lder inequality, Sobolev inequality, we have
V V V2,2 + V V V2,6 . ‖∇u˙‖L2‖∇u‖L3‖θ‖L6 . ‖∇u˙‖L2‖∇u‖L3‖∇θ‖L2 . (6.31)
Since ∇u = ∇∆−1 (∇divu−∇× curlu), we apply Calderon-Zygmund inequality to get
‖∇u‖L3 .‖curlu‖L3 + ‖divu‖L3 . (6.32)
Taking curl on both sides of (2.2.1)2, we have
µ∆(curlu) = curl(ρu˙). (6.33)
By (6.33), the L2-estimates of the elliptic equations and (6.1), we have
‖∇curlu‖L2 . ‖ρu˙‖L2 . ‖
√
ρu˙‖L2 . (6.34)
By (6.10), (6.32) and (6.34), together with Sobolev inequality, we have
‖∇u‖L3 .‖curlu‖L3 + ‖G‖L3 + ‖ρθ‖L3 . ‖curlu‖H1 + ‖G‖H1 + ‖ρ‖L6‖θ‖L6
.‖curlu‖L2 + ‖divu‖L2 + ‖∇(curlu)‖L2 + ‖∇G‖L2 + ‖∇θ‖L2
.‖∇(curlu)‖L2 + ‖∇G‖L2 + ‖∇θ‖L2 + 1
.‖√ρu˙‖L2 + ‖∇θ‖L2 + 1,
(6.35)
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where we have used (6.1), (6.3) and (6.5). Substituting (6.35) into (6.31) and using Young
inequality, we obtain
V V V2,2 + V V V2,6 . ‖∇u˙‖L2 (‖
√
ρu˙‖L2 + ‖∇θ‖L2 + 1) ‖∇θ‖L2 . (6.36)
For V V V2,3, V V V2,4, V V V2,7 and V V V2,8, using Ho¨lder inequality, Sobolev inequality and
Calderon-Zygmund inequality, we have
V V V2,3 + V V V2,4 + V V V2,7 + V V V2,8
.
∫
R3
|∇u|3|θ| . ‖∇u‖3
L
18
5
‖θ‖L6 . ‖∇u‖3
L
18
5
‖∇θ‖L2
.‖curlu‖3
L
18
5
‖∇θ‖L2 + ‖divu‖3
L
18
5
‖∇θ‖L2
.‖curlu‖3
L
18
5
‖∇θ‖L2 + ‖G‖3
L
18
5
‖∇θ‖L2 + ‖ρθ‖3
L
18
5
‖∇θ‖L2 .
(6.37)
Using Ho¨lder inequality again, together with (6.1), (6.3), Sobolev inequality, Gagliardo-
Nirenberg inequality, (6.5), (6.10) and (6.34), we get
V V V2,3 + V V V2,4 + V V V2,7 + V V V2,8
.‖curlu‖L2‖∇curlu‖2L2‖∇θ‖L2 + ‖G‖L2‖∇G‖2L2‖∇θ‖L2 + ‖ρ‖3L9‖θ‖3L6‖∇θ‖L2
.‖√ρu˙‖2L2‖∇θ‖L2 + ‖∇θ‖4L2 .
(6.38)
For V V V2,5 and V V V2,9, using Ho¨lder inequality, Cauchy inequality, Sobolev inequality,
Gagliardo-Nirenberg inequality and (6.5), we have
V V V2,5 + V V V2,9 .
∫
R3
|∇u|2|u||∇θ| . ‖∇u‖2L4‖u‖L6‖∇θ‖L3
.‖∇u‖4L4 + ‖∇u‖2L2‖∇θ‖L2‖∇2θ‖L2
≤C‖∇u‖4L4 + C‖∇θ‖L2‖∇2θ‖L2 .
(6.39)
From the standard elliptic estimates and (6.27), we have
‖∇2θ‖L2 .‖ρθ˙‖L2 + ‖ρθdivu‖L2 + ‖∇u‖2L4
.‖√ρθ˙‖L2 + ‖ρ‖L12‖θ‖L6‖∇u‖L4 + ‖∇u‖2L4
≤C‖√ρθ˙‖L2 + C‖∇u‖2L4 + C‖∇θ‖2L2 ,
(6.40)
where we have used Ho¨lder inequality, (6.1), (6.3), Sobolev inequality and Cauchy inequality.
Substituting (6.40) into (6.39), and using Cauchy inequality, we have
V V V2,5 + V V V2,9 ≤ 1
8
‖√ρθ˙‖2L2 + C‖∇u‖4L4 + C‖∇θ‖4L2 + C. (6.41)
Substituting (6.36), (6.38) and (6.41) into (6.30), and using Cauchy inequality, we have
V V V2 ≤ d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ
+ C‖∇u˙‖L2 (‖
√
ρu˙‖L2 + ‖∇θ‖L2 + 1) ‖∇θ‖L2 + C‖
√
ρu˙‖2L2‖∇θ‖L2
+ C‖∇θ‖4L2 +
1
8
‖√ρθ˙‖2L2 + C‖∇u‖4L4 + C.
(6.42)
For V V V3, using (6.39) and (6.41), we have
V V V3 .
∫
R3
|∇u|2|u||∇θ| ≤ 1
8
‖√ρθ˙‖2L2 + C‖∇u‖4L4 + C‖∇θ‖4L2 + C. (6.43)
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For V V V4, using Ho¨lder inequality, Sobolev inequality, Gagliardo-Nirenberg inequality, (6.5),
(6.40) and Young inequality, we have
V V V4 .‖∆θ‖L2‖u‖L6‖∇θ‖L3 . ‖∆θ‖L2‖∇u‖L2‖∇θ‖
1
2
L2
‖∇2θ‖
1
2
L2
.‖∇θ‖
1
2
L2
‖∇2θ‖
3
2
L2
≤ 1
8
‖√ρθ˙‖2L2 + C‖∇θ‖4L2 +C‖∇u‖4L4 +C.
(6.44)
Putting (6.29), (6.42), (6.43) and (6.44) into (6.28), integrating the resulting inequality over
[0, t] for t ∈ (0, T ∗), and using Cauchy inequality, (6.1), (6.4) and (6.5), we have∫ t
0
∫
R3
ρ|θ˙|2 +
∫
R3
|∇θ|2 ≤C
∫ t
0
‖∇u‖4L4 + C
∫
R3
|∇u|2|θ|+ ε
∫ t
0
‖∇u˙‖2L2
+ Cε
∫ t
0
(‖√ρu˙‖2L2 + ‖∇θ‖2L2 + 1) ‖∇θ‖2L2 + C. (6.45)
For the second term of the right hand side of (6.45), we have
C
∫
R3
|∇u|2|θ| .‖∇u‖2
L
12
5
‖θ‖L6 . ‖curlu‖2
L
12
5
‖∇θ‖L2 + ‖divu‖2
L
12
5
‖∇θ‖L2
.
(
‖curlu‖
3
2
L2
‖∇curlu‖
1
2
L2
+ ‖G‖
3
2
L2
‖∇G‖
1
2
L2
)
‖∇θ‖L2 + ‖ρθ‖2
L
12
5
‖∇θ‖L2
.‖√ρu˙‖
1
2
L2
‖∇θ‖L2 + ‖ρθ‖
3
2
L2
‖ρθ‖
1
2
L6
‖∇θ‖L2
.‖√ρu˙‖
1
2
L2
‖∇θ‖L2 + ‖∇θ‖
3
2
L2
≤ 1
2
‖∇θ‖2L2 + C‖
√
ρu˙‖L2 + C,
(6.46)
where we have used Ho¨lder inequality, Calderon-Zygmund inequality, Gagliardo-Nirenberg
inequality, (6.1), (6.5), (6.10), (6.34), Sobolev inequality and Young inequality. Substituting
(6.46) into (6.45), we have∫ t
0
∫
R3
ρ|θ˙|2 +
∫
R3
|∇θ|2 ≤C
∫ t
0
‖∇u‖4L4 + C‖
√
ρu˙‖L2 + ε
∫ t
0
‖∇u˙‖2L2
+ Cε
∫ t
0
(‖√ρu˙‖2L2 + ‖∇θ‖2L2 + 1) ‖∇θ‖2L2 + C. (6.47)
Multiplying (6.47) by 2C and adding the resulting inequality into (6.26), we have
C
∫ t
0
∫
R3
ρ|θ˙|2 + 2C
∫
R3
|∇θ|2 +
∫
R3
ρ|u˙|2 +
∫ t
0
∫
R3
|∇u˙|2
≤2C2
∫ t
0
‖∇u‖4L4 + 2C2‖
√
ρu˙‖L2 + 2εC
∫ t
0
‖∇u˙‖2L2
+ 2CCε
∫ t
0
(‖√ρu˙‖2L2 + ‖∇θ‖2L2 + 1) ‖∇θ‖2L2 + 2C2.
Taking ε sufficiently small, together with Cauchy inequality, we have∫
R3
(|∇θ|2 + ρ|u˙|2) +
∫ t
0
∫
R3
(ρ|θ˙|2 + |∇u˙|2)
.
∫ t
0
‖∇u‖4L4 +
∫ t
0
(‖√ρu˙‖2L2 + ‖∇θ‖2L2 + 1) ‖∇θ‖2L2 + 1. (6.48)
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For the first term of the right hand side of (6.48), similar to (6.35), we have∫ t
0
‖∇u‖4L4 .
∫ t
0
‖curlu‖4L4 +
∫ t
0
‖G‖4L4 +
∫ t
0
‖∇θ‖4L2
.
∫ t
0
‖curlu‖L2‖∇curlu‖3L2 +
∫ t
0
‖G‖L2‖∇G‖3L2 +
∫ t
0
‖∇θ‖4L2
.
∫ t
0
‖√ρu˙‖3L2 +
∫ t
0
‖∇θ‖4L2 .
(6.49)
By (6.48), (6.49) and Cauchy inequality, we have∫
R3
(|∇θ|2 + ρ|u˙|2) +
∫ t
0
∫
R3
(ρ|θ˙|2 + |∇u˙|2)
.
∫ t
0
‖√ρu˙‖3L2 +
∫ t
0
(‖√ρu˙‖2L2 + ‖∇θ‖2L2 + 1) ‖∇θ‖2L2 + 1
.
∫ t
0
(‖√ρu˙‖2L2 + ‖∇θ‖2L2 + 1) (‖∇θ‖2L2 + ‖√ρu˙‖2L2)+ 1.
(6.50)
By (6.1), (6.4), (6.5), we have ∫ t
0
(‖√ρu˙‖2L2 + ‖∇θ‖2L2) ≤ C,
for any t ∈ (0, T ∗). This, together with (6.50) and Gronwall inequality, deduces (6.22). ✷
Corollary 6.5 Under the conditions of Theorem 2.2.2 and (6.1), it holds that for any T ∈
(0, T ∗)
sup
0≤t≤T
(‖∇G‖L2 + ‖∇curlu‖L2 + ‖∇u‖L6 + ‖u‖L∞) +
∫ T
0
∫
R3
|∇2θ|2 ≤ C. (6.51)
Proof. The detailed proof of the lemma could be found in [43] (see Corollary 4.5 therein).
✷
Lemma 6.6 Under the conditions of Theorem 2.2.2 and (6.1), it holds that for any t ∈
(0, T ∗) ∫
R3
ρ|θt|2 +
∫ t
0
∫
R3
|∇θt|2 ≤ C. (6.52)
Proof. By [43], we have
1
2
d
dt
∫
R3
ρ|θt|2 +
∫
R3
|∇θt|2
=−
∫
R3
ρt
(
θt
2
+ u · ∇θ + θdivu
)
θt −
∫
R3
ρ(ut · ∇θ + u · ∇θt + θtdivu)θt
−
∫
R3
ρθdivutθt + µ
∫
R3
(∇u+ (∇u)′) : (∇ut + (∇ut)′) θt + 2λ∫
R3
divudivutθt
=
5∑
i=1
V V V Ii,
(6.53)
51
and
V V V I1 =−
∫
R3
ρu · ∇θt
(
θt
2
+ u · ∇θ + θdivu
)
−
∫
R3
ρu · ∇θt
2
θt
−
∫
R3
ρu · (∇(u · ∇)θ + u · ∇∇θ) θt −
∫
R3
ρu · (∇θdivu+ θ∇divu) θt
=
4∑
i=1
V V V I1,i.
(6.54)
For V V V I1,1, we have
V V V I1,1 ≤ 1
24
‖∇θt‖2L2 + C‖
√
ρθt‖2L2 + C‖∇θ‖2L2 +C‖ 4
√
ρθ‖2L4‖∇u‖2L4
≤ 1
24
∫
R3
|∇θt|2 + C
∫
R3
ρ|θt|2 + C,
(6.55)
where we have used Cauchy inequality, (6.1), (6.5), (6.22) and (6.51).
For V V V I1,2, using Cauchy inequality, (6.1) and (6.51) again, we have
V V V I1,2 ≤ 1
24
∫
R3
|∇θt|2 + C
∫
R3
ρ|θt|2. (6.56)
For V V V I1,3, by [43] (see (4.65) therein), we have
V V V I1,3 .
∫
R3
ρ|θt|2 +
∫
R3
|∇2θ|2 + 1. (6.57)
For V V V I1,4, integrating by parts, we have
V V V I1,4 =−
∫
R3
ρu · ∇θdivuθt − 1
2µ + λ
∫
R3
ρθu · ∇Gθt − 1
2µ+ λ
∫
R3
ρθu · ∇(ρθ)θt
=−
∫
R3
ρu · ∇θdivuθt − 1
2µ + λ
∫
R3
ρθu · ∇Gθt
+
1
2(2µ + λ)
∫
R3
ρ2θ2u · ∇θt + 1
2(2µ + λ)
∫
R3
ρ2θ2divuθt.
(6.58)
Furthermore, we can get
V V V I1,4 .‖√ρθt‖L2‖∇u‖L6‖∇θ‖L3 + ‖∇G‖L2‖θt‖L6‖θ‖L6‖ρ‖L6
+ ‖θ‖2L6‖ρ‖2L12‖∇θt‖L2 + ‖∇u‖L3‖θt‖L6‖θ‖2L6‖ρ‖2L12
≤ 1
24
‖∇θt‖2L2 + C‖∇2θ‖2L2 +C‖
√
ρθt‖2L2 + C,
(6.59)
where we have used Ho¨lder inequality, Sobolev inequality, (6.1), (6.3), (6.5), (6.22), (6.51)
and Cauchy inequality. Substituting (6.55), (6.56), (6.57) and (6.59) into (6.54), we have
V V V I1 ≤1
8
∫
R3
|∇θt|2 + C
∫
R3
ρ|θt|2 + C
∫
R3
|∇2θ|2 + C. (6.60)
For V V V I2,
V V V I2 =−
∫
R3
ρu˙ · ∇θθt +
∫
R3
ρ(u · ∇)u · ∇θθt −
∫
R3
ρu · ∇θtθt −
∫
R3
ρ|θt|2divu
.‖√ρu˙‖L2‖θt‖L6‖∇θ‖L3 + ‖
√
ρθt‖L2‖∇u‖L6‖∇θ‖L3 + ‖
√
ρθt‖L2‖∇θt‖L2
+ ‖√ρθt‖L2‖θt‖L6‖∇u‖L3
≤1
8
∫
R3
|∇θt|2 + C
∫
R3
ρ|θt|2 +C
∫
R3
|∇2θ|2 + C,
(6.61)
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where we have used Ho¨lder inequality, Sobolev inequality, (6.1), (6.5), (6.22) and (6.51).
For V V V I3, integrating by parts, we have
V V V I3 =−
∫
R3
ρθdivu˙θt +
∫
R3
ρθdiv(u · ∇u)θt
=−
∫
R3
ρθdivu˙θt +
∫
R3
ρθ∇u : (∇u)′θt +
∫
R3
ρθu · ∇divuθt
=−
∫
R3
ρθdivu˙θt +
∫
R3
ρθ∇u : (∇u)′θt + 1
2µ+ λ
∫
R3
ρθu · ∇Gθt
− 1
2µ + λ
∫
R3
ρ2
2
θ2divuθt − 1
2µ+ λ
∫
R3
ρ2
2
θ2u · ∇θt.
(6.62)
Furthermore, using Ho¨lder inequality, Sobolev inequality, (6.1), (6.3), (6.5), (6.22), (6.51)
and Young inequality, we have
V V V I3 .‖∇u˙‖L2‖θt‖L6‖θ‖L6‖ρ‖L6 + ‖
√
ρθ‖L2‖∇u‖2L6‖θt‖L6
+ ‖∇G‖L2‖θt‖L6‖θ‖L6‖ρ‖L6 + ‖∇u‖L3‖θt‖L6‖θ‖2L6‖ρ‖2L12
+ ‖θ‖2L6‖ρ‖2L12‖∇θt‖L2
≤1
8
‖∇θt‖2L2 + C‖∇u˙‖2L2 + C.
(6.63)
Similar to V V V2, for V V V I4 and V V V I5, we deduce
V V V I4 + V V V I5 ≤C‖∇u˙‖L2‖∇u‖L3‖θt‖L6 + C
∫
R3
|∇u|3|θt|+ C
∫
R3
|∇u|4 + 1
16
∫
R3
|∇θt|2
≤C‖∇u˙‖L2‖∇θt‖L2 + C‖∇u‖3
L
18
5
‖∇θt‖L2 +
1
16
∫
R3
|∇θt|2 + C
≤1
8
∫
R3
|∇θt|2 +C
∫
R3
|∇u˙|2 + C,
(6.64)
where we have used Ho¨lder inequality, integration by parts, Cauchy inequality, (6.5), (6.51),
the interpolation inequality and Sobolev inequality.
Putting (6.60), (6.61), (6.63) and (6.64) into (6.53), we have
d
dt
∫
R3
ρ|θt|2 +
∫
R3
|∇θt|2 ≤C
∫
R3
ρ|θt|2 + C
∫
R3
(|∇u˙|2 + |∇2θ|2) + C. (6.65)
By (6.65), (6.22), (6.51) and Gronwall inequality, we complete the proof of Lemma 6.6. ✷
Corollary 6.7 Under the conditions of Theorem 2.2.2 and (6.1), it holds that for any t ∈
(0, T ∗) ∫
R3
|∇2θ|2 ≤ C. (6.66)
Proof. It follows from (2.2.1)3, (6.1), (6.3), (6.5), (6.22), (6.51), (6.52) and the interpolation
inequality that
‖∇2θ‖L2 .‖ρθt‖L2 + ‖ρu · ∇θ‖L2 + ‖ρθdivu‖L2 + ‖∇u‖2L4
.‖√ρθt‖L2 + ‖∇θ‖L2 + ‖ρ‖L6‖θ‖L6‖divu‖L6 + 1
≤C.
✷
By (6.22), (6.66) and Sobolev inequality, we get the following corollary which is the desired
one, i.e., (6.2).
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Corollary 6.8 Under the conditions of Theorem 2.2.2 and (6.1), it holds that for any t ∈
(0, T ∗)
‖θ‖L∞(0,t;L∞) ≤ C. (6.67)
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