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Wa¨hrend traditionelle Medieninhaltsanalysen eine etablierte Methode in der empiri-
schen Sozialforschung darstellen, so werden sie doch selten mit analytischen Verfahren
zur Verarbeitung großer Dokumentenkollektionen kombiniert (Blei u. a., 2003), die Auf-
schluss u¨ber latente inhaltliche Schwerpunkte einzelner Nachrichtenportale sowie deren
relative Themenverteilung liefern ko¨nnen.
Im Vordergrund der Forschungsarbeiten stand daher die technische Realisierung eines
automatisierten Verfahrens, das als Instrument zur Beobachtung der massenmedialen
Agenda im Web dient. Zu diesem Zweck musste eine eigene Infrastruktur entwickelt
werden, welche die Medienbeobachtung verschiedener Kana¨le (u.a. “BILD”, “Spiegel”,
“Junge Freiheit”) mo¨glich machte. Im Fokus steht hierbei die Entwicklung von drei
Kernelementen des Monitoring-Instruments, die fu¨r die Archivierung, die Aufbereitung
und schließlich die inhaltliche Analyse der Artikel aus den RSS-Kana¨len der einzelnen
Nachrichtenportale zusta¨ndig sind.
Neben dem o.g. Verfahren zur Aufdeckung latenter Themenkomplexe mithilfe des
sogenannten LDA Topic Modellings bieten die in strukturierter Form vorliegenden
Artikel aus dem Dokumentenkorpus ein breites Spektrum an weiteren Anwendungs-
mo¨glichkeiten. So wird das mittels Frequenzanalysen ermittelte Aufkommen von The-
men in der massenmedialen Agenda ferner mit Umfragedaten12 kombiniert, die zu-
ku¨nftig Aufschluss u¨ber die o¨ffentliche Meinungsbildung zu den in den Medien vor-
kommenden Themen liefern ko¨nnen.
Insbesondere die Forschungsergebnisse der LDA-Analyse zeigen, dass die relative The-
menverteilung der entsprechenden Nachrichtenportale auf einen Blick dargestellt wer-
den kann; somit leisten die erzielten Ergebnisse einen Beitrag, ein tieferes Versta¨ndnis
von komplexen sozialwissenschaftlichen Zusammenha¨ngen, wie in diesem Fall der Agen-
da eines massenmedialen Akteurs, zu erlangen und diese mithilfe entsprechender Vi-






Im Rahmen meiner Ta¨tigkeit als studentische Hilfskraft bei GESIS – Leibniz-Institut
fu¨r Sozialwissenschaften habe ich unter der Leitung von Dr. Sebastian Stier bei der
Durchfu¨hrung eines Forschungsprojekts mitgewirkt. Ziel des Projekts ist es, sowohl
das Aufkommen als auch die Aufbereitungsweise bestimmter Themen in den traditio-
nellen Medien u¨ber einen bisher unbestimmten Zeitraum zu analysieren; anschließend
dienen die zuvor erhobenen Daten dazu, Zusammenha¨nge zwischen der Frequenz des
Aufkommens von Themen in den massenmedialen Medien und den parallel erfassten
Umfrageergebnissen des ALLBUS (Allgemeine Bevo¨lkerungsumfrage der Sozialwissen-
schaften) und des ISSP (International Social Survey Programme) zu erkennen.
Technisch wird die Medienbeobachtung auf Basis eines Web Scrapings realisiert. Dabei
wird zuna¨chst ein repra¨sentatives Sample aus RSS-Kana¨len der traditionellen Medi-
enagenturen ausgewa¨hlt, das das gesamte politische Spektrum bestmo¨glich abbildet.
Die Liste der einzelnen RSS-Feeds, die jeweils einen Artikel bzw. Beitrag darstellen,
wird daraufhin mithilfe des Web Scrapers in zuvor definierten Zeitintervallen auf neu
verfu¨gbare Links u¨berpru¨ft. Wurde der mit dieser per Suchmuster extrahierten URL
assoziierte Artikel nicht schon zuvor archiviert, wird dieser automatisiert als HTML-
Datei heruntergeladen.
Zum Zweck der weiteren Analyse mu¨ssen die bis dato in HTML ausgezeichneten In-
formationen (bspw. Titel, Textinhalt, Zeitstempel, eingebettete Tweets) der einzelnen
Artikel maschinenlesbar gemacht werden. Dabei werden die beno¨tigten Daten mithilfe
einer Kombination aus CSS-Selektoren und regula¨ren Ausdru¨cken aus der HTML-
Datei geparsed, in ein homogenes Data Frame u¨berfu¨hrt und ko¨nnen schließlich in
einer MySQL-Datenbank hinterlegt werden. Die nun in strukturierter Form vorliegen-
den Artikel bilden somit den Korpus fu¨r die weitere inhaltliche Analyse.
In einem na¨chsten Schritt wird die Ha¨ufigkeit der in den Artikeln behandelten The-
men ermittelt. Dies ermo¨glicht es, das Aufkommen von Themen in den traditionellen
Medien mit den politischen Einstellungen der befragten Personen der sozialwissen-
schaftlichen Umfragen ALLBUS und ISSP zu vergleichen.
Obwohl es sich bei der allgemeinen Bevo¨lkerungsumfrage ALLBUS um eine Quer-
schnittstudie handelt, deren repra¨sentative Stichprobe lediglich alle zwei Jahre zufa¨llig
ausgewa¨hlt wird, erstreckt sich der Zeitraum der Datenerhebung u¨ber mehrere Wo-
chen bis Monate. Das ist zum einen mit der schieren Gro¨ße der Stichprobe begru¨ndet
und zum anderen darauf zuru¨ckzufu¨hren, dass die Befragung im Rahmen eines ca.
einstu¨ndigen Interviews durchgefu¨hrt wird. Dadurch, dass die Umfrageergebnisse des
ALLBUS u¨ber eine la¨ngere Zeitspanne hinweg erfasst werden, ko¨nnen Frequenzanaly-
sen auch auf dieser sta¨ndig aktuellen Datenbasis wiederholt durchgefu¨hrt werden. Auf
diese Weise ist es daru¨ber hinaus realisierbar, Wechselwirkungen zwischen aufkommen-
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den Themen der traditionellen Medien und den Antworten der befragten Personen auch
im zeitlichen Verlauf mittels weiterer visueller Aufbereitung der Daten in R zu veran-
schaulichen.
Neben statistischen Auswertungen wie der o.g. Frequenzanalyse, die das Aufkom-
men von Termen anhand einer Keywordliste erfasst, oder einer Bestimmung der n-
ha¨ufigsten Terme (generell sowie gruppiert nach Medienagentur), sind zudem auch
weitere komplexere Verfahren fu¨r tiefgreifendere Analysen vorgesehen. Die in struktu-
rierter Form vorliegenden Informationen aus dem Dokumentenkorpus bieten dabei ein
breites Spektrum an Anwendungsmo¨glichkeiten, wobei anzumerken ist, dass die inhalt-
liche Analyse nicht vollsta¨ndig innerhalb der Bearbeitungsdauer dieser Bachelorarbeit
realisierbar ist.
Unter anderem ermo¨glicht die Auswertung zu erfassen, welche Themen bzw. Terme die
unterschiedlichen Medienagenturen Artikeln zuweisen, die denselben im Dokument ein-
gebetteten Tweet zum Thema haben. Dies ko¨nnte Aufschluss daru¨ber geben, inwiefern
ein bestimmter Tweet von verschiedenen Akteuren gedeutet bzw. selektiv wahrgenom-
men wird.
Ferner kann mittels Einsatzes eines Algorithmus (Blei u. a., 2003) auf Ebene der Nach-
richtenportale ermittelt werden, welchen relativen Anteil die vom Verfahren definierten
Themenfelder haben. In diesem Fall kann festgestellt werden, mit welchen Termen die
Kernthemen der Umfragen ALLBUS und ISSP von den jeweiligen Akteuren assoziiert
werden. Auf diese Weise werden Einblicke in die Art der Aufbereitung von Themen
der Medienagenturen gegeben.
1.2 Begru¨ndung des Forschungsdesigns
Angesichts der Tatsache, dass es sich bei dieser Forschungsarbeit um ein a¨ußerst vieldi-
mensionales Projekt handelt, ist es notwendig, die interdisziplina¨ren Zusammenha¨nge
na¨her zu betrachten. So ist es im Hinblick auf die Beweggru¨nde des Projekts unabla¨ssig,
sowohl auf die politik- als auch sozialwissenschaftlichen Hintergru¨nde einzugehen. Be-
sonders hervorzuheben sind hierbei die Theorien des “Agenda Settings”, das auf das
Setzen konkreter Themenschwerpunkte der O¨ffentlichkeit abzielt, als auch des “Fra-
mings” bestimmter Themen in den Medien. Die Einarbeitung in dieses fu¨r das Projekt
essentielle Grundlagenwissen soll verdeutlichen, warum gerade dieser methodische An-
satz fu¨r das Forschungsprojekt gewa¨hlt wurde und ferner aufzeigen, welche Motivation
sich hinter der Zielsetzung des Projekts verbirgt.
In Vorbereitung auf die technische Umsetzung des Projekts muss in einem na¨chsten
Schritt zuna¨chst fundiert begru¨ndet werden, welche Methode zur Extraktion der rele-
vanten Informationen aus den einzelnen Zeitungsartikeln in Frage kommt und zudem
fu¨r den konkreten Anwendungsfall der Medienbeobachtung sinnvoll ist. So fu¨hrte die
intensive Auseinandersetzung mit dem aktuellsten Stand der Technik in diesem sich
rasant entwickelnden Forschungsfeld zu einer breiten Auswahl an unterschiedlichen
Lo¨sungsansa¨tzen. Diese galt es unter Beru¨cksichtigung der spezifischen Anforderun-
gen an die Qualita¨t der zu erhebenden Forschungsdaten kritisch zu hinterfragen und




Allein die Auseinandersetzung mit allen o.g. Aspekten war letztendlich zielfu¨hrend und
leistete damit einen wesentlichen Beitrag zum Erfolg des Forschungsprojekts bei.
1.2.1 Politikwissenschaftliche Begru¨ndung
Bereits seit Mitte des letzten Jahrhunderts sind sowohl Politik- als auch Sozialwis-
senschaftler daran interessiert, ein tieferes Versta¨ndnis fu¨r die komplexen Dynamiken
der o¨ffentlichen Wahrnehmung sowie der politischen Meinungsbildung zu erlangen.
Joseph T. Klapper untersuchte schon im Jahr 1960 die Auswirkungen von (Massen-
)Medienexposition auf die perso¨nliche Meinungsbildung der Rezipienten und kam bei
der Auswertung seiner Studie zu einem Ergebnis, das die moderne Meinungsforschung
nachhaltig pra¨gen sollte. Nach Analyse seiner Forschungsdaten kam er zu der Erkennt-
nis, dass die Meinungen der Rezipienten zu bestimmten in den Massenmedien kom-
munizierten Themen nur marginal beeinflusst werden. So kam es nur in den seltensten
Fa¨llen dazu, dass Rezipienten in Folge der Medienexposition ihre Meinung zu den
entsprechenden Themen stark vera¨ndert bzw. sogar komplett gewechselt hatten. Er
merkte jedoch auch an, dass bereits vorher existierende Meinungen durch die soge-
nannte persuasive Massenkommunikation versta¨rkt werden und diese besonders dann
ihre Wirkung entfaltet, wenn der Rezipient vor Einflussnahme der Medien noch keine
Einstellung zum kommunizierten Thema hatte (Klapper, 1960, S.278).
Cohen fasste die o.g. Erkenntnisse 1963 anschaulich in seinem Werk zusammen:
“The press may not be successful much of the time in telling people what
to think, but it is stunningly successful in telling its readers what to think
about.” - Bernhard C. Cohen (Cohen, 1963)
McCombs und Shaw entwickelten 1972 unter Einbezug von Cohens Theorie ein zen-
trales Konzept, das einen weiteren Meilenstein auf dem Weg zur modernen Medien-
wirkungsforschung darstellt - die sogenannte Thematisierungs- bzw. Agenda-Setting-
Theorie. Ausgangspunkt ist hierbei Cohens grundlegende Schlussfolgerung, dass Mas-
senmedien zwar kaum einen Einfluss darauf haben, welche Einstellung Rezipienten
zu einem Thema haben, allerdings eine bedeutsame Einwirkung, u¨ber welche The-
men sie sich u¨berhaupt Gedanken machen. Um ihre Theorie zu belegen, werteten
McCombs und Shaw im Zuge des US-Pra¨sidentschaftswahlkampfs 1968 aus, welche
Themenschwerpunkte von den Massenmedien inhaltlich gesetzt wurden, und welchen
Einfluss dies auf die Agenda der O¨ffentlichkeit hat. Auch wenn die Forschungsmethode
nicht ohne Kritik blieb, so spricht das Ergebnis - eine hohe positive Korrelation von
mehr als 90 Prozent - fu¨r sich (McCombs u. Shaw, 1972, S. 176). Seitdem wurde das
Thema in diversen Studien und Vero¨ffentlichungen aufgegriffen, wobei bei den meisten
lediglich marginale Anpassungen, wie etwa die Beschra¨nkung auf ein bestimmtes Pu-
blikum oder ein Medium, vorgenommen wurden. Andere wiederum gingen der Frage
der kausalen Richtung nach (Russell Neuman u. a., 2014, S. 194). Dazu beobachte-
ten sie die Agenda der traditionellen Medien und die der O¨ffentlichkeit parallel u¨ber
einen la¨ngeren Zeitraum. Dies ermo¨glichte es ihnen, anhand des zeitlich verzo¨gerten
Effekts zu bestimmen, welcher Akteur mit welchem Erfolg welches Thema auf die
jeweilige Agenda des anderen gesetzt hatte. So fu¨hrten bspw. Brosius und Kepplin-
ger im Zeitraum des Jahres 1986 eine La¨ngstschnittstudie durch, um die o¨ffentliche
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Wahrnehmung wo¨chentlich anhand von 16 vorher definierten Themen zu erfassen. Die
Ergebnisse aus ihrer Umfrage verglichen sie daraufhin mit den parallel erfassten Send-
einhalten der gro¨ßten deutschen Fernsehsender. Dabei stellten sie fest, dass die Abde-
ckung von Themen im Fernsehen vor allem bei vier stark vertretenden Themen (z.B.
Verteidigungspolitik) zu einer Beeinflussung der o¨ffentlichen Wahrnehmung fu¨hrte. In
entgegengesetzter Richtung wurden immerhin drei Themengebiete (z.B. Rente) ausge-
macht, die zu einer vermehrten Ausstrahlung von entsprechenden Inhalten der gro¨ßten
deutschen Fernsehprogramme fu¨hrten (Brosius u. Kepplinger, 1990).
Aufgrund der stetig wachsenden Verbreitung digitaler Medien in der modernen Infor-
mationsgesellschaft wird die Ermittlung von Ursache und Wirkung zunehmend komple-
xer. U¨ber Social-Media-Plattformen und Blogs ist es heutzutage mo¨glich, seine eigene
Meinung zu einem o¨ffentlichen Diskurs in Sekundenschnelle mitzuteilen oder aber ei-
ne neue Diskussion auf Knopfdruck aufkeimen zu lassen. Angesichts dieser Tatsache
erschwert es auf der einen Seite die Dynamiken der o¨ffentlichen Wahrnehmung im
Hinblick auf deren kausale Richtung korrekt zu erfassen und in einem Modell zu ver-
anschaulichen; auf der anderen Seite bietet die immense Anzahl digital vorliegender
Daten gleichzeitig auch Chancen, bestehende Theorien der Medienwirkungsforschung
anhand von automatisierten Analyseverfahren (“Big Data”) auf die Probe zu stellen
und diese gegebenenfalls um neue Aspekte zu erweitern (Russell Neuman u. a., 2014,
S. 194-195).
Im Hinblick auf deren Einfluss auf die o¨ffentliche Wahrnehmung ordnet Neuman Social-
Media-Beitra¨gen und Blogs eine vergleichsweise untergeordnete, wenn auch stetig wach-
sende Rolle zu. Dies begru¨ndet er insbesondere dadurch, dass Nutzer der Social-Media-
Plattformen demographisch (noch) nicht repra¨sentativ sind und dass Beitra¨ge von Nut-
zern dieser Kana¨le aufgrund der dort vorherrschenden expressiven Gespra¨chskultur
beeinflusst sein ko¨nnten. Aufgrund des immensen Ausmaßes an ta¨glich produzierten
Beitra¨gen in den sozialen Medien, misst er ihnen trotz des hohen Anteils an belanglo-
sen Inhalten einen essentiellen Beitrag zur politischen Diskussion in der O¨ffentlichkeit
bei. Gerade im Hinblick auf die aktuelle #MeToo-Debatte wird deutlich, dass Mul-
tiplikatoren wie Journalisten, Politiker oder Personen des o¨ffentlichen Lebens aktiv
Social-Media und insbesondere Twitter nutzen, um ihrerseits Einfluss auf o¨ffentliche
Diskussionen zu nehmen. 2010 zeigte Chadwick mit seiner Studie zur “Bullygate”-
Affa¨re auf, welche weitreichenden Effekte zielgerichtete Kampagnen solcher Multipli-
katoren auf die massenmediale Agenda zur Folge haben (Chadwick, 2011). Damals wur-
de dem amtierenden Premierminister Gordon Brown kurz vor einem entscheidenden
Wahlkampf vorgeworfen, er habe Mitarbeiter und Kollegen in seinem Bu¨ro psychisch
und physisch misshandelt. Chadwick konnte anhand einer umfa¨nglichen Medienbeob-
achtung festhalten, welche vielfa¨ltigen Wechselwirkungen sich daraufhin zwischen der
massenmedialen und der Agenda der O¨ffentlichkeit ergeben haben.
Den traditionellen Medien, speziell den Onlineauftritten der ehemalig vorherrschen-
den Print- und Massenmedien, wird aber weiterhin signifikante Rolle beim Setzen von
Themen in der o¨ffentlichen Agenda zugeschrieben (Russell Neuman u. a., 2014, S. 196)
und stu¨tzt seine These dabei auf die Auswertungen Hindmans zu diesem Thema, das




Um ein tieferes Versta¨ndnis fu¨r die Dynamiken der o¨ffentlichen Wahrnehmung zu
erlangen, wertete Neuman 2014 die Agenda sowohl der traditionellen als auch sozia-
len Medien ta¨glich u¨ber einen la¨ngeren Zeitraum anhand von 29 vorher definierten
Themen aus. Dabei nahm er an, dass die in den sozialen Medien und Blogs vertrete-
nen Einstellungen gro¨ßtenteils denen der o¨ffentlichen Wahrnehmung entsprechen. Nach
Evaluation seiner Ergebnisse kam Neuman zu der Erkenntnis, dass die Beeinflussung
der Agenda nicht wie vorher angenommen entweder in einer Richtung von den tradi-
tionellen Medien zu den sozialen Medien verla¨uft und umgekehrt, sondern dass diese
in einer sta¨ndigen Wechselwirkung zueinander stehen (Russell Neuman u. a., 2014, S.
210).
Im Laufe der Zeit wurde die Thematisierungstheorie sta¨ndig weiterentwickelt und
schließlich durch das sogenannte Framing, das Neuman als zweite Ebene des Agenda-
Settings (Second-Level-Agenda-Setting) betrachtet, erga¨nzt (Russell Neuman u. a.,
2014, S. 196-197). In seiner Definition von 1993 beschreibt Entman das Framing als
eine Aufbereitungsweise von Themen, um eine bestimmte selektive Wahrnehmung zu
diesem Sachverhalt seitens der Rezipienten zu begu¨nstigen. Rezipienten sollen dabei
eine urspru¨nglich komplexe Information aus einer bestimmten kausalen oder morali-
schen Perspektive wahrnehmen (Entman, 1993).
In der Folge wurden weitere Studien durchgefu¨hrt, die die nachhaltige Wirkung des
Framings einzelner Themen auf die o¨ffentliche Wahrnehmung zum Gegenstand ih-
rer Untersuchung hatten. So konnten Druckman und Nelson 2003 anhand einer Ge-
genu¨berstellung im zeitlichen Verlauf beobachten, dass der Effekt eines solchen Fra-
mings meist nur von kurzer Dauer ist und damit langfristig betrachtet kaum von der
urspru¨nglichen eigenen Einstellung zu den entsprechenden Themen abwich (Druckman
u. Nelson, 2003).
Relevanz fu¨r das Projekt
Die o.g. Erkenntnisse dienen uns im Hinblick auf das Projekt als Basis fu¨r das im weite-
ren Verlauf angewandte Forschungsdesign. Die vorangegangenen Forschungen machen
deutlich, wie bedeutend das Sammeln von Daten u¨ber einen la¨ngeren Zeitraum fu¨r
die anschließende Analyse etwaiger Wechselwirkungen ist. Zu diesem Zweck werden
sowohl die traditionellen Medien als auch die Umfrageergebnisse u¨ber einen la¨ngeren
Zeitraum bis zum Abschluss der Feldarbeiten des ALLBUS erfasst. Ferner ist bei der
Wahl der Forschungsmethode zu beachten, dass die Agenda der traditionellen Medien
bzw. der O¨ffentlichkeit auch tatsa¨chlich anhand der erfassten Daten und vorher de-
finierten Themen auszumachen ist. Zwar stellt die Wahl von in Onlineauftritten der
traditionellen Medien publizierten Artikeln keine bedeutende Abweichung zu voran-
gegangenen Methoden dar, wohl aber der Vergleich eben dieser Ergebnisse mit den
Umfrageergebnissen des ALLBUS. Das ist vor allem damit zu begru¨nden, dass die
Ergebnisse zum einen u¨ber einen la¨ngeren Zeitraum erhoben werden und zudem Ein-
stellungen zu bestimmten Themen explizit abfragt werden. Die wa¨hrend der Umfrage
erfassten Themen ko¨nnen somit mit den aktuellen Diskussionen in den traditionellen
Medien verknu¨pft werden.
Diese Verfahren bzw. auch komplexere Verfahren wie das Latent Dirichlet Allocati-
on Topic Modelling lassen zwar keine genaueren Ru¨ckschlu¨sse auf das Framing von
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Themen durch die unterschiedlichen Medienagenturen zu, da anhand dieser Methode
nicht erfasst werden kann, ob ein Thema bzw. Term entweder positiv oder negativ
besetzt ist; das Verfahren kann aber dennoch Hinweise darauf geben, mit welchen Ter-
men das jeweilige Nachrichtenportal bestimmte Themen assoziiert. Zusa¨tzlich lassen
sich solche Verfahren auch auf in Artikel eingebettete Tweets anwenden, um besser
verstehen zu ko¨nnen, mit welchen Themen die diversen traditionellen Medien ein und
denselben Tweet in Verbindung bringen. Zu diesem Zweck werden die IDs der ent-
sprechenden Twitter-Beitra¨ge aus den einzelnen Artikeln extrahiert. In einem darauf
folgenden Schritt kann daraufhin ermittelt werden, welche Terme die einzelnen Nach-
richtenportale mit den jeweiligen Tweets assoziieren.
1.2.2 Begru¨ndung der technischen Methode
Zu Beginn der Forschungsarbeiten musste zuna¨chst ero¨rtert werden, welche Methoden
fu¨r die Erstellung des Dokumentenkorpus in Betracht gezogen werden ko¨nnen. Dabei
war das vorrangige Ziel, folgende Informationen mo¨glichst umfassend aus den einzel-
nen Nachrichtenbeitra¨gen zu extrahieren: Den eigentlichen Text, den einleitenden Text
bzw. Teaser, die U¨berschrift, das Datum, welcher Kategorie der Artikel zuzuordnen ist,
ob es sich um einen zahlungspflichtigen Beitrag (z.B. BILDplus, Welt+) handelt und
ob bzw. welche Tweets in den Artikel eingebettet wurden.
Unter Beru¨cksichtigung dieser Anforderungen stellte sich heraus, dass das Auslesen der
Informationen aus den entsprechenden RSS-Kana¨len nicht den o.g. Kriterien gerecht
wird, da die geforderten Informationen in diesem Format nicht fu¨r alle Nachrichten-
portale in vollem Umfang vorliegen. Ferner wurde es auf Nachfrage nicht gestattet,
Artikel u¨ber eine API der jeweiligen Nachrichtenagenturen entgegenzunehmen. Dies
hatte zur Folge, dass ein direkter Zugriff auf die meist kostenpflichtigen Datenbanken
nicht mo¨glich war. Zur Erfassung aller relevanten Metadaten aus den Artikeln war es
daher notwendig, die Informationen den urspru¨nglichen Websites der jeweiligen Portale
zu entnehmen.
State of the Art
Aus diesem Grund wurde zuna¨chst eine Recherche durchgefu¨hrt, die Aufschluss u¨ber
die aktuellsten Methoden und Entwicklungen in diesem Forschungsfeld gab. Fu¨r das
Extrahieren von Informationen aus dem Internet (web data extraction) gibt es dabei
ein breites Spektrum an Lo¨sungsansa¨tzen, die von einfachen Frameworks zum Scrapen
von Inhalten aus Websites, u¨ber semi-automatische Web Crawler bis hin zu Gesamtpa-
keten reichen, die praktisch ohne gro¨ßere Konfiguration seitens des Nutzers einsetzbar
sind.
Nennenswert ist insbesondere das 2017 erschienene Python-Tool “news-please”. Es
wurde eigens dafu¨r konzipiert, Nachrichtenartikel fu¨r spa¨tere Anwendungszwecke in
strukturierter Form abzuspeichern. Hierzu vereint es zwei grundlegende Komponen-
ten.
Einerseits einen Web Crawler, der entweder vorher definierte RSS-Kana¨le auf neu
erschienene Artikel hin analysiert oder ebenfalls vorher festgelegte URLs der Nach-
richtenagenturen direkt crawlt. In diesem Zusammenhang ist außerdem zu erwa¨hnen,
6
1 Einleitung
dass der Crawler Websites auch rekursiv durchlaufen kann, demnach auch eigensta¨ndig
internen Links folgt und dabei gegebenenfalls auch die in der Sitemap enthaltene In-
formation zur Struktur der Website nutzt (Hamborg u. a., 2017).
Andererseits kombiniert news-please aktuelle Tools, um die im HTML-Format vorlie-
genden Informationen aus den Dokumenten zu extrahieren. Es vereint dabei die bereits
zuvor umfangreichen Funktionen der Pakete “newspaper” (Ou-Yang, 2013) sowie “rea-
dability” (Baburov, 2010) und erweitert diese mit zusa¨tzlichen Tools wie bspw. einem
auf regula¨ren Ausdru¨cken basierenden Bundle zum Extrahieren von Datumsangaben
(Geva, 2016).
Insgesamt stellt news-please damit ein einfach zu bedienendes Komplettpaket dar,
das die Sta¨rken aller bisher verfu¨gbaren Extraktoren in sich vereint und zudem das
Crawlen der Artikel u¨bernimmt. Bei genauerer Betrachtung der im Forschungsbericht
genannten Gesamtperformance ist der Einsatz eines solchen Tools allerdings nicht mit
den Anforderungen an die Qualita¨t der fu¨r das Projekt beno¨tigten Forschungsdaten
vereinbar.
Wa¨hrend 82% des Titels und 76% des Teasers u¨berwiegend vollsta¨ndig erfasst wur-
den, so bricht die Performance beim Extrahieren des Datums (70%) und des Textes
(62%) erheblich ein Hamborg u. a. (2017). Gerade im Hinblick auf die erst im zeit-
lichen Verlauf identifizierbaren Dynamiken des Agenda Settings sind solche Evalua-
tionswerte nicht zweckdienlich, da aufgrund der fehlenden Datumsinformationen ein
unvollsta¨ndiges Gesamtbild entsteht. Anzumerken ist außerdem, dass die meisten dort
extrahierten Inhalte aus englischsprachigen Quellen (15 von 20) stammen; die Ergebnis-
se lassen sich folglich nicht auf ein rein deutschsprachiges Sample von Onlineauftritten
der Nachrichtenportale u¨bertragen, da die entsprechenden Extraktoren newspaper und
readability prima¨r auf englischsprachige Quellen spezialisiert sind und daher auf dieser
Dokumentenbasis performanter operieren. Des Weiteren lassen sich mit den vorgefer-
tigten Einstellungen von news-please nicht alle fu¨r das Projekt geforderten Metadaten
(wie bspw. eingebettete Tweets) erfassen. So werden auf dem Nachrichtenportal der
ARD Tweets erst angezeigt, sobald eine Besta¨tigung der Datenschutzrichtlinie seitens
des Nutzers erfolgt ist.
Neben news-please gibt es noch weitere fu¨r das Projekt interessante Lo¨sungsansa¨tze zur
Generierung von verwertbaren Forschungsdaten aus Nachrichtenbeitra¨gen, die eben-
falls aus einer Kombination aus Web Crawler und Extraktor bestehen.
Das Tool “Web Scraper” (Wang u. a., 2009) basiert dabei auf einem semi-automatischen
Web Crawler zum Extrahieren von Onlineinhalten. Dabei wird der relevante Content
zuna¨chst manuell unter Verwendung eines Google Chrome Add-ons vom Nutzer inner-
halb des Browsers markiert, sodass der Crawler daraufhin jede Seite dieser Domain
automatisch nach den zuvor markierten DOM-Objekten crawlen kann. Ferner ist es
mithilfe des Add-ons mo¨glich, eigene Sitemaps der Website zu definieren, die dem
Crawler vorgeben, wie er auf der entsprechenden Seite navigieren soll. Anschließend
kann der Inhalt u¨ber einen cloud-basierten Web Crawler extrahiert und als CSV-Datei
ausgegeben werden. Im Prinzip stellt das Tool Web Scraper eine beinahe optimale
Lo¨sung dar, da die gewu¨nschten Informationen wie bspw. U¨berschrift und Text u¨ber
die zuvor markierten HTML-Tags extrahiert und separat in einer CSV-Datei abgespei-
chert werden ko¨nnen. Außerdem la¨sst sich eine auf jedes einzelne Nachrichtenportal
individuelle Sitemap erstellen. Ein entscheidender Nachteil dieses Verfahrens ist, dass
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sich manche Metadaten wie bspw. das Erstellungsdatum des Dokuments nicht in jedem
Fall u¨ber die GUI des Browsers markieren lassen, da sie zwar im Quelltext der Seite
vorhanden, nicht aber fu¨r den Nutzer sichtbar sind. Weiterhin haben erste Versuche
mit dem Chrome Add-on im Rahmen des Projekts gezeigt, dass die Markierungen
in einigen Fa¨llen zu systemischen Fehlerfassungen fu¨hrten. Dies ist vor allem darauf
zuru¨ckzufu¨hren, dass die Struktur eines Artikels desselben Nachrichtenportals so stark
voneinander abweichen kann, dass die Markierungen zwar die Struktur eines bestimm-
ten Artikeltyps korrekt erfassen, es aber bei abweichenden Strukturen zu Fehlinterpre-
tationen seitens des Extraktors gefu¨hrt hat.
Des Weiteren gibt es mehrere Lo¨sungsansa¨tze, die sich mit der Differenzierung von
wesentlichen und unwesentlichen Inhalten befassen. Ein Beispiel fu¨r eine solche Heran-
gehensweise stellt “Boilerpipe” (Kohlschu¨tter u. a., 2010) dar. Urspru¨nglich basierend
auf der Programmiersprache Java, bietet es heutzutage auch Wrapper zur Nutzung in
Python und R (boilerpipeR). Es nutzt unter anderem Konzepte des Machine Learnings,
um den eigentlichen Content einer Webseite von u¨berschu¨ssigen Inhalten zu trennen.
Die Entscheidungen, ob es sich bei einem DOM-Element tatsa¨chlich um einen rele-
vanten Inhalt einer Webseite handelt, basieren dabei auf sogenannten SVMs (support
vector machines) und Entscheidungsba¨umen, die die Relevanz auf Grundlage von Fak-
toren wie Textdichte, linguistischen Eigenschaften des Textinhaltes sowie strukturellen
Beschaffenheiten (Na¨he zu anderen Elementen etc.) des DOM-Elements einordnen.
Einen vergleichbaren Ansatz bietet das Tool “Web2Text” (Vogels u. a., 2018). Un-
wesentliche Inhalte werden hier mithilfe eines sogenannten HMM (Hidden-Markov-
Model) vom relevanten Inhalt getrennt. Das HMM ist ein probabilistisches Modell, das
unter anderem beim maschinellen Lernen angewandt wird. Dabei werden bestimmte
Eigenschaften von DOM-Elementen (bspw. Position im Quellcode/zu anderen Elemen-
ten, Anzahl Stoppworte, Art des HTML-Tags) mit den Eigenschaften anderer DOM-
Objekte innerhalb des Dokuments verglichen und daraufhin die Wahrscheinlichkeit
errechnet, ob es sich bei diesem Element um relevanten Inhalt handelt. Zur Verbesse-
rung der Prognose wird das Verfahren mittels eines neuronalen Netzes trainiert.
Beide Ansa¨tze, sowohl “Boilerpipe” als auch “Web2Text”, wu¨rden die Archivierung der
Artikel prinzipiell komfortabler gestalten, da unwesentliche Bestandteile der HTML-
Dateien durch Anwendung dieser beiden Verfahren herausgefiltert werden wu¨rden.
Ein Problem stellt aber auch in diesem Fall das ungewollte Filtern von essentiellen
Informationen dar; so ko¨nnten Metadaten wie die Datumsangaben von den jeweiligen
Algorithmen nicht als relevanter Bestandteil der Artikel erkannt werden. Die Funkti-
onsweise des Tools Boilerpipe la¨sst sich auf der dazugeho¨rigen Website explorieren1.
Zur Veranschaulichung des Problems ist in Abbildung 1.1 der Quelltext eines kurz zu-
vor publizierten WELT-Artikels zu sehen. Neben dem sichtbaren Text “Stand: 15:06”
des Elements “time” sind innerhalb des Attributs “datetime” relevante Informationen
hinsichtlich des Publikationsdatums enthalten, die auch nach la¨ngerer Archivierung
des Dokuments (wie bspw. zur Visualisierung des zeitlichen Verlaufs) weiterhin von
Nutzen sind.
La¨sst man nun den relevanten Inhalt des o.g. Artikels u¨ber das Tool Boilerpipe von




Abbildung 1.1: Datumsinformation im Quelltext eines Artikels vor (links) und nach
(rechts) Extraktion der Inhalte durch Boilerpipe
baren Text des Elements. Weiterhin sind die Informationen nunmehr ohne jegliche
semantische Auszeichnung vorliegend; sie lassen sich daher nicht mehr ohne weiteres
durch CSS bzw. XPath selektieren. Dies ha¨tte zur Folge, dass die urspru¨nglich enthal-
tenen relevanten Informationen nicht mehr aus dem nun inhaltsreduzierten Dokument
zu entnehmen sind. A¨hnlich verha¨lt es sich auch mit den im Artikel thematisierten
Tweets; diese werden in einigen Fa¨llen nicht korrekt erkannt, da sie oftmals in einer
speziellen standardisierten Form in der HTML-Struktur eingebettet sind.
Ein weiteres, speziell fu¨r den Anwendungsfall der Web Data Extraction geschaffe-
nes Tool, stellt die auf XPath basierende Extraktionssprache “OXPath” (Furche u. a.,
2013) dar. Die leicht versta¨ndliche Syntax bietet dabei auch Personen ohne bereits
vorhandene Programmierkenntnisse die Gelegenheit, mit nur wenigen Zeilen Code
einen funktionsfa¨higen Web Crawler zu entwerfen. So war es in einem vorangegan-
genen Projekt mo¨glich, selbst Personen ohne nennenswerte Vorkenntnisse in der zu-
grundeliegenden XML-Technologie binnen weniger Stunden einzuarbeiten, sodass diese
anschließend eigensta¨ndig Metadaten aus digitalen Bibliotheken extrahieren konnten
(Neumann u. a., 2017). Des Weiteren bietet OXPath - selbst beim Crawlen großer
Kollektionen - eine vergleichsweise hohe Performance hinsichtlich der Belegung des
Arbeitsspeichers, da jedes Dokument nacheinander verarbeitet wird. In einem weite-
ren Projekt konnte somit der bestehende GIRT4-Dokumentenkorpus mit Metadaten
aus dem sozialwissenschaftlichen Fachportal Sowiport angereichert werden (Schaer u.
Neumann, 2017).
Fu¨r das Projekt ist insbesondere die von OXPath simulierte Interaktion mit einzel-
nen Elementen von Webseiten (wie bspw. das Klicken von Buttons) interessant, da
es somit auch fu¨r die Extraktion dynamischer Seiteninhalte geeignet ist. Eine solche
Vorgehensweise wu¨rde unter anderem die Extraktion von mehrseitigen Artikeln er-
leichtern. Allerdings erfordert die Extraktion von dynamischen Inhalten ein vorheriges
Rendering der gesamten Webseite; dies schla¨gt sich wiederum in einer eher modera-
ten Bearbeitungsdauer nieder. Ferner ko¨nnte die automatisierte Nutzung dynamischer
Inhalte auf den Webseiten der Nachrichtenportale IP-Sperrungen zur Folge haben.
OXPath bietet zwar auch hier die Gelegenheit, eine Nutzung durch den Menschen mit
integrierten Befehlen (Wartezeit zwischen Aktionen etc.) vorzuta¨uschen; dies wu¨rde
aber den Prozess des Web Crawlings weiter verlangsamen.
Schließlich bieten Frameworks wie scrapy fu¨r Python als auch analog rvest (Wickham,
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2016) fu¨r die Programmiersprache R die Mo¨glichkeit, mittels bereits vordefinierter
Funktionen relevante Inhalte manuell aus den jeweiligen Artikeln zu extrahieren. Die
in diesem Fall angewandte Technik des sogenannten Web Scrapings zielt darauf ab,
Webseiten zuna¨chst als Dokument abzuspeichern und die gesuchte Information in ei-
nem darauf folgenden Schritt aus diesem zu extrahieren. Der wesentliche Unterschied
zum Web Crawling besteht also darin, dass das Dokument zuna¨chst in vollem Umfang
heruntergeladen wird. Einerseits hat dies den Vorteil, dass sa¨mtliche Informationen
auch fu¨r spa¨tere Analysezwecke vorliegen; andererseits hat dies aber auch den Nachteil,
dass viele weniger relevante Inhalte der Webseite im Zuge des Prozesses mit archiviert
werden.
Zwar kostet das Programmieren eines individuell auf den Anwendungsfall zugeschnit-
tenen Web Scrapers viele Ressourcen und ein gewisses Maß an Know-how, allerdings
hat diese Form der Extraktion von relevanten Informationen auch das Potenzial, die
im Vergleich zu den oben diskutierten Lo¨sungsansa¨tzen besten Evaluationsergebnisse
zu erzielen. Angesichts der Tatsache, dass das vorrangige Ziel des Forschungsprojekts
die Gewinnung mo¨glichst vollsta¨ndiger Forschungsdaten fu¨r die weiteren inhaltlichen
Analysen ist, fiel die Entscheidung schließlich auf die Programmierung eines Web Scra-
pers.
1.3 Rechtliche und ethische Aspekte
Schließlich muss die Methodik der Forschungsarbeit auch juristisch betrachtet werden,
um bereits im Vorfeld zu evaluieren, ob die Realisierung des Projekts mit geltendem
Recht konform ist. Diesbezu¨glich wurde im Vorhinein eine Rechtsrecherche unter Ein-
bezug von juristischen Kommentaren des Datenbankhosts Beck Online durchgefu¨hrt,
die ausschlaggebende Informationen hinsichtlich der praktischen Umsetzbarkeit eines
solchen wissenschaftlichen Projekts zu Tage fo¨rderte.
Durchfu¨hrung der Rechtsrecherche
Durch die fortschreitende Entwicklung moderner Verfahren zur Erhebung- und Ana-
lyse großer Datenmengen (Big Data) aus dem Internet steht der Gesetzgeber vor einer
besonderen Herausforderung. Auf der einen Seite verspricht der Einsatz solcher Techno-
logien ungeahnte Mo¨glichkeiten fu¨r Unternehmen und Forschungsinstitutionen, da mit-
tels Data Mining sowie statistischer Verfahren bisher verborgene Muster bzw. Korrela-
tionen in aggregierten Datenkollektionen aufgedeckt werden ko¨nnen. Auf der anderen
Seite stehen die Interessen der privilegierten Institutionen und Rechteinhaber, die der
Vervielfa¨ltigung, der kostenfreien Verwertung und der o¨ffentlichen Zuga¨nglichmachung
ihrer urheberrechtlich geschu¨tzten Werke zum Zweck der Datenauswertung kritisch
gegenu¨berstehen. Es gilt einen vertretbaren Kompromiss zu finden, der die Interessen
beider Parteien beru¨cksichtigt und zudem die bisher geltende Gesetzgebung an die
Anforderungen der modernen Informationsgesellschaft anpasst.
Aus diesem Grund verku¨ndete der Gesetzgeber das seit 01.03.2018 in Kraft getretene
UrhWissG (“Urheberrechts-Wissensgesellschafts-Gesetz”). Die Norm setzt dabei wei-
testgehend die in der europa¨ischen InfoSoc-Richtlinie (2001/29/EG) getroffenen Ver-
einbarungen zur Vereinheitlichung und Modernisierung des digitalen Urheberrechts
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in national geltendes Recht um. Zu diesem Zweck wurde unter anderem ein neuer
Unterabschnitt (“Gesetzlich erlaubte Nutzungen fu¨r Unterricht, Wissenschaft und In-
stitutionen”) in das deutsche UrhG (“Urheberrechtsgesetz”) aufgenommen. Dabei ist
anzumerken, dass das neue UrhWissG zuna¨chst auf fu¨nf Jahre befristet wurde, um die
Auswirkungen des Gesetzes nach einer 4-ja¨hrigen Testphase evaluieren zu ko¨nnen.
Bedeutung fu¨r das Projekt
Da bereits vor Beginn der eigentlichen Projektdurchfu¨hrung sichergestellt werden muss-
te, dass die wissenschaftliche Auswertung von urheberrechtlich geschu¨tzten Werken
sowie die Verwendung eines Web Scrapers zur automatisierten Archivierung rechts-
konform ist, war eine intensive Auseinandersetzung mit der aktuellen Gesetzesgebung
unvermeidbar. Diesbezu¨glich wurde eine Rechtsrecherche durchgefu¨hrt, die den Fokus
insbesondere auf zwei der im neuen Unterabschnitt 4 enthaltenen Schrankenbestim-
mungen §60c (“Wissenschaftliche Forschung”) und §60d (“Text und Data Mining”)
des UrhG legt.
Regelungstechnik
Bereits die Unterteilung der Schrankenbestimmungen in konkrete Anwendungsszena-
rien, etwa fu¨r Unterrichts- und Lehrmedien bzw. wissenschaftliche Forschung, la¨sst
darauf schließen, dass sich die Europa¨ische Kommission bei der Verabschiedung der
InfoSoc-Richtlinie (2001/29/EG) nicht am Fair-Use-Beispiel der US-amerikanischen
Gesetzgebung orientiert hat. Das Fair-Use-Prinzip zeichnet sich vor allem dadurch
aus, dass der Wortlaut des Gesetzestexts absichtlich vage und offen gehalten wird
und somit Raum fu¨r weitere Interpretationen bietet, um auf etwaige technologische
Vera¨nderungen ada¨quat reagieren zu ko¨nnen. Die europa¨ische Richtlinie sieht hinge-
gen keine allgemeingu¨ltige Klausel vor, sondern versucht vielmehr durch die Nennung
expliziter Tatbesta¨nde gro¨ßtmo¨gliche Rechtssicherheit fu¨r die jeweiligen Anwendungs-
felder zu gewa¨hrleisten (Schack, 2017, ZUM 2017, 805).
§60c Wissenschaftliche Forschung
Mit Inkrafttreten des UrhWissG wurde die Schrankenbestimmung §60c zugunsten nicht
kommerzieller wissenschaftlicher Forschung u¨berarbeitet. In erster Linie soll sie Wis-
senschaftlern dazu dienen, bis zu 15% eines urheberrechtlich geschu¨tzten Werks fu¨r
ihre Forschungsarbeit vervielfa¨ltigen bzw. o¨ffentlich zuga¨nglich machen zu ko¨nnen, oh-
ne vorher das Einversta¨ndnis des Rechteinhabers einzuholen (Gru¨bler, 2018, UrhG §
60c Rn. 1). Angesichts der Festlegung auf bis zu 15% des Umfangs eines Werks wird
abermals deutlich, dass der Gesetzgeber bestrebt war, die kontra¨ren Interessen der Ur-
heber und Forschungsinstitutionen bei der Gesetzgebung zu beru¨cksichtigen und ferner
beabsichtigt, mo¨glichst wenig Spielraum fu¨r Interpretationen des Gesetzestextes zuzu-
lassen, um somit ein Maximum an Rechtssicherheit zu gewa¨hrleisten. Daru¨ber hinaus
wird der Personenkreis, der fu¨r die Verbreitung und die o¨ffentliche Zuga¨nglichmachung
urheberrechtlich geschu¨tzter Werkteile in Frage kommt, explizit auf Personen begrenzt,
die die Werke fu¨r ihre eigene wissenschaftliche Forschung beno¨tigen (Gru¨bler, 2018, Ur-
hG § 60c Rn. 13-14).
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Zwar ra¨umt der Gesetzgeber mit der Schrankenbestimmung §60c UrhWissG grundle-
gende Privilegien fu¨r die wissenschaftliche Nutzung von Werken ein, fu¨r den konkreten
Anwendungsbereich des Forschungsprojekts bietet sie allerdings keine ausreichende
Rechtssicherheit. Dies ist vor allem der Tatsache geschuldet, dass der zur spa¨teren
inhaltlichen Analyse erforderliche Korpus eine vollsta¨ndige - wenngleich auch in struk-
turierter Form - archivierte Kopie der Gesamtheit aller bis zu diesem Zeitpunkt er-
schlossenen Artikel nachbilden soll. Da §60c jedoch nur zu einer Vervielfa¨ltigung von
bis zu 15% eines Werkes fu¨r Forschungszwecke berechtigt, deckt diese Norm nicht alle
rechtlichen Aspekte des Projekts ab.
§60d Text und Data Mining
Im Sinne des o¨ffentlichen Interesses und des immensen Forschungspotenzials, das mo-
derne Text- und Data Mining Verfahren erwarten lassen, hat der Gesetzgeber mit
§60d eine vo¨llig neue Wissenschaftsschranke in das UrhG aufgenommen. Diese Norm
berechtigt zur systematischen und automatisierten Vervielfa¨ltigung einer “Vielzahl von
Werken” zur Erstellung des Korpus, sofern diese fu¨r nicht kommerzielle wissenschaftli-
che Forschung verwendet werden (Dreier u. Schulze, 2018, UrhG § 60d Rn. 1). Zudem
ra¨umt der Gesetzgeber das Recht ein, Werke ohne vorherige Zustimmung des Rechte-
inhabers zu vervielfa¨ltigen (Dreier u. Schulze, 2018, UrhG § 60d Rn. 12).
Im Hinblick auf das Projekt ist hierbei anzumerken, dass beim Erstellen bzw. Her-
unterladen der einzelnen Werke darauf geachtet werden muss, den Zugang Dritter
zum Ursprungsmaterial nicht zu behindern (Dreier u. Schulze, 2018, UrhG § 60d Rn.
7). Weiterhin ist die Vervielfa¨ltigung von Werken nur dann fu¨r den Zweck der nicht-
kommerziellen Forschung schrankenprivilegiert, sofern es sich um nicht durch techni-
sche Maßnahmen geschu¨tzte Werke handelt und diese fu¨r Dritte o¨ffentlich zuga¨nglich
sind (Hagemeier, 2018, UrhG § 60d Rn. 13). Ferner erlaubt die Norm die o¨ffentliche
Zuga¨nglichmachung des Korpus zur gemeinsamen Forschungsarbeit. Fu¨r den Fall, dass
die Einhaltung wissenschaftlicher Standards u¨berpru¨ft wird, wie etwa bei einem Peer
Review-Verfahren, ist es außerdem zula¨ssig den Korpus Dritten zuga¨nglich zu machen
(Dreier u. Schulze, 2018, UrhG § 60d Rn. 8).
Neben den zahlreichen Privilegien, die die Forschungsinstitutionen durch die Schran-
kenbestimmung §60d genießen, legt ihnen der Gesetzgeber mit §60d Abs. 3 gleichzeitig
auch eine Lo¨schungspflicht auf. Unter einer Lo¨schung versteht der Gesetzgeber da-
bei die vollsta¨ndige Vernichtung des Korpus sowie aller Vervielfa¨ltigungsstu¨cke, die
wa¨hrend der Forschungsarbeiten erstellt wurden, nachdem das Forschungsziel erreicht
bzw. die Arbeiten daran offiziell fu¨r beendet erkla¨rt worden sind (Hagemeier, 2018,
UrhG § 60d Rn. 19). Die Tatsache, dass eine Vielzahl an Forschungsprojekten nicht
offiziell fu¨r beendet erkla¨rt werden, la¨sst daran zweifeln, inwiefern §60d Abs.3 in der
praktischen Umsetzung der Norm greift (Hoeren, 2018, IWRZ 2018, 120). Um eine
Umgehung von Abs.3 durch bspw. eine vage Definition der Forschungsziele zu ver-
meiden und damit zuku¨nftigen Rechtsstreitigkeiten zwischen den Rechteinhabern und
den beteiligten Forschungsinstitutionen zu verhindern, schlagen Ahlberg und Go¨tting
den Entwurf eines “Lo¨schungskonzepts” vor. Das Konzept soll dabei bereits vor der
Initiierung des Forschungsprojekts festlegen, zu welchem Zeitpunkt etwaige technische
Maßnahmen zur Einhaltung der Lo¨schungspflicht ergriffen werden mu¨ssen, und ent-
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sprechend dokumentieren, ob der Bestimmung gema¨ß §60d Abs.3 Folge geleistet wur-
de (Hagemeier, 2018, UrhG § 60d Rn. 19). Ausnahmen von der o.g. Lo¨schungspflicht
bilden laut Gesetzgeber die in den Normen §§ 60e und 60f genannten privilegierten
Institutionen. Diese sind ausdru¨cklich dazu berechtigt, alle wa¨hrend der Forschungsar-
beiten angefertigten Kopien in einem Langzeitarchiv zu speichern, vorausgesetzt, die
Archivierung dient einem nicht kommerziellen Zweck (Hagemeier, 2018, UrhG § 60d
Rn. 21).
Archiven, die im o¨ffentlichen Interesse ta¨tig sind, wird mit §60f Abs.2 zudem das Recht
zugesprochen, zum Zwecke der langfristigen Archivierung der Werke Vervielfa¨ltigungen
selbst bzw. diese gegebenenfalls durch Dritte erstellen zu lassen. Diese Sonderstellung
der Archive wird damit begru¨ndet, dass die Archivierung eines Werkes in elektroni-
scher Form gleichzeitig stets mit einer Vervielfa¨ltigung des Werks verbunden ist, und
Archiven als einzige Institution das Recht zugesprochen wird, Werke in elektronischer
Form zu archivieren (Dreier u. Schulze, 2018, UrhG § 60f Rn. 7).
Fazit der Rechtsrecherche
Nach Abschluss der Rechtsrecherche ist festzuhalten, dass die Durchfu¨hrung des For-
schungsprojekts, insbesondere durch Inkrafttreten der Schrankenbestimmung §60d (Text
und Data Mining), rechtskonform ist. Dabei wird die Erhebung der Werke mittels
RSS-Scrapings und deren anschließende Vervielfa¨ltigung in einer MySQL-Datenbank
zur Erstellung des erforderlichen Korpus durch §60d Abs 1.1 zula¨ssig. Bei der Erhe-
bung der Artikel ist jedoch darauf zu achten, dass keine Schutzmaßnahmen umgangen
werden und Dritten der Zugang zum Ursprungsmaterial durch unverha¨ltnisma¨ßige In-
anspruchnahme der Bandbreite des RSS-Servers nicht verwehrt wird.
§60d Abs. 1.2 berechtigt außerdem dazu, die in der MySQL-Datenbank abgespeicher-
ten strukturierten Daten zum Zwecke der gemeinsamen Forschung anderen Personen
(o¨ffentlich) zuga¨nglich zu machen. Zur Einhaltung der Lo¨schungspflicht sollte nach
§60d Abs. 3 und den Empfehlungen der Autoren des Beck’schen Onlinekommentars
ein Konzept entworfen werden, das die Forschungsziele klar definiert und terminiert,
um auch dieser Bestimmung gerecht zu werden.
Um die Einhaltung wissenschaftlicher Standards bei der Durchfu¨hrung des Forschungs-
projekts auch zuku¨nftig nachvollziehen zu ko¨nnen, wa¨re es außerdem sinnvoll, vor Ein-
haltung der Lo¨schungspflicht das Korpus langfristig intern im DAS (Datenarchiv fu¨r
Sozialwissenschaften) zu archivieren. In Hinblick auf mo¨gliche Folgeprojekte ist zudem
darauf hinzuweisen, dass bei der Verwendung personenbezogener Daten den Anweisun-
gen der “Leitlinie zur Entwicklung eines Lo¨schkonzepts mit Ableitung von Lo¨schfristen
fu¨r personenbezogene Daten” (DIN 669398) Folge geleistet werden sollte (Hagemeier,
2018, UrhG § 60d Rn. 19).
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2 Erstellung des Dokumentenkorpus
Nach intensiver Auseinandersetzung mit den politikwissenschaftlichen Hintergru¨nden,
der grundlegenden technischen Methodik und der Ergru¨ndung der aktuellen Rechtslage
kann in einem na¨chsten Schritt mit der konkreten Umsetzung des Projekts begonnen
werden.
Aus informationswissenschaftlicher Sicht ist dabei vor allem die technische Umsetzung
von großem Interesse. Das Spektrum an Anwendungsmo¨glichkeiten reicht dabei von
der Entwicklung eines funktionsbasierten Web Scrapers in der statistischen Program-
miersprache R u¨ber den Gebrauch von CSS-Selektoren sowie regula¨rer Ausdru¨cke zur
Extraktion von relevanten Informationen aus den archivierten HTML-Dokumenten bis
hin zur Visualisierung der Evaluationsergebnisse des massenmedialen Monitorings in
R. Zur Erstellung des fu¨r die weiteren inhaltlichen Analysen essentiellen Dokumen-
tenkorpus wurde daru¨ber hinaus ein relationales Datenbankmodell erstellt, in dem
die extrahierten Daten in strukturierter Form hinterlegt werden konnten. Ferner wa-
ren grundlegende Kenntnisse der deskriptiven Statistik und des Information Retrieval
notwendig, um die Analyse durchfu¨hren zu ko¨nnen.
2.1 Vorbereitende Maßnahmen
Bevor mit der Programmierung der Software begonnen werden konnte, musste zuna¨chst
reflektiert werden, wie sich die Methode des Web Scrapings auf den konkreten Fall
der Medienbeobachtung u¨bertragen la¨sst. Weiterhin musste eine eigene Infrastruktur
entwickelt werden, die den Hard- und Softwareanforderungen des Projekts entspricht.
RSS-Kana¨le als Basis des Monitorings
Das Fundament jedes weiteren Vorgehens bildet dabei die Auswahl der RSS-Kana¨le.
Von zentraler Bedeutung ist zum einen, dass das Sample an RSS-Kana¨len das gesamte
politische Spektrum umfasst, also neben der politischen Mitte auch Onlineauftritte
von Medien mit linker bzw. rechter Tendenz in der Berichterstattung abdeckt. Zum
anderen muss durch die Wahl der RSS-Kana¨le auch gewa¨hrleistet sein, dass die zen-
tralen Themengebiete (Politik, Wirtschaft, Sport) fu¨r die einzelnen Nachrichtenporta-
le zu mo¨glichst gleichen Teilen erfasst werden, sofern diese u¨berhaupt u¨ber mehr als
einen RSS-Kanal verfu¨gen. Zu diesem Zweck wurden Ressourcen der Abteilung DBG
(Dauerbeobachtung der Gesellschaft) in Mannheim in Anspruch genommen. Die dort
ausgearbeitete Liste umfasst alle relevanten RSS-Kana¨le von insgesamt 17 Online-
Nachrichtenportalen. Fu¨r das Monitoring der medialen Agenda sind vor allem die
traditionellen Massenmedien von besonderer Bedeutung; diese setzen sich zusammen
aus den 12 Kana¨len von ARD, BILD, FAZ, FOCUS, Freitag, Junge Freiheit, Spiegel
Online, Stern, SZ, Tagesspiegel, Welt und der Zeit. Zur Erfassung aller im Zeitraum
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der Medienbeobachtung publizierten Artikel der o.g. Portale ist es außerdem erfor-
derlich, die La¨nge der einzelnen RSS-Listen und die Frequenz zu erfassen, in der die
jeweiligen Portale ihre Beitra¨ge vero¨ffentlichen. Diese Informationen sind insbesondere
deshalb relevant, um Aussagen daru¨ber zu machen, in welchen zeitlichen Absta¨nden
der Web Scraper die einzelnen Kana¨le ku¨nftig auf neu zu erfassende Beitra¨ge pru¨fen
muss. Vero¨ffentlicht bspw. die BILD innerhalb von einer Stunde 20 Artikel auf ihrem
RSS-Kanal, der auf 10 Listenpla¨tze beschra¨nkt ist, so wu¨rde ein Web Scraper, der
diesen RSS-Kanal lediglich jede Stunde scannt, nur eine Teilmenge der 20 publizierten
Artikel korrekt erfassen ko¨nnen. Entsprechende Beobachtungen zur Vermeidung dieses
Problems ergaben, dass im kritischsten Fall ca. 30 neue Feeds in einem RSS-Kanal
mit 20 Listenpla¨tzen in einem Zeitraum von 30 Minuten vero¨ffentlicht wurden. Um
einen gewissen Sicherheitspuffer zu wahren, wurde daher beschlossen, dass der Scraper
zuku¨nftig alle 10 Minuten eingesetzt werden muss.
Einrichtung der Hard- und Softwareumgebung
In einem weiteren Schritt musste sichergestellt werden, dass eine fu¨r das Vorhaben des
Projekts geeignete Hard- und Softwareinfrastruktur bereitgestellt wird. Erschwerend
kam in diesem Fall hinzu, dass der lokale Archivierungsserver mittelfristig aufgrund
von la¨nger andauernden Wartungsarbeiten nicht zur Verfu¨gung stand und daher alter-
native Lo¨sungswege gefordert waren.
Die Wahl fiel diesbezu¨glich auf das Anmieten eines AWS (Amazon Web Services) Ser-
vers. Gerade im Hinblick auf die erforderliche Skalierbarkeit bot dieser im Vergleich
zu Konkurrenzprodukten die besseren Optionen. So war es mo¨glich, die Festplatten-
kapazita¨t dynamisch an die jeweiligen Anforderungen anzupassen, was gerade im Zu-
sammenhang mit der fu¨r einen bisher unbestimmten Zeitraum geplanten Archivierung
der Artikel ein nicht zu unterscha¨tzender Vorteil ist. Des Weiteren bietet Amazon ein
hohes Maß an Verfu¨gbarkeit (99.9%1), was insbesondere fu¨r die Erfassung aller im
Zeitraum publizierten Artikel essentiell ist. Betrachtet man die fu¨r das Projekt erfor-
derlichen Hardwareressourcen, so ist die Performance des Remote Servers hingegen nur
zweitrangig zu bewerten. In Anbetracht dieser Anforderungen fiel der Entschluss auf
einen 2-Kern Server mit lediglich 4 GB Arbeitsspeicher, einer skalierbaren Festplatte
(90-275GB) und dem Betriebssystem Ubuntu 16.04. Die Konfiguration erfolgte u¨ber
die Remote Software WinSCP, die einerseits eine grafische Oberfla¨che zur Verwaltung
des Dateisystems bot und andererseits einen PuTTY-Client zum direkten Zugriff auf
den Server u¨ber ein Shell-Terminal ermo¨glichte.
Um abschließend die genauen Anforderungen an die Softwareumgebung zu planen,
musste zuna¨chst ergru¨ndet werden, welche Programmierumgebung fu¨r die ku¨nftige
Entwicklung des Web Scrapers in Betracht gezogen werden kann. Bei einem Vergleich
der beiden Programmiersprachen “R” und “Python” stellte sich heraus, dass es fu¨r den
speziellen Anwendungsfall des Web Scrapings und der Datenanalyse einige Parallelen
gibt. So basiert das auf Web Scraping ausgelegte R-Paket “rvest” gro¨ßtenteils auf einer
Python-Bibliothek namens “BeautifulSoup” (Richardson, 2015); entsprechend margi-
nal sind die Unterschiede im Hinblick auf Syntax und Funktionsumfang. Wiederum ist
das Python-Paket zur Datenanalyse “pandas” (McKinney, 2015) inspiriert von nativen
1https://aws.amazon.com/compute/sla/
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R-Funktionen. Vor allem hinsichtlich der inhaltlichen Textanalyse bietet R mit “quan-
teda” (Benoit u. Nulty, 2016) ein Paket mit enormem Funktionsumfang zur Erstellung
und anschließender Auswertung eines Dokumentenkorpus. Ferner ist es bezu¨glich der
Performanz fu¨r die Analyse großer Datenbesta¨nde ausgelegt. Da bereits ein gewisses
Know-how bezu¨glich der Programmierung in R intern vorhanden war und zudem Teile
eines Web Scrapers eines vorangegangenen Projekts vorlagen, fiel die Wahl schließlich
auf die Programmiersprache R.
Das Know-how fa¨llt dabei weitestgehend zuru¨ck auf die im Werk von Simon Munzert
(Munzert u. a., 2014) beschriebenen Prozesse zur Extraktion von Informationen mittels
Web Scraping und bildet damit die Grundlage bei der Programmierung und Weiterent-
wicklung meiner eigenen Skripte. Die Auseinandersetzung mit den dort angewandten
Methoden fu¨hrten außerdem zu der Entscheidung, die Archivierung der Artikel mit-
tels einer SQL-Datenbank zu realisieren; die dort bereits nach erfolgtem Parsen der
Dokumente in strukturierter Form hinterlegten Daten werden demnach als Basis fu¨r
den Aufbau eines Dokumentenkorpus genutzt.
Zusammenfassend wurden folgende Softwarekomponenten auf den jeweiligen Systemen
installiert:
Software: Anwendungszweck:
Testumgebung: RStudio Entwicklung und Test von Skripten
XAMPP Entwicklung des relationalen DBMS
WinSCP Remote Accesss
Laufzeitumgebung: R-Base & Packages Ausfu¨hren der R-Skripte
LAMPP Bereitstellung der MySQL-Datenbank
Cron zeitbasierte Ausfu¨hrung der Skripte
2.2 Entwicklung des Monitoring-Instruments
Nach Abschluss der obligatorischen Vorbereitungen konnte schließlich mit der Pro-
grammierung der eigentlichen Skripte begonnen werden. Technisch betrachtet soll da-
bei der gesamte Prozess, der von der Archivierung der HTML-Dokumente u¨ber das
Parsen der einzelnen Artikel bis hin zur inhaltlichen Analyse reicht, anhand von drei
separaten funktionsbasierten Skripten abgedeckt werden.
Des Weiteren werden optional einsetzbare Skripte geringeren Umfangs vorgestellt, die
insbesondere der Qualita¨tssicherung dienen und ferner bei eventuell auftretenden Kom-
plikationen Optionen zum fru¨hzeitigen Eingreifen bieten sollen. Abbildung 2.1 gibt
dazu eine U¨bersicht u¨ber den gesamten Prozess des Media Monitorings und soll gleich-
zeitig Aufschluss u¨ber die zugrunde liegende Softwarearchitektur geben.
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Die Visualisierung des in Abbildung 2.1 vorgestellten Prozessablaufs soll verdeutlichen,
dass die zentralen Funktionen vor allem von den drei Kernelementen (scrape.R, par-
se.R und analyse.R) u¨bernommen werden. Die genauere Funktionsweise der einzelnen
Skripte wird im Folgenden detailliert beschrieben.
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Der “scrape.R” stellt das erste der drei zentralen Elemente des Monitoring-Instruments
dar. Die Hauptfunktion dieses Skripts ist insbesondere die Generierung von Rohdaten,
die im Zuge der weiteren Aufbereitung schließlich die Basis fu¨r spa¨tere inhaltliche Ana-
lysen bilden.
Das Programm nutzt dabei Methoden des Web Scrapings, um URLs von neu erschie-
nenen Artikeln aus den entsprechenden RSS-Kana¨len zu extrahieren und la¨dt diese, so-
fern sie nicht bereits zu einem fru¨heren Zeitpunkt archiviert wurden, in einem na¨chsten
Schritt herunter (s. Abbildung 2.2). Als Basis dient dabei die von der Abteilung DBG
erstellte Zusammenfassung aller fu¨r das Forschungsziel relevanten Feeds. Um auch
im Nachhinein ru¨ckverfolgen zu ko¨nnen, aus welchem RSS-Kanal jeder einzelne Tweet
stammt, wird außerdem eine Kopie des aktuellen RSS-Kanals abgespeichert. Aufgrund
der hohen Fluktuation der Feeds innerhalb der RSS-Kana¨le ist es daru¨ber hinaus erfor-
derlich, den Prozess in zeitlichen Absta¨nden von 10 Minuten zu wiederholen, um eine
vollsta¨ndige Erfassung aller in diesem Zeitraum publizierten Artikel zu gewa¨hrleisten.
Zu diesem Zweck wurde ein Crontab erstellt, der den Start des Scrapers in den dafu¨r
vorgesehenen zeitlichen Intervallen automatisch initialisiert.
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Funktionen der Skripte counte.R und move.R
Um mo¨gliche Komplikationen wie bspw. den Ausfall eines RSS-Kanals mo¨glichst fru¨h-
zeitig zu erkennen, werden die anhand der URLs heruntergeladenen Artikel zuna¨chst
in einer separaten Ordnerstruktur zwischengespeichert. Dabei werden sowohl die im
HTML-Format vorliegenden Artikel als auch die im XML-Format vorliegenden RSS-
Kana¨le - getrennt nach den einzelnen Nachrichtenportalen - aufbewahrt. Dies ermo¨glicht
dem “counte.R”, die bis zu den jeweiligen Zeitpunkten heruntergeladenen Artikel zu
za¨hlen. Zu diesem Zweck wurde ebenfalls ein weiterer Crontab eingerichtet, der den
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Prozess des counte.Rs in Zeitintervallen von 8 Stunden automatisch startet. Im An-
schluss wird eine Grafik erstellt, die die Anzahl der bis dahin erfassten Artikel im
zeitlichen Verlauf darstellt. Durch die in zeitlichen Absta¨nden von ca. einer Woche
durchgefu¨hrten Checkups ist es dem Nutzer somit mo¨glich, Ausfa¨lle oder Umzu¨ge ein-
zelner RSS-Kana¨le auf einem Blick zu erkennen und entsprechende Gegenmaßnahmen
zeitnah einzuleiten. Das in Abbildung 2.3 dargestellte fiktive Beispiel soll veranschau-
lichen, welche Schlu¨sse der Betrachter aus der vom counte.R erstellten Grafik ziehen
kann. Die Grafik zeigt, dass im Zeitraum vom 15.07 16:00 Uhr - 16.07 8:00 Uhr keine
zusa¨tzlichen Artikel aus dem RSS-Kanal des Nachrichtenportals BILD heruntergela-
den werden konnten. Es ist daher naheliegend, dass der RSS-Kanal der BILD-Zeitung
nicht mehr u¨ber die vorherige URL erreichbar ist. Dies ermo¨glicht es dem Nutzer die
veraltete URL mo¨glichst zeitnah durch die nun aktuellere Version in der dafu¨r vorge-
sehenen Liste der RSS-Kana¨le im scrape.R zu ersetzen. Nach erfolgter Analyse durch
den Nutzer, ko¨nnen die bisher tempora¨r zwischengespeicherten Artikel schließlich fu¨r
die weitere Aufbereitung archiviert werden. Um mo¨gliche Fehlerquellen beim manuel-
len Verschieben der Dateien zu vermeiden, wurde der Prozess mithilfe der Funktion
“move.R” automatisiert.
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Der “parse.R” bildet das zweite der drei Kernelemente des Monitoring-Instruments.
Hauptaufgabe dieses Skriptes ist die Aufbereitung der im vorangegangenen Prozess
gewonnenen Rohdaten, um diese in strukturierter Form fu¨r die weitere Verarbeitung
in einer relationalen Datenbank zu hinterlegen.
Hierzu ist es zuna¨chst erforderlich, die relevanten Informationen aus dem Quelltext
der im HTML-Format vorliegenden Artikel zu extrahieren. Vorgesehen ist dabei die
mo¨glichst einheitliche Erfassung folgender Informationen:
- Schlagzeile: Die U¨berschrift des Artikels
- Dachzeile: Eine Erga¨nzung zur Schlagzeile, die meist aus wenigen pra¨gnanten
Stichworten besteht
- Lead: Ein einleitender Text, der die wichtigsten Aussagen kurz zusammenfasst
- Text: Der eigentliche Text des Artikels
- Datum: Auskunft u¨ber den genauen Zeitpunkt der Publikation des Artikels
- Ressort: Welchem Ressort (Wirtschaft, Politik etc.) ist der Artikel zuzuordnen?
- Paywall: Handelt es sich um einen kostenpflichtigen Artikel?
- Tweets: IDs von eventuell im Artikel eingebetteten Tweets
Zu diesem Zweck werden entweder einzelne oder wahlweise auch gleich mehrere Knoten-
punkte des DOM (Document Object Model), die die gewu¨nschte Information beinhal-
ten, mithilfe eines Selektors angesprochen. Dabei kann die Selektion der DOM-Objekte
entweder u¨ber CSS- oder XPath-Selektoren erfolgen. Beide Varianten unterscheiden
sich lediglich im Detail voneinander und liefern in der Kombination mit dem R-Paket
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“rvest” eine vergleichbare Performance bei der Extraktion von einzelnen Elementen.
Gerade die einheitliche Erfassung aller o.g. Informationen stellte angesichts der star-
ken strukturellen Unterschiede der Webseiten eine Herausforderung dar. So entha¨lt
bspw. der RSS-Kanal der ARD neben Beitra¨gen der Tagesschau auch Artikel der zu-
geho¨rigen regionalen Rundfunkanstalten (z.B. BR, NDR, SWR), die hinsichtlich des
Seitenaufbaus z.T. beachtliche strukturelle Unterschiede aufweisen. Das fu¨hrt insbe-
sondere dazu, dass die fu¨r die Extraktion beno¨tigten CSS-Selektoren individuell an
die einzelnen Seitenformate angepasst werden mu¨ssen. Der Parser muss folglich in der
Lage sein, mit den ihm zur Verfu¨gung gestellten Selektoren mehrere verschiedene Sei-
tenformate in einem Vorgang gleichzeitig bedienen zu ko¨nnen. Um ein solch breites
Spektrum an unterschiedlichen Seitenformaten zu parsen und dabei auf dynamische
Vera¨nderungen der strukturellen Beschaffenheit zeitnah reagieren zu ko¨nnen, war es
erforderlich, unterstu¨tzende Software einzusetzen. Maßgeblich war in diesem Fall das
Chrome Add-on SelectorGadget; durch die Markierung entsprechender Elemente im
Browser gibt das Tool die erforderlichen CSS-Selektoren aus und gestaltet dadurch die
Anpassung an die entsprechenden Seitenformate wesentlich effizienter.
Weiterhin muss der Parser neben der Extraktion von Informationen aus Elemen-
ten oder Attributen auch den Einsatz regula¨rer Ausdru¨cke beherrschen, um die ge–
wu¨nschten Metadaten gezielt im Quelltext ausfindig zu machen. Gerade im Fall der
FAZ ist ein solches auf regula¨ren Ausdru¨cken basiertes Vorgehen notwendig, um an die
im Quellcode eingebetteten IDs der jeweiligen Tweets zu gelangen.
Die genaue Funktionsweise des Parsers wird im Folgenden detailliert in Abbildung 2.4
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2.3 Statistische Betrachtung und Evaluation des
Dokumentenkorpus
Vor Durchfu¨hrung der inhaltlichen Analysen musste zuna¨chst evaluiert werden, inwie-
fern die nun fu¨r die weitere Verarbeitung aufbereiteten Forschungsdaten den Anforde-
rungen an das Projekt entsprechen. Zu diesem Zweck wurde vorab eine Zusammenfas-
sung (s. Tab. 2.1) erstellt, die einen ersten U¨berblick u¨ber die Art und Beschaffenheit
des Dokumentenkorpus ermo¨glichen soll. Dabei ist anzumerken, dass in der Berech-
nung des prozentualen Anteils kostenpflichtiger Artikel (Paywall%) lediglich diejenigen
Nachrichtenportale mit einbezogen werden, die entsprechend kostenpflichtige Inhalte
u¨ber ihre RSS-Kana¨le publizieren.
In einem weiteren Schritt wird anschließend die prozentuale Erfassung der einzelnen
Portal Artikel Wachstum/Woche Tweets(%) Paywall(%)
ARD 11.540 405 3.7 0
Bild 40.859 1.434 5.9 12.2
FAZ 21.610 758 5.3 20.3
Focus 24.284 852 2 0
Freitag 1.622 57 0 0
Jungefreiheit 1.558 55 10.3 0
Spiegel 24.717 867 9.9 3.6
Stern 35.558 1.248 6 0
SZ 38.858 1.363 0.9 4.7
Tagesspiegel 17.033 598 0.3 0
Welt 31.468 1.104 1 9.2
Zeit 13.242 467 3.8 5.6
Gesamt: 262349 9205 4 9.6
Tabelle 2.1: Betrachtung des Dokumentenkorpus
Elemente dargestellt (s. Tab. 2.2). Die Aussagekraft dieser prozentualen Berechnung ist
allerdings a¨ußerst kritisch zu bewerten. Zwar ko¨nnte man auf Basis der Tabelle davon
ausgehen, dass bspw. 89% des Haupttextes korrekt erfasst wurden; der tatsa¨chliche
Wert wird aber u.U. stark von diesem Messwert abweichen. Das ist vor allem damit
zu begru¨nden, dass die Messung einerseits lediglich erfasst, dass Informationen fu¨r das
entsprechende Element extrahiert wurden, nicht aber, ob es sich tatsa¨chlich um den
korrekten Inhalt handelt. Andererseits wird das Ergebnis dadurch verfa¨lscht, dass Arti-
kel in der Berechnung beru¨cksichtigt werden, die selbst in der entsprechenden Referenz
u¨ber keinen Haupttext verfu¨gen. Das ist insbesondere dann der Fall, wenn es sich bei
dem jeweiligen Artikel um ein Video o.a¨. Inhalt handelt.
Gleichwohl kann die Ermittlung der prozentualen Erfassung Anhaltspunkte bieten, ob
bspw. einzelne Formate eines spezifischen Nachrichtenportals systematisch nicht durch
die zuvor definierten CSS-Selektoren erfasst wurden.
Um letztendlich eine Aussage daru¨ber treffen zu ko¨nnen, ob auch der korrekte Inhalt
extrahiert worden ist, wurde im Folgenden eine detaillierte Evaluation durchgefu¨hrt.
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Portal Dachzeile Kopfzeile Lead Text Ressort Datum
ARD 75.9 99 74.2 78 91.9 99.8
Bild 99.4 99.9 93.4 91.8 99.5 100
FAZ 99.8 99.8 98.2 97.9 98.4 99.9
Focus 54.6 99.9 96.8 97.7 99.8 99.9
Freitag 99.9 99.9 99.9 97.8 99.9 99.9
Junge Freiheit 99.8 100 98.6 99.9 99.9 100
Spiegel 57.7 74.5 98 80.5 99.8 99.9
Stern 70.3 99.9 99.8 87.4 83.5 100
SZ 99.9 99.9 83.7 99.8 99.9 99.9
Tagesspiegel 99.9 100 99.9 99 99.6 99.9
Welt 99.4 99.7 99.4 66.8 88.4 99.9
Zeit 91.3 99.2 94.4 86.7 95.7 100
Gesamt: 86 97.5 94.4 89 95.5 99.9
Tabelle 2.2: Prozentuale Erfassung der einzelnen Elemente
Evaluation
Fu¨r die nachfolgende Evaluation wurde zusa¨tzlich zu den beiden klassischen Evalua-
tionswerten Precision und Recall ein weiterer Messwert mit in die Analyse des Do-
kumentkorpus einbezogen. Die sogenannte “Slot Error Rate” (Makhoul u. a., 1999)
kombiniert dabei die Aussagekraft von Precision und Recall in einem einzigen Mess-
wert. Wa¨hrend die Precision Ersetzungen und Erga¨nzungen einzelner Elemente korrekt
messen kann, eignet sich der Messwert des Recalls dazu, Ersetzungen und Teilerfassun-
gen von Elementen zu bestimmen. Die SER beru¨cksichtigt dagegen alle der drei o.g.
potenziellen Fehlerquellen und bietet zusa¨tzlich die Mo¨glichkeit, die einzelnen Feh-
ler entsprechend der gegebenen Umsta¨nde zu gewichten. Wird bspw. anstelle einer
U¨berschrift eine Datumsinformation aus einem Artikel fu¨r den jeweiligen Slot extra-
hiert, so ist dieser Fehler - relativ betrachtet - schwerwiegender zu beurteilen als eine
einfache Nichterfassung dieses Slots. Dies ist vor allem damit zu begru¨nden, dass sol-
che falsch positiven Ergebnisse zu einer fehlerhaften Datenbasis und somit im weiteren
Verlauf zu Fehlinterpretationen fu¨hren ko¨nnen. Aus diesem Grund wird ein solcher
Ersetzungsfehler (Fehlertyp s) entsprechend sta¨rker gewichtet (x1.5) als eine Nichter-
fassung (Fehlertyp d, x1). Wird das gesuchte Element zwar vollsta¨ndig korrekt erfasst,
jedoch fa¨lschlicherweise zusa¨tzlicher Inhalt extrahiert, so handelt es sich um einen
Erga¨nzungsfehler (Fehlertyp i). Zwar wurde das gesuchte Element korrekt erfasst, da
aber die zusa¨tzlich extrahierten Informationen auch in diesem Fall zu einer fehlerhaften
Datenbasis fu¨hren, wird dieser Fehlertyp mit einem Multiplikator von 1.25 gewichtet.
Um den Messwert an die spezifischen Anforderungen der Informationsextraktion aus
Nachrichtenartikeln anzupassen, wurde die SER um ein weiteres Fehlermerkmal erga¨nzt.
Der Fehlertyp “Partial” (Fehlertyp p) stellt dabei die Summe aller teilweise erfassten
Elemente dar. Wird bspw. ein Absatz innerhalb des Haupttextes eines Artikels nicht
erfasst, so ist dies als weniger gravierend einzuordnen als die Nichterfassung des ge-
samten Haupttextes. Folglich fa¨llt auch die Gewichtung geringer aus (x0.75).
Um nachvollziehen zu ko¨nnen, wie die einzelnen Messwerte berechnet worden sind,
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werden die entsprechenden Variablen (angelehnt an das Verfahren von Makhoul u. a.
(1999)) im Folgenden zuna¨chst definiert:
- n = Summe aller Slots in der Referenz
- m = Summe aller Slots in der Stichprobe
- c = Summe aller korrekt erfassten Slots in der Stichprobe
- s = Summe aller fehlerfassten Slots in der Stichprobe
(Substitutions, Gewichtung x1.5)
- i = Summe aller fa¨lschlicherweise mit weiteren Inhalten erga¨nzten Slots
(Insertion, Gewichtung: x1.25)
- d = Summe aller nicht erfassten Slots in der Stichprobe
(Deletions, Gewichtung: x1)
- p = Summe aller teilweise erfassten Slots in der Stichprobe
(Partial, Gewichtung: x0.75)
Die Evaluationsmesswerte Precision (P), Recall (R), Slot Error Rate (SER) und die








s + i + d + p
n
SERg =
(s ∗ 1.5) + (i ∗ 1.25) + (d ∗ 1) + (p ∗ 0.75)
n
Die Evaluation (s. Tabelle 2.3) wurde auf Basis einer Stichprobe von 100 per Zufall aus-
gewa¨hlten Artikeln aus dem Dokumentenkorpus durchgefu¨hrt. Als Referenz dienten die
bis dato (24.10.18) auf den entsprechenden Internetportalen der Nachrichtenagenturen
auffindbaren Artikel, wobei 12 der 100 Artikel nicht mehr o¨ffentlich zuga¨nglich waren.
Weiterhin handelte es sich bei 6 der verbleibenden 88 Artikel um RSS-Feeds ohne da-
zugeho¨rigen Text (Videos, kostenpflichtige Inhalte etc.); diese wurden bei der weiteren
Evaluation ebenfalls nicht beru¨cksichtigt. Daraus ergibt sich eine Stichprobenmenge
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Element m n c P (%) R(%) (s/i/d/p) SER(%) SERg(%)
Schlagzeile 80 82 80 100 97.6 (0/0/2/0) 2.4 2.4
Dachzeile 71 75 71 100 95 (0/0/4/0) 5 5
Lead 77 80 77 100 96.3 (0/0/3/0) 3.7 3.7
Text 73 74 70 95.9 94.6 (0/1/1/2) 5.4 5.1
Ressort 78 82 77 98.7 93.9 (0/0/4/1) 6.1 5.8
Datum 82 82 82 100 100 (0/0/0/0) 0 0
Paywall 5 5 4 80 80 (1/0/0/0) 20 30
Tweets 8 10 7 87.5 70 (1/0/2/0) 30 35
Tabelle 2.3: Evaluation des Dokumentenkorpus anhand der SER (Slot Error Rate)
von insgesamt 82 Artikeln3. Die Evaluationswerte wurden dabei fu¨r jedes einzelne Ele-
ment (z.B. U¨berschrift, Text) ermittelt, um ein mo¨glichst detailliertes Ergebnis zu
erzielen. Um weiterhin Aussagen u¨ber die statistische Signifikanz treffen zu ko¨nnen,
wurde ferner ein Zweistichproben t-Test bei abha¨ngigen Stichproben durchgefu¨hrt. Zu
diesem Zweck wurden zuna¨chst jeweils die traditionelle SER sowie die gewichtete SER
fu¨r jeden einzelnen der insgesamt 82 Artikel ausgerechnet. Im Anschluss daran konnten
die Ergebnisse mithilfe des t-Tests analysiert werden, um schließlich den p-Wert zur










Kritischer t-Wert bei einseitigem t-Test 1.66388391
P(T<=t) zweiseitig 0.59310352
Kritischer t-Wert bei zweiseitigem t-Test 1.98968632
Tabelle 2.4: Zweistichproben t-Test bei abha¨ngigen Stichproben zur Ermittlung der
statistischen Signifikanz
3In insgesamt 4 der 82 Artikel konnte lediglich eine aktualisierte Version des gleichen Artikels als
Referenz ausfindig gemacht werden; da allerdings offensichtlich nur marginale Anpassungen an
einzelnen Elementen vorgenommen wurden, konnten die ansonsten korrekt erfassten Slots mit in
die Evaluation aufgenommen werden.
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Fazit der Evaluation
Die Evaluationsergebnisse deuten darauf hin, dass eine reine Betrachtung der klassi-
schen Messwerte - Precision und Recall - meist nicht sonderlich zweckdienlich ist. Eine
U¨bereinstimmung der Ergebnisse (Recall+SERg = 100) liegt dabei nur in den Fa¨llen
vor, in denen lediglich Nichterfassungen (Fehlertyp d) aufgetreten sind. Betrachtet
man dagegen bspw. die Messwerte fu¨r die Erfassung des Textes sowie der eingebet-
teten Tweets, so la¨sst sich feststellen, dass der Wert fu¨r die SER weniger gravierend
bzw. schwerwiegender ausfa¨llt, als es der Messwert des Recalls erwarten lassen wu¨rde.
Diese Differenz ist vor allem auf die unterschiedlichen Gewichtungen der einzelnen
Fehlertypen zuru¨ckzufu¨hren. Mithilfe einer solchen an den Anwendungsfall angepass-
ten Gewichtung kann sich die Aussagekraft der gewichteten SER im Vergleich zu den
traditionellen Evaluationsmesswerten erho¨hen. Die in Tabelle 2.4 dargelegten Ergeb-
nisse deuten allerdings darauf hin, dass die Abweichungen zwischen der traditionellen
SER und der gewichteten SER bei einer solchen Stichprobenanzahl statistisch nicht
signifikant sind. Der kritische p-Wert fu¨r die zweiseitige Abweichung liegt dabei mit
einem Wert von 0.59 deutlich u¨ber der vorher definierten Irrtumswahrscheinlichkeit
von 5%.
Insgesamt weisen die Evaluationsergebnisse darauf hin, dass die einzelnen Elemente
weitestgehend korrekt von den Selektoren bzw. den regula¨ren Ausdru¨cken des Parsers
extrahiert wurden. Auffallend sind allerdings insbesondere die Ergebnisse der Datums-
angaben sowie der Tweets und der Erfassung der Paywall. Wa¨hrend die Datumsan-
gaben vollsta¨ndig korrekt erfasst wurden, scheint die Extraktion der eingebetteten
Tweets und der Paywall-Information bisweilen fehleranfa¨llig zu sein. Hierbei ist jedoch
anzumerken, dass es sich um eine relativ kleine Stichprobe handelt und somit einzelne
Fehler z.T. gravierende Auswirkungen auf das Messergebnis haben ko¨nnen.
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Im Anschluss an die zuvor durchgefu¨hrte Evaluation des Dokumentenkorpus ko¨nnen
die nun in strukturierter Form archivierten Artikel aus der MySQL-Datenbank in einem
na¨chsten Schritt fu¨r die weitere inhaltliche Analyse aufbereitet werden. Diese Aufgabe
wird unter anderem vom letzten der drei Kernelemente des Monitoring-Instruments,
dem sogenannten “analyse.R”, u¨bernommen. Vorrangiges Ziel dieses Verarbeitungspro-
zesses ist es, den bis dato in natu¨rlicher Sprache vorliegenden Haupttext der Artikel
zum Zwecke der weiteren automatisierten Analyse in ein Format zu transformieren,
das den unterschiedlichen Anforderungen der jeweiligen Analyseverfahren entspricht.
Die einzelnen Teilprozesse der in Abbildung 3.1 veranschaulichten Vorverarbeitungspi-
peline des Analysers werden im Folgenden kurz vorgestellt. Der Prozessablauf ist dabei
angelehnt an das Verfahren von Benoit u. a. (2018).
3.1 Die Vorverarbeitungspipeline
In einem ersten Schritt wird mittels einer SQL-Abfrage auf den Server der gesamte
Inhalt des Dokumentenkorpus ausgegeben und anschließend in einem entsprechenden
Dataframe abgespeichert. Dieses Dataframe bietet die Basis fu¨r das weitere Vorgehen
und kann auf Beitra¨ge eines bzw. mehrerer Nachrichtenportale reduziert werden, so-
fern nicht die Gesamtheit aller Artikel analysiert werden soll.
Zur Vorbereitung der bevorstehenden Aufbereitungsprozesse wird das nun angepass-
te Dataframe zuna¨chst in ein Korpus-Objekt umgewandelt. In diesem Stadium liegt
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der Haupttext innerhalb des Korpus-Objekts jedoch noch als reine Zeichenkette vor;
folglich wa¨re die Durchfu¨hrung einer Textanalyse, insbesondere im Hinblick auf die
enorme Menge an zu verarbeitenden Daten, zu diesem Zeitpunkt noch nicht realisier-
bar. Zielt das Analyseverfahren darauf ab, einzelne Variablen im zeitlichen Verlauf zu
visualisieren, so ist es fortan mo¨glich, Artikel anhand einzelner Dokumentenvariablen
(wie bspw. der Datumsinformation) zu gruppieren.
Im Zuge der Tokenisierung wird der bis dato als Zeichenkette vorliegende Text auf Wor-
tebene segmentiert. Die einzelnen daraus resultierenden Tokens werden im Anschluss
in einer Vektorliste hinterlegt und bilden das Token-Objekt. Dabei ist anzumerken,
dass die Position der einzelnen Tokens im Dokument weiterhin zuru¨ckverfolgt werden
kann. Dies ist vor allem von besonderer Bedeutung fu¨r Analyseverfahren, die bspw.
Kollokationen oder N-Gramme einzelner Tokens ermitteln oder etwa die natu¨rliche
Sprache (“Natural Language Processing”) analysieren sollen (Welbers u. a. (2017, S.
250)).
In einem weiteren Schritt werden die nun in Token segmentierten Texte zuna¨chst an-
hand einer Liste von Stoppwo¨rtern und anschließend von Interpunktionen befreit (Por-
ter (2001)). Insbesondere fu¨r spa¨tere Frequenzanalysen ist das Ausschließen dieser Ter-
me relevant, da Stoppwo¨rter i.d.R. in natu¨rlichsprachigem Texten die am ha¨ufigsten
vorkommende Wortgattung darstellen und gleichzeitig keine besondere inhaltliche Re-
levanz aufweisen. Ferner ist es fu¨r die erfolgreiche Durchfu¨hrung einer Frequenzanalyse
sinnvoll, die nun indexierten Terme auf ihren Wortstamm zu reduzieren. Durch den
Einsatz eines Stemmming-Algorithmus (Porter (2001)) ist es in der Folge mo¨glich, alle
Varianten eines Wortes im Zuge der Frequenzanalyse zu erfassen.
Ist die Position der Tokens fu¨r die nachfolgende Analyse essentiell, so ist die Vor-
verarbeitung nach Durchfu¨hrung der Normalisierung abgeschlossen. Das ist vor allem
darauf zuru¨ckzufu¨hren, dass der bis dato als “string-of-words” vorliegende Haupttext
der Artikel im nachfolgenden Verarbeitungsschritt in ein sogenanntes “bag-of-words”-
Modell umgewandelt wird, das keine Ru¨ckschlu¨sse auf die Position der jeweiligen To-
kens zula¨sst. Ist die Position der Tokens dagegen fu¨r die Anwendung des anschließen-
den Analyseverfahrens nicht relevant, wird der zuvor segmentierte Text in eine fu¨r
die weitere Verarbeitung wesentlich effizientere Dokument-Term-Matrix umgewandelt.
Schließlich wird das Vokabular der DTM mittels Anwendung weiterer Filterungs- bzw.
Gewichtungsverfahren dahingehend reduziert, dass Terme mit geringem Informations-
gehalt nach Mo¨glichkeit ausgeschlossen werden. Gerade fu¨r besonders rechenintensive
Verfahren wie das LDA Topic Modelling fu¨hrt dies einerseits zu einer deutlichen Steige-
rung der Performance, andererseits erho¨ht dies zusa¨tzlich auch die Genauigkeit solcher
Verfahren, da fu¨r den jeweiligen Analysezweck weniger relevante Terme im Vorhinein
ausgeschlossen wurden Welbers u. a. (2017, S. 253). Neben einer manuell angelegten Fil-
terliste ko¨nnen zudem Gewichtungsverfahren angewandt werden, um das untersuchte
Vokabular weiter einzugrenzen. Unter Anwendung des tf-idf Verfahrens (term frequen-
cy - inverse document frequency) ist es bspw. mo¨glich, in besonders vielen Dokumenten
vorkommende Terme durch Zuteilung einer geringeren Gewichtung vom weiteren Ver-
arbeitungsprozess auszuschließen.
Abschließend ist anzumerken, dass die vorgestellte Vorverarbeitungspipeline in Art
und Reihenfolge der einzelnen Teilprozesse variiert werden kann bzw. muss, um sie
individuell an den jeweiligen Anwendungsfall anzupassen.
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3.2 Vorstellung der Analyseverfahren
Nach Durchfu¨hrung aller vorbereitenden Prozesse ist es nun mo¨glich, auf Basis des im
vorangegangenen Verarbeitungsschritt aufbereiteten Inhalts der Artikel Analysever-
fahren anzuwenden. Die im Dokumentenkorpus archivierten Artikel bieten dabei ein
breites Spektrum an potenziell durchfu¨hrbaren Analysen, von denen im Folgenden eine
Auswahl von drei Verfahren vorgestellt wird, die sich sowohl in ihrer Vorgehensweise,
als auch in der Art der Visualisierung der Ergebnisse stark unterscheiden.
3.2.1 Kollokationsanalyse
Gegenstand der ersten der drei durchgefu¨hrten Analyseverfahren war die Bestimmung
sogenannter Kollokationen eines zuvor definierten Terms. Dabei versteht man in der
Sprachwissenschaft unter einer Kollokation das ha¨ufige gemeinsame Aufkommen von
zwei oder mehreren Wo¨rtern (Lemnitzer u. Zinsmeister (2006, S. 30)). Im folgenden
Beispiel einer solchen Kollokationsanalyse wurde nach den im direkten Umfeld befind-
lichen Termen gesucht, die am ha¨ufigsten gemeinsam mit dem Wort “Flu¨chtling” vor-
kommen. Um eventuell auftretende ideologische Kontraste zwischen den einzelnen Ak-
teuren sichtbar zu machen, wurden die am ha¨ufigsten mit dem Begriff “Flu¨chtling” vor-
kommenden Terme des linksliberalen Nachrichtenportals “Der Freitag”1, der o¨ffentlich-
rechtlichen Institution “ARD” sowie des sich selbst als konservativ bezeichnenden Ver-
lags der Wochenzeitung “Junge Freiheit”2 miteinander verglichen.
Vorgehensweise
Vor Durchfu¨hrung der Vorverarbeitung wird der Dokumentenkorpus zuna¨chst auf alle
Artikel der Nachrichtenportale “Junge Freiheit”, “Der Freitag” und “ARD” reduziert.
Wie bereits in Kapitel 3.1 erwa¨hnt, muss der Vorverarbeitungsprozess fu¨r jeden Anwen-
dungsfall individuell angepasst werden. So ist es im Falle der Kollokationsanalyse fu¨r
das weitere Vorgehen essentiell, dass die Positionen der einzelnen Tokens im Text auch
in Folge der Vorverarbeitung erhalten bleiben. Aus diesem Grund wird auf die Erstel-
lung einer DTM zugunsten eines weiterhin im “string-of-words”-Format vorliegenden
Inhalts verzichtet. Zudem wurden die einzelnen Token zuna¨chst durch Stemming auf
ihren Wortstamm reduziert und anschließend mittels tf-idf gewichtet.
Nach Abschluss der Vorverarbeitung wird der Inhalt der Artikel auf diejenigen Token
reduziert, die in einem maximalen Abstand von 10 Token zu dem gesuchten Term
“Flu¨chtling” auftreten. In einem darauffolgenden Schritt werden die einzelnen Doku-
mente nach dem jeweiligen Nachrichtenportal gruppiert. Nun kann das Aufkommen
der entsprechenden Token anhand einer einfachen Frequenzanalyse zuna¨chst erfasst
und anschließend in Form einer Wordcloud visualisiert werden. Die folgende Grafik
ist das Resultat einer solchen Kollokationsanalyse und zeigt die 80 am ha¨ufigsten, im
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Zuna¨chst ist anzumerken, dass das als Wordcloud vorliegende Ergebnis der Kollo-
kationsanalyse keine konkreten Ru¨ckschlu¨sse auf ein bestimmtes Framing des Begriffs
“Flu¨chtling” zula¨sst. Dies ist vor allem damit zu begru¨nden, dass lediglich die Frequenz
nahestehender Terme zum Wort “Flu¨chtling” betrachtet wird; ob die im Kontext zum
Wort “Flu¨chtling” verwendeten Formulierungen darauf abzielen, lediglich bestimmte
Interpretationen des Lesers zu diesem Thema zuzulassen, kann auf Basis der erzielten
Ergebnisse nicht dargestellt werden. Allerdings zeigt das Ergebnis der Analyse deut-
lich, dass die am ha¨ufigsten im Zusammenhang mit dem Begriff “Flu¨chtling” verwende-
ten Token des linksliberalen Nachrichtenportals “Freitag” gro¨ßtenteils positiver Natur
sind, die Token der Wochenzeitung “Junge Freiheit” gro¨ßtenteils negativ gepra¨gt sind
und die resultierenden Token der “ARD” darauf hindeuten, dass eine vergleichsweise
neutrale Berichterstattung zugrunde liegt.
3.2.2 Analyse der ALLBUS-Umfrage
Anla¨sslich der anfa¨nglich gestellten Forschungsfrage nach mo¨glichen Zusammenha¨ngen
zwischen dem Aufkommen bestimmter Themen in den Massenmedien und den Umfra-
geergebnissen des ALLBUS wurden verschiedene quantitative Verfahren angewandt,
um eventuell auftretende Korrelationen sichtbar zu machen.
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Vorgehensweise
Vor Durchfu¨hrung der nachfolgenden Analyseverfahren werden zuna¨chst nur die re-
levanten Dokumente des Textkorpus fu¨r die weitere Verarbeitung selektiert. Dabei
werden ausschließlich Artikel ausgewa¨hlt, die im Erhebungszeitraum des ALLBUS
(09.04.2018 - 23.09.2018) publiziert wurden. In einem weiteren Schritt werden die
Dokumente wie bereits in Vorbereitung auf die o.g. Kollokationsanalyse tokenisiert,
gestemmt und von Stoppwo¨rtern befreit. Daru¨ber hinaus wird der segmentierte Text
in eine DTM umgewandelt und schließlich nach Tagesdatum gruppiert. Anschließend
wird die Dokumentenfrequenz pro Tag des Wortstamms des gesuchten Terms ermittelt
(z.B. Flu¨chtling). In einem letzten Schritt wird die Dokumentenfrequenz der einzel-
nen Tage auf Wochenebene (Kalenderwochen) aggregiert. Die daraus resultierenden
wo¨chentlichen Dokumentenfrequenzen werden daraufhin mit den Angaben der Befrag-
ten der ALLBUS-Umfrage verglichen. Analog zur Vorbereitung der Texte des Do-
kumentenkorpus werden auch diese zuna¨chst nach Datum sortiert und entsprechend
mittels Bestimmung des arithmetischen Mittelwerts auf Wochenebene aggregiert.
Abbildung 3.3: Gegenu¨berstellung von Artikeln mit dem Term “Flu¨chtling” und den



























Anzahl Artikel mit dem Wort Flüchtling Der Zuzug von Flüchtlingen nach Deutschland sollte unterbunden werden [Stimme überhaupt nicht zu = 1, ... , Stimme voll und ganz zu = 5]
Einstellung gegenu¨ber Zuwanderung
In einer ersten Analyse wurden mo¨gliche Zusammenha¨nge zwischen dem Aufkom-
men des Terms “Flu¨chtling” in den Massenmedien und den Umfrageergebnissen des
ALLBUS bezu¨glich migrationspolitischen Fragen untersucht. Zu diesem Zweck wurde
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die Dokumentenfrequenz pro Woche des Wortes “Flu¨chtling” mit dem wo¨chentlichen
Durchschnittswert der Antworten der Befragten zu folgender Fragestellung verglichen:
“Der Zuzug von Flu¨chtlingen sollte unterbunden werden. Die Antwortmo¨glichkeiten
reichten von 1 (“Stimme u¨berhaupt nicht zu”) bis 5 (“Stimme voll und ganz zu”).
Wie dem in Abbildung 3.3 dargestellten Verha¨ltnis zwischen dem Aufkommen des
Wortes “Flu¨chtling” und den Umfrageergebnissen zu entnehmen ist, gibt es keinen
sichtbaren sowie messbaren Zusammenhang der beiden Variablen. Lediglich wa¨hrend
des Zeitraums von KW 24 - KW 27 ist eine marginale Abha¨ngigkeit beider Variablen
zu beobachten.
3.2.3 LDA Topic Modelling
Neben den bisher durchgefu¨hrten deskriptiven Analysen wird im Folgenden ein Ver-
fahren angewandt, das auf einem “unsupervised machine learning”-Algorithmus ba-
siert. Ziel des sogenannten LDA Topic Modellings ist die Visualisierung von latenten
Themenfeldern (“Topics”), die mithilfe probabilistischer Verfahren auf Grundlage der
in den Artikeln verwendeten Wo¨rtern aufgedeckt werden. Im weiteren Verlauf ist es
zudem mo¨glich, die relative Verteilung der Themenfelder fu¨r die einzelnen Nachrich-
tenportale zu bestimmen. Ein anschließender Vergleich der relativen Anteile der ent-
sprechenden Topics zwischen den Nachrichtenportalen wird daru¨ber hinaus Hinweise
geben, welche Themenschwerpunkte von den jeweiligen Portalen gesetzt werden und
inwiefern sie sich hinsichtlich ihrer Themenverteilung unterscheiden.
Sampling und Vorverarbeitung
Um gewa¨hrleisten zu ko¨nnen, dass jedes einzelne Nachrichtenportal in gleicher Anzahl
vertreten ist und gleichzeitig eine mo¨glichst hohe Performanz sicherzustellen, wur-
de zuna¨chst ein repra¨sentatives Sample der Artikel aus dem Dokumentenkorpus aus-
gewa¨hlt; dieses besteht aus insgesamt 12000 Dokumenten, wobei jeweils 1000 Artikel
einem Nachrichtenportal zugeordnet sind und zudem zufa¨llig aus der Kollektion des
entsprechenden Portals selektiert wurden. Aufgrund der Tatsache, dass 1265 der 12000
Artikel (10.5%) u¨ber keinen Text verfu¨gten, wurden diese fu¨r die weitere Bearbeitung
nicht beru¨cksichtigt. Daraus ergibt sich ein Dokumentenkorpus bestehend aus insge-
samt 10735 verschiedenen Dokumenten.
Im Zuge der Vorverarbeitung wird das Sample auf die nachfolgenden Analyseprozes-
se pra¨pariert. Dabei wird der Haupttext jedes Dokuments tokenisiert, anhand einer
Stemming-Liste auf den Wortstamm reduziert und schließlich in eine fu¨r die weite-
re Verarbeitung effizientere DTM transformiert. Um die Anzahl an Token zugunsten
einer ho¨heren Performanz weiter zu reduzieren und entsprechend weniger relevante
Terme zu filtern, wurde die minimale Termfrequenz auf 5 gesetzt. Dies ermo¨glichte
eine Reduktion des Vokabulars von 175.238 auf 36.867 Token.
Topic Modelling
Anschließend kann auf Grundlage der nun im “bag-of-words”-Format vorliegenden Do-
kumententexte das auf probabilistischen Methoden basierende Analyseverfahren LDA
Topic Modelling angewandt werden. Dabei wird eine zuvor festgelegte Anzahl (k=100)
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an latenten Themenfeldern (“Topics”) innerhalb des Dokumentenkorpus modelliert, die
wiederum aus Wo¨rtern gebildet werden, die auf Grundlage probabilistischer Vorhersa-
gen am ehesten dem jeweiligen Topic zugeordnet werden ko¨nnen (Blei u. a. (2003)).
Zu Beginn nimmt das Model an, dass die Wo¨rter innerhalb eines Dokuments thema-
tisch verwandt sind. In einem darauf folgenden Schritt wird unter Beru¨cksichtigung
der zuvor definierten Anzahl an Topics (k) die Wahrscheinlichkeit jedes Tokens errech-
net, einem bestimmten Topic zugeordnet zu werden. Dabei kann ein Token mehreren
Themenfeldern zu unterschiedlichen prozentualen Wahrscheinlichkeiten angeho¨ren. Im
Umkehrschluss kann in einem weiteren Schritt bestimmt werden, wie hoch die Wahr-
scheinlichkeit eines Dokumentes ist, einem Themenfeld zugeordnet zu werden. Auch
in diesem Fall ist es mo¨glich, dass ein Dokument zu unterschiedlichen prozentualen
Wahrscheinlichkeiten mehreren Themenfeldern zugewiesen werden kann.
Aufgrund der Tatsache, dass sowohl die zuvor errechneten Wahrscheinlichkeiten als
auch die Zugeho¨rigkeit eines Artikels zu einem bestimmten Nachrichtenportal auf Do-
kumentenebene bekannt sind, ko¨nnen diese Wahrscheinlichkeitswerte mithilfe der Er-
mittlung des entsprechenden arithmetischen Mittelwerts auf Ebene des Nachrichten-
portals aggregiert werden. Hieraus ergibt sich fu¨r jedes einzelne Nachrichtenportal ein
Vektor, der die prozentualen Wahrscheinlichkeiten aller Topics beinhaltet. Zusa¨tzlich
werden die fu¨nf Wo¨rter, die die ho¨chste Wahrscheinlichkeit besitzen dem jeweiligen
Themenfeld zugeordnet zu werden, als Label des entsprechenden Topics genutzt.
Interpretation des LDA Topic Modellings mit k = 100 Topics
Die in Abbildung 3.5 visualisierten Endergebnisse der ersten LDA-Analyse zeigen,
dass die Themenschwerpunkte abha¨ngig vom jeweiligen Nachrichtenportal z.T. stark
variieren. Ferner lassen die vom LDA-Algorithmus zu einem Themenfeld zusammenge-
fassten Wo¨rter darauf schließen, dass die Anzahl der zuvor definierten Topics (k=100)
zu konsistenten Wortgruppen gefu¨hrt hat. Zur besseren U¨bersichtlichkeit und um den
thematischen Kontrast untereinander detaillierter darstellen zu ko¨nnen, bezieht sich
die nachfolgende Auswertung der Ergebnisse auf die in Abbildung 3.4 getroffene Aus-
wahl der Nachrichtenportale “Bild”, “Focus” und “Junge Freiheit”.
Betrachtet man das Nachrichtenportal “Focus”, so ist erkennbar, dass ein klarer Schwer-
punkt auf Wirtschafts- und Finanzthemen gelegt wird. Dies impliziert das geha¨ufte
Aufkommen von themenverwandten Begriffen (“Aktie”, “Dollar, “Kurs” etc.) inner-
halb der fu¨nf Topics mit dem gro¨ßten relativen Anteil. Einen ga¨nzlich anderen Fo-
kus setzt dagegen das Portal “Junge Freiheit”. Im Falle des rechtskonservativen Por-
tals stehen vor allem innen- und migrationspolitische Themen (Schiff/Italien, Chem-
nitz/Demonstrationen, Merkel/Seehofer etc.) im Vordergrund, deren deutlich u¨ber-
repra¨sentierter Anteil auf eine ideologisierte Verwendung der Wo¨rter innerhalb der
entsprechenden Themenfelder hindeutet. Hinsichtlich der relativen Themenverteilung
der Bild-Zeitung ist anzumerken, dass das Gesamtbild hauptsa¨chlich durch typische
Themengebiete des Sensationsjournalismus (Mann, verletzt, Frau, Beamte, Polizei etc.)
als auch des Sports gepra¨gt ist. Wobei die Themen mit klarem Bezug zum Sport
u¨berwiegend der Kategorie Fußball zuzuordnen sind (Trainer, FC, Minute, Spiel etc.).
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Abbildung 3.4: Ergebnisse des LDA Topic Modellings (k=100) fu¨r die Nachrichtenpor-
tale “Bild”, “Focus” und “Junge Freiheit”
Bild Focus Junge_Freiheit









































































































Nachrichtenportal Bild Focus Junge_Freiheit
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Abbildung 3.6: relative Topicverteilung des LDA Topic Modellings (k=36) fu¨r die




























































Interpretation des LDA Topic Modellings mit k = 36 Topics
Im Anschluss an das vorangegangene Verfahren wurde eine weitere Analyse mit einer
reduzierten Anzahl an zuvor festgelegten Topics (k = 36) durchgefu¨hrt. Entgegen den
Erwartungen blieb nicht nur die Konsistenz der einzelnen Wortgruppen weitestgehend
erhalten, durch die Reduktion der Topics konnten sogar z.T. redundante Themenfel-
der eliminiert werden. Ferner konnten die Ergebnisse aufgrund der nun reduzierten
Anzahl der Topics in einer angepassten Darstellungsform (s. Abbildung 3.6) visuali-
siert werden, die den direkten Vergleich der Themenverteilung zwischen den jeweiligen
Nachrichtenportalen deutlich erleichtert.
Vergleicht man die relative Themenverteilung des Nachrichtenportals “Junge Frei-
heit” mit dem vorherigen Analyseergebnis, so kann beobachtet werden, dass bspw.
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3 Durchfu¨hrung der inhaltlichen Analyse
die beiden Themenfelder “Merkel-Seehofer-Europa-Deutschland-Angela” sowie “CSU-
Merkel-CDU-Seehofer-So¨der” aufgrund der verringerten Anzahl an Topics zusammen-
gefasst wurden. Das Beispiel soll verdeutlichen, dass eine Reduktion der definierten
Anzahl an Topics auch mit einem Informationsverlust einher gehen kann, da der in-
haltliche Schwerpunkt der jeweiligen Themenfelder z.T. variieren kann. Dabei ist anzu-
merken, dass eine Erho¨hung der zuvor festgelegten Anzahl an Topics zu einem breite-
ren Spektrum an detaillierteren Themenfeldern mit einer zunehmend ho¨heren Chance
auf Redundanzen fu¨hrt. Dagegen zieht eine Reduktion der zuvor definierten Anzahl
an Themenfeldern zugunsten einer verbesserten Visualisierbarkeit mo¨glicherweise un-
erwu¨nschte Informationsverluste nach sich. Zur Durchfu¨hrung einer LDA-Analyse ist
es also von essentieller Bedeutung, das richtige Verha¨ltnis (bzw. die Anzahl an Topics)
auf den individuellen Fall anzupassen. Insgesamt bleiben solche – in Bezug auf ihren
Informationsgehalt – verlustbehafteten Kombinationen im Falle des zugrundeliegenden
Analyseverfahrens allerdings die Ausnahme. Vergleicht man bspw. den Inhalt der The-
menkomplexe und die jeweilige relative Themenverteilung fu¨r das Nachrichtenportal
“Junge Freiheit” beider LDA-Resultate (Abbildungen 3.4 und 3.6) so ist festzustel-
len, dass sowohl die Relationen als auch die inhaltliche Bedeutung der entsprechenden
Themenfelder beinahe deckungsgleich sind.
Betrachtet man die relativen Anteile der Nachrichtenportale “ARD”, “Freitag” und
“Junge Freiheit”, so ist eine Identifizierung der Themenschwerpunkte der jeweiligen
Portale ohne Weiteres mo¨glich. So ist deutlich erkennbar, dass das linksliberale Por-
tal “Der Freitag” einen klaren Fokus auf kultur- und gesellschaftsbezogene Themen
(Musik-Kunst-Gesellschaft etc.) legt. Gleichzeitig ist auffa¨llig, dass Themengebiete,
die dem Sensationsjournalismus zugeordnet werden ko¨nnen beinahe vollsta¨ndig entfal-
len.
Die Themenverteilung der o¨ffentlich-rechtlichen “A`RD” ist zuna¨chst unauffa¨llig, da
dominante Themenfelder auf den ersten Blick nicht ersichtlich sind. Bei na¨herer Be-
trachtung ist allerdings der Themenkomplex des (internationalen) Sports (Spiel-WM-
Lo¨w) gegenu¨ber den restlichen Nachrichtenportalen u¨berrepra¨sentiert. Eine mo¨gliche
Erkla¨rung fu¨r diese Beobachtung ko¨nnten die von den o¨ffentlich-rechtlichen Portalen
erworbenen U¨bertragungslizenzen der diesja¨hrigen Fußball-Weltmeisterschaft darstel-
len.
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Insgesamt zeigen die Ergebnisse des Forschungsprojekts, dass moderne Verfahren zur
Analyse großer Datenmengen (Big Data) durchaus dazu beitragen ko¨nnen, komplexe
sozial- und politikwissenschaftliche Fragen zu beantworten. Die Ermittlung der relati-
ven Themenverteilung innerhalb der einzelnen Nachrichtenportale tra¨gt dazu bei, ein
genaueres Versta¨ndnis u¨ber die Agenda der jeweiligen Portale zu erlangen und ist so-
mit hinsichtlich des anfa¨nglich definierten Ziels, sowohl das Aufkommen als auch die
Aufbereitungsweise bestimmter Themen in den Massenmedien zu erfassen, als Erfolg
zu bewerten.
Die Grundlage erfolgreicher Analysen
Fu¨r die erfolgreiche Durchfu¨hrung der Analyseverfahren war vor allem die Qualita¨t
der Rohdaten von besonderer Bedeutung. Insbesondere die vollsta¨ndige und korrekte
Extraktion aller Elemente innerhalb der entsprechenden Artikel hat dazu beigetragen,
einen Dokumentkorpus zu erstellen, der den anfangs definierten Anforderungen ge-
recht wird. Im Zuge der Evaluation stellte sich diesbezu¨glich heraus, dass sich die Pro-
grammierung des eigens fu¨r diesen Zweck erstellten Parsers ausgezahlt hatte. Sowohl
die einfachen prozentualen Erfassungsraten als auch die anschließende SER-Evaluation
machten deutlich, dass der manuell erstellte Parser generischen state-of-the-art Tools in
vielerlei Hinsicht u¨berlegen ist. Wa¨hrend bspw. das Tool “news-please” (Hamborg u. a.
(2017)) 82% der Titel, 70% der Datumsinformationen und lediglich 62% des Haupt-
texts u¨berwiegend vollsta¨ndig erfassen kann, erzielte der fu¨r dieses Projekt eingesetzte
Parser auch abzu¨glich weiterer, durch die SER identifizierten Fehlerquellen, weitaus
ho¨here Evaluationswerte (Titel = 97.6%, Datumsinformationen = 100%, Haupttext
= 94.6%)1. An dieser Stelle ist allerdings anzumerken, dass der Einsatz eines generi-
schen Tools, wie bspw. “news-please”, je nach zuku¨nftigen Anwendungsfall trotzdem zu
erwa¨gen ist. Insbesondere im Falle von umfassenderen Projekten erfordern die no¨tigen
individuellen Anpassungen des Parser an die einzelnen Seitenformate der Nachrichten-
portale einen erheblichen Wartungs- und Ressourcenaufwand.
Die Suche nach Zusammenha¨ngen
Ein weiterer Bestandteil der anfangs definierten Forschungsfrage war das Aufdecken
von eventuell auftretenden Korrelationen zwischen dem Aufkommen von Themen in
der massenmedialen Agenda und den Umfrageergebnissen des ALLBUS zu dem ent-
sprechenden Themengebiet. Dabei stellte sich die Durchfu¨hrung der zu diesem Zweck




erforderlichen Analysen zuna¨chst als problematisch heraus. Zum einen trafen die Er-
gebnisse der ALLBUS-Umfrage erst gegen Ende der Bearbeitungsdauer dieser Bache-
lorarbeit ein; zum anderen variierte die Anzahl der durchgefu¨hrten Interviews pro Tag
z.T. stark, sodass zuna¨chst eine Aggregation auf Wochenebene erforderlich war, um
eine relativ stabile Datenbasis zu gewa¨hrleisten.
Trotz der o.g. Umsta¨nde konnten dennoch erfolgreich Analysen durchgefu¨hrt werden,
die jedoch keine signifikante Korrelation der beiden Forschungsvariablen nachweisen
konnten. Die Umfrageergebnisse des ALLBUS bieten dabei allerdings ein sehr brei-
tes Spektrum an verschiedenen Fragestellungen, die eventuell unerwartete Zusam-
menha¨nge offenbaren ko¨nnten und somit auch weiterhin Gegenstand nachfolgender
Forschungsvorhaben sein werden.
LDA Topic Modelling
Gewo¨hnlich werden die in der massenmedialen Agenda aufkommenden Themen auf Ba-
sis reiner Frequenzmessungen des gesuchten Begriffs oder mithilfe von mit Synonymen
angereicherten Wortlisten identifiziert (Russell Neuman u. a. (2014)). Dieses Vorgehen
hat sich in der Praxis bewa¨hrt und bietet zudem in Kombination mit entsprechenden
Datumsinformationen die Grundlage, um bspw. Granger-Kausalita¨ten zwischen der
massenmedialen und o¨ffentlichen Agenda zu ermitteln.
Die Ermittlung latenter Themenfelder durch das LDA Topic Modelling stellt hinge-
gen eine alternative bzw. erga¨nzende Option dar, um die Agenda bestimmter Akteure
auf Basis von natu¨rlichsprachigem Text zu untersuchen. Im Gegensatz zu rein fre-
quenzbasierten Verfahren ist es mithilfe der Ergebnisse der LDA-Analysen mo¨glich,
gesuchte Begriffe auch im Kontext der mit den einzelnen Topics assoziierten Wo¨rter
zu betrachten und daru¨ber hinaus unterschiedliche Verwendungen des gleichen Wortes
bei verschiedenen Nachrichtenportalen mithilfe der vorgestellten Visualisierungen auf
einen Blick zu erfassen.
Ausblick
Die in Abbildung 3.4 bzw. 3.6 visualisierten Ergebnisse der LDA-Analysen zeigen die
vielfa¨ltigen Einsatz- und Darstellungsmo¨glichkeiten, die dieses Verfahren zur Beob-
achtung bestimmter Themenverteilungen bietet. So ko¨nnte bspw. in Abbildung 3.4
ein weiterer Linienverlauf implementiert werden, der den durchschnittlichen relativen
Anteil dieses Topics aller Nachrichtenportale darstellt. Negative als auch positive Ab-
weichungen zu diesem Mittelwert wa¨ren somit auf einem Blick ersichtlich und ko¨nnten
die Auswertung insbesondere bei weniger stark vertretenen Themenfeldern erleichtern.
Einen weiteren Mehrwert ko¨nnte man zudem durch die Darstellung von zeitlichen
Verla¨ufen generieren. Ein interessantes Anwendungsszenario wa¨re bspw. die Darstel-
lung der relativen Themenverteilung bei Bundestagswahlen im zeitlichen Verlauf.
Abschließend muss allerdings darauf hingewiesen werden, dass die Ermittlung von
Themenfeldern mithilfe von technischen Methoden, wie in diesem Fall dem LDA To-
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