2 , is widely believed to be of minimal variance. The current report disproves this belief by exhibiting an unbiased estimator with slightly but strictly higher efficiency 7.7322. The essence of the improvement lies in the proposal that the data should be compressed to the statistic S 2 defined on W (t) =
Introduction
can be formally inferred from Siegmund's (1985) representation displayed as (14) in the sequel. The Rao-Blackwell theorem (Blackwell (1947) , Rao (1946) ) claims that under these conditions, for every S 1 -based unbiased estimator of some arbitrary parameter there is an S 2 -based unbiased estimator with smaller variance -strictly smaller unless the two coincide. As will be seen, the Garman-Klass estimator is a function of S 2 , so the RaoBlackwell improvement leaves it invariant. However, the Garman-Klass estimator, best among the quadratic function of S 1 , is not best possible as a function of S 2 . Had S 2 been a complete minimal sufficient statistic, Garman-Klass and the proposed estimator would have equally been the UMVUE (uniformly minimum variance unbiased estimator) of the parameter. However, C 2 and 2
Hence, S 2 (whether minimal sufficient or not) is not complete. Loose some, win some:
we will only conjecture rather than claim optimality of the proposed S 2 -based quadratic unbiased estimator of σ 2 ; on the other hand, the exchangeability property under which (−L, C, H − C) and (H − C, C, −L) are identically distributed, justifies searching for the best quadratic function of (−L, C, H − C) among those that are linear combinations of four rather than six quadratic terms.
Four basic quadratic unbiased variance estimators.
The rationale for the somewhat bizarre coefficients is that each of these four terms is an unbiased estimator of σ 2 , with respective variances
The proposed variance estimator visà vis Garman-Klass. The proposed estimator
i assigns to these four terms respective weights
and achieves variance Var(σ 2 ) = 0.258658σ 4 . The Garman-Klass estimator [3] 
happens to pool these four basic estimators too, so the Rao-Blackwell theorem does not rule out the possibility that it coincides withσ 2 . However, as argued earlier, the two do not agree, andσ 2 GK = The joint generating function of (c, h, l) is presented by Garman & Klass as an infinite series, from which these authors derived all pertinent second and fourth degree moments. Ball & Torous (1984) developed an infinite-series formula for the joint density of (c, h, l) and used it to construct numerically the MLE of σ 2 . They report estimated efficiency of the Moreover, since the BM model doesn't really hold in practice, a broader contribution of this paper is the introduction of more efficient quadratic statistics on which to base practical estimators. Simulation results for random walks with t-distributed increments are reported in Section 3.
Derivation
Following the steps of Garman & Klass, all second and fourth order moments of (C, L, H) will be identified. Some of these will be quoted from Garman & Klass, some will be derived once the joint densities of (C, H) and (C, L) are explicitly presented, and some will require some additional argument. Although it would perhaps be more natural to work only with the exchangeable variables ∆ = H − C and δ = −L, work will be performed on the variables H and L as well, in order to link more easily with Garman & Klass' triple (c, h, l).
The joint densities of C and each of H and L: four unbiased estimators
Assume throughout the computations that the drift is 0 and the variance per unit time is
By a common reflection argument, BM reaching at least as high as x > 0 and ending up at y = x − (x − y) ∈ (0, x) is tantamount to ending up at x + (x − y). Or,
} is the standard normal density function (see Siegmund or expression (14) in the Appendix for a generalization to (C, H, L)).
and that of L and C is
These joint densities, essentially re-phrasings of a well known formula for the joint density of (h, h − c) (see Yor (1997) ), lead to the first four of the following five second moments. The fifth is taken from Garman & Klass. Details are omitted. E[C 2 ]=1 by assumption.
As a corollary,
Seshadri's (1988) theorem that 2h(h − c) is exponentially distributed with mean 1, and is independent of c, implies that 2H(H − C) is exponentially distributed with mean 1, and is independent of C. This is so, simply because the conditional distribution of (h, c) given that c > 0 is the (unconditional) distribution of (H, C).
Of course, the same applies to 2l(l − c) and 2L(L − C). However, 2H(H − C) and 2L(L − C) are dependent (identities (10) yield correlation 1 + 
]. The average of the two, the simple average of the first three unbiased estimators in (1), achieves variance 0.3694, above Garman-Klass'.
The fourth moments of (C, H, L)
The following fourth moments are derived from the joint densities of (H, C) and (L, C).
E[C 4 ] = 3 is Gaussian kurtosis.

E[H
The following fourth moment information is taken from Garman & Klass. ζ is Riemann's zeta function, with ζ(3) = ∞ k=1 1
There is one more (C, H, L)-based fourth moment needed, whose value does not follow from Garman & Klass'. 
The covariance matrix of the four basic estimators
Let Σ stand for the covariance matrix of the four basic estimators. Their variances are on the diagonal, their covariances off the diagonal.
Applying the formulas of the previous sub-section, the variances of the basic estimatorŝ 
Derivation of the proposed estimator
Letting α (see (3)) stand for the weights assigned to the basic estimators, the weighted sum has variance α T Σα and mean α T 1. Using a Lagrange multiplier to constrain the mean to be 1, minimal variance is achieved at α =
, yielding the weights displayed in (3).
The variance of the proposed estimator is 
Heavy tailed random walks -simulation results
As is commonly observed in financial data, the logarithmic increments of returns have power-law tails, at least in the visible range, with tail parameter around 3. This means finite variance but infinite variance of the usual empirical variance estimators. Suppose that the basic process on which (Open, Close, Min, Max) data is reported per time window is a random walk with t-distributed increments. A simulation analysis will now be reported, in which the number of increments of the random walk per time window is 10, 30 and 50, and the degrees of freedom (df ) range from 1.5 to 5 with step size 0.5. Minimum sum-of-squares quadratic functions with mean 1 of the S 1 and S 2 statistics were fitted by Regression, with sample size 10 5 : the regression coefficients were identically calibrated so that the predictor of unity has mean 1 in each such sample. Each such Regression was repeated 100 times, and the averages of the corresponding regression coefficients and overall "variances" were recorded. Of course, second moments are finite only for df > 2 and fourth moments are finite only for df > 4, but the empirical study seems instructive. A sample of size 10 5 from the sum of N = 50 t {df =3} -distributed random variables typically displays lighter tails than df = 3 would entail. Table 1 reports the empirical minimum variance of the quadratic functions, and Table 2 reports the coefficients of the building blocks of expression (1) that yield the minimum-variance quadratic function for each case. These building blocks have expectation 1 for Brownian Motion but not for random walk, so their coefficients need not add up to unity. Table 1 displays performances similar to those derived for Brownian Motion for moderate df , fast deteriorating when df decreases, in which case S 2 data progressively outperforms S 1 data. S 2 data yields lower variances than S 1 data throughout the range, as well as for uniform and double exponentially distributed increments, although the difference in variance in these light-tail cases is as small as for BM. It is of interest to observe how does S 2 outperform S 1 data for low df . Table 2 shows that the role of C is downplayed or even dampened in favor of those of H − C and −L, data for N = 50 increments per time window For the sake of conciseness, the tedious integration to be presented will be restricted to the identification of E[CHL 2 ], although, in principle, more general joint moments and moment generating function of (C, H, L) could have been identified.
Consider the infinitesimal event
where a < min(ξ, 0) ≤ 0 ≤ max(ξ, 0) < b. By Siegmund's Corollary 3.43, its probability Q(ξ, a, b)dξ is as follows
The joint density f c,h,l (ξ, a, b) is (minus) the mixed second derivative of Q with respect to a and b, on {ξ ∈ (a, b) , a < 0 , b > 0}. The joint density f C,H,L is simply 2f c,h,l , restricted to {ξ ∈ (0, b) , a < 0 , b > 0}. The two terms in the j = 0 and second term in the j = 1 summands vanish because they are independent of at least one of a and b.
To calculate E[CHL 2 ], the contribution of each summand in (14) will be integrated in three univariate steps. The first step will integrate over a ∈ (−∞, 0) the product of a 2 and the pertinent mixed second derivative. 
Now expression (15) will be multiplied by ξ and integrated over ξ ∈ (0, b). For K > 0 (K < 0) it is convenient to integrate Φ * (Φ). These terms appear in (16) 
