AudienceAR - Utilising Augmented Reality and Emotion Tracking to Address Fear of Speech by Hartl, Philip et al.
AudienceAR - Utilising Augmented Reality and
Emotion Tracking to Address Fear of Speech
Philipp Hartl
University of Regensburg
Regensburg, Germany
philipp1.hartl@stud.uni-regensburg.de
Thomas Fischer
University of Regensburg
Regensburg, Germany
thomas1.fischer@stud.uni-regensburg.de
Andreas Hilzenthaler
University of Regensburg
Regensburg, Germany
andreas.hilzenthaler@stud.uni-regensburg.de
Martin Kocur
University of Regensburg
Regensburg, Germany
martin.kocur@ur.de
Thomas Schmidt
University of Regensburg
Regensburg, Germany
thomas.schmidt@ur.de
ABSTRACT
With Augmented Reality (AR) we can enhance the reality
by computer-generated information about real entities pro-
jected in the user’s field of view. Hence, the user’s perception
of a real environment is altered by adding (or subtracting)
information by means of digital augmentations. In this demo
paper we present an application where we utilise AR technol-
ogy to show visual information about the audience’s mood
in a scenario where the user is giving a presentation. In
everyday life we have to talk to and in front of people as
a fundamental aspect of human communication. However,
this situation poses a major challenge for many people and
may even go so far as to lead to fear and and avoidance
behaviour. Based on findings in previous work about fear
of speech, a major cause of anxiety is that we do not know
how the audience judges us. To eliminate this feeling of un-
certainty, we created an AR solution to support the speaker
while giving a speech by tracking the audience’s current
mood and displaying this information in real time to the
speaker’s view: AudienceAR. By doing so we hypothesise to
reduce the speaker’s tension before and during presentation.
Furthermore, we implemented a small web interface to anal-
yse the presentation based on the audience mood after the
speech is given. Effects will be tested in future work.
CCS CONCEPTS
• Human-centered computing → Mixed / augmented
reality; Displays and imagers.
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1 INTRODUCTION
The fear of public speaking has a lifetime prevalence of 15
to 30 % in general population [16]. Burnley et al. states that,
"Approximately 85 percent of the general population report
experiencing some level of anxiety about speaking in pub-
lic" [6]. This frequently occurring disorder as a part of so-
cial phobia make those affected having a feeling of intense
anxiety not only immediately before a fearful situation, but
also at the mere imagination of such a situation [9]. Due
to the rapid progress of technology and the affordability
of hardware in recent years, immersive computer-mediated
interventions have been on the rise in the domain of eMental-
health. Shown in previous work, VR and AR applications
are evidence based therapy tools for different kind of pho-
bias and disorders [4, 7, 17]. Hence, "Clinical VR" [14] is
used as treatment modality for fear of public speaking by im-
mersing the patients in a virtual environment and confront
them virtually with fearful stimuli in a exposure therapy.
In [9] participants give a speech to a virtual audience. The
auditorium is filled gradually with avatars intensifying the
fearful stimuli in a controlled manner. Anderson et al. do
not change the number of listeners, however they vary the
reaction of the audience (e.g. interested, bored, applause) in
a virtual auditorium scenario [1]. Results from both indicate
that the in-virtuo exposure therapy shows significant de-
crease in public speaking anxiety. Although the patients are
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confronted with virtual stimuli results imply that VR expo-
sures provoke similar anxiety levels like in vivo exposures [8].
Furthermore, related work propose exposure therapies with
AR as treatment modality. One study demonstrated an AR
therapy application where participants with insect phobia
are exposed to cockroaches and improved significantly after
treatment [3]. Similar results are shown in a study where
AR is applied to treat arachnophobia [10]. Findings indicate
that AR can evoke a sufficient sense of presence as a require-
ment for triggering the same emotions and reactions as a
real experience would [13]. In contrast to VR, we can utilise
AR to let the user interact with real fearing stimuli having
a natural sense of presence in the real world augmented
with digital entities. Hence, the patients are exposed to real
entities (in our case, real people) like in in-vivo exposure
enhanced with digital information [4]. As shown in [18], real
communication partners may lead to different outcome of
exposure therapy.
In this demo paper we address the fear of public speaking
by taking advantages of the possibilities of AR to enhance the
reality with additional information. We track the emotional
state of an audience and display an emotional distribution in
the user’s viewport. As the major cause of anxiety and ner-
vousness is that we do not know how the audience evaluates
us [11, 12], we want to alleviate this feeling of uncertainty
by first tracking the facial expressions of each individual
listener in a customisable interval and calculating an overall
audience emotional distribution in real time. Inspired by [15],
we hypothesise to reduce the presenter’s anxiety before and
during a presentation by providing continuous information
about the emotional state of the audience.
2 METHODS
In the following sectionwe briefly describewhich user groups
we have identified and how our application AudienceAR is
structured and implemented.
Use Cases
While it is conceivable for almost everybody to use our ap-
plication, because presenting information is an important
task in everyday life, two groups of this rather heteroge-
neous group are particularly relevant. The first one being
professional presenters such as managers or consultants who
are interested in optimising their presentation performance.
Our second target group consists of novice speakers who
give speeches very irregularly thus having little experience
and often suffering from a fear of public speaking. They
are primarily interested in enhancing their self-confidence
and alleviate their existing anxiety during a presentation
or speech. By giving them an objective measurement of the
crowd’s current emotions we want to fight their negative
bias towards their own current performance.
Application Structure
Our application is divided into two parts. The first one being
a live representation of the audience’s emotions on the Mi-
crosoft Hololens1, while the second one is a web application
for analysing the presentation afterwards (see figure 3).
Live presentation. Before presentation the user has a few op-
tions to customise his/her experience. It is either possible to
attach the live emotions to the user’s viewport or place it
inside the AR environment which corresponds with a real
place inside the presentation room. This enables the user to
either be always aware of the audience’s emotions or have
the opportunity to utilise it on demand. Additionally, it is
possible to manually take a snapshot by using the air tap ges-
ture of the MS Hololens, however this might be distracting
and get tiresome quickly, so there is an option to automati-
cally analyse the emotions in three different intervals (see
figure 1).
Figure 1: Live interface configuration
To minimise potential distraction while presenting we
decided to use a rather simple method to represent the mea-
sured emotions - a stacked bar chart (see figure 2). Before
we present the emotions to the user we calculate the arith-
metic mean, if applicable, to get an average representation
of all individuals in the audience. By using the double tap
gesture it is also possible to hide the user interface during a
presentation completely if desired.
While every emotion has a simple colour representation
we decided to reduce the user’s cognitive load by adding a
small legend indicating which two emotional dimensions
are present the most at the moment. To prevent a heavily
split chart we also decided to combine all emotions detected
between 0 - 5% into the category other emotions.
1https://www.microsoft.com/en-us/hololens (note: all URLs mentioned in
this article were last visited June 21, 2019)
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Figure 2: Live emotional distribution
Follow-up. After a presentation we provide a web page to
further explore the emotional course throughout the pre-
sentation. This documentation enables to pinpoint critical
moments which can be either in a positive (e.g. peak in hap-
piness) or negative (e.g. peak in anger) way.
Figure 3: Web application
Our web tool provides live feedback during presentation.
This feature is especially useful when used by a therapist
who can either investigate while a presentation is running
(the chart is updated during a presentation) or afterwards in
combination with his observations.
Implementation
We created the application by using the Unity3D game en-
gine2 in combination with the AR platform Vuforia3 and
deployed it specifically for the Mircosoft Hololens. During a
presentation we use Hololens’s main standard camera to take
a picture of the present audience either automatically or on
demand depending on the users preferences. We upload this
picture to our own server which then forwards it toMircosoft
Cognitive Services4. Microsoft Cognitive Services performs
the facial emotion recognition and delivers the metrics we
use in our application. We store the JSON values received
from Microsoft Cognitive Services in a database and plot
them into a graph for further investigation during or after a
presentation. The communication is done by using HTTPS
to ensure no sensitive data can be leaked by third-parties.
2https://unity.com
3https://www.ptc.com/en/products/augmented-reality
4https://azure.microsoft.com/en-us/services/cognitive-services/
Furthermore no images or individual emotional data is stored
because of privacy concerns. Only averaged audience scores
are available.
3 LIMITATIONS
Since the MS Hololens provides a two megapixel video cam-
era without flash, lightning conditions play an important
role for capturing the audience. We found natural daylight to
suite best. The application cannot be used properly in dark
rooms (or only to a very limited extent).
Based on those limitations, the distance between audience
and presenter has to be considered. We recommend a dis-
tance of max. five meters to track the audience. Generally, a
smaller audience size is preferred as the field the of view is
restricted to 67 degrees maximum.
However, our implementation does not rely on detecting
all persons at all times as we only calculate the average
emotion in the audience. We informally tested the prototype
with ten participants in a teacher-student classroom scenario
in which the participants (sitting approximately three meters
away from the potential speaker) play with facial expressions
to test the emotion detection performance. We found a crowd
of about five to ten people within a distance of a few meters
to be working best, so that the application could detect the
overall emotion of the audience (happiness, neutral, surprise,
sadness or a combination of those).We have yet to investigate
the application in a realistic presentation scenario with a
podium and a real audience to provide information about
the usability and the performance.
4 CONCLUSION
We presented the motivation and implementation for Audi-
enceAR, an AR-application that tracks the emotional state of
an audience for presenters. Please note, since this is a work-
in-progress project we have yet to evaluate the overall idea
and the effect on potential users. We are currently planning
first studies for our prototype about the acceptance of the
idea and to gather feedback on how to design and to place the
AR-elements as advantageous as possible. We also need to
include potential audiences into the evaluation process since
it is important to evaluate how the usage of our application
changes the impression of a presenter and if this usage is at
all accepted. We also work close with psychologists to design
studies to evaluate if this tool can indeed reduce the fear and
nervousness during presentations or if it does indeed worsen
the situation.
Furthermore, we also plan to broaden (1) our potential
target group and (2) the potential use cases. We are currently
focused on the area of E-Health and especially persons with
anxiety problems during presentations. Another group we
hypothesise can be supported by our tool are persons with
social-emotional agnosia [5] . People with this disorder are
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not able to perceive and understand human emotions ex-
pressed via body language, the face or the voice. The disor-
der is also known to co-occur with autism [2]. AudienceAR
can support those people to understand human emotion
also outside of the presentation context in their everyday
life. Outside of the use case of E-Health, we also suggest
that presenters without any major anxiety problems during
presentations can profit from our tool since they can better
assess the current state of their audience e.g. if they are bored
or excited. The presenter can use this information to react
during the presentation on this feedback.
Please note, that we are also aware of the ethical dimen-
sions of this project. Of course filming and analysing an
audience during presentation cannot be done without their
clear consent, so it is necessary for potential users of this
application to keep this in my mind. In the same context, it
might also not be possible to use this application in everyday
life although we see benefits for the target group of persons
with social-emotional agnosia. However, we also want to
continue the research for this user group and see potential
to use our application in specific use cases, in which they
can acquire the consent of the persons filmed.
Overall, we envision a lot of use cases for our applica-
tion idea and we will continue our research to optimise our
prototype and address further user groups.
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