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We develop the high frequency expansion based on the Brillouin-Wigner (B-W) perturbation
theory for driven systems with spin-orbit coupling which is applicable to the cases of silicene, ger-
manene and stanene. We compute the effective Hamiltonian in the zero photon subspace not only
to order O(ω−1), but by keeping all the important terms to order O(ω−2), and obtain the photo-
assisted correction terms to both the hopping and the spin-orbit terms, as well as new longer ranged
hopping terms. We then use the effective static Hamiltonian to compute the phase diagram in the
high frequency limit and compare it with the results of direct numerical computation of the Chern
numbers of the Floquet bands, and show that at sufficiently large frequencies, the B-W theory high
frequency expansion works well even in the presence of spin-orbit coupling terms.
I. INTRODUCTION
Topological insulators and topological phase transi-
tions1 have been in the forefront of research in the
last several years. More recently, it has been realized
that driving systems periodically is an effective way to
obtain and control topological phases2–5. In the last
few years, the concept of engineering such periodically
driven systems, often called Floquet systems, has gained
prominence, particularly due to the feasibility of exper-
iments in solid state6 as well as in photonic7 and cold
atom systems8. Floquet topological systems have been
studied extensively to predict non-equilibrium Majorana
modes9–11, non-trivial transport properties12–15 as well
as to control the band-structure3,16,17.
Despite this progress, there remain many unresolved
questions involving driven topological systems, mainly
because the presence of the driving implies that the sys-
tem is out of equilibrium. With the lack of energy con-
servation, the bands in a driven system can be charac-
terized by quasienergies18. But the standard picture of
assuming that the quasi-energy levels are similar to the
usual energy levels of a band is not quite right because
the distribution function for the electrons in the quasi-
energy bands cannot be assumed to be the usual Fermi
distribution function. Furthermore, a driven system has
a much richer topological phase structure than its static
counterpart19 and may even possess phases that have no
analogue in the static system20. This has led to the pro-
posal of characterising the topological indices of a peri-
odically driven topological insulator as a combination of
winding numbers instead of a single Chern number.
Motivated by graphene, much of the early
work12,13,21–23 on Floquet topological insulators
has been on understanding the topological features of
periodically driven tight-binding models on a honeycomb
lattice. However, it is also of interest to extend the
work to include spin-orbit coupling terms and buckling
terms which are of relevance to materials like silicene,
FIG. 1: A class of materials, such as silicene, stanene and
germanene has 2D electrons in a buckled structure. Sites on
a blue (upper) layer and a yellow (bottom) layer together form
a lattice.
germanene and stanene24–28. Although these materials
are intrinsic topological insulators and their band gap
can be tuned by an external gate voltage, fairly large
electric fields are required to tune the materials between
topological and normal insulators. The enhanced tun-
ability offered by using light as a driving force may allow
us to access many more topologically distinct phases in
these materials.
A simple theoretical idea that has been used in the field
of Floquet systems is to realize that at very high frequen-
cies, when the frequency of the drive is larger than the
band-width, the system cannot follow the rapid oscilla-
tions of the external drive and hence, the effective Hamil-
tonian is just the time-averaged one. An effective Hamil-
tonian is then systematically constructed using perturba-
tion theory, at high frequencies, to include virtual photon
absorption and emission processes to give corrections of
O(ω−n), where ω is the frequency. Here, it has been
shown that at least at high frequencies, in models like
graphene, the assumption that the quasi-energies can be
treated as usual energy levels works well.
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2In an earlier work, Ezawa24 investigated photo induced
phase transitions in silicene and showed that at high fre-
quencies, various new phases such as the quantum Hall
insulator, spin-polarized quantum Hall insulator, spin
polarized metal and spin-valley polarized metal are re-
alized. However, his study was restricted to high fre-
quencies of O(ω−1) in the high frequency expansion and
also to low energies, close to the Dirac cone. In this pa-
per, we study a systematic Brillouin-Wigner expansion29
of the effective Hamiltonian of systems with a spin-orbit
coupling term, and obtain the effective Hamiltonian to
O(ω−2), without restricting ourselves to the low energy
limit. To obtain the phase diagram, which should be
qualitatively applicable to all materials with spin-orbit
couplings such as silicene, germanene and stanene, we
keep the spin-orbit term small but arbitrary. Thus we are
able to access many more phases in the spin-polarized,
buckled systems.
To be more specific, the plan of our paper is as fol-
lows. Since our aim is to extend the B-W theory for
high frequency expansion to materials which also have
spin-orbit coupling, we start, in the next section, with a
brief review of the expansion procedure which will also
serve to define our conventions. Then, in section III,
we write down our model of the materials of interest,
which is a tight-binding model on a honeycomb lattice
with next nearest neighbor spin-orbit terms. Since many
of the materials of interest have a buckled structure, we
also include a staggered sub-lattice potential term. In
momentum space, this is a 4-band model with real spin
as well as pseudo-spin or valley indices. In section IV, we
proceed to generate the effective Hamiltonian in the pro-
jected zero-photon subspace of the Floquet Hamiltonian
by using the B-W perturbation theory order by order in
1/ω. We show that at each order, the effective Hamil-
tonian has longer and longer ranged hoppings. For high
frequencies, we truncate our expansion to O(ω−2). The
low-energy limit of the effective Hamiltonian near the
Dirac points in the Brilloiun zone is discussed in section
V. In Sec VI, we show numerical evidence of topological
phase transitions in the effective Hamiltonian as a func-
tion of the amplitude and frequency of the driving force,
as well as a function of the staggered potential and com-
pare it with exact results. We conclude with a discussion
of where we expect the B-W expansion to give a reason-
able approximation of the time-dependent Hamiltonian,
- i.e., we obtain a range of validity for the parameters of
the theory, where we can expect the B-W expansion to
provide a reliable time-independent Hamiltonian.
II. B-W HIGH FREQUENCY EXPANSION
The B-W perturbation theory has been described in
Ref. 29 to obtain the high frequency effective Hamilto-
nian for periodically driven systems. In comparison with
other similar high frequency expansions, like Floquet-
Magnus30,31 and van Vleck32,33 perturbation theory, the
B-W expansion has far fewer terms at higher orders.
Moreover, the B-W theory has a simple recursive tech-
nique to compute higher order terms which is often less
cumbersome than the other expansions.
In this paper, we will only use the B-W theory, since
with the addition of spin-orbit couplings, we have even
more terms and the recursive technique can be conve-
niently used to compute the higher order terms. We
start with a time periodic Hamiltonian H(τ+T ) = H(τ),
where T = 2pi/ω is the period, given by its Fourier com-
ponents
Hn =
∫ T
0
dτ
T
H(τ)einωτ . (1)
The B-W perturbation theory can now be used to obtain
the effective Hamiltonian order by order in 1/ω as29
HBW =
∞∑
n=0
H
(n)
BW (2)
where, the first few orders are:
H
(0)
BW =H0
H
(1)
BW =
∑
n 6=0
H−nHn
nω
H
(2)
BW =
∑
n,m6=0
(
H−nHn−mHm
nmω2
− H−nHnH0
n2ω2
)
. (3)
As an example-system, it is useful to consider electrons
in a honeycomb (hc) lattice (say, graphene) irradiated by
circularly polarized light. The time independent Hamil-
tonian is modelled by a lattice Hamiltonian of fermions
with uniform nearest neighbour (NN) hoppings given by
Hhc = −t
∑
〈i,j〉,σ
c†iσcjσ . (4)
The effect of the radiation can be taken into account
by the vector potential A(τ) = A0(cosωτ, sinωτ). The
Hamiltonian, using Peierls substitution, is then given by
Hhc(τ) = −t
∑
〈i,j〉
e−iα sin(ωτ−2pil/3)c†i cj . (5)
where l = 0, 1, 2 for the three NNs in the honeycomb
lattice, i.e. Rj = Ri + δl and α = A0a0 with a0 being
the lattice constant. We have dropped the spin index as
the Hamiltonian is the same for either spin sector. The
Fourier components of the Hamiltonian are,
Hhcn = −t
∑
〈i,j〉
ei
2pinl
3 Jn(α)c
†
i cj , (6)
where Jn is the Bessel function of order n. Using Eq. (3)
one obtains the effective B-W Hamiltonian upto the first
order in (t/ω) as
HhcBW =−
∑
〈i,j〉
Jc†i cj +
∑
〈〈i,j〉〉
iνijΛc
†
i cj , (7)
3FIG. 2: (a) The hexagonal Brilloiun zone for the model that
we consider with various high-symmetry points (discussed in
the text) marked. (b) The band structure with momenta
along the red dotted line in (a) in the presence of spin-orbit
coupling and a staggered electric field Ez. It is possible to
have Dirac nodes for different spins at different valleys. A
spin-orbit coupling constant of λ = 0.1t and a staggered po-
tential of lEz = 0.1t have been used to obtain the schematic
diagram presented here.
where,
J = tJ0(α), Λ = − t
2
ω
∑
n 6=0
J2n(α)
n
sin
2pin
3
. (8)
νij = ±1 depending on whether the next to nearest neigh-
bour (NNN) hopping is clockwise or anticlockwise. The
first term represent a renormalized hopping amplitude,
whereas the second term can open a gap in the system,
driving the system to the topological regime.
III. SYSTEMS WITH SPIN-ORBIT COUPLING
In this section, we introduce a generic 2D Hamiltonian
on a honeycomb lattice to describe systems with spin-
orbit (SO) coupling as well as to allow a buckled struc-
ture where the atoms of the sub-lattices are separated in
the direction perpendicular to the plane of the lattice.
Materials such as silicene, germanene and stanene can
be effectively described by such a model. Cold-atom sys-
tems can also be used to simulate these kinds of effective
models.
The SO coupling can be introduced by adding a next
to nearest neighbor (NNN) term in the Hamiltonian34
HSO =
iλ
3
√
3
∑
〈〈i,j〉〉σ
σνijc
†
iσcjσ. (9)
λ controls the strength of the SO coupling, σ is the spin
index and stands for ↑ and ↓ as indices and ±1 in equa-
tions. We note that this takes into account only the time-
reversal (TR) invariant intrinsic SO coupling. The other
prominent SO effect, Bychkov-Rashba effect, has been
neglected in the following discussions and is expected to
be small in the systems of our interest35.
The staggered sub-lattice potential originating from a
buckled structure can be represented as an onsite poten-
tial (taken to be uniform for simplicity)24 given by
HST =
∑
iσ
(ζilEz − µ)c†iσciσ, (10)
where 2l is the separation between the atoms on the A
and B sub-lattices and Ez is the applied electric field.
ζi = +1/− 1 for A/B sub lattices. The full Hamiltonian
is thus
H = Hhc +HSO +HST . (11)
We briefly note that the low energy limit of the above
Hamiltonian near the K and K ′ points in the Brillouin
zone has a Dirac structure given by
Hησ =
(
∆ησ − µ v(ηqx − iqy)
v(ηqx + iqy) −∆ησ − µ
)
(12)
where v = 3ta0/2, ∆
η
σ = lEz + 3
√
3ησλ and η = ±1 are
the valley indices for the two valleysK andK ′ (see Fig. 2)
at momenta
(
± 4pi
3
√
3a0
, 0
)
. Squaring the Hamiltonian, we
get the eigenvalues Eη(q) = −µ ±
√
v2(q2x + q
2
y) + ∆
η
σ
2
.
The Dirac mass term or the gap in the system is con-
trolled by ∆ησ. The Hamiltonian Eq. (11) is time-reversal
symmetric, but the system can be tuned from a trivial
semimetal to a spin-hall insulating state by an applied
electric field Ez, by tuning ∆
η
σ through zero.
IV. B-W EXPANSION AND EFFECTIVE
HAMILTONIAN
In this section we describe the procedure followed in
the B-W calculation. We will start by performing a
Peierls substitution on Eq. 11 to incorporate the effect
of shining circularly polarized laser. The time dependent
Hamiltonian thus obtained is used to calculate the Flo-
quet Hamiltonian using Eq. 1. Using Eq. 3, the B-W
effective Hamiltonian upto O(ω−2) is computed.
4FIG. 3: The various effective coupling paths in a honeycomb
lattice obtained by B-W expansion. Note that for the L-
paths, there are two ways, both involving three hoppings, to
reach the B sublattice from A. (Only one of them is shown).
They contribute equally and we write them together in the
amplitude Eq. (18) that enters the Hamiltonian. The O(λ2)
contribution (dotted path) vanishes.
We first rewrite the static Hamiltonian in Eq. 11 in
terms of a and b electrons for the A and B sublattice as
H ≡
∑
〈i,j〉σ
Jσa
†
iσbjσ +
∑
〈〈i,j〉〉σ
(iΛ0σν
A
ij + Λ
A)a†iσajσ
+
∑
iσ
µ˜Aa†i,σai,σ + all terms with a,A↔ b, B (13)
with Jσ = −t, Λ0σ = σλ3√3 , ΛA,B = 0, νAij = −νBij = νij .
The reason for the introduction of the new notation will
become clear when we start computing the corrections to
the various terms using the B-W expansion. In compari-
son with the earlier work on the honeycomb lattice, this
model has a NNN term because of the spin-orbit coupling
and also a potential difference between the A and B sub-
lattices due to the applied electric field Ez. Our aim is
to see how this affects the terms in the B-W expansion.
As mentioned earlier, the effect of shining circularly
polarized light with a vector potential A(τ) on the two-
dimensional honeycomb lattice is obtained by using the
Peierls substitution. Note that, A·δA = α sin(ωτ−2pil/3)
whereas A · δB = −α sin(ωτ − 2pil/3), for the A and B
sublattices. The band gap at the two valleys K and K ′
can be tuned by the applied electric field Ez and also
by the spin-orbit coupling term λ, whose value can be
changed by the time-dependent perturbation, as we shall
see below. Hence, the tunability of the band gap is highly
enhanced by time-dependent perturbations.
The electric field from the irradiation couples with
both the NN and the NNN hopping. Among the nearest
0 1 2 3 4
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FIG. 4: The Chern numbers (above) and the various ampli-
tudes of hopping (below) are shown as a function of α = a0A0.
An arbitrary spin orbit coupling λ = 0.05, a staggered poten-
tial lEz = 0.08t and ω = 10 have been used. The original
hopping amplitude t is taken as the unit of energy. We note
that, as the hopping amplitudes differ between the two spin
sectors, it is possible to achieve a spin-filtered system in the
presence of SO coupling and the staggered potential. In one
such situation, denoted by the white dot, we note that there
is band-touching only for the ↓ spin, whereas the ↑ spin is in
the gap. The band-structure near the K,K′ point is shown
in the inset. For further discussion of the Chern numbers, see
section VI.
neighbor (NN) hopping terms, the sites in the A and B
sub-lattices have three neighbors each. In addition, the
Peierls substitution has to be performed for the six next
to nearest neighbor (NNN) sites in both the sub-lattices.
The computation is more tedious than that of the NN
case. The Floquet Hamiltonian is calculated by inte-
grating the resulting time dependent Hamiltonian using
Eq. 1.
We now use the B-W expansion defined in Eq. (3) to
obtain the effective Hamiltonian to O(ω−2) in real space.
The real space expansion is specially useful for obtaining
a physical understanding of the perturbation. In realis-
tic materials, the intrinsic spin-orbit coupling can range
from a few milli-electron volts (silicene) to a few tens of
milli-electron volts (germanene and stanene)26,27. The
band-width of these materials, on the other hand, are of
5the order of a few electron volts. This difference in mag-
nitude allows us to neglect higher orders terms in λ, at
higher orders in O(1/ω), while showing the results below.
In general, such approximations are not necessary, and
the B-W effective Hamiltonian can be obtained exactly
at each order, particularly for numerical purposes. We
briefly sketch the procedure for this in the Appendix.
With this in mind, we compute all the terms to O(1/ω)
and find that terms of O(λ2) cancel. To the next order,
we keep only O(t3/ω2) terms. First, the expansion renor-
malizes various hopping amplitudes Tσ, Λ
0
σ, Λ
A,B
σ and
µ˜A,Bσ in Eq. (13) and we call the renormalized Hamilto-
nian HIBW. Second, the expansion also produces longer
range hopping terms of the form:
HIIBW =
L−path∑
i,j,σ
Lσa
†
iσbjσ +
M−path∑
i,j,σ
Mσa
†
iσbjσ + h.c. (14)
The different L and M paths as well as the nearest neigh-
bor J and next nearest neighbor Λ paths are shown in
Fig. 3. The total effective B-W Hamiltonian is then
HBW =H
I
BW +H
II
BW. (15)
Explicit forms of the various hopping amplitudes are
given below:
Jσ =− tJ0(α) + 4tσλ
3ω
∑
n 6=0
βn sin
pin
6
+
t3
ω2
∑
n 6=0
γn
(
2 cos
2pin
3
+ 3
)
+
∑
m,n 6=0
χnm
(
4 cos
2pin
3
+ 1
) , (16)
Λ0σ =
σλJ0(α
√
3)
3
√
3
−
∑
n6=0
t2J2n(α)
ωn
sin
2pin
3
, (17)
Lσ =− 4tσλ
3ω
∑
n 6=0
βn sin
pin
2
+
2t3
ω2
∑
n 6=0
γn cos
2pin
3
+
∑
m,n 6=0
χnm cos
2pi(m− n)
3
 , (18)
Mσ =− 2tσλ
3ω
∑
n 6=0
βn cospin sin
pin
6
+
t3
ω2
∑
n 6=0
γn cos
2pin
3
+
∑
m,n6=0
χnm cos
2pi(m+ n)
3
 , (19)
ΛA/B =− t
2 (±lEz − µ)
ω2
∑
n 6=0
J2n(α)
n2
cos
2pin
3
, µ˜A/B =
1− 3t2
ω2
∑
n 6=0
J2n(A)
n2
 (±lEz − µ), (20)
where βn = Jn(α)Jn(α
√
3)/
√
3n, γn = J
2
n(α)J0(α)/n
2
and χnm = Jm(α)Jn(α)Jm+n(α)/mn.
We mention here a few important points to be noted.
The presence of the SO coupling gives rise to spin-
dependent nearest neighbor hopping amplitudes Jσ. Fur-
thermore, the NNNN hopping amplitudes, the L and M
terms, also become spin-dependent. The staggered on-
site electric field Ez plays an important role in controlling
the NNN hopping amplitudes ΛA,B but appears only as a
second order (in 1/ω) contribution. Various amplitudes
have been shown in Fig. 4, where we note that by control-
ling a single parameter, α (which controls the strength of
the driving term), their strengths can be tuned and can
give rise to topological phase transitions.
Next, we proceed to write the Hamiltonian in mo-
mentum space by Fourier transforming the B-W effective
Hamiltonian, Eq. 15. Alternatively, the B-W expansion
can also be performed directly in the momentum space,
which we have briefly sketched in the Appendix. In the
basis of the sublattices, in the spin sector σ, the B-W
Hamiltonian has the form
HBWσ =
(
δΛσ + ξA + µ˜
A δJσ + δLσ + δMσ
δ∗Jσ + δ
∗
Lσ + δ
∗
Mσ −δΛσ + ξB + µ˜B
)
, (21)
where
6δJσ = Jσ
(
1 + 2e−i3kya0/2 cos
(√
3kxa0/2
))
, δLσ = Lσ
(
e−3ikya0 + 2 cos
(√
3kxa0
))
δMσ = 2Mσ
(
e−i3kya0/2 cos
(
3
√
3kxa0/2
)
+ e−3ikya0 cos
(√
3kxa0
)
+ e3ikya0/2 cos
(√
3kxa0/2
))
δΛσ = −4Λ0σ sin
(√
3kxa0/2
)(
cos
(√
3kxa0/2
)
− cos (3kya0/2)
)
and ξA/B = 2Λ
A/B
(
cos
(√
3kxa0
)
+ 2 cos
(√
3kxa0/2
)
cos (3kya0/2)
)
. (22)
This gives the energy eigenvalues
EBWσ =
ξA + ξB + µ˜
A + µ˜B
2
±√
|δJσ + δLσ + δMσ|2 +
(
δΛσ +
ξA − ξB + µ˜A − µ˜B
2
)2
.
For an undoped system, µ = 0, ξA|µ=0 = − ξB |µ=0 = ξ
and µ˜A
∣∣
µ=0
= − µ˜B∣∣
µ=0
= µ0. Using this, the above
expression reduces to
EBWσ
∣∣
µ=0
= ±
√
|δJσ + δLσ + δMσ|2 + (ξ + δΛσ + µ0)2.
ξ + δΛσ + µ0 is the effective staggered potential and a
finite µ simply shifts the energies.
FIG. 5: The various amplitudes in Eq. (22) vanishes at high-
symmetry points in the hexagonal Brilloiun zone. The δΛσ
term vanishes at lines (blue) joining the various M points. All
three δJσ, δLσ, δMσ terms vanish at K and K
′ points, whereas
δLσ additionally vanishes at six other high symmetry points
in the Brilloiun zone, as noted by the green dots.
The various amplitudes appearing in the energy ex-
pression vanishes at various high-symmetry points in the
Brilloiun zone, as shown in Fig. 5. As, at the K,K ′
points, the parameters δJσ, δL, δM = 0, δΛσ = ±3
√
3Λ0σ
and ξ = −3ΛA, the condition for a band touching point
is
ξ + δΛσ + µ0 = 0,
⇒ µ0 = ∓3
√
3Λ0σ + 3Λ
A. (23)
Real solutions of ω from this (quadratic) equation pro-
vides the band-touching frequencies at K/K ′ points. At
the Γ point, δΛσ = 0, ξ = 6Λ
A and δJσ + δL + δM =
3(Lσ + 2Mσ + Jσ). So, here the condition for band-
touching is to simultaneously satisfy
µ0 = −6ΛA and Lσ + 2Mσ + Jσ = 0. (24)
Finally, for the various M points, δΛσ = 0, ξ = −2ΛA
and δJσ + δL + δM = ±(Jσ − 3Lσ + 2Mσ). So, for a
band touching at any of the M points, the condition is
to simultaneously satisfy
µ0 = 2Λ
A and (Jσ − 3Lσ + 2Mσ) = 0. (25)
With appropriate limit Eq. 25 and Eq. 24 recovers the
results quoted in Ref. 29. A final comment is to note
that as Jσ, Lσ,Mσ,Λ
0
σ differ between the two spin sec-
tors in the presence of the SO coupling, it is generally
not possible to have the bands touching at any of these
high-symmetry points for both the up and down spins
simultaneously.
V. THE LOW ENERGY LIMIT OF THE B-W
EFFECTIVE HAMILTONIAN
To obtain the low energy effective Hamiltonian, we
first need to identify the band-touching points in mo-
mentum space. In general, finding the band-touching
points is not easy, because the various terms in the ef-
fective Hamiltonian are only known as a power series in
the photon coupling strength. It is possible, however,
to expand the Hamiltonian about a generic Dirac point,
(which need not be one of the symmetric points in the
Brilloiun zone) which would be useful if we could find the
band-touching points. In this section we will assume that
the gap closes at the K and K ′ points in the Brilloiun
zone, and write down the effective Hamiltonian, so that
we can compare it with the Hamiltonian to O(ω−1) in
7the high frequency limit, obtained by Ezawa24, who made
this assumption. In the basis of the two sub-lattices, as
can be seen from Eq. (21), around the K and K ′ points,
the effective Hamiltonian reduces to
HBW|k=K/K′ ≈ Tσ (ηqxτx + qyτy) +Dηστz − µRI, (26)
with
Tσ = 3a0
2
(2Lσ − Jσ +Mσ)
R = 1 + 3t
2
ω2
∑
n 6=0
J2n(A)
n2
(
cos
2pin
3
− 1
)
Dησ =
(
lEzR+ 3
√
3ηΛ0σ
)
,
η = ±1 for expansions around K and K ′ points respec-
tively and τi are the Pauli matrices in the sub-lattice
space. We note that the contributions from L and M
paths, making the NN hopping spin-dependent was ab-
sent in Ref. 24, where the effect of the time dependent
vector potential was taken into account by Peierls sub-
stitution only in the NN hopping amplitude but not in
the SO coupling. Although these contributions should be
negligible in the case of silicene, it may not be small for
other compounds with larger SO coupling and also for
cold atom systems where the value of the SO coupling is
arbitrary. We compute the eigenvalues of the Hamilto-
nian in Eq. (26) by squaring it, and find
Eη(q, σ) = −µR±
√
T 2σ (q2x + q2y) +Dη2σ . (27)
This gives the gap at the K/K ′ point as 2D±σ for spin
sector σ. The condition for the vanishing of the gap is
the equivalent of the condition given in Eq. (23) ( without
taking the low energy limit). The change in sign of the
gap D±σ as a function of a parameter signals a topological
transition, which is characterized by the change in the
spin Chern number Cσ of ±1. The gap function at low
energies was earlier computed by Ezawa24. Our results
agree at low values of the strength of the electromagnetic
field since the work by Ezawa24 also approximates the
value of the Bessel function J0(A) by its leading quadratic
dependence on the strength of the electromagnetic field.
VI. NUMERICAL RESULTS
Although, in general time-periodic systems possess a
much richer topological classification than static sys-
tems19, the B-W Hamiltonian Eq. (15) is an effective
static Hamiltonian and allows us to study the model in
terms of the standard topological classification of time in-
dependent systems. Neither Eq. (11) nor Eq. (15) mixes
the two spin sectors, so the spin Chern numbers Cσ, (in-
dependent for each spin), can classify the topology of the
system. For Eq. (11), which is valid in the absence of any
time-dependent perturbation, time-reversal (TR) sym-
metry is intact, and we expect to have the total Chern
FIG. 6: (color online) The phase diagram of the effective B-
W Hamiltonian, Eq. (15) characterized by the spin Chern
numbers (C↑, C↓). Chern numbers along the dashed (red)
line is shown in Fig. 4. We have taken a small but arbitrary
spin orbit coupling constant λ = 0.05t and ω = 10t. We
use the standard method for Chern number computation, c.f,
Ref. 36.
number of the ground state C = C↑+C↓ = 0. This is not
necessarily true for the case of the B-W Hamiltonian in
Eq. (15), as the polarization of the time dependent field
breaks the TR symmetry explicitly.
First, we compute the phase diagram of the static B-W
Hamiltonian, and the results are shown in Fig 6 and 7.
A phase diagram similar to that in Fig 6, but only for a
much smaller range of parameters (both for the strength
of the electromagnetic field or light and the applied elec-
tric field Ez) was obtained in Ref. 24. The TR symmetric
phase, i.e., when C = C↑ + C↓ = 0 is present only when
both the TR breaking vector potential of the drive or
the staggered potentials are small. In most of the phase-
space, C↑ = C↓ instead. In relatively small regions of
the phase-space, it is possible to have |C↑| 6= |C↑| and at
the boundaries of these regions, the gap closes for only
one variant of the spin. Now, if the Fermi energy is in
the gap of the other spin band, low energy excitations
become completely spin-filtered. The size of such regions
depend on the strength of the spin-orbit coupling. One
such case is shown in Fig. 4.
To compare the Chern numbers obtained from the B-
W expansion with the Chern numbers of the time depen-
dent system, one critical issue is that the occupations of
the quasienergy levels (defined below) are generally not
known. Our approach is similar to that of Ref. 19, and
we compute the Chern number of the quasienergy band
8below the quasienergy  = 0 which can also be defined
in terms of the winding numbers of the time evolution
operator above and below the band. For a time-periodic
system on a lattice, the quasienergies n(k) of band n
satisfy the Schro¨dinger equation for the Floquet Hamil-
tonian,
HF (k, τ)|un(k, τ)〉 = n(k)|un(k, τ)〉, (28)
where HF (τ) = i∂τ − H(τ), k is the Bloch momen-
tum and the Floquet states |un(k, τ)〉 are time-periodic
functions with the same period as that of H(τ). Nu-
merically, the eigenstates of the time evolution opera-
tor U(T ) = T exp[−i ∫ T
0
H(τ)dτ ] (T represents time-
ordered product and T = 2pi/ω) provides the Floquet
states |un(k, 0)〉. As these Floquet states are defined in
the Brilloiun zone, one can compute (using the standard
technique36) the Chern number for each band. Finally
we compare the Chern number of the up-spin sector ob-
tained from the time-dependent Hamiltonian with that
of the effective B-W Hamiltonian in Fig. 7, where the
boundaries obtained from the time-dependent Hamilto-
nian have been shown by dotted lines. Note that the
B-W results are given both for up-spin and down-spin,
whereas to avoid cluttering the diagram, the exact re-
sults are given only for the up-spin sector. Generally, in
the large frequency regime, we expect to have excellent
agreement as, in fact, is seen in the figure.
Note that for silicene, the spin-orbit coupling is one
order of magnitude smaller than that shown in the fig-
ures, and hence the region of splitting between the up
and down spins will be extremely narrow and not visible
at the scales shown. For germanene and stanene, the or-
der of magnitude of the spin-orbit coupling is almost the
same as that used in the figure, and so the phase diagram
for both of them will be quite similar to the one shown
here.
As mentioned earlier, a time-periodic system possesses
a richer topological structure than its static counter-
part19. Broadly speaking, the Chern number of our time-
periodic system can be written as C = C0 − Cpi, where
C0 and Cpi are the number of chiral edge states (with the
± signs for opposite chiralities) at the quasi-energy  = 0
and ω/2 respectively13. Starting from larger frequencies
and reducing it, once the frequency becomes equal to the
band-width, direct transitions from the bottom of one
band to the top of the next band can occur, giving rise
to band foldings. This may lead to band crossings in the
extended quasi-energy zone resulting in non-zero Cpi
13.
So we expect, as long as ω is larger than the band-width,
an effective Hamiltonian that is obtained by using a high-
frequency expansion such as the B-W expansion, should
reproduce the Chern number correctly. What is further
interesting is that with increasing driving amplitude A,
the electrons lose their kinetic energy (Jσ, Eq. (16)), re-
sulting in a shrinking of the band-width. This, in turn,
results in a larger range of frequency where the B-W
Hamiltonian can reliably predict the Chern number. This
is shown in Fig. 7, where we see that at low values of
FIG. 7: (color online) The phase diagram of the effective B-
W Hamiltonian for both up and down spins, Eq. (15), with
the frequency of the drive ω and the strength of the drive α.
In the shadowed region, when the band width of the effec-
tive Hamiltonian becomes bigger than the driving frequency,
the Chern number fails to match with the exact computation
discussed in Sec. VI. We do not show other phases that ap-
pear in this shadowed region for the exact computation. We
compare the phase boundaries of the up-spin sector of the B-
W Hamiltonian with those from the exact numerical results
(indicated by dashed lines) and see that they match exactly
at high frequencies. In other regions, even for comparatively
small ω/t up to 2, the match is still excellent. In the red re-
gion near α ≈ 5.0 (marked along the axis), the Chern number
fails to match with exact computation, which is generally true
for smaller ω/t as higher order expansion becomes necessary.
Other phases are similar to that in Fig. 6.
the amplitude of the light, the B-W expansion breaks
down at 6t, which is the band-width. But with increas-
ing amplitude of light, the regime of validity of the B-W
Hamiltonian in Fig. 7 increases.
Further, even if the B-W expansion does not break
down at smaller frequencies, the higher order contribu-
tions of the expansion may no longer be negligible. Such
situations, where the effective Hamiltonian fails to pre-
dict the correct Chern numbers occurs with smaller val-
ues of ω/t. In the Fig. 7, such discrepancies occur only a
very small region (red line) and extends below ω/t < 2.
VII. SUMMARY AND CONCLUSION
In summary, we have discussed a high-frequency effec-
tive Hamiltonian, using the Brilloiun-Wigner expansion
method, to describe periodically driven honeycomb lat-
9tice systems with spin-orbit coupling and staggered po-
tentials. Our effective Hamiltonian successfully predicts
the topological nature of the system for a wide range of
parameters and also provides the opportunity to explore
non-trivial topological phases with external controls.
Although the B-W and other similar high-frequency
expansions provide effective time-independent Hamilto-
nians of the time periodic system, that does not neces-
sarily mean that they can capture and predict correct
physical properties. The time-periodic system is inher-
ently a non-equilibrium system and in general possesses
no ground state. The lack of clarity of the occupation
statistics of the electrons remain a critical issue to be re-
solved in such systems37–39, which in turn may limit pre-
dictions of transport properties. If the driving frequency
is much larger than the band width, then the energy ab-
sorption in the system is likely to be negligible33,40,41,
and in this limit the system might be represented as be-
ing in quasi-equilibrium, at least for a finite time42. In
this case, it can be described by an effective Hamiltonian
such as the B-W Hamiltonian. Nevertheless, it may be
interesting to see how well the transport properties as
computed from a B-W Hamiltonian compares with the
other methods of computing non-equilibrium transport
of the time-dependent system. We keep such studies for
future.
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Appendix: B-W Expansion in Momentum Space
Here we briefly mention an alternative path to obtain
Eq. (21) by performing the B-W expansion directly in
momentum space. First, we note that for a function
f(t) = exp (−iγ1 sinφ− iγ2 cosφ) , one can write,
f(t) = e
−i
√
γ21+γ
2
2 sin
(
Ωt+tan−1 γ2γ1
)
=
∞∑
m=−∞
J−m (ν) eim(Ωt+χ), (29)
where ν =
√
γ21 + γ
2
2 and χ = tan
−1 γ2
γ1
. We also use
Jn(−x) = J−n(x). Its Fourier coefficients then are
fn =
∫ T
0
dt
T
einΩtf(t)
=
∞∑
m=−∞
J−m (ν) eimχδn,−m = Jn (ν) e−inχ. (30)
Now, the irradiated silicene Hamiltonian is of the follow-
ing form:
H(k, t) =
(
ξ(k, t) δ(k, t)
δ(k, t)∗ −ξ(k, t)
)
(31)
with
δ(k, t) =t
[
e
−i
(√
3
2 kx+
3
2ky
)
a0e
−i
(√
3
2 cos Ωt+
1
2 sin Ωt
)
α
+ e
−i
(
−
√
3
2 kx+
3
2ky
)
a0e
−i
(
−
√
3
2 cos Ωt+
1
2 sin Ωt
)
α
+ eiα sin Ωt
]
ξ(k, t) =iΛ
[
e
−i
(√
3
2 kx− 32ky
)
a0e
−i
(√
3
2 cos Ωt− 32 sin Ωt
)
α − ei
(√
3
2 kx+
3
2ky
)
a0e
i
(√
3
2 cos Ωt+
3
2 sin Ωt
)
α − e−i
√
3kxa0e−i(
√
3 cos Ωt)α
+ ei
√
3kxa0ei(
√
3 cos Ωt)α + e
−i
(√
3
2 kx+
3
2ky
)
a0e
−i
(√
3
2 cos Ωt+
3
2 sin Ωt
)
α − ei
(√
3
2 kx− 32ky
)
a0e
i
(√
3
2 cos Ωt− 32 sin Ωt
)
α
]
,
whose Fourier coefficients are
δn(k) = tJn(α)
[
2e−i3kya0 cos
(√
3
2
kxa0 +
npi
3
)
+ 1
]
and
ξn(k) = 2ΛJn(
√
3α)
[
ei
3
2kya0 sin
(√
3
2
kxa0 − npi
6
)
+ e−i
3
2kya0 sin
(√
3
2
kxa0 +
npi
6
)
− sin
(√
3kxa0 +
npi
2
)]
.
This defines
Hn(k) =
(
ξn(k) δn(k)
δn(k)
∗ −ξn(k)
)
. (32)
Using Hn, one can then obtain various terms of the B-W
expansion using Eq. (3).
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