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Abstract
We discuss pattern problems for matrix groups and solve one of such problems for a
class of nilpotent groups. Ó 1999 Elsevier Science Inc. All rights reserved.
Let A  aij be a matrix of size n n over the complex numbers. A lot of
problems in matrix theory are related with the structure of the matrix A, e.g.,
its shape, the distribution of zeros, etc. By definition, a rectangle R  Ri; j; k; l
is the submatrix ast : i6 s6 j; k6 t6 l of A. We say that A has Ri; j; k; l-
pattern (or just R-pattern) if this submatrix is non-zero, i.e., there is at least one
non-zero entry. For example, for
A 
0 1 2 0
1 0 2 0
0 0 0 0
0 0 0 1
0BBB@
1CCCA;
A has the following patterns:
· R(1,1,2,2), R(1,1,3,3), R(2,2,1,1) , . . . , (1 1-matrices),
· R(1,2,1,2), R(1,2,2,3), R(3,4,3,4) , . . . , (2 2-matrices), etc.
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Also R3; 3; 1; 4; R3; 4; 1; 2; . . . are not patterns of A. It is clear that patterns
reflect the distribution of zero entries in a given matrix A.
If R is a rectangular matrix which contains part of the main diagonal, we say
that A has upper (resp. lower) triangular R-pattern (abbreviation: u.t. (l.t.)-R-
pattern) if the upper (lower) triangular part of R is non-zero, e.g. in the upper
case, there exist i6 s6 j; k6 t6 l such that s < t and ast 6 0. In the above ex-
ample, A has u.t. patterns R1; 2; 1; 2; R1; 3; 1; 3; R2; 3; 2; 3; R1; 3; 2; 4; . . .
One may consider, in particular symmetric square-patterns Ri; j; i; j, the upper
(or lower) triangular part of them, etc. To study the structure of A we may
consider various pattern problems as defined above.
In the current literature, there are pattern problems, dierent from ours.
Perhaps the most studied ones are problems related with the distribution of
zeros in 0; 1-matrices, or so-called sparse matrices (see e.g. [5,6]).
Let G be an infinite subset of the set of all non-zero matrices in Mn  MnC
of size n n over the field of complex numbers C. We say that G has generically
pattern R if once an element of G has pattern R, then there is an open and dense
(with respect to some topology) subset of elements of G having the same
pattern R. Here we endow G with the natural topology that is induced from Mn
(say, the Zariski topology or the usual Hausdor topology). We say that G has
pattern R if once an elements of G has pattern R then, except possibly for a
finite number, all element of G have pattern R, and that G has (generically)
pattern R up to conjugacy if for some g 2 GLn : GLnC; gGgÿ1 has (gener-
ically) pattern R. If G is a subgroup of GLn we always consider the pattern of
non-identity elements of G only. We say G almost has one of these properties P
if G is a subgroup of GLn and it has a subgroup of finite index satisfying P . It is
more interesting to put some structure on the set G, say algebraic and/or to-
pological structure. For example, we may assume that G is a vector subspace
(or subalgebra) of Mn, or a (topological) subgroup of the general linear group
GLn . . .. In this setting, the study of patterns of G usually helps to understand
more about the structure of G. In general this is a non-trivial problem since the
patterns depend very much on the structure of the set G in the whole. The
general pattern problem for an infinite G is the following:
Pattern Problem. Assume that, up to conjugacy, G contains an element with
pattern R. When does G
1. have generically pattern R?
2. have pattern R?
3. almost have pattern R?
Examples. (1) Denote by Tn the subgroup of GLn consisting of upper triangular
matrices. Then with respect to Zariski topology, Tn has generically (only) u.t.
pattern R  Ri; j; i; j for any 16 i6 j6 n; 16 k6 l6 n. In fact, the set Rij of
all matrices in Tn with no-zero i; j-entry is an open subset in Zariski topology
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in Tn. Hence the subset of all matrices of Tn with pattern R  Ri; j; k; l is just
the union of all such open sets Rst with i6 s6 j; k6 t6 l, and is also in Zariski
topology. Due to the irreducibility of Tn, it is also dense in Tn.
(2) Let V  V1  V2 be a direct sum of two finite dimensional vector spaces,
m  dim V1, E  EndV1,!EndV  be the natural embedding. Then the same
argument as in (1) shows that E has generically pattern Ri; j; k; l for
16 i6 j6m; 16 k6 l6m, and it has pattern R1;m; 1;m in certain basis of V
containing that of V1.
(3) From the very definition it follows that any set of diagonal matrices has
no u.t. (or l.t.) patterns.
From now on, we consider only the Zariski topology on MnC. We use also
freely some standard results from elementary algebraic geometry.
Proposition. Let G be an irreducible algebraic subset of Mn  MnC. If R is a
pattern of an element of G then G has generically pattern R.
Proof. Denote by Mi;j the subset of Mn of all matrices with non-zero i; j-entry.
Then Mi;j is an open subset of Mn and because of Mn is irreducible, it is also a
dense subset of Mn. Hence Gi;j : G \Mi;j is also open in G, and dense, if it is
not empty. Thus if R  Ri; j; k; l, A : fs; t : i6 s6 j; k6 t6 lg,
GR : [s;t2AGs;t, then GR is also an open. If g 2 G has pattern R then GR 6 ; is
open and dense in G and G has generically pattern R. 
We are interested in pattern problems for algebraic subgroups of GLn. We
refer the readers to [2,3] for basic notions in the theory of linear algebraic
groups. In this note we consider the simplest ones, namely monothetic sub-
groups G  GLn. By definition, G is called monothetic if it contains a Zariski-
dense cyclic subgroup (see e.g. [1], Sections. 4.1, 4.2, or [4], Section. 9.2, for
similar definition for topological groups). First we make some reduction
steps.
Denote by G the Zariski-closure of G in GLn, where G is assumed to be
monothetic. It is clear that to know the patterns of G it suces to know the
patterns of G, so we may assume that G is a subgroup of GLn which is closed in
Zariski topology. Recall that the Zariski closure of a commutative group is
commutative, so it follows from [3], Section 2.4, Corollary 1, that G is com-
mutative. It is well known that any commuting set of matrices can be simul-
taneously triangulated, hence there exists g 2 GLn such that gGgÿ1 is a
subgroup of the group Tn of all upper traiangular matrices with non-zero el-
ements on the diagonal. We assume from now on that G is in the upper tri-
angular form. It is also known ([3], Theorem 4.7) that being commutative,
G  T  Gu where T is the unique subgroup containing all semisimple elements
of G and Gu is the subgroup consisting of all unipotent elements of G. We may
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assume that T is in diagonal form. Therefore if G contains no non-trivial
unipotent elements, then Gu  1 hence G is already in the diagonal form, so it
has no u.t. (or l.t.) patterns (see Example 3).
Let Dn be the subgroup of all diagonal matrices of GLn;Un be the subgroup
of Tn consisting of all upper triangular matrices with 1’s on the main diagonal
(i.e. unipotent) matrices. Then Tn  DnUn (semidirect product). Let g 2 G with
Jordan decomposition g  su such that u 6 1. Then it is known ([2], Corollary
8.5) that G  As  Au, where AM denotes the smallest algebraic subgroup
containing M. Then it follows from the direct product decomposition G  T 
Gu above and the uniqueness of the Jordan decomposition that T  As and
Gu  Au. Since we assume that T is in diagonal form, from what has been
said it is clear that g  su is the decomposition of g as in the semidirect product
above. Therefore if g has certain u.t. pattern R then it is clear that u also has its
pattern. Thus we see that the patterns of G are defined by the patterns of
Gu 6 1. Hence we are reduced to considering the case of unipotent group
U : Au.
We have the following result for the following patterns which include the
symmetric patterns.
Theorem. Let G be an infinite upper triangular unipotent subgroup of GLn C
with the Zariski-dense cyclic subgroup. Consider a pattern R  Ri; j; k; l, where
i,j,k,l are certain integers such that 16 k6 i; l6 j6 n and assume that there
exists u 2 G with u.t. R-pattern. Then G also has u.t. pattern R.
Proof. Since u has u.t. R-pattern, it follows that u 6 1 and the cyclic subgroup
generated by u in G is infinite. Therefore U  Au  hui  G the Zariski
closure of G. It is well known (see [3], Section 7.3), that U ’ Ga.
We show by induction on n that if u has a u.t. pattern R then U has u.t.
pattern R, i.e., all non-identity elements of U have u.t. pattern R.
Let V be the standard n-dimensional vector space with basis fv1; . . . ; vng,
relative to which G has upper triangular form. Denote by Vj the span of
fv1; . . . ; vjg; 16 j6 n;GLV j : fg 2 GLV  : gVj  Vjg the subgroup of
GLV  consisting of all elements preserving Vj;/j : GLV j ! GLVj the
natural projection g! g j vj and wj : GLV j ! GLV =Vj the natural pro-
jection mapping g to the induced transformation on V =Vj. Notice that if g has
upper triangular form in the basis fv1; . . . ; vng, then the matrix of the linear
transformation induced by g in V =Vj is obtained from that of g by removing the
first j rows and columns. First we need the following lemma.
Lemma 1. Let u 6 1 be an upper triangular unipotent matrix in Tn, U  Au. If
u 6 1 then there are 1 < k06 n (resp. 1 < l06 n) such that /k0ÿ1u  Ik0ÿ1 but
/k0 u 6 Ik0 (resp. wl0ÿ1u  1l0ÿ1 but wl0 u 6 Il0 ) and /k0 (resp. wl0 ) determines
an isomorphism U ’ /k0 U ’ Ga. (resp. U ’ wl0 U ’ Ga).
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Proof. The proofs in the two cases stated in the lemma are the same, so we
consider /k0 only.
Since u 6 1 there exists k0 as indicated in the first part of the lemma. Indeed,
otherwise u has trivial restriction to all subspaces Vj, hence u  1, which is not
the case. Let
/k0 u 
Ik0ÿ1 X
0 1;
 
; 1
where X is a column k0 ÿ 1  1. By the choice of k, X 6 0. Let A be the
Zariski closure of the infinite cyclic group h/kui generated by /ku. We show
that
f t  Ik0ÿ1 tX
0 1
 
; t 2 Ga;
defines an isomorphism f : Ga ’ A. In fact, it is clear that f is a homomorphism
of algebraic groups. Next, f is injective since X 6 0, and it is surjective since
f Ga is an algebraic subgroup of A which is dense in A so f Ga  A. Also
U \Ker /k0  f1g, since dim U  1 and h/k0 ui  /k0 U: Hence by com-
paring dimensions, we see that
/k0 : U ’ A ’ Ga:
The lemma is proved. 
Lemma 2. If
x  Inÿ1 X
0 1
 
then Ax has any u.t. pattern as x.
Proof. We use the same notation as in the proof of Lemma 1. The proof of
Lemma 1 shows that Ax  ff t j t 2 Gag. In particular, it follows that if x
has a non-zero i; j-entry then so does any non-identity element of Ax. The
lemma follows. 
To prove the theorem we proceed by induction on n. If n  1 then the as-
sertion of the theorem is trivial. Assume that the assertion is true for all natural
numbers less than n. We choose the number k0 as stated in Lemma 1. If k0  n
then we are in the situation of Lemma 2 and we are done. Otherwise, let k0 < n.
By the choice of k0 it follows that we may assume l6 k0. Also, from the con-
dition of theorem, we may restrict ourselves to the case of symmetric pattern
R  Ri; l; i; l. Then one uses the restriction /k0 : GLV k0 ! GLVk0  (induced
from natural projection g! g j Vk0 ) to find that /k0 defines an isomorphism
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U ’ /k0 U ’ Ga (by Lemma 1). By the choice of k0 and the assumption above,
one sees that the R-patterns of u and of /k0 u are the same. Now by induction
hypothesis, /k0 U has same pattern as /k0 u, and the latter has the same
pattern as u. Thus from this and from Lemma 2 it follows that U also has u.t.
pattern as u. 
From the proof of Lemmas 1 and 2 and of the theorem we derive the fol-
lowing information regarding the first column with non-zero upper triangular
part of the matrices in Au.
Corollary. Let u be a non-identity unipotent matrix in GLnC in upper triangular
form, A(u) the Zariski closure of u in GLn; k0; l0 be as in Lemma 1. For a matrix
x we denote by F x  x1p; . . . ; xnpT resp: F 0x  xq1; . . . ; xqn the first column
(resp. row) in the matrix x with non-zero upper diagonal part. Then for any non-
identity element x  xij 2 Au; F x  x1k; . . . ; xnkT and F 0x  xl1; . . . ; xln.
Proof. The proof follows from the proof of Lemma 1. Indeed, if there were a
non-identity matrix x 2 Au such that, say, /kx  Ik, then Ax Ker /0k, but
Ax  Au’ Ga by dimension comparison, so Au  Ker /k0 , a con-
tradiction. 
Remarks. (1) Visually, the corollary says that if
u  Ikÿ1 X
0 Y
 
; X 2 Mkÿ1;nÿk1; Y 2 Unÿk1;
where the first column of X is non-zero and the lth row of X is the first non-
zero row, then the same is true for all non-identity elements of Au.
(2) It is easy to give examples to show that one cannot relax the condition on
i; j; k; l in the theorem. For example, we take the following non-identity uni-
potent matrix:
u 
1 z x 0
0 1 y 0
0 0 1 0
0 0 0 1
0BBB@
1CCCA;
with the property that zy  ÿ2x. Then one checks that for R  R1; 2; 3; 4; u
has R-pattern while u2 does not. Hence the assertion of theorem does not hold
for R and u.
(3) There are many open pattern problems, e.g. how to classify all connected
algebraic subgroups of GLnC which have all patterns R for any patterns of its
(non-identity) elements (like the groups in the theorem). We hope to come back
to these problems in the future.
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