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Abstract
For graphs G and H , a set S ⊆ V (G) is an H -forming set of G if for every v∈V (G) − S,
there exists a subset R ⊆ S, where |R|= |V (H)| − 1, such that the subgraph induced by R∪{v}
contains H as a subgraph (not necessarily induced). The minimum cardinality of an H -forming
set of G is the H -forming number {H}(G). The H -forming number of G is a generalization of
the domination number (G) because (G)= {P2}(G). We show that (G)6 {P3}(G)6 t(G),
where t(G) is the total domination number of G. For a nontrivial tree T , we show that {P3}(T )=
t(T ). We also de3ne independent P3-forming sets, give complexity results for the independent
P3-forming problem, and characterize the trees having an independent P3-forming set.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
For a graph G=(V; E), a set S ⊆V is a dominating set if for each v∈V − S there
exists a vertex w∈ S such that wv∈E. Rather than considering this to mean that “for
each vertex v not in S, at least one vertex w in S is adjacent to v”, consider the
subgraphs G[S] and G[S ∪{v}] induced in G by S and S ∪{v}, respectively. Observe
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that S is dominating if and only if for each v∈V −S the subgraph G[S ∪{v}] contains
a complete graph K2 that is not in G[S], that is, by adding any vertex from V − S to
S we form a new copy of K2. Similarly, we observe that S ⊆V is independent if G[S]
does not contain any subgraph isomorphic to K2, that is, G[S] is K2-free. Generalizing,
we say that a set of vertices S ⊆V is H-independent (or H-free) if G[S] does not
contain any subgraph isomorphic to H . The H-independence number {H}(G) equals
the maximum cardinality of an H -independent set in G, and the lower H-independence
number i{H}(G) equals the minimum cardinality of a maximal H -independent set.
In this paper, we initiate the study of H -forming sets in graphs for an arbitrary graph
H . Vertex set S is an H-forming set if every vertex in V − S is contained in a copy
of H with a subset of vertices in S. Formally, a set S ⊆V is an H-forming set of G
if for every vertex v∈V −S, there exists a subset R⊆ S, where |R|= |V (H)|−1, such
that G[R∪{v}] contains H as a subgraph (not necessarily induced). The minimum
cardinality of an H -forming set of G is the H-forming number {H}(G), and the
maximum cardinality of a minimal H -forming set is the upper H-forming number
{H}(G).
The following inequality chain is by now well known in domination theory (see
[8]):
(G)6i(G)60(G)6(G): (1)
Let Pk denote the path on k vertices. Eq. (1) can be rewritten in terms of the
H -forming concept as:
{P2}(G)6i{P2}(G)6{P2}(G)6{P2}(G): (2)
And more generally, we have:
{H}(G)6i{H}(G)6{H}(G)6{H}(G): (3)
Eq. (3) follows from the following observation.
Proposition 1. For any graph G, every maximal H-independent set is a minimal
H-forming set.
A set S ⊆V is called an H-cover if every subgraph H ′ of G which is isomorphic
to H contains at least one vertex in S. The H-covering number, denoted {H}(G),
equals the minimum cardinality of an H -cover of G. Note that S ⊆V is an H -cover
if and only if V − S is H -independent, that is, the families of H -covering sets and
H -independent sets are complement related (see [13,14]). In fact, the property of being
H -independent is hereditary, that is, if S is H -independent, so is every subset of S.
Thus, we know from [10,13,14] that the following is true.
Theorem 2. For every graph G of order n,
{H}(G) + {H}(G)= n:
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In [5] Fink and Jacobson de3ned generalizations of the concepts of independent sets
and dominating sets, as follows. A set S to be k-independent if no vertex in S has
more than k neighbors in S, and de3ned a set S to be k-dominating if every vertex
in V − S has at least k neighbors in S. Given these two concepts one can de3ne the
following parameters:
the k-domination number k(G) is the minimum cardinality of a k-dominating set
in G;
the k-independence number k(G) is the maximum cardinality of a k-independent set
in G; and
the lower k-independence number ik(G) is the minimum cardinality of a maximal
k-independent set in G;
the upper k-domination number k(G) is the maximum cardinality of a minimal
k-dominating set in G.
As before we determine the following inequality chain:
k(G)6ik(G)6k(G)6k(G): (4)
Noting that the standard de3nitions for domination, independence, and covering num-
bers correspond to H -forming sets where H is the path P2, in this paper we focus on
the next step up, that is, P3-forming sets. A set S ⊆V is an independent P3-forming
set of G if S is a P3-forming set that is independent. The independent P3-forming
number i2(G) is the minimum cardinality of an independent P3-forming set of G. Note
that an independent P3-forming set is precisely an independent 2-dominating set, and
does not always exist. For example, the path P4 and the cycle C5 have no such set.
Domination in graphs, with its many variations, is now well-studied in graph theory.
The book by Chartrand and Lesniak [2] includes a chapter on domination. For a thor-
ough study of domination in graphs and for terminology not de3ned here, see Haynes
et al. [8,9]. In particular, Cockayne et al. [3] de3ned a set S to be a total dominating
set if every vertex in V has a neighbor in S. The minimum cardinality of any total
dominating set of G is the total domination number t(G). A minimum dominating
set of a graph G is called a (G)-set, and we use similar notation for other parameters,
for example, a t(G)-set, a {H}(G)-set, or a {P3}(G)-set.
In Section 2, we study P3-forming sets. We show that (G)6{P3}(G)6t(G). For
a nontrivial tree T , we show that {P3}(T )= t(T ). In Section 3, we give complexity
results for the independent P3-forming problem and characterize the trees having an
independent P3-forming set.
2. P3-forming sets
In this section, we study P3-forming sets. In particular, we say that a set S is P3-
forming if for every v∈V −S, there exists vertices u and w in S such that the induced
subgraph G[{u; v; w}] contains a P3.
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Fig. 1. A graph G with (G)= 4, {P3}(G)= 5, t(G)= 6, and 2(G)= 7.
The P3-forming number of a cycle Cn on n¿3 vertices is easy to compute. For
n¿3, {P3}(Cn)= n=2	. For example, consider the cycle C8 = 〈v1; v2; : : : ; v8〉, where
{v1; v2; v5; v6} and {v1; v3; v5; v7} are {P3}(C8)-sets. As an immediate consequence, we
have that for n¿3, {P3}(Cn)= t(Cn) unless n≡ 2 (mod 4) in which case {P3}(C4k+2)
= t(C4k+2)− 1.
Every P3-forming set is a dominating set and every total dominating set is a P3-
forming set. Also, every 2-dominating set is a P3-forming set. Hence, we make the
following observation.
Observation 3. For any graph G, max{2; (G)}6{P3}(G)6min{t(G); 2(G)}.
For the graph G in Fig. 1, (G)= 4, {P3}(G)= 5, t(G)= 6, and 2(G)= 7. The set
{a; f; u; x} is a (G)-set, {b; c; f; u; x} is a {P3}(G)-set, {a; b; c; g; u; x} is a t(G)-set,
and {b; c; f; u; v; x; y} is a 2(G)-set.
Observation 4. For connected graphs G, each of (a) {P3}(G) − (G), (b) 2(G) −
{P3}(G), (c) 2(G)−t(G), (d) t(G)−{P3}(G), and (e) t(G)−2(G) can be made
arbitrarily large positive.
Proof. Let G be obtained from a star K1; k by subdividing every edge exactly twice.
Then, (G)= k + 1 and {P3}(G)= 2k. This establishes (a).
Let G be obtained from k disjoint copies of K3 by identifying one vertex from
each triangle (to produce a graph of order 2k + 1). Then, {P3}(G)= t(G)= 2 and
2(G)= k + 1. This establishes (b) and (c).
Let G be the graph constructed as follows. Let F be an empty graph on k¿3
vertices. For each pair {u; v} of vertices in F , add m k new vertices and add 2m
edges joining each of u and v to each of the m new vertices. Then, G is a graph
of order k+m( k2 ) satisfying {P3}(G)= 2(G)= k (the set V (F) is a 2(G)-set) and
t(G)= k − 1 + k=2	 (any t(G)-set must contain at least k − 1 vertices of F). This
establishes (d) and (e).
As an immediate consequence of Observation 3, we have that {P3}(G)6t(G) for
any graph G. Using known results on the total domination number of a graph, we can
obtain upper bounds on the P3-forming number of a connected graph in terms of the
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order of the graph. For this purpose, we de3ne the 2-corona of a graph H to be the
graph of order 3|V (H)| obtained from H by attaching a path of length two to each
vertex of H so that the resulting paths are vertex disjoint. The following result follows
immediately from that of Cockayne et al. [3] and Brigham et al. [1].
Corollary 5. If G is a connected graph of order n¿3, then {P3}(G)62n=3. Fur-
thermore, {P3}(G)= 2n=3 if and only if G is C3 or the 2-corona of some connected
graph.
The following result follows immediately from that of Henning [11].
Corollary 6. If G =∈{C3; C5; C7} is a connected graph of order n with minimum degree
at least two, then {P3}(G)¡4n=7.
We believe that the result in Corollary 6 can be improved.
Conjecture 1. If G is a connected graph of order n with minimum degree at least two,
then {P3}(G)6(n+ 1)=2.
If G is a bipartite graph of order n with minimum degree at least two, then each
partite set is a 2-dominating set of G, and so {P3}(G)62(G)6n=2. Hence, Conjecture
1 is true if we restrict G to be a bipartite graph. The bound of Conjecture 1 is sharp
for cycles.
As shown in Observation 4, {P3}(G) is not necessarily equal to t(G) for an arbitrary
graph G. If T is a tree, then not every {P3}(T )-set is necessarily a t(T )-set. For
example, if T =P3, then the two leaves of T form a {P3}(T )-set that is not a total
dominating set. However, we show that every tree contains a {P3}(T )-set that is a
total dominating set.
For this purpose, we use the following terminology. If T is a tree rooted at r and v
is a vertex of T , then the level number of v, which we denote by ‘(v), is the length
of the unique r–v path in T . If a vertex v of T is adjacent to u and ‘(u)¿‘(v), then
u is called a child of v and v the parent of u. A leaf is a vertex of degree one, and
its neighbor is a support vertex. If a support vertex is adjacent to at least two leaves,
we call it a strong support vertex.
Lemma 7. Every nontrivial tree T contains a {P3}(T )-set that is a total dominating
set.
Proof. Among all {P3}(T )-sets, let S be one for which G[S] contains as few isolated
vertices as possible. Suppose that S contains a vertex that is isolated in G[S]. Let T
be rooted at a vertex r ∈V (T ) − S. Let v be an isolated vertex in G[S] at maximum
distance from r (that is, at highest level number from r), and let u be the parent of
v. Since no neighbor of v is in S, u =∈ S and u has a neighbor in S − {v}. By our
choice of v, every child of v, if any, has a child in S which in turn has a child in
S. It follows that (S − {v})∪{u} is a {P3}(T )-set that induces a subgraph containing
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Fig. 2. A tree T with t(T )= 2(T )= 6.
fewer isolated vertices than does S, contradicting our choice of S. Hence, S contains
no vertex that is isolated in G[S]. Thus, S is a total dominating set.
An immediate consequence of Observation 3 and Lemma 7 now follows.
Theorem 8. For any nontrivial tree T , {P3}(T )= t(T ).
As an immediate consequence of Observation 3 and Theorem 8, (T )6{P3}(T )
= t(T ) for any nontrivial tree T . Hence the trees with equal domination and P3-
forming numbers are precisely those trees with equal domination and total domination
numbers. A constructive characterization of such trees can be found in [7].
An immediate consequence of Observation 3 and Theorem 8 now follows.
Corollary 9. For any nontrivial tree T , t(T )62(T ).
The bound in Corollary 9 is sharp. For example, if T =Pn where n ≡ 0 (mod 4), then
t(T )= 2(T ).
Next, we present an obvious necessary condition for a tree T to satisfy t(T )= 2(T ).
Observation 10. If T is a tree satisfying t(T )= 2(T ), then every support vertex of
T is adjacent to at most two leaves.
Proof. Suppose T contains a support vertex v that is adjacent to three or more leaves.
Let v′ be a leaf adjacent to v and let T ′=T − v′. Then, t(T )= t(T ′)62(T ′)=
2(T )− 1¡2(T ), a contradiction. The result follows.
We have yet to characterize the trees T for which t(T )= 2(T ). Such trees may
possibly have strong support vertices as illustrated by the tree T of Fig. 2.
3. Independent P3-forming domination
As noted in the introduction, not all graphs have an independent P3-forming set.
For example, paths of even order do not have such a set, while paths of odd order
do. We say that a graph G is an I -graph if it has an independent P3-forming set;
equivalently, G is an I -graph if it has an independent 2-dominating set. In this section,
we characterize the trees which are I -graphs and show that the problem of determining
whether an arbitrary graph is an I -graph is NP-complete.
T.W. Haynes et al. / Discrete Mathematics 262 (2003) 159–169 165
3.1. Induced subgraphs of I -graphs
We show that any graph G is an induced subgraph of an I -graph.
Proposition 11. Every graph of order n is an induced subgraph of an I -graph of order
n+ 1.
Proof. Let S be any maximal independent set of a graph G. Let G′ be the graph
obtained from G by adding a new vertex x and joining it to every vertex in V − S.
Since S is an independent dominating set, the set S ∪{x} is an independent P3-forming
set, and so G′ is an I -graph. The result follows.
Corollary 12. There does not exist a forbidden subgraph characterization of the class
of I -graphs.
Assume that G is not an I -graph. From this construction, the smallest size (number
of edges) of an I -graph of order n+1 containing G as an induced subgraph is obtained
as follows:
(i) 3nding, among all maximal independent sets S one for which the number of ver-
tices NOT 2-dominated by S is a minimum, and then
(ii) adding a new vertex x and only joining it to those vertices of V − S not already
2-dominated by S.
3.2. I -trees
As we have seen with paths, not every tree is an I -tree. In fact, the corona T ′ ◦ K1
is not an I -tree for any tree T ′. Our aim in this subsection is to give a constructive
characterization for I -trees. We shall need the following observation.
Observation 13. Every leaf of an I -graph belongs to every independent P3-forming
set of the graph.
In order to characterize the I -trees, we describe a procedure to build labelled trees.
Each vertex v has a status, denoted sta(v), which is either A or B. We denote the
vertices of status A and B by SA and SB, respectively.
Let T be the family of unlabelled trees T that can be obtained from a sequence
T1; T2; : : : ; Tj (j¿1) of trees such that T1 =K1 and, if j¿2, Ti+1 can be obtained
recursively from Ti by either the operation T1 or the operation T2 listed below.
For T1 =K1, we assign the vertex of T1 the status A.
Operation T1. Assume y∈V (Ti) and sta(y)=A. Then the tree Ti+1 is obtained from
Ti by adding a path x; w and adding the edge yw. Let sta(w)=B and sta(x)=A.
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Operation T2. Assume y∈V (Ti). Then the tree Ti+1 is obtained from Ti by adding a
star K1; m for m¿2 with central vertex w and adding the edge yw. Let sta(w)=B and
let sta(v)=A for the new leaves v adjacent to w.
The following two observations follow readily.
Observation 14. Let T ∈T, and let v be a vertex of T .
(i) If sta(v)=A, then every neighbor of v has status B.
(ii) If sta(v)=B, then v is adjacent to at least two vertices of status A.
(iii) Every support vertex has status B, while every leaf has status A.
(iv) The set SA is an independent 2-dominating set of T .
Observation 15. If T ∈T, then SA is the unique independent 2-dominating set of T .
Proof. We proceed by induction on the number k¿0 of vertices of status B in T . If
k =0, then T =K1 and the result follows. Thus, the base case holds. Suppose that the
result holds for all trees T ′ ∈T that contain fewer than k vertices of status B, where
k¿1. Let T ∈T have k vertices of status B. Thus, T ∈T and T can be obtained
from a sequence T1; T2; : : : ; Tk+1 =T of k + 1 trees. (Note that the number of vertices
with status B in Tk+1 is always k.) Let S be an independent 2-dominating set of T .
Regardless of which of the two operations was used to construct Tk+1 from Tk , by
Lemma 13, each leaf (of status A) that was added to Tk to construct Tk+1 belongs to
S and therefore the vertex of status B that was added to Tk to construct Tk+1 does not
belong to S. It follows that the set S ∩V (Tk) is an independent 2-dominating set of Tk .
Applying the inductive hypothesis to the tree Tk ∈T, the set S ∩V (Tk) is precisely
the set of vertices in Tk of status A. Hence, S = SA.
We are now in a position to provide a constructive characterization of the I -trees.
For ease of presentation, we consider rooted trees. For a vertex v in a (rooted) tree
T , we let C(v) and D(v) denote the set of children and descendants, respectively, of
v. The maximal subtree at v is the subtree of T induced by D(v)∪{v}, and is denoted
by Tv.
Theorem 16. A tree T is an I -tree if and only if T ∈T.
Proof. The suMciency follows from Observation 15. To prove the necessity, we pro-
ceed by induction on the order n of an I -tree. If diam(T )62, then T is a star, and so
T ∈T. Hence, we may assume that diam(T )¿3. Let T be rooted at the endvertex r
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of a longest path. Let w be a vertex at distance diam(T )− 1 from r on a longest path
starting at r, and let y denote the parent of w.
Let S be an independent 2-dominating set of T . Then, C(w) = ∅, C(w)⊂ S, and
w =∈ S. Let T ′=T − Tw and let S ′= S − C(w). Since w =∈ S, S ′ is an independent
2-dominating set of T ′. Hence, T ′ is an I -tree. Applying the inductive hypothesis to
T ′, T ′ ∈T. By Observation 15, S ′ consists of the vertices of status A in T ′. Hence, if
degw=2, then, y∈ S ′, and so sta(y)=A. Thus, T can be obtained from T ′ by oper-
ation T1 or T2 by adding Tw and the edge yw, and letting sta(w)=B and sta(v)=A
for each child v of w. Hence, T ∈T.
3.3. Complexity results
We begin with the following decision problem:
I -Graph
Instance: A graph G.
Question: Is G an I -graph?
Theorem 17. I -Graph is NP-complete.
Proof. Clearly, I -graph is in NP. A polynomial transformation from 3-SAT to
I -GRAPH is given below.
3-Sat [6]
Instance: Collection C= {C1; C2; : : : ; Cm} of clauses on a set U= {x1; x2; : : : ; xn} of
variables such that |Ci|=3, for 16i6m.
Question: Is there a truth assignment for U that satis3es all the clauses in C?
Given an instance {C;U} of 3-SAT, construct the following graph G. For each vari-
able xi ∈U, construct a four-cycle Ci4, with vertices labelled consecutively xi; ai; bi; xi.
Note that vertices xi and xi, being consecutive on Ci4, are adjacent. Let Y denote the
set of vertices xi and xi (representing variables), for 16i6n. We refer to the vertices
xi and xi as variable vertices.
For each clause Ci construct a copy of K2 with vertices labelled ci and di. For each
vertex ci add three edges to the variable vertices which de3ne the clause Ci.
We now claim that the given instance of 3-SAT is satis3able if and only if the graph
G so constructed is an I -graph.
Assume that the given instance of 3-SAT is satis3able. Let Z ⊂Y be the set of n
variable vertices de3ning a satisfying truth assignment. De3ne a second set of vertices
W , of order n, as follows: if xi ∈Z , then put vertex bi ∈W , otherwise, put vertex
ai ∈W . Finally, de3ne the set of vertices D= {d1; d2; : : : ; dm}.
It is easy to see that if the instance of 3-SAT is satis3able, then the set Z ∪W ∪D
is an independent P3-forming set of G.
Conversely, assume that the graph G is an I -graph, and let S be an independent
P3-forming set of G. If follows from Lemma 7 that D⊂ S, since every vertex in D is
a leaf. It therefore follows that for every 16i6m, ci =∈ S, since S is an independent set.
But since S is an independent P3-forming set, it follows that every vertex ci is adjacent
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Fig. 3. The graph H associated with G=C4.
to at least one vertex in X , which is also in S. Note that since S is an independent
set, no two adjacent vertices in X can be in S. It also follows that since S is an
independent P3-forming set, at least one of xi or xi must in S. Thus, X ∩ S forms a
satisfying truth assignment.
The following decision problem for the independent domination of a graph is known
to be NP-complete, even when restricted to bipartite graphs (see [4,9,12]).
Independent dominating set (IDS)
Instance: A graph G=(V; E) and a positive integer k6|V |.
Question: Does G have an independent dominating set of cardinality k or less?
We will demonstrate a polynomial time reduction of this problem to our independent
P3-forming set problem. Recall that an independent P3-forming set is precisely an
independent 2-dominating set.
Independent 2-Dominating set (I2DS)
Instance: A graph H =(V; E) and a positive integer j6|V |.
Question: Does H have an independent 2-dominating set of cardinality j or less?
Theorem 18. I2DS is NP-complete, even when restricted to bipartite graphs.
Proof. Clearly, I2DS is in NP. We next show how a polynomial time algorithm for
IDS could be used to solve I2DS in polynomial time. Given a graph G and a positive
integer k construct the graph H as follows: For each vertex v of G, add a 4-cycle Cv,
join v to one vertex v′ of Cv and then subdivide the edge vv′ twice. The subgraph
induced by v, Cv, and the two vertices on the subdivided edge vv′ we call a unit of H .
(For example, the graph H associated with the graph G=C4 is shown in Fig. 3.) It
is easy to see that the construction of the graph H can be accomplished in polynomial
time. Note that if G is bipartite, then so too is H .
Claim 1. i2(H)= i(G) + 3|V (G)|.
Proof. For each v∈V (G), let Hv be the unit of H containing v. Let S be a i2(H)-set
and let SG = S ∩V (G). If v =∈ S, then S ∩V (Hv) consists of the three vertices at odd
distance from v in Hv, while if v∈ S, then S ∩V (Hv) consists of v and the three vertices
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at even distance from v in Hv. Hence, |S|=4|SG|+3(|V (G)| − |SG|)= 3|V (G)|+ |SG|.
Since S is an independent 2-dominating set, the set SG is an independent dominating set
of G, and so i(G)6|SG|= |S|−3|V (G)|= i2(H)−3|V (G)|. Equivalently, i2(H)¿i(G)+
3|V (G)|.
On the other hand, suppose D is an i(G)-set. For each v∈V (G), de3ne the set Dv
as follows. If v∈D, then let Dv consist of v and the three vertices at even distance
from v in Hv. If v =∈D, then let Dv consist of the three vertices at odd distance from
v in Hv. Let DH =
⋃
v∈V (G) Dv. Then, DH is an independent 2-dominating set of H ,
and so i2(H)6|DH |=4|D| + 3(|V (G)| − |D|)= |D| + 3|V (G)|= i(G) + 3|V (G)|. The
result follows.
Thus, if we let j= k+3|V (G)|, then i(G)6k if and only if i2(H)6j. This completes
the proof of Theorem 18.
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