Abstract. In this paper we study ideals generated by quite general sets of 2-minors of an m × n-matrix of indeterminates. The sets of 2-minors are defined by collections of cells and include 2-sided ladders. For convex collections of cells it is shown that the attached ideal of 2-minors is a Cohen-Macaulay prime ideal. Primality is also shown for collections of cells whose connected components are row or column convex. Finally the class group of the ring attached to a stack polyomino and its canonical class is computed, and a classification of the Gorenstein stack polyominoes is given.
Introduction
Let K be a field and X = (x ij ) i=1,...,m j=1,...,n be a matrix of indeterminates. In this paper we study ideals generated by quite general sets of 2-minors of X. For any integer 1 ≤ t ≤ min{m, n}, the ideal generated by all t-minors of X is well understood, see [6] and [13] , and more generally the ideals generated by all t-minors of a one and two sided ladders, see for example [2] . Motivated by applications in algebraic statistics, ideals generated by even more general sets of minors have been investigated, including ideals generated by adjacent 2-minors, see [7] , [5] and [9] , or ideals generated by an arbitrary set of 2-minors in an 2 × n-matrix [4] .
Given an ideal I generated by an arbitrary set of 2-minors of X, the question arises when I is a prime or a radical ideal and what are its primary components. As shown in [4] , I is always radical if X is a 2 × n matrix and the authors give the explicit primary decomposition of such ideals. The problem becomes already much more complicated if m, n ≥ 3. Easy examples show that I need not to be radical in general.
In this paper we study ideals generated by inner 2-minors of a collection of cells. A cell is a unit square of R 2 whose corners are elements in N 2 . A collection P of cells is a finite union of cells. We denote by V (P) the set of corners belonging to the cells of P. In order to define the ideal of inner 2-minors of a collection of cells P we introduce some terminology. First we introduce the partial order on N [a, b] . To each collection of cells P ⊂ N 2 , we attach an ideal I P as follows. Let K be a field and S be the polynomial ring over K in the variables x a with a ∈ V (P). To each proper interval [a, b] of N 2 , we assign the binomial f a,b = x a x b − x c x d , where c and d are the anti-diagonal corners of [a, b] . A proper interval [a, b] is called an inner interval of P if all cells of [a, b] belong to P. The binomial f a,b is called an inner 2-minor of P, if [a, b] is an inner interval of P. We denote by I P ⊂ S the ideal generated by the inner 2-minors of P and by K[P] the quotient ring S/I P .
The class of ideals attached to a collection of cells includes, for example, the ideals of 2-minors of two sided ladders, but it is much more general. Interesting classes of collections of cells are the so-called polyominoes that are well studied in various combinatorial contexts. A collection of cells P is called a polyomino if it is a connected collection of cells which means that for any two cells A, B ∈ P there exists a sequence of cells C 1 , . . . , C m with C 1 = A, C m = B, and for all i, the cells C i and C i+1 have an edge in common.
In Section 1 of this paper we introduce some basic concepts related to collection of cells. In particular we introduce column convex, row convex and convex collection of cells. The first main result of this paper is stated in Section 2 where it is shown that K[P] is a normal Cohen-Macaulay domain of dimension |V (P)| − |P|, if P is convex.
In Section 3, we define for any collection of cells P a natural toric ring T P and a natural K-algebra homomorphism K[P] → T P . We denote by C the class of collection of cells for which this K-algebra homomorphism is an isomorphism. It is shown in Corollary 3.6 that K[P] is domain if and only if P ∈ C. We conjecture that P ∈ C, if P is a simple collection of cells. Roughly speaking P is simple if it is connected and has no holes, see Section 1 for the precise definition. As a partial result we obtain in Theorem 3.10 that a simple collection of cells P belongs to C if each connected component is row or column convex.
As shown in Section 2, K[P] is a normal domain if P is convex, and hence it is of interest to compute the class group of K [P] in this case. In Section 4, this is done for a special class of convex collection of cells, namely for stack polyominoes. In a first step we show in Corollary 4.3, that I P has a quadratic Gröbner basis if P is a stack polyomino. Then in Corollary 4.10 it is shown that Cl(K[P]) is free. Its rank is determined by the inner corners of P. Finally in Theorem 4.11, we determine the canonical class of K [P] . As a consequence, all Gorenstein stack polyominoes are classified.
Collections of cells
In this section we consider collections of cells and polyominoes to which in the following sections binomial ideals will attached. For this purpose and for later applications we have to introduce some concepts and notation.
We consider on N 2 the natural partial order defined as follows: (i, Let P be a finite collection of cells of N 2 . We set V (P) = C∈P V (C) and call it the vertex set of P, and we set E(P) = C∈P E(C) and call it the edge set of P. In this paper, we consider only finite collection of cells of N 2 . A vertex a ∈ V (P) is called an interior vertex of P if a is a vertex of four distinct cells of P, otherwise it is called boundary vertex of P. The interior of P , denoted by int(P), is the set of all interior vertices of P. The set ∂P = V (P) \ int(P) is called the boundary of P. In Figure 1 ,the fat dots mark the interior vertices of P, the other vertices are the boundary vertices of P. path  (connecting C and D) . The collection of cells P is called a polyomino if any two cells of P are connected, see Figure 2 . We notice that each connected component of a finite collection of cells P is a polyomino. We call P weakly connected if for any two cells C and D of P, there exists a sequence of cells of P given by The following lemmata on collections of cells will be needed in the later sections. 
Otherwise we may assume that C belongs to the lower part and D belongs to the upper part of P. We then use the fact that there exists a sequence of cells
. . , r − 1. This sequence has to cross the line L, that is, there exists an index i such that C i belongs to the lower part of P and C i+1 belongs to the upper part of P. In particular, both C i and C i+1 have an edge whose vertices belong to L.
Induction on the length of the interval, concludes the proof in this case. Otherwise, by using convexity of P we see that
. This completes the proof.
The arguments are similar for the case when a and b are in vertical position. 
Since these vertices belong to V (P), there exist cells A, B, C, D in P such that a ∈ A, b ∈ B, c ∈ C and d ∈ D. If two of these cells are in horizontal or vertical positions then from the fact that P is convex one easily deduces that E ∈ P. Otherwise, up to rotation, the only possible configuration of the cells A, B, C, D is shown in Figure 5 . By using the assumption that P is weakly connected there exists a sequence of
It implies that there exists at least one
is a horizontal cell interval of P. Again, by using the fact that P is convex, we have E ∈ P , a contradiction. Lemma 1.3. Let P be a simple collection of cells and P 1 and P 2 be two connected components of P. Then
. We may assume that P 1 and P 2 meet at least at one point, say p. Then there exist C ∈ P 1 and D ∈ P 2 such that C ∩ D = {p}, and two distinct uniquely determined cells E and F in [a, b] not belonging to P such that p is a vertex of E and F . Since P is simple, each of the cells E and F are connected to a border cell of [a, b] 
Let C ∈ Q 1 and D ∈ Q 2 . Then P 1 ⊂ Q 1 and P 2 ⊂ Q 2 , because P 1 and P 2 are connected components of P.
If E ∩ F = ∅, then let i and j be the smallest integer such that E i = F j . We can replace by E by the path
. . , F s that connects E to a border cell of [a, b] . Then again, by letting Q = R \ E ∪ F , we obtain the desired conclusion.
Let P be a weakly connected collection of cells with connected components P 1 , . . . , P r . We assign to P a graph G with vertex set V (G) = [r] and edge set E(G) as follows: {i, j} ∈ E(G) is and only if P i ∩ P j = ∅. Lemma 1.4. Let P be a weakly connected, simple collection of cells. Then the graph G attached to P is a tree.
Proof. Let P 1 , . . . , P m be the connected components of P. Suppose that the graph G attached to P is not a tree. Then G contains a cycle W with no chords. We may assume that E(W ) = {r, 1} ∪ {{i, i + 1} : i = 1, . . . , r − 1}. Let P ′ = P 1 ∪ . . . ∪ P r , and [a, b] ⊂ N 2 be an interval containing V (P). First we show that P ′ is also simple. Let C ∈ R \ P ′ . If C / ∈ P then C can be connected to a border cell of [a, b] by a path of cells outside P which are also outside P ′ . Now suppose that C ∈ P. Then C ∈ P j for some j ∈ {1, . . . , r}. Let D ∈ R \ P such that D has a common edge with a cell, say A, of P j . Since P j is connected, C can be connected to A by a path E of cells in P j . Let F be a path of cells outside P which connects D to a border cell of [a, b] . Such a path exists because P is simple. By adjoining E, D and F , we obtain a path of cells outside P ′ that connects C to a border cell of [a, b] . Thus any cell in [a, b] which does not belong to P ′ can be connected to a border cell of [a, b] . This shows that P ′ is simple. Let R be the collection of cells of [a, b] . Then R \ P ′ = Q 1 ∪ Q 2 such that Q 1 and Q 2 are not connected. Choosing [a, b] large enough we have that Q 1 and Q 2 are non-empty. Let A ∈ Q 1 and B ∈ Q 2 . Since P ′ is simple, the cells A and B are connected to border cells of [a, b] by paths whose cells do not belong to P ′ . Choosing [a, b] even bigger if needed, these two border cells can be connected by a path whose cells also do not belong to P ′ . It follows that Q 1 and Q 2 are connected, a contradiction.
Convex collections of cells and inner minors
Let P ⊂ N 2 be a collection of cells. We attach to P an ideal I P as follows. Let K be a field and S the polynomial ring over K in the variables x a with a ∈ V (P). To each proper interval [a, b] [a, b] is an inner interval of P. Then I P ⊂ S be the ideal generated by inner 2-minors of P. We denote by K[P] the quotient ring S/I P .
We will compare I P with a toric ideal which is naturally given by P.
be the smallest interval which contains V (P). After a shift of coordinates, we may assume that a = (1, 1) and b = (m, n). To P we attach the toric ring 
Observe that a binomial f is attached to a cycle of length 4 if and only if
Let ϕ : S → R be the K-algebra homomorphism defined by ϕ(x ij ) = s i t j , for all (i, j) ∈ V (P) and set J P = Ker ϕ. It is known, see [8, Lemma 1.1] and [14, Proposition 8.1.2] , that the kernel J P of ϕ is generated by the binomial f w , where w is an (even) cycle of G. Since each generator of I P corresponds to a cycle of length 4, we have I P ⊂ J P .
Theorem 2.1. Let P be a collection of cells. Then the following holds:
(a) If I P = J P , then P is convex.
(b) If P is convex and weakly connected, then
Proof. (a) Suppose that we have the equality I P = J P . Let C and D be two cells of P with lower left corner a = (i, j) and b = (k, j) with i < k. Then the corners of the interval [a, e] belong to V (P), where e = (k + 1, j + 1). Therefore, the binomial f a,e belongs to J P , and hence f a,e ∈ I P . It shows that f a,e is a linear combination of inner 2-minors of P. Thus there is an inner 2-minor f g,h of P which contains the term x ij x k+1,j+1 . This is possible if and only if g = a and h = e. This implies that [a, e] is an inner interval of P. Hence P is row convex. Similarly one shows that P is column convex and hence P is convex.
(b) Suppose that P is convex and weakly connected. First observe that each cycle v = {s i , t j , s k , t l } with i < k and j < l of length 4 in G determines the four Let w be a cycle of G of length 2r with r ≥ 3 given by
Applying again Lemma 1.1 we see that x i 2 jr ∈ V (P), because x i 1 jr and x irjr belong to V (P) (horizontal position). Take
In order to formulate the main result of this section we introduce the following definition. Let 
Theorem 2.2. Let P be a convex collection of cells. Then K[P] is a normal CohenMacaulay domain of dimension |V (P)| − |P|. In particular, if P is weakly connected and [a, b] ⊂ N
2 is the smallest interval with the property that
Proof. Let P 1 , . . . , P r be the weakly connected component of P. Then V (P) is the disjoint union of the V (P j ), j = i, . . . , r, and
is a normal Cohen-Macaulay domain if and only if each K[P j ] is a normal CohenMacaulay domain. Hence we may assume that the P is weakly connected. It follows from Theorem 2.1 that I P = J P . This implies that K[P] is a domain. We know from [8, Lemma 1.1] and [14, Proposition 8.1.2] that binomials corresponding to the even cycles of the graph G attached to P form the universal Gröbner basis of J P . This implies that the initial ideal of I P with respect to any monomial order is squarefree. By theorem of Sturmfels [11] , one obtains that K[P] is normal and by a theorem of Hochster [1, Theorem 6.3.5] (see also [1] ), we obtain that K[P] is Cohen-Macaulay.
For the computation of the dimension of K[P], we may again assume that P is weakly connected because 
It remains to show that |V (P)| − |P | = size([a, b]) + 1. We prove this by induction on the number of columns of P. If P consists of only one column then the assertion is trivial. Now assume that number of columns of P is bigger than one, and let Q be the collection of cells which is obtained from P by removing the right most column S of P. Let [a ′ , b ′ ] be the smallest interval containing V (Q), and t be the number of cells in S which have a common edge with a cell in Q and let r be the number of the remaining cells in S. Then |V (P)| = |V (Q)| + 2r + t + 1 and |P| = |Q| + r + t, and size
Hence we obtain the desired formula.
As an immediate consequence of Theorem 2.2 we get Corollary 2.3. Let P be a convex collection of cells. Then height I P = |P|.
A natural toric ring associated with a collection of cells
Let P be a collection of cells. An element of V (P) is called a free vertex if it is not a lower left corner of any cell of P and we denote the set of free vertices of P by F (P).
Let K be a field and as before
We define a K-algebra homomorphism ψ : S → T by x a → u a , where u a is a monomial in T . The monomials u a are recursively defined as follows: For each free vertex a ∈ F (P), we set u a = y a . Let k = max{|a| : a = (i, j) ∈ V (P)} where |a| = i + j for a = (i, j). If |a| = k, then a is a free vertex in P and u a is already defined. Suppose now that |a| < k and a is not a free vertex. Then a = (i, j) is the lower left corner of the (unique) cell whose other vertices are b = (i + 1, j), c = (i, j + 1) and d = (i + 1, j + 1). In this case we set
The image of ψ is a toric ring and we set L P = Ker ψ. We denote by C the class of collection of cells for which ψ is an isomorphism. (
If L P = J P , then P is convex. In addition, if P is weakly connected then I P = J P .
Proof. Let [a, b] be an inner interval of P with anti-diagonal corners c and d, and
±1 where c = (i, j). Let ϕ : S → R be the K-algebra homomorphism as defined in before Theorem 2.1. For simplicity we again denote by ϕ the composition of ϕ with the natural inclusion of R into W . We claim that ϕ = α • ψ. This claim will imply that L P ⊂ J P .
In order to prove the claim, let a d . We may assume that for any e = (p, q) with |e| > |a| we have α(
Case (1) happens for example when we let P be the collection of cells given in Figure 6 . a c d b
The binomial f a,b belongs to J P but not to L P . Also I P = L P because of Corollary 3.6 and Theorem 3.10.
Case (2) happens for example when we let P be the collection of cells given in Figure 7 .
The binomial x a x f x g x l − x b x c x j x k belongs to L P but not to I P , and the binomial
Case (3) happens for example when we let P be the collection of cells given in Figure 8 .
Now suppose that L P = J P . First observe that by Theorem 3.4, the second degree component of I P and L P are equal. Therefore, our assumption implies that second degree component of I P and J P are equal as well. Hence as in the proof of Theorem 2.1 (a) we conclude P is convex. Let P 1 , . . . , P r be the weakly connected components of P. Then it follows from the definition of
If in addition P is weakly connected, we apply Theorem 2.1 (b) and obtain the equality I P = L P = J P .
We do not know of any example for which I P L P = J P .
For the proof of the next theorem we need the following lemma. 
Proof. Let f ∈ (L P ) 2 . By Theorem 3.2, we have f ∈ J P . It shows that f is a binomial associated to a cycle of length 4 in the bipartite graph G attached to P, or equivalently, f = f a,b , where [a, b] is a proper interval of V (P). By Lemma 3.3, we obtain that [a, b] is an inner interval of P. Therefore, f ∈ (I P ) 2 . Hence (L P ) 2 ⊂ (I P ) 2 . The other inclusion follows from Theorem 3.2.
We shall need some concepts related to lattice ideals. Let Λ ⊂ Z n be a lattice. Let K be a field. The lattice ideal attached to Λ is the binomial ideal I Λ ⊂ K[x 1 , . . . , x n ] generated by all binomials
Λ is called saturated if for all a ∈ Z n and c ∈ Z such that ca ∈ Λ it follows that a ∈ Λ. The lattice ideal I Λ is a prime ideal if and only if Λ is saturated. Let v 1 , . . . , v m be a basis of Λ. Hosten and Shapiro [10] call the ideal generated by the binomials x
It is known from [12] that the ideal generated by all adjacent 2-minors of an m × n matrix X of indeterminates is a lattice basis ideal, and that the corresponding lattice ideal is just the ideal of all 2-minors of X. It follows that an ideal which is generated by any set of adjacent 2-minors of X is again a lattice basis ideal and that its corresponding lattice Λ is saturated. Therefore its lattice ideal I Λ is a prime ideal. (i 1 , j 1 ) , . . . , a t = (i t , j t ) be the free vertices of P. It is clear that t = s − r. We claim that the set B = {b 1 , . . . , b r , e i 1 ,j 1 , . . . , e it,jt } is linearly independent and hence forms a basis of W . We order the basis elements e i,j lexicographically. Then we see that the leading term of the b k is e ij , where (i, j) is the lower left corner of C k . Thus we see that all leading terms of the elements of B are linearly independent, which implies that elements of B are linearly independent. Let b r+k = e i k ,j k . Then the map ψ ′ coincides with K-algebra homomorphism ψ defined in beginning of Section 3. Therefore, . . , C r as described in the previous theorem. Hence I P ⊂ I Λ . Let J be the lattice basis ideal corresponding to B. Then the generators of J are precisely the 2-adjacent minors in I P . In particular, it follows that J ⊂ I P ⊂ I Λ . It is known from [10, Proposition 1.1], that I Λ = J : x ∞ where x = a∈V (P) x a . Thus if f ∈ I Λ , then there exists an integer k such that f x k ∈ J ⊂ I P . Assuming that I P is a prime ideal, it follows that f ∈ I P since x ∈ I P . Hence we see that I P = L P , if I P is a prime ideal. On the other hand, it is clear that if I P = L P , then I P is a prime ideal.
In order to describe the binomials in I Λ , we introduce some notation. Let P be a collection of cells. We define horizontal and vertical intervals attached to P. Let a = (i, k) and b = (j, k) with i < j be in horizontal position. Proof. Adding all the rows vectors we obtain a vector v whose components are zero, except possibly at the i-th component. Now, because all column sums of X are zero, it follows that sum of the component of v is zero. Hence, the i-th component of v must be zero.
Theorem 3.8. Let P be a collection of cells and Λ be the lattice attached to P. (a) If an irreducible binomial belongs to I Λ , then it is of the form
where α is an admissible labeling of P. 
is an admissible labeling, and the converse holds if P is simple.
Consequently, α is admissible. Now suppose that P is simple. Let α : V (P) → Z be an admissible labeling, and let v = (v a ) a∈V (P) , where v a = α(a). We want to show that v ∈ Λ. We may assume that P is weakly connected. Let a = (i, j) ∈ V (P) such that |a| = i + j is minimal. Then a is a lower left corner of a cell C. Let λ = α(a). Then the admissible labeling α ′ = α − λα i has the property that α ′ (a) = 0. We claim that α ′ is an admissible labeling for P ′ = P/{C}. Assuming this, by induction on the number of cells we obtain the desired conclusion, since P ′ is again simple. In order to prove the claim, we first observe the any maximal horizontal or vertical interval of P which has no common vertex with C is also a maximal interval of P ′ , and α ′ ([a, b]) = 0 for any such interval. An interval [a, b] of P is no longer an interval of P ′ in the cases indicated in the Figure 11 . The cells marked as dark region, for example C and E, represent cells of P.
We discuss only the first case when [a, b] is the horizontal interval. The argument for the case when [a, b] is the vertical interval is similar. As indicated in Figure 11 Since D / ∈ P, and P is simple, it follows that D is connected to a border cell of a proper interval in N 2 whose interior contains V (P). It follows that P ′ consists of two weakly connected components. We denote by Q the weakly connected component of P vertices of I with the property that all column sums and row sums are zero, except the bottom row. By Lemma 3.7, it follows that the row sum of the bottom row of this matrix is zero. This implies that α
Therefore, the assertion of the theorem follows from the above discussion. Proof. By Corollary 3.6 we know that I P is a prime ideal if and only if I P = L P and by Theorem 3.4, this is the case if and only if L P is generated in degree 2. Since the generators of degree 2 of L P correspond to simple moves, the assertion follows from Theorem 3.8.
Theorem 3.10. Let P be a simple collection of cells such that each connected component of P is row or column convex. Then I P is a prime ideal.
Proof. Let α be an admissible labeling of P, then by Corollary 3.9 it is enough to show that α can be reduced to 0 by a finite number of moves. We may assume that P is weakly connected. By Lemma 1.4, we know that the graph G attached to P is a tree. Let P r be a connected component of P such that r is a free vertex of G, in other words r is a vertex of order 1. Let s be the unique element in V (G) such that {r, s} ∈ E(G). Then |P r ∩ P s | = 1 and P r ∩ P j = ∅, for j = r, s. We may assume that P r is column convex with columns C 1 , . . . , C n such that
We distinguish two cases. In the first case we assume that n = 1. Then P r = Now we consider the case when n ≥ 2. Then either C 1 or C n is disjoint with P s . We may assume that C 1 ∩ P s = ∅ and that C 1 is the left most column of P r . Let C 1 = [A, B], and let a be the lower left corner of A. We may assume that the maximal horizontal interval containing a is contained in V (P r ). Indeed, if this is not the case and b is the upper left corner of B, then the maximal horizontal interval containing b will be contained in V (P r ), and we may replace a by b in the following discussions.
Suppose that α(a) = 0. Then by similar arguments as in the case when n = 1, it follows that α restricted to P \ {A} is again an admissible labeling. Applying induction on the number of cells, we obtain the desired conclusion. Now we may assume that α(a) > 0. Let 
, then by using the fact that P r is column convex, we obtain that [a, h] is an inner interval of P, for example, see Figure 12 .
, then by using column convexity of P r , we see that b and c are anti-diagonal corners of an inner interval of P r , for example, see the Figure 13 . Hence we have α(b)α(c) < 0.
In both cases we obtain α 1 from α by a single move such that α 1 (a) = α(a) − 1. Then, by repeating the same argument as before we obtain a finite sequence of α = α 0 , α 1 , . . . , α r , such that α(a) reduces to 0. It shows that the case when α(a) > 0 can be reduced to the case when α(a) = 0. Hence we obtain the desired result. We are going to show that the ideal I P of a stack polyomino P has a quadratic Gröbner basis. More generally, let P be an arbitrary collection of cells. We define a total order on the variables x a , a ∈ V (P) as follows: • c
Stack polyominoes
Proof. Let P be a collection of cells and M be the set of inner 2-minors of I P . For any binomial, we always write the leading term as the first term. The set M forms a reduced Gröbner basis of I P with respect to < We consider the non-trivial case when gcd(in < (f a,b ) , in < (f r,s )) = 1. We may have one of the following possibilities :
Consider the case when a = r. Without loss of generality, we may assume that
Also we may assume that p = c and q = d, otherwise S(f a,b , f a,s ) reduces to 0 trivially. We have two possible situation, as shown in Figure 17 .
When s < b, we have
When s b, we have • e
• a Let P be a stack polyomino. Now we define a special total order on the variables x a , a ∈ V (P). Let [c, d] be a vertical interval of maximal size in P and c = (i, j). For any a, b ∈ V (P) with a = (k, l), b = (p, q) , we let x a > x b if either (1) l > q , or (2) l = q, k ≥ i, and k < p or p < i, or (3) l = q, k < i, and p < k.
We denote by < ′ lex , the lexicographical term order induced by above order of variables.
Example 4.4. Let P be the stack polyomino as shown in Figure 20 .
• d Figure 20 .
Then for the horizontal interval indicated by fat dot marks, the order of the variables is given as s > t > u > r > q > p. Remark 4.5. Let P be a stack polyomino and [c, d] be a vertical interval of maximal size in P with c = (i, j). Take f g,h = x h x g − x p x q be an inner 2-minor of P and g = (r, s). Then we have the following Figure 21 . (2) in < (f g,h ) = x p x q if r ≥ i, see Figure 22 . We have following two possibilities: 
There are three possibilities:
If (a) holds, then as we have seen in Theorem 4.1, the only non-trivial case to be discusses is when t = g, as shown in Figure 24 .
• h Figure 25 .
If 
Again, by definition of stack, there exists l ∈ V (P) such that f g,t = x t x g − x l x p ∈ I P , see . 
Proof of Theorem 4.8. We first show the inclusions (I
Let e = (i, j), and define e ′ = (i, j + 1). Then x e ′ / ∈ P . We consider the smallest interval I of V (P) containing e ′ and p. Let e ′ , p, q and r be the corners of I. Then I is an inner interval of P and either q or r belongs to the interval [c, e]. Say, q ∈ [c, e]. Then x e ′ x p − x q x r ∈ I P ⊂ P and x q ∈ P. Therefore, x e ′ x p ∈ P. Since x e ′ / ∈ P and P is a prime ideal, it follows that x p ∈ P . It shows Q e ⊂ P. It remains to be shown that Q e is a prime ideal. Observe that Q e = (J,
where J is generated by the minors of the form
The ideal J 1 generated by the minors in (i) is the ideal of inner 2-minors of a stack polyomino P ′ which consists of cells of P with lower left corner a = (k, l) with l > j. Hence J 1 is a prime ideal.
Let V = {a ∈ V (P) : a = (r, s), s ≤ j and a / ∈ [π(g), h]}, and π(g) = (i 1 , t), π(h) = (i 2 , t). We define a map α : V → V given by
With the new co-ordinate assigned by α, the ideal J 2 generated by the inner 2-minors in (ii) may again be identified by the ideal of inner 2-minors of a stack polyomino whose vertex set is contained in α(V ). Furthermore, the generator of J 1 and J 2 have disjoint support. This implies that (J 1 , J 2 ) is a prime ideal. Since J = (J 1 , J 2 ), we conclude that Q e is a prime ideal.
A vertex a ∈ ∂P is called an inside (outside) corner of the stack polyomino P if it belongs to exactly three (one) different cells of P, see Figure 29 in which inside and outside corners are shown by fat dots.
In the situation of Theorem 4.8, we define the following prime ideals.
(1) Proof. Since P 1 = Q c , it follows that P 1 is a prime ideal. Observe that
where J is the ideal generated by inner 2-minors f a,
With the same argument as in the proof of Theorem 4.8, it follows that P 2 is a prime ideal.
Suppose P 1 is not a minimal prime ideal of (I P , x c ) and let P be a prime ideal such that (I P , x c ) ⊂ P P 1 . Then there exists a vertex a ∈ B P such that x a / ∈ P , and an inner 2-minor x a x h − x c x g of P where g, h / ∈ B P . Since x c ∈ P and x a / ∈ P , it follows that x h ∈ P and hence x h ∈ P 1 , a contradiction. Similarly one shows that P 2 is a minimal prime ideal of (I P , x c ).
Let Q be a minimal prime ideal of (I P , x c ) different from P 1 and P 2 . Then there Let Q e = (I P , {x p : p ∈ [π(g), h]}) as described in Theorem 4.8, and suppose that neither g nor h is an inside corner of P. If [π(g), g] and [π(h), h] do not contain any inside corner of P, then P 1 ⊂ Q e , and Q e is not a minimal prime ideal of (I P , x c ). Otherwise, we may assume that there exists an inside corner in either [π(g), g] or [π(h), h]. If both intervals contain an inside corner then we let p be the inside corner with greater y-coordinate. We may assume that p ∈ [π(g), g]. Observe that p is uniquely determined. Moreover, there exist two uniquely determined vertices f ∈ [c, d] and q ∈ [π(h), h] such that f , p and q are in horizontal position. Since
Hence Q e is not a minimal prime ideal if none of g and h is an inside corner of P. (2) such that either g or h is an inside corner of P. We may assume that g is an inside corner of P and g = (k, l). Assume that Q i is not a minimal prime ideal and P be a prime ideal such that (I P , x c ) ⊂ P Q i . Then there exists a vertex r ∈ [π(g), h] such that x r / ∈ P . Let I 1 and I 2 be the vertical and horizontal intervals respectively such that r ∈ I 1 , I 2 and I 1 , I 2 ⊂ [π(g), h], and I 1 and I 2 are maximal with this property. Since g is an inside corner, the vertices g ′ = (k − 1, l) and g ′′ = (k, l + 1) belong to ∂P. We see that r has the property that for any vertex s ∈ I 1 , s = r,there exists an inner 2-minor
Since P is a prime ideal and x r , x t / ∈ P , we obtain that x s / ∈ P , for all s ∈ I 1 . In particular c / ∈ I 1 , because x c ∈ P . Also for any s ′ ∈ I 2 , there exists an inner 2-minor x r x t ′ − x s ′ x u ′ of P such that u ′ , t ′ and g ′′ are in horizontal position. Again, because P is a prime ideal and x r , x t ′ / ∈ P , we conclude that x ′ s / ∈ P for all s ′ ∈ I 2 . On the other hand, since c / ∈ I 1 there exist s ∈ I 1 and s ′ ∈ I 2 such that x r x c − x s x s ′ is an inner 2-minor of P. By using x c ∈ P , it follows that either x s or x s ′ belongs to P , a contradiction. Hence we conclude that Q i is a minimal prime ideal of (I P , x c ).
In Figure 30 we display a stack polyomino P and all the minimal prime ideals of (I P , x c ) as described above. The fat dots mark the interval attached to the minimal prime ideals and the dark shadowed areas, the region where the inner 2-minor have to be taken. Proof. We proceed by induction on s. If s = 0, then P has no inside corners and desired formula follows from [13 Applying the induction hypothesis we have
Localizing K[P] at the variables corresponding to the outside corners of P different from g 0 , h 0 , g s+1 and h s+1 and using again [13, Theorem 8.8] , we see that µ s = m s − n s . Hence the desired formula follows from (2) .
As an immediate consequence of Theorem 4.11, we have the following 
Gorenstein
Not Gorenstein Figure 32 .
