In this paper, we develop two-step collocation (2-SC) methods to solve two-dimensional nonlinear Volterra integral equations (2D-NVIEs) of the second kind. Here we convert a 2D-NVIE of the second kind to a one-dimensional case, and then we solve the resulting equation numerically by two-step collocation methods. We also study the convergence and stability analysis of the method. At the end, the accuracy and efficiency of the method is verified by solving two test equations which are stiff. In examples, we use the well-known differential transform method to obtain starting values.
Introduction
Many problems in applied mathematics, physics and engineering give rise to the nonlinear two-dimensional Volterra integral equation of the form
y(x, t) = g(x, t) +
t ∫ 0 x ∫ 0
K(x, t, z, s, y(z, s)) dz ds,
(1.1) compared to the majority of available numerical methods. Therefore, the presented method can be applied to stiff equations, which are defined as follows. 2 Two-step collocation methods
As mentioned above, in this paper, we develop the 2-SC method of [4] , to equations of form (1.1). So here, we present the method of [4] , for the sake of the reader. Consider the VIE
K(t, η, y(η)) dη, t ∈ [t 0 , T], (2.1)
where g and K are real-valued sufficiently smooth functions. For a given positive integer N, we set t n = t 0 + nh, n = 0, 1, . . . , N, with Nh = T − t 0 . First we rewrite equation (2.1) in the form
with the lag-term
K(t, η, y(η)) dη
and the increment term h (t n,j ) + Φ
[n+1] h (t n,j )), y n+1 = P(t n+1 ).
(2.2)
Here t n,j = t n + c j h are collocation points, and c j are collocation parameters, F [n] h and Φ
[n+1] h are approximations to F [n] and Φ [n+1] , which are computed by appropriate quadrature rules as
4)
φ 0 , φ 1 , χ j and ψ j , j = 1, . . . , m, are polynomials such that P(t) be a continuous approximation to the solution y(t) of (2.1) at each subinterval [t n , t n+1 ]. The polynomial P(t n + sh) will be determined after solving a system of equations in the values Y
[n+1] i := P(t n,i ) and y n+1 , at each step. For more details, see [4] . To discuss the order of the method, we recall the following theorem.
Theorem 2.1 ([4]
). Assume that, in (2.1), K and g are sufficiently smooth functions. If the polynomials φ 0 (s), φ 1 (s), χ j (s) and ψ j (s), j = 1, . . . , m satisfy the system of equations
for s ∈ [0, 1] and k = 1, 2, . . . , p, then method (2.2) has the local discretization error of order p, i.e.,
We choose φ 0 (s) and φ 1 (s) as the polynomials of degree at most 2m − 1, which satisfy the collocation conditions, that is,
Thus we have 
Lemma 2.3 ([3]). The determinant of the Vandermonde matrix of the form
In the following theorem, we prove that system (2.5) has a unique solution. .7) and (2.8), respectively, the system (2.5) has a unique solution, and
Proof. Setting s = c i in (2.5) for i = 1, . . . , m and from collocation conditions (2.6), we obtain
Therefore, the coefficient matrix is of the form
, which is of Vandermonde type.
. Thus, by the assumptions of the theorem, det(A) ̸ = 0. On the other hand, it is obvious from (2.9) that
So the theorem is proved.
The next theorem investigates the order of convergence for the method (2.2). 
Theorem 2.5 ([4]). Let e h (t) := y(t) − P(t) be the error of method
To analyze the stability of the presented method, we apply the method to the test equation
This leads to the following matrix recurrence relation [4] :
, where z = hλ and M(z) is called stability matrix. The stability function of the method is defined as
Denoting w 1 , w 2 , . . . , w 2m+2 as the roots of (2.11), the region of absolute stability of the method is defined by
Also, we say that the method is A-stable if {z ∈ C : Re(z) < 0} ⊂ A.
Main results
In this section, we develop the 2-SC method described in the previous section to 2D-VIEs of form (1.1). To this end, let N and M be positive integers, and consider the uniform grids
We set x = x i in (1.1), and thus we have
Now, substituting the inner integral of (3.1) by an appropriate quadrature rule depending on x j , where j = 0, 1, . . . , i, we obtain
which is a one-dimensional VIE of the second kind, and we solve it by the two-step collocation method described in the previous section. In equation (3.2), y i (t), g i (t) and
, respectively, and w ij are quadrature weights. In this procedure, we use the values obtained from the previous steps. First, setting x = x 1 and using the trapezoidal rule, we have
where it is obvious that y(0, s) = g(0, s). Therefore, applying the two-step collocation method to this equation, we obtain an approximate polynomial to y 1 (t) = y(x 1 , t), namely, P 1 (t).
For x = x 2 , we use Simpson's rule for the interior integral in (3.1). Thus we obtain
where y(0, s) and y(x 1 , s) are known, and therefore we obtain P 2 (t), the approximate polynomial of y 2 (t) using the two-step collocation method. For x = x i , i = 3, 4, . . . , N, we use Simpson's rule for even indices and Simpson's rule with the trapezoidal rule for the last subinterval with odd indices. From [7] , this method (Simpson and trapezoidal) is stable.
To simplify the notation, we set
To analyze the error of the presented method, we assume that the maximum error occurs at the ith stage, that is, for x = x i . At the ith stage, we have equation (3.1), and substituting the inner integral by a quadrature rule of order, for example, r, we have
with
The next theorem investigates the error of the presented method. Proof. From the previous section, the approximate polynomial for y i (t) at the ith stage is
Since the functions φ 0 (s), φ 1 (s), χ j (s) and ψ j (s) satisfy the collocation conditions, setting Y
i,h (t n,j ), i = 0, 1, . . . , M, j = 0, 1, . . . , N. Hence polynomial (3.4) is of the form
(3.5)
It follows from Theorem 2.1 and equation (3.3) that
with ‖R i,m,n ‖ ∞ ≤ C 2 independent of h. Thus, subtracting (3.6) from (3.5), we obtain
where e i,n+1,j = e i,h (t n,j ) and e i,n = e i,h (t n ). On the other hand, applying the mean value theorem, hypothesis (i) ensures that
where z i,v−1 (s) is between y i (t v−1 + sh) and P i (t v−1 + sh). Now by hypothesis (ii) it follows that
From hypothesis (i),
with ‖V‖ ∞ ≤ C 4 independent of h.
Substituting expressions (3.7) and (3.9) in equation (3.8), we obtain
On the other hand, setting s = 1 in (3.7), we have
Therefore, denoting
, we obtain
where the matrices B
n and the vectors ρ
Then, from (3.10) and (3.11), it follows that
where D 1 , D 2 , γ 1 , γ 2 , γ 3 , γ 4 are upper bounds of the norm of vectors and matrices appearing in (3.11). Hence, using the Gronwall inequality, it follows that
where γ = max{γ 1 , . . . , γ 4 } and C is a constant independent of h and k.
To analyze the stability of method, we define the following notations for the ith stage of the method:
where b i,j s and w i,j,l s are the weights of quadrature rules of the ith stage for F
[n]
i,h and Φ
[n+1]
i,h , respectively. The following theorem can be obtained analogously to the theorem of [4] for each stage of the presented method.
Theorem 3.2. Applying the presented method to test equation (2.10) for each stage of the method, leads to the matrix recurrence relation
, where z = hλ and the stability matrix
Therefore, defining
we obtain the matrix recurrence relation of the method in the general case as V n+1 = M(z)V n , where the
Numerical examples
In this section, we give some examples to show the accuracy and stability of the presented method. In the examples, we apply the method with m = 2, c 1 = Also, the stability polynomial is
Example 4.1. Consider the integral equation 
We use relation (4.2) to determine the required starting values. Table 1 shows the absolute errors of the presented method and the DT method at some points.
Example 4.2.
As the second example, consider the stiff equation Table 2 .
Conclusion
In this paper, we extended the two-step collocation methods for two-dimensional nonlinear Volterra integral equations (2D-NVIEs) of the second kind. We converted the 2D-NVIE of the second kind to a one-dimensional VIE of the second kind, and then we solved the resulting equations using two-step collocation methods. The numerical results confirm the convergence and stability of the method.
