We show how a method that has been applied to commercial real estate markets can be used to produce high frequency house price indexes for a city and for submarkets within a city. Our application of this method involves estimating a set of annual robust repeat sales regressions staggered by start date and then undertaking an annual-to-monthly (ATM) transformation with a generalized inverse estimator. Using transactions data for Louisville, Kentucky, we show that the method substantially reduces the volatility of high frequency indexes at the city and submarket levels. We demonstrate that both volatility and the benefits from using the ATM method are related to sample size.
Introduction
Reliable house price indexes are necessary for understanding the dynamics of urban housing markets.
The Federal Housing Finance Agency publishes indexes for metropolitan areas in the United States; however, metropolitan areas are comprised of submarkets and house price dynamics can vary across submarkets (Bourassa, Hoesli, and Peng, 2003) . Prices could rise rapidly in one area while they rise only moderately or even decline in another area. Therefore, it is useful to have reliable house price indexes at the submarket level.
The volume of transactions limits the frequency and the degree of geographical disaggregation at which an index can be produced. For example, due to scarce data a monthly index for a city or a less frequent index for a neighborhood might be extremely volatile and, therefore, not particularly useful due to scarce data.
Several papers have focused on the issue of index construction with thin data, either by parameterizing the historical time dimension (Schwann, 1998; McMillen and Dombrow, 2001; Francke, 2010) or by making use of the spatial or temporal correlation in real estate markets (Pace, Barry, Clapp, and Rodriguez, 1998; Clapp, 2004) .
The focus of this paper is to show how a method that has been applied to commercial real estate price indexes (Bokhari and Geltner, 2012) can be useful in constructing high frequency house price indexes for both cities and submarkets within cities. The method involves two stages. The first stage produces a set of low frequency (typically annual) indexes with staggered start dates using a standard index construction approach.
For housing markets, this could be either the hedonic or the repeat sales methods. We apply a robust repeat sales method (Bourassa, Cantoni, and Hoesli, 2013) . In the second stage, a generalized inverse procedure is used to convert the staggered series of low frequency indexes into a high frequency index (quarterly or monthly). We apply this frequency conversion method to housing market data for Louisville, Kentucky, for the period from January 1998 through June 2010, producing monthly indexes from a set of annual indexes. We compare our converted monthly indexes with monthly repeat sales indexes produced using monthly time dummy variables. The indexes constructed with the annual-to-monthly (ATM) transformation are much less volatile than the monthly repeat sales indexes; this applies even for time periods and areas with limited numbers of transactions.
Our primary contribution to the literature is to demonstrate the applicability of the frequency conversion method to housing markets, where it has considerable potential in the construction of indexes with high frequency and spatial granularity. We also show how the frequency conversion method can be combined with robust techniques to produce indexes that are relatively free of noise and unbiased by outliers. We further show that both volatility and the benefits from using the ATM method are related to sample size.
The paper is structured as follows. The next section provides a brief review of the literature on index construction with scarce data. We then discuss our empirical strategy. The subsequent section discusses our results, while we provide some concluding remarks in a final section.
Previous Research
In general, previous research has responded to scarce data in housing markets by modeling the relationship between current and previous house prices. In other words, the time dummies used to produce indexes in a repeat sales or hedonic model are replaced with time series models or models that take advantage of temporal and spatial correlation. Modeling approaches based on spatial and temporal correlations create three-dimensional price surfaces that can be used to produce indexes for locations with scarce data. For example, Pace, Barry, Clapp, and Rodriguez (1998) combine spatial autoregressive models with a temporal autoregressive process to produce a spatiotemporal autoregressive (STAR) model for Fairfax County, Virginia. The STAR model makes use of the k nearest neighbors in space and time. Another example is provided by Clapp (2004) , who applies a semiparametric hedonic method to data for Fairfax County. His approach yields a price surface that changes 1 Another approach in the repeat sales context is to increase the sample size by adding data for properties that sold only once during the sample period. Guntermann, Liu, and Nowak (forthcoming) accomplish this by creating new pairs of transactions based on nearest neighbors. over time. Clapp's indexes are estimated fairly precisely and perform better out-of-sample than standard hedonic models.
Focusing on commercial real estate price indexes, Bokhari and Geltner (2012) introduce the two-stage frequency conversion method that we apply here to housing markets. They apply the method to different commercial real estate sectors in multiple metropolitan areas and regions in the U.S. In the first stage, they compute annual repeat sales regressions with quarterly staggered starting dates. They then convert the annual indexes to quarterly indexes using a generalized inverse estimator. Their frequency conversion indexes are less volatile than standard repeat sales indexes.
Empirical Strategy
In this section, we describe our methods and data, including the robust technique that we apply when estimating repeat sales models and the frequency conversion method adapted from Bokhari and Geltner (2012) .
We then explain how we measure the effects of the frequency conversion method on house price index volatility. Finally, we give an overview of our Louisville data.
Robust Repeat Sales Approach
Robust estimators can be used to reduce the influence of outliers in a wide range of contexts, including the construction of house price indexes. In contrast to OLS, robust estimators do not minimize the sum of squared errors; instead, they minimize some other function that reduces the influence of large errors. Bourassa, Cantoni, and Hoesli (2013) show that a robust bisquare estimator does a much better job than OLS in tracking a "true" repeat sales index and in reducing the magnitude of revisions when new data are added. The bisquare estimator in effect gives zero weight to observations with large errors (i.e., large standardized residuals), thereby eliminating their impacts on the resulting price indexes (Beaton and Tukey, 1974) .
We use the robust bisquare estimator for two purposes.
2 First, we use it directly to produce monthly repeat sales indexes that serve as our baselines for comparison with the indexes created using the frequency conversion method. Second, we use it to produce the staggered annual repeat sales indexes that are the first stage of the frequency conversion process.
For the monthly baseline indexes, we apply the robust method to a repeat sales model with time dummies defined as in Bailey, Muth, and Nourse (1963) : the first sale in each pair of transactions is given a value of -1, the second sale a value of 1, and all other dummies a value of 0. In this case, the estimated coefficients on the time dummies measure the price change from the base period to each subsequent time period. An alternative approach to specifying a repeat sales model is to assign a value of 1 to each period starting with the first sale and ending with the second sale; all other periods are given a value of 0. Shiller (1993) shows that this is equivalent to the Bailey, Muth, and Nourse approach; however, in this case the estimated coefficient for a time period measures only the price change within that period. A variation on this is to time-weight the dummies depending on when the transaction took place. As Bokhari and Geltner (2012) 
Frequency Conversion Method
The first stage of the frequency conversion method involves estimating a staggered series of low frequency robust repeat sales indexes. In our case, we estimate 12 annual models for years defined to start at the beginning of each January, February, and so forth. For example, the January regression has time-weighted dummy variables that each span the period from January 1 through December 31. We save the coefficients ("returns") from each of the staggered annual estimations for use in the second stage.
In the second stage, we stack the returns from the first stage on the left-hand side of the equation and specify monthly time dummies on the right-hand side. The monthly dummies are set equal to 1 for each month during the 12 months to which the return applies and zero otherwise. Given that we have fewer observations than unknowns, there is no unique solution to the regression equation.
However, as Bokhari and Geltner (2012) point out, one solution is better than the others because it minimizes the variance of the estimates. This is obtained using the generalized inverse estimator (GIE), which we apply here. We use the iml procedure in SAS to implement the GIE; a sample of the SAS code is provided in the Appendix.
Measuring Effects on Volatility
To assess the effects of the ATM frequency conversion approach on index volatility, we calculate the standard deviations of monthly price changes for the baseline robust repeat sales index and compare those with the corresponding standard deviations for the robust ATM index. We do this comparison for the city as a whole and for submarkets. We further show how the benefit of using the ATM approach varies with sample size. For this purpose, we regress the ratios of the ATM and baseline standard deviations for submarkets on sample size.
In a second regression, we also explore the relationship between the volatility of the robust ATM index and sample size.
Data
We use data for single-family houses that sold in Louisville, Kentucky ( To determine how the scarcity of data affects the benefits from using the ATM conversion, we regress the ratios of the ATM and baseline standard deviations for submarkets (based on zip codes) on sample size. The lower the ratio, the greater the benefit of using the ATM conversion. The regression results indicate that the benefits from the ATM method diminish (the ratio increases) as sample size (n) increases (t-statistics and significance levels are shown in parentheses, with *** = 1%): 
We also measure the effects of sample size on the volatility of the robust ATM index. Here we regress the standard deviations of the changes in the ATM indexes for zip codes on the natural logarithm of the number of repeat sales. The results show that sample size is negatively related to volatility: 
5 In practice, adjacent zip codes could be combined with the aim of reducing excessive volatility.
Concluding Remarks
Although housing markets are more liquid than commercial real estate markets, the construction of price indexes may be hampered by scarce data when one wishes to increase index frequency or spatial granularity. We show how a two-stage method that has been developed for commercial real estate can be useful in a housing context. The first stage consists of constructing a set of staggered annual robust repeat sales indexes, while the second stage applies a conversion method to yield monthly indexes.
Our empirical analyses show that the resulting robust ATM indexes are far less volatile than repeat sales indexes constructed using monthly dummy variables. The benefits of the approach are shown to be greatest when most needed, i.e., when data are scarce. For some submarkets with small numbers of repeat sales, however, index volatility remains relatively high despite the ATM conversion. We also find that the volatility of the ATM index decreases as sample size increases.
Exhibit 1 Robust and Robust ATM Indexes for Louisville, January 1999-June 2010
Note: January 1999 = 100 for the robust ATM index. Due to the volatility in the baseline robust index, the starting point for that index is modified so that the mean of the baseline robust index numbers is equal to the mean of the robust ATM index numbers. The indexes shown here start in 1999 rather than 1998 because the price dynamics estimated for 1998 are sometimes implausible; this is presumably due to the low numbers of transactions in the first year of data (limited mainly to first sales). 
