Hierarchical multi-label text classification (HMTC) is a fundamental but challenging task of numerous applications (e.g., patent annotation), where documents are assigned to multiple categories stored in a hierarchical structure. Categories at different levels of a document tend to have dependencies. However, the majority of prior studies for the HMTC task employ classifiers to either deal with all categories simultaneously or decompose the original problem into a set of flat multi-label classification subproblems, ignoring the associations between texts and the hierarchical structure and the dependencies among different levels of the hierarchical structure. To that end, in this paper, we propose a novel framework called H ierarchical Attention-based Recurrent N eural N etwork (HARNN) for classifying documents into the most relevant categories level by level via integrating texts and the hierarchical category structure. Specifically, we first apply a documentation representing layer for obtaining the representation of texts and the hierarchical structure. Then, we develop an hierarchical attention-based recurrent layer to model the dependencies among different levels of the hierarchical structure in a top-down fashion. Here, a hierarchical attention strategy is proposed to capture the associations between texts and the hierarchical structure. Finally, we design a hybrid method which is capable of predicting the categories of each level while classifying all categories in the entire hierarchical structure precisely. Extensive experimental results on two real-world datasets demonstrate the effectiveness and explanatory power of HARNN.
INTRODUCTION
Many real-world applications organize documents in a hierarchical structure, where classes are specialized into subclasses or grouped into superclasses [2, 32] . For example, an electronic document (e.g., web-page, patent and e-mail) is associated with multiple categories and all these categories are stored hierarchically in a tree or a Direct Acyclic Graph (DAG) [16] . Figure 1 shows a toy example of a patent document with a four-level hierarchical category structure, the top part is a detailed text description of the patent, and its corresponding hierarchical categories with a tree graph representation are shown below. The root node is considered as level 0, and the parent nodes represent more general than the child nodes. It is an elegant way to show the characteristics of data and a multi-dimensional perspective to tackle the classification problem via the hierarchical structure. Thus, this kind of problem, known as hierarchical multilabel text classification (HMTC), has aroused widespread attraction in both the industry and the academia [11, 14, 22, 25] .
In the literature, there are many efforts for HMTC problem. Initially, the flat-based methods (e.g., Naive Bayes) have been proposed to predict only the categories of the last level by reducing the HMTC problem into a flat multi-label problem [12] . Unfortunately, these simple approaches ignore the hierarchical category structure information (e.g., nuclear physics is the subclass of physics in Figure 1 ). To tackle the problem above, some works have taken the hierarchical structure into consideration [2, 6, 10, 24, 27] , which can be further compartmentalized into two approaches: (1) Local approaches generate hierarchical classifiers and each classifier is responsible for predicting either corresponding categories [2] or corresponding category levels [27] ; (2) Global approaches gather all the levels of categories together and predict them with a single classifier [10] . However, these studies only focus on either the local regions or the overall structure of the category hierarchy, while ignoring the dependencies among different levels of the hierarchical structure.
In summary, there are still many unique challenges inherent in designing an effective HMTC solution. First, in a text classification task, different parts of the document are associated with different Categories: A gas injection system of a nuclear power plant including a reactor and a gaseous waste disposal system, comprises a hydrogen injection unit for injecting hydrogen into a reactor of a nuclear power plant, an oxygen injection unit for … categories. For instance, in Figure 1 , the "red" words of document D focus more on physics while the "blue" words concentrate more on chemistry in C 1 (level-1 category), and the words on the "red" underline further describe nuclear physics in C 2 (level-2 category). Therefore, when understanding the semantic of each document, it is necessary to capture these associations between texts and the hierarchical structure. Second, there are dependencies among different levels in the hierarchical category structure (i.e., the determination of a category not only is influenced by its parent category but also will affect its child categories). As shown in Figure 1 , document D concentrates on the nuclear physics in C 2 since its parent category physics in C 1 is focused. And nuclear reactors in C 3 is the subclass of nuclear physics, which should also be highly heeded. Thus, it is also critical to classify level by level via considering the dependencies among different levels of the hierarchical structure. Third, when assigning the document into hierarchical categories, not only the local regions but also the overall structure of the category hierarchy should be considered. Hence, how to predict the categories of each level while classifying all categories in the entire hierarchical structure precisely is a nontrivial problem. To address the challenges mentioned above, in this paper, we propose a novel framework named Hierarchical Attention-based Recurrent Neural Network (HARNN), which can automatically annotate a document with the most relevant categories level by level. Specifically, given the documents and the whole hierarchical category structure, we first apply a Documentation Representing Layer (DRL) for obtaining the representation of texts and the hierarchical structure. Then, we devise an Hierarchical Attention-based Recurrent Layer (HARL) to model the dependencies among different levels by leveraging the hierarchical structure gradually in a top-down fashion. To be specific, at each level, the attention mechanism qualifies the contribution of each text word to each category, and the textcategory association information will affect the next category level. Throughout the recurrence, the Hierarchical Attention-based Memory (HAM) unit we designed can model the dependencies among different levels of the hierarchical structure. After that, we utilize a Hybrid Predicting Layer (HPL) for combining the predictions of each level in the category hierarchy and the overall hierarchical structure. Thus, the proposed model is capable of predicting the categories of each level while classifying all categories in the entire hierarchical structure precisely. Finally, extensive experiments on two large-scale real-world datasets demonstrate the effectiveness and explanatory power of our model. To the best of our knowledge, this is the first comprehensive attempt to employ hierarchical attentive neural networks for HMTC problem.
RELATED WORK
Generally, the related works can be grouped into two research aspects, i.e., studies on hierarchical multi-label text classification and attention mechanism.
Studies on HMTC
There have been several efforts for HMTC in the literature. Initially, flat-based methods were widely used in HMTC task, such as Decision Tree (DT) and Naive Bayes (NB) [12] , which learned discriminant classifiers only for the categories of the last level in the category hierarchy. However, the hierarchical structure information was ignored in these approaches, which caused the inefficiency. Thus, some hierarchical approaches were proposed by taking the hierarchical structure information into consideration and could be compartmentalized into local and global approaches according to the strategy adopted. Regarding local approaches, Cesa-Bianchi et al. [8] proposed a classification method using hierarchical SVM, where SVM learning was applied to a category only if its parent category was labeled as positive. Afterwards, a large margin method was proposed by Rousu et al. [26] to calculate the maximum structural margin for the output categories. As for global approaches, Vens et al. [31] developed a tree-based approach called Clus-HMC to employ a single decision tree to deal with the entire hierarchical category structure. Recently, neural networks have been utilized for HMTC problems and have shown its effectiveness. Cerri et al. [7] attempted to use HMC-LMLP for incrementally training a set of neural networks and each being responsible for predicting the categories in a given level. Borges et al. [4] proposed a global approach based on a competitive artificial neural network to predict all categories in the hierarchical structure.
Nevertheless, the above works mainly focus on either the local regions or the overall structure of the category hierarchy. Moreover, they neglect the dependencies among the different levels of the hierarchical structure, which leads to error propagation and well-known class-membership inconsistency [28] . Along this line, methods combing the advantages of local and global approaches have been applied [33] in many domains (e.g., text classification, protein function prediction), where a neural network HMCN was proposed for integrating the predictions of each level in the category hierarchy and the overall hierarchical structure. Unfortunately, they failed to capture the associations between texts and the hierarchical structure, which are important for understanding the semantics of each document.
Attention Mechanism
In our framework, one of the most significant steps is to reveal the associations between texts and each category in the hierarchical structure from top to down and level by level, which is related to the attention mechanism [37] . In text classification, attention mechanism is a powerful approach to highlight different parts of the text semantic representation by assigning different weights. For example, Huang et al. [18] used attention mechanism on the top of a CNN model to introduce an extra source of information for guiding the extraction of the sentence embedding. Tao et al. [30] utilized an attention method which created a weighted vector representation by using the encodings of either RNNs hidden states. Lin et al. [20] designed a self-attention mechanism for the sequential models (e.g., RNN) to replace the max pooling or averaging step, which enabled their model pay attention to the different aspects of the sentence.
In the aforementioned works, the attention weights are usually calculated by the correspondence between texts and each category in particular levels, which treats the different levels of the hierarchical structure independently thereby ignores the dependencies among the different levels. In this work, we propose a novel hierarchical attention recurrent structure to capture the associations between texts and each category gradually from top to down, which integrates the dependencies among different levels. Specifically, in the hierarchical attention mechanism, the attention weights of texts and each category in a level not only are influenced by its previous level but also will affect the next level.
PRELIMINARIES 3.1 Problem Definition
In HMTC problem, there are a set of documents (e.g., patent) and each document contains the text description and its expected categories which are organized in a hierarchical structure. Before defining the HMTC problem, we start with a detailed description of the hierarchical structure and documents. 
is the set of possible categories in the i-th hierarchical level and |C i | is the number of categories in the i-th hierarchical level and K is the total number of categories. We define the hierarchical category structure γ over C as a partial order set (C, ≺). ≺ is a partial order representing the PARENT-OF relationship, which is asymmetric, anti-reflexive and transitive [34] :
A set of M documents with expected hierarchical categories can be denoted as X = {(D 1 , L 1 ), (D 2 , L 2 ) . . . , (D M , L M )}, where D i = {w 1 , w 2 , . . . , w N } can usually be represented as a sequence of N words, and L i = {ℓ 1 , ℓ 2 , . . . , ℓ H } is the set of excepted hierarchical categories assigned to the document D i , with ℓ i ⊂ C i in the corresponding hierarchical structure γ . Then, the HMTC problem can be formulated as:
. Given a set of documents and the corresponding hierarchical category structure, our goal is to integrate the document texts D and the corresponding hierarchical category structure γ to learn a classification model Ω, which can be used to predict the hierarchical categories L for documents:
where Θ is the parameters of Ω.
MODEL ARCHITECTURE
In this section, we will introduce the technical details of HARNN framework. As shown in Figure 2 , HARNN mainly contains three parts, i.e., Documentation Representing Layer (DRL), Hierarchical Attention-based Recurrent Layer (HARL) and Hybrid Predicting Layer (HPL). Specifically, we utilize DRL to obtain the unified representation of each document text and the hierarchical category structure. Then, we design HARL to model the dependencies among different levels via capturing the associations between texts and each category of the hierarchical structure in a top-down fashion. Finally, HPL is applied to predict the hierarchical categories of documents.
Documentation Representing Layer
In the first stage of HARNN, DRL aims to generate the unified representation of the document text and the hierarchical category structure. To this end, we first apply an Embedding Layer to encode text and the hierarchical category structure. Then a Bi-LSTM Layer is utilized to enhance the encodings of text semantic representation. Embedding Layer is used to encode the text and the hierarchical category structure. DRL receives the text tokens of a document D and the hierarchical category structure γ as input, as shown in Figure 2 . Intuitively, the document text D is formalized as a sequence of N words D = (w 1 , w 2 , . . . , w N ), where w i ∈ R k is initialized by a k-dimensional pre-trained word embedding with Word2vec [23] . Like Word2vec operation in text tokens, we embed the hierarchical category structure γ into a matrix S = (S 1 , S 2 , . . . , S H ) for training, where S i ∈ R |C i |×d a is a randomly initialized matrix which represents the embedding of the i-th hierarchical category level with the d a -dimension. After the initialization from Embedding Layer, we apply the subsequent Bi-LSTM Layer to enhance the semantic representations of the document text.
Bi-LSTM Layer targets at enhancing the encodings of the text semantic representation. For the text tokens in D, we utilize a Bi-LSTM architecture, which is a variant of the traditional LSTM architecture [15, 17] . Bi-LSTM can learn not only long-range dependencies across the input sequence but also context information from forward and backward simultaneously, which is beneficial for enhancing the encodings of the text semantic representation. Specifically, the input of the Bi-LSTM network is a sequence D = (w 1 , w 2 , . . . , w N ), and the hidden vector of a Bi-LSTM is calculated as follows:
where − → h n and ← − h n are the forward hidden vector and the backward hidden vector respectively at the n-th word step in the Bi-LSTM. And h n ∈ R 2u is the hidden output of Bi-LSTM at the n-th word step, which is the concatenation of − → h n and ← − h n , where u is the hidden unit number of each unidirectional LSTM.
For simplicity, we note all h n as V = {h 1 , h 2 , . . . , h N } ∈ R N ×2u . After that, to obtain the whole semantic representation of the document D, we exploit the word-wise average pooling operation to merge N words contextual representations into an average embedding V as V = avд(h 1 , h 2 , . . . , h N ) ∈ R 2u . Figure 2 : The HARNN framework takes a given document text D and the corresponding hierarchical category structure γ as inputs, and outputs the hierarchical categories L for the given document.
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Hierarchical Attention-based Recurrent Layer
After obtaining the unified representation of the text and the hierarchical category structure, we propose HARL, a recurrent architecture, to model the dependencies among different levels by leveraging the hierarchical structure gradually in a top-down fashion. At each category level, the core repeating unit, i.e., Hierarchical Attention-based Memory (HAM) unit is explicitly designed to capture the associations between texts and categories. Meanwhile, it can transfer the corresponding hierarchical semantic representation to the next layer. This hierarchical semantic representation is consistent with the human reading habit that people usually understand the concept of a document from shallow to deep. As shown in Figure 1 , the "red" words in D pay more attention to physics concept in C 1 (level-1 category) while the words on "red" underline focus more on nuclear physics concept in C 2 . Obviously, nuclear physics is the subclass of physics. Therefore, it is necessary to qualify the contributions of the text semantic representation to the category hierarchy from top to down and learn the attention representations for each category level. Figure 3 shows the details of an HAM unit. An HAM unit mainly consists of three components, i.e., Text-Category Attention (TCA), Class Prediction Module (CPM) and Class Dependency Module (CDM). Specifically, TCA first captures the associations between texts and categories of the hierarchical structure. Based on the textcategory associations, CPM generates the unified representation and predictions of the corresponding category level. Next, CDM is utilized to model the dependencies among different levels of the hierarchical structure. For the h-th category level in γ , the input to corresponding HAM unit includes three parts, i.e., the whole text semantic representation V , the corresponding category level representation S h , and the information of previous level ω h−1 . The unified representation A h L and information ω h at the h-th level are updated as following formulas:
where V is the whole text semantic representation, r h at t is the associated text-category representation of h-th level, W h at t is the textcategory attention matrix at h-th level, P h L denotes the predicted probability vector of h-th level, ⊕ denotes vector concatenation operation and avg() is the average pooling operation. Note that all Session: Long -Natural Language Processing II CIKM '19, November 3-7, 2019, Beijing, China elements in ω 0 are initialized as 1.0 since the level 0 is the root of the hierarchical structure which contains no extra information. Next, we introduce each component of the HAM unit.
Text-Category Attention targets at capturing the associations among texts and categories, and outputs the associated text-category representation r h at t and text-category attention matrix W h at t at hth category level. As shown in Figure 4 , given the information of previous category level ω h−1 ∈ R N ×2u , we integrate it with the whole text semantic representation V ∈ R N ×2u to generate the V h :
where V h ∈ R N ×2u denotes the representation which introduces the hierarchical information of previous category level, and ⊗ denotes entry-wise product operation. Inspired by [20] , the document text is usually formed by multiple components which focus on different aspects, especially for the long sentences. For instance, in Figure 1 , the "red" words of document D focus more on physics while the "blue" words concentrate more on chemistry. Thus, for the h-th category level, we need |C h | aspects for focusing on different categories to represent the overall semantic of the whole sentence. We use S h ∈ R |C h |×d a which is the embedding of h-th category level to perform |C h | different categories of attention. Formally,
where W h s ∈ R d a ×2u is a randomly initialized weight matrix, O h denotes the activations which can be viewed as one MLP without bias, d a is a hyperparameter we can set arbitrarily, the softmax() ensures all the computed weights sum up to 1 for each category. And
where W h i ∈ R N represents the attention score of the text with i-th category in h-th level after normalization and each element in this vector represents the contribution of each word token on its corresponding position contributes to this i-th category.
Then, we compute |C h | weighted sums by multiplying the annotation matrix W h at t and the text semantic representation V h . The resulting matrix M h ∈ R |C h |×2u is the associated text-category representation with each category in h-th level. And r h at t ∈ R 2u which is the associated text-category representation for whole h-th level can be modeled as a vector by averaging M h in category-dims:
With the help of Text-Category Attention, we can get the associated text-category representation r h at t and the annotation matrix W h at t for the h-th category level. Class Prediction Module aims at generating the unified representation and predicting the categories for each level by integrating the original text semantic representation and the associated textcategory representation which introduces the information of its previous level. Formally, let A h L denote the representation of h-th level and A h L is given by: where W h T ∈ R v×4u is a randomly initialized weight matrix and b h T ∈ R v×1 is the corresponding bias vector, φ is a non-linear activation function (e.g., RELU). Then, the local prediction of h-th category level P h L is calculated by:
where W h L ∈ R |C h |×v is the weighted matrix that connects the activations of h-th level with |C h | output units, b h L ∈ R |C h |×1 is the corresponding bias vector, and σ is the sigmoid activation.
Class Dependency Module is utilized to model the dependencies between different levels of the hierarchical structure by keeping the hierarchical information for each level. For the h-th category level, different categories have different contributions to the prediction, which can be used as the trade-off parameter for revising text-category attention matrix. Therefore, we first utilize an entrywise product operation to combine the predicted category values P h L and the text-category attention matrix W h at t to generate the weighted text-category attention matrix K h :
where
is the weighted textcategory attention matrix of h-th level considering the different categories should have the different weight, k h i denotes weighted attention score of the i-th category with the text semantic representation in h-th level, and broadcast() is the process of making matrixes with different shapes have compatible shapes for arithmetic operations (i.e., entry-wise product).
Then we exploit the category-wise average pooling operation to merge |C h | categories into an average representation K h :
where K h ∈ R N is the weighted attention vector of h-th level which holds the attention associations of the whole category level with the text. Next, we broadcast the average representation into ω h : 
where ω h = (ω h 1 , ω h 2 , . . . , ω h N ) ∈ R N ×2u is a matrix holding the hierarchy information and the associations between the text and the whole category level at h-th level, and ω h i ∈ R 2u measures the association weights between the whole previous category level and the i-th word token in D.
Finally, we bring ω h to the next category level since the information of each category level not only is influenced by the previous level but also will affect the next level.
Hybrid Predicting Layer
Throughout HARL, we can obtain the unified representation A h L and the predictions P h L of each category level. It is important to predict all categories in the entire hierarchy, and predicting the categories of each level in HMTC problem is also critical. Thus, we apply a Hybrid Predicting Layer, a hybrid prediction method to generate the final predictions by considering both local and global prediction information. Specifically, we note all the A h L as A L = A 1 L , A 2 L , . . . , A H L ∈ R H ×v , and then exploit the level-wise average pooling operation to merge H levels representations into a global embedding A L = avд(A 1 L , A 2 L , . . . , A H L ) ∈ R v . Let P G denote the global predictions of the entire category hierarchy and P G is given by:
where W G ∈ R v×v , W M ∈ R K ×v are randomly initialized weight matries, b G ∈ R v×1 and b M ∈ R K ×1 are corresponding bias vectors. P G is a continuous vector and each element in this vector P i G denotes the probability P(c i |x) for c i ∈ C.
In order to integrate both local and global predictions, the final predictions P F is calculated by:
where α ∈ [0, 1] is a balance parameter, which is used to regulate the trade-off regarding the local and global predictions. We set α = 0.5 as the default option in order to give equal importance to both local and global predictions.
Loss Function
In this subsection, we specify a loss function which is the sum of the local and global loss functions for each document to train HARNN. In the training stage, for each document D, the local (L L ) and global (L G ) loss are calculated as: 
where Y G is the binary label vector (expected output) containing all categories of the hierarchical structure and Y h L is the binary label vector (expected output) containing only the categories of the h-th level. Since categories are not mutually exclusive, we use ε(·, ·) the binary cross-entropy to minimize the local and global loss function of a document. The final loss function we optimize is thus given by:
where Θ denotes all parameters of HARNN and λ Θ is the regularization hyperparameter. In this way, we can learn HARNN by directly minimizing the loss function L(Θ) using Adam [19] .
EXPERIMENTS
In this section, we first introduce the datasets and our experimental setups. Then, we conduct extensive experiments on HARNN model and the other state-of-the-art methods to answer the following questions:
• RQ1: How does HARNN perform in predicting total categories of the entire hierarchical structure compared to the state-of-the-art methods? • RQ2: How does HARNN perform in predicting categories of each level in the hierarchical structure compared to the other hierarchical approaches? • RQ3: How does the trade-off coefficient (α) between local and global predictions influences the performance ? • RQ4: Is the proposed hierarchical attention mechanism helpful and explanatory in HTMC problem? 
Dataset Description
We conduct experiments on two real-world datasets: educational exercises dataset and patent documents dataset, which contain document text records and hierarchical category structures. Education Dataset is collected from an online education system which provides a series of exercise-based applications for high school students in China. The dataset contains 240,309 real-world math exercises and each math exercise contains multiple categories which are organized into a tree structure with three levels.
Patent Dataset is collected from the USPTO 1 which is a patent system grating U.S. patents. The dataset includes 100,000 real-world granted US patents and each patent document includes textual information (e.g., title, abstract) and multiple hierarchical categories. Figure 1 shows a toy example of a patent document with a four-level hierarchical category structure. Table 1 and Figure 5 show the basic statistics and the documentation distribution of the two datasets respectively, and we can observe that: (1) Education dataset has total 459 categories which are organized into a three-level hierarchical structure while Patent dataset has total 9,162 categories with a four-level hierarchical structure; (2) Each document consists of about 3.64 and 7.67 categories in Education and Patent dataset respectively. These categories are distributed in different levels, and each level basically averages one or two categories; (3) About 95% documents of Education dataset contain fewer than 350 words, while 95% documents of Patent dataset contain fewer than 150 words.
The average number of category per instance is quite small compared to the total number of category in the whole hierarchical structure. Thus, when predicting the multiple categories for each document, it is critical to integrate the dependencies between different levels of the hierarchical structure to reduce the influence of the other irrelevant category information. Moreover, it is also necessary to capture the associations between texts and the hierarchical structure, especially for the long sentences, which has been fully discussed in Section 4.2.
Experimental Setup
For validating the effectiveness of HARNN, we employ 10-fold cross-validation on labeled documents in two datasets, where one 1 https://www.uspto.gov/ of ten folds is targeted to construct the testing set and the rest for the training set.
Word Embedding Pre-training. We use the Word2vec tool [23] with a dimension (k) 100 to generate the word embedding for each word in a document, which is trained on texts of documents in the datasets.
HARNN Setting. 2 We set the size (d a ) of embedding representations for categories as 200, the dimension (u) of hidden states in Bi-LSTM as 256, the dimension (v) of the all full-connected layer units as 512 and the parameter (α) of local & global information trade-off regulation as 0.5.
Training Details. In HARNN, we set the maximum length N of words in a document as 350 in Education dataset while 150 in Patent dataset (zero padded when necessary) according to our observation in Figure 5 . We initialize parameters in HARNN with a truncated normal distribution and the standard deviation is set as 0.1. For training HARNN, we use the Adam optimizer [19] with a learning rate of 1 × 10 −3 , and set the mini-batches as 256, λ Θ = 0.00004 , β = 0.1 in Eq. (15) . All parameters of HARNN can be tuned during the training process. Note that all the fully-connected layers comprise 512 ReLU neurons. We also use dropout [29] with a droprate of 0.5 to prevent overfitting and gradient clipping to avoid the gradient explosion problem.
Baseline Approaches
In order to demonstrate the effectiveness of HARNN, we compare it with several HMTC methods including four state-of-the-art models and some variants of HARNN:
• Clus-HMC [31] : Clus-HMC is a global approach that builds a single decision tree to classify all categories simultaneously. • HMC-LMLP [7] : HMC-LMLP is a local approach which trains a set of neural networks and each is responsible for the prediction of the categories belonging to a given level. • HMCN-F [33]: HMCN-F is a feed-forward hybrid approach which combines the prediction of each level in the category hierarchy and the overall hierarchy structure. • HMCN-R [33] : HMCN-R is a recurrent hybrid approach which combines the prediction of each level in the category hierarchy and the overall hierarchy structure. Figure 6 : Performance on different levels in hierarchy.
The variants of HARNN are listed as follows:
• HARNN-LG: HARNN-LG is a variant of HARNN without considering the dependencies between different levels of the hierarchical structure. • HARNN-LH: HARNN-LH is a variant of HARNN without considering the overall hierarchical structure information. • HARNN-GH: HARNN-GH is a variant of HARNN without considering the information of the local regions in the hierarchical structure.
Concretely, the chosen baselines can be categorized into local approach (HMC-LMLP), global approach (Clus-HMC) and hybrid approachs (HMCN-F, HMCN-R). All baselines ignore the associations between texts and the hierarchical structure. Note that we design three variants of HARNN to highlight the effectiveness of our proposed HAM unit and hybrid prediction method. In the following experiments, all methods are implemented by TensorFlow [1] , and all the experiments are conducted on a Linux server with four 2.0GHz Intel Xeon E5-2620 CPUs and a Tesla K80 GPU. For fair comparisons, all parameters in these baselines are tuned to achieve the best performance.
Evaluation Metrics
5.4.1 Threshold based evaluation. In HMTC task, we first adopt three widely used evaluation metrics [3, 5] : precision, recall and F1 measure. Given a category i ∈ C, let T P i , F P i , F N i , be the number of true positives, false positives, false negatives, respectively. The precision and recall for the whole output hierarchical structure are then defined as [31] :
And we also evaluate the performance using micro − F 1 [13] which is the combination of precision and recall. The micro − F 1 measures the classification effectiveness by counting the true positives, false negatives and false positives globally, which takes class imbalance into account [36] . For the three threshold based evaluation metrics, the larger, the better.
5.4.2
Area under the average PR curve. The outputs of our model HARNN and the other baselines are probability values of each category in the entire hierarchical structure. Hence, the final predictions are generated after thresholding those probabilities. The choice of an optimal threshold is difficult and often subjective, thus we follow the trend of HMTC research [7, 33] to employ Area Under the Average Precision-Recall Curve (AU (PRC)) [9] for avoiding choosing thresholds. The higher the AU (PRC) of a method is, the better its predictive performance is.
Experimental Results

Performance Comparison (RQ1).
To demonstrate practical significance of our proposed model, we compare HARNN with all the baselines on HMTC task. The results of all methods on both Education and Patent datasets are shown in Table 2 . From the results, we can get several observations:
(1) HARNN achieves the best performance on all evaluation metrics in two datasets, which indicates that HARNN is more capable for HMTC tasks with an advantage of tackling hierarchical category structure effectively and accurately. (2) All the variants of HARNN perform better than HMCN-F and HMCN-R on all evaluation metrics in two datasets. The reason is that the variants of HARNN could capture the associations between texts and the hierarchical structure via TCA while HMCN-F and HMCN-R cannot. of the local regions in the category hierarchy and the overall hierarchical structure. (4) HMCN-F and HMCN-R are generally better than HMC-LMLP and Clus-HMC. This once again implies that it is effective for the HTMC task by integrating the predictions of each level in the category hierarchy and the overall hierarchical structure. In summary, these evidences all indicate that the dependencies among different levels of the hierarchical structure and textcategory associations are important for classifying documents in HMTC task. Moreover, these clues also reveal that HARNN can classify the documents into the multiple categories more effectively by integrating the predictions of each level in the category hierarchy and the overall hierarchical structure.
5.5.2
Performance on different levels (RQ2). In HMTC task, it is important to predict all categories in the entire hierarchy, and annotating categories of each level precisely is also critical. Thus, we conduct an experiment for comparing HARNN with HMC-LMLP, HMCN-F and HMCN-R on each level of the hierarchical structure separately. From Figure 6 , we can see that HARNN outperforms all the other methods on all the category levels of the hierarchical structure, since HARNN leverages the information of hierarchical structure. Moreover, we also notice that the performance of all models tend to decrease when the hierarchy deepens, and HARNN retains superior performance compared to the other baselines. That is, as the hierarchical level increases, the categories of the level increase rapidly (e.g., the Patent dataset has 661, 8364 categories in level-3 and level-4 respectively, as shown in Table 1 ), which influences the model performance a lot. And HARNN considers the associations between texts and the hierarchical structure and dependencies among different levels of the hierarchical structure while the other three baselines do not. These results once again indicate that HARNN is more effective and powerful for HMTC task by considering both the associations between texts and the hierarchical structure and modeling the dependencies between different levels of the hierarchical structure. the importance of the local prediction and global prediction in Eq. (13) . When α is smaller, the network tends to prioritize local predictions during learning. Conversely, as α is larger, the network is allowed to focus on global prediction more easily. We conduct an experiment by assigning different α from set {0, 0.1, 0.2, . . . , 1.0}. As shown in Figure 7 , as α increases, the performance of HARNN increases at the beginning, but it decreases afterwards both in two datasets. These results indicate that combining the local and global predictions properly is vital for achieving more accurate classification performance.
5.5.4
Hierarchical Attention Visualization (RQ4). An important characteristic of HARNN is that it can capture hierarchical attention information between text semantic representations and the hierarchical structure through visual attention vector K h in Eq. (10) for each category level. The heatmap of the learned attention weights for a patent document is illustrated in Figure 8 , where the document sample is the one in Figure 1 . Please note that, we only show the part of the document text for illustration purposes. The color in Figure 8 changes from white to red while the value of attention weights increases. From Figure 8 , we find that the HARNN model majorly learns to capture some key words in the text. For instance, the attention weights of the words "nuclear" and "plant" are obviously higher than the other words since these words dominate the prediction of the category Physics in Level-1. And we also observe that the attention weights of the words "nuclear" and "reactor" gradually increase when the hierarchy deepens, and meanwhile, the attention weights of the words "plant" and "injection" decrease. That is, the key words in different levels might be different due to the different concept description. Specifically, the words "nuclear" and "reactor" are more appropriate for describing the concepts of subsequent levels (e.g., the Nuclear Reactors concept in level-3), while the words "plant" and "injection" seem less relevant. That once again indicates that HARNN is capable of understanding the concept of a document text from shallow to deep properly. These results imply that HARNN can provide a good way to capture the hierarchical attention information in a given document via the HAM unit.
CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a model named HARNN for classifying documents into the most relevant categories level by level via combing the text and hierarchical structure. Specifically, we first applied a Documentation Representing Layer for obtaining the semantic encodings of text and categories. Then, we devised a Hierarchical Attention-based Recurrent Layer to model the dependencies between different levels by capturing the associations among text and hierarchical structure in a top-down fashion. After that, we designed a hybrid approach which is capable of predicting categories of each level while classifying the all categories in the entire hierarchy precisely. Finally, extensive experiments on two real-world datasets clearly demonstrated the effectiveness and explanatory power of HARNN.
In the future, there are still some directions for exploration. First, we would like to leverage the explicit constraints of the hierarchical structure (e.g., the hierarchical violation [28] ) as regularization to improve classification performance. Second, we would like to address the issue of incomplete labels [35] and use more effective embedding for representing the hierarchical structure [21] . Third, as HAM is LSTM-like structure for encoding the category hierarchy information, so we will also try to design Bi-HAM (like Bi-LSTM) to capture the better hierarchy information from upward and downward simultaneously with our HARNN. Finally, as our HARNN is a general framework, we will test its performance on the other domains, such as the protein function prediction in biochemistry [7] .
