A p-Laplacian system with Dirichlet boundary conditions is investigated. By analysis of the relationship between the Nehari manifold and fibering maps, we will show how the Nehari manifold changes as λ, µ varies and try to establish the existence of multiple positive solutions.
Introduction
By the fibering method, Drabek and Pohozaev in [1] , Bozhkov and Mitidieri in [2] studied respectively the existence of multiple solutions to the following p-Laplacian single equation: 
where p, q > 1, p u = div(|∇u| p−2 ∇u), Ω ⊂ R N is a bounded and connected domain with smooth boundary ∂Ω , λ and µ are positive parameters, α and β are positive numbers. Functions a(x), b(x), c(x) ∈ C(Ω ) are given functions which change sign onΩ .
Recently, Brown and Zhang in [3] studied a special case p = 2 of the problem (1.1) by studying the Nehari manifold [4] . Exploiting the relationship between the Nehari manifold and fibering maps, they discussed how the Nehari manifold changes as λ changes and show how existence and non-existence results for positive solutions of this problem are linked to properties of the manifold.
Motivated by papers [1] [2] [3] , in the present paper, we discuss the problem (1.2) again. The main purpose of this paper is show that how to use the similar idea and method of [3] to investigate the p-Laplacian system (1.2), and then get existence and non-existence results for positive solutions.
Let J be the Euler function associated with an elliptic problem on a Banach space X . If J is bounded below and J has a minimizer on X , then this minimizer is a critical point of J . So, it is a solution of the corresponding elliptic problem. However, the Euler function J (u, v), associated with the problem (1.2), is not bounded below on the whole space W 1, p 0 (Ω ) × W 1,q 0 (Ω ), but is bounded on an appropriate subset, and a minimizer on this set (if it exists) gives rise to solutions to (1.2) . In this paper, we will show how the structure of the Nehari manifold is determined by the sign of Ω c(x)φ α+1 ψ β+1 dx and how the values of δ and σ are determined by the nature of the Nehari manifold. The functions φ and ψ will be given in hypothesis (H 3 ) in Section 2; δ and σ will be determined in Section 3.
For a single equation, the existence and multiplicity results have been obtained by using variational methods in [5] [6] [7] [8] , by the degree theory in [9] and by using global bifurcation theory in [10] .
Systems involving quasilinear operators of p-Laplacian type have been studied by various authors [11, 12] . Among other results, existence and non-existence theorems were obtained. For this purpose the method of sub-supersolutions, the blow-up method and the Mountain Pass Theorem have been used (see e.g. [11, 13] ).
The plan of this paper is as follows. In Section 2 we discuss the relation between the Nahari manifold and the fibering maps. In Section 3 we discuss the case λ < λ 1 (a), µ < µ 1 (b) and show how the behavior of the manifold as λ λ 1 (a), µ µ 1 (b) depends on the sign of Ω c(x)φ α+1 ψ β+1 dx. In Section 4 we discuss the case λ > λ 1 (a), µ > µ 1 (b) and obtain a new interpretation of δ, σ . In Section 5, we discuss the nature of the manifold for when (1.2) has no positive solutions.
Preliminaries
Let Ω ∈ R n be a bounded domain and 1 < p, q < ∞. We define the Sobolev spaces Y p = W 
. Now consider the eigenvalue equation for the p-Laplacian operator:
where a(x) ∈ L ∞ (Ω ). We list the following lemma.
Lemma 2.1 ( [1, 14] ).
(i) There exists a number λ 1 := λ 1 (a) > 0 such that
where the infimum is taken over u ∈ Y p such that Ω a(x)|u| p dx > 0. (ii) There exists a positive function φ ∈ Y p ∩ L ∞ (Ω ) which is a solution of (2.1) with λ = λ 1 . (iii) λ 1 is simple and isolated. Now we state the assumptions of this paper:
are the well-known critical exponents. (H 3 ) The functions a(x), b(x), c(x) are smooth functions which change sign inΩ .
Let λ 1 (a), φ ∈ Y p be the first eigenvalue and the corresponding eigenfunction of (2.1) respectively, and µ 1 (b), ψ ∈ Y q be the first eigenvalue and the first eigenfunction of
It is clear that system (1.2) has a variational structure. Indeed, define
and let J : Y −→ R be defined by
or in a more detailed form,
Clearly, the critical points of J are the weak solutions of problem (1.2). Then we introduce the following notation: for any functional f :
It is clear that all critical points of J must lie on S which is known as the Nehari manifold (see [4, 15] ). We will see below that local minimizers of J on S are usually critical points of J . We simplify the notation by using
It is easy to see that (u, v) ∈ S if and only if
It is useful to understand S in terms of the stationary points of the form
We will refer to such maps as fibering maps. It is clear that if (u, v) is a local minimizer of J , then I has a local minimizer at t = 1, s = 1. Proof. The result is an immediate consequence of the fact that
Thus points in S correspond to stationary points of the map I (t, s) and so it is natural to divide S into nine subsets. We have
Moreover,
So,
Hence, we define
Similarly, we can define S
2) and (2.3) hold, which implies S
Similarly,
and S 0 0 . We denote these simply as S + , S − , S 0 respectively. Then we have
The following theorem shows that minimizers on S are usually critical points for J .
Find the minimizer of J (u, v) subject to E 1 (u, v) = 0, E 2 (u, v) = 0, where
Hence, by the theory of Lagrange multipliers, there exists m 1 , m 2 ∈ R such that
and thus
From (2.2) and (2.3), we know that (2.6) is equivalent to
which implies m 1 = m 2 = 0. The proof is complete.
It is easy to see that (2.4) and (2.5) are equivalent to
Thus, if L(u), R(v) and G(u, v) have the same signs, then I (t, s) has exactly one turning point at
where
By calculation, t, s have the following property:
which is important in Sections 3 and 4. If L(u), R(v) and G(u, v) have opposite signs, then I (t, s) has no turning points. To get our results, we just verify that L(u), R(v) and G(u, v) have the same signs.
We define
Similarly, by replacing ">" by "<" ("="), we define Λ − (Λ 0 ). Define
Similarly, by replacing ">" by "<" ("="), we define B − (B 0 ). Thus, if (u, v) ∈ Λ + ∩ B + , I (t, s) > 0 for t, s small and positive but I (t, s) → −∞ as t → ∞ and s → ∞; also I (t, s) has a unique (maximum) stationary point at (t (u, v), s(u, v)) and 
3. The case when λ < λ 1 (a), µ < µ 1 (b)
Suppose that 0 < λ < λ 1 (a), 0 < µ < µ 1 (b). It is easy to deduce by contradiction with the first eigenvalue that there exists δ 0 , δ 1 > 0 such that
Thus Λ − and Λ 0 are empty and so S + is empty and S 0 = {u = v = 0}. Moreover,
Theorem 3.1. Assume that λ < λ 1 (a), µ < µ 1 (b). Then (1.2) has at least one positive solution.
Proof. We investigate the behavior of J on S − . Clearly J (u, v) ≥ 0 if (u, v) ∈ S − and so J (u, v) is bounded below by 0 on S − . We now show that inf
, where t and s are determined by (2.7). Now, for C 1 > 0,
Indeed, by condition (H 2 ) we have
So, there exists 0 such that
,
Then, using the Hölder inequality and the Sobolev inequality, we get
Since (ū,v) ∈ Λ + ∩ B + , we have K > 0 and so
We now show that there exists a minimizer on S − which is a critical point of J (u, v) and so a non-trivial solution of (1.2). Let {(u n , v n )} ∈ S − be a minimizer sequence, i.e., lim n→∞ J (u n , v n ) = inf (u,v)∈S − J (u, v). Since
and, similarly,
we can pass to a subsequence if necessary and have that
and so u 0 = 0, v 0 = 0. Since λ < λ 1 (a), µ < µ 1 (b), we have
Hence, a multiple of u 0 and a multiple of v 0 lie in Λ + ∩ B + . From the lower semi-continuity, u 0 1, p ≤ lim n→∞ u n 1, p , v 0 1,q ≤ lim n→∞ v n 1,q . We now show that
If this is not true, then three cases occur:
If (a) occurs, then
We will obtain a contradiction by considering the fibering map I (t, s). We have
From the analysis of Section 2, there exists (x 0 , y 0 ) = (1, 1) such that
Moreover, as (u n , v n ) ∈ S − , the map I (t, s) attains its maximum at t = s = 1. Hence,
and this is a contradiction.
Similarly, if (b) or (c) occurs, we also get the contradiction. It follows easily from (3.3) that We now consider what happens as λ λ 1 (a), µ µ 1 (b). The sign of
will play an important role.
Proof. Without loss of generality, we assume that φ 1, p = ψ 1,q = 1. It is clear that (φ, ψ) ∈ B + . Since λ < λ 1 (a), µ < µ 1 (b), we get (φ, ψ) ∈ Λ + and so (φ, ψ) ∈ Λ + ∩ B + . Hence, (t (φ, ψ)φ, s(φ, ψ)ψ) ∈ S − and
, it follows that the conclusion is true.
The case when
So (φ, ψ) ∈ Λ − . Hence if G(φ, ψ) < 0, then (φ, ψ) ∈ Λ − ∩ B − and so S + is non-empty. Thus, S may consists of two distinct components in this case which makes it possible to prove the existence of at least two positive solutions by showing that J (u, v) has a minimizer on each component.
In the following lemma and theorems, we show that Λ − ∩ B + = ∅ is an important condition for establishing the existence of minimizers.
Proof. Suppose that the result is false. Then there exist sequences {(λ n , µ n )} and {(u n , v n )} such that u n 1,
. From the lower semi-continuity of norms in Y , we assert that (3.3) holds. If this is not true, we may assume that
which is impossible. Hence, (3.3) holds and so u 0 1,
The first two inequalities imply that u 0 = k 1 φ, v 0 = k 2 ψ. But from the last inequality and the condition G(φ, ψ) < 0, we deduce that
Lemma 4.2. Suppose that G(φ, ψ) < 0 and (u, v) ∈ S − . Then there exists δ 1 , δ 2 > 0 and δ, σ > 0 such that
Proof. The proof of Lemma 4.2 is similar to the proof of Theorem 1(iii) in [7] .
We next show that if Λ − ∩ B + = ∅, it is possible to obtain more information about the nature of the Nehari manifold.
(ii) For any (u, v) ∈ S 0 , we have (u, v) ∈ S − and S − is closed. (iii) S − and S + are separated, i.e. S − ∩ S + = ∅.
which is impossible.
(ii) If the conclusion is not true, then (u, v) ∈ S − . We divide the proof into three cases:
If the case (a) occurs, there exists
. Then we may assume thatū n u 0 in W
and so u 0 = 0. Moreover, (4.4) , it is easy to obtain that
This is a contradiction. Similarly, if the case (b) or case (c) occurs, we also get the contradiction. By the assertion (i), S − ⊂ S − ∪ S 0 . Since for any (u 0 , v 0 ) ∈ S 0 , we have (u 0 , v 0 ) ∈ S − , which implies that S − = S − . i.e. S − is closed.
(iii) By assertions (i) and (ii), we have
and so S − and S + are separated.
When S − and S + are separated and
any non-zero minimizer of J (u, v) on S − (or S + ) is also a local minimizer of J (u, v) on S, and so will be a critical point of J (u, v) on S and a solution of (1.2) (see Theorem 2.1).
Theorem 4.2. Suppose that G(φ, ψ) < 0. Then:
(4.6)
Assume that {(u n , v n )} is unbounded. Without loss of generality, we may assume that u n is unbounded in W 
It follows from the conclusion (i) that {(u n , v n )} is bounded. We may assume that (3.2) holds.
But like in the proof of Lemma 4.1, we can obtain that there exist δ, σ > 0 such that
Therefore (u 0 , v 0 ) ∈ S. Since (4.8) and (4.9) hold, we know that G(u 0 , v 0 ) > 0, which implies (u 0 , v 0 ) ∈ S − . Also
This shows that (u 0 , v 0 ) is a minimizer of J (u, v) on S − . Proof. (i) Since Λ − ∩ B + = ∅, we have that Λ − ∩ B − and so S + must be non-empty. Now, we prove that J (u, v) is bounded below on S + . For any {(u n , v n )} ∈ S + we have two cases:
Case (1) u n is unbounded in W We also obtain that J (u n , v n ) < 0 and J (u n , v n ) → 0 as n → ∞. Case (2) (u n , v n ) does not satisfy the condition of case (1). We claim that {(u n , v n )} is bounded in this case. Otherwise, (u n , v n ) → ∞. There will be three cases that occur:
(a) u n is not bounded in W Suppose (4.12) is not true. Then three sub-cases occur by the lower semi-continuity:
(a 1 ) u 0 1, p < lim n→∞ ū n 1, p and v 0 1,q = lim n→∞ v n 1,q ; (a 2 ) u 0 1, p = lim n→∞ ū n 1, p and v 0 1,q < lim n→∞ v n 1,q ; (a 3 ) u 0 1, p < lim n→∞ ū n 1, p and v 0 1,q < lim n→∞ v n 1,q .
If the sub-case (a 1 ) occurs, by (4.10) and (4.11),
Hence,
