The inclusion-exclusion formula (IEF) is a fundamental tool for evaluating network reliability with known minimal paths or minimal cuts. However, the formula contains many pairs of terms which cancel. Using the notion of comparable node partitions some properties of canceling terms in IEF are given. With these properties and the thought of "dynamic programming" method, a simple and efficient inclusion-exclusion algorithm for evaluating the source-to-terminal reliability of a network starting with cutsets is presented. The algorithm generates all the non-canceling terms in the unreliability expression. The computational complexity of the algorithm is  
Introduction
The reliability of a network is an important parameter in design and operation of networks. There are many methods to compute the reliability of networks [1, 2] . Several algorithms exist in the literature for evaluating the reliability of a directed graph by inclusion-exclusion formula (IEF) based on either path (k-tree) enumeration or cutset enumeration [3] [4] [5] [6] [7] [8] . In finding the k-terminal reliability by IEF there are two approaches, one based on enumerating all k-trees and the other based on enumerating all k-terminal cuts. If there are m minimal paths (or cuts) in a graph, there are possible intersection terms in IEF. However, the number of non-cancelling terms in IEF is considerably less. Starting with the set of paths (or k-trees) of a directed graph, Satyanarayana and coworkers [5, 6] developed methods of identifying non-cancelling terms in IEF. They showed that the non-canceling terms of the sourceto-terminal reliability correspond one-to-one with the p-acyclic subgraphs of the given graph. An algorithm was given for generating all the p-acyclic subgraphs of a directed graph [5] . Buzacott [3] gave a corresponding result for the non-cancelling terms in IEF starting with the set of cuts of a graph. Since each term in the resulting formula is associated with a partition of the set of nodes of the graph, it was called the node partition formula.
Find all the node partitions of a graph is a very tedious work.
Using a lemma (the Lemma 3.4 of [3] ) of incomparable node partitions of [3] and characteristics of canceling terms in IEF, by the thought of "dynamic programming" method a simple and efficient inclusion-exclusion algorithm is given in this paper for evaluating the sourceto-terminal reliability of a graph based on minimal cuts. The algorithm generates only the non-canceling terms of the reliability expression of the graph.
Nomenclature, Notation and Assumption
A network is modeled as a directed graph   , G N E (abbreviated to G) which consists of a set of nodes N and a set of edges (links) E. A node s N  is the source of G and
is the terminal of G.
Nomenclature
Source to terminal (s -t) reliability: the probability that the source s is connected to the terminal node t by paths working edges. 
consisting of all the node sets such that ,
Incomparable node sets: a pair of node sets and such that and . 
 
Pr : the probability of event
Assumption
1) G has perfectly reliable nodes and s-independent 2-state (good and failed) edges, and the reliability of each edge has been given.
2) Let
Preliminaries
Let be the set of mincuts of a given network G where corresponds one-to-one with the
the summations are over all mincuts and mincut combinations.
In formula (1), there exist possible terms. But it is possible that i j for some , . Indeed the most vexing problem in reliability analysis using (1) is the appearance of large numbers of pairs of identical terms with opposite sign, which cancel. Find the characteristic of canceling terms in (1) is the keystone of an efficient algorithm. Buzacott gave a simple and very useful lemma (Lemma 3.4 of Ref. [3] ) to identify some canceling terms in (1).
parable, all terms in IEF containing both and
is also a mincut [3] .
In formula (1), assume that , Pr
Pr Pr
the summations are over all mincuts and mincut combinations that satisfy the given conditions. The terms in (2) can correspond one-to-one the vertex of the m rooted trees with the following properties.
1) The root vertex of each rooted tree is the vertex i corresponding to cut set , its weight is , sign is +1. . Figure 1 are four rooted trees. In Figure 1(a) , tree (N 4 ) has a only vertex, the root vertex N 4 . Its weight is C 4 , sign is 1. In Figure 1(c) , tree (N 2 )'s root vertex is N 2 , its weight is C 2 , sign is 1. N 2 has two sons: N 3 and N 4 . The son vertex N 3 's weight equals to C 2 C 3 , sign is -1; N 4 's weight equals to C 3 C 4 , sign is -1. N 3 's son is N , here N 4 's weight equals to C 2 C 3 C 4 , sign is
The weight with its sign of each node in the rooted trees one-to-one corresponds with the term in the expression of formula (2). So we discuss m rooted trees' generating. The rooted tree whose root is is denoted as tree is generated firstly, we can use the result when we generate tree . And when we generate tree , we can use tree and tree directly. This is the thought of "dynamic programming". By this thought the process of generating trees is greatly simplified. 
such that . 4 3
Theorems 1 and 2 imply that if we find out the all pairs of canceling terms that union of two cuts and three cuts, i.e. find out all 2 and 3 U with , the all canceling terms in (2) can be determined.
The following lemma gives a condition that 2
be three minimal cuts of a directed graph G and . Then if and only if .
According to Theorems 1 and 2 and Lemma 2 we give the generating processes of the trees with above properties 1) and 2). Such that trees' vertices correspond with the non-canceling terms of (2).
Algorithm
This section presents an algorithm for efficiently generating all the non-canceling terms in (2). The algorithm has four parts, The main part is to generate all trees whose vertices correspond with the non-canceling terms of (2).
1) Find all the mincuts of the given directed network
, , N N  which satisfies assumptions. Let 1 2 be the mincuts corresponding to the node partitions , respectively. Order the node partitions as such that
2) Find     
Algorithm Tree
By theorems 1 and 2, all the pairs of canceling terms in IEF can be known if we find the canceling terms which union of two and three cut sets. Using this property an algorithm "Algorithm Tree" is given. It has two parts: "Trees Generation" and "Weighted Trees". It generates rooted trees in the non-increase order of the root vertex's modulus, i.e. generates tree (N m ), tree (N m-1 ), ···, tree (N 1 ) successively.
Trees Generation
We shall give an algorithm to generate all trees as follow. 2) the candidate child sets: Step 3. Suppose that trees
Algorithm Trees Generation
have been generated. Generate tree  . 
