I. INTRODUCTION
T HE PERFORMANCE of the generalized cerebellar model articulation controller (GCMAC) neural network is analyzed in two nonlinear problems: predistortion and optimal detection.
In mobile environments, power-efficient amplification is a mandatory restriction. Unfortunately, power-efficient amplification means nonlinear distortion. Nonlinear distortion has three major effects on the transmitted signal.
1) The received symbols are no longer on the original regular lattice but on a warped one.
2) The combination of the nonlinear amplifier and the TX and RX pulse shaping filters does not produce a response free of intersymbol interference.
3) The nonlinear amplification causes the frequency spreading of the transmitted pulse. These effects can be effectively reduced by means of adaptive predistorters [1] , which try to produce the inverse function of the power amplifier. Under static working conditions, predistortion can be implemented off-line. However, in some cases, adaptive approaches are mandatory. Examples are the code-division multiple access (CDMA) transmitters, which use adaptive transmitter power control (TPC) to solve the near-far problem and to increase the system capacity; and cellular systems, where a base-station (BS) failure is compensated by increasing the transmitted power in the neighboring BS.
At the receiver end, we address the adaptive cancellation of the effects produced by multiple users and multipath fading on a CDMA signal. There is an intensive research effort to solve the problem of developing advanced receivers that improve the Manuscript received June 7, 1999 ; revised November 11, 1999 . This work was supported in part by the CICYT, PETRI, under 95-0320-QP.
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performance and capacity of CDMA systems (see [2 and references therein]). In this paper, we investigate a GCMAC-based decision feedback scheme for the mitigation of multiple access interference (MAI) in CDMA wireless networks. The considered receiver approximates a Bayesian receiver and computes the GCMAC parameters with the aid of a training sequence prior to transmission. Again, an adaptive receiver solution is considered since it has to cope with time-varying channels. This paper is organized as follows. The problem statement and notation are included in Section II. The predistorter and the receiver structures used in this paper are described in Section III. In Section IV, we include the basic essentials of the GCMAC network. Section V is devoted to the performance evaluation of the proposed schemes. A summary and some conclusions are given in Section VI.
II. PROBLEM STATEMENT
In CDMA communication, each user is distinguished by a unique spreading code to modulate binary antipodal data. The signal sent over the shared spectrum channel is the sum of the individual users' signals. Definitions of several key terms used in this text about CDMA systems can be found in [2] .
A. Communication System Model
Consider a CDMA transmitter using complex-valued data symbols. The transmitted baseband signal in a single symbol interval can be represented as
where length of the spreading code; number of active users; scaling factor specified by the power-control loop; complex symbol transmitted by user ; transmitter pulse shaping filter; chip period. 1 The spreading code of user is denoted by . Note that individual chips in are denoted by the elements in [superscript denotes transpose] with each . In the context of our work, two impairments are incorporated in the system model. The first one is due to the nonlinear behavior of the power amplifier (PA). The nonlinear distortion of a PA is described at baseband by a memoryless nonlinearity that, in our analysis, obeys the Saleh model [4] . The second one is small-scale fading [5] including time spreading and time variance.
We use a discrete model with paths to simulate the time dispersion (2) where the path gain is a random parameter with variance specified by a intensity profile and is the time delay. In particular, we analyze the case when the received multipath components extend beyond the chip's time duration (frequency-selective fading ). We simulate the channel time variance by changing the coefficients after a given number of bits.
III. COMPENSATION METHODS
Two compensation methods are considered: predistortion, to reduce the effects of nonlinear amplification, and equalization (including adaptive interference suppression), to detect the desired user data after multipath fading.
A. Data Predistortion
A data predistorter transforms the extended constellation formed by the linear combination of complex symbols with
into a new constellation with , where is the predistorter function. Since the linear transmitter and receiver pulse-shaping filters produce time dependencies between the received samples, we provide the predistorter with memory. This way, the predistorted sample at time is given by (4) where is the order of the predistorter. The predistorter function has to be designed in such a way that after linear filtering and nonlinear amplification in the transmitter, the constellation of the received samples (in absence of channel distortion) would match (or approximate) the constellation of symbols . To cope with changes in the operation point of the power amplifier, adaptive predistortion is mandatory. Adaptive predistortion requires the implementation of a (simplified) local receiver at the transmitter. After chip-matched shaping filtering (the remaining square-root raised cosine filter) and chip-rate sampling, the signal at the output of the local receiver yields (5) where is the nonlinear mapping, which describes the behavior of the transmitter. Obviously, the objective of the predistorter is to find the symbols that, for instance, minimize the square error .
Chip-rate predistorters have a limited influence on the transmitted signal spectrum: only frequencies below 1/2 can be controlled. To achieve control over the whole transmitted spectrum, it is necessary to treat the data predistorter and the shaping filter jointly. One solution is to predistort the transmitted symbols at higher rate than the chip rate. The objective is that the (locally) received signal approximates the ideal, not only at the maximum eye-opening instants but also at the intermediate instants , where is an integer that satisfies . This system, which provides distortion-free communication at all instants, is called the fractionally spaced data predistorter (FSDP) [6] - [8] . The block diagram of the FSDP is depicted in Fig. 1 .
B. Receivers for CDMA
For simplicity, we consider a coherent synchronous CDMA transmission ( ). After chip-matched shaping filtering and chip-rate sampling, we have the discrete-time observation (6) where vector of chip-rate samples taken during the th symbol interval; received amplitude of user ; symbol transmitted at time ; uncorrelated noise. As usual, we assume that the signal and noise are independent and zero mean.
Generally, a bank of matched filters (MFs) to the spreading codes of the users provides sufficient statistics to perform the optimum multiuser detection of transmitted bits. The resulting vector of observables is given by (7) where is the cross-correlation of spreading codes , , and and is a (correlated) noise vector.
1) Linear Receivers:
The conventional linear detector performs the decision directly on the elements of . This receiver exhibits a highly anomalous behavior: the near-far problem. As a result, its performance drops dramatically when the number of active users increases. More effective solutions are based on the decorrelation of spreading codes, and on the minimization of the mean square error (MSE) for each user [2] .
2) Bayesian Receiver: In this paper, we focus on the minimization of the error probability. Suppose we observe a vector in a certain interval . The optimal decision boundary between adjacent symbols and is defined by those vectors that satisfy (8) Since the desired symbol is embedded in additive Gaussian noise, MAI [see (8)], and nonlinear distortion, possibly reduced by transmitter compensation, the optimal decision boundaries The proposed receivers include a subspace separator that reduces both the dimensionality of input vectors and the noise correlation produced by the matched filter. It is modeled by a separating matrix of dimension (obviously, ). The separating matrix can be identified by an eigenvalue decomposition of the sample correlation matrix and subsequent partition into signal and noise terms. However, the performance of this method is not satisfactory for relatively high MAI [9] . Instead, we use the adaptive subspace separator proposed in [10] . Our choice is motivated by two reasons: it is more robust against MAI and is much less complex than the eigenvalue decomposition.
Both Type I and II DFEs transform the feedforward and the feedback symbols using the nonlinear functions , , and , which, in our approach, are modeled by the GCMAC neural network. The main reason for its use is its potential adaptability in a time-variant communication scenario.
IV. THE GCMAC NETWORK
Predistortion and adaptive interference suppression, or generally equalization, can be considered as a nonlinear function approximation problem. Among the special features of the compensation functions, we point out their multidimensional input space (the compensators must include memory to cope with time dependencies) and their smoothness (the ideal compensation functions take similar values at points that are close, in a Euclidean sense, in the input space).
A simple and robust approach for approximating the ideal compensation functions is the GCMAC network [11] , [12] . The GCMAC performs the approximation by adjusting the amplitude of a set of local basis functions (LBFs) in the form (9) where is the set of LBFs and is a weighting vector. In equalization, the input vector , where and in predistortion , where
The supports of GCMAC's LBFs are (hyper)rectangles placed at the knots of a quantization lattice 2 that divides the input space into unit cells. The size (expressed in cells) of the rectangular domains is determined by an integer-valued vector . Therefore, unlike the radial basis functions networks, the size and location of these LBFs are predefined at the initialization step. The distribution of the LBFs across the quantized input space satisfies the following rules 1) Different quantized input samples must address different LBFs.
2) The number of LBFs that cover each input cell is a constant (when , the GCMAC becomes a lookup table).
3) The subsets of LBFs corresponding to two adjacent quantized values must only differ in one LBF (or, in other words, two adjacent cells must share LBFs). The distribution of LBFs in a bidimensional space is shown in Fig. 3 ( ). As a consequence of the last point, the integer-valued vector determines not only the size of the LBFs but also the overlap between them. The result is that the vector determines the generalization abilities of the network; for this reason it is called the generalization vector.
If the LBFs are constant, the GCMAC can be viewed as an indirect addressing algorithm (see Fig. 4 ). The indexes of the LBFs corresponding to each input cell are addresses that can be stored in a read-only memory. The amplitude of each LBF is stored on a random-access memory (RAM). This way, the GCMAC's output is obtained by adding values stored in the RAM. 2 The quantization is not necessary when the input symbols are discrete in amplitude, as occurs in data predistortion, and in the feedback part of a DFE.
In the update mode, the contents of the addressed memory cells can be iteratively improved according to the first-order learning law (10) where is the learning parameter and some cost function. If the cost function is the square error, the learning rule is given by (11) where is the error in the approximation. If the LBFs are constant, the vector points the RAM addresses that are updated when the input is . Notice that the GCMAC algorithm requires only 2 complex sums per processed sample. The reduced computational cost, which is independent of the order , makes the hardware development easier, allowing a general-purpose digital signal-processing (DSP)-based implementation [13] .
A. Improved GCMAC-Based Equalizers
Even though the computational cost of GCMAC does not depend on the order, its convergence is mainly influenced by the input space dimension: the larger the order , the slower the convergence (curse of dimensionality). This feature may be problematic in the equalization of mobile channels, where time dispersion can be relatively long.
To circumvent this difficulty, we have used a committee machine architecture [14] to process the feedback data symbols. Our approach is based on the linear combination of the output of two "experts" with low complexity: an th-order linear finite impulse response (FIR) filter and a th-order ( ) GCMAC network. Notice that the Volterra filter architecture has a strong resemblance to the proposed committee machine. In the following, we refer to this committee machine simply as GCMAC.
In order to achieve an accurate approximation of the optimum Bayesian boundaries, we have included an additional sigmoidal-like nonlinear transformation (see Fig. 5 ). This way, the output of the GCMAC network can be written as (12) The individual weights ( and ) have to be updated taking into account the sigmoidal nonlinearity. If the cost function is the square error, we have (13) where denotes either or . The use of the hyperbolic tangent at the GCMAC output allows the use of cost functions based on the relative entropy (Kullback-Leibler). These cost functions provide a higher reduction in the bit error probability. In this case, the learning rule can be written as (14) V. PERFORMANCE ANALYSIS We have simulated an -user CDMA system. The spreading codes are Gold codes of length with normalized crosscorrelations . The baseband modulation is quaternary phase-shift keyed (QPSK) with complex data symbols and root-raised cosine pulse shaping filter ( ). The chip rate is Mchips/s and the carrier frequency is 2 GHz. 
A. Predistortion Schemes
The ideal transmitted constellation is given by a linear combination of QPSK symbols ( ). The desired user's power is set to unity, and the amplitudes of the remaining users are randomly taken from interval (0, 1). Fig. 6 shows the MSE evolution for different networks acting as fractionally spaced data predistorters ( , ) when the amplifier is saturated. The compared networks are: 1) : multilayer perceptron (MLP) with five input neurons, ten neurons at the first hidden layer, six neurons at the second hidden layer, and one neuron at the output (5-10-6-1); 2) a fifth-order Volterra filter (VF) ( adjustable weights); 3) a GCMAC network with , , and constant LBFs. It is interesting to observe that the initial convergence speed of both the MLP and the VF is greater than that of the GCMAC. While the MLP and the VF are global approaches (when an individual weight changes, all the output space is modified), the GCMAC performs the approximation locally; therefore, it only produces response on those regions where the initial samples are placed. The main advantage of GCMAC is that the number of floating-point operations (flops) per processed sample ( flops) is independent of the order . In spite of this, the final MSE remains always below the 20 dB level, which produces a negligible impact on the probability of error in a practical CDMA system. Fig. 7 clarifies the behavior of the GCMAC-based FSDP in the spectrum domain. It represents the power spectrum density of the transmitted CDMA signal when the amplifier delivers maximum output power. Using an FSDP with an oversampling factor ( Fig. 7) , the sidelobes are reduced in 10 dB at the adjacent channel frequency ( ). Higher reductions can be achieved by increasing the oversampling factor, as shown in Table I .
B. Equalization Schemes
In order to assess the performance of the proposed receivers, we consider an asynchronous CDMA system ( ). Also, the set of experiments takes into account multiuser interference ( ) and fading. The level of multiuser interference is specified by the near-far ratio (NFR) NFR user power user 1 power with user 1 being the desired user. As was stated in Section II, two mechanisms of fading are considered: time spreading and time variance of the channel. For such an scenario, the GCMAC-based DFE (type I) is described by the following parameters:
(6-bit A/D), , and constant LBFs. The order of the GCMAC network is ( ), and the length of the linear FIR section is . Initially, the receiver learns the ideal Bayesian solution using a known preamble. After the supervised training, the symbol decision is used as the desired output.
In the first test, we study the convergence and the tracking abilities of the proposed receiver on a time-variant frequency-selective fading channel. We have used the discrete multipath model with exponential power profile specified in ETSI UMTS recommendation 30.06 [3] (see Table II ). In the interest of simplicity, delays are taken to be multiples of the chip period ( ). Fig. 8 depicts the evolution of the bit error rate (BER). The fading channel ( dB; NFR dB) is changed suddenly from Rician (nonfaded line-of-sight signal component) to Rayleigh (direct signal component is faded in 5 dB) after 60 bits. If the training preamble is long enough (30 bit), the GCMAC-based receiver maintains the BER in low values, even after the change in the time-dispersive channel (solid line). However, if the preamble is shortened (15 bits), the result is an initial moderate increase of BER that leads to divergence after the fading.
Another performance measure is the cumulative distribution function (CDF) of BER. In Fig. 9 , the vertical axis represents the percentage of multipath fading channels with better BER than the horizontal axis value. Thus, for the DFE Type I equalizer with a feedback order , about 50% of the multipath channels considered ( dB; NFR dB) have BER . This representation gives additional insight into the performance of the proposed receiver scheme on timevariant channels.
VI. CONCLUSION
Schemes that compensate for distortion in CDMA communications systems at the transmitter (predistorter) and receiver (equalizer) ends have been proposed. Compensators are based on the GCMAC neural network, since it provides accurate approximations with fast convergence and can be easily implemented using general-purpose DSP hardware.
We have used a fractionally spaced data predistorter that modifies the transmitted signal not only at the symbol instants but also at intermediate instants. In this work, the FSDP consists of GCMAC predistorters in parallel. They provide a new pulse shape that improves the spectral response after the nonlinear processing in the transmission chain. This way, the GCMAC predistorter compensates simultaneously for both the spectral widening and the constellation warping and clustering.
In addition, we have focused on the adaptive interference suppression in a CDMA system. We have proposed two schemes that perform a decision-feedback equalization of multipath channels. The first one processes the whole input vector (which includes both received and previously decided symbols) to produce an estimate of the transmitted symbol. The second scheme is simpler; it uses two different networks that process separately the received samples and the (previously) detected data symbols. Again, the GCMAC network was used to perform the equalization. To improve the convergence of GCMAC, a novel committee machine composed of a linear FIR in parallel with a GCMAC network is proposed. This receiver obtains an interesting performance in dynamic scenarios where, in addition to multiaccess interference, multipath fading is present.
