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Abstract—We consider the problem of caching in next gener-
ation mobile cellular networks where small base stations (SBSs)
are able to store their users’ content and serve them accordingly.
The SBSs are stochastically distributed over the plane and serve
their users either from the local cache or internet via limited
backhaul, depending on the availability of requested content.
We model and characterize the outage probability and average
content delivery rate as a function of the signal-to-interference-
ratio (SINR), base station intensity, target file bitrate, storage
size and file popularity. Our results provide key insights into the
problem of cache-enabled small cell networks.
Index Terms—caching, stochastic geometry, limited backhaul,
small cell networks, mobile cellular networks
I. INTRODUCTION
Unbearable amount of mobile data demand in the near
future [1] is going to introduce new challenges in mobile cel-
lular networks. To meet this huge burden, small cell networks
(SCNs) [2], their combination with Wi-Fi [3], heterogeneous
networks (HetNets) [4] and many other ideas both from
academia and industry are now becoming essential compo-
nents of future radio access networks. Many European projects
such as NewCom# [5] in the 7th Framework Program of the
European Commission are focusing on the next generation
wireless networks, and many other new projects are expected
to take place in the new framework, called Horizon 2020 [6].
Despite this overall view, one particular way of dealing with
this crucial problem is to cache the content in the intermediate
nodes of the network, resulting in immediate access of the
content by users. Content delivery networks (CDNs) such
as Akamai [7] and generally speaking information-centric
networks (ICNs) [8] are emerging. Combining these concepts
in the context of cellular networks is recent [9][10]. Going
one step further, it is shown that important gains in terms
of user satisfaction and infrastructure cost can be achieved
by predicting human behaviour and proactively caching the
content in the edge of the network, namely base stations and
user terminals [11].
The idea of caching goes back to 60s in the context of
operating systems [12]. In the past decades, there has been
an extensive literature for web caching schemes (see [13]
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for example). During the emergence of CDNs, many caching
algorithms such as in [14] have appeared. Essentially similar
to these solutions but with the difference of shift of paradigms,
there have been attempts on solving optimal storage allocation
in mobile cellular networks. Due to its non-tractable nature,
the vast majority of these recent attempts focus on approximate
approaches, or heuristics [15][16][17]. Beside these solutions,
information theoretical formulation of the caching problem is
studied in [18]. Expected cost of uncoded as well as coded
data allocation strategies for stochastically distributed nodes is
given in [19]. A game theoretical formulation of the caching
problem as a many-to-many game is presented in [20].
In this work, we take a different approach and formulate
the caching problem in a scenario where small base stations
(SBSs) are stochastically distributed over the plane and have
the limited backhaul capacity. Using recent results from [21],
we propose a system model and define performance metrics
by taking into account system parameters including signal-
to-interference-plus-noise ratio (SINR), base station location,
target file bitrate, storage size and file popularity distribution.
We characterize the performance of our system model for
general and specific cases, and validate these results via
numerical simulations. To the best of our knowledge, this
formulation is the first attempt on coupling caching problem
with physical layer (PHY) and enables us to have key design
insights for the deployment of cache-enabled SBSs.
The rest of this paper is organized as follows. The system
model is described in Section II. Performance metrics and
main results related to this system model are provided in
Section III. More specific assumptions are made in the same
section, yielding much simpler expressions. The results are
then validated via numerical simulations in Section IV. We
finally conclude and give our possible extensions in Section
V.
II. SYSTEM MODEL
The cellular network model consists of SBSs modelled as
Poisson point process (PPP) Φ with intensity λ. The SBSs
are connected to a central scheduler (CS) via wired backhaul
links in order to provide broadband connection to their users.
The total broadband link capacity given to the CS is finite and
fixed. Thus the backhaul link capacity of each SBS, denoted as
C(λ), is assumed to be a finite decreasing function of λ. The
meaning of such an assumption in practice is the following:
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result in the decrement of their backhaul link capacity due to
the split of the total broadband link capacity. We will later
define C(λ) more precisely.
Each SBS has a storage unit with capacity S and employs
a strategy by caching users’ most popular files. All files have
length of L and bitrate requirement of T . We consider that
the file popularity distribution of a user is a right continuous
and monotonically decreasing probability distribution function
(PDF), denoted as fpop(f, γ) where f is a point in the
corresponding support of a file and γ is the shape parameter.
We further assume that fpop(f, γ) is identical among all users.
Therefore, for a given fpop(f, γ), the SBSs store the most
popular files before users’ request arrival (i.e., off-peak hours
during the night).
Using a mobile user terminal, each user is associated with
the nearest SBS, resulting in a Voronoi tessellation on the
plane. In the downlink, we assume that the tagged SBS trans-
mits with the constant transmit power of 1/µ. The standard
loss propagation model is used with path loss exponent α > 2.
The tagged SBS and tagged user experience only Rayleigh
fading with mean 1. Hence, the received power of the tagged
located r-meters away from its tagged SBS is hr−α where the
random variable h follows an Exponential distribution with
mean 1/µ, denoted as h ∼ Exponential(µ).
After the user association, the request of a file (or a chunk)
is randomly drawn according to the file popularity distribution
fpop(f, γ). When this request reaches the SBS via uplink, the
user is served immediately in the downlink, by taking the
requested file either from internet or from the local cache.
If the requested file exists in the local cache, a cache hit event
occurs. On the contrary, if the requested file is not in the local
cache, a cache miss event occurs. Our main goal is to analyze
the performance of the system during file delivery, hence, the
request overhead in the uplink is neglected. An illustration of
the network model is shown in Fig. 1.
The performance of our system depends on several factors.
For satisfying the quality-of-experience (QoE), the rate of the
downlink has to be higher than the file bitrate T , or at least the
same. When the cache hit event occurs, assuming that the rate
of reading the file from the local disk is sufficiently high, the
limiting factor is the rate of the downlink. On the other hand,
when the cache miss occurs, the file has to be fetched from
the internet via the backhaul. Thus, the rate of backhaul link
also contributes to this limitation, besides additional cost of
its usage. In the following, we define performance metrics of
the system model in details and give our main results. Due to
the page limitations, the proofs of these results can be found
in the extended version of this work [22].
III. PERFORMANCE METRICS AND MAIN RESULTS
Our metrics of interest are the outage probability and aver-
age delivery rate. We define these expressions for a downlink
cellular network. Without any loss of generality, we refer to
the user o as the user located at the origin and called as the
typical user.
The rate in the downlink depends on the SINR. The SINR
of user o at a random distance r from its associated SBS bo
is expressed as:
SINR , hr
−α
σ2 + Ir
, (1)
where
Ir ,
∑
i∈Φ/bo
giR
−α
i , (2)
is the cumulative interference from all the other SBSs except
bo. Supposing that the success probability is the probability of
the rate exceeding T as well as the probability of the requested
file being in the local cache, the outage probability can be
defined as the complementary of the success probability as
follows:
pout(λ, T, α, S) , 1− P[ln(1 + SINR) > T, fo ∈ ∆bo ]︸ ︷︷ ︸
success probability
, (3)
where fo is the file requested by the typical user, and ∆bo
is the cache of its serving base station bo. According to our
system model and the definition above, we state the following
theorem.
Theorem 1. The outage probability of a typical user from its
tagged base station is given by:
pout(λ, T, α, S) = 1− piλ
∫ ∞
0
×∫ S/L
0
e−piλvβ(T,α)−µ(e
T−1)σ2vα/2fpop(f, γ)dfdv, (4)
where β(T, α) is given as:
β(T, α) =
2
(
µ(eT − 1))
α
×
Eg
[
g
2
α
(
Γ
(
− 2
α
, µ
(
eT − 1) g)− Γ(− 2
α
))]
, (5)
and Gamma function is defined as Γ(a, x) =
∫∞
x
ta−1e−tdt
and the incomplete Gamma function is Γ(x) =
∫∞
0
tx−1e−tdt.
Beside knowing the probability of a user being in outage,
calculating the rate of the delivery is also useful. Delivery rate
in our system model is defined as:
τ ,

T, if ln(1 + SINR) > T and fo ∈ ∆bo ,
C(λ), if ln(1 + SINR) > T and fo 6∈ ∆bo ,
0, otherwise.
(6)
The main intuition behind this definition is the following. If
the downlink rate exceeds the threshold T (namely the bitrate
of the requested file) and this file exists in the local cache,
the amount of rate given to the user is T , meaning that the
tagged SBS provides a minimum required rate. On the other
hand, if the downlink rate exceeds T but the file does not
exist in the local cache, the file is fetched from the internet
via the backhaul, thus the given rate is C(λ). We assume that
C(λ) < T always holds. Given this definition and assumption,
we state the following theorem.
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Figure 1: A sketch of the network model. The plot on the top right side is a snapshot of PPP per unit area in which randomly
deployed SBSs form a Voronoi tessellation. Communication structure of a SBS, equipped with a storage unit, is highlighted
in the main figure.
Theorem 2. The average delivery rate of a typical user from
its tagged base station is given by:
τ¯(λ, T, α, S) = piλ
∫ ∞
0
e−piλvβ(T,α)−µ(e
T−1)σ2vα/2dv×(
C(λ) + (T − C(λ))
∫ S/L
0
fpop(f, γ)df
)
, (7)
where β(T, α) follows the same definition as in Theorem 1.
Briefly, the results in Theorems 1 and 2 are obtained by
averaging over the PPP and fading distributions as well as
summation over the popularity distribution to estimate the
cache hit ratio. We note that these are general results. After
defining C(λ), fpop(f, γ) and the distribution of interference
more precisely, exact values of the outage probability and av-
erage delivery rate can be estimated via numerical integration.
In the next section, we derive special cases of these results,
which implies much simpler expressions and does not require
numerical integration.
A. Special Cases
Assumption 1. The following assumptions hold in the system
model:
1) The noise power σ2 > 0 and the pathloss component
α = 4.
2) Interference is Rayleigh fading, meaning that gi ∼
Exponential(µ).
3) Backhaul capacity is defined as
C (λ) , C1
λ
+ C2, (8)
where C1 > 0 and C2 ≥ 0 are some arbitrary design
constants such that C(λ) < T .
4) The file popularity distribution follows a power law [23]
such as
fpop (f, γ) ,
{
(γ − 1) f−γ , f ≥ 1,
0, f < 1,
(9)
where γ > 1 is the shape parameter.
The assumption C(λ) < T comes from the fact that the
high-speed fiber-optic backhaul links might be affordable in
a scenario where SBSs are densely deployed. Thus, C(λ)
is assumed to be less than the bitrate of requested files. In
practice, the ZipF distribution is used to characterize many
real world phenomena (i.e., distribution of files in web-proxies,
distribution of word counts in natural languages) and is a
discrete power law probability distribution. With the same
spirit, we define the power law in continuous domain for our
system model. Under the given system model and specific
cases made in Assumption 1, we state the following results.
Proposition 1. The outage probability of a typical user from
its tagged base station is given by:
pout(λ, T, 4, S, γ) = 1− pi
3
2λ√
eT−1
SNR
exp
(
(λpi(1 + ρ(T, 4)))
2
4(eT − 1)/SNR
)
×
Q
(
λpi(1 + ρ(T, 4))√
2(eT − 1)/SNR
)(
1−
(
L
L+ S
)γ−1)
, (10)
where ρ(T, 4) =
√
eT − 1
(
pi
2 − arctan
(
1√
eT−1
))
and
Q (x) = 1√
2pi
∫∞
x
e−y
2/2dy is the standard Gaussian tail
probability.
The expression given in Proposition 1 is cumbersome but
easy to compute. Indeed, Q (x) given in the expression is a
well-known function and can be computed using most modern
software packages/libraries without need of integration.
Proposition 2. The average delivery rate of a typical user
from its tagged base station is
τ¯(λ, T, 4, S, γ) =
pi
3
2λ√
eT−1
SNR
exp
(
(λpi(1 + ρ(T, 4)))
2
4(eT − 1)/SNR
)
×
Q
(
λpi(1 + ρ(T, 4))√
2(eT − 1)/SNR
)
×(
T +
(
C1
λ
+ C2 − T
)(
L
L+ S
)γ−1)
, (11)
where ρ(T, 4) and Q (x) are defined as in Proposition 1.
IV. NUMERICAL RESULTS AND DISCUSSION
In this section, we plot the results obtained for outage
probability and average delivery rate given in the previous
section, and validate them via Monte-Carlo simulations. The
simulation setup for each plot is repeated 1000 times and
the obtained results are averaged out. We first would like
to emphasize that all simulation curves match the theoretical
ones. Remember that the results given in the previous section
are in the form of continuous variables. Therefore, a slight
mismatch observed between theoretical and numerical curves
is due to the discretization of these variables. Without loss
of generality, we also note that more realistic values can be
obtained by making a proper SINR gap approximation and
taking into account the total wireless bandwidth. On the other
hand, target file bit rate and average delivery rate are in the
units of nats/sec/Hz (1 bit = ln(2) = 0.693 nats). Moreover,
storage size and file lengths are in the units of nats.
One important design parameter in our scenario is the
storage size of SBSs. In order to see its impact, the evolution
of the outage probability and average delivery rate with respect
to the storage size is shown in Fig. 2. Additionally, for each
curve, the results are shown for different values of target file
bit rate. Clearly, by increasing the storage size, the outage
probability reduces and its daughter metric average delivery
increases at the same time. Such a behaviour obtained from
theoretical and simulation curves confirms our intuition.
The impact of number of the base stations on the outage
probability is depicted in Fig. 3. From the figure, it can be
shown that increasing the base station density results in a
decrement of outage probability. Moreover, further decrease in
outage probability can be achieved by increasing the storage
size of SBSs.
In our setup, yet another design parameter is the target
file bit rate T . To show its importance, the change of outage
probability with respect to the target file bit rate is given in Fig.
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Figure 2: Evolution of outage and average delivery rate with
respect to storage size. SNR = 10 dB, λ = 0.2, γ = 2, L = 1,
α = 4, C1 = 0.0005, C2 = 0.
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Figure 3: Evolution of outage with respect to base station
intensity. SNR = 10 dB, T = 0.2, γ = 2, L = 1, α = 4,
C1 = 0.0005, C2 = 0.
4. The curves are shown for different values of storage size.
Obviously, the outage probability increases with the increment
of target bitrate. This increment in outage probability can be
reduced by increasing the storage size of SBSs. However, as T
increases, the impact of storage size on the outage probability
reduces.
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Figure 4: Evolution of outage with respect to target bitrate.
SNR = 10 dB, λ = 0.2, γ = 2, L = 1, α = 4, C1 = 0.0005,
C2 = 0.
Another crucial parameter in our scenario is the shape of the
popularity distribution, characterized by the parameter γ. The
impact of this shape is shown in Fig. 5 for different storage
sizes. In general, as γ increases, some portion of files becomes
more popular than others. Thus an increase of γ results in a
decrement of outage probability. Moreover, in very low and
high values of γ, we observe that the storage size has a small
impact on the outage probability.
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Figure 5: Evolution of outage with respect to popularity shape
parameter. SNR = 10 dB, λ = 0.2, γ = 2, L = 1, α = 4,
C1 = 0.0005, C2 = 0.
V. CONCLUSIONS
We have studied the problem of caching where cache-
enabled SBSs are stochastically distributed and have limited
backhaul capacity. We derived expressions for outage and
average delivery rate, then validated our results via numerical
simulations. The results for each parameter of interest showed
that several gains are possible by employing storage units in
SBSs. With this in mind, telecom operators can either deploy
more base station or increase total storage size to guarantee
a certain outage probability for QoE. For this deployment
problem, an interesting future work would be investigating the
trade-off between density of base stations and storage size.
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