In this paper, we construct a nonparametric test for the symmetry assumption of an underling distribution based on the sample quantiles. Bootstrap re-sampling from a symmetric empirical distribution function is used to obtain the p-value of the test. The power of the new test statistic is compared with some well-known symmetry tests using a simulation study. The results show that the proposed test preserves its level and it has reasonable power properties on the family of distribution evaluated.
Introduction
It is evident from the statistics literature that the assumption of symmetry plays an important role in statistical inferences. For example, if one is interested in estimating the measure of location, having a skewed distribution would give rise to consideration of more than one such measure. It is obvious that the validity of the inference procedures relies on holding the symmetry assumption. For instance, Munzel [9] warns against the use of the popular Wilcoxon-signed-rank test unless we accept a symmetry hypothesis for the distribution of the dierences of the pairs. Many robust statistical methods (see [4] ) depend on the assumption of symmetry. In case symmetry is not valid, one would need to determine a symmetrizing transformation before applying the statistical procedures. For more instances, we refer the reader to [5] . Furthermore, Ngatchou-Wandji [10] has pointed out that, in economy and nance for example, it is sometimes desirable to know whether a distribution is skewed or not. It may thus be interesting to test for skewness of distributions. Since then, the symmetry tests have received a great deal of attention in the research literature. See for example, [7] , [1] , [6] , [15] and [12] . * Department of Statistics, Faculty of Mathematical Sciences, University of Mohaghegh Ardabili, Ardabil, IRAN, Email: zardasht@uma.ac.ir A random variable X with continuous distribution function F is said to be symmetrically distributed about point c if X − c and c − X are identically distributed or equivalently, for any real x (1.1)
It can be shown that if X is symmetrically distributed about c, then c is equal to the mean (if exist), median and mode of the distribution (if it is unique). Assume that F is continuous, strictly increasing and let ξp = F −1 (p), 0 < p < 1 be corresponding pth quantile. It follows from equation(1.1) that
which implies that 2c−ξp = ξ1−p or equivalently 2ξ0.5−ξp = ξ1−p. Therefore, the absolute value of the dierence ξ1−p + ξp − 2ξ0.5 can be used as a measure of the deviation of the distribution from the symmetry hypothesis. Note that for symmetric distributions this dierence is equal to zero and its large value shows the asymmetry of the distribution. In this paper, we construct a test statistic based on the above measure for testing the symmetry hypothesis.
The rest of the paper is organized as follows. In section 2 we give the proposed test statistic. Section 3 is devoted to the bootstrap procedure and corresponding algorithm for obtaining the critical values of the proposed test. In Section 4, we compare the power of the test with those of some well-known tests via a simulation study.
Test Statistic
Let X1, . . . , Xn be a random sample from an unknown continuous distribution function F . Let also
be the empirical distribution function andξp = F −1 n (p) be pth sample quantile. It is well-known thatξp is a consistent estimator of ξp. Regarding this, we propose our test statistic Qn for testing the hypothesis
by the following:
for which the large values of Qn leads us to reject the null hypothesis in favor of the alternative H1. The following theorem gives the asymptotic distribution of √ nQn.
2.1. Theorem. Suppose that F is absolutely continuous and has a density f in neighborhood of ξp, and that f is positive and continuous at ξp, p ∈ (0, 1/2). Then,
Proof. First, note that the Theorem B in [11] (p. 80) and the standard delta method imply that under H0,
where
On the other hand, since the limiting distribution of the sample quantile process
is a Brownian process(cf. [11] , p. 112), the limiting distribution of the process
is also a Brownian process, say B(p). Hence, the limiting distribution of √ nQn is just the maximum of the Brownian process B(p) on ≤ p ≤ 0.5 − , > 0 and its survival function is given by (cf. [13] , p. 493)
where Φ σ 2 (x) is the distribution function of a normal random variable with mean zero and variance σ 2 = σ 2 (0.5 − ), > 0. This completes the proof.
It follows from the theorem that the mean and variance of the limiting distribution of √ nQn can be given by
, respectively, which depend on the density of the underling distribution F . In addition, in practice the size of the data set is not always large enough for applying the asymptotic results. Thus, to obtain the critical values and making decision on whether or not the null hypothesis is rejected, we apply the bootstrap resampling method which is described in the next section.
The bootstrap test
Obtaining critical values and drawing statistical inferences rely on sampling distribution of statistics which is often dicult. For this reason, statistical inferences are usually drawn using limiting distributions and asymptotic results. Furthermore, limiting distributions are not readily available and, when they are available, they may not be valid for the nite-sized sample at hand. Research results show that applying the bootstrap procedure is really helpful in such cases. To make a decision on rejecting or accepting H0, it is enough to obtain the p-value of the test using the bootstrap method. In order to this, we need to take samples from the symmetric version of the empirical distribution function or equivalently from the closest symmetric distribution to Fn. Modarres [8] has shown that nonparametric maximum likelihood estimator of distribution function under the symmetry assumption is
which is indeed the symmetrized version of the empirical distribution function Fn. Thus, we take bootstrap samples from the distribution F s n . An unknown point c, the center of symmetry, can be replaced with an appropriate estimator like the original sample median. In similar testing problem [2] uses the sample mean for estimating the center of symmetry which yields good performance as well. For a random sample of size n, the following algorithm gives steps to decide whether reject or accept H0 on the basis of test statistic Qn.
(1) Compute the observed Qn for the original sample.
(2) Generate B = 1000 samples of size n from distribution function In next section, the simulation results for assessing the performance of test Qn is given.
Simulation study
In this section, we assess the performance of the test statistic Qn in terms of the closeness of its size to nominal α = 0.05 level. We also compare the power of the test with that of some well-known competitive tests. In a simulation study, while comparing dierent symmetry tests, [15] have found that the bootstrap test in [6] performs well and has Type I error rate close to the nominal 0.05 level. The test statistic in [6] is given by
whereX and M are the sample mean and median, respectively and
is a robust estimate of standard deviation. They have shown that under H0, √ nT is asymptotically normal with mean zero and approximate variance 0.5708. Throughout this section, we denote the asymptotic version of the test by T N A and its bootstrap one by T B . Staudte [12] has considered a test based on the statistiĉ
and compared its power ( for r = 0.1) with tests based on the Studentized Sr =
(used also in [10] ) and sample skewness measure Sk =μ
3 and S is the sample standard deviation. In this section, we denote the above three test by TST , TNW , and TSK , respectively. In Clear way, TST = √ nK(γr), where
For more details about the statistic TST see [12] . The asymptotic distribution of TST under the null hypothesis is the standard normal distribution. In addition, TNW =
which is also asymptotically normal. Furthermore, TSK = √ nSk/τ , wherê
which have a limiting standard normal distribution provided that 6 moments exist (cf. [3] ). In our simulation, we use the asymptotic version of the above three tests. We also consider the bootstrap test based on statisticγr, for r = 0. To compare the size of the tests, we choose ve symmetric distributions standard normal, t-student, standard logistic, Beta distribution with parameters (a, b) = (2, 2) and uniform distribution with parameter (a, b) = (0, 1). Figure 1 depicts plot of the density function of these distributions. To assess the power performance of the above tests, we The rst is a mixture of two normal distribution. We choose four distributions coming from the generalized lambda distribution family. We denote this family by GLD(λ1, λ2, λ3, λ4).
The corresponding inverse of distribution function is given by
We also use Gamma distributions with parameters (α, β) = (5, 7) and (α, β) = (3, 5) and F distribution with parameter (n1, n2) = (8, 9) in our evaluation. Figure 2 gives the plot of the density function of these distributions along with their skewness measure γ = E(X−µ) The comparison is based on dierent sample sizes 30, 50, 100, 300 and for each distribution and sample size, 1000 samples are simulated. It should be mentioned that to draw the maximum value in statistic Qn, 50 equispaced points in (0, 0.5) are used. The size of tests and power comparison results are reported on Tables 1 to 3 . Table 1 shows that, in terms of size of test, statistics Qn performs well and have Type I error rate close to the nominal 0.05 level. Furthermore, Table 2 shows that, for normal mixture and GLD(−0.1167, −0.3517, −0.13, −0.16), the T N A test is more powerful than the other tests. But for other distributions, the Qn test shows a better performance. Tables 2 and 3 show that Qn is more powerful than the other tests for most of the simulated distributions. 4.1. Application on real life data. In this subsection, we apply the above tests for the data set used also in [15] which reports revenues available per-pupil in the 89 Educational Agencies or school districts in New Mexico and available in the R package, lawstat. The results in Table 4 show that all the tests accepted the symmetry hypothesis. These results are consistent with the right skewness of the data seen in the histogram in Figure 3 .
Conclusion
In this paper, we proposed a nonparametric test for testing symmetry based on the maximum of the sum of two symmetric quantiles minus twice the median in which the bootstrap resampling method is used to compute the corresponding p-value. An extensive simulation exercise was undertaken to compare the performance of this test statistic and six other well-known test statistics. The results revealed that the proposed test has Type I error rate close to the nominal level. These results also indicated that, in most cases, the proposed test statistic is more powerful than the other competitive tests. Finally, 
