Abstract-The increase in atmospheric CO 2 concentrations has initiated research into carbon sequestration methods. One possibility is to store CO 2 in subsurface porous reservoirs. Monitoring the injected CO 2 plume is vital because escaping CO 2 poses health and environmental risks. Typically, seismic reflection methods are used to determine the change in density due to the replacement of brine by CO 2 in the reservoir but this is expensive and not continuous. A potential alternative is to use cosmic muon tomography to measure density changes in the reservoir as a function of time. This paper describes the development of a muon detector that will be capable of being deployed in boreholes. The detector will be designed to have the required dimensions, an angular resolution of approximately 2°, and be mechanically robust. The prototype design is based on alternating layers of scintillating rods, which can provide 4-D reconstruction of the overburden to detect small changes in density at depths up to approximately 2 km. Geant4, a Monte Carlo simulation code, is being used to develop models to guide the design of the physical configuration. Preliminary testing and measurements have been performed to validate the simulation predictions and optimize physical performance parameters. The simulated and preliminary experimental results are presented here.
M
ONITORING the density distribution in the Earth's subsurface is of great importance to underground carbon sequestration efforts [1] . Currently, indirect estimates of density distributions are performed by seismic reflection methods, which are expensive and discontinuous in time. Direct estimates are performed using gravimetric data, which are not sufficiently accurate. Muon detection provides an alternative method of performing accurate and continuous monitoring of subsurface density changes. Thus, if muon detectors are deployed under subsurface carbon sequestration reservoirs, they could be used to monitor the reservoir. Muon tomography is a known technique [2] but traditionally requires large and fragile detectors that are deployed at the Earth's surface [3] ; the detector size and durability greatly limit its potential to be used in subsurface locations. To address this shortcoming, a miniaturized prototype muon detector that can be deployed in a borehole has been designed. The detector consists of alternating layers of plastic scintillating rods, each with a wavelength shifting (WLS) fiber running down the center. The signal is collected at one end of the fiber and evaluated during postprocessing. The physical dimensions are constrained by the requirements for borehole deployment, which limits the detector geometry to an approximately cylindrical configuration, with a maximum radius of 10 cm and length of 1 m.
To monitor a CO 2 reservoir, the detector will need to be positioned in a borehole such that it is below the injection zone. A horizontal borehole will be advantageous to maximize the surface area available for detection. The CO 2 injection zone will be a reservoir composed of a porous rock filled with brine, which will be displaced by the high-pressure CO 2 being injected. The replacement of brine by CO 2 will induce a decrease in the overall density. The decrease in the reservoir density can be monitored by the detector as an increase in the muon flux at particular slant depths and angles. The predicted change in muon flux was calculated based on a relationship between the fraction of a porous reservoir filled with CO 2 and the associated change in overburden density. The muon flux will provide the necessary information to reconstruct the overburden visible to the detector, generating an accurate density projection. Simulations of this deployment concept predict that it will have the accuracy required for a subsurface detector to monitor the CO 2 reservoir down to approximately 1.2 km. The predicted angular resolution for the detector design was shown through simulations to be approximately 2°. This results in a spatial uncertainty of approximately 2 m when projected to the top of a reservoir 50 m thick, assuming the detector is located below the reservoir. Preliminary testing was performed to demonstrate the capture of the cosmic muon energy and angular spectra by six 1-cm square polystyrene rods and validate the simulation predictions.
II. PHYSICAL PARAMETERS
One of the most important factors to consider in the design of a muon detector for use in subsurface applications is the muon flux that will be present at deployment depths. The muon flux drops significantly with subsurface depth [4] . An expression that predicts the muon intensity (I , with units 0018-9499 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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of muons · s −1 · cm −2 ) as a function of depth has been derived by Mei and Hime [4] 
where h is the depth in kilometers water equivalent (kmwe), and the constants have the following values: I 1 = 67.97 × 10 −6 s −1 · cm −2 , I 2 = 2.071 × 10 −6 s −1 · cm −2 , λ 1 = 0.285 kmwe, and λ 2 = 0.698 kmwe. The values in this equation were selected by Mei and Hime [4] based on a fit to experimental data. Applying this equation to a detector placed in the Soudan mine, which is at 2.0 kmwe [5] , with an area of 0.2 m 2 would result in a prediction of approximately 1.13 × 10 4 muons/year being received, which agrees with the experimentally measured flux at that location [6] . The muon flux predictions calculated with (1) have an average error of 0.5% when compared with measured data from six experimental locations [6] with depths ranging from 1.5 to 6 kmwe. The number of muons which reach the detector, and the change in the number of incident muons due to small density fluctuations, will determine the statistical reliability of the measurements. The total muon flux at depth can be determined from (1), but it does not predict a particular expected change in muon flux with CO 2 concentration. Therefore, (1) was converted into an expression for muon flux that includes CO 2 concentration by expressing the slant depth h as a function of CO 2 density. To perform this conversion, the equivalent depth was expressed as a function of physical depth, porosity, reservoir thickness, and CO 2 density. There are three phases of CO 2 : gas, liquid, and supercritical, depending on the reservoir depth. Thus, a piecewise function was used to describe the three CO 2 phases [7] , with separations between the phases at 700 and 900 m. The gas phase was used at depths up to 700 m, liquid from 700 to 900 m, and supercritical for 900 m and deeper. An example expression for the density of a reservoir at a depth greater than 900 m is given in the following equation:
where p is the physical depth of the well in centimeters, ε is the porosity, x CO 2 is the CO 2 saturation fraction, and ρ brine is the density of the brine in g · cm −3 . The first term of (2), [7] at 900 m and deeper for the CO 2 density in g/cm 3 . Other regressions are used for depths less than 900 m but are of the form ad 1 + b. The constants a and b for 700-900 m depths with liquid CO 2 were found to (2) is unitless. Depths of less than a few hundred meters were not considered for this paper, but regressions for those depths could be performed to determine the constants that would be necessary. The water equivalent depth used in (2) will be affected by a change in the reservoir density. For example, if CO 2 replaces brine, it will decrease the overall density of the reservoir and the equivalent change, in water equivalent units, will be subtracted from the total depth. Thus, a modified depth, d 2 , which represents the perceived depth as a function of reservoir density, can be calculated. This is shown in the following equation:
where r t is the CO 2 reservoir thickness above the detector, in centimeters water equivalent, all other symbols are the same as in (2) .
The substitution of d 2 from (3) for h in (1) makes (1) a function of porosity, CO 2 saturation, water equivalent well depth, reservoir thickness, and physical reservoir depth. This enables predictions of a change in muon flux as a function of a change in CO 2 concentration to be calculated. Table I shows the flux changes calculated using the method described earlier for 10, 30, and 100-m reservoir thicknesses at eight geological locations of interest [8] for CO 2 sequestration. Each value is calculated at 20% reservoir porosity ε with a 50% change in CO 2 saturation x CO 2 . The reservoirs were positioned such that the bottom of the porous reservoir was at the physical depth shown in Table I . The three thicknesses assigned to the porous reservoir, 10, 30, and 100 m, were then used as r t in (3). The water equivalent depths and physical depths also listed in Table I were substituted in for d 1 and p, respectively.
A. Flux Change Predictions
These calculations illustrate that the location chosen for the detector deployment will influence the detector's ability to successfully monitor density shifts. For example, if the natural gas storage site was chosen and there was a 30-m reservoir present, a 50% shift in CO 2 saturation is predicted to produce an approximately 1% change in muon flux. Experimental results will be required to establish the relationship between the angular resolution and the change in muon flux that can be resolved. However, for this preliminary work, an angular resolution of better than 3°was assumed to be sufficient based on the spatial resolution required at the projection surface. The required resolution for a particular application will vary based on the needed spatial accuracy of the resulting density profile. For this application, a spatial accuracy of a few meters at the top of the porous reservoir was estimated to be sufficient.
III. DETECTOR DESIGN AND SIMULATIONS
The prototype detector was designed with polystyrene rods coated with a TiO 2 reflector and a hole down the center for insertion of a WLS fiber. The rods, manufactured and provided by the Fermi National Laboratory, had dimensions of 1 cm × 1 cm by either 15 or 70 cm, depending on the orientation. The rods were placed side by side on the top and bottom alternating layers to provide a coordinate system to track the muon path. Fig. 1 shows the basic fourlayer prototype design, as well as the numbering scheme to be referenced throughout this paper. The four-layer design allows the incoming muon angle to be determined and provides a quadruple coincidence platform that can discriminate unwanted background contributions. The dimensions of the four-layer design are such that it will fit inside of a pipe, as shown in Fig. 2 , which will protect the detector from pressure and corrosion, as well as some of the subterranean background.
Geant4 [9] simulations were used to gain an understanding of the response of the system components, generate detector performance predictions, and guide the design. The EMX, EMY, EMZ, and default electromagnetic physics options, with varying computational efficiency, were tested and all agreed to within 0.1%. The electromagnetic physics package was the most important for these simulations, which used the FTFP_BERT model with the standard Geant4 EM package. The muon angular and energy spectra at sea level and below, and soil background radiation, were included in the simulations.
The muon angular and energy spectrum were generated with a cosmic ray shower (CRY) simulation, which accounts for the correlation between the energy and angular spectra [10] . The results of the CRY simulation were read into Geant4 as an input file that contained angular and energy histograms of approximately 100 bins each for the muon spectrum at sea level. The sea-level CRY spectrum approximates a cos 2 θ distribution, as expected, while the 1500-mwe spectrum is much steeper, approximating a secθ spectrum [11] . The soil background was also input into Geant4 as a histogram. The isotopes included were 41 K, 235 U, 238 U, and 232 Th, and all were modeled with their respective energy spectra. The background abundance fractions were determined from the measured data.
The simulations provided insight into the expected energy deposition as a function of incoming muon angle, as well as effects from secondary particles and shielding. The energy deposited in the bars was used to gain insight into the detector performance. The energy deposition is proportional to the number of optical photons generated, but the optical photons were not tracked. The coating on the rods was not simulated as it did not affect the energy deposited. In the simulations, each rod was individually monitored, and all primary and secondary particles (electrons and gamma rays) were tracked. The particle tracking information was used to calculate the detector angular resolution as well as determine confounding effects from secondary particles. In rare occasions, the secondary particles were able to deposit more energy than the primary muons in nearby bars; these occurrences were found to have a small effect on the angular resolution.
A. Basic Rod Performance
The initial simulations were performed using a model of a single rod to investigate the result of muon interactions with individual rods. The single rod simulations enabled predictions to be made for the amount of energy deposited in each rod as a function of incident muon angle, which guided energy thresholds in the advanced simulations. Muons with 4-GeV energy were used as that is approximate the average energy of muons at the Earth's surface, where the validation experiments were performed. A 4-GeV muon was found to have an average energy deposition of 2 MeV in a 1 cm × 1 cm rod of polystyrene.
The energy deposition distribution for the vertical 4-GeV muon simulation is centered about 1.9 MeV, with a longer tail at higher energy, as shown in Fig. 3 . The long tail on the right produced by events that result in higher energy deposition, such as high energy ionization or pair production [12] . This spectrum will only be seen if there are no angled muons relative to the rod surface.
If the muon beam is tilted with respect to the minor axis, a different energy histogram is obtained, as shown in Fig. 4 for an incident beam of 45°. The flat section is the result of the muons passing through a corner of the rod or a distance that is less than 1 cm. There are, however, also muons that will pass through the hypotenuse of the rod, depositing more than the average energy. As with the vertical beam orientation, the long tail to higher energy is from high-energy deposition events.
B. Effects of Muon Charge and Initial Energy
Muons are generated in an asymmetric charge ratio, which has been measured to be approximately 1.25 μ+/μ− [13] - [15] . In addition, the cosmic muon energy spectrum has a long tail toward very high energies. Fig. 5 shows a muon energy spectrum at the Earth's surface generated using the CRY library [10] . . Sea-level muon energy spectrum generated from a CRY simulation [10] , note the error bars are covered by the data points (the average fractional standard deviation was 3%).
The effects of muon charge and energy on the amount of energy deposited in the rods were simulated. The average energy deposition from both positive and negative muons was simulated with 10 5 particles vertically incident on a flat polystyrene plate with a 1 cm thickness. The average energy deposition simulated for positive and negative muons with eight different energies ranging from 100 MeV to 10 TeV was 1.914-1.940 MeV and 1.909-1.935 MeV, respectively, with a standard error of less than 2 keV for each energy. Thus, the charge of the muon is of scientific interest, particularly due to slight differences in decay lifetimes and potential negative muon Bohr radius trapping (which is only significant at low energy, <100 keV) but is not of practical significance in these simulations. The simulations also demonstrated that above approximately 300 MeV, the energy deposition in a rod for a muon with an orthogonal path would be nearly constant at approximately 1.93 MeV. Thus, while there is a large range of muon energies and a muon charge asymmetry in the cosmic spectrum, the deviations produced are approximately 0.1% and will not cause a measurable effect in the prototype. 
C. Single-Layer Detectors
The individual bar model was extended to a single layer of bars. Although this is not a physically useful configuration, it was used to quantify the effects of energy sharing between bars during muon interactions. A muon passing through at a sufficient angle will hit multiple rods, depositing energy in each one. In addition, as the muon undergoes ionizations and bremsstrahlung events, secondary particles will be generated. Some of these secondary particles will be energetic enough, or close enough to a boundary, to deposit energy in an adjacent rod. The single-layer simulation used a 1-mm track length as a threshold for secondary particle tracking. If the secondary particle (typically, an electron or gamma ray) generated traveled further than 1 mm, it was given its own track and its own energy deposition. Fig. 6 shows a singlelayer simulation with a highly tilted muon beam. The graph shows the average energy deposition in each bar. The total energy deposited is separated into components from muons and secondary particles.
The response of the neighboring rods will be important in the development of postprocessing techniques and energy discrimination parameters in the electronics. The neighboring rod response was used to explore the feasibility of using an energy-weighted position, as was implemented in the following. On average, secondary particles deposited approximately 17% ±5% of the total energy. In the single-layer simulation shown in Fig. 6 , the contribution of secondaries is the highest in rods 6 through 11 because they are next to rods that experience long muon track lengths, and thus higher secondary generation. The muons are represented by blue lines, while the red and green lines represent primarily electrons and gamma rays, respectively.
D. Four-Layer Detectors
The single-layer model was extended to a four-layer design. The energy sharing was found to be similar to that in a single layer; however, because there are multiple layers touching, it was possible for secondary particles to travel not only to other bars but also to other layers. In the four-layer simulations, the cosmic muon energy and angular spectra were incorporated to accurately predict the angular resolution of the detector. The cosmic spectrum was made by inputting the results of a CRY simulation into the Geant4 particle generator. Fig. 7 shows a monoenergetic muon beam incident at an angle through a four-layer detector. The corresponding graph shows the energy deposited in each layer by rod number (note there are more bars present than were shown in Fig. 6 ). The average deposited energy contribution by secondary particles was found to be 16% ±4% of the total energy deposited. From the top graph of Fig. 7 , it is clear that some electrons and gammas traveled to rods not adjacent to the primary muon beam. In the bottom graph of Fig. 7 , these contributions cannot be seen because they are so small in comparison to the secondary contributions in the rods adjacent to, or in the rod incident to, the primary muon beam. This contributed to the determination that interlayer shielding was unnecessary, as well as the fact that the shield, according to simulations of five different potential metals, tended to generate as many secondary particles as it stopped.
E. Determination of Angular Resolution
The primary goal of the simulations was to determine the angular resolution of the detector. Ultimately, the angular resolution will depend predominantly on two factors: the Fig. 8 . Trigonometry used to compute zenith angle using (4). geometry of the detector (including layer spacing and rod sizing) and the postprocessing occurring in the electronics.
The angular resolution in the zenith (the direction of interest for a detector placed below a CO 2 reservoir) was determined by taking the interaction location in the top two layers as the first set of coordinates, and the interaction location in the bottom two layers as the second set (as shown in Fig. 8 ).
The y values were taken between the layers.
Once the coordinates are known, the zenith angle can be computed using the following relationship:
A Mathematica [16] code was written to parse the simulation results and compute the angle of the detector registered from each muon event. This calculated angle was compared to the "truth vector" of the muon angle from the simulation. The detector's angular error was then calculated as the difference between the computed vector and the truth vector.
Two methods were used to determine the coordinates to be used in (4). The first method used the bar location with the maximum energy deposited. The second method used an energy-weighted average position as the coordinate, computed as shown in the following equation:
Equation (5) is applicable to the x-and z-directions. The output of the Geant4 simulation provides the necessary information about every interaction in each bar. The simulation output is written to a file that contains the type of particle, the energy deposition by each particle, the rod number, time of the hit, and the initial momentum vector of the muon.
The angular error produced by the averaging method of (5) is consistently lower, which can be attributed to a pixilation that the averaging method performs. The angle computed using the maximum energy deposition location is limited to the geometry of the rods, unlike the averaging method. Using a muon source with energy and angular spectra matching 1500 mwe, the mean detector error obtained using the energy-averaged position over all muon energies and angles was 1.84°with a median of 1.16°.
F. Background Discrimination
One of the challenges that will need to be addressed for underground detector deployment is the presence of background. There will be gamma ray and beta particle background present in both the detector testing and deployment scenarios. Simulations show that beta particles are stopped by the stainless steel casing and should cause no interferences with the muon signal. Gamma rays, however, will penetrate the steel casing and interact in the detector. A full spectrum of background gamma rays, including 232 Th, 235 U, 238 U, and 40 K, was used to simulate the detector response with background radiation present. If four-layer coincidence is required, over 99.99% of the gamma rays can be filtered with a single energy discrimination parameter. The threshold for energy discrimination was applied to each bar individually. Thus, if all four layers of rods recorded a muon hit, and each layer received more than the threshold energy, an interaction was recorded. Table II shows the relative loss of muon events, and the percentage of gamma-ray false signals, as a function of energy threshold per bar. The threshold is placed on the bar in each layer with the maximum energy deposition.
The simulations indicate that if a threshold of approximately 0.2 MeV was used, the background from gamma rays would be eliminated with fourfold coincidence. Furthermore, with a 0.2-MeV threshold, only approximately 0.85% of muon events were lost, making this an acceptable energy threshold. In the case of extremely high-source intensity, it would be possible for multiple gamma rays to hit all four layers within the coincidence window. However, it would still be unlikely for each to deposit more than 200 keV, but if necessary, the threshold could be raised. The muon loss predicted with a threshold of up to 0.5 MeV is shown in Table II .
IV. EXPERIMENTAL RESULTS
Measurements were performed to validate the simulation predictions. Polystyrene rods coated in titanium dioxide with dimensions of 1 cm × 1 cm were used for all of the experiments. WLS fibers (blue to green) with a diameter of 2 mm were inserted through 3-mm holes in the center of each rod. The WLS fibers were glued into the rods for mechanical stability. The WLS fibers were shown, through a series of comparative measurements with a 60 Co gamma-ray source, to increase the uniformity of the light collection efficiency by two orders of magnitude when compared to a plain rod (Fig. 9) . Note that the "without fiber" error bars are covered by the data points due to the improved statistics for the without fiber data generated as the result of the larger area of the rods compared to the WLS fibers.
Coincidence measurements were performed using multiple rods coupled to Hamamatsu photomultiplier tubes (model H8500). The fibers were optically coupled to the photomultiplier tubes with silicon optical grease; the coupling was tested for integrity with known intensity gamma-ray sources prior to the muon measurements. Fig. 10 shows the experimental setup of a six-rod coincidence (two layers of three rods each) system used to measure the muon background spectrum.
Shielding was used to minimize the background and the coincidence requirement further eliminated contributions from gamma rays and beta particles. The coincidence spectrum obtained is shown in Fig. 11 . A 256-channel multichannel analyzer was used to digitize the signal, which was collected with Nuclear Instrumentation Module electronics.
A model of the measurement geometry was created so the simulated and measured results could be directly compared. Fig. 11 shows the measured data compared to the analogous simulation results (without and with broadening). A best fit Gaussian broadening function (σ = 0.79 MeV) was applied to the simulated results to account for limits to energy resolution that are not present in the simulation. The simulated results Fig. 10 . Experimental setup used to measure the muon background spectrum at sea level. Six polystyrene rods were arranged in two layers of three rods each for double coincidence. The lead bricks on the sides provide shielding from extraneous background, and additional bricks were used to cover the top before running the experiment. A copper sheet was placed between the layers of scintillator. Fig. 11 .
Experimental coincidence data with 3 × 2 rod set up (blue). Geant4 simulated energy deposited per muon event (red). Geant4 simulation results passed through a Gaussian function with a sigma value of 0.79 MeV (green). matched the measured data with a root-mean-square (rms) error of 7.6%. The median energy deposition corresponded to approximately 2 MeV. The region about the median, between 0.5 and 4 MeV, which contains 80% of recorded data, has an rms error of 5.6%, which is smaller because of excluding the various noise contributions at low energy.
V. CONCLUSION
A muon detector configuration that can be deployed for subterranean measurements was designed. The required detector sensitivity was based upon the muon flux values at the depths required for carbon sequestration. A method for predicting the muon flux at a depth that accounts for changes in reservoir density due to CO 2 injection was developed. The equations predicted small variations in the muon flux as a function of reservoir density changes, thus requiring a highly sensitive detector for sufficient overburden characterization. Simulations of the preliminary design of interlayered polystyrene rods indicate that this design will be capable of approximately 2°angular resolution, as well as complete subterranean gamma-ray background discrimination. The experiments performed demonstrated that the sea-level muon spectrum was detected in a small prototype detector, and background suppression could be achieved by requiring coincidence between the rod signals. Preliminary experiments guided design considerations for signal collection, showing that light transmission through the polystyrene rods requires the use of the WLS fibers. A full-scale prototype will be developed and tested in underground locations.
