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Abstract:
Increasingly, replicated anycast servers are being used to deliver network applications and service 
ever increasing user requests.  Therefore, the strategies used to guarantee network bandwidth pre-
requisites and perform load balancing across the nodes of an anycast group are critical to the 
performance of online applications. In this paper, we model user requests, network congestion and 
latency, and server load using a combination of hydro-dynamics and queuing theory to develop an 
efficient job distribution strategy.  Current, anycast research does not explicitly consider the system 
load of nodes within an anycast groups when distributing requests.  Therefore, the performance of a 
heavily loaded anycast system can quickly become congested and uneven as jobs are routed to 
closely linked nodes which are already saturated with requests. In comparison, the nodes of further 
away systems remain relatively unused because of other issues such as network bandwidth and 
latency during these times.  Our system redirects requests from busy systems to the idle, remotely 
linked nodes, to process requests faster in spite of slower network access.  Using an empirical 
study, we show this technique can improve request performance, and throughput with minimal 
network probing overhead. 
1. Introduction 
Anycast addressing is a powerful and scaleable network routing protocol which provides 
redundancy and load balancing.  When a service of an anycast group is requested, the anycast 
routing protocol tries to find the “best” available server from the anycast group [11] [14] [5].  
Therefore, as requests are made to an anycast group they are distributed to the nodes that comprise 
the anycast group.  However, using the basic anycast protocol the nodes that are closer to the 
requesting client are chosen to service the request.  This means client requests are routed to the 
closest anycast nodes based upon a short path measure, which considers network bandwidth and 
latency.  Consequently, the distribution of requests is unbalanced and inaccurate and depends on 
network traffic, rather than system load of the nodes that comprise an anycast group. 
Previously, a lot of research has looked at distributing requests based upon network latency and 
congestion, such as [12], [8] and [2]. However, these studies don’t consider the effect system load 
has on individual nodes, in an anycast group.  We explored this related issue of anycast server 
workload, in [16] but did not pay much attention to network congestion. 
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The accurate workload for an anycast service includes two components: the network congestion 
from the client to the servers and the workload of each server in the anycast group. To our 
knowledge little work has been done in consideration of both these components.  In this paper, we 
combine these metrics and use them as predictor of a systems load. 
Previously, load balancing algorithms have been developed for static environments [6] [3] [10], but 
in the case of web based systems, which have a continuously changing nature, the circumstances are 
changed.  Moreover, the dynamic and unstable nature of Internet traffic is not suited to such a static 
environment as requests, congestions and server status vary dramatically.  
[4] used a hydro-dynamic approach to model a network system, and it works well.  However, it 
must be noted that the hydro dynamic systems models a continuous world, whereas on the other 
hand, a computer network belongs to a discrete environment. As a result, the application of the 
model in a network environment must use a discrete methodology for each server. Queuing theory 
is a practical analysis mechanism for computer networks and can be used to simulate and model the 
network buffers or queues of a network system.  Therefore, queuing theory provides a practical 
method to model computer networks.  This paper combines the advantages and benefits of the two 
system methodologies to model distributed anycast systems. 
The remainder of this paper is organised in the following manner: Section 2 refers to modelling 
network load balance.  Section 3 discusses the network load balance issue for anycast. Our anycast 
server load balance system modelling is presented in section 4. Section 5 proposes the load 
balanced queue algorithm.  Section 6 discusses and evaluates the performance of the algorithm.  
Finally, section 7 summarises the paper and presents future work. 
2. Modelling Network Load Balance 
Graph theory is one of the methods of analysing the load balance issue [6],and  statistics is another 
useful tool for the load balance research as well [10] [1]. [10] presented the supermarket model: 
customers arrive as a Poisson stream of rate 1, <λλn , at a collection of n servers. Each customer 
chooses some constant d servers independently and uniformly at random from the n servers, and 
waits for service at the one with the fewest customers. Furthermore, the paper pointed out that the 
supermarket model is difficult to analyse, and then the authors first developed a limiting, 
deterministic model representing the behaviour as ∞→n , and then translated the results from that 
model to results for large, but finite, values of n.
Balls and bins model is used for load balance research [3] [10]. The problem is described as follow: 
suppose that n balls are thrown into n bins, with each ball choosing a bin independently and 
uniformly at random, then the largest number of balls in any bin is approximately nn loglog/log
with high probability. [1] proposed an approach of online load balance based on the balls and bins 
model. The paper considered the scenario in which a user or a process has to choose between a 
number of identical resources on-line. One method is to check all the loads and find the least one, 
this method is very expensive; the second approach is to send the task to a random resource. The 
disadvantage of this method is that the difference in load between different servers will vary by up 
to a logarithmic factor.  
[4] introduced a hydro-dynamic approach to solve the dynamic load balancing problem on a 
network of heterogeneous computers. The authors modelled a computer as a cylinder, the diameter 
represents the computing capability of the computer and liquid in the cylinder denotes the work 
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load on the computer. Their conclusion is that when the system achieves the global fairness, namely 
the heights of all the cylinders are the same, the system is load balanced, at the same time, the 
potential energy of the system is minimized.  
3. Network Load Balance Algorithm for Anycasting 
A number of anycasting algorithms have been proposed in the network layer [14] [15]. Xuan and 
others proposed four methods for anycasting in the network layer: the Shortest-Shortest Path 
method (SSP), the Minimum Distance method (MIN-D), the Source-Based Tree method (SBT), and 
the Core-Based Tree method (CBT). According to these algorithms, each request of the clients will 
be routed to the “best” server, therefore the work load of a given anycast group is balanced on the 
Internet.  
Quality-of-service routing on network bandwidth can also be used for anycasting, such as [12] [8] 
[2]. For the aim of QoS, first of all, we need to find the feasible paths. If there exist a 
path, }...,,{
,2 niiiP = , the maximal reservable bandwidth (MRB in short) on the path P is the 
minimum of the reserveable bandwidth of all links on the path. A path P is feasible if the MBRP is 
no less than the requested bandwidth B, namely, BMBRP ≥ .
Based on the previous research, there are four algorithms on path selection for traffic with 
bandwidth guarantee: 
1. Widest-shortest path: a path with the minimum hop count among all feasible paths. 
If there is more than one of that kind of paths, then the one with maximum reservable 
bandwidth is selected. 
2. Shortest-widest path: a path with the maximum bandwidth all among all feasible 
paths. If there is more than one of that kind of paths, then the one with minimum hop count 
is selected. 
3. Shortest-distance path: a feasible path with the shortest distance. The distance is 
defined by 

=
=
k
j
i j
R
Pdist
1
1)(
      where 
ji
R is the bandwidth available on link ji .
4. Dynamic-alternative path: if k is the minimum-hop path when the network is idle, 
then a dynamic-alternative path is a widest-shortest path with no more than k+1 hops. 
Previous work has shown that a routing algorithm that gives preference to limiting the hop count 
algorithm, such as widest-shortest, performs better when the network load is heavy, while an 
algorithm that gives preference to balance the network load, such as shortest-widest algorithm, 
performs slightly better when the network load is light. In this paper, we can use any one of the 
algorithms to guarantee the bandwidth. 
It is clear that we can take the proposed network layer anycasting algorithm or modify the network 
QoS aimed algorithms for anycasting, all of them can guarantee the network load balance for 
anycasting.  
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4. Balanced Load Queue Model for Anycast Servers 
[4] modelled distributed systems in hydro-dynamic approach; it is very effective for analysis and 
research of distributed systems. However, the liquid system is a continuous system, while the 
situation in our computer systems is discrete, as a result, the proposed model has to be modified to 
solve the problem in the computer world. Queuing theory is a powerful tool for modelling the 
computer systems, therefore we combine the two distinct theories together to model the distributed 
anycast servers.  
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Figure 1 An example of the Queuing Model             Figure 2  A queue and the related concepts 
In this paper, we model each computer in the anycast system as a queue, and the queues are 
connected by networks. Figure 1 shows an example of anycast servers with four computers and five 
connections.
In Figure 1, the queues, Q1, Q2, Q3, and Q4, represent anycast servers, and there exists a network 
connecting them together. For each queue the width of the queue denotes its computing capability: 
the wider, the more powerful. In order to simplify the explanation, we describe some concepts here, 
which will be used in the rest of this paper.  
In Figure 2, the parameter µ indicates the moving speed of the requests in the queue m, actually, µ 
is the service rate of the related anycast server. Vi is a request in the queue, and Tsi is the service 
time for Vi in the queue. 
Based on the definitions in Figure 2, we can find that during the processing of request i, at any time 
point t,
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Where 'iV is the duration of processing the request. When the processing finished, then sii TV ⋅= µ .
Definition 1. Global Fairness (GF). In a distributed anycast server group Dn, n is the number of the 
servers, if the sum of service time msiT  (where ,nm ∈  is the number for a computer, and i is the 
sequence number for requests in a queue) in each queue are equal, then we call the anycast system 
is in a state of global fairness. 
The definition can be expressed in the follow equation. 
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If a distributed system Dn is in the state of global fairness, then the current requests in all the queues 
will be finished at the same time, and further, that each computer is equivalent for a new incoming 
request.
Assertion 1. If the work load of a distributed anycast system with n servers )2( ≥n is balanced, then 
in a given period [0, T] (T is sufficiently big), the system must be in the state of global fairness, 
namely, the equation (1) is correct. 
Proof: There are three cases for this issue listed follows, any other situations are the combination of 
them. 
Case 1. There are no requests in the queues and nii ,...,2,1,0 ==λ ( iλ is the arrival rate of requests 
for queue i ) for the period [0, T]. It is obvious that the equations are correct. 
Case 2. niii ,...,2,1, => µλ   for the period [0, T]. 
That means all the arrival rates are greater than the service rates respectively, namely, all the servers 
are busy for the whole period, then 
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The assertion is correct. 
Case 3. Without loss generality, suppose there is no request in Q1 and there is/are one or more 
request(s) in Qi , i=2, …, n, at a given time point ],0[, Ttt ∈ .
For the reason of load balance, if there comes a new request, the request will be dispatched to Q1 by 
the overloaded queue(s), this situation may happen from time to time. Therefore, if T is sufficiently 
big, the assertion is correct. In all of the three cases the assertion are correct, therefore the assertion 
is correct for any combination of them, as a result, the assertion is correct for any situation. 
Assertion 2. When a distributed anycast system is in the state of global fairness, then the 
performance of the whole system is the best among all the situations. 
Proof: assume that there are n servers, and the service rates are .,...,, 21 nµµµ If the anycast system is 
not idle, in the state of global fairness, the total service rate is
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state of global fairness, after a period of time, T, there will be at least one computer having no jobs 
to do, then the total service rate 
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is/are the server/servers that has/have no jobs to 
do. It is obvious that 'TT µµ > , therefore the assertion 2 is correct. 
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Assertion 3. In an n )2( ≥n  servers distributed anycast system, if the system is in the state of 
balance, i.e., work load of n servers are balanced, then during a given period [0, T] (T is sufficiently 
big), the ratios of arrival rate λ  to the service rate µ  for each server are the same. 
Proof: If the system is in the state of balance, then equation (1) is correct. And we know that 
µλ /=sT . We ignore the switching time of processes, then in a long term view, we can obtain the 
following result. 
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Where k is a constant; it represents the ratio for convenience.  
This assertion implicates that the relationship between the arrival rate and the service rate is fixed 
when the load of the system is balanced. Furthermore, parameter k implies the average waiting time 
for the users when the whole system is fully loaded. When k is bigger, the average waiting time is 
longer in that scenario. 
Assertion 4. If the work load of n servers )2( ≥n are balanced, then during a given period [0, T] (T
is sufficiently big), the relationship between Tq, mean time a request spends in the system, and the 
arrival rate λ is reciprocal. 
Proof: Assume that n=2, based on the equations of queuing theory, we can get the Tq in terms of λ
and µ, shown as below, 
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2
2
1
1 11
µ
λ
µ
λ
−=− 
2
22
1
11
µ
λµ
µ
λµ −
=
−

1
2
1
2
11
22
2
1
λ
λ
µ
µ
λµ
λµ
==
−
−
=
q
q
T
T
.
When n>2, the proof is the same, then in general, 
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This assertion indicates that the relationship between the arrival rate and the mean time a request 
spends in the system when the load of the system is balanced. 
Despite with network delay, when we combine assertion 3 and assertion 4 together, then we find 
that the mean waiting time for a faster server is less than that of a slower server when system is in 
the state of balance, therefore we do not need to worry about a bigger request arrival rate. 
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5. Network Load Balanced Algorithms for Anycast  
The balanced load queue (BLQ) model can achieve load balance for distributed anycast servers, but 
it is expensive because we need to know the states of all the queues. Based on assertion 3, we found 
that if the system is balanced, then the ratio of the arrival rate and the service rate for a given server 
is fixed. As we know, the service rate of a server is a constant value, for a given value k, if 
nik ii ,...,2,1, =⋅≤ µλ , that means the server is approaching to the state of balance; On the other 
hand, if nik ii ,...,2,1, =⋅> µλ , that means the server is overloaded, and the incoming requests 
should be dispatched to the other server in order to get the system back to the balanced state. The 
main advantage of this idea is that we just need to set a reasonable k when the system is initiated, 
and then each server can judge wether it is necessary to deviate the incoming request or not without 
the information of the whole network and any information about other servers. 
We assume that the whole performance of the system is satisfied by the users, which means the k in 
equation (2) is fixed, then we get a boundary for arrival rate λ for each server, respectively. When 
there comes a new request to server i, the server will calculate its own ki, if ki < k, then it does 
nothing, otherwise, it deviates the incoming request to one of the other peer servers.  
How to decide the destination to process the deviated requests is an interesting issue, we design 
three strategies here for the job deviation. 
 Random Selection Strategy. Choose one server randomly from the other servers. 
 Best Node Strategy. Choose the best one from all the distributed servers. 
 Best Neighbour Strategy. Choose the better one from the current server’s nearest two 
neighbours. 
The details of the algorithm is shown in list 1. 
The LBQ Based Deviation Algorithm  
Initialize the system; 
Initialize parameter k, µ;
If  kki ≤ then  
  QueueAppend (R, Qi)
 Else  
RequestDeviate(R,  Qm) // m = 1,2,…,n,  m<>i 
Endif 
//For the Deviation, there are three strategies: 
//Random Selection Strategy: 
//Choose a server randomly 
 Qm = RandomQueue() // m = 1,2,…,n,  m<>i
//Best Node Strategy: 
// choose the lightest workload server 
GA = {all the distributed servers } // build an anycast group GA
Qm = Anycasting (GA)
//Best Neighbour Strategy: 
// choose the better performance server from its  two nearest neighbours 
Qm = Minimum {
   for i = 1 to 2 
{ PerformanceProbing(i) }
}
List 1 the BLQ Based Deviation Algorithm 
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We must point out that for the best neighbour strategy and the random selection strategy, there 
exists a potential problem of deviation loop. For example, server A deviates a job to a random 
selected server, say server B, but server B needs to deviate the incoming job(s) as well, 
unfortunately, server B selects server A as a deviate destination, then there exists a deviation loop 
until one of the servers stops the deviation or the loop is broken. The probability of deviation loop is 
high when there are a small number of servers. 
The implementation of the algorithm is not difficult. For the first deviation strategy, it is not 
necessary to hold the system state information, instead, we just keep the information of how many 
servers in the anycast group and their addresses respectively;  
The second strategy needs the support of anycasting. If the network provides anycast service, then 
the only job the algorithm needs to do is putting all the anycast servers into an anycast group and 
maintaining the group information, in this paper we adopt the result of [16].  
The third strategy needs to send two probing packets (such as ping packets) to the two nearest 
neighbours, the first responding server is the deviation destination.   
6. Performance Analysis 
We have conducted some experiments on the Internet in order to demonstrate our proposed 
algorithm and compare the performance of the three strategies for job deviation. Moreover, we use 
a central controlled algorithm with round robin strategy [7] [9] [13] as a benchmark to evaluate our 
algorithm.  
The scenario for our algorithm is that requests are generated everywhere in the Internet and target to 
one of the servers of the server grid randomly. We know an estimated processing time for each job 
on a given server. Because of the delay of the deviation, there exists a delay of processing compared 
with the estimated processing time; we name it as Processing Delay.  
We use more than ten servers, which are distributed in two campuses, to act as the server grid. In 
the rest of this section, we will present and compare several factors, which have impact on the 
performance of the whole system. 
Figure 3 shows that when the number of nodes (servers) in a server grid increases, the processing 
delay of the best neighbour strategy keeps almost constant and less than the other two proposed 
strategies. Generally only the best neighbour strategy of the proposed algorithm is better than the 
central controller algorithm. The reason is that the best node strategy is expensive while the random 
selection strategy has no quality control. 
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Figure 3. No. of Nodes vs Processing Delay     Figure 4. No. of Requests vs Processing Delay 
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If the arrival rates are stable, then the number of requests can reflect the general performance in 
term of time. Based on Figure 4, we can observe that generally the average processing delays of the 
three strategies and central controller algorithm are close to a constant value respectively. In term of 
the general performance, best neighbour is better than best node, and much better than the random 
selection. Both of the strategies with quality control are better than the central controller algorithm 
in term of processing delay. 
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Figure 5. Network Delay vs Processing Delay     Figure 6. Arrival Rate vs Processing Delay
Figure 5 compares the impact of network delay on the processing delay. It shows that the best 
neighbor strategy is the best in the three proposed strategies and the benchmark algorithm. Arrival 
rate is a parameter that reflects the concentration of the Internet traffic. The relationship of 
processing delay and the arrival rate is shown in Figure 6. Based on the result, we can conclude that 
the performance of the best neighbour strategy is the best in the four strategies. 
7. Summary 
In this paper, we have observed that performance and load balancing depends on two components in 
an anycast group: network congestion and system load of each system. Consequently, in developing 
load balancing algorithms for anycast services guarantees on available bandwidth and dependable 
quality of service parameters are essential.  Moreover, we have discussed the workload in terms of 
anycast servers. 
We proposed a load balanced algorithm based on our Load Balanced Queue model, which tries its 
best to keep the system in the global fairness status using job deviation. We presented three 
strategies: best node, best neighbour, and random selection, for job deviation. In order to reduce the 
overhead of maintaining global fairness, we have developed a predefined threshold in each of 
strategies to deviate queued requests to idle systems once a predefined threshold has been met. 
Our experiments show that the best neighbour strategy is the best among the three strategies based 
on several aspects such as: number of nodes, number of requests, network delay and arrival rate. In 
term of processing delay, best neighbour strategy is better than that of central controller algorithm 
when comparing all these performance metrics, whereas the best node strategy has better 
performance in most situations. 
Based on these experiments, we obtain that the performance of the proposed algorithm using the 
best neighbour strategy is better than the central controller algorithm coupled with the round robin 
policy.  Moreover, our proposed algorithm does not require extensive global information, to 
maintain good performance.  Finally, the proposed algorithm can work independently of network 
traffic, link failures, congestion etc. 
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In conclusion, further research is required to identify an optimal dynamic threshold based upon on 
the ratios of arrival rate and the service rate.  Moreover, request tracking could be used to suppress 
deviation loops between highly saturated servers.  Finally, we need to consider the scalability of 
these algorithms and anycast in general to discover if these algorithms might be of use in modelling 
grid computing environments. 
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