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Abstract
Most of today’s popular deep architectures are hand-
engineered for general purpose applications. However, this
design procedure usually leads to massive redundant, use-
less, or even harmful features for specific tasks. Such un-
necessarily high complexities render deep nets impractical
for many real-world applications, especially those without
powerful GPU support. In this paper, we attempt to derive
task-dependent compact models from a deep discriminant
analysis perspective. We propose an iterative and proactive
approach for classification tasks which alternates between
(1) a pushing step, with an objective to simultaneously max-
imize class separation, penalize co-variances, and push
deep discriminants into alignment with a compact set of
neurons, and (2) a pruning step, which discards less use-
ful or even interfering neurons. Deconvolution is adopted
to reverse ‘unimportant’ filters’ effects and recover useful
contributing sources. A simple network growing strategy
based on the basic Inception module is proposed for chal-
lenging tasks requiring larger capacity than what the base
net can offer. Experiments on the MNIST, CIFAR10, and
ImageNet datasets demonstrate our approach’s efficacy. On
ImageNet, by pushing and pruning our grown Inception-88
model, we achieve better-performing models than smaller
deep Inception nets grown, residual nets, and famous com-
pact nets at similar sizes. We also show that our grown
deep Inception nets (without hard-coded dimension align-
ment) can beat residual nets of similar complexities.
1. Introduction
Recent years have witnessed a new AI boom powered by
deep learning. Due to deep learning, people no longer need
to handcraft features, but architectures still require hand-
crafted tuning, which influences both the quality and quan-
tity of features to be learned. Features are task dependent,
we argue so should be network architectures. After all, net
architecture is critical in transforming data from a raw com-
plicated space to one where task-specific analysis is easy.
First, architecture complexity determines how much flexi-
bility and freedom we can have in transforming/folding the
data space, which influences the task difficulty that can be
dealt with. That said, complexity increase can lead to better
performance only if its direction is well aligned with task
demands. Random or heuristically designed architectures
may possibly project data into spaces where data analysis is
suboptimal or hard (e.g. too few useful or too many interfer-
ing dimensions). In addition, when designing architectures,
consideration should be given to the amount and quality of
available training data in the task. Otherwise, over-fitting or
under-fitting is likely to occur.
Numerous pruning approaches have been proposed to
control model complexity. However, many of them focus
on the complexity itself while pay no enough attention to
whether the complexity increase/decrease follows a task-
optimal direction. For example, weights-based solutions
assign importance to each weight or a sum of weights with
an i.i.d. assumption. However, in convolutional or dense
nets, it is patterns, or relations of weights, that cause cer-
tain filters to fire. Moreover, many pruning methods are ex
post facto, i.e. useful and useless components are already
mixed and it is hard to trim one without influencing the
other. Therefore, the performance are heavily dependent
on the pre-trained model. Aside from pruning, a compact
structure design practice is to utilize a random set of 1 ˆ 1
filters, usually at the module ends (e.g. Inception nets and
ResNets). k 1 ˆ 1 filters reduce feature map dimension to
size k. Nevertheless, the utility at that level may reside in a
higher or lower dimension space, which respectively lead to
irrecoverable information loss or redundancy/overfitting/in-
terference.
In this paper, we propose to derive task-suitable task-
dependent compact networks through deep discriminant
analysis in the feature space. Instead of counting on an op-
timally pre-trained model, the proposed approach follows
a two-step procedure in iterations. (1) through learning, it
proactively unravels useful twisted threads of deep variation
and pushes them into alignment with a compact substruc-
ture that can be easily decoupled from the rest. (2) With
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the essence being held separated from the dregs, the sec-
ond pruning step simply throws away the inactive, useless,
or even harmful dregs over the layers. Cross-layer depen-
dency is tracked by deconvolution based utility reconstruc-
tion. We push and prune in a progressive and gradual man-
ner since it helps improve and expedite the convergence at
each iteration. We will show, through solving a generalized
eigenvalue problem, that the first step can be achieved by
simultaneously including deep LDA and covariance penalty
terms to the optimization objective. The LDA and covari-
ance terms are calculated per batch at the easily disentan-
gled end (final latent space), but exert influence over the
layers. For scenarios where the desired capacity is larger
than what the base structure can offer, a simple network
growing/expansion strategy is proposed.
In contrast to fixed network architectures, our grow-
push-prune pipeline provides an approach capable of gener-
ating a range of task-optimal models for different needs and
constraints. According to our experiments on the MNIST,
CIFAR10, and ImageNet datasets, efficient compact mod-
els with comparable or even better accuracies to the base
can be derived in our pursuit of task-suitable architectures.
In the ImageNet case, our series of grown deep Inception
nets beat residual structures at similar complexities without
any hard-coded dimension alignment. One of our grown
deep Inception network, Inception-88 net, achieves 75.01%
accuracy after training with the conventional cross-entropy
and L2 losses. Deep LDA pushing not only pushes util-
ity into alignment with a compact set of latent neuron di-
mensions but also increases this accuracy to 75.2%. The
pruning step leads to a series of compact models with accu-
racies even higher than our grown deep Inception nets. At a
pruning rate of approximately 6%, a pruned model achieves
accuracy of 75.36%, better than both unpruned versions.
It is worth mentioning that ResNet-50 achieves accuracy
of 74.96% at a slightly larger complexity than the grown
Inception-88 net in our experiment.
2. Related Work
Neural Networks Pruning and Compression Early ap-
proaches date back to the late 1980s. Some pioneering ex-
amples include magnitude-based biased weight decay [47],
Hessian based Optimal Brain Damage [35] and Optimal
Brain Surgeon [17]. Since those approaches were aimed
at shallow nets, assumptions that were made, such as a di-
agonal Hessian in [35], are not necessarily valid for deep
neural networks. Reed [52] offers a review for early re-
searches in this area. In the deep learning era, with progres-
sively increasing depths of architectures comes more model
complexity. This re-ignited research into network pruning.
Han et al. [16] abandon weights of small magnitudes by
setting them to zero. With compression techniques in [15],
this sparsity is desirable for storage and transferring pur-
poses. Other approaches that sparsify networks by setting
zeros include [54, 38, 32, 13, 27, 57]. For most of them,
the produced sparsity cannot result in direct parameter and
computation savings on general machines.
More recently, filter/neuron/channel pruning has gained
popularity (e.g. [46, 1, 36, 60, 24, 61, 67, 41, 23]). Instead
of setting zeros in weights matrices, they remove rows,
columns, depths in weight/convolution matrices. Thus, the
resulting architectures are more hardware friendly. They
require not only less storage space and transportation band-
width, but also less computation. Moreover, with fewer in-
termediate feature maps produced and consumed, the num-
ber of slow and energy-consumingmemory accesses is also
decreased. Although promising pruning rates have been
achieved, most pruning works possess one of the follow-
ing drawbacks: (1) utilities are usually computed locally
and not directly related to final classification. Human expert
knowledge, such as equating ‘importance’ to magnitude and
variance of weights and activation, is usually hard-coded
as the importance measure to guide the pruning process.
(2) they usually rely on a pre-trained or passively learned
model that may not be amenable to pruning. It may be too
late to prune after the fact that useful and harmful compo-
nents are already intertwined together. (3) although some
approaches, such as [67, 41], prune on the filter level, they
actually rely on an implicit weight-level i.i.d assumption.
Neuron importance is defined as the sum of weight impor-
tances within a filter.
Aside from pruning, other approaches to reduce model
complexity include: (1) bitwidth reduction and quan-
tization [49, 15, 56, 14, 12, 6], (2) filter decomposi-
tion [7, 31, 65], (3) knowledge distillation [25], (4) adopt-
ing dimension-reducing 1 ˆ 1 filters [29, 20], (5) utiliz-
ing depth-wise separable convolution instead of the regu-
lar one [5, 26]. All such techniques can be orthogonal to
our method and helpful in further compressing our derived
models. That said, they are outside the scope of this paper.
Efficient Deep Architecture Design and Search With
the so-called ‘Moore’s law’ coming to an end, efficient yet
accurate architectures becomemore and more favorable. As
mentioned above, most modern deep nets utilize compact
modules to control complexity, such as SqueezeNet [29],
MobileNet [26], ResNets [20] and Inception Nets [58]. A
random number of 1 ˆ 1 filters are usually adopted to re-
duce dimensionality at either or both ends of such mod-
ules. However, an inappropriate number of such filters can
cut the information flow through the layer or result in in-
terference and overfitting. AutoML or Neural Architecture
Search (NAS) approaches are promising. Most of them fall
into one of the two categories: reinforcement learning (pol-
icy gradient) based [2, 68, 69, 66] and evolutionary or ge-
netic algorithms based [55, 63, 40, 51, 50]. Since searching
in a theoretically infinite space is impractical, constraints
are usually applied to the search space. That being said,
each sampled architecture will still need to be trained sepa-
rately. Given the large number of possible architecture sam-
ples, the procedure will be very computationally expensive.
For example, the search processes in Zoph et al. [68] and
Real et al. [51, 50] took the authors 28 days on 800 GPUs
and one week on 450 GPUs, respectively. Most such works
are done on the small CIFAR10 dataset. When it comes
to larger datasets, resulting structures from small datasets
are usually duplicated or stacked up. Rather than design
the entire network, some start with a macro architecture
and fill in different substructure samples into each cell (mi-
cro search). In ENAS [44], common structures share the
same weights and there is no need to train all sampled ar-
chitectures separately. However, this is a strong assumption
without any theoretical justification. In PNAS [37], instead
of fully training all the sampled structures, ‘predictors’ are
utilized to ‘predict’ the accuracy based on the differences
between the new sample and previous ones (e.g. parents
in PNAS). In contrast to bottom-up search into infinity, ar-
chitectures can also be hunted in a top-down manner, start-
ing from a capacity that is big enough for the task diffi-
culty or can be supported by available data and computing
resources. Architectures beyond the capacity are likely to
result in over-fitting or cannot meet computation/efficiency
requirements. Some promising works following this path
include [10, 60, 22]. In [10], Frankle and Carbin hypoth-
esize that a large neural network (a bag of lottery tickets)
contains a smaller subnetwork (a winning ticket) which, if
trained from the start separately, can achieve a similar accu-
racy to the large structure. The top-down manner of search
is important for locating the winning ticket. In [22], He et
al. propose AutoML also in a top-down fashion to search
compact models. They trained a reinforcement learning
agent to predict layerwise channel shrinking actions. To
gain efficiency, the reward is roughly estimated based on
the model accuracy prior to finetuning. Other AutoML ap-
proaches include Monte Carlo tree search [43] and acceler-
ated architecture search with weights prediction [4]. Many
tricks are usually needed for AutoML algorithms to achieve
satisfactory results, such as CutOut, path augmentation, and
drop path.
3. Deep LDA dimension reduction in the deep
feature space
Most architecture search approaches involve some trial-
and-error process. Usually, tens of thousands of sample
architectures are evaluated separately or based on some
human-injected relationship. It is not much to our surprise
that the best one among them achieves a high accuracy. The
hyperparameters are usually highly tuned to one particular
dataset, possibly reducing its transferrability to others. In
addition, bottom-up search in infinite spaces, such as many
evolutionary algorithms, could possibly miss an ‘optimal’
structure in the early stage and never come back to it. Rel-
atively speaking, top-down compact architecture search is
less researched. Many existing works in this direction fol-
low a passive pruning idea (e.g., [10]). In this paper, we pro-
pose a proactive deep discriminant analysis based approach
that tracks down task-desirable compact architectures by
exploring a bounded deep feature space. The capacity up-
bound can be set according to task difficulty, available data,
or computing resources. Our approach iterates between two
steps: (1) maximizing and pushing class separation utility to
easily pruned substructures (e.g., neurons) and (2) pruning
away less useful substructures. These two steps are illus-
trated in Algorithm 1, and the details about them will be
introduced in Sec. 3.1 and 3.2, respectively.
Algorithm 1: Proactive deep discriminant analysis
based pushing and pruning
Input: base net architecture (a popular net or grown
using our strategy in Sec. 4.2), acceptable
accuracy tacc
Output: task-optimal compact models
while accuracyě tacc do
Step 1Ñ Pushing
training the net with the deep LDA pushing
objectives added (red components in Fig. 1)
Step 2Ñ Pruning
pruning less useful components based on
deconv source recovery
end
3.1. Pushing step
The room for complexity reduction in a deep net mainly
comes from the less useful and redundant structures. Un-
like after-the-fact pruning approaches, we explicitly embed
these considerations into the loss function. We leverage
LDA to boost class separation and utilize covariance losses
to penalize redundancies. As we will show later, these terms
simultaneously maximize and unravel useful information
flow transferred over the network and push discriminant
power into a small set of decision-making neurons. The
pushing step is demonstrated as Figure 1. The deep LDA
and convariance penalty terms are computed at the last la-
tent space (after ReLU) because: (1) it is directly related
to decision making and accepts information from all other
layers, (2) the linear assumption of LDA is reasonable or at
least easily enforced, and (3) utility can be unravelled with
ease from this disentangled or loosely twisted end. That
said, these terms, as part of the objective function, exert in-
Figure 1: Pushing Step. Our deep LDA push objectives are
colored in red. They maximize, unravel, and condense use-
ful information flow transferred over the network and bring
discriminants into alignment with latent space neurons. L2
regularization is also applied to the decision layer, but is not
shown for clarity.
fluence over the whole network. Next, we will providemore
details about the above-mentioned pushing objectives and
show how they maximize and push class separation utility
into alignment with latent space neurons.
Apart from cross-entropy and L2 losses, we explicitly
and proactively apply linear discriminant analysis in the fi-
nal latent space to maximize class separation. The goal of
the LDA term is to transform data from a noisy and com-
plicated space to one where different categories can be lin-
early separated apart (there is only one final FC layer left).
It is aligned with the training goal to reduce classification
error. Latent features learned are expected to pick up class
separating statistics in the input. Inspired by [9, 48], we
define our deep LDA utility for classification as the ratio
of between-class scatter to within-class scatter in the final
latent space.
SW,θ “
|WTΣb,θW |
|WTΣw,θW |
(1)
where
Σw,θ “
ÿ
i
X˜Tθ,iX˜θ,i (2)
Σb,θ “ Σa,θ ´ Σw,θ (3)
Σa,θ “ X˜θ
T
X˜θ (4)
withXθ,i being the set of observations obtained in the final
latent space for category i, with model parameter setting θ.
A pair of single vertical bars denotes matrix determinant.
The tilde sign (˜) represents a centering operation; for data
X this means:
X˜ “ pIn ´ n
´11n1
T
n qX (5)
where n is the number of observations in X , 1n denotes an
nˆ1 vector of ones. The training objective of deep LDA is
to maximize the final latent space class separation (Eq. 1),
which comes down to solving the following generalized
eigenvalue problem:
Σb,θ ~ej “ vjΣw,θ ~ej (6)
where (~ej ,vj) represents a generalized eigenpair of the ma-
trix pencil pΣb,θ,Σw,θq with ~ej as a W column. The LDA
objective can be achieved by maximizing the average of vjs.
Thus, we define the LDA-related loss term as its reciprocal:
ℓlda “
N
řN
i vj
(7)
Simultaneously, to penalize co-adapted structures and
reduce redundancy in the network, we inject covariance
penalty into the latent space. The corresponding loss is:
ℓcov “ ‖Σa,θ ´ diagpΣa,θq‖1 (8)
where ‖.‖
1
indicates entrywise 1-norm. This term agrees
with the intuition that, unlike lower layers’ common primi-
tive features, higher layers of a well-trained deep net capture
a wide variety of high-level, global, and easily disentangled
abstractions [3, 64]. Generally speaking, the odds of var-
ious high-level patterns firing together should be low. As
a side effect, ℓcov encourages weights/activation to be zero
and thus reduce over-fitting. This is similar to what dropout
and L1/L2 regularization do during training, but in a non-
random and activation-based way.
Furthermore, in order to prune on the neuron level with-
out much information loss, we need to align the above men-
tioned LDA utility (vjs) with neuron dimensions. For this
purpose, we try to alignW columns with standard basis di-
rections and let the network learn an optimal θ that leads to
large class separation. This will also save us from using an
actualW rotation in addition to a neural net. Given that du-
plicate neurons have been discouraged by ℓcov and inactive
neurons are not considered here, Eq. 6 can be rewritten as:
pΣ´1w,θΣb,θq~ej “ vj ~ej (9)
As we can see, W column ~ejs are the eigenvectors of
Σ´1w,θΣb,θ. Thus, forcing the direction alignment of LDA
utilities and neuron dimensions is equivalent to forcing
Σ´1w,θΣb,θ to be a diagonal matrix. We incorporate this con-
straint by putting the following term to the loss function:
ℓalign “
∥
∥
∥Σ
´1
w,θΣb,θ ´ diagpΣ
´1
w,θΣb,θq
∥
∥
∥
1
(10)
where, similar to Eq. 8, entrywise 1-norm is used instead of
entrywise 2-norm (a.k.a. Frobenius norm) because our aim
is to put as many off-diagonal elements to zero as possible.
Putting all terms together, we get our pushing objective as
follows. Its three components jointly maximize class sep-
aration, squeeze, and push classification utility into a com-
pact set of neurons for later pruning:
ℓpush “ γℓlda ` λℓcov ` βℓalign (11)
where λ, β, and γ are weighting hyperparameters. They
are set so that (1) LDA utilities and neuron dimensions are
aligned and (2) a high accuracy is maintained. In our ex-
periments, through network parameter θ learning, the two
goals can actually be met simultaneously. In fact, the push-
ing terms lead to higher accuracy than just using cross en-
tropy and L2 regularization on all the three datasets in our
experiments (details in Sec. 5). In addition to class sepa-
ration utility boost, another possible reason is that the extra
constraints of our deep LDA pushing terms (Eq. 11) can add
some structure/regularization to the original overfitted deep
space with very high degree of freedom. These terms help
constrain useful information within or near more compact
manifolds. It is worth mentioning that ℓlda is sometimes nu-
merically unstable. Inspired by [11], we add a multiple of
the identity matrix to the within scatter matrix. Also, when
the category number is large (e.g., 1000 for ImageNet), it
is hard to include all categories in one forward pass. In our
implementation, the scatter matrices at a certain batch are
calculated for a random subset of classes. Each class is set
to have the same (or similar) number of samples (ě 8). This
approximation strategy fits well with the stochastic nature
of the training. When latent space dimension d is large (e.g.,
in the first iteration), the ℓalign constraint which includes
an expensive d ˆ d matrix inverse operation can be lifted.
The reason is that in the context of over-parameterized net-
work and high dimensional latent space, neuron activation
is sparse: only a limited number of neurons tend to fire for a
class and each high-level neuron motif corresponds to only
one or few classes. In this scenario, positive within-class
correlation indicates positive total correlation, and minimiz-
ing ℓcov has an effect of minimizing ℓalign. Through train-
ing with the pushing objectives added, the network learns
to organize itself in an easily pruned way. W columns
that maximize the class separation (Eq. 1) are expected to
be aligned with (some of) the original neuron dimensions.
Since cross entropy and L2 regularization have been widely
adopted in deep network training, we will skip the details
of the two terms. This pushing step lays the foundation for
neuron/filter level pruning across all layers.
3.2. Pruning Step
After the pushing step, the final class separation power is
maximized and simultaneously pushed into alignment with
top layer neurons. It follows that the direct abandonment
of less useful neurons and their dependencies on previous
layers is safe. The discriminant power along the jth neu-
ron dimension vj is the corresponding diagonal value of
Σw´1Σb:
vj “ diagpΣw
´1Σbqj (12)
We treat pruning as a dimensionality reduction problem in
the deep feature space. When pruning, we discard neuron
dimension js of small vj along with its cross-layer con-
tributing sources in the ‘pushed’ model where useful com-
ponents have been separated from others. This step is illus-
trated as Figure 2. For modular structures, the idea is the
same except that we need to trace dependencies, i.e. apply
deconvolution, for different scales in a group-wise manner.
Deconvolution (deconv) is often used in signal process-
ing to reverse unknown filters’ effect and recover corrupted
sources [18]. Inspired by this, we trace the classification
utility unravelled from final latent space backwards across
all layers via deconvolution. In the final layer, only the most
discriminative dimensions’ response is preserved (other di-
mensions are set to 0) before deconv starts. It is worth
mentioning that ‘deconvolution’ can be a confusing term
today. Here we employee the same deconv utility tracing
as in [62], which is based on [64]. One difference is that
Zeiler and Fergus [64] use ‘deconvolution’ for visualization
purposes in the image space while we focus on reconstruct-
ing contributing sources over the layers. Also, the proposed
method only back-propagates useful final variations. Irrel-
evant and interfering features of various kinds are ‘filtered
out’. As an inverse process of convolution, the unit deconv
procedure performs convolution with the same filters trans-
posed. It can be considered as inversion of convolution with
an orthogonal assumption about the convolution matrix.
Ui “ F
T
i Zi (13)
Over the layers (ignoring nonlinearity and unpooling),
Zi´1 “ Ui (14)
where i indicates a layer, Ui and Zi are layer i input and
output features with components not contributing to final
utility removed. The lth columns of Ui and Zi are respec-
tively converted from layer i reconstructed useful inputs and
outputs w.r.t. input image l. Further details of the deconv
utility tracing can be found in [62]. With all neurons’/filters’
utility for final discriminability known, pruning simply be-
comes discarding structures that are less useful to final clas-
sification (e.g. structures colored white in Fig 2). For this
purpose, we use a standard deviation based thresholding
strategy to quickly get rid of massive less informative neu-
rons while being cautious in high utility regions (at high
Figure 2: Depiction of neuron or filter level LDA-Deconv utility tracing. Useful (cyan) neuron outputs/features that contribute
to final deep LDA utility through corresponding (green) next layer weights/filters, only depend on previous layers’ (cyan)
counterparts via deconv. White denotes useless components. W is defined in Equation 1. M indicates final latent space
neuron dimensions. The bubble cloud explains how deconv can be applied to FC layers. Each FC neuron is a stack of 1ˆ 1
filters with one 1ˆ 1 output feature map.
percentiles). The threshold is directly related to the prun-
ing rate. Since feature maps (neuron outputs) correspond to
next-layer filter depths (neuron weights), our pruning leads
to filter-wise and channel-wise savings simultaneously. Af-
ter pruning at each iteration, retraining with surviving pa-
rameters is needed.
4. Compact architecture search
Pruning can be considered as an architecture search pro-
cess. The main drawback is that the top-down, one-way
search is bounded above by the base net’s capacity. For
datasets requiring larger capacities than the base net can of-
fer, a growing step before iterative push-and-prune would
be necessary to first encompass and contain enough task-
desirable architecture candidates. In the language of the fa-
mous ‘lottery ticket hypotheses’ [10], the growing step’s ef-
fect is equivalent to ‘buying more lottery tickets’ so that the
chance for getting a winning ticket is boosted. In this sec-
tion, we propose a simple but effective growing step based
on the Inception module which can be easily combined with
our deep LDA pruning.
4.1. Starting base structure
In this subsection, we explore the building block options
for the growing procedure and discuss their advantages and
disadvantages for our purpose of deriving task-desirable
compact architectures. The discussions are grouped under
the following topics.
4.1.1 Inception v.s. Residual modules
In the deep learning literature, two of the most popular
convnet modules are Inception modules [58] and Resid-
ual modules [19]. We prefer the Inception module over
ResNets’ residual modules because the latter has hard-
coded dimension alignment. The skip/residual dimension
has to agree with the main trunk dimension for summation.
However, after pruning according to any importance mea-
sure (including ours), they do not necessarily agree unless
we force them to. Given that each ResNet module has only
2-3 layers, such a hard-coded constraint at every module
end would greatly limit the freedom of pruning. That said,
summation as in a residual module is more efficient than
Inception module’s concatenation for very deep networks
as summation greatly reduces output feature maps’ depth.
Since our final goal is to boost efficiency via pruning, we
do not care much about this during the base net growing
stage. Another reason why we prefer the Inception module
is that, compared to residual models, inception modules of-
fer us a variety of filter types. Our deep LDA pruning can
take advantage of this by selecting both the numbers and
types of filters on different abstraction levels.
It has been proven that deep networks are able to approx-
imate the accuracy of shallow networks with an exponen-
tially fewer number of parameters, at least for some classes
of functions [59, 8, 39, 53, 45]. One fundamental break-
through of ResNet is that it allows people to train extremely
deep neural networks with up to hundreds of layers success-
fully. Compared to ResNet, current Inception models have
only a dozen or so modules. In this paper, we explore to
grow from the basic inception net [58] by greedily stack-
ing more unit modules and see whether the resulting deep
Inception nets can achieve ResNet-comparable accuracy.
4.1.2 Original Inception v.s. later variants
We use the initial Inception net (a.k.a. GoogLeNet) as the
starting point but with two modifications inspired by [30].
The first is to approximate the function of 5ˆ 5 filters with
two consecutive 3ˆ 3 filters, and the second is to add batch
normalization after each conv layer. In the rest of the paper,
when we talk about the Inception module or net, we refer to
this variant. Later inception modules (V2-V4) include more
architecture fiddling and usually require higher resolution
data (299ˆ299 rather than 224ˆ224). We do not incorpo-
rate those changes since we want to perform fair compar-
isons between our grown deep Inception nets and ResNets
as well as some other popular networks taking 224 ˆ 224
images as input. Also, this keeps human expert knowledge
involved as minimum as possible. Ideally, we aim to replace
such human knowledge with learning and pruning.
Interestingly, despite the simplicity, no works have in-
vestigated the possibility of simply growing from the orig-
inal Inception net. BN-GoogLeNet is proposed in [30], but
it is not just GoogLeNet with batch normalization. Com-
pared to the very first Inception net version, filter and mod-
ule numbers in BN-GoogLeNet are actually increased. As
a consequence, it is much larger in size. To our knowledge,
there is no explicit justification so far why this architecture
change is desirable or necessary. In this paper, we attempt
to fill this gap and explore the possibility of boosting accu-
racy via simply adding more Inception modules before our
deep LDA based pruning.
4.2. Greedy base network growing strategy
We grow deep Inception nets by greedily and iteratively
stacking more modules. This base net growing strategy
can be viewed as a simple trial-and-error evolutionary al-
gorithm, which is demonstrated as Algorithm 2.
At each iteration, we try to add one module to one of the
network stages. Here, a stage consists of several modules
before a pooling layer with the same output feature map
dimension. For example, there are three stages in the orig-
inal Inception net after the stem layers, with respectively
28ˆ28, 14ˆ14, 7ˆ7 output feature map sizes. The newly
added module has the same architecture as the module un-
derneath. We quickly train all the possible options (e.g., 3
for the Inception net) and keep only the one that achieves the
highest accuracy. The process is repeated for N iterations
until reaching a complexity bound (e.g., memory limit) or
until no noticeable accuracy gain can be observed after two
consecutive iterations. Like the initial Inception net, when
training, two auxiliary classifiers are added to the second
stage (one after the first module and the other before the last
module). We find the auxiliary classifiers very useful when
the depth becomes large. A long warm-up phase can also
be helpful. By this growing strategy, a superset of abundant
deep features can be obtained, from which deep LDA push-
Algorithm 2: Greedy base net growing strategy
Input: net “ ts0, s1, ..., si, ...u, si “
tmi0,mi1, ...,mij , ...u, where s: stage,m:
module, net: starting base. N : number of
extra modules to add
Output: net with N extra modules added
n “ 1; accmax “ 0;netopt
while n ď N do
for stage in net do
net1 “ extendpnet, stageq
train net1 and predict, get val accuracy acc
if acc ą accmax then
accmax “ acc
netopt “ net
1
end
end
net “ netopt, save if necessary
n “ n` 1
end
return net
ing and pruning can locate or derive task-desirable ones (a
‘besiege-and-hunt’ process).
4.3. Deep Inception nets
Table 1 shows some models encountered in the above-
mentioned growing process using the basic Inception mod-
ule on the ImageNet dataset. The accuracy in Table 1 is
Top-1 accuracy using only one center crop. The name
Inception-N means the net is N -layer deep (only conv and
fully-connected layers are considered).
According to the results, we can see that more accuracy
can be obtained by simply stacking more modules and that
very deep inception nets can achieve ResNet-level accuracy
without hard-coded dimension alignment by human experts.
Specifically, we would like to introduce Inception-88, a
deep Inception net with 25.1M parameters that achieves
75.01% top-1 accuracy on ImageNet using 1-crop valida-
tion (highlighted in Table 1). This 88-layer deep model is
similar in both size and accuracy to ResNet-50 which has
a total of 25.5M parameters and achieves 74.96% top-1 ac-
curacy on ImageNet. Beyond Inception-88, accuracy first
drops slightly before increasing slowly with the increase of
module number. This is also similar to the ResNet-50 case
where 19M more parameters (ResNet-101) result in only
about 1% accuracy gain (76.2% vs. 75.0%) in our exper-
iments on ImageNet. More details about Inception-88 can
be found in Appendix A. The depths of the three stages are
respectively 30, 24, and 30.
Inception-88 is not just another handcrafted architecture.
As mentioned previously, ResNets are not very pruning-
Name Modules Stage size Parameters FLOPs Accuracy
InceptionV1 9 (2,5,2) 6.7M 3.0B 70.64%
Inception-34 10 (3,5,2) 7.1M 3.7B 71.12%
Inception-37 11 (3,5,3) 8.6M 3.8B 71.75%
Inception-40 12 (4,5,3) 9.0M 4.5B 71.97%
Inception-43 13 (4,6,3) 10.0M 4.9B 72.03%
Inception-46 14 (4,7,3) 11.0M 5.3B 73.45%
Inception-49 15 (4,7,4) 12.5M 5.4B 73.51%
Inception-52 16 (4,7,5) 14.0M 5.6B 73.69%
Inception-55 17 (4,8,5) 15.0M 6.0B 73.91%
Inception-58 18 (5,8,5) 15.5M 6.6B 74.27%
Inception-61 19 (6,8,5) 15.9M 7.3B 74.20%
Inception-64 20 (7,8,5) 16.3M 8.0B 74.42%
Inception-67 21 (7,8,6) 17.8M 8.1B 74.58%
Inception-70 22 (7,8,7) 19.3M 8.3B 74.54%
Inception-73 23 (8,8,7) 19.8M 8.9B 74.64%
Inception-76 24 (8,8,8) 21.3M 9.1B 74.60%
Inception-79 25 (8,8,9) 22.8M 9.2B 74.59%
Inception-82 26 (9,8,9) 23.2M 9.9B 74.77%
Inception-85 27 (9,8,10) 24.7M 10.1B 74.60%
Inception-88 28 (10,8,10) 25.1M 10.7B 75.01%
Inception-91 29 (10,8,11) 26.6M 10.9B 74.71%
Table 1: Deep Inception net examples encountered in the base net growing process on ImageNet. The accuracy here indicates
Top-1 accuracy using only one center crop. The name Inception-N means the net is N -layer deep (only conv and fully-
connected layers are considered). The stage size column shows module numbers across the three stages. M=106, B=109.
friendly, and the hard-coded dimension alignment is frag-
ile to pruning. With Inception-88, we achieve comparable
accuracy to ResNet-50 at a similar complexity while no di-
mension constraints are imposed. Thus, we hope that this
architecture can provide pruning algorithms with more free-
dom. Such freedom is especially important to our deep
LDA pruning that performs dimension reduction in the deep
feature space. Combining the growing step with previ-
ously presented deep discriminant analysis based pushing
and pruning, we achieve a feasible pipeline for compact ar-
chitecture search. Compared to many expensive NAS ap-
proaches that may take several weeks on hundreds of GPUs,
our pipeline has several advantages. One is that rather than
sampling a great many architectures (out of infinite possi-
bilities), our top-down search only needs to sample along
the direction that is aligned with task utility. Due to the
limited number of sampled architectures, we do not need to
approximate or predict sampled architectures’ performance.
Instead, we can simply retrain all the sampled (pruned) ar-
chitectures to obtain accurate evaluations. Even better, use-
ful parameters inherited from the previous base make the
sample architecture retraining process converge fast.
5. Experiments and results
This section tests our proactive deep discriminant analy-
sis based pruning on the MNIST, CIFAR10, and ImageNet
datasets. We only perform push and prune on the first two
datasets while apply the whole grow-push-prune architec-
ture search pipeline on ImageNet. It is worth mentioning
that there are various techniques and tricks in addition to
architecture that may help increase the absolute accuracy
numbers, such as more advanced optimization strategies,
decay policies, multicropping, label smoothing regulariza-
tion, mixup training, distillation, and so on [21]. We did not
use such tricks because our focus is not the absolute accu-
racy value but rather its change with pruning. Also, most of
the tricks mentioned above are designed on ImageNet, and
they may not transfer well to other datasets.
5.1. A toy experiment on MNIST
MNIST [34] is a dataset of handwritten digits where each
image is a 28 ˆ 28 grayscale image representing the dig-
its 0-9. The dataset consists of 60,000 training images and
10,000 test images. We leave out the first 1,000 images in
each category of the training set for validation purposes.
With a simple five hidden layer fully-connected network
(1024-1024-1024-1024-32), we will show deep LDA push-
(a) with pushing objective (b) without pushing objective
Figure 3: Variance-covariance matrices of the latent space
neuron output after training (a) with and (b) without the
pushing objective (Sec. 3.1) on the MNIST dataset using a
toy FC architecture (hidden dimensions: 1024-1024-1024-
1024-32). The values are color coded using the default bgr
color map of the Matplotlib pyplot matshow function [28].
From small to large values, the color transits from blue to
green and finally to red.
ing’s efficacy. In this toy experiment, the last hidden layer
is set to have 32 neurons simply for illustration clarity.
5.1.1 Deep LDA pushing’s influence on the latent space
As mentioned previously, the main purpose of proactive
LDA pushing (Sec. 3.1) is to push deep discriminants or
class separation power into alignment with latent space neu-
ron dimensions so that filter-level pruning is safe. Although
the pushing influence is across the layers, here via this toy
example, we only illustrate how the final latent space is
changed as other layers’ changes influence the final decision
via this space. Figure 3 visualizes the variance-covariance
matrix of latent space neuron output after training with and
without the pushing objective.
From Fig. 3, we can see that our proposed deep LDA
pushing objective is effective and it successfully pushes
useful final decision-making variances to a subset of latent
space neuron dimensions. Compared to Fig. 3b, training
with the pushing objective better decorrelates useful vari-
ances (Fig. 3a). As mentioned previously, this contributes to
the alignment of deep discriminants with latent space neu-
ron dimensions. Most importantly, the accuracy does not
change much by including the deep LDA pushing objective
in the cost function. In fact, the accuracy even improves a
little with the pushing objective added. In our experiments,
the conventional cross-entropy with L2 regularization leads
to an accuracy of 97.9% on the validation set. This num-
ber increases to 98.3% with the addition of the deep LDA
pushing objective.
Figure 4 shows the top nine discriminants after training
with and without our pushing objective. As expected, the
(a) with pushing objective (b) without pushing objective
Figure 4: Top nine discriminants after training (a) with and
(b) without our pushing objective. The horizontal axis rep-
resents the nine top discriminants and the left vertical axis
indicates their corresponding discriminating power (vj in
Eq. 9 and Eq. 12). The right vertical axis and the curve in
red denote the accumulated discriminating power.
discriminating power, i.e., vj in Eq. 9 and Eq. 12, is im-
proved with our deep LDA pushing by two orders of mag-
nitude. Also, the distribution after pushing is more spiky
and, in terms of proportion, more discriminating power is
pushed to the large discriminants on the left. This can be
seen from the red accumulative discriminating power curve
in Fig. 4a and 4b. The first two discriminants count for
35% of the nine discriminants’ total power in Fig. 4b while
this number increases to 50% for the case with our pushing
objective. When pruning, it means that we can throw away
more neuron dimensionswhile still maintaining enough dis-
criminating power. In this simple example, all neurons other
than the top nine are put to dormant (with 0 discriminating
power) after our pushing while there are a fewmore neurons
(with small positive or even negative discriminants) in the
no-push case. These neurons are not included in Figure 4.
5.1.2 Accuracy change v.s. parameters pruned
Figure 5 illustrates the relationship of accuracy change v.s.
parameters pruned on the validation set. Weight magnitude
based pruning (Han et al. [16]) is included as a comparison
to ours. For this toy experiment, we only prune the network
in one iteration. Low pruning rates are skipped where accu-
racy does not change much.
As we can see from Figure 5, both pruning approaches
lead to high pruning rates while maintaining accuracies
comparable to the original. The high pruning rates are
mainly due to the MNIST dataset’s simplicity and the heavy
fully-connected architecture. As anticipated, our deep LDA
based pruning enjoys higher accuracy at similar complex-
ities than [16]. Here, the gap becomes smaller when the
pruning rate is high. The main reason is that the pruning is
done noniteratively. Aggressive pruning in one shot renders
utility recovery via re-training more difficult. With more
and more parameters discarded in one shot, the value con-
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Figure 5: Accuracy change vs. parameters savings of our
method (blue) and Han et al. [16] (red) on MNIST. The
pruning is done in one iteration. Small pruning rates are
skipped where accuracy does not change much.
Methods
MNIST
Acc Param#
Base net 98.1% 4.0M
Han et al. [16] 96.9% 38.6K
Our Pruned net 97.6% 38.6K
Table 2: Testing accuracies on MNIST. Acc: test set accu-
racy, Param#: the number of parameters. M=106, K=103.
tained in the remaining weights decreases gradually, and so
does its advantage over simple weights based pruning. Ta-
ble 2 shows the test set performance. The smallest deep-
LDA pruned network in our experiments with comparable
accuracy to the original is selected (accuracy loss within
1%). The testing accuracy of one network pruned by [16] at
a similar complexity is also reported.
5.2. CIFAR10
CIFAR10 [33] is composed of 60,000 32x32 color im-
ages from 10 classes, i.e., airplane, automobile, bird, cat,
deer, dog, frog, horse, ship, truck. In total, there are 50,000
training images and 10,000 testing images. We use the first
10,000 images in the training set for validation purposes.
5.2.1 Accuracy change v.s. pruning rate
In this experiment, we start with a VGG-16 model pre-
trained on ImageNet. Cross-entropy loss with L2 regular-
ization leads to a validation accuracy of 95.19% on CI-
FAR10. In addition to aligning discriminants with neu-
ron dimensions, our deep LDA pushing objective helps im-
prove the accuracy to 95.72% without pruning. Figure 6
illustrates the change of accuracy with respect to parame-
Name Configuration
ResNet6 i64-c128
ResNet7 i64-c128-1c256
ResNet8 i64-c128-c256
ResNet9 i64-c128-c256-1c512
ResNet10 c64-c128-c256-c512
ResNet12 (c64, i64)-c128-c256-c512
Table 3: Tiny ResNets used as comparison in our experi-
ments on CIFAR10. The dash sign ‘-’ separates different
stages. As defined in [19], there are two types of resid-
ual modules, i.e., identity module and convolutional mod-
ule where 1ˆ 1 filters are employed on the shortcut path to
match dimension. Only depth-2 modules are used here. In
this table, ‘i’ stands for depth-2 identity block and ‘c’ rep-
resents depth-2 convolutional block. The number follows
‘i’ or ‘c’ indicates the number of filters within each conv
layer in that module. Parentheses are used to group multi-
ple modules in a stage. In addition to residual modules, we
adopt the same stem layers as in [19].
ters pruned away. We focus on high pruning rates where
the accuracy changes fast with the decrease of parame-
ters. That said, it is worth noting that among the few
small pruning rates investigated, a prunedmodel with 118M
parameters enjoys an even better accuracy (96.01%) than
both the original model and the pushed one. For com-
parison, we add after-the-fact deep LDA pruning [62] and
activation-based filter pruning (asmentioned in [42]), which
treats filter importance as average activation magnitudes/-
variances within a filter. Also, we compare our method
with some popular compact fixed nets, i.e., MobileNet [26],
SqueezeNet [29], and tiny ResNets. Here, tiny ResNets re-
fer to residual nets with shallow depths. In this experiment,
we test ResNet12, ResNet10, ResNet9, ResNet8, ResNet7,
and ResNet6. Their detailed configurations are shown in
Table 3.
As we can see from the results, our proactive-deep-LDA
pruning, generally speaking, enjoys higher accuracy than
the other two pruning approaches and the compact nets at
similar complexities. The gaps are more obvious at high
pruning rates, especially between activation-based pruning
and our proactive deep LDA pruning. This performance dif-
ference implies that strong activation does not necessarily
indicate high final classification utility. It is possible that
some strong yet irrelevant activation skews or misleads the
data analysis at the top of the network. Compared to after-
the-fact deep LDA pruning [62], the proactive deep LDA
pruning proposed in this paper enjoys a better performance,
especially at the high end of the pruning rate spectrum. The
reason is that although after-the-fact deep LDA is capable
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Figure 6: Accuracy change v.s. parameters savings on CI-
FAR10. In addition to our proactive deep LDA pruning,
we add after-the-fact deep LDA pruning [62], activation-
based pruning (as mentioned in [42]), MobileNet [26],
SqueezeNet [29], and tiny ResNets for comparison. Tiny
ResNets configurations are shown in Table 3. Small prun-
ing rates are skipped where accuracy does not changemuch.
of capturing final class separation utility, useful and use-
less components may already be mixed in the given pre-
trained model, and it is hard to trim one without influenc-
ing the other. The performance differences are small at low
pruning rates, perhaps because even when ‘useful’ feature
components are discarded, the network can recover such or
similar features through re-training when pruning rates are
low. This ‘learning to repair’ ability via re-training grad-
ually declines when the network capacity becomes small.
Furthermore, even though ResNet is one of the most suc-
cessful deep nets in the literature, stacking a few residual
modules with random numbers of filters only leads to sub-
optimal performance compared to the proposed proactive
deep LDA pruning. In Figure 6, our deep LDA-pushed-and-
pruned models beat tiny ResNets at most similar complex-
ities. This indicates the necessity of informed pruning/ar-
chitecture search over architecture hand-engineering with
human expertise.
5.2.2 Layerwise complexity
Figure 7 demonstrates the layerwise complexity of our
smallest pruned model that maintains comparable accuracy
to the original VGG-16. FC layers dominate the original net
size, while almost all computation comes from conv layers.
According to the results, most parameters and computations
have been thrown away in the layers except for the first three
layers that capture commonly useful patterns.
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Figure 7: Layerwise complexity reductions (CIFAR10,
VGG16). Green: pruned, blue: remaining. We add a sep-
arate parameter analysis for conv layers because FC layers
dominate the model size. Since almost all computations are
in the conv layers, only conv layer FLOPs are demonstrated.
5.3. ImageNet
In this subsection, we demonstrate our ‘grow-push-
prune’ pipeline’s efficacy on the ImageNet dataset. Ima-
geNet is a popular dataset that contains over 1.28M train-
ing images and 50K validation images. It is widely used
for benchmarking algorithms in computer vision and ma-
chine learning. In our experiment, all the images are pre-
resized to 256x256. During training, the images are ran-
domly cropped to 224x224 and randomly mirrored about
the vertical axis. No bounding box information is used. Fol-
lowing the practice of most previous pruning works on Ima-
geNet, we report accuracy change directly on the validation
set using the center crop (no labelled test split is publicly
available).
In Sec. 4.3, through growing from the basic InceptionV1,
we obtain an Inception-88 model that achieves comparable
accuracy to ResNet-50 at a slightly smaller complexity on
ImageNet. Apart from increasing capacity and accuracy,
this growing step offers more room for the net to stretch
and adjust itself at the next pushing step. After the growing
step, we perform deep LDA pushing and pruning on the
Inception-88 model to separate and strip off unnecessary
complexities. In this way, bottom-up search and top-down
search are combined.
5.3.1 Accuracy change v.s. pruning rate
In Figure 8, we compare our ‘grown-pushed-pruned’ mod-
els with the deep Inception nets derived from the growing
step, a range of residual architectures at different complex-
ities, and some popular fixed nets (i.e., SqueezeNet [29],
MobileNet [26], BN-GoogLeNet1 [30]). We also include
the results of training some of our pruned architectures from
scratch. These architectures only duplicate the structures of
1BN-GoogLeNet [30] is not just GoogLeNet with batch normalization.
There are more architectural changes to InceptionV1 which we do not in-
clude in our grown deep Inception nets.
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Figure 8: Accuracy change vs. parameters savings on ImageNet. In addition to our deep LDA push-and-prunemethod (blue),
we add our grown deep Inception nets (details in Table 1), ResNets at different complexities (configurations in Table 4), BN-
GoogLeNet [30], MobileNet [26], SqueezeNet [29] for comparison. In fact, there are two accuracies when pruning rate is 0.
The lower one indicates Inception-88 trained with only cross-entropy and L2 losses while the upper one represents the same
architecture trained with our deep LDA push objective added. The negative pruning rate of ResNet-50 means that ResNet-50
has more parameters than our Inception-88 base. Our derived nets trained from scratch (red diamonds) mark the beginning
of each iteration for our approach.
our pruned models at the beginning of each iteration, but
no weights are inherited either directly or indirectly from
the base model. The detailed configurations of the ResNets
used for comparison are shown in Table 4. Starting from
ResNet-50, each time a residual module is removed from
the stage with the most modules. When two stages have the
same number of modules, we follow a bottom-to-top order
to choose which module to remove (until ResNet18). From
ResNet-50 to ResNet-38, the residual modules are of depth
3. From ResNet-34 downwards, each module has a maxi-
mum depth of 2. The depth-2 and depth-3 residual modules
are defined in [19].
According to Figure 8, we can see that our compact mod-
els pushed-and-pruned from Inception-88 beat both smaller
deep Inception nets and the residual architectures at sim-
ilar complexities. The gaps are more obvious at large
pruning rates. This demonstrates the proposed grow-push-
prune pipeline’s efficacy, and it further strengthens our con-
fidence in deep LDA based pruning and architecture search.
Our pruned models achieve better performance compared
to training the same architectures from scratch. This high-
lights the value of the knowledge acquired by and trans-
ferred from the larger grown base model in the form of
weights. That said, even when trained from scratch, our
pruned nets still attain satisfactory accuracy and beat others
when the pruning rate is above 55% (one exception is Mo-
bileNet, which employs depthwise separable convolution to
help reduce complexity further). It means that, besides the
weights, there is some value in the pruned architecture it-
self. When retraining with inherited weights, the pruned
models converge much faster than training from scratch.
Usually, it only takes a few epochs to achieve accuracy
within 5% from that of the fully trained. This makes our
pipeline a practical alternative to expensive NAS methods
Name Configuration
ResNet6 i64-c128
ResNet7 i64-c128-1c256
ResNet8 i64-c128-c256
ResNet9 i64-c128-c256-1c512
ResNet10 c64-c128-c256-c512
ResNet12 (c64, i64)-c128-c256-c512
ResNet18 (c64, i64)-(c128, i128)-(c256, i256)-(c512, i512)
ResNet20 (c64, i64)-(c128, i128)-(c256, i256)-(c512, i512, i512)
ResNet22 (c64, i64)-(c128, i128)-(c256, i256, i256)-(c512, i512, i512)
ResNet24 (c64, i64)-(c128, i128, i128)-(c256, i256, i256)-(c512, i512, i512)
ResNet26 (c64, i64, i64)-(c128, i128, i128)-(c256, i256, i256)-(c512, i512, i512)
ResNet28 (c64, i64, i64)-(c128, i128, i128)-(c256, i256, i256, i256)-(c512, i512, i512)
ResNet30 (c64, i64, i64)-(c128, i128, i128, i128)-(c256, i256, i256, i256)-(c512, i512, i512)
ResNet32 (c64, i64, i64)-(c128, i128, i128, i128)-(c256, i256, i256, i256, i256)-(c512, i512, i512)
ResNet34 (c64, i64, i64)-(c128, i128, i128, i128)-(c256, i256, i256, i256, i256, i256)-(c512, i512, i512)
ResNet38 (C64, I64, I64)-(C128, I128, I128)-(C256, I256, I256)-(C512, I512, I512)
ResNet41 (C64, I64, I64)-(C128, I128, I128)-(C256, I256, I256, I256)-(C512, I512, I512)
ResNet44 (C64, I64, I64)-(C128, I128, I128, I128)-(C256, I256, I256, I256)-(C512, I512, I512)
ResNet47 (C64, I64, I64)-(C128, I128, I128, I128)-(C256, I256, I256, I256, I256)-(C512, I512, I512)
ResNet50 (C64, I64, I64)-(C128, I128, I128, I128)-(C256, I256, I256, I256, I256, I256)-(C512, I512, I512)
Table 4: ResNets used as comparison in our experiments on ImageNet. The dash sign ‘-’ separates different stages. As
defined in [19], there are two types of residual modules, i.e., identity module and convolutional module where 1 ˆ 1 filters
are employed on the shortcut path to match dimension. Here, ‘i’ stands for depth-2 identity block, ‘c’ represents depth-
2 convolutional block, ‘I’ stands for depth-3 identity block, and ‘C’ represents depth-3 convolutional block. The number
follows ‘i’, ‘c’, ‘I’, or ‘C’ indicates the number of filters within each conv layer in that module. Parentheses are used to group
multiple modules in a stage. In addition to residual modules, we adopt the same stem layers as in [19].
that train a large number of architecture samples separately
or based on some ad hoc relations.
It is worth noting that the Inception-88 net achieves
75.01% accuracy after training only with cross-entropy and
L2 losses. Adding the proposed deep LDA pushing terms
in the objective increases the accuracy number to 75.2%, in
addition to aligning utility with latent neuron dimensions.
At the pruning rate of approximately 6%, a pruned model
achieves an accuracy of 75.36%, better than both unpruned
versions. The largest residual architecture shown in Fig-
ure 8, i.e., ResNet-50, achieves an accuracy of 74.96% at a
slightly larger complexity than the Inception-88 base.
Also, Figure 8 reveals that our grown series of deep In-
ception nets outperform the residual structures at similar
complexities. As far as we know, this is the first time that
a range of basic Inception structures are fairly compared
against residual structures on the same input, at least in the
complexity range we investigated. Another advantage of
these deep Inception nets over the residual structures is that
the former does not need to enforce the output dimensions
of a module’s branches to be the same. Thus, it is of great
potential to be used by other pruning approaches as well.
Compared to the three fixed nets shown as five-pointed
stars in Fig. 8, the proposed pipeline not only achieves bet-
ter accuracy at similar complexities but also offers a wide
range of compact models for different accuracy and com-
plexity requirements. From Fig. 8, we also notice that there
is a sudden accuracy drop from ResNet-38 to ResNet-34.
The former is the smallest ResNet consisting of depth-3
modules, while the latter (as defined in [19]) is the largest
ResNet composed of depth-2 modules in our experiments.
5.3.2 Layerwise complexity
Figure 9 and 10 visualize layer-wise parameter and FLOPs
complexity reduction results of our LDA pruning on the
‘grown-pushed’ Inception-88 model. From left to right,
the conv layers within a Inception module are (1ˆ1),
(1ˆ1,3ˆ3), (1ˆ1,3ˆ3a,3ˆ3b), (1ˆ1 after pooling) layers.
According to Figure 9 and 10, most parameters and com-
putations over the layers are pruned away, and different
types of filters are pruned differently depending on the ab-
straction level and the scales where more task utility lies. As
anticipated, the pruning rates of the first few layers, which
capture commonly useful primitive patterns, are low. Al-
most all of the parameters and FLOPs are pruned away in
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Figure 9: Layerwise parameter reductions of the grown Inception-88 on ImageNet. From left to right, the conv layers in a
Inception module are (1ˆ 1), (1ˆ 1, 3ˆ 3), (1ˆ 1, 3ˆ 3 a, 3ˆ 3 b), (1ˆ 1 after pooling). Green: pruned, blue: remaining.
Due to the large network depth, the layer-wise parameter complexity figure is displayed in three rows. conv2 includes a
dimension reducing layer in front (notation skipped because of space limit).
the last two modules, which can be regarded as an indica-
tor that the depth is large enough (at least locally). This is
in agreement with our observation at the growing step that
adding one or two more modules to the Inception-88 net
does not help much.
Interestingly, while the deep Inception net was greedily
grown to achieve the highest accuracy locally, there are still
massive redundant and useless structures over the layers.
That is to say, at the growing step, each time we stacked
one more module in the attempt to gain more accuracy, we
simultaneously added more useless structures due to the ad
hoc filter numbers used. Those useless structures cannot be
effectively aligned with task utility even after training and
can thus be discarded. The large pruning rates over the lay-
ers highlight the advantage of our deep LDA pruning over
architecture hand-engineering with ad-hoc filter numbers.
6. Discussion and Future directions
Deep discriminant analysis (DDA), a non-linear gener-
alization of LDA, is able to capture useful information em-
bedded in the complex raw data space with the help of
deeply learned transformation. Also, unlike LDA, DDA can
possibly pick up high-order moments/statistics in the data.
In a concurrent work of ours, we are investigating our
LDA pruning’s influence on model robustness. We believe
that two important causes of adversarial vulnerability are
over-fitting and the model’s inadequacy to accurately cap-
ture the task demands. Our conjecture is that adversarial
attacks can trigger interfering features that are not aligned
with task demands. The more such task-irrelevant features a
model has, the higher the chance it will be hit by adversarial
attacks and noises. By throwing away irrelevant structures,
we are simultaneously mitigating overfitting and removing
interfering parameters, thus possibly increasing the model
robustness to irrelevant factors in the image space.
7. Conclusion
In this paper, instead of pruning based on an optimally
pre-trained model, we have proposed a proactive approach
following a two-step procedure in iterations. (1) through
learning, it proactively unravels twisted threads of deep
variation and pushes useful ones into easily-decoupled sub-
structures. More specifically, it maximizes and decorre-
lates latent discriminants and pushes them into alignment
with a subset of neurons. The deep LDA and covariance
terms added are calculated per batch at the easily disen-
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Figure 10: Layerwise FLOPs reductions of the grown Inception-88 on ImageNet. From left to right, the conv layers in
a Inception module are (1 ˆ 1), (1 ˆ 1, 3 ˆ 3), (1 ˆ 1, 3 ˆ 3 a, 3 ˆ 3 b), (1 ˆ 1 after pooling). Green: pruned, blue:
remaining. Due to the large network depth, the layer-wise FLOPs complexity figure is displayed in three rows. conv2
includes a dimension reducing layer in front (notation skipped because of space limit).
tangled top end, but exert influence over the layers. (2)
After the essence is separated from the dregs, the second
pruning step simply throws away the useless or even harm-
ful dregs over the layers based on deconv tracing. Experi-
ments onMNIST, CIFAR10, and ImageNet demonstrate the
method’s efficacy.
Also, the starting base net is vital for compact network
search. Its capacity should be large enough to encompass
enough possible ‘winning lottery tickets’ while not too large
to fit on available computing resources or to obviously over-
fit the data. In addition to adopting a fixed base, we ex-
plore to grow a base model. In the literature, ResNets
have been one of the most popular and adopted architec-
tures, mainly due to its ability to deal with complicated data
with its very large depth. In contrast, most Inception nets
achieve great expressive power with their wide variety of
filter choices. By growing from the basic InceptionV1 net
to an 88-layer-deep Inception variant, we show that Incep-
tion nets can actually be very deep while achieve better or at
least comparable accuracy to ResNets at similar complexi-
ties. Most importantly, they have no hard-coded dimension
agreement. Therefore, such architectures can provide more
freedom for pruning methods. Also, the proposed growing
strategy based on basic Inception modules can potentially
offer more plasticity for transfer learning and domain adap-
tation tasks.
By pushing and pruning on the grown network, we effec-
tively combine bottom-up and top-downmodel search given
a task. Experiments on ImageNet show that the combined
compact architecture search pipeline is able to derive effi-
cient models that achieve higher accuracy than the greedily-
grown deep Inception nets, some residual architectures, and
popular fixed nets at similar complexities.
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A. Appendix - Inception-88 Architecture
def c r e a t e d e e p i n c e p t i o n 8 8 ( we i g h t s p a t h =None ) :
c o n c a t a x i s = 1 i f K. imag e d a t a f o rma t ( ) == ’ c h a n n e l s f i r s t ’ e l s e ´1
img i n p u t = I n p u t ( shape =(224 , 224 , 3 ) )
i f K. imag e d a t a f o rma t ( ) == ’ c h a n n e l s f i r s t ’ :
x = Lambda ( lambda x : K . p e rmu t e d imen s i o n s ( x , ( 0 , 3 , 1 , 2 ) ) , name= ’ t r a n s p o s e ’ ) ( img i n p u t )
e l s e : # c h a n n e l s l a s t
x = img i n p u t
# manual padd ing and v a l i d mode f o r framework c o m p a t i b i l i t y
x pad = ZeroPadding2D ( padd ing =(3 , 3 ) ) ( x )
conv1 7x7 s2 = Conv2D bn ( x pad , 6 4 , ( 7 , 7 ) , s t r i d e s = ( 2 , 2 ) , padd ing= ’ v a l i d ’ , name= ’ conv1 / 7 x7 s2 ’ )
# #####################################
# Poo l i ng
# #####################################
p o o l 1 3 x 3 s2 = MaxPooling2D ( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 2 , 2 ) , padd ing= ’ same ’ , name= ’ poo l1 / 3 x3 s2 ’ ) ( conv1 7x7 s2 )
co n v 2 3 x 3 r ed u ce = Conv2D bn ( poo l1 3x3 s2 , 6 4 , ( 1 , 1 ) , name= ’ conv2 / 3 x 3 r ed u ce ’ )
conv2 3x3 = Conv2D bn ( conv2 3x3 reduce , 1 9 2 , ( 3 , 3 ) , name= ’ conv2 / 3 x3 ’ )
# #####################################
# Poo l i ng
# #####################################
p o o l 2 3 x 3 s2 = MaxPooling2D ( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 2 , 2 ) , padd ing= ’ same ’ , name= ’ poo l2 / 3 x3 s2 ’ ) ( conv2 3x3 )
# ####################################
i n c e p t i o n 3 a 1 x 1 = Conv2D bn ( poo l2 3x3 s2 , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 a / 1 x1 ’ )
i n c e p t i o n 3 a 3 x 3 r e d u c e = Conv2D bn ( poo l2 3x3 s2 , 9 6 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 a / 3 x 3 r ed u ce ’ )
i n c e p t i o n 3 a 3 x 3 = Conv2D bn ( i n c ep t i o n 3 a 3 x 3 r ed u ce , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 a / 3 x3 ’ )
i n c e p t i o n 3 a 5 x 5 r e d u c e = Conv2D bn ( poo l2 3x3 s2 , 1 6 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 a / 5 x 5 r ed u ce ’ )
i n c ep t i o n 3 a d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 3 a 5 x 5 r ed u ce , 1 6 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 a / doub l e3x3a ’ )
i n c ep t i o n 3 a d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 3 a d o u b l e3 x 3 a , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 a / doub l e3x3b ’ )
i n c e p t i o n 3 a p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 3 a / poo l ’ ) ( p o o l 2 3 x 3 s2 )
i n c e p t i o n 3 a p o o l p r o j = Conv2D bn ( i n c e p t i o n 3 a p o o l , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 a / p o o l p r o j ’ )
i n c e p t i o n 3 a o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 3 a 1 x 1 , i n c ep t i o n 3 a 3 x 3 , i n c ep t i o n 3 a d o u b l e3 x 3 b , i n c e p t i o n 3 a p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 3 a / o u t p u t ’ )
# #####################################
i n c ep t i o n 3 b 1 x 1 = Conv2D bn ( i n c e p t i o n 3 a o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 b / 1 x1 ’ )
i n c e p t i o n 3 b 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 3 a o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 b / 3 x 3 r ed u ce ’ )
i n c ep t i o n 3 b 3 x 3 = Conv2D bn ( i n c ep t i o n 3 b 3 x 3 r ed u ce , 1 9 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 b / 3 x3 ’ )
i n c e p t i o n 3 b 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 3 a o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 b / 5 x 5 r ed u ce ’ )
i n c ep t i o n 3 b d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 3 b 5 x 5 r ed u ce , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 b / doub l e3x3a ’ )
i n c ep t i o n 3 b d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 3 b d o u b l e3 x 3 a , 9 6 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 b / doub l e3x3b ’ )
i n c e p t i o n 3 b p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 3 b / poo l ’ ) ( i n c e p t i o n 3 a o u t p u t )
i n c e p t i o n 3 b p o o l p r o j = Conv2D bn ( i n c e p t i o n 3 b p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 b / p o o l p r o j ’ )
i n c e p t i o n 3 b o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 3 b 1 x 1 , i n c ep t i o n 3 b 3 x 3 , i n c ep t i o n 3 b d o u b l e3 x 3 b , i n c e p t i o n 3 b p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 3 b / o u t p u t ’ )
# #####################################
i n c e p t i o n 3 c 1 x 1 = Conv2D bn ( i n c e p t i o n 3 b o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 c / 1 x1 ’ )
i n c e p t i o n 3 c 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 3 b o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 c / 3 x 3 r ed u ce ’ )
i n c e p t i o n 3 c 3 x 3 = Conv2D bn ( i n c ep t i o n 3 c 3 x 3 r ed u ce , 1 9 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 c / 3 x3 ’ )
i n c e p t i o n 3 c 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 3 b o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 c / 5 x 5 r ed u ce ’ )
i n c ep t i o n 3 c d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 3 c 5 x 5 r ed u ce , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 c / doub l e3x3a ’ )
i n c ep t i o n 3 c d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 3 c d o u b l e3 x 3 a , 9 6 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 c / doub l e3x3b ’ )
i n c e p t i o n 3 c p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 3 c / poo l ’ ) ( i n c e p t i o n 3 b o u t p u t )
i n c e p t i o n 3 c p o o l p r o j = Conv2D bn ( i n c e p t i o n 3 c p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 c / p o o l p r o j ’ )
i n c e p t i o n 3 c o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 3 c 1 x 1 , i n c ep t i o n 3 c 3 x 3 , i n c ep t i o n 3 c d o u b l e3 x 3 b , i n c e p t i o n 3 c p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 3 c / o u t p u t ’ )
# #####################################
i n c ep t i o n 3 d 1 x 1 = Conv2D bn ( i n c e p t i o n 3 c o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 d / 1 x1 ’ )
i n c e p t i o n 3 d 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 3 c o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 d / 3 x 3 r ed u ce ’ )
i n c ep t i o n 3 d 3 x 3 = Conv2D bn ( i n c ep t i o n 3 d 3 x 3 r ed u ce , 1 9 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 d / 3 x3 ’ )
i n c e p t i o n 3 d 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 3 c o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 d / 5 x 5 r ed u ce ’ )
i n c ep t i o n 3 d d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 3 d 5 x 5 r ed u ce , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 d / doub l e3x3a ’ )
i n c ep t i o n 3 d d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 3 d d o u b l e3 x 3 a , 9 6 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 d / doub l e3x3b ’ )
i n c e p t i o n 3 d p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 3 d / poo l ’ ) ( i n c e p t i o n 3 c o u t p u t )
i n c e p t i o n 3 d p o o l p r o j = Conv2D bn ( i n c e p t i o n 3 d p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 d / p o o l p r o j ’ )
i n c e p t i o n 3 d o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 3 d 1 x 1 , i n c ep t i o n 3 d 3 x 3 , i n c ep t i o n 3 d d o u b l e3 x 3 b , i n c e p t i o n 3 d p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 3 d / o u t p u t ’ )
# #####################################
i n c e p t i o n 3 e 1 x 1 = Conv2D bn ( i n c e p t i o n 3 d o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 e / 1 x1 ’ )
i n c e p t i o n 3 e 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 3 d o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 e / 3 x 3 r ed u ce ’ )
i n c e p t i o n 3 e 3 x 3 = Conv2D bn ( i n c ep t i o n 3 e 3 x 3 r ed u ce , 1 9 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 e / 3 x3 ’ )
i n c e p t i o n 3 e 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 3 d o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 e / 5 x 5 r ed u ce ’ )
i n c ep t i o n 3 e d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 3 e 5 x 5 r ed u ce , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 e / doub l e3x3a ’ )
i n c ep t i o n 3 e d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 3 e d o u b l e3 x 3 a , 9 6 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 e / doub l e3x3b ’ )
i n c e p t i o n 3 e p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 3 e / poo l ’ ) ( i n c e p t i o n 3 d o u t p u t )
i n c e p t i o n 3 e p o o l p r o j = Conv2D bn ( i n c e p t i o n 3 e p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 e / p o o l p r o j ’ )
i n c e p t i o n 3 e o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 3 e 1 x 1 , i n c ep t i o n 3 e 3 x 3 , i n c ep t i o n 3 e d o u b l e3 x 3 b , i n c e p t i o n 3 e p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 3 e / o u t p u t ’ )
# #####################################
i n c e p t i o n 3 f 1 x 1 = Conv2D bn ( i n c e p t i o n 3 e o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 f / 1 x1 ’ )
i n c e p t i o n 3 f 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 3 e o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 f / 3 x 3 r ed u ce ’ )
i n c e p t i o n 3 f 3 x 3 = Conv2D bn ( i n c e p t i o n 3 f 3 x 3 r e d u c e , 1 9 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 f / 3 x3 ’ )
i n c e p t i o n 3 f 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 3 e o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 f / 5 x 5 r ed u ce ’ )
i n c e p t i o n 3 f d o u b l e 3 x 3 a = Conv2D bn ( i n c e p t i o n 3 f 5 x 5 r e d u c e , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 f / doub l e3x3a ’ )
i n c e p t i o n 3 f d o u b l e 3 x 3 b = Conv2D bn ( i n c ep t i o n 3 f d o u b l e3 x 3 a , 9 6 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 f / doub l e3x3b ’ )
i n c e p t i o n 3 f p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 3 f / poo l ’ ) ( i n c e p t i o n 3 e o u t p u t )
i n c e p t i o n 3 f p o o l p r o j = Conv2D bn ( i n c e p t i o n 3 f p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 f / p o o l p r o j ’ )
i n c e p t i o n 3 f o u t p u t = c o n c a t e n a t e ( [ i n c e p t i o n 3 f 1 x 1 , i n c e p t i o n 3 f 3 x 3 , i n c ep t i o n 3 f d o u b l e3 x 3 b , i n c e p t i o n 3 f p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 3 f / o u t p u t ’ )
# #####################################
i n c ep t i o n 3 g 1 x 1 = Conv2D bn ( i n c e p t i o n 3 f o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 g / 1 x1 ’ )
i n c e p t i o n 3 g 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 3 f o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 g / 3 x 3 r ed u ce ’ )
i n c ep t i o n 3 g 3 x 3 = Conv2D bn ( i n c ep t i o n 3 g 3 x 3 r ed u ce , 1 9 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 g / 3 x3 ’ )
i n c e p t i o n 3 g 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 3 f o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 g / 5 x 5 r ed u ce ’ )
i n c ep t i o n 3 g d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 3 g 5 x 5 r ed u ce , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 g / doub l e3x3a ’ )
i n c ep t i o n 3 g d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 3 g d o u b l e3 x 3 a , 9 6 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 g / doub l e3x3b ’ )
i n c e p t i o n 3 g p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 3 g / poo l ’ ) ( i n c e p t i o n 3 f o u t p u t )
i n c e p t i o n 3 g p o o l p r o j = Conv2D bn ( i n c e p t i o n 3 g p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 g / p o o l p r o j ’ )
i n c e p t i o n 3 g o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 3 g 1 x 1 , i n c ep t i o n 3 g 3 x 3 , i n c ep t i o n 3 g d o u b l e3 x 3 b , i n c e p t i o n 3 g p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 3 g / o u t p u t ’ )
# #####################################
i n c ep t i o n 3 h 1 x 1 = Conv2D bn ( i n c e p t i o n 3 g o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 h / 1 x1 ’ )
i n c e p t i o n 3 h 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 3 g o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 h / 3 x 3 r ed u ce ’ )
i n c ep t i o n 3 h 3 x 3 = Conv2D bn ( i n c ep t i o n 3 h 3 x 3 r ed u ce , 1 9 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 h / 3 x3 ’ )
i n c e p t i o n 3 h 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 3 g o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 h / 5 x 5 r ed u ce ’ )
i n c ep t i o n 3 h d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 3 h 5 x 5 r ed u ce , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 h / doub l e3x3a ’ )
i n c ep t i o n 3 h d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 3 h d o u b l e3 x 3 a , 9 6 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 h / doub l e3x3b ’ )
i n c e p t i o n 3 h p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 3 h / poo l ’ ) ( i n c e p t i o n 3 g o u t p u t )
i n c e p t i o n 3 h p o o l p r o j = Conv2D bn ( i n c e p t i o n 3 h p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 h / p o o l p r o j ’ )
i n c e p t i o n 3 h o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 3 h 1 x 1 , i n c ep t i o n 3 h 3 x 3 , i n c ep t i o n 3 h d o u b l e3 x 3 b , i n c e p t i o n 3 h p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 3 h / o u t p u t ’ )
# #####################################
i n c e p t i o n 3 i 1 x 1 = Conv2D bn ( i n c e p t i o n 3 h o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 i / 1 x1 ’ )
i n c e p t i o n 3 i 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 3 h o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 i / 3 x 3 r ed u ce ’ )
i n c e p t i o n 3 i 3 x 3 = Conv2D bn ( i n c e p t i o n 3 i 3 x 3 r e d u c e , 1 9 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 i / 3 x3 ’ )
i n c e p t i o n 3 i 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 3 h o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 i / 5 x 5 r ed u ce ’ )
i n c e p t i o n 3 i d o u b l e 3 x 3 a = Conv2D bn ( i n c e p t i o n 3 i 5 x 5 r e d u c e , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 i / doub l e3x3a ’ )
i n c e p t i o n 3 i d o u b l e 3 x 3 b = Conv2D bn ( i n c ep t i o n 3 i d o u b l e3 x 3 a , 9 6 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 i / doub l e3x3b ’ )
i n c e p t i o n 3 i p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 3 i / poo l ’ ) ( i n c e p t i o n 3 h o u t p u t )
i n c e p t i o n 3 i p o o l p r o j = Conv2D bn ( i n c e p t i o n 3 i p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 i / p o o l p r o j ’ )
i n c e p t i o n 3 i o u t p u t = c o n c a t e n a t e ( [ i n c e p t i o n 3 i 1 x 1 , i n c e p t i o n 3 i 3 x 3 , i n c ep t i o n 3 i d o u b l e3 x 3 b , i n c e p t i o n 3 i p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 3 i / o u t p u t ’ )
# #####################################
i n c e p t i o n 3 j 1 x 1 = Conv2D bn ( i n c e p t i o n 3 i o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 j / 1 x1 ’ )
i n c e p t i o n 3 j 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 3 i o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 j / 3 x 3 r ed u ce ’ )
i n c e p t i o n 3 j 3 x 3 = Conv2D bn ( i n c e p t i o n 3 j 3 x 3 r e d u c e , 1 9 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 j / 3 x3 ’ )
i n c e p t i o n 3 j 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 3 i o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 j / 5 x 5 r ed u ce ’ )
i n c e p t i o n 3 j d o u b l e 3 x 3 a = Conv2D bn ( i n c e p t i o n 3 j 5 x 5 r e d u c e , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 j / doub l e3x3a ’ )
i n c e p t i o n 3 j d o u b l e 3 x 3 b = Conv2D bn ( i n c ep t i o n 3 j d o u b l e3 x 3 a , 9 6 , ( 3 , 3 ) , name= ’ i n c e p t i o n 3 j / doub l e3x3b ’ )
i n c e p t i o n 3 j p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 3 j / poo l ’ ) ( i n c e p t i o n 3 i o u t p u t )
i n c e p t i o n 3 j p o o l p r o j = Conv2D bn ( i n c e p t i o n 3 j p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 3 j / p o o l p r o j ’ )
i n c e p t i o n 3 j o u t p u t = c o n c a t e n a t e ( [ i n c e p t i o n 3 j 1 x 1 , i n c e p t i o n 3 j 3 x 3 , i n c ep t i o n 3 j d o u b l e3 x 3 b , i n c e p t i o n 3 j p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 3 j / o u t p u t ’ )
# #####################################
# Poo l i ng
# #####################################
p o o l 3 3 x 3 s2 = MaxPooling2D ( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 2 , 2 ) , padd ing= ’ same ’ , name= ’ poo l3 / 3 x3 s2 ’ ) ( i n c e p t i o n 3 j o u t p u t )
# #####################################
i n c e p t i o n 4 a 1 x 1 = Conv2D bn ( poo l3 3x3 s2 , 1 9 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 a / 1 x1 ’ )
i n c e p t i o n 4 a 3 x 3 r e d u c e = Conv2D bn ( poo l3 3x3 s2 , 9 6 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 a / 3 x 3 r ed u ce ’ )
i n c e p t i o n 4 a 3 x 3 = Conv2D bn ( i n c ep t i o n 4 a 3 x 3 r ed u ce , 2 0 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 a / 3 x3 ’ )
i n c e p t i o n 4 a 5 x 5 r e d u c e = Conv2D bn ( poo l3 3x3 s2 , 1 6 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 a / 5 x 5 r ed u ce ’ )
i n c ep t i o n 4 a d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 4 a 5 x 5 r ed u ce , 1 6 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 a / doub l e3x3a ’ )
i n c ep t i o n 4 a d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 4 a d o u b l e3 x 3 a , 4 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 a / doub l e3x3b ’ )
i n c e p t i o n 4 a p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 4 a / poo l ’ ) ( p o o l 3 3 x 3 s2 )
i n c e p t i o n 4 a p o o l p r o j = Conv2D bn ( i n c e p t i o n 4 a p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 a / p o o l p r o j ’ )
i n c e p t i o n 4 a o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 4 a 1 x 1 , i n c ep t i o n 4 a 3 x 3 , i n c ep t i o n 4 a d o u b l e3 x 3 b , i n c e p t i o n 4 a p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 4 a / o u t p u t ’
)
# #####################################
l o s s 1 a v e p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 5 , 5 ) , s t r i d e s = ( 3 , 3 ) , name= ’ l o s s 1 / av e p o o l ’ ) ( i n c e p t i o n 4 a o u t p u t )
l o s s 1 co n v = Conv2D bn ( l o s s 1 av e p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ l o s s 1 / conv ’ )
l o s s 1 f l a t = F l a t t e n ( ) ( l o s s 1 co n v )
l o s s 1 f c = Dense (1024 , a c t i v a t i o n = ’ r e l u ’ , name= ’ l o s s 1 / f c ’ , k e r n e l r e g u l a r i z e r = l 2 (L2 WEIGHT DECAY ) ) ( l o s s 1 f l a t )
l o s s 1 c l a s s i f i e r = Dense (1000 , name= ’ l o s s 1 / c l a s s i f i e r ’ , k e r n e l r e g u l a r i z e r = l 2 (L2 WEIGHT DECAY) ) ( l o s s 1 f c )
l o s s 1 c l a s s i f i e r a c t = A c t i v a t i o n ( ’ so f tmax ’ ) ( l o s s 1 c l a s s i f i e r )
# #####################################
i n c ep t i o n 4 b 1 x 1 = Conv2D bn ( i n c e p t i o n 4 a o u t p u t , 1 6 0 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 b / 1 x1 ’ )
i n c e p t i o n 4 b 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 4 a o u t p u t , 1 1 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 b / 3 x 3 r ed u ce ’ )
i n c ep t i o n 4 b 3 x 3 = Conv2D bn ( i n c ep t i o n 4 b 3 x 3 r ed u ce , 2 2 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 b / 3 x3 ’ )
i n c e p t i o n 4 b 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 4 a o u t p u t , 2 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 b / 5 x 5 r ed u ce ’ )
i n c ep t i o n 4 b d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 4 b 5 x 5 r ed u ce , 2 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 b / doub l e3x3a ’ )
i n c ep t i o n 4 b d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 4 b d o u b l e3 x 3 a , 6 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 b / doub l e3x3b ’ )
i n c e p t i o n 4 b p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 4 b / poo l ’ ) ( i n c e p t i o n 4 a o u t p u t )
i n c e p t i o n 4 b p o o l p r o j = Conv2D bn ( i n c e p t i o n 4 b p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 b / p o o l p r o j ’ )
i n c e p t i o n 4 b o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 4 b 1 x 1 , i n c ep t i o n 4 b 3 x 3 , i n c ep t i o n 4 b d o u b l e3 x 3 b , i n c e p t i o n 4 b p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 4 b o u t p u t ’ )
# #####################################
i n c e p t i o n 4 c 1 x 1 = Conv2D bn ( i n c e p t i o n 4 b o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 c / 1 x1 ’ )
i n c e p t i o n 4 c 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 4 b o u t p u t , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 c / 3 x 3 r ed u ce ’ )
i n c e p t i o n 4 c 3 x 3 = Conv2D bn ( i n c ep t i o n 4 c 3 x 3 r ed u ce , 2 5 6 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 c / 3 x3 ’ )
i n c e p t i o n 4 c 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 4 b o u t p u t , 2 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 c / 5 x 5 r ed u ce ’ )
i n c ep t i o n 4 c d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 4 c 5 x 5 r ed u ce , 2 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 c / doub l e3x3a ’ )
i n c ep t i o n 4 c d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 4 c d o u b l e3 x 3 a , 6 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 c / doub l e3x3b ’ )
i n c e p t i o n 4 c p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 4 c / poo l ’ ) ( i n c e p t i o n 4 b o u t p u t )
i n c e p t i o n 4 c p o o l p r o j = Conv2D bn ( i n c e p t i o n 4 c p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 c / p o o l p r o j ’ )
i n c e p t i o n 4 c o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 4 c 1 x 1 , i n c ep t i o n 4 c 3 x 3 , i n c ep t i o n 4 c d o u b l e3 x 3 b , i n c e p t i o n 4 c p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 4 c / o u t p u t ’ )
# #####################################
i n c ep t i o n 4 d 1 x 1 = Conv2D bn ( i n c e p t i o n 4 c o u t p u t , 1 1 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 d / 1 x1 ’ )
i n c e p t i o n 4 d 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 4 c o u t p u t , 1 4 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 d / 3 x 3 r ed u ce ’ )
i n c ep t i o n 4 d 3 x 3 = Conv2D bn ( i n c ep t i o n 4 d 3 x 3 r ed u ce , 2 8 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 d / 3 x3 ’ )
i n c e p t i o n 4 d 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 4 c o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 d / 5 x 5 r ed u ce ’ )
i n c ep t i o n 4 d d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 4 d 5 x 5 r ed u ce , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 d / doub l e3x3a ’ )
i n c ep t i o n 4 d d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 4 d d o u b l e3 x 3 a , 6 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 d / doub l e3x3b ’ )
i n c e p t i o n 4 d p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 4 d / poo l ’ ) ( i n c e p t i o n 4 c o u t p u t )
i n c e p t i o n 4 d p o o l p r o j = Conv2D bn ( i n c e p t i o n 4 d p o o l , 6 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 d / p o o l p r o j ’ )
i n c e p t i o n 4 d o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 4 d 1 x 1 , i n c ep t i o n 4 d 3 x 3 , i n c ep t i o n 4 d d o u b l e3 x 3 b , i n c e p t i o n 4 d p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 4 d / o u t p u t ’ )
# #####################################
i n c e p t i o n 4 e 1 x 1 = Conv2D bn ( i n c e p t i o n 4 d o u t p u t , 2 5 6 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 e / 1 x1 ’ )
i n c e p t i o n 4 e 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 4 d o u t p u t , 1 6 0 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 e / 3 x 3 r ed u ce ’ )
i n c e p t i o n 4 e 3 x 3 = Conv2D bn ( i n c ep t i o n 4 e 3 x 3 r ed u ce , 3 2 0 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 e / 3 x3 ’ )
i n c e p t i o n 4 e 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 4 d o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 e / 5 x 5 r ed u ce ’ )
i n c ep t i o n 4 e d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 4 e 5 x 5 r ed u ce , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 e / doub l e3x3a ’ )
i n c ep t i o n 4 e d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 4 e d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 e / doub l e3x3b ’ )
i n c e p t i o n 4 e p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 4 e / poo l ’ ) ( i n c e p t i o n 4 d o u t p u t )
i n c e p t i o n 4 e p o o l p r o j = Conv2D bn ( i n c e p t i o n 4 e p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 e / p o o l p r o j ’ )
i n c e p t i o n 4 e o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 4 e 1 x 1 , i n c ep t i o n 4 e 3 x 3 , i n c ep t i o n 4 e d o u b l e3 x 3 b , i n c e p t i o n 4 e p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 4 e / o u t p u t ’ )
# #####################################
i n c e p t i o n 4 f 1 x 1 = Conv2D bn ( i n c e p t i o n 4 e o u t p u t , 2 5 6 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 f / 1 x1 ’ )
i n c e p t i o n 4 f 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 4 e o u t p u t , 1 6 0 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 f / 3 x 3 r ed u ce ’ )
i n c e p t i o n 4 f 3 x 3 = Conv2D bn ( i n c e p t i o n 4 f 3 x 3 r e d u c e , 3 2 0 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 f / 3 x3 ’ )
i n c e p t i o n 4 f 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 4 e o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 f / 5 x 5 r ed u ce ’ )
i n c e p t i o n 4 f d o u b l e 3 x 3 a = Conv2D bn ( i n c e p t i o n 4 f 5 x 5 r e d u c e , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 f / doub l e3x3a ’ )
i n c e p t i o n 4 f d o u b l e 3 x 3 b = Conv2D bn ( i n c ep t i o n 4 f d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 f / doub l e3x3b ’ )
i n c e p t i o n 4 f p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 4 f / poo l ’ ) ( i n c e p t i o n 4 e o u t p u t )
i n c e p t i o n 4 f p o o l p r o j = Conv2D bn ( i n c e p t i o n 4 f p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 f / p o o l p r o j ’ )
i n c e p t i o n 4 f o u t p u t = c o n c a t e n a t e ( [ i n c e p t i o n 4 f 1 x 1 , i n c e p t i o n 4 f 3 x 3 , i n c ep t i o n 4 f d o u b l e3 x 3 b , i n c e p t i o n 4 f p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 4 f / o u t p u t ’ )
# #####################################
i n c ep t i o n 4 g 1 x 1 = Conv2D bn ( i n c e p t i o n 4 f o u t p u t , 2 5 6 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 g / 1 x1 ’ )
i n c e p t i o n 4 g 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 4 f o u t p u t , 1 6 0 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 g / 3 x 3 r ed u ce ’ )
i n c ep t i o n 4 g 3 x 3 = Conv2D bn ( i n c ep t i o n 4 g 3 x 3 r ed u ce , 3 2 0 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 g / 3 x3 ’ )
i n c e p t i o n 4 g 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 4 f o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 g / 5 x 5 r ed u ce ’ )
i n c ep t i o n 4 g d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 4 g 5 x 5 r ed u ce , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 g / doub l e3x3a ’ )
i n c ep t i o n 4 g d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 4 g d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 g / doub l e3x3b ’ )
i n c e p t i o n 4 g p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 4 g / poo l ’ ) ( i n c e p t i o n 4 f o u t p u t )
i n c e p t i o n 4 g p o o l p r o j = Conv2D bn ( i n c e p t i o n 4 g p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 g / p o o l p r o j ’ )
i n c e p t i o n 4 g o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 4 g 1 x 1 , i n c ep t i o n 4 g 3 x 3 , i n c ep t i o n 4 g d o u b l e3 x 3 b , i n c e p t i o n 4 g p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 4 g / o u t p u t ’ )
# #####################################
l o s s 2 a v e p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 5 , 5 ) , s t r i d e s = ( 3 , 3 ) , name= ’ l o s s 2 / av e p o o l ’ ) ( i n c e p t i o n 4 g o u t p u t )
l o s s 2 co n v = Conv2D bn ( l o s s 2 av e p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ l o s s 2 / conv ’ )
l o s s 2 f l a t = F l a t t e n ( ) ( l o s s 2 co n v )
l o s s 2 f c = Dense (1024 , a c t i v a t i o n = ’ r e l u ’ , name= ’ l o s s 2 / f c ’ , k e r n e l r e g u l a r i z e r = l 2 (L2 WEIGHT DECAY ) ) ( l o s s 2 f l a t )
l o s s 2 c l a s s i f i e r = Dense (1000 , name= ’ l o s s 2 / c l a s s i f i e r ’ , k e r n e l r e g u l a r i z e r = l 2 (L2 WEIGHT DECAY) ) ( l o s s 2 f c )
l o s s 2 c l a s s i f i e r a c t = A c t i v a t i o n ( ’ so f tmax ’ ) ( l o s s 2 c l a s s i f i e r )
# #####################################
i n c ep t i o n 4 h 1 x 1 = Conv2D bn ( i n c e p t i o n 4 g o u t p u t , 2 5 6 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 h / 1 x1 ’ )
i n c e p t i o n 4 h 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 4 g o u t p u t , 1 6 0 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 h / 3 x 3 r ed u ce ’ )
i n c ep t i o n 4 h 3 x 3 = Conv2D bn ( i n c ep t i o n 4 h 3 x 3 r ed u ce , 3 2 0 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 h / 3 x3 ’ )
i n c e p t i o n 4 h 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 4 g o u t p u t , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 h / 5 x 5 r ed u ce ’ )
i n c ep t i o n 4 h d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 4 h 5 x 5 r ed u ce , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 h / doub l e3x3a ’ )
i n c ep t i o n 4 h d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 4 h d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 4 h / doub l e3x3b ’ )
i n c e p t i o n 4 h p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 4 h / poo l ’ ) ( i n c e p t i o n 4 g o u t p u t )
i n c e p t i o n 4 h p o o l p r o j = Conv2D bn ( i n c e p t i o n 4 h p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 4 h / p o o l p r o j ’ )
i n c e p t i o n 4 h o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 4 h 1 x 1 , i n c ep t i o n 4 h 3 x 3 , i n c ep t i o n 4 h d o u b l e3 x 3 b , i n c e p t i o n 4 h p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 4 h / o u t p u t ’ )
# #####################################
# Poo l i ng
# #####################################
p o o l 4 3 x 3 s2 = MaxPooling2D ( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 2 , 2 ) , padd ing= ’ same ’ , name= ’ poo l4 / 3 x3 s2 ’ ) ( i n c e p t i o n 4 h o u t p u t )
# #####################################
i n c e p t i o n 5 a 1 x 1 = Conv2D bn ( poo l4 3x3 s2 , 2 5 6 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 a / 1 x1 ’ )
i n c e p t i o n 5 a 3 x 3 r e d u c e = Conv2D bn ( poo l4 3x3 s2 , 1 6 0 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 a / 3 x 3 r ed u ce ’ )
i n c e p t i o n 5 a 3 x 3 = Conv2D bn ( i n c ep t i o n 5 a 3 x 3 r ed u ce , 3 2 0 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 a / 3 x3 ’ )
i n c e p t i o n 5 a 5 x 5 r e d u c e = Conv2D bn ( poo l4 3x3 s2 , 3 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 a / 5 x 5 r ed u ce ’ )
i n c ep t i o n 5 a d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 5 a 5 x 5 r ed u ce , 3 2 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 a / doub l e3x3a ’ )
i n c ep t i o n 5 a d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 5 a d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 a / doub l e3x3b ’ )
i n c e p t i o n 5 a p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 5 a / poo l ’ ) ( p o o l 4 3 x 3 s2 )
i n c e p t i o n 5 a p o o l p r o j = Conv2D bn ( i n c e p t i o n 5 a p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 a / p o o l p r o j ’ )
i n c e p t i o n 5 a o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 5 a 1 x 1 , i n c ep t i o n 5 a 3 x 3 , i n c ep t i o n 5 a d o u b l e3 x 3 b , i n c e p t i o n 5 a p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 5 a / o u t p u t ’ )
# #####################################
i n c ep t i o n 5 b 1 x 1 = Conv2D bn ( i n c e p t i o n 5 a o u t p u t , 3 8 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 b / 1 x1 ’ )
i n c e p t i o n 5 b 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 5 a o u t p u t , 1 9 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 b / 3 x 3 r ed u ce ’ )
i n c ep t i o n 5 b 3 x 3 = Conv2D bn ( i n c ep t i o n 5 b 3 x 3 r ed u ce , 3 8 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 b / 3 x3 ’ )
i n c e p t i o n 5 b 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 5 a o u t p u t , 4 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 b / 5 x 5 r ed u ce ’ )
i n c ep t i o n 5 b d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 5 b 5 x 5 r ed u ce , 4 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 b / doub l e3x3a ’ )
i n c ep t i o n 5 b d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 5 b d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 b / doub l e3x3b ’ )
i n c e p t i o n 5 b p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 5 b / poo l ’ ) ( i n c e p t i o n 5 a o u t p u t )
i n c e p t i o n 5 b p o o l p r o j = Conv2D bn ( i n c e p t i o n 5 b p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 b / p o o l p r o j ’ )
i n c e p t i o n 5 b o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 5 b 1 x 1 , i n c ep t i o n 5 b 3 x 3 , i n c ep t i o n 5 b d o u b l e3 x 3 b , i n c e p t i o n 5 b p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 5 b / o u t p u t ’ )
# #####################################
i n c e p t i o n 5 c 1 x 1 = Conv2D bn ( i n c e p t i o n 5 b o u t p u t , 3 8 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 c / 1 x1 ’ )
i n c e p t i o n 5 c 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 5 b o u t p u t , 1 9 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 c / 3 x 3 r ed u ce ’ )
i n c e p t i o n 5 c 3 x 3 = Conv2D bn ( i n c ep t i o n 5 c 3 x 3 r ed u ce , 3 8 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 c / 3 x3 ’ )
i n c e p t i o n 5 c 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 5 b o u t p u t , 4 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 c / 5 x 5 r ed u ce ’ )
i n c ep t i o n 5 c d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 5 c 5 x 5 r ed u ce , 4 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 c / doub l e3x3a ’ )
i n c ep t i o n 5 c d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 5 c d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 c / doub l e3x3b ’ )
i n c e p t i o n 5 c p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 5 c / poo l ’ ) ( i n c e p t i o n 5 b o u t p u t )
i n c e p t i o n 5 c p o o l p r o j = Conv2D bn ( i n c e p t i o n 5 c p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 c / p o o l p r o j ’ )
i n c e p t i o n 5 c o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 5 c 1 x 1 , i n c ep t i o n 5 c 3 x 3 , i n c ep t i o n 5 c d o u b l e3 x 3 b , i n c e p t i o n 5 c p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 5 c / o u t p u t ’ )
# #####################################
i n c ep t i o n 5 d 1 x 1 = Conv2D bn ( i n c e p t i o n 5 c o u t p u t , 3 8 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 d / 1 x1 ’ )
i n c e p t i o n 5 d 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 5 c o u t p u t , 1 9 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 d / 3 x 3 r ed u ce ’ )
i n c ep t i o n 5 d 3 x 3 = Conv2D bn ( i n c ep t i o n 5 d 3 x 3 r ed u ce , 3 8 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 d / 3 x3 ’ )
i n c e p t i o n 5 d 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 5 c o u t p u t , 4 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 d / 5 x 5 r ed u ce ’ )
i n c ep t i o n 5 d d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 5 d 5 x 5 r ed u ce , 4 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 d / doub l e3x3a ’ )
i n c ep t i o n 5 d d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 5 d d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 d / doub l e3x3b ’ )
i n c e p t i o n 5 d p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 5 d / poo l ’ ) ( i n c e p t i o n 5 c o u t p u t )
i n c e p t i o n 5 d p o o l p r o j = Conv2D bn ( i n c e p t i o n 5 d p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 d / p o o l p r o j ’ )
i n c e p t i o n 5 d o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 5 d 1 x 1 , i n c ep t i o n 5 d 3 x 3 , i n c ep t i o n 5 d d o u b l e3 x 3 b , i n c e p t i o n 5 d p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 5 d / o u t p u t ’ )
# #####################################
i n c e p t i o n 5 e 1 x 1 = Conv2D bn ( i n c e p t i o n 5 d o u t p u t , 3 8 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 e / 1 x1 ’ )
i n c e p t i o n 5 e 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 5 d o u t p u t , 1 9 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 e / 3 x 3 r ed u ce ’ )
i n c e p t i o n 5 e 3 x 3 = Conv2D bn ( i n c ep t i o n 5 e 3 x 3 r ed u ce , 3 8 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 e / 3 x3 ’ )
i n c e p t i o n 5 e 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 5 d o u t p u t , 4 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 e / 5 x 5 r ed u ce ’ )
i n c ep t i o n 5 e d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 5 e 5 x 5 r ed u ce , 4 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 e / doub l e3x3a ’ )
i n c ep t i o n 5 e d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 5 e d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 e / doub l e3x3b ’ )
i n c e p t i o n 5 e p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 5 e / poo l ’ ) ( i n c e p t i o n 5 d o u t p u t )
i n c e p t i o n 5 e p o o l p r o j = Conv2D bn ( i n c e p t i o n 5 e p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 e / p o o l p r o j ’ )
i n c e p t i o n 5 e o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 5 e 1 x 1 , i n c ep t i o n 5 e 3 x 3 , i n c ep t i o n 5 e d o u b l e3 x 3 b , i n c e p t i o n 5 e p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 5 e / o u t p u t ’ )
# #####################################
i n c e p t i o n 5 f 1 x 1 = Conv2D bn ( i n c e p t i o n 5 e o u t p u t , 3 8 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 f / 1 x1 ’ )
i n c e p t i o n 5 f 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 5 e o u t p u t , 1 9 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 f / 3 x 3 r ed u ce ’ )
i n c e p t i o n 5 f 3 x 3 = Conv2D bn ( i n c e p t i o n 5 f 3 x 3 r e d u c e , 3 8 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 f / 3 x3 ’ )
i n c e p t i o n 5 f 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 5 e o u t p u t , 4 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 f / 5 x 5 r ed u ce ’ )
i n c e p t i o n 5 f d o u b l e 3 x 3 a = Conv2D bn ( i n c e p t i o n 5 f 5 x 5 r e d u c e , 4 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 f / doub l e3x3a ’ )
i n c e p t i o n 5 f d o u b l e 3 x 3 b = Conv2D bn ( i n c ep t i o n 5 f d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 f / doub l e3x3b ’ )
i n c e p t i o n 5 f p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 5 f / poo l ’ ) ( i n c e p t i o n 5 e o u t p u t )
i n c e p t i o n 5 f p o o l p r o j = Conv2D bn ( i n c e p t i o n 5 f p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 f / p o o l p r o j ’ )
i n c e p t i o n 5 f o u t p u t = c o n c a t e n a t e ( [ i n c e p t i o n 5 f 1 x 1 , i n c e p t i o n 5 f 3 x 3 , i n c ep t i o n 5 f d o u b l e3 x 3 b , i n c e p t i o n 5 f p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 5 f / o u t p u t ’ )
# #####################################
i n c ep t i o n 5 g 1 x 1 = Conv2D bn ( i n c e p t i o n 5 f o u t p u t , 3 8 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 g / 1 x1 ’ )
i n c e p t i o n 5 g 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 5 f o u t p u t , 1 9 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 g / 3 x 3 r ed u ce ’ )
i n c ep t i o n 5 g 3 x 3 = Conv2D bn ( i n c ep t i o n 5 g 3 x 3 r ed u ce , 3 8 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 g / 3 x3 ’ )
i n c e p t i o n 5 g 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 5 f o u t p u t , 4 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 g / 5 x 5 r ed u ce ’ )
i n c ep t i o n 5 g d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 5 g 5 x 5 r ed u ce , 4 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 g / doub l e3x3a ’ )
i n c ep t i o n 5 g d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 5 g d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 g / doub l e3x3b ’ )
i n c e p t i o n 5 g p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 5 g / poo l ’ ) ( i n c e p t i o n 5 f o u t p u t )
i n c e p t i o n 5 g p o o l p r o j = Conv2D bn ( i n c e p t i o n 5 g p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 g / p o o l p r o j ’ )
i n c e p t i o n 5 g o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 5 g 1 x 1 , i n c ep t i o n 5 g 3 x 3 , i n c ep t i o n 5 g d o u b l e3 x 3 b , i n c e p t i o n 5 g p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 5 g / o u t p u t ’ )
# #####################################
i n c ep t i o n 5 h 1 x 1 = Conv2D bn ( i n c e p t i o n 5 g o u t p u t , 3 8 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 h / 1 x1 ’ )
i n c e p t i o n 5 h 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 5 g o u t p u t , 1 9 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 h / 3 x 3 r ed u ce ’ )
i n c ep t i o n 5 h 3 x 3 = Conv2D bn ( i n c ep t i o n 5 h 3 x 3 r ed u ce , 3 8 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 h / 3 x3 ’ )
i n c e p t i o n 5 h 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 5 g o u t p u t , 4 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 h / 5 x 5 r ed u ce ’ )
i n c ep t i o n 5 h d o u b l e3 x 3 a = Conv2D bn ( i n c ep t i o n 5 h 5 x 5 r ed u ce , 4 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 h / doub l e3x3a ’ )
i n c ep t i o n 5 h d o u b l e3 x 3 b = Conv2D bn ( i n c ep t i o n 5 h d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 h / doub l e3x3b ’ )
i n c e p t i o n 5 h p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 5 h / poo l ’ ) ( i n c e p t i o n 5 g o u t p u t )
i n c e p t i o n 5 h p o o l p r o j = Conv2D bn ( i n c e p t i o n 5 h p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 h / p o o l p r o j ’ )
i n c e p t i o n 5 h o u t p u t = c o n c a t e n a t e ( [ i n c ep t i o n 5 h 1 x 1 , i n c ep t i o n 5 h 3 x 3 , i n c ep t i o n 5 h d o u b l e3 x 3 b , i n c e p t i o n 5 h p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 5 h / o u t p u t ’ )
# #####################################
i n c e p t i o n 5 i 1 x 1 = Conv2D bn ( i n c e p t i o n 5 h o u t p u t , 3 8 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 i / 1 x1 ’ )
i n c e p t i o n 5 i 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 5 h o u t p u t , 1 9 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 i / 3 x 3 r ed u ce ’ )
i n c e p t i o n 5 i 3 x 3 = Conv2D bn ( i n c e p t i o n 5 i 3 x 3 r e d u c e , 3 8 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 i / 3 x3 ’ )
i n c e p t i o n 5 i 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 5 h o u t p u t , 4 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 i / 5 x 5 r ed u ce ’ )
i n c e p t i o n 5 i d o u b l e 3 x 3 a = Conv2D bn ( i n c e p t i o n 5 i 5 x 5 r e d u c e , 4 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 i / doub l e3x3a ’ )
i n c e p t i o n 5 i d o u b l e 3 x 3 b = Conv2D bn ( i n c ep t i o n 5 i d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 i / doub l e3x3b ’ )
i n c e p t i o n 5 i p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 5 i / poo l ’ ) ( i n c e p t i o n 5 h o u t p u t )
i n c e p t i o n 5 i p o o l p r o j = Conv2D bn ( i n c e p t i o n 5 i p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 i / p o o l p r o j ’ )
i n c e p t i o n 5 i o u t p u t = c o n c a t e n a t e ( [ i n c e p t i o n 5 i 1 x 1 , i n c e p t i o n 5 i 3 x 3 , i n c ep t i o n 5 i d o u b l e3 x 3 b , i n c e p t i o n 5 i p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 5 i / o u t p u t ’ )
# #####################################
i n c e p t i o n 5 j 1 x 1 = Conv2D bn ( i n c e p t i o n 5 i o u t p u t , 3 8 4 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 j / 1 x1 ’ )
i n c e p t i o n 5 j 3 x 3 r e d u c e = Conv2D bn ( i n c e p t i o n 5 i o u t p u t , 1 9 2 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 j / 3 x 3 r ed u ce ’ )
i n c e p t i o n 5 j 3 x 3 = Conv2D bn ( i n c e p t i o n 5 j 3 x 3 r e d u c e , 3 8 4 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 j / 3 x3 ’ )
i n c e p t i o n 5 j 5 x 5 r e d u c e = Conv2D bn ( i n c e p t i o n 5 i o u t p u t , 4 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 j / 5 x 5 r ed u ce ’ )
i n c e p t i o n 5 j d o u b l e 3 x 3 a = Conv2D bn ( i n c e p t i o n 5 j 5 x 5 r e d u c e , 4 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 j / doub l e3x3a ’ )
i n c e p t i o n 5 j d o u b l e 3 x 3 b = Conv2D bn ( i n c ep t i o n 5 j d o u b l e3 x 3 a , 1 2 8 , ( 3 , 3 ) , name= ’ i n c e p t i o n 5 j / doub l e3x3b ’ )
i n c e p t i o n 5 j p o o l = AveragePoo l i ng2D( p o o l s i z e = ( 3 , 3 ) , s t r i d e s = ( 1 , 1 ) , padd ing= ’ same ’ , name= ’ i n c e p t i o n 5 j / poo l ’ ) ( i n c e p t i o n 5 i o u t p u t )
i n c e p t i o n 5 j p o o l p r o j = Conv2D bn ( i n c e p t i o n 5 j p o o l , 1 2 8 , ( 1 , 1 ) , name= ’ i n c e p t i o n 5 j / p o o l p r o j ’ )
i n c e p t i o n 5 j o u t p u t = c o n c a t e n a t e ( [ i n c e p t i o n 5 j 1 x 1 , i n c e p t i o n 5 j 3 x 3 , i n c ep t i o n 5 j d o u b l e3 x 3 b , i n c e p t i o n 5 j p o o l p r o j ] , a x i s = co n ca t ax i s , name= ’ i n c e p t i o n 5 j / o u t p u t ’ )
# #####################################
# Poo l i ng
# #####################################
p o o l 5 7 x 7 s1 = AveragePoo l i ng2D( p o o l s i z e = ( 7 , 7 ) , s t r i d e s = ( 1 , 1 ) , name= ’ poo l5 / 7 x7 s2 ’ ) ( i n c e p t i o n 5 j o u t p u t )
l o s s 3 f l a t = F l a t t e n ( ) ( p o o l 5 7 x 7 s1 )
l o s s 3 c l a s s i f i e r = Dense (1000 , name= ’ l o s s 3 / c l a s s i f i e r ’ , k e r n e l r e g u l a r i z e r = l 2 (L2 WEIGHT DECAY) ) ( l o s s 3 f l a t )
l o s s 3 c l a s s i f i e r a c t = A c t i v a t i o n ( ’ so f tmax ’ , name= ’ p rob ’ ) ( l o s s 3 c l a s s i f i e r )
d e ep i n c ep t i o n = Model ( i n p u t s= img inpu t , o u t p u t s=[ l o s s 1 c l a s s i f i e r a c t , l o s s 2 c l a s s i f i e r a c t , l o s s 3 c l a s s i f i e r a c t ] ) # , l o s s 3 f l a t
i f we i g h t s p a t h :
d e ep i n c ep t i o n . l o ad we i g h t s ( we i g h t s p a t h )
return d eep i n c ep t i o n
