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This paper deals with the solvability of the nonlinear operator equations in 
normed spaces Yx = EGx + J where dp is a linear map with possible nontrivial 
kernel. Applications are given to the existence of periodic solutions for the third- 
order scalar differential equation x”’ + ax” + bx’ + cx + g(t, x) = p(t) under various 
conditions on the interaction of g(t, x)/x with spectral contigurations of a, b, 
and c. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
In this paper, we present some existence results for an equation in 
function spaces of the type 
Lt’x=EGx+f, fEIm 9. (1.1) 
* Work started as a CNR Research Fellow in IAGA (Firenze), and concluded while 
visiting the International Centre for Theoretical Physics (Trieste). 
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We assume that 6p is a linear differential operator, with (possibly) a non- 
trivial kernel, G is a nonlinear Nemytskii operator, and E is a linear 
mapping. 
Applications are then given to periodic boundary value problem (PBVP) 
for the third-order scalar ordinary differential equation 
x”’ + ax” + bx’ + cx + g( t, x) = p(b). (1.2) 
Arising from nonlinear vibrations [ 141, electric circuits theory [37], and 
mathematical biology [8, 23, 281, the problem of nonlinear oscillations for 
third-order ordinary differential equations (ODES) has been widely 
investigated in the last forty years, both in the autonomous and in the 
nonautonomous cases. 
Even from the mathematical point of view, the study of third-order 
equations is worthwhile, since, with respect to second-order equations, 
some classical tools have not found applications. Furthermore, variational 
methods still do not work (in general) for odd-order scalar equations. 
Various approaches have been proposed to tackle these problems, like 
Liapunov theory [S, 21, 461, theory of dissipative systems [18, 22, 35, 481, 
and frequency-domain methods [l-3, 6, 36, 471. Functional analytical 
techniques, like Schauder fixed point theorem and Leray-Schauder 
topological degree theory, were introduced by J. 0. C. Ezeilo [lo] and 
Gaetano Villari [4,45], for establishing the existence of periodic solutions 
to equations of the form (1.2), or generalizations of it. Further progress 
was made in subsequent papers of R. Reissig [38, 393, S. Sedziwy [43], 
G. Giissefeldt [ 173, and J. Mawhin [24]. In this last article, many 
examples of equations which are not of class D (in the sense of Levinson 
[22]) are produced. For an outline of the results up to the late 1960s we 
refer to the monograph by R. Reissig, G. Sansone, and R. Conti [42] 
and the thesis of J. Mawhin [24]. Furthermore, updated references are 
contained in the very recent works of J. 0. C. Ezeilo and J. Onyia [ 131, 
A. U. Afuwape [2], and also in the survey paper by J. 0. C. Ezeilo [ 111. 
Finally, we briefly describe the plan of this paper. In Section 2, some 
existence theorems for Eq. (1.1) are given. They are based on some very 
general results proved in [32] in the framework of the coincidence degree 
theory by J. Mawhin [25]. In Section 3, Eq. (1.2) is settled in the 
functional setting necessary for the application of the abstract theorems. In 
particular, spectral properties of the third-order linear differential operator 
J-H -xl”_ ax” - bx’ - cx, 
with periodic boundary conditions, are described. Then, the existence of 
periodic solutions for (1.2) is established in various situations. In Section 4, 
some final remarks are produced. We wish to observe that some of our 
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results, in the spirit of those recently obtained in [ 12, 131 which are special 
cases of our theorems, work in a much more general setting. These, we 
hope, would shed more light for the problem considered. 
2. ABSTRACT EXISTENCE RESULTS 
Let X and 2 be real Banach spaces with respective norms ) . lx and \.I=. 
Let Y be a real Hilbert space with scalar product ( ., .) and norm 1. ( y = 
(., .)I/2 such that XC Y c Z algebraically and topologically, with Y dense 
in Z. Further, let 
(.,.):XxZ+R 
be a (continuous) bilinear pairing such that 
(4 Y> = (4 Y), for all xEX, yE Y, 
and 
l(x,z)l6lxlx~lzlz for all x E X, z E Z. 
In this situation, the triple (Z, Y, X) is said to be in normal position [4]. 
Let 9’: dom 9 c X-t Z be a linear operator. We assume that 
(i) 9 is a Fredholm mapping of index zero [25], 
(ii) ker 9’ and Im 9 are orthogonal, i.e., (u, u ) = 0, for each 
uEker9 and uEIm 9. 
For any pair (P, Q) of linear bounded projections P: X+ X, Q: Z -+ Z, 
such that Im P = ker 9, ker Q = Im 9, we denote by 
K:=(Lf dom~‘nkerP)~‘(Z-Q):Z~dom~nkerPcX 
(with I the identity operator) the generalized inverse of 9. 
Moreover, let E: Z -+ Z be a linear operator and let G: X+ Z be a 
(possibly) nonlinear mapping. We suppose that 
(iii) E commutes with Q, i.e., QE= EQ, and KE: Z -+ dom 9 n 
ker P c X is continuous and 
(iv) EC is 9-completely continuous [25]. 
Finally, for s E { - 1, l}, we set 
CI, := max{O, sup s(KEu, o)ll4 ‘y}. 
Ofue Ynlm% 
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Then, we are concerned with the solvability in dom die of the operator 
equation in Z, 
dipx=EGx+f, with f EZ. (2.1) 
Next, the following existence theorems are valid. The proofs allow essen- 
tially those given for Theorem 1 and Corollary 2 in [32]. (We shall use as 
in [32] the conventions IzJ r = co for z E Z\Y and 0 x cc = 0.) 
THEOREM 2.1. Let (i)-(iv) be satisfied. Moreover, let us suppose that, for 
some s E { - 1, 11, the following conditions hold: 
(Gl ) there are a constant r > 0, and a function 
/I: R + -+R+ with /\rna p(l)/< = + co, 
such that 
s(x, Gx) 2 ~1, Pxl; + B(lGxl,), 
for every x E dom 9, such that Gx E Im 9 and JGxl z 2 r; 
(G2) for each k > 0, there is r = rk > 0 such that 
s(Px, QGx) 30, for every x E dom 9, 
with jPxJ,>r and Ix-Pxlx<k, IGx(,<k. 
Then, Eq. (2.1) has at least one solution x E dom L?, for each f E Im 9. 
For stating the second result, we need some further assumptions. First, 
note that KE) r maps Y into itself. Next, denote by H the symmetric part 
of KEI ,,, i.e., 
H := (KEI ,, + (KEI Y)*)/2, 
where (KEI r)* is the adjoint of KEJ y, and suppose that: 
(v) H: Y + Y is compact. 
Accordingly, 
a, = max{O, max spec(sH)}, for SE { -1, l}, 
and if cc, > 0, then ker(sH - cc,Z) is finite dimensional. Furthermore, we 
assume that 
(vi) W(G) := G(X) c Y. 
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THEOREM 2.2. Let (i)-(vi) be satisfied. Let us suppose that, for some 
SE { - 1, l}, a, >O, the assumptions (G2) and 
(G3) there are a constant r > 0, a linear symmetric homeomorphism 
A: Y + Y, and a function j?: R + -+ R +, such that 
4x2 Gx) 2 (A% Gx) - P(lGxl y)r 
for every x E dom 9, such that Gx E Im 9 and \Gxl y 2 r, with A - cl,Z 
positive definite on ker(sH - a,Z) and lim,, +m fi([)/t2 = 0, hold. Then, 
Eq. (2.1) has at least one solution x E dom P’, for each f E Im 2. 
Remark 2.1. If G is bounded, i.e., 1 Gxl z < constant for all x E dom 54’, 
then the growth restrictions (Gl) and (G3) are trivially satisfied. 
Remark 2.2. If ker A? = (0) ( nonresonance case), then, in the above 
statements, condition (G2) can be dropped. 
Remark 2.3. Theorems 2.1 and 2.2 represent abstract versions of the 
nonresonance conditions introduced in [29, 301 and [26, 271, respectively. 
Now, we present some possible consequences of Theorems 2.1 and 2.2, 
stated in a form which is more suitable for’applications. 
Let R be a measure space of finite positive measure. We denote by 
Lp := Lp(O, R), ldp<co, 
the classical Lebesgue spaces and by 1. lP their respective norms. The 
L2-bilinear pairing will be indicated by ( ., .)*, i.e., 
(x, x)2 := ja x(t) z(t) dt, 
for XEL~, ZEL~, with 1 < p < co and q the conjugate exponent of p. 
Setting 
x := L”, Y := L2, Z:=L’ 
the triple (Z, Y, X) is in normal position. 
We recall that a map g: 52 x R + R verifies the LP-Caratheodory condi- 
tions ( 1~ p), if g( ., x) is measurable for each x E R, g( t, . ) is continuous for 
a.e. t E Q, and, for each r > 0, there is y, E Lp such that 1 g( t, x)1 < yr( t), for 
every 1x1 <r and a.e. t EQ. If g is L’-Caratheodory, we indicate by G: 
L” + L’ the Nemytskii operator induced by g, i.e., Gx := g( ., x( .)), for 
x E L”. Clearly, G maps L” into Lp, provided that g is Lp-Carathiodory. 
In the statements below, the hypotheses (Gl), (G2), and (G3) will 
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be replaced by pointwise conditions on the function g. Moreover, the 
following assumptions will be considered: 
(vii) ker 9 tits the unique continuation property [ 151 and 
(viii) ker(sH- a,Z) fits the unique continuation property, for 
SE{-l,l}. 
COROLLARY 2.3. Let (i) through (iv) and (vii) be satisfied. Let us 
suppose that, for some s E ( - 1, 1 }, IX, = 0 and 
(gl) sxg(t,x)>O,for a.e. teO andevery 1x1 ar>O; 
k2) limixl + + oc sxg(t, x) = + co on a subset of D of positive measure. 
Then Eq. (2.1) has at least one solution x E dom 9, for each f E Im 9’. 
Proof Apply Theorem 2.1, observing that (gl ) directly implies (Gl ), 
whereas (G2) follows from (g,) and (gz), arguing by contradiction. 
COROLLARY 2.4. Let (i) through (iv), (vi), and (vii) be satisfied. Let us 
suppose that, for some s E { - 1, 1 }, CI, > 0 and (gl), (g2), and 
(g3) liml,, + + m ((l/a,) [xl- Ig(t, x)1)= +oo, uniformly a.e. in tEQ, 
hold. Then Eq. (2.1) has at least one solution x E dom 9, for each f E Im 2. 
Proof. Apply Theorem 2.1. 
Remark 2.4. If ker Y contains the constant functions, then assump- 
tions (g3) in Corollary 2.4 can be improved as 
(g4) Ig(t, x)l/lxl < (l/a,) + p(x)/x, for every x d -r and a.e. t ESZ, 
with p: R -+ R nondecreasing, Ig(t, x)l/lxl < (l/a,<) + v(x)/x, for every x > r 
and a.e. t E 52, with v: R -+ R nonincreasing, and 
lim (p( -x) - v(x)) = + co. 
x- +m 
Conditions like (g3) were introduced by M. A. Krasnosel’skii [20] 
dealing with nonlinear integral equations of the Hammerstein type, and 
by R. Reissig [41] studying the PBVP for scalar Litnard equations; for the 
same problem, (g4) has been considered by the last two authors in [34]. 
Remark 2.5. If ker 9 consists of constant functions, then assumption 
(g2) can be dropped out of both corollaries. 
COROLLARY 2.5. Let conditions (i) through (viii) be satisfied. Let us 
suppose that, for some s E ( - 1, l}, cts > 0, (g,), (g2), and 
(g5) There is a function YE L” such that lim supIx, j +m Ig(t, x)l/lxl 
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6 y(t), uniformly a.e. in t E 52 with y(t) < l/a, for a.e. t E 0, and y(t) < l/a, 
on a set of positive measure, 
hold. Then Eq. (2.1) has at least one solution x E dom 2, for each f E Im 2. 
Proof. Apply Theorem 2.2, following the choices of the operator A and 
the function fl as in [32, Proposition 11. In particular, 
‘4: Y(.) + Y(.)lYl(.)v 
with 
and 
y,(t) :=max{y(t), 1/2a,j 
p:R+ -,R+, 
is defined by 
/3(r) :=max{l, sup((AGx, Gx), -s(x, Gx),: lGxlz =r}}. 
The asymptotic condition /I(r)/? + 0, as r + + co, then follows from (gs). 
Assumptions like (g5) are usually referred to as nonuniform non- 
resonance conditions (see [7, 9, 271). 
Finally, we note that the condition f E Im 9, always considered in the 
above statements, can be easily dropped, by passing to the equation 
2x = E(Gx + h) + (f - Qf), (2.2) 
where h E Im Q is such that Eh = QJ This can be achieved provided that 
QJ E Im E, and by applying one of the preceding theorems to Eq. (2.2). In 
this context, the growth restriction (g3) (or (gS)) needs no modification, 
while (gz) can be replaced, for instance, by the following: 
(g6) lim,d - + m s . sign(x) g( t, x) = + co, uniformly a.e. in t E 52. 
Actually, in the present situation, a variant of Corollary 2.5 can be 
obtained, assuming the nonuniform nonresonance condition (g,) and 
substituting (g6) with the Landesman-Lazer condition (g,) below. 
COROLLARY 2.6. Let conditions (i) through (viii) be satisfied. Suppose 
that a, > 0, for some SE { - 1, 1). Assume (g,) and 
(g,) there are functions 6 EL’ and h E Im Q such that sxg(t, x) > 
ii(t) 1x1, for a.e. t E Q and [XI> r > 0 and 
s Lu>Ol sg+Wu(W+[ [u-=01 sgA(t)u(t)dt>{ h(t)u(t)dt R 
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holds for every 0 # u E ker 9, with 
sg + (t) = lim inf s . g( t, x), 
x++cz 
and 
sg-(t)=limsups.g(t,x), 
x---m 
for a.e. t E M. 
Then, Eq. (2.1) has at least one solution x E dom $P, for each f E Im E, such 
that m= Eh. 
Proof Passing to the equivalent equation (2.2) and arguing as in the 
proof of Corollary 2 in [32], we derive the estimates 
and 
lGx+hlz dk, Ixlc+kz 
Ix-Pxl,, dk, lPxl~+kk4, 
for some positive constants ki (i = 1, 2, 3, 4). Thus we can bound 1x1 a) 
using the same computations as in [30, p. 1491. 
Remark 2.6. Corollary 2.6 provides an extension of Corollary 2 in 
[30], as well as of Theorem 1 in [19], to the equation 
L&‘x=EGx+f, 
where 2 is a Fredholm mapping of index zero, not necessarily self-adjoint, 
and E is possibly different from the identity operator. We note that the 
introduction of the linear map E is significant, since it allows us to cover 
various situations such as, for instance, the presence of constant delays. 
3. THE PERIODIC BVP FOR THIRD-ORDER ODES 
In this section, we shall consider the existence of periodic solutions for 
semi-linear third-order ordinary differential equations. Precisely, let a, 6, c 
be real constants. Consider third-order scalar differential equations of the 
form 
x”’ + ax” + bx’ + cx + g( t, x) = p(t), (3.1) 
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with periodic boundary conditions on [0, T] (T> 0), 
x(0) -x(T) = x’(0) -x’(T) = x”(0) - xU( T) = 0. (3.2) 
We shall assume, throughout what follows, that g: [0, r] x R -+ R satisfies 
the L’-Caratheodory conditions and p: [0, T] -+ R is Lebesgue integrable. 
The solutions of the BVP (3.1)-(3.2) are intended in the Caratheodory 
sense and will be referred to as T-periodic. 
The plan of our work is the following. In the first subsection, a 
preliminary analysis of the general third-order linear operator is performed 
in order to provide the necessary framework for the applications of the 
previous abstract results. These are carried out in the final two subsections. 
3.1. Analysis of the Differential Operator 
Let us set D := [0, T], a finite measure space with respect to the usual 
Lebesgue measure, and, when no confusion occurs, Jcz(t) dt shall simply 
be written as l z. 
We define 
d;px : = - xl” - ax” - bx’ - cx, 
with 
dom 9 := (XE L”: x is C2, satisfying (3.2), 
with x” absolutely continuous}. 
It is a classical result that ker 9 is finite dimensional, Im 9 is closed in 
L’, ker 9* = ker 9, and dimker 9 = codimIm .Y. Thus, 9 is a Fredholm 
map of index zero. 
In the Hilbert space L’, we shall fix the orthonormal basis 
{h $k>k,N\{tio> with 
do(t) := (2/T)“2, *o(t) := 0 
&(t) := (l/T)“’ cos(kot), 
tjk(t) := ( 1/T)‘12 sin(kwt), k E N + for t E [0, T] and o := 2x/T. 
Thus, if x~dom 9’ ( c L2) and x = C,“=, (xkdk + ykt+Gk), with y, =O, 
the following formal expansion for 9x holds: 
kXk +pkyk)dk +(-pkxk +Akyk)$k, 
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with 
Lk := k2w2a - c, p k :=kw(k2w2-b), kEN. 
(Of course, whenever Yx E L2, the right-hand-side expansion actually 
converges to 2’~ in the L2-norm.) 
Therefore, x E ker .Z if and only if, for each k E N, 
which occurs if and only if, for each k EN, either 
Xk = 0 = y, 
or 
k2w2a - c = 0 = kw(k*w’- b). 
(3.3a) 
(3.3b) 
Set 
Xx= {kEN:k2w2a-c=O=kw(k2w2-6)) 
and observe that it is finite. Then, x E ker Y if and only if 
x= c tXkdk + Yk$k). 
ke.X’ 
Clearly, ker 2 fits the unique continuation property. 
Moreover, since ker 9 = ker dp*, z E Im Y if and only if, for each k E X, 
Therefore, ker 22 and Im 2 are orthogonal. We choose the projection 
Q: L’ + L’, defined by 
Qz := c (z, dk)bk + (z, $k)$k, 
ksef 
and let 
P=QILm: L”+L”. 
The right inverse of 9, associated to the pair (P, Q), 
K:L’+dom9nkerPcL”, 
is a compact linear operator. 
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Thus, by virtue of the Caratheodory assumptions on g, the Nemytskii 
operator G: L” + L’, Gx( .) := g( ., x( .)), is dp-completely continuous. 
Finally, we take E := I (for another choice of E, see Section 4) and 
f:= -P(.)ELl. 
Now, we set for k E N - X, 
Pk := 2,/(X + P3 
Evidently, 
bk 1 G (Tk and 
Then, for 
and c‘k := l/(1: + &)“*. 
lim a,=0 for kEN--XX. 
k+cc 
Kl L2nlmY and HIImy 
the following representations hold: 
Kv := c a:[(Akuk -pkUk)bk + (pkuk + ~kvk)+kl, 
keN-X 
and 
Hv := 1 Pkl”kdk -!- vk$k), 
ksN-X 
where 
Recalling that H = 0 on Im Q, it follows that 
H: L2 -+ L2 is symmetric and compact, 
By standard computations, we see that, for every v E L* n Im Y, 
v= k,;-x tUkdk + vktik)> 
IKul:= c ~~(u:+v~) 
ksN-X 
and, for SE (-1, l}, 
@Ku, U) = c spk(u: + U:) = (sHu, v). 
kcN-X 
409 143 I-4 
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Therefore, 
and,forsE{-l,l}, 
a, = max { 0, max spec(sH) } 
=max(sp, v O:keN--Xl). 
The latter equality comes from the fact that, for a fixed s E { - 1, 1 }, 
either sp, Q 0, for every k E N - X, or, if sp, > 0 for some k, then sup{ spLk : 
k E N - X > is attained. 
Finally, if for some s E { - 1, 1 }, ~1, > 0, then 
ker(sH- CC,~~) fits the unique continuation property. 
Now, we are in the position to state our existence results for the problem 
(3.1)-(3.2). For the sake of clarity, we shall discuss the case of resonance 
(i.e., ker 9 # (0)) and the case of nonresonance (i.e., ker 9 = (0)) 
separately. 
3.2. The Case of Resonance 
At resonance, ker 9 # (0). By means of (3.3), this happens if and only 
if one of the following situations occur: 
(j,) a=c=O, b#k2u2, for every kEN+. 
Correspondingly, ker 9 = Sp( 1 }, Im 9 = {z E L’: s z = 0}, and for each 
SE { -1, l}, a, =o. 
(j,) a=c=O, b=m2u2, for some mEN+. 
Correspondingly, ker 9’ = Sp{ 1, cos(mwt), sin(mot)}, 
ImY={zELi:I J J z= zcos(mo.)= zsin(mo.)=O 1, 
and, for each SE { -1, l}, c(, =O. 
(j,) a # 0; c = 0. 
Correspondingly, ker Y = Sp{ 11, Im 9 = (z E L’: J z = 0}, and, for each 
SE{-13 I>, 
~1, = max{O, sa(a2k:02 + (kiw* - b)*)-‘}, 
with k, such that 
Ikim*- [b-(a2/2)]1 =ky$+ lk*o*- [b-(a2/2)](. 
(j,) a#O; c#O, b=a-‘c=m2w2, for some mEN+. 
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Correspondingly, ker 55’ = Sp{cos(mot), sin(mot)), 
ImdP= ZEL’: 
1 j 
zcos(mw.)=I;sin(mo.)=O , 
1 
and, for each s E { - 1, 1 }, 
a, = Ial ((a2+(m+ l)‘w*)(2m+ 1)w2)-1, if sa > 0, 
a, =max(((a( WI~~B*))~, Ial ((a’+ (m- 1)*02) 
x (2m- l)e.?)‘}, if su < 0. 
Then, the following existence results for the problem (3.1 b(3.2) are 
valid. 
THEOREM 3.1. Suppose that 
(h,) x. g(t, x) 20, for u.e. t E [0, T] and eoery 1x1 > r, 
is satisfied. Then, for each s E { - 1, 1 }, the equation 
x”’ + ax” + bx’ + sg( t, x) = p(t) 
has at least one T-periodic solution for any p E L’, with j p = 0, provided that 
either 
(1,) u=O, b#k’or*, for each kcN+, or 
(1,) su <o. 
Proof: The problem falls in the cases (jr) and (j3) (with ~1, = 0), 
respectively. Thus, we apply Corollary 2.3 and Remark 2.5. 
THEOREM 3.2. Suppose that (h,) and 
(h2) llml.xl+ +m x. g(t, x) = + co, on a subset of [0, T] of positive 
measure, 
are satisfied. Then, for each SE { - 1, 1 }, the equation 
x”’ + m202x’ + s . g( t, x) = p(t), mEN+, 
has at least one T-periodic solution for any p E L1, with 
I f p= pcos(mw.)= psin(mo.)=O. s 
Proof The problem falls in the case (j2) and we apply Corollary 2.3. 
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Remark 3.1. Theorems 3.1 and 3.2 extend and improve, for third-order 
equations, various results stated in [24, Corollary 6.3 (case 2); 29, 
Corollary 5; 16, Corollary 111 (for a uniqueness criterion, see [3 11). 
Theorems 3.1 and 3.2 show that, under the above choice of the 
coefficients a, b, c, just a sign condition on g is sufficient to guarantee the 
existence of a T-periodic solution to the corresponding equation. On the 
contrary, in the following result, a restriction (on the growth of g) is 
required 
THEOREM 3.3. Suppose that g satisfies the L2-CarathPodory conditions 
and assume 
(h,) O~g(~,x)/x~~+rl(x)lx, 
holds for a.e. t E [0, T] and every (xl 2 r > 0, with q: R -+ R a nonincreasing 
function such that limU++co (+--)-q(u))= +co. 
Then, the equation 
x”’ + ax” + bx’ + sg( t, x) = p(t) 
has at least one T-periodic solution for any p E L’, wirh s p = 0, provided that, 
for some SE { -1, 11, sa>O, and 96 l/u.,. 
ProoJ The problem falls in the case (j3) with CI, > 0. We then apply 
Corollary 2.4 and Remarks 2.4 and 2.5. 
Remark 3.2. We note that the nonresonance condition (h3) is sharp in 
some situations. Indeed, for instance, if we take 
a=s(s= kl), b = m2a2 (m = 1, 2, . ..). 
then LX, = llm202. Correspondingly, the linear equation 
x’~ + sx” + m2u2xr + sm202x = sin(mwt) 
has no T-periodic solution, while, by Theorem 3.3, the linear equation 
x”’ + sx” + m202x’ + sm202x + sq(x) = sin(mot), 
with q as above, admits a T-periodic solution. 
On the other hand, if we take b = a*, then, ~1, = s/am’ (s = + 1). The 
corresponding linear equation 
x”’ + ax” + 02x’ + SQO~X =sin(M) 
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has no T-periodic solution, while, by Theorem 3.3, the nonlinear equation 
x”’ + ax” + co2x’ + saco2x + sq(x) = sin(ot), 
with q as above, admits a T-periodic solution. 
We finally note that if 
lim sq(x)/x = - sa&, 
(XI - +m 
with s, a, E > 0, then the existence of T-periodic solutions to 
x’)I + ax” +f(x)x’ + SU02X + sly(x) = p(t) 
was obtained by R. Reissig [40], for an arbitrary continuous function f 
(see also Section 4, where we extend Reissig’s theorem). 
THEOREM 3.4. Suppose that g satisfies the L*-CarathPodory conditions. 
Assume further that 
h) O~g(t,x)lx~~-~(lxl)lx, f or a.e. t E [0, T] and 1x1 2 r > 0, 
with q: R + -+ R such that lim,, +33 q(u) = + co, and 
(h2) limlxl j +m xg(t, x) = + 00, on a subset of [0, T] of positive 
measure. 
Then, the equation 
x”’ + ax” + m202x’ + um2w2x + sg( t, x) = p(t), mEN+, 
has at least one T-periodic solution for any PE L’, with 
provided that a # 0 and, for some s E { - 1, 1 }, 9 < l/a,. 
Proof. The problem falls in the case cj4) and we apply Corollary 2.4. 
A variant of Theorem 3.4, in which nonuniform nonresonance conditions 
are coupled with Landesman-Lazer assumptions, is the following: 
THEOREM 3.5. Suppose that g satisfies the L2-Carathtodory conditions 
and assume that there is a function 6 EL’, such that sign(x) g(t, x) 2 6(t), for 
a.e. t E [0, T] and 1x1 > r > 0. Moreover, suppose that, for some function 
YEL”, 
(hd limsuplxl+ +m Ig(t, x)1/1x1 <y(t), uniformly a.e. in tE [0, T], 
and, .for some m E N + , 
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(W Jcupol (lim inf,- +m g(., xl) u(~)+J~~<~~ (lim supX+ Pm g(., x)) 
W>jPw44f or each 0 # u E Sp{cos(mw . ), sin(mo . )}. 
Then, the equation 
x”’ + ax” + m2w2x’ + um202x + sg(t, x) = p(t) 
has a T-periodic solution, for any p E L’, provided that a # 0 and, for some 
SE{--l,l>, 
for a.e. t E [O, T], with the strict inequality on a set of positive measure. 
Proof: Again, we are in the case (j4) but this time we apply 
Corollary 2.6. 
A nonuniform nonresonance counterpart of Theorem 3.3 can be 
obtained as well using Corollary 2.6. 
3.3. The Case of Nonresonance 
At nonresonance, ker 9 = (0). By means of (3.3), this happens if and 
only if one of the following situations occurs: 
(k,) a=O, c#O. 
Correspondingly, for each s E ( - 1, 1 }, s = max { 0, -SC- ’ }. 
(k2) a#O, c#O, ca~‘=b#k202, for every kEN. 
Correspondingly, for each s E { - 1, 1 }, ~1, # 0, if sa < 0, and b < 0; 
a, = max{ --SC-‘, sa((k2 co2 - b)(a2 + k2 co’))-‘}, 
with k- :=max(k~N: k2W2<b}, if sac0 and b>O; 
CI, = sa( (k, o2 - b)(a2 + k: 02)) ~ I, 
with k + :=min(k~N: k2c02>b}, ifsa>O. 
(k3) a#O, c#O, cap’#b. 
Correspondingly, for each s E { - 1, I}, 
ct., <s(ak?co2-CC)-‘, 
with k- :=max{kEN: k2c02<ap1c}, if ac>O and sa<O; 
cc, <s(ak:W2-c)-‘, 
with k, :=min{kEN: k202>ap1c}, if ac>O and sa>O. 
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In the last case, (k3), when ac>O, the actual values of the constants a,, 
could be computed in terms of key*, by approximating the roots of a 
suitable cubic polynomial whose coefficients depend on a, b, c, and s. For 
the sake of simplicity, we shall content ourselves with the (upper) 
estimates, for a,, which are uniform with respect to 6. 
Various existence results for the problem (3.1 k(3.2), in the non- 
resonance situation, can be formulated, using the general theorems of 
Section 2 and the above estimates for the constants a,. The care of deriving 
most of such applications will be left to the interested reader. Notwith- 
standing, we wish to present a result showing that the estimates for the a,, 
derived in (k3), are sharp. Accordingly, we consider the equation 
x”’ + ax” + bx’ + am*cox + sg( t, x) = p(t), (3.4) 
for some SE (-1, l}, mEN+, with a#O, b#m2c02, andpEL’. 
Following the estimates for a, given in (k3), we obtain 
l/a, > 0 := Ial (2m + sign(sa))w*. (3.5) 
Then, we have 
THEOREM 3.6. Suppose that g satisfies the L*-Caratheodory conditions 
and there are functions y E L” and c: R + + R continuous, such that 
(h,) O<g(t,x)/xfy(t)+[(lxl),for a.e. tE[O, T] and Ixl>/r>O, with 
either 
y(t) = 0, for a.e. t E [0, T] and lim u . c(u) = 0, 
u-+x; 
or 
y(t) < 0, for a.e. tE [0, T], 
with strict inequality on a set of positive measure and lim,, +m c(u) = + 00. 
Then, Eq. (3.4) has at least one T-periodic solution. 
Proof Apply Remark 2.2 and Corollaries 2.4 and 2.5. 
Remark 3.3. We note that for particular choices of b (e.g., b= 
(m + s)~ w*), we can have 0 = l/a, and, therefore, condition (h,) is sharp. 
We conclude this section by observing that, as a consequence of 
Theorems 3.4 and 3.5 (if b = m’o*) and Theorem 3.6 (if b # m*o.r*), we can 
obtain a result which extends and improves that of J. 0. C. Ezeilo and 
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J. Onyia [13] and completes that of J. 0. C. Ezeilo and M. N. Nkashama 
[12], for an equation of the form 
x”’ + ax” + bx’ + h( t, x) = p(t). (3.6) 
Precisely, we have 
PROPOSITION 1. Suppose that h: [0, T] x R + R satisfies the L2- 
Caratheodory conditions. Assume further that for a #O, and for some 
mEN+, either 
m2w2+x-‘n(x)Q(ax))’ h(t,~)<(m+l)~~~-x~‘n(x), 
for a.e. t E CO, T], and every 1x1 2 r > 0, with n: R + -+ R such that 
,.q!?lm sgn(x).wl)= +co; 
or 
p(t) < htit+irrf (ax))’ h(t, x) d lim sup (ax)-’ h(t, x) d v(t), 
1x1 - ‘x 
umformly a.e. in t E [0, T], with ,u, v E L” such that 
m202 <u(t) < v(t) < (m + 1)2 02, 
for a.e. t E [0, T], 
and 
rn2U2 <p(t), v(t) < (m + 1)2 o2 
on sets of positive measure. 
Then, Eq. (3.6) has at least one T-periodic solution. 
4. REMARKS 
1. We note that all the theorems in Section 3 can be extended to the 
case when g is of the form 
g := g( t, x, x’, x”) 
provided that the required assumptions hold uniformly with respect o the 
variables x’ and x”. 
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2. All the results in the previous section are based on the abstract 
existence theorems for the equation 
9x= EGx+f, with E = I. 
However, other choices of E are significant for applications. For 
example, we can take 
E:z(.)-Z(.-T), for O<r< T, 
with z(t - r) defined in the standard way for the resulting periodic problem 
on [0, T]. As a consequence, we can deal with a third-order delay-differen- 
tial equation of the form 
x”’ + ax” + bx’ + cx + g( t, x( t - z)) = p(t). (4.1) 
This case can be discussed, using the previously exposed arguments, after 
the corresponding spectral constants a, are computed (see Section 2). In 
this way we obtain third-order analogs of the results in [31, p. 291; 32, 
Proposition 11. 
3. The case when a, b, c appearing in Eqs. (3.1) and (4.1) are not 
necessarily constants requires further investigations. This will be performed 
in a future work. As a partial result in this direction we are able to extend 
Theorem 3.3 to the equation 
xU’ + ax” + f(x)x’ + g( t, x) = p(t), (4.2) 
withf: R -+ R an arbitrary continuous function. This can be achieved using 
some ideas borrowed from [33]. Precisely, we have 
THEOREM 4.1. Suppose that g satisfies the L2-CarathPodory conditions 
and assume 
0 G At, x)/ax d co2 + q(x)/x 
for a.e. tE [O, T] and every 1x1 > r > 0, with v]: R -+ R a nonincreasing 
function such that 
Jy, (rl(-u)-v(u))= +a. 
Then Eq. (4.2) has at least one T-periodic solution for any a # 0 and p E L’ 
with jp=O. 
This result, independent of [ 123, generalizes [40] in a different manner. 
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