ABSTRACT. Let L be a positive line bundle over a compact complex projective manifold X and K ⊂ X be a compact set which is regular in a sense of pluripotential theory. A Fekete configuration of order k is a finite subset of K maximizing a Vandermonde type determinant associated with the power L k of L. Berman, Boucksom and Witt Nyström proved that the empirical measure associated with a Fekete configuration converges to the equilibrium measure of K as k → ∞. Dinh, Ma and Nguyen obtained an estimate for the rate of convergence. Using techniques from Cauchy-Riemann geometry, we show that the last result holds when K is a real nondegenerate C 5 -piecewise submanifold of X such that its tangent space at any regular point is not contained in a complex hyperplane of the tangent space of X at that point. In particular, the estimate holds for Fekete points on some compact sets in R n or the unit sphere in R n+1 .
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INTRODUCTION
The aim of this paper is to obtain an estimate on the rate of convergence of Fekete points on some compact sets toward the equilibrium state. In the view of possible applications, the class of compact sets that we consider is large enough and the required conditions for our compact sets are simple to check. Before introducing the general complex setting, let us discuss a simple but already important case of Fekete points for a compact K of the unit sphere S n of R n+1 .
Date: December 29, 2015. This research is supported by grants from Région Ile-de-France.
For each k ∈ N, let P k (K) be the real vector space of all real polynomials of degree at most k in (n + 1) variables restricted to K. Let N k be the dimension of P k (K). Given a basis S = {s 1 , · · · , s N k } of P k (K), consider the Vandermonde determinant det S of S defined by assigning each point x = (x 1 , · · · , x N k ) ∈ (S n ) N k to det S(x) := det[s j (x l )] 1≤j,l≤N k .
A Fekete point of order k for K is a point x ∈ K N k maximizing the absolute function |det S| on K N k . It is easy to see that this definition does not depend on the choice of the basis S. The study of Fekete points is motivated by the fact that they are good choices of points for the interpolation problem of functions by polynomials, see, e.g., [3, 11] and references therein for more information. For any Fekete point x = (x 1 , · · · , x N k ) of order k, the probability measure δ x on K, defined by
is called the Fekete measure of order k associated with x. We are interested in the distribution of Fekete points of order k as k → ∞. A natural way to formulate this question is to study the limit points of Fekete measures in the space of probability measures on K. Let µ eq be the equilibrium measure of (K, 0) which is defined in Section 2. When K = S n , the measure µ eq is simply the normalized volume form on S n induced by the Euclidean metric on R n+1 . In this case, J. Marzo and J. Ortega-Cerdà in [8] prove that Fekete measures of order k converge weakly to µ eq as k → ∞. In general, a recent result of R. Berman, S. Boucksom and D. Witt Nyström in [2] shows that the weak convergence also holds for any compact K of S n which is non-pluripolar in the natural complexification S n C of S n . In fact, this result holds in a general setting of Fekete points associated with a big line bundle over a compact complex manifold. Also in this general setting, Dinh, Ma and Nguyen [4] introduced a notion of (C α , C α ′ )-regularity and obtained a precise estimate on the speed of convergence of Fekete points when the compact K satisfies this property. We will show that such a property holds for the closures K of open subsets of S n with nondegenerate piecewise smooth boundary (see Definition 1.3). As a consequence, we will have the following. for some positive constant c, see [5, 12] . Note that dist 1 (µ, µ ′ ) is equivalent to the Kantorovich-Wasserstein distance. We have a better estimate when K = S n .
Theorem 1.2.
For every ǫ ∈ (0, 1), there is a positive constant c ǫ depending only on (n, ǫ) such that for any Fekete measure µ k of order k of S n , we have
It is worth mentioning also that when K is the closure of an open subset of R n with nondegenerate piecewise smooth boundary, one can define the Fekete points in K and Fekete measures in the same way as above. The analogue of the inequality (1.1) also holds for this case. This is implied from our general result by using the compact complexification P n of R n , where P n is the complex projective space of dimension n. In order to prove Theorem 1.1, we will work in the following context of complex geometry. Let X be a compact n-dimensional complex projective manifold admitting an ample line bundle L. Fix a smooth Hermitian metric h 0 on L with positive curvature. Let ω 0 be the first Chern form of (L, h 0 ) which is a Kähler form on X. For k ∈ N, let H 0 (X, L k ) be the complex vector space of global holomorphic sections of L k . We also use N k to denote the dimension of H 0 (X, L k ). This will cause no ambiguity because we discuss essentially the general case from now on. Consider a basis Recall that a convex polyhedron K ′′ in R M with M ∈ N * is the intersection of a finite number of closed half-spaces in R M . Its dimension is defined to be the one of the smallest vector subspace of R M containing it. Such subspace is said to support K ′′ . We define the complementary polyhedron of K ′′ to be the complement of K ′′ in the vector subspace supporting it. That complementary polyhedron is clearly a finite union of convex ones. Now let K be a nondegenerate C 5 -piecewise submanifold of X. Since X is a complex manifold, its real tangent spaces have a natural complex structure. We say that K is generic in the sense of Cauchy-Riemann geometry if the tangent space at any regular point p of K does not contain in a complex hyperplane of the (real) tangent space at p of X. One can see without difficulty that the dimension of a generic K is at least n. Here is our second main result. Theorem 1.4. Let α be a real number in (0, 1). Let K be a compact generic nondegenerate C 5 -piecewise submanifold of X. Let φ be a function of Hölder class C α on K. Then for every 0 < γ < 2, there is a constant c > 0 such that for every integer k ≥ 1 and for every Fekete measure µ k of order k associated with (K, φ), we have
Definition 1.3. A subset K of a real M-dimensional
where µ eq (K, φ) is the equilibrium measure of (K, φ) (see Definition 2.1) and β = α/(48 + 24α). When K has no singularity, the constant β can be chosen to be α/(24 + 12α).
In general, when K is an arbitrary non-pluripolar compact subset of X and φ ∈ C 0 (K), Boucksom, Berman and Witt Nyström in [2] proved that µ k converges weakly to µ eq . Using a different technique, Lev and Ortega-Cerdà in [7] obtained an optimal speed for the dist 1 provided that K = X and φ is smooth ω 0 -strictly p.s.h. and the metric e −2φ h 0 is strictly positive. Very recently, Dinh, Ma and Nguyen in [4] introduced the notion of (C α , C α ′ )-regularity and proved an estimate for the rate of convergence for every compact K satisfying this property, see Theorem 2.2. In particular, they showed that the closure of an open subset of X with smooth boundary enjoys such regularity.
In this work, we will prove that the compact K in Theorem 1.4 satisfies the regularity mentioned above. Hence Theorem 1.4 will follow immediately. For the proof, we develop ideas from [4, Th. 2.7] . The key point is to construct families of analytic discs partly attached to K in X with useful properties. These families will allow us to reduce the question to the case of dimension one. Although there are plenty of works concerning families of analytics discs, it seems that there is no result which can be used directly for our problem. We will establish a Bishop-type equation and prove that it has a (unique) solution which suits our purposes. For the reader's convenience, a self-contained proof will be given. The construction is inspired by the work of Merker and Porten in [9, 10] . We also underline that the case where the singularity of K is nonempty requires much more sophisticated technical arguments than the case without singularity although the ideas used in the both situations are similar.
In Section 2, we prove the aforementioned regularity property of K by admitting the existence of special families of analytic discs whose proof is postponed until Section 3 and 4. In Section 3, we prove the existence of the above families of analytic discs in the simplest case by constructing special analytic discs partly attached to R n or (R + ) n in C n . In Section 4, we show that the required families can be obtained as small deformations of the previous ones constructed in Section 3.
Acknowledgement.
The author would like to thank Tien-Cuong Dinh for his valuable help during the preparation of this paper. He also would like to express his gratitude to Junyan Cao and Joël Merker for fruitful discussions.
We first recall some definitions. A function ψ : X → R ∪ {−∞} is called quasiplurisubharmonic (quasi-p.s.h. for short) if it is locally the sum of a plurisubharmonic function and a smooth one. A quasi-p.s.h. function is called ω 0 -p.s.h. if dd c ψ + ω 0 ≥ 0. Let K be a compact subset of X and φ be a real-valued continuous function on K. The pair (K, φ) is called a weighted compact subset of X and φ is called a weight on K. The equilibrium weight associated with (K, φ) is the upper semi-continuous regularization φ * K of the function
Since the constant function − max K |φ| is a ω 0 -p.s.h. and bounded above by φ on K, we have φ K ≥ − max K |φ|. It follows that φ K is bounded from below. Recall that K is said to be pluripolar if it is locally contained in {ψ = −∞} for some (local) p.s.h. function ψ, otherwise we say that K is non-pluripolar. It is well-known that φ K is bounded from above if and only if K is non-pluripolar. In this case, φ * K is a bounded ω 0 -p.s.h. function. The Monge-Ampère measure (ω 0 + dd c φ * K ) n is hence well-defined. Its mass on X equals X ω n 0 by Stokes' theorem. The equilibrium measure of (K, φ) is the normalized MongeAmpère measure defined by
Recall that µ eq (K, φ) is a probability measure supported on K. When K is an arbitrary compact generic nondegenerate C 5 -piecewise submanifold of X, it is a direct consequence of Theorem 2.3 below that K is non-pluripolar.
Fix a Riemannian metric on X. For p ∈ X and r > 0, let B X (p, r) be the ball centered at p of radius r of X. Put B * X (p, r) := B X (p, r)\{p}. Recall that for 0 < α < 1, C α (X) is the space of real functions of Hölder class C α on X with the norm defined by
where dist denotes the distance on X. The space C α (K) is defined similarly.
Definition 2.1. For α ∈ (0, 1) and α ′ ∈ (0, 1), a non-pluripolar compact K is said to be
for any Hölder continuous function φ of order α > 0 on K, we have φ * K = φ K because the latter is also Hölder continuous. The notion of (C α , C α ′ )-regularity is essential in our work. The reason is the following result. 
When K is of maximal real dimension, the regularity of K can be improved, see Remark 2.7 for more details.
Remark 2.4.
Consider the case where dim R K = n. This is the case of our great interest. Then, the regularity of K obtained in Theorem 2.3 is optimal. For simplicity, let take n = 1 and 
Comparing φ K (z) with 0 when z is close to 1, one sees that φ K ∈ C 1/2 (X)\C 1/2+ǫ (X) for any ǫ > 0. In higher dimension, the same arguments also work for
Before giving the proof of Theorem 2.3, we need to recall the definition of analytic discs partly attached to a subset of X. Let D be the open unit disc in C. An analytic disc f in X is a holomorphic mapping from D to X which is continuous up to the boundary ∂D of D. For an interval I ⊂ ∂D, f is said to be I-attached to a subset E ⊂ X if f (I) ⊂ E. In particular, we say that f is half-attached to
The crucial ingredient in the proof of Theorem 2.3 is Proposition 2.5 below which shows the existence of special families of analytic discs partly attached to K in X. Its proof will be given in Section 4. Proposition 2.5. There are positive constants c 0 , r 0 and θ 0 ∈ (0, π/2) such that for any p 0 ∈ K and any p ∈ B * X (p 0 , r 0 ), there exist an open neighborhood W p 0 of p 0 in X independent of p which is biholomorphic to the unit ball of C n and a
We will also need the following lemma in complex dimension one. 
Then, there exists a constant C depending only on (θ 0 , β, c) so that for any z ∈ D, we have
Proof. Observe that the function |θ| β is Hölder continuous of order β in θ. By using this fact and suitable cut-off functions in C ∞ (∂D), we see that there exists a function ψ 1 in C β (∂D) so that
By (2.2), we have ψ(e iθ ) ≤ ψ 1 (e iθ ) on ∂D. Extend ψ 1 harmonically to D. Denote also by ψ 1 its harmonic extension. It is classical that ψ 1 ∈ C β (D), see (3.4) for details. Since ψ is subharmonic on D and ψ ≤ ψ 1 on ∂D, we have ψ ≤ ψ 1 on D. As a result,
for any z ∈ D. The desired inequality follows because ψ 1 (1) = 0. The proof is finished.
Proof of Theorem 2.3. By [4, Th. 2.7] , the compact set X is itself (C β , C β )-regular for any β ∈ (0, 1). Letφ be the function on X defined bỹ
for p ∈ X and A ≫ φ C α is a fixed big constant. It is not difficult to see thatφ is C α/2 andφ = φ on K. Namely, we have
for all p, p ′ ∈ X. By (C α/2 , C α/2 )-regularity of X, we haveφ X =φ * X which is ω 0 -p.s.h. and of Hölder class C α/2 . Hence, the proof of Theorem 2.3 is finished if we can show that
Clearly, by definition of φ * K andφ X , we have φ * K ≥φ X . Thus, to prove (2.3), it is enough to prove that φ K ≤φ on X because this implies φ * K ≤φ thanks to the continuity of the last function. Since A is big enough and φ K is bounded on X, we only need to check that
for p close to K. This inequality is clear for p ∈ K.
Fix a p ∈ K close to K. Let p 0 be a point in K such that
Hence, in order to prove (2.4), it suffices to prove that
As already said above, we only need to consider δ small. Precisely, we will suppose that δ < r 0 , where r 0 is the constant in Proposition 2.5. Let f , W p 0 ,c 0 , θ 0 be the analytic disc corresponding to (p 0 , p), the open neighborhood of p 0 and the constants respectively in that proposition. There is z * ∈ D with |1 − z * | ≤ √ c 0 δ so that f (z * ) = p. Let ψ be an ω 0 -p.s.h. function on X so that ψ ≤ φ on K. Since W p 0 is biholomorphic to the unit ball of C n , there exists a smooth potential ψ ω 0 of ω 0 on W p 0 , i.e, we have
By the smoothness of ψ ω 0 , the function φ 0 is also Hölder continuous of order α on any compact subset of W p 0 , hence on f (D). Define ψ 1 := ψ 0 • f, and φ 1 := φ 0 • f. Observe that ψ 1 is a p.s.h. function on D and continuous on D. We also have
Since f C 1 ≤ c 0 , the function φ 1 is Hölder continuous of order α with a Hölder constant independent of p, p 0 and f. On the other hand, since the disc f is [e −iθ 0 , e
. This together with the Hölder continuity of φ 1 yield that
for θ ∈ [−θ 0 , θ 0 ] and for some positive constant c. Applying Lemma 2.6 to the subharmonic function ψ 1 − φ 1 (1) gives
Combining (2.6), (2.7) and the definitions of ψ 0 , φ 0 , one obtains
for every ω 0 -p.s.h. ψ on X with ψ ≤ φ on K. Taking the supremum over all such ψ in the last inequality and using the definition of φ K give
because φ ∈ C α and |1 − z * | ≤ √ c 0 δ. Now consider the case where K has no singularity.
for p ∈ X and some fixed big constant A ≫ φ C α . By using the same argument as above withφ ′ in place ofφ and the fact that |1 − z * | ≤ c 0 δ, we get the desired conclusion. The proof is finished.
Proof of Theorems 1.1 and 1.2. We first prove Theorem 1.1. Recall that we have canonical inclusions:
where
As K is non-pluripolar in S n C , any nonzero holomorphic function on an open subset of S n C can not annihilate on the whole K. As a result, we have
This allows one to choose a common basis for the two vector spaces H 0 (X, L k )| S n and P k (K) when defining Fekete points. Therefore, Fekete points in the complex case are those defined on K as in Introduction. Theorem 1.1 is now a direct corollary of Theorem 1.4 with the choice of (X, L, K, φ) as above, γ = 1 and α = 1 − ǫ, for ǫ > 0.
Consider the case where K = S n , the equilibrium measure µ eq (K, 0) coincides with the normalized volume form on S n induced by the Euclidean metric on R n+1 because µ eq (K, φ) is preserved by the actions of the orthogonal matrix group on S n . Theorem 1.2 is hence obtained in a similar way by using the fact that S n has no boundary. The proof is finished.
Remark 2.7.
We discuss here very briefly the case where dim R K = 2n in which the regularity of K can be improved. For simplicity, we consider the following simple model in the complex dimension 1.
The idea for the proof is as follows. Let φ ∈ C α (K). In order to get the above regularity of K, it is enough to show that given any p.s.h. function ψ on C so that ψ ≤ φ on K, then for every j, we have ψ(z) ≤ φ(S j ) + A|z − S j | απ/γ for every z close to S j and for some fixed big constant A. Let L 1 be the open domain of C limited by the two rays S 1 S m and S 1 S 2 which does not contain K. Using an affine change of coordinates, we can suppose that S 1 = 0, the ray The same notations will be used for C n that we sometimes identify with R 2n . Let Z be a submanifold of R m . The Euclidean metric on R m induces a metric on Z. For β ∈ (0, 1) and k ∈ N, let C k,β (Z) be the space of real-valued functions on Z which are differentiable up to the order k and whose k th derivatives are Hölder continuous of order β. This is a Banach space with the C k,β -norm given by
In the proof, we will only use this norm for Z = D or ∂D. When Z is clear from the context, we will remove the subscript Z from the above notation of norm. For any tuple v = (v 0 , · · · , v m ) consisting of functions in C k,β (Z), we define its C k,β -norm to be the maximum of the ones of its components.
Recall that an arbitrary continuous function u 0 (ξ) on ∂D can be extended uniquely to be a harmonic function on D which is continuous on D. Since this correspondence is bijective, without stating explicitly, we will freely identify u 0 with its harmonic extension on D. We will write u 0 (z) = u 0 (x + iy) to indicate the harmonic extension of u 0 (e iθ ). It is well-known that the Cauchy transform of u 0 , given by
is a holomorphic function on D whose real part is u 0 . Decomposing the last formula into the real and imaginary parts, we obtain that
and
The function T u 0 is harmonic on D but is not always continuous up to the boundary of D.
Let k be an arbitrary natural number and let β be an arbitrary number in (0, 1). A result of Privalov (see [9, Th. 4.12] or [1, Sec. 6.1]) implies that if u 0 belongs to C k,β (∂D), then T u 0 is continuous up to ∂D and T u 0 k,β,∂D is bounded by u 0 k,β,∂D times a constant independent of u 0 . Hence, the linear self-operator of C k,β (∂D) defined by sending u 0 to the restriction of T u 0 onto ∂D is bounded and called the Hilbert transform. For simplicity, we also denote it by T . In the method of analytic discs, it is convenient to use a modified version T 1 of T defined by
Hence we always have T 1 u 0 (1) = 0 and
for some constant C ′ k,β depending only on (k, β). A direct consequence of the above inequalities is that when u 0 is smooth on ∂D, the associated holomorphic function f is also smooth on D.
Analytic discs half-attached to R
n in C n . The goal of this subsection is to construct a special family of analytic discs half-attached to R n in C n . The main result is Proposition 3.4 presented at the end of the subsection. The reader should keep in mind that the idea that we use below will be constantly applied later.
In what follows, we identify
As above, extend u and T 1 u harmonically to D. By the last subsection, u and
In other words, f is a C k,β analytic disc half-attached to R n in C n with f (1) = 0. We are going to choose u depending on the parameter z in a small enough ball centered at 0 such that there exist z * ∈ D and a constant c 0 independent of z for which
Recall that we will systematically identify continuous functions on ∂D with their harmonic extension to D. Hence, for any continuous function u on ∂D, we can speak of its derivatives in (x, y) as the ones of its harmonic extension, where z = x + iy ∈ D.
Lemma 3.1. There exists a function
Proof. Differentiating (3.1) gives
Note that the last integral is well-defined because u vanishes on ∂ + D. It is easy to choose a smooth u so that the above integral is equal to −1 and u ≡ 0 on ∂ + D. The proof is finished.
Lemma 3.2. Let u be a functions as in Lemma 3.1. Then there exist two smooth functions
Proof. On the other hand, the Cauchy-Riemann equations imply
A direct application of Taylor's expansions to u and −T 1 u shows that g 1 and g 2 satisfy the desired property.
We will repeatedly use the following known version of the inverse function theorem. 
for every z ∈ B m (0, 1) and g(0) = 0, |A −1 | ln M < 1, where |A −1 | ln is the norm of the linear self-map of R m associated with A −1 . Then, for every 0 < r < 1 and everyz ∈ B m 0,
for any z ∈ B m (0, r). Additionally, similar estimates also gives
Since the last metric space is compact, the fixed point theorem applied to R implies that R has a unique fixed point z * ∈ B m (0, r). Equivalently, there is a unique point z * ∈ B m (0, r) for which Φ 0 (z * ) =z.
For any two vectors
Let u be a function as in Lemma 3.1. By abuse of notation, denote also by u the vector of C ∞ (∂D) n whose components are all equal to u. We define
for any z ∈ B * 2n (0, 1) and t ∈ (0, 1]. Extend u z,t harmonically to D. Define (i) for any z ∈ B * 2n (0, 1) and t ∈ (0, 1], the mapping F (·, z, t) is a smooth analytic disc half-attached to R n in C n , and F (1, z, t) = t(Re z − Im z) ∈ B n (0, 2t) ⊂ R n , (ii) there exists a constant r 0 > 0 so that for any z ∈ B * 2n (0, r 0 ) and t ∈ (0, 1], there exists z * ∈ B * 2n (0, 1) for which
and |z * | ≤ 2|z|, (iii) there exists a constant c 0 > 1 so that for any z ∈ B * 2n (0, 1) and t ∈ (0, 1], we have
where D z is the differential with respect to z.
Proof. The properties (i) and (iii) automatically hold by our construction. It remains to prove (ii). Fix t ∈ (0, 1]. For every z ∈ B * 2n (0, 1), define Φ(z) := F (1 − |z| + i|z|, z, t) and Φ(0) := 0. Applying Lemma 3.2 to each component of u z,t and s = |z|, using (3.7) and (3.8), there exists a smooth map g 0 : [0, 1] → R n such that
.
Observe that g(0) = 0 and g 1,B * 2n (0,2r 0 ) ≤ t/4 < t/2 Thus, g is t/2-Lipschitz on B 2n (0, 2r 0 ). Applying Lemma 3.3 to Φ in place of Φ 0 , A = tId and g as above shows that for any z ∈ B * 2n (0, r 0 ), there exists z * ∈ B * 2n (0, 2r 0 ) for which Φ(z * ) = tz. Moreover, the last equation implies that
Hence, |z * | ≤ 2|z|. The proof is finished.
For each z ∈ B * 2n (0, r 0 ), define f (z) := F (z, z * , 1) and z * := 1 − |z * | + i|z * |. It is clear that f and z * satisfy the two conditions (3.5) and (3.6).
Analytic discs partly attached to (R
The goal of this subsection is to construct a family F ′ of analytic discs which somewhat resembles the one in Proposition 3.4 and partly attached to (R + ) n in C n , where R + is the set of nonnegative real numbers. The arguments used in the last subsection do not permit us to control the position of the part of the boundary of the disc in R n . The idea is to construct discs which look like the image of F under the map
where F is the family in the last subsection. At the end of this subsection, we also introduce an another family F ′ τ of discs halfattached to R n parametrized by τ ∈ B n (0, 2) which contains F ′ as a subfamily. Let us explain why we need such F ′ τ . In the general case considered in Section 4, the required analytic discs in Proposition 2.5 can be obtained as a small perturbation of F ′ . Due to the nonsmoothness of (R + ) n (or the submanifold K with singularity in the general case), any family of discs partly attached to (R + ) n is generally no longer so when being perturbed. Hence, in order to control the perturbed family, one should embed F ′ in the bigger family F ′ τ which is more stable under perturbation. Define
and ρ 2 (θ) := − sin θ 2π(cos θ − 1) 2 , (3.10) 
Proof. Firstly, observe that for an arbitrary C 2 function u(x + iy) on D, we have
Now let u be the function in the statement. The last two equalities combined with the fact that u| ∂ + D ≡ 0 imply that 
Moreover, there is a constant c independent of u for which g j 0 ≤ c u 4,∂D for j = 1, 2, 3.
Proof. This is an analogue of Lemma 3.2. Recall that we have
. Using the last equalities and (3.12) and Taylor's expansions at s = 0 for u(1 −s) and for −T 1 u(1 − s), we get g 1 , g 2 and the first two equalities. By (3.11), we have
This combined with Taylor's expansion at θ = 0 of −T 1 u(e iθ ) gives g 3 and the third equality. Since g j are the remainder in Taylor's expansions up to the order 2, we also see that there is a constant c independent of u so that for 1 ≤ j ≤ 3,
The last system is equivalent to
In order to construct a such u satisfying the last property, we will need the following lemma. 
Proof. Let L j : C ∞ (∂D) → R be the linear functional defined by
for v ∈ C ∞ (∂D) and 1 ≤ j ≤ m. The linear independence of a j and the density of smooth functions in L 2 (∂D) imply that {L j } 1≤j≤m are linearly independent. A basic result of linear algebra says that for any 1 ≤ j ≤ m,
In the other words, there is
The proof is finished.
Lemma 3.8. There exist two functions
Proof. By Lemma 3.5, the condition (3.15) is equivalent to
Observe that these functions are linearly independent in C ∞ (∂D). This allows us to apply Lemma 3.7 to a 1 , a 2 . Hence, we obtain b 1 , b 2 ∈ C ∞ (∂D) with
Let u 1 := χb 1 and u 2 := χb 2 . One easily checks that u 1 and u 2 satisfies the desired property. The proof is finished.
Define
We deduce from Lemma 3.8 and (3.14) that uz ,δ,γ enjoys the property (3.13). The following explains our choice of uz ,δ,γ .
Then, there are a positive constant θ c independent of (z, δ, γ) and a smooth function gz ,δ,γ (s) defined on [0, 1] depending smoothly on the parameter (z, δ, γ) such that gz ,δ,γ 1 is bounded independently of (z, δ, γ) and the analytic disc
are bounded independently of (z, δ, γ), where g is considered as a function of (s,z, δ, γ) and D (z,δ,γ) is the differential with respect to (z, δ, γ).
Proof. Corollary (3.6), (3.16) and (3.13) show that there exist smooth functions g 1 , g 2 defined on [0, 1] depending smoothly on (z, δ, γ) for which
Hence, it is immediate to see that the function
. By the hypothesis on (z, δ, γ), we have
This yields that g 1 1 and g 2 1 are bounded independently of (z, δ, γ), hence, so is g 1 . Estimating δ D δ gz ,δ,γ (·) 0 and D (z,γ) gz ,δ,γ (·) 0 is done similarly. Now we prove that fz ,δ,γ is partly attached to R + . To this end, it suffices to check the sign of the real part of fz ,δ,γ . Using again Corollary (3.6), (3.16) and (3.13) implies that for θ ∈ [−π/2, π/2], we have
where g 3 (θ) is a smooth function on [−π/2, π/2] whose supnorm is bounded independently of (z, δ, γ). Let c be a such upper bound of g 3 0 . Put
We have Re fz ,δ,γ (e iθ ) =f 1 (θ) +f 2 (θ). By the second inequality of (3.18), one sees that
provided that |θ| ≤ min{π/2, 1/(8c)}. Observe thatf 1 (θ) is a quadratic polynomial in θ.
Its discriminant equals to
because δ ≥ 0 and γ ≥ 2|z|. This means thatf 1 (θ) ≥ 0 for all θ. Hence, Re fz ,δ,γ (e iθ ) ≥ 0 for |θ| ≤ θ 0 := min{π/2, 1/(8c)}. The proof is finished. ) and let t ∈ (0, 1]. In the formula (3.16), let
where z j is the j th component of z, denote by u ′ z;j the function uz ,δ,γ with the above choice of (z, δ, γ).
Define u ′ z,t to be the vector of C ∞ (D) n whose j th component is equal tu
for z ∈ D, where (|z|, · · · , |z|) ∈ R n . Then, F ′ is a family of analytic discs half-attached to R n and F ′ (1, z, t) = t(|z|, · · · , |z|) ∈ (R + ) n . The following is just a reformulation of (3.14).
where we wrote |z| for (|z|, · · · , |z|) in the last equality. ) and t ∈ (0, 1], the mapping F ′ (·, z, t) is a smooth analytic disc
0 , e
(ii) for any z ∈ B * 2n (0, r ′ 0 ) and t ∈ (0, 1], there exists an z * ∈ B * 2n (0, 2r
and |z * | ≤ 2|z|, (iii) for any z ∈ B * 2n (0, ) and t ∈ (0, 1], we have
, it is enough to verify the three above conditions for t = 1. It is clear that (γ, δ,z) = (2|z|, |z|, z j ) satisfies the condition (3.17) for 1 ≤ j ≤ n. Hence, direct consequences of Lemma 3.9 and (3.19) show that there exists a constant c 0 > 1 for which the property (i) and (iii) hold. It remains to verify (ii). We will use the same idea as in the proof of Proposition 3.4.
Fix
) and Φ ′ (0) := 0. By the above reason and Lemma 3.9, there exists a smooth map g z (s) : [0, 1] → R n depending smoothly on z ∈ B * 2n (0,
Note that the homogeneity of F ′ in t implies that g z is independent of t. Put
Observe that g ′ (0) = 0 and
Lemma 3.9 for (γ, δ,z) = (2|z|, |z|, z j ) implies that |z|D z g z ( |z|) and D s g z ( |z|) are bounded independently of z. As a consequence, we have
for some constant c independent of (z, t). Let r Hence, |z * | ≤ 2|z|. The proof is finished.
As explained at the beginning, let us now introduce a new parameter τ ∈ B n (0, 2) and a family F ′ τ of analytic discs half-attached to R n contains F ′ as a subfamily. 
Proof. This is obvious by the properties of u 1 . The proof is finished.
Let z and t be as above. Put
where τ ∈ B n (0, 2). The parameter τ will play a role as a control parameter. Define ), t ∈ (0, 1] and τ ∈ B n (0, 2), we have
for j = 0, 1 and
where the right-hand side of the last equality denotes the diagonal matrix of order n whose coefficients on the diagonal are all equal to 10t.
ANALYTIC DISCS PARTLY ATTACHED TO K
Fix a smooth Riemannian metric on X. Let p 0 be an arbitrary point of K. Our goal is to construct special families of analytic discs partly attached to K in a small neighborhood of p 0 in X. Since K is a generic submanifold, its dimension is at least n. We first study the case where dim R K = n. Then we deduce the case of higher dimension by considering (local) generic submanifolds of K. In what follows, the notations and respectively mean ≥ and ≤ up to a positive constant depending only on the geometry of (K, X).
4.1.
The case where K has no singularity. In this subsection, we consider the case where K has no singularity and dim R K = n. The C 3 -differentiability of K is enough for our proof. The local coordinates described in Lemma 4.1 below are used widely in the Cauchy-Riemann geometry. Since we need to use concrete estimates uniform in p 0 , a complete proof will be presented. We refer to the beginning of Subsection 3.1 for the notation of the norms of maps below. (i) we have
(ii) there is a C 3 map h from B n (0, 1) to R n so that h(0) = Dh(0) = 0, where Dh denotes the differential of h, and
where the canonical coordinates on C n = R n + iR n are denoted by z = x + iy, and
Proof. We cover X by a finite family of charts (W j , Ψ j ), where W j is an open subset of X and Ψ j is a biholomorphic map from W j to the ball B 2n (0, 2). We choose these charts so that Ψ −1 j B 2n (0, 1) also cover X. This choice is independent of p 0 . Consider a chart (W j 0 , Ψ j 0 ) such that p 0 belongs to Ψ
By the hypothesis on K, we have
This implies that there are a positive constant c 1 independent of p 0 and a linear change of coordinates
z K is considered naturally as an affine subspace of C n . Replacing Ψ by Ψ ′ • Ψ, we can suppose that Ψ(p 0 ) = 0 and
By rescaling Ψ (by a constant independently of p 0 ) if necessary, the submanifold
By construction, we have h(0) = Dh(0) = 0. The compactness of K and (4.2) insure that there is a positive constant c 1 independent of p 0 such that h 3 ≤ c 1 . The proof is finished.
From now on, we only use the local coordinates introduced in Lemma 4.1 and identify points in W p 0 with those in B 2n (0, r K ) via Ψ. Property (i) of Lemma 4.1 implies that the distance on X is uniformly comparable with the Euclidean distance measured by the local coordinates given in Lemma 4.1. Hence, in what follows, we make no distinction between these two distances. The estimate (4.1) implies that
For each z ∈ B * 2n (0, 1) and t ∈ (0, 1], let u z,t be the map defined in (3.7). Let F and c 0 be the family of analytic discs and the constant respectively in Proposition 3.4. In order to construct an analytic disc half-attached to K, it suffices to find a map
which is Hölder continuous, satisfying the following Bishop-type equation
where z and t are parameters in B * 2n (0, 1) and (0, 1) respectively. Indeed, suppose that (4.4) has a solution. For simplicity, we use the same notation U z,t (z) to denote the harmonic extension of U z,t (ξ) to D. Let P z,t (z) be the harmonic extension of h U z,t (ξ) to
which is a family of analytic discs parametrized by (z, t). For any ξ ∈ ∂ + D, the defining formula of F h and the fact that u z,t ≡ 0 on ∂ + D imply that
by Property (ii) of Lemma 4.1. In other words, F h is half-attached to K. Moreover we have
In what follows, it is convenient to regard U z,t (z) as a function of three variables (z, z, t).
Proposition 4.2.
There is a small positive number t 1 ∈ (0, 1) independent of (z, p 0 ) so that for any t ∈ (0, 
Proposition 4.2 except (4.5) is a direct corollary of a more general result due to Tumanov, see [10, Th. 4.19 ]. Since we do not need the optimal regularity for U z,t (whereas it is the case for Tumanov's result), the proof is simpler. We will follow the presentation in [10] . Firstly, we need the following preparatory lemma on the norms of the Hölder spaces. 
. (4.7)
Moreover, there exists a positive constant c(n) such that for any maps g 1 , g 2 from ∂D to B n (0, 1) and any function f on B n (0, 1), we have
for any ξ, ξ ′ ∈ ∂D. Using the last equality and the definition of the C 1 2 , one easily gets (4.6). Since D(g 1 g 2 ) = (Dg 1 )g 2 + g 1 Dg 2 , using (4.6) and the definition of C 1,
Hence, (4.7) follows. Now we prove (4.8). Let g 1 , g 2 , f be as in the hypothesis of (4.8). We have
Applying (4.6) to the last sum shows that there exists a positive constant c ′ (n) depending only on n so that
Hence, (4.8) follows by choosing c(n) = 3c ′ (n). The inequality (4.9) is deduced by using the same method and (4.10) is a direct consequence of (4.9). The proof is finished.
Proof of Proposition 4.2. Let C 1,1/2 and C 2,1/2 be the constants C k,β appearing in (3.3) with k = 1, 2 and β = 1/2. Let c(n) be the constant in Lemma 4.3. Define
Fix t ∈ (0, t 1 ) and z ∈ B * 2n (0, 1). Let A be the set of C 1, 
We will show that G is a well-defined self-map of A and is a contraction.
Let U ∈ A. Note that since z ∈ B * 2n (0, 1), we have | Re z − Im z| ≤ 2. By (3.3) and Proposition 3.4, we get
because we chose c 0 > 1. The inequality (4.9) for f = h and g 1 = U combined with (4.3) yields that
We deduce from (4.13) and (4.12) that
and similarly using (4.11) gives
, for any U, U ′ ∈ A. The inequality (4.14) shows that G is well-defined. And the contractivity of G follows from (4.15). By the fixed point theorem, G has a unique fixed point U z,t ∈ A. In other words, the equation (4.4) has a unique solution U z,t ∈ C 2 -norm show that for t small enough, precisely t ∈ (0, t 1 ), G is a self-contraction of A ′ and U z,t is the unique fixed point of G. Note that in this argument, we need to use the constant C 2,1/2 which explains its presence in the definition of t 1 . Therefore, U z,t ∈ C 2, 1 2 and it satisfies U z,t 2,
Now we investigate the dependence of U z,t on the parameter z. Observe that if U z,t is differentiable in z and D z U z,t is at least C β in ξ for some β ∈ (0, 1), then by (4.4) and C β -boundedness of T 1 we must have
This leads us to study the equation
where H(ξ) = Dh(U z,t (ξ)) is a C 2 matrix function in ξ ∈ ∂D. This equation is of the same type as (4.4). Since (4.18) and H ∈ C 2 , the same arguments as above show that the equation (4.17) has a unique solution V z,t in C 1,
thanks to the t 1/2 -contractivity of the self-map defining the recurrence relation of V ′k z,t . We now relate V z,t to U z,t . Note that by (3.9), u z,t ∈ A for t ∈ (0, t 1 ). Let {U k z,t } k∈N be the sequence in A defined by Using (4.18) , the induction on k and the above technique in the proof of (4.19), we obtain that
Applying (4.7) and (3.3) to each term in the right-hand side of (4.23) gives
The second term of the right-hand side of (4.24) is less than or equal to thanks to (4.10) and (4.1). By the first inequality of (4.5) and (4.21), the last quantity is less than or equal to
In a similar way, the first term of the right-hand side of (4.24) is less than or equal to
thanks to (4.8) and (4.1). By (4.21) and (4.22), the last quantity is also less than or equal to
Hence, we just proved that
By induction on k and the last inequality, one easily deduces that
for all k ∈ N. Combining with the fact that V ′k z,t → V z,t , we get V k z,t → V z,t . Integrating the last limit with respect to z, one sees that U z,t is differentiable on z and D z U z,t = V z,t . In particular, D z U z,t belongs to C 
Proof. Let z ∈ B * 2n (0, 1). Let z * := 1 − |z| + i|z|. We deduce from (4.4) and the definition of
is a holomorphic map in z. Substituting z by z * in the last equality gives
Recall that P z,t (ξ) = h U z,t (ξ) , for ξ ∈ D. By (4.13), (4.5) and (3.4), we have
This yields that
which is of modulus less than or equal to t 2 | Re z − Im z| 2 ≤ 2t 2 |z| 2 by (4.3). Using the last inequality and (4.28), one has
Using this and (4.27), one gets (4.25). Differentiating (4.27) gives
Hence it remains to estimate the first term in the right-hand side of (4.29). Observe that
for all z ∈ D. Let H(ξ) = Dh(U z,t (ξ)) the function defined in the proof of Proposition 4.2. By definition of P z,t , we have
Using (4.7) together with (4.5) gives
We have D z E(1, z, t) = iD z h(t Re z − t Im z) which is clearly of absolute value t 2 by (4.3). Combining this with (3.3) yields that
Lemma 4.5. Let r 0 be the constant in Proposition 3.4 . There is a positive number t 2 < t 1 independent of p 0 and of z such that for any t ∈ (0, t 2 ], the set Φ h B 2n (0, r 0 ) contains the ball B 2n (0, r 0 t/2).
Proof. Define
Combining with the fact that g is t/4-Lipschitz on B 2n (0, 2r 0 ) implies that g h is t/2-Lipschitz on B 2n (0, 2r 0 ) for t ∈ (0, t 2 ). Now, an application of Lemma 3.3 to Φ h = tId + g h gives the desired result. The proof is finished.
Proof of Proposition 2.5 for the case without singularity. In our chosen local coordinates around p 0 , we have p 0 = 0 and p = z. Let t ∈ (0, t 2 ) be as in Lemma 4.5. For any z ∈ B * 2n (0, r 0 t/2), there is z * ∈ B 2n (0, r 0 ) for which Φ h (z * ) = z. We deduce from (4.25) that
At the end of the proof of Proposition 3.4, we proved that |Φ(z
The analytic disc f clearly satisfies all requirements in Proposition 2.5. Now, we explain how to obtain the desired analytic discs when dim R K > n. Since we only consider small discs near K, it is enough to work in a small chart and identify K with a submanifold of B 2n (0, 1) with 0 ∈ K. Choose a real linear space A through 0 such that A intersects K ∩ B 2n (0, 2r) transversally at a generic manifold of dimension n, where r > 0 is a positive number. We can choose r small enough such that this property also holds for any linear subspace A ′ parallel to A which intersects K ∩B 2n (0, 2r). Let p 0 ∈ K ∩B 2n (0, r) and p ∈ B 2n (0, 1) close to p 0 . Let K ′ be the intersection of K ∩ B 2n (0, 2r) with the linear space A ′ through p 0 and parallel to A. The construction in the last subsections can be applied to (K ′ , X, p 0 , p) without changes. We obtain analytic discs half-attached to K ′ , hence half-attached to K, with the properties described in Proposition 2.5. The proof is finished.
4.2.
The case where K has singularity. We treat the case where K is a compact generic nondegenerate C 5 -piecewise submanifold of X. Actually, C 4 -differentiability is enough for our proof but in order to avoid some involvedly technical points, we will use C 5 -differentiability.
The case of higher dimension will be treated at the end of this subsection also by considering generic submanifolds of K. The following is an analogue of Lemma 4.1. (i) we have
Proof. Firstly, observe that by definition of K, through every point p on the singularity of K, there exist a local chart W of p in X so that K ∩ W is the intersection of W with a finite union of convex polyhedra of dimension n in R 2n . 
The above observation shows that we can cover K by a finite number of holomorphic charts (W j , Ψ j ) of X such that there are generic n-dimensional submanifolds K on an open neighborhood of B n (0, 1) with 1 ≤ j ≤ n such that
Since every linear change of coordinates in R n can be extended naturally to be a complex linear change of C n , using a suitable complex linear change of coordinates in C n allows one to assume that tangent space of {τ j = 0} at 0 is {x j = 0} for 1 ≤ j ≤ n. Notice that the distortion caused by the change of coordinates is bounded independently of p 0 . For x ∈ B n (0, 1), write
For x ∈ Q n with |x| ≤ 1 3nC
, the inequality (4.31) yields that
for all 1 ≤ j ≤ n. We deduce that
) .
The composition of a suitable linear change of coordinates in R n with a dilation in R n will map Q n onto (R + ) n and map B n (0,
) onto a neighborhood of B n (0, 1). This map can be extended to be a holomorphic change of coordinates Ψ ′ in C n . Composing Ψ j 0 with Ψ ′ , we get the desired change of coordinates and the property (ii). The proof is finished.
Let K h := (x, h(x)) : x ∈ B n (0, 1) which is a C 5 submanifold of B 2n (0, 1). Property (ii) of Lemma 4.6 implies that
To establish the desired family of analytic discs in this context, we follow the same strategy as in the previous case. Let F ′ τ , u ′ z,t,τ , c 0 be the maps and the constant defined in (3.24), (3.23) and (3.25). As in the last subsection, consider the following Bishop-type equation
), t ∈ (0, 1] and τ ∈ B n (0, 2). For simplicity, we use the same notation U ′ z,t,τ (z) to denote the harmonic extension of U
τ is a solution of (4.33) which is at least Hölder continuous, then
is clearly a family of analytic discs half-attached to K h and
Our goal is to obtain a stronger property that F ′h τ is I-attached to K ⊂ K h , for some interval I ⊂ ∂D containing 1. In view of (ii) of Lemma 4.6, it suffices to prove that
Here for any r ∈ R and v ∈ R n , we write v ≥ r to indicate that each component of v is greater than or equal to r. A similar convention is applied to v ≤ r.
Proposition 4.7.
There is a positive number t 1 ∈ (0, 1) independent of (p 0 , z, τ ) so that for any t ∈ (0, t 1 ) and any z ∈ B * 2n (0,
Moreover, the following estimates hold: Proof. By (3.23)-(3.26), we see that the arguments in the proof of Proposition 4.2 still work for this case. Hence, the proof is finished.
From now on, let t 1 be the constant in Proposition 4.7 and let t ∈ (0, t 1 ). Let U ′ z,t,τ be the solution of (4.33) described in Proposition 4.7. For ξ ∈ ∂D, write ξ = e iθ with θ ∈ [−π, π).
Lemma 4.8. There exists a constant c 2 independent of (p 0 , z, t, τ ) so that for any (z, t, τ ), we have ) × (0, t 2 ), we have
Combining this with (3.11) gives 
The first inequality of (4.35) implies that for t small enough and some constant c > 0 independent of (z, t, τ ), where we recall that the norm | · | ln of a square matrix is the one of its associated linear map. Taylor's expansion for Φ 0 at τ = 0 gives Φ 0 (τ ) = Φ 0 (0) + D τ Φ 0 (0)τ + g 0 (τ ), (4.47) where g 0 (τ ) is t 3/2 -Lipschitz by (4.45) and g 0 (0) = 0. A direct application of Lemma 3.3 to Φ 0 with A = D τ Φ 0 (0) and M = t 3/2 implies that for t small enough, Φ 0 is an injection on B n (0, 1) and Φ B n (0, 1) ⊃ B n Φ 0 (0), ct
Note that when t is small, we see that 2t Im z |z|(2 + |z|) ∈ B n Φ 0 (0), ct thanks to (4.44). This yields that there exists a unique τ (z, t) ∈ B n (0, 1) such that Φ 0 τ (z, t) = − 2t Im z |z|(2 + |z|) ·
The differentiability of τ (z, t) is implied directly from the implicit function theorem for Φ 0 (τ , z, t), where we recovered the variable (z, This combined with (4.35) implies that |τ (z, t)| ≤ t c − c 2 t t, (4.51) for t small enough. Hence, the first inequality of (4.48) follows.
We now prove the second one. Differentiating the equality (4.50) with respect to z and using (4.36) give
This together with (4.51) and (4.49) yields that
Multiplying the two sides of the last equality by D τ Φ 0 0, z, t −1 and using (4.46) and |D τ g 0 τ (z, t) | ln = O(t 2 ) (by (4.45)), we get |D z τ | ln t −1 t 2 |z|
Let t ∈ (0, t 4 ). Define the map Φ ′h : B 2n (0, 1 2n ) → C n by putting Φ ′h (0) = 0 and Φ ′h (z) = F ′h τ (z,t) (z * , z, t) for z = 0, where z * := 1 − |z|. Our goal is to obtain similar estimates for Φ ′h as in Lemma 4.4. However, due to the presence of τ , direct comparisons between Φ ′h and Φ ′ do not work efficiently as in the case without singularity. In order to get the expected results, we will use the technique in Corollary 3.6. Let f (z) := F ′h (z, z * , t 5 ) and z * := 1 − |z * |. The last inequality implies that |1 − z * | 2 ≤ 2|z|/t.
As in the case without singularity, the analytic disc f satisfies all properties in Proposition 2.5. Now, we explain how to obtain the desired analytic discs when dim R K > n. In the last subsection, we sliced K by generic n-dimensional submanifolds K ′ in a uniform way. Then, one just applied the previous result for K ′ to get discs partly attached to K. In our present case, such slicing does not always work due to the fact that a hypersurface passing an edge of K may only intersect K at that point. Hence, we do not get a such a family K ′ as above. We will use the same idea with some additional caution. As just mentioned, we only need to take care of the edges of K. Let p e be an edge of K. By definition of K, there exists a local chart (W pe ,Ψ) of p e in X such thatΨ is a diffeomorphism fromW pe to B 2n (0, 2) andΨ(K ∩W pe ) is the intersection of a finite union of convex polyhedra with B 2n (0, 2). For simplicity, we identify K withΨ(K) and suppose that K is just a convex polyhedron. Hence, it is easy to choose a (3n − dim K)-dimensional subspace H pe of R 2n such that the affine subspace p e + H pe intersects K at a n-dimensional convex polyhedron K ′ pe which is generic at p e in the sense of the Cauchy-Riemann geometry: K ′ pe + JK ′ pe = R 2n where J is the complex structure of X, we identified T pe X with R 2n . Since p e is an edge, the last property implies that the same thing also holds for any p 0 ∈ R 2n close enough to p e , i.e, (p 0 + H pe ) ∩ K = K p 0 and K p 0 generic at p 0 . To summarize, we just get a family of generic n-dimensional local submanifolds K ′ p 0 of K uniformly in p 0 . Now apply the above result for each K p 0 , we get the desired conclusion. The proof is finished.
