Abstract. The GMRES method is a popular iterative method for the solution of large linear systems of equations with a nonsymmetric nonsingular matrix. However, little is known about the behavior of this method when it is applied to the solution of nonsymmetric linear ill-posed problems with a right-hand side that is contaminated by errors. We show that when the associated error-free right-hand side lies in a finite-dimensional Krylov subspace, the GMRES method is a regularization method. The iterations are terminated by a stopping rule based on the discrepancy principle.
1. Introduction. Let X be a real separable Hilbert space with inner product < ·, · > and norm · =< ·, · > 1/2 , and let A : X → X be a bounded linear operator. The induced operator norm is also denoted by · . Let R(A) denote the range of A and assume that for every b ∈ R(A) the equation
has a unique solution x ∈ X . Thus, the operator A has an inverse on R(A), which we denote by A −1 . We are interested in the situation when the solution x of (1.1) does not depend continuously on the the right-hand side b, i.e., when the inverse operator A −1 is not bounded on R(A). Then the determination of the solution x of (1.1) is an ill-posed problem in the sense of Hadamard, and we refer to equation (1.1) as an ill-posed problem; see, e.g., Groetsch [7, Chapter 1] for a discussion on ill-posed problems.
In many linear ill-posed problems (1.1) that arise in science and engineering, the right-hand side b, which is assumed to be in R(A), is not available. Instead, a perturbation b δ ∈ X of b is known. The difference b−b δ often stems from measurement errors and is referred to as "noise." In the present paper, we assume that a bound δ ≥ 0 of the norm of the noise is known, i.e., δ ∈ R(A), the solution x δ of (1.3) may be a poor approximation of the solution x of (1.1) even when b and b δ are close, because A −1 is not bounded. Therefore, the determination of a solution of (1.3), if it exists, is an ill-posed problem.
Due to these difficulties, we do not try to compute the solution x δ of (1.3), even if it exists. Instead, for a given right-hand side b δ ∈ X that satisfies (1.2), we replace the operator A in (1.3) by an operator A δ reg : X → X that approximates A and has a bounded inverse on X , and solve the equation Definition (Discrepancy Principle). Let α > 0 be fixed and let b δ ∈ X satisfy (1.2) for some δ ≥ 0. The regularized approximate solution x δ reg of (1.3) is said to satisfy the discrepancy principle if b δ − Ax δ reg ≤ αδ. In the development below, we will keep α > 0 fixed and investigate the convergence of x δ reg to the solution of (1.1) as δ converges to zero. One of the most popular regularization methods is Tikhonov regularization, which in its simplest form yields an operator A δ reg with inverse
see Groetsch [7] for a thorough discussion. Here A * denotes the adjoint operator to A and I denotes the identity operator. The parameter µ ≥ 0 is referred to as a regularization parameter. It determines how sensitive the solution x δ reg of (1.4) is to perturbations in the right-hand side b δ and how close x δ reg is to the solution x of (1.1). In the present paper, we define the operator A δ reg by applying a few steps of the Generalized Minimal Residual (GMRES) iterative method, due to Saad and Schultz [16] , to equation (1.3) . The GMRES method is a popular iterative method for the solution of equations of the form (1.1) with a bounded operator A with a bounded inverse. It is the purpose of this paper to investigate the behavior of the GMRES method when it is applied to the computation of approximate solutions of equations of the form (1.3) with a bounded nonsymmetric operator with an unbounded inverse and a right-hand side that is contaminated by noise. We show that under appropriate conditions on the unperturbed equation (1.1), the GMRES method equipped with a stopping rule based on the Discrepancy Principle is a regularization method.
Related investigations for linear ill-posed problems (1.3) with a symmetric operator A have been presented by Hanke [8] . In particular, Hanke [8, Chapters 3 and 6] shows that the conjugate residual method and a variant thereof, the MR-II method, which are minimal residual methods for equations with a symmetric operator, are regularization methods when equipped with a stopping rule based on the Discrepancy Principle. Studies of the behavior of the conjugate gradient method applied to the normal equations associated with (1.3),
can be found in [8, 9, 11] . Plato [14] We denote the termination index by m δ . We say that an iterative method for (1.3) equipped with this stopping rule is a regularization method if there is a constant α > 0, independent of δ, such that the iterates x This paper is organized as follows. Basic properties of the GMRES method are reviewed in Section 2. Regularizing properties are studied in Section 3, and a few computed examples that illustrate the behavior of the limit (1.8) are presented in Section 4.
The GMRES method. Introduce the Krylov subspaces
The GMRES method by Saad and Schultz [16] applied to the solution of equation 
Saad and Schultz [16] propose to compute the iterate x δ m by first determining an orthonormal basis {v
δ ) by the Arnoldi process. In the description of the algorithm below, we tacitly assume that
The condition (2.3) secures that the Arnoldi process does not break down before an orthonormal basis {v
δ ) with m elements has been determined. We will return to this assumption below.
T denote the jth axis vector of R m , and define the operator
The relations of Algorithm 2.1 can be written as
We refer to (2.5) as an Arnoldi decomposition. It follows from the recursion formulas of the algorithm that . Throughout this paper, we omit the superscript δ when δ = 0.
We now return to the condition (2.3). Assume that the condition is violated. Specifically, let Schultz [16] for the case X = R n . We present a proof, because the lemma is important for the development in Section 3. We need the following auxiliary result.
Lemma 2.2. Assume that the operator A : X → X is invertible on R(A). Then
where 
Conversely, assume that equation (2.8) holds. Since
. We point out the following property of Krylov subspaces. Lemma 2.4. Assume that equation (2.7) holds. Then
Equation (2.9) can be shown by induction for increasing values of j using (2.7).
We 
where (V δ m+1 ) * : X → R m+1 denotes the operator adjoint to V m+1 . It is given by
When f δ m+1 = 0, the right-hand side of (2.13) simplifies to
Let Π m denote the set of polynomials of degree at most m, and let Π as the associated residual polynomial; see, e.g., Saad [15] .
In view of (2.2), the discrepancy polynomial p δ m satisfies
We will use this inequality in Section 3.
3. Regularizing property of the GMRES method. For notational simplicity, we will throughout this section assume that the operator A and right-hand side b in (1.1) are scaled so that
In this and the following sections, the initial approximate solutions for all iterative methods considered for the solution of equations (1.1) and (1.3) are chosen to be x 0 = 0 and x δ 0 = 0, respectively. The following example illustrates that iterative methods that determine approximate solutions of the equation (1.3) in a sequence of Krylov subspaces (2.1) might not define regularization methods unless additional conditions on the equation are imposed.
Example 3.1. Let X = ℓ 2 and let A : X → X be the down-shift operator, i.e.,
Then A is bounded with null space N (A) = {0}. Define the right-hand side b of (1.1) by
Let δ > 0 and define In order to circumvent the difficulties of Example 3.1, we assume that Algorithm 2.1 applied to {A, b} breaks down after ℓ steps have been carried out, with 1 ≤ ℓ < ∞. Thus, the algorithm determines the orthonormal basis {v j } ℓ j=1 of K ℓ (A, b) as well as elements f j ∈ X , 1 ≤ j ≤ ℓ + 1, such that
Lemma 2.3 shows that the iterate x ℓ determined by the GMRES method when applied to equation (1.1) with initial approximate solution x 0 = 0 solves (1.1). Therefore, the discrepancy polynomial p ℓ associated with x ℓ satisfies
where p ℓ = p δ ℓ for δ = 0, cf. (2.15). It follows from (1.7) and (2.14) that the solution x ℓ can be written in the form
In the remainder of this section, we assume that the positive constant α in Stopping Rule 1.1 satisfies Proof. Assume that m δ > ℓ and let p δ ℓ and p ℓ be discrepancy polynomials determined by ℓ steps of the GMRES method applied to the equations (1.3) and (1.1), respectively. It then follows from (3.5), (2.16) and (1.2) that
Assume that δ < b and let b δ ∈ X satisfy (1.2). Then b δ = 0 and therefore
Clearly, the set {v 
Proof. The inequalities (3.7) follow from application of the Cauchy-Schwarz and triangle inequalities using the bound (3.1) of A.
Define recursively, for j = 1, 2, . . . , ℓ + 1, the constants
Note that in view of the properties (3.2) of the f j , the constants µ j are well-defined and positive. 
where the constants µ j are defined by (3.8) .
Proof. We first show the inequalities (3.10). It follows from (1. 
We turn to the inequalities (3.11). The relations
Combining these inequalities with (3.10) establishes (3.11).
We are now in a position to show (3.12). It follows from the inequalities (3.11) and the definitions (3.9) of the δ j and (3.8) of the µ j that δ 1 ≤ µ 1 δ and
Corollary 3.4. Let µ j , 1 ≤ j ≤ ℓ, be given by (3.8) and define the positive constantδ
In view of (3.2), the element f n+1 ∈ X determined by Algorithm 2.1 when applied to {A, b} is nonvanishing. Moreover, Algorithm 2.1 applied to {A, b δ } with m = n yields f δ j = 0 for 1 ≤ j ≤ n and f δ n+1 = 0. But application of (3.13), (3.12) and (3.10), in order, yields 
where
and the µ j are given by (3.8) . Furthermore, the adjoint operators (V δ k ) * satisfy
The norms · in (3.14) and (3.16) are the operator norms induced by the norms
Therefore k steps of Algorithm 2.1 can be carried out without breakdown and the orthonormal basis {v
δ ) determined by the algorithm is welldefined. Thus, the operators V k and V δ k , defined by (2.4) with m = k, exist. The bounds (3.11) and (3.12) yield
and (3.14) follows. The operator
) and the inequality (3.16) follows from (3.14). Lemma 3.6. Let δ satisfy 0 < δ ≤δ, whereδ is defined by (3.13), and let b δ ∈ X satisfy (1.2). Let the matricesH δ k ∈ R (k+1)×k andH k ∈ R (k+1)×k be determined by k ≤ ℓ steps of Algorithm 2.1 applied to {A, b δ } and {A, b}, respectively, cf. (2.6). Let β k be defined by (3.15) and µ k+1 by (3.8) . Then the matricesH k andH δ k satisfy
Proof. It follows from Corollary 3.4 that the matricesH k andH δ k exist. The inequalities (3.10) and (3.12) with j = k + 1 can be used to establish the inequality 
Combining the inequalities (3.18) and (3.19) completes the proof.
The following results discuss the sensitivity of the pseudo-inverse of a matrix to perturbations.
Proof. It follows from Corollary 3.4 that dim K ℓ (A, b δ ) = ℓ and therefore it can be seen from Lemma 2.3 that, for k ≤ ℓ, the approximate solution x δ k determined by the GMRES method applied to (1.3) is well-defined. Introducê
and let the operators (V δ ℓ+1 ) * : X → R ℓ+1 and (V ℓ+1 ) * : X → R ℓ+1 be defined by The expression (2.11) yields
When k < ℓ, it follows from the bounds (3.14), (3.16), (3.22) and (3.23), the scaling (3.1) of b, and the fact that V
Thus, we can choose
A similar bound can be shown for k = ℓ by using the operators (3.26) and the fact that
where α satisfies (3.5) and the σ j , 1 ≤ j < ℓ, are as in Theorem 3.9. Note that by Lemma 2.3, b − Ax k > 0 for 1 ≤ k < ℓ, and therefore ǫ > 0. Proof. Assume that m δ = ℓ. It follows from Lemma 3.1 that m δ < ℓ, i.e, b δ − Ax δ k ≤ αδ for some k < ℓ. Theorem 3.9 and the scaling (3.1) of A yield
and, therefore,
It follows from δ ≤ ǫ and (3.27) that Letting δ decrease to zero establishes (3.28).
It follows from Theorem 3.11 that if the GMRES method solves equation (1.1) in finitely many steps, then the GMRES method equipped with Stopping Rule 1.1 defines a regularization method.
We remark that the results of this section also hold when A is singular, provided that equation (1.1) has at least one solution and the GMRES method can compute a specific solutionx in finitely many steps. Discussions on the behavior of the GM-RES method when applied to linear systems of equations with a singular matrix are presented in [3, 4] . Here we only note that a difficulty that arises is that the Arnoldi process may break down before a sufficiently large Krylov subspace has been generated to contain the solutionx, i.e., the conclusion of Lemma 2.3 may be violated.
Computed examples.
This section illustrates the behavior of the limit (1.8) when the GMRES method is applied to two problems from the package Regularization Tools by Hansen [10] . We compare the results of the GMRES method to those of the conjugate gradient method applied to the normal equations (1.6). We use the implementation CGLS of Björck [2] . This implementation does not require the operator A * A to be formed explicitly. All computations were performed on an Intel Pentium workstation with about 16 significant decimal digits using GNU Octave. 
