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The concept of channel capacity is applicable and useful in the 
study of languages with structures more general than those generated 
by the finite state channels discussed in Information Theory. A 
technique has been developed in this paper whereby the channel 
capacity of a class of phrase structure l~nguages can be calculated. 
It has been shown that certain self-embedding phrase structure 
languages call be described by means of a finite machine whose 
symbols are the transformations of the phrase structure grammar. 
1. INTRODUCTION 
We are used to thinking of a language as consisting of an alphabet of 
symbols which are concatenated to form sentences in the language. To 
specify a language we need, in addition to the alphabet, some rules by 
which the valid sentences of the language can be generated. The simplest 
language, of course, is one where all concatenations of symbols from the 
alphabet are valid sentences. In the general ease, however, the set of 
valid sentences i  a proper subset of the set of all sequences. The rules 
which determine this subset are often called the grammar of the language. 
In the literature on the mathematical theory of languages, the oldest 
languages to have been studied, apart from the trivial languages con- 
sisting of all concatenations, are the finite state languages or languages 
generated by a finite machine (Rabin and Scott, 1959). I t  has been 
shown, however, that the set of valid sentences generated by finite 
machines fail to exhibit certain structural properties often exhibited by 
natural languages. Grammatical structures different from that of finite 
machines have therefore been suggested, the earliest one among them 
having been the phrase structure (Chomsky, 1959). 
However, apart from the study of languages on the basis of their 
structure, languages have been studied for their efficiency for com- 
munication purposes, though in these studies the media of communica- 
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tion are referrecl to as channels (Shannon, 1948) rather than languages. 
These studies use the concept of channel capacity, which is a direct 
measure of the total number of valid sentences of a given length that a 
language has. 
The two languages for which the channel capacity have been 
determined are the language where all sequences are valid sentences and 
a subset of finite-state languages whose grammars have been called 
finite state channels in Information Theory literature. However, the 
finite state channels are so closely related to finite state languages that 
it is almost trivial to extend the study of channel capacity from one to 
the other. 
This paper extends the study of channel capacity to that of phrase 
structure languages. We shall show in Section I I  that there exists a 
subset of phrase structure languages which, though not a subset of 
finite state languages, can be represented by ~ network analogous to 
finite state machines. This necessitates the development of a language 
whose symbols are transformations of the original phrase structure 
grammar. For this set of phrase structure languages, the capacity can 
be calculated by a trivial extension of the method of calculating the 
capacity of a finite state channel. This will be discussed in Section II I . 
II. PHRASE STRUCTURE GRAMMARS 
A phrase structure grammar contains two alphabets VT and VN, the 
members of these alphabets being called terminal and nonterminal 
symbols, respectively. VN contains a special symbol S. Also a phrase 
structure grammar contains a set Z of transformation rules of the form 
A -~ ¢ where A is a nonterminal symbol and ¢ is ~ string of symbols, 
terminal or nonterminal (we shall confine this paper to context-free 
grammars). A string ¢ is said to dominate a string ~ if there exists a 
sequence ¢1, ~2, "" • Cn of strings such that ¢1 -- ¢, ¢~ = ~ and for each 
i (1 _-_ i < n) there exist strings ~, ~, v, and a nonterminal symbol A 
such that ¢i ~ ~Av, ¢iel ~ ~0v, and the transformation A -~ ¢o belongs 
to the set Z. A string ¢ of terminal symbols is called a valid sentence of 
the language if S dominates ¢. The sequences S, ¢2, ¢2, • " " ¢~-~, ¢ is 
then called a derivation of the sentence ¢. 
A grammar is called self-embedding if there is a nonterminal symbol 
A such that A dominates a string ~o ~ CA~ where ¢ and @ are nonempty 
strings. Chomsky has shown that if a phrase structure language has a 
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nonself-embedding grammar, then it is a finite state language and 
conversely. In what follows we shall confine our attention to self-em- 
bedding context-free grammars only, though the techniques evolved 
can be made to degenerate to the case of finite state grammars in a 
trivial way. Also the languages we shall consider for calculation of 
ehalmel capacity will make it somewhat more restrictive than the 
general self-embedding context-free phrase structure language. 
We shall need a few more definitions before we can describe our re- 
stricted class of languages. 
A derivation S, 62, Ca, • " • ¢~-1, ¢ of a sentence ~will be called normal 
if it has the following property: for each i(1 _-< i < n), if 6~ ~ ~A~ and 
¢~+1 -- ~co~, then the string ~ has no nonterminal symbol in it. In other 
words, we derive ¢ in such a manner that at every step the leftmost 
nonterminal symbol is the one transformed. I t  is not difficult to show 
that for a context free grammar such a derivation will always exist. A 
grammar will be called unique if every sentence has only one normal 
derivation. A grammar will be called uniquely deconcatenable if it is 
unique and if every sequence of valid sentence can be interpreted as 
a sequence in only one way. 
We shall call a grammar bounded if the total number of nonterminal 
symbols in any string dominated by S does not exceed an upper bound. 
A necessary condition for a grammar being bounded is that a nonterminal 
symbol A never dominates a string (As, where ~ or ~ contain any non- 
terminal symbol. 
The languages we shall discuss here will be limited to context-free, 
bounded, uniquely deeoneatenable grammars. This limitation, certainly, 
is quite restrictive. Algol and other languages imilar to it, which ean be 
described by phrase structure grammars, do not fall in our class. How- 
ever, the class does include some interesting self-embedding (and hence 
nonfinite state) languages. For instance the language L~ of Chomsky,  
consisting of all strings consisting of any finite number  of a's followed by 
an equal number  of b's, has a grammar  which belongs to our restricted 
class. A language consisting of a string of a's followed by a b followed 
by a string of a's of equal length to the first also belongs to this class. 
The  language L2 of Chomsky,  consisting of finite strings in a and b, 
followed by its mirror image, does not belong to this class, however, 
though it is bounded. The  reason for this is lack of unique deconcaten- 
ability. The  sequence abbaabba can be looked upon as the concatenation 
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of two valid sentences, each consisting of ab and its mirror image; or it 
can be looked upon as a valid sentence consisting of abba and its mirror 
image. 
We shall call languages belonging to our class finitely representable. 
With a finitely representable anguage we can associate a set whose 
members are certain specific finite sequences of nonterminal symbols, 
chosen as follows. Let K be the set of all sequences dominated by S. 
Every member co of K can be written as a sequence (lAl~2A2(3A3 .." 
(n--1 A~-I ~ where the A's are nonterminal symbols and strings ~ con- 
tain only terminal symbols. The sequence AIA2 • • • An-1  will be called a 
representation of co. All co which contain only terminal symbols (valid 
sentences) correspond to a set Ax. 
The set K, for many grammars of interest, is infinite. However, in a 
bounded grammar the set of representations into which the co's can be 
mapped is finite. We shall call this set the set of nonterminal sequences 
for the grammar. 
Given any finitely representable grammar we can associate with it a 
finite machine G as follows: the symbols of this machine will consist of 
all the transformations of the grammar and two extra transformations 
A --~ S and A --~ h where A represents the empty sequence. The machine 
will have one state corresponding to each nonterminal sequence for the 
grammar and one other state, A0. The transformations carry the machine 
from one state to another as follows. 
(i) The transformation A -~ S carries the state A0 to the state S(i.e., 
the state corresponding to the nonterminal sequence S, which is the 
representation f all strings having one occurrence of S in it). 
(ii) The transformation h --~ A carries A1 to A0 (as will be seen later, 
this transformation merely determines the end of a sentence and prepares 
the machine for generating a new sentence). 
(iii) The transformation A ---> co carries all the states which have an 
A at their extreme left into the state obtained by replacing A by the 
representative of co (e.g., A ~ 4B¢C0 (where 4, ~, and 0 contain no 
nonterminal symbol) would carry the state AB to BCB, state A to state 
BC, and states like BA, CB, CAB will not have this transformation 
emanating from it). If co does not contain any nonterminal symbol, then 
the transformation carries the state into one obtained by deleting the A 
at the extreme left (e.g., ABA gets carried into BA).  
(iv) If co has no nonterminal symbol, then A --~ co carries the state A 
into the state A~ (A~ is reached on the completion of a sentence). 
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The starting state of the machine is ho, which corresponds to an 
empty string. The transformation A0 --~ S carries it to the state S as a 
first step to a derivation. The subsequent transformations generate 
longer and longer strings, and the state reached at any step of a deriva- 
tion represents the string generated, till a sentence is completed on 
reaching A1 from where the machine is carried to A0 by the empty 
transformation A --> A. If we take A0 as the only accepting state of the 
machine, then any acceptable string of transformation is the normal 
derivation of a sentence ora  sequence of normal derivations of sentellees. 
Similarly the normal derivation of any sentence or sequence of sentences 
will carry A0 back to A0, and hence be a string acceptable to the machine. 
The machine G, then, can be used to study the properties of the 
language, since the set of all sequences of sentences i uniquely deter- 
mined by the set of all strings of transformations acceptable to G. 
If the finitely representable grammar under consideration be a 
Chomsky type 3 (finite state) grammar, then G has essentially the same 
structure, except for the trivial A transformations, as the finite state 
channel which produces entences of the language. The transformation 
A --* aB of the machine G an equivalent to the transition A X a --~ B 
of the channel. 
The property of the language we want to study in this paper is channel 
capacity or, more precisely, the answer to the following problem "Given 
a certain integer t, how many terminal sequences of length t belong to 
the language?" This presupposes a length associated with each terminal 
symbol; the length of a sequence being the sum of the lengths of all 
occurrences of symbols in it. 
If the number of sequences of length t is N(t) then, following Informa- 
tion Theoretical definitions we define the quantity 
C = Lt log N(t) 
t~  t 
as the channel capacity of the language. 
I I I .  F IN ITE  MACHINES AND CHANNEL CAPACITY 
A finite state channel as discussed in Information Theory can be 
looked upon as a finite machine except for one difference: any state of 
the machine can be considered as a starting state and every state is an 
accepting state. That is, any string starting at a state of the channel 
and terminating at some state of the channel is an acceptable sequence 
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or "a sequence generated by the channel." Also, to define a finite state 
channel, one has to associate a length with every symbol of the channel. 
Methods are known for the calculation of the channel capacity of a 
finite state channel. This method can be used almost in its entirety 
for the calculation of the capacity of any finite machine with lengths 
of symbols defined, the restriction on the starting and accepting states 
making only minor differences in the detail. 
In what follows we shall establish a method for associating a length 
with each transformation f the machine G in such a manner that the 
sentence generated by an acceptable sequence of transformations has 
the same length as the length of the sequence of transformations. This 
converts the problem of finding the channel capacity of a finitely repre- 
sentable phrase structure language to that of finding the capacity of the 
corresponding machine G. 
We assume that a length is defined for each terminal symbol. The 
length of a string of terminal symbols will be defined as the sum of the 
lengths of the symbols comprising it. We shall denote the length of a 
string ~ of terminM symbols by l(c~). The length of an empty string will 
be considered to be 0. 
With any transformation A ---* ~oAl~iA2~o.... A~ where the A's are 
nonterminal symbols and the ~'s are strings of terminal symbols, we 
shall associate the length ~0 l(~t), that is, the length of the string 
obtained by deleting all the nonterminal symbols. If any strings ~ is 
empty l(~t) is, of course, 0. 
Let an acceptable sequence TIT2 . . .  T~ represent the derivation of a 
sentence. At every step of the derivation, a string of symbols ¢ is gener- 
ated. The length of the transformation T~, converting ¢, to ¢t+1, tells 
us, in effect, the total length of the terminal symbols that were added to 
¢i in converting it to ¢/+1 • Since the initial string A on which T1 operated 
has length zero, and the final string generated by T~-I is a string of 
terminal symbols (a sentence), the length of the sentence is the sum of 
the lengths of all the terminal symbols that were added to the length of 
h. This is the same as the sum of the lengths of the transformations. The 
last transformation T , being A --~ ~ is of length 0, and the length of the 
string remains unchanged. 
Let the machine G have m states, So, $1 --. S~, So being the state 
A0. Let Nti(t)  represent the number of strings of transformation of 
length t which carry St to Sj. Let there be n~ transformations carrying 
St to Sj and let the lengths of these transformations be 1~% (0 ~ i, j 
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< m; t < a < n~j). Then we have 
N, i ( t )  = EEN~q(t  - lqj) 
q a 
by an argument analogous to the one used in deriving the capacity of 
a finite state channel. This set of equations has the solution 
A(2) t . . A (n )  ~(~. )X /+~. , ;  X2 + • o" X~ (1 )  Ni~(t) . . . .  , 
where the X~(1 < r -< n) are the solutions of the determinant equation 
IF_, x -~:' - a,il = o 
ot 
i.e., 
r i l l  n12  n lm 
X-  ~ -- 1 ~ X -~?~ -." ~ X -zL~ 
a~l  a=l  a~l  
n~l n22 tt2rn 
E x -~  E x -~  - 1 . . .  E x -~  
nml  r im2 nmm 
E x- '~ E x-'o~, ... E x - '~o , - ,  
o~1 a=t  a=l  
=0 
and the A~ ) are determined from the boundary values obtained by 
enumeration for small values of t. 
Four our purpose we need only calculate Noo(t). Each string of trans- 
formations which carries state So to state So is either a sentence or a 
string of sentences; and we are interested only in these. In effect, Noo(t) 
takes the place of N(t )  used in the definition of channel capacity. 
We shall exemplify the method by analyzing the language L~ 
of Chomsky, where each valid sentence consisting of a string of a's 
followed by an equal string of b's. One possible grammar for such a 
language would be 
S--~ aB 
B- - *b  
B--~ Sb 
Where S and B are nonterminal symbols and a and b are terminal 
symbols. Let a and b both have unit length. 
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A--,," S (0) 
B - - , -  b ( I )  
FIG. 1. The machine G corresponding to the language L1 of Chomsky 
Using the method outlined in Section II ,  we construct a finite state 
machine as shown in Fig. 1. This yields the determinant equation. 
- -  1 X ° 0 0 
0 -- 1 X - I  0 
0 X -1 --i X-1 = 0 
X ° 0 0 -1  
or  
yielding 
,or, as in Eq. (1) 
2X -2 - -  1 = 0 
x= ±v ' -  
Noo(t)  -- A2 t/2 + B2t/2(-1)t  
For actual calculation of channel capacity we  can stop here and take 
the logarithm of the positive solution for X,  i.e., I/~ a bit per symbol. 
Nevertheless, the calculation for the actual value for Noo(t) is included 
here for interest. 
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For boundary conditions we note that there is no valid sentence of 
length 1, i.e., N(1) = 0. Also, there is one valid sentence of length 2, 
to wit ab. Hence we have 
N00(1) = ~/r2A - v '2B  = 0 
Noo(2) = 2A ~-2B = 1 
A.=B=~ 
Noo(t) = 2 (t/2)-2 + 2 (~/2)-2 ( -1 )  t 
That is, Noo(t) = 0 for odd t and for even t, Noo(t) = 2 ~t/''~-l. This 
yields exactly half the capacity of an unrestricted channel with two 
symbols. 
It may be worthwhile, as an illustration, to indicate the different 
sequences of length 8 that may be generated by this sequence. Noo(t) 
is 8. The different sequences are 
abababab aabbaabb 
ababaabb aaabbbab 
abaabbab abaaabbb 
aabbabab aaaabbbb 
IV. IN CONCLUSION 
In this paper we have pointed out that it is of interest in Information 
Theory to calculate the channel capacity of languages which cannot be 
described by finite state machines. To the best of our knowledge, tech- 
niques for calculating the channel capacity have so far been developed 
only for finite state channels. The present paper represents our first 
attempt at developing techniques for channel capacity calculations for 
nonfinite state languages. The languages that are amenable to our 
present echnique form a subclass of context-free phrase structure lan- 
guages which subsumes finite state languages. We have called this 
subclass finitely representable. 
Apart from the need to extend the calculation of channel capacity to 
languages outside our class (general phrase structure languages, in- 
eluding context-dependent ones), we also have the need for a clearer 
understanding of finitely representable languages themselves. We have 
included here a rather trivial necessary condition for a language to 
be bounded. We do not know whether that condition is suflSeient or, if 
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it is not, what is a necessary and sufficient condition on the transfor- 
mations of a grammar to ensure boundedness. 
The uniqueness of a general context-free grammar is known to be 
undecidable (Cantor, 1962). We have not yet investigated whether the 
uniqueness problem of a finitely representable grammar can be solved. 
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