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Scene segmentation a d perceptual grouping are important operations in visual processing. Pattern 
elements constituting individual perceptual objects need to be segregated from those of other 
objects and the background and have to be bound together for further joint evaluation. Both 
textural (spatial) and temporal cues are exploited for this grouping operation. Thus, pattern 
elements might get bound that share certain textural features and/or appear in close spatial or 
temporal contiguity. However, results on the involvement of temporal cues in perceptual grouping 
are contradictory [Kiper et al. (1991). Society for Neuroscience Abstracts, 17, 1209; Fahle (1993). 
Proceedings of the Royal Society of London B, 254, 199-203). 
We therefore reinvestigated the relative contributions of temporal and spatial cues and their 
interactions in a texture-segmentation paradigm. Our data show that the visual system can 
segregate figures solely on the basis of temporal cues if the temporal offset between figure and 
ground elements exceeds 10 msec. Moreover, segregation of figures defined by orientation 
differences among pattern elements is facilitated by additional temporal cues if these define the 
same figure. If temporal and textural cues define different figures, the two cues compete and only 
the more salient pattern is perceived. By contrast, the detection of a figure defined by orientation is
not impaired by conflicting temporal cues if these do not define a figure themselves and do not 
exceed offset intervals of 100 msec. These results indicate the existence of a flexible binding 
mechanism that exploits both temporal and textural cues either alone or in combination if they 
serve perceptual grouping but can exclude either of the two cues if they are in conflict or do not 
define a figure. It is proposed that this flexibility is achieved by the implementation of two 
segmentation mechanisms which differ in their sensitivity for spatial and temporal cues and 
interact in a facultative way. Copyright © 1996 Elsevier Science Ltd. 
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INTRODUCTION 
Figure-ground iscrimination is one of the most im- 
portant functions in vision. In human perception, it is 
achieved by exploiting differences in a variety of feature 
domains such as luminance, color, orientation, relative 
motion, interocular disparity or the statistics of textures. 
To study the criteria according to which the visual 
system groups related and segregates unrelated features 
and to investigate the mechanisms underlying perceptual 
grouping, psychophysical experiments have been per- 
formed with patterns in which figures are defined by 
differences in only one or a few feature dimensions (e.g. 
Julesz, 1984; Beck, 1966a, b; Olson & Attneave, 1970; 
Beck et al., 1989; Nothdurft, 1992). Typically, stimuli 
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consist of a matrix of pattern elements uch as short lines 
or dots, and figures are defined by making the elements 
constituting the figure similar to each other and different 
from the surround in one feature dimension. Thus, if in a 
matrix of randomly oriented line segments, a subset of 
lines occupying e.g. a square part of the matrix share a 
common orientation, one perceives a square-like figure 
popping out from the background of randomly oriented 
matrix elements. This figure appears to be separated from 
background by a clearly visible texture border that is 
perceived as continuous though it is physically non- 
existent or at least noncontinuous. Gestalt psychologists 
proposed that the texture borders are produced by 
similarity grouping of line elements haring the same 
features (Wertheimer, 1923) while others have suggested 
that the visual system evaluates differences between 
adjacent elements (Beck, 1982; Nothdurft, 1992). 
Irrespective of which strategy prevails, the question 
remains how the visual system produces continuous 
borders between figure and background. In both cases, 
spatially distributed features have to be compared with 
one another, examined for possible grouping constella- 
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tions and those classified as groupable have to be bound 
together and considered as constituting the figure. 
There have been numerous proposals on neuronal 
mechanisms by which such selection and binding of 
responses from distributed feature selective neurons 
could be achieved. The proposal most pertinent o the 
present study is that such binding is achieved by shifting 
in time the occurrence of discharges o that action 
potentials from neurons responding to related features 
become coincident within intervals of a few milliseconds 
(Von der Malsburg, 1986; Gray et al., 1989; Singer, 
1990, 1993). Synchronizing the discharges of distributed 
neurons increases the probability that their activity 
reaches threshold at subsequent processing ta es. Thus, 
synchronization increases th  aliency of responses and 
can be used to label with high temporal selectivity the 
subset of neurons whose responses hould be bound 
together for further processing. Predictions derived from 
this hypothesis have been tested in neurophysiological 
experiments in the cat and monkey visual systems and the 
results obtained so far are compatible with the proposal 
[for review see Singer & Gray (1995)]. One consistent 
finding was that the synchronicity of discharges was not 
due to the phase locking of individual responses to the 
temporal structure of the stimulus, suggesting that 
synchronization is achieved by active processes within 
the brain. The possibility remains, however, that 
temporally modulated stimuli entrain phase locking of 
the corresponding cortical responses with the effect that 
cortical responses to synchronously flickered stimuli 
become synchronous as well. If this synchronization of 
responses occurs with sufficient precision one should 
expect that this hould lead to binding of responses to 
synchronous timuli. So far only few psychophysical 
studies have addressed the question to which extent 
perceptual grouping is influenced by the temporal 
structure of the visual stimulus and the results are 
controversial. 
Ramachandran and Rogers-Ramachandran (1991) 
provided evidence that phase differences between pattern 
elements can be exploited for perceptual grouping. 
Subjects perceived texture borders between groups of 
dots which differed only by the temporal phase of their 
presentation but were otherwise identical. The authors 
called this phenomenon "Phantom contours". Also Fahle 
(1993) showed that texture segregation is possible on the 
basis of a phase difference of at least 3-5 msec between 
the elements of figure and surround, irrespective of 
whether the elements were blurred or not. In contrast, 
Kiper et al. (1991) failed to find any influence of temporal 
phase differences in texture segregation tasks. In the 
latter study, patterns had been presented which were 
segmentable on the basis of texture cues alone and the 
possibility was examined that addition of temporal phase 
differences would impair or improve the performance 
depending on whether figure and ground elements were 
flickered in phase or out of phase. 
These conflicting results uggested tous the hypothesis 
that the visual system can switch between different 
modes of operation when segmenting scenes: If there are 
no spatial cues for segmentation, the visual system 
exploits temporal cues if available, but if spatial cues are 
present which alone suffice to segment a pattern, the 
system can ignore temporal cues. The functional benefit 
would be that scene segmentation on the basis of spatial 
features would remain unimpaired by brief asynchronous 
temporal disruptions of the scene. Such disruptions are 
common and produced by objects moving in front of the 
pattern of interest or by moving shadows and in extremes 
by eye blinks. This need for bridging brief temporal 
disruptions of patterns has been recognized previously 
(Phillips, 1974; Phillips & Singer, 1974; Singer & 
Phillips, 1974) and the putative mechanisms for temporal 
integration have been related to the phenomenon of 
visual persistence (for review see Coltheart, 1980; Haber, 
1983; Long, 1980, 1985). 
In the present study we have reinvestigated the relative 
role of spatial and temporal cues in perceptual grouping. 
In particular, we tested the hypothesis that the visual 
system uses temporal cues if they support segmentation 
but ignores them if they fail to define a figure and if 
textural cues are available. 
Parts of these results were presented in abstract form 
(Fahle et al., 1993). 
EXPERIMENT 1 
Methods 
Experiments were performed on 20 adult subjects, 
aged between 25-47 yr, with normal or corrected-to- 
normal visual acuity, who were unaware of the purpose of 
the experiments (with the exception of the authors MF 
and UL). The subjects at 2 m in front of an analog 
monitor (HP 1335, P7 phosphor). Stimuli were controlled 
by a 32 bit microcomputer via fast 16 bit D/A converters 
and appeared for 1 sec per trial. The stimuli were texture 
patterns consisting of 7 × 7 bright line elements (back- 
ground luminance 3.3 cd/m 2, luminance of the lines 
230 cd/m 2) that were 5' long and 1' wide. The raster width 
of the line arrangements was 17'. The whole pattern 
subtended a visual angle of 2.5 x 2.5 deg. In a simulta- 
neous two-alternative forced-choice task, subjects had to
judge the orientation (vertical or horizontal) of a 
rectangle, the "figure", that was defined by spatial or 
temporal cues or both. Decisions had to be signaled by 
pressing the appropriate one of two push-buttons. The 
rectangle consisted of an array of 3 x 5 line elements and 
was presented at randomized locations within the array of 
background elements. Line elements constituting figure 
and ground could either differ in orientation by 10 or 
15 deg, which was close to detection threshold, and/or by 
temporal phase. In order to be able to introduce temporal 
phase differences between the appearance of different 
pattern elements, the whole array was flickered at 
frequencies of 12.5, 22.5 or 42.5 Hz. The line elements 
of the stimuli were produced from single dots with a 
diameter around 1 r ("pixel"). Each line element 
consisted of eight partially overlapping dots. The analog 
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device produced a pixel rate of approximately 
100,000pixels per second; hence, it required about 
4 msec to present or refresh a typical stimulus of about 
400 pixels (=49 line elements). Note that this analog 
device is addressing individual "pixels" and does not 
have a fixed refresh time unlike raster monitors that 
refresh the whole screen. Hence, the duty cycle changed 
with flicker frequency, and within one cycle each single 
line element was refreshed only once. This resulted in a 
presentation time per element of about 0.5 msec 
(phosphor decay from 100 to 1%) per cycle and variable 
offsets depending on frequency. Thus, at the three flicker 
rates, one of the following time differences between the 
presentation of different line elements was introduced: 
12.5Hz---0, 8, 17 or 25 msec; 22.5Hz---0, 8, 13 or 
17 msec; 42.5 Hz---4), 5.5, 7.6, 9.6 msec. These values 
corresponded to phase angles between 0 and 112 deg at 
12.5 Hz, 0 and 137 deg at 22.5 Hz, and between 0 and 
150 deg at 42.5 Hz. 
Reaction times were defined as the time differences 
between the presentation of the first element of the 
flickering stimulus and the response of the subjects 
(pressing one of the two buttons). Subjects were not 
informed that reaction times were recorded. 
Stimulus conditions 
To investigate the relative influences of orientation and 
phase differences on texture segmentation, five different 
stimulus conditions were tested as shown schematically 
in Fig. 1. 
In condition A, all line elements had the same 
orientation but lines constituting the figure were 
presented at a different phase relative to the background. 
In the first frame, the elements of the background were 
presented, in the second frame the elements of the figure 
[Fig. I(A)]. In condition B, the elements of the figure 
differed from those of the background by both orientation 
and temporal phase. In condition C, spatial and temporal 
cues were contradictory: the rectangle defined by phase 
differences was presented orthogonally to the rectangle 
defined by orientation differences, whereby elements 
common to both rectangles differed from background 
both in phase and orientation. In condition D, the figure 
was defined by orientation differences, but in addition, 
figure and background were subdivided into two parts. In 
the first frame, randomly chosen line elements of the 
figure were presented simultaneously with line elements 
of the background and in the second frame the remaining 
elements of figure and background were presented. In 
condition E, the figure was defined only by orientation 
differences. 
Results 
For a flicker frequency of 12.5 Hz, an increase of 
temporal phase difference from 0 to 112 deg of phase 
angle clearly increased the percentage of correct 
responses for conditions A and B, where phase 
differences were either the sole cue for figure-ground 
discrimination (A) or where they were in unison with 
A 





FIGURE 1. (A) Pfiase condition; the figure's line segments were only 
characterized by a pure phase difference relative to the line segments 
of the background. To represent the temporal cue, line elements of the 
background and the figure were presented in alternating frames (Frame 
1, Frame 2). (B) Phase + orientation condition; figure and ground could 
be segregated by both phase difference a d orientation difference. (C) 
Ambiguous ituation; two orthogonally oriented figures werepre- 
sented simultaneously---one defined by phase difference, th  other by 
orientation. (D) Random phase condition; a subset of lines of the figure 
was presented simultaneously with a subset of lines of the background, 
followed by other subsets of lines of both figure and background. The 
figure was only defined by orientation. (E) Orientation condition; 
figure and ground could beonly segregated on the basis of orientation. 
Thus, all elements were presented in phase. 
spatial cues (B). In condition C, where texture and phase 
cues were in conflict, increasing the phase differences 
favored the perception of the figure defined by phase cues 
over the figure defined by spatial cues. This effect was 
present in spite of strong interindividual differences in 
the sensitivities for orientation or phase cues. However, 
making part of the figure synchronous with part of the 
background (condition D) had no effect on performance, 
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FIGURE 2. Mean performance (in % correct responses) of all subjects for the flicker frequencies of 12.5, 22.5 and 42.5 Hz [(A) 
A, phase condition; (B ) . ,  phase + orientation condition; (C) rhombus, ambiguous situation; (D) O, random phase condition; 
(E) rhombus at 0 msec, orientation condition]. Performance correct is plotted against phase angles of the temporal cue. In the 
ambiguous ituation C, responses to the figure defined by phase differences were taken as correct responses. Thus, a 
performance of <50% indicates a predominance of the figure defined by orientation difference. 
irrespective of the magnitude of phase differences 
(Fig. 2). 
When the basic flicker frequency was set to 22.5 Hz, 
increasing the temporal phase difference from 0 to 
137deg (corresponding to 17msec) affected perfor- 
mance in the same way as described above, but to a 
smaller extent (Fig. 2). 
At a flicker frequency of 42.5 Hz (0-150 deg), figures 
defined exclusively by phase (condition A) could still be 
discriminated but only at phase differences beyond 
115 deg (7.6 msec). The facilitating effect of phase 
differences on the discrimination of figures defined by 
both texture and phase (condition B) was weak and 
present only for phase differences at 150deg 
(=9.6 msec). In the conflicting condition C, figures 
defined by orientation differences now clearly predomi- 
nated over figures defined by temporal phase differences. 
Thus, for conditions A and C, the percentage of correct 
responses for figures defined by the temporal cue was 
lower (Wilcoxon: ct~<0.01) at a flicker frequency of 
42.5 Hz than at a flicker frequency of 12.5 Hz. 
At different flicker frequencies identical phase differ- 
ences (in deg) correspond to different intervals (in msec) 
between the onset of pattern elements. Therefore, the data 
were re-evaluated as a function of the absolute time 
differences (in msec) between the appearance of the 
texture lements (Fig. 3). With the exception of condition 
C performance was similar for a given temporal offset 
(phase in msec) irrespective of flicker frequency. In 
condition A, performance was at chance level for 
intervals shorter than 5 msec, reached the 70% level at 
intervals around 15 msec and improved further for longer 
delays. In condition B, performance was above 70% 
already at the shortest delay and similar to that in 
condition E where figure and background iffered only 
by orientation and flickered in synchrony (0 delay). 
Increasing the temporal offset between figure and ground 
elements led to a significant improvement ofperformance 
(Wilcoxon: ~t~<0.02) only for the lowest flicker fre- 
quency (12.5 Hz)because at that frequency performance 
was slightly worse than at higher flicker frequencies for 
offset imes < 8 msec. As in condition B, performance for 
condition E was also lower with 12.5 Hz flicker than with 
higher flicker frequencies. This is probably due to the 
disturbing effect of flicker per  se rather than to short 
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FIGURE 3. Comparison of the mean in performance orrect for absolute time delays (temporal offsets in msec) at three different 
flicker frequencies of 12.5, 22.5 and 42.5 Hz [(A) phase condition, (B) phase + orientation condition, (C) ambiguous situation, 
(D) random phase condition, (E) orientation condition; ©, 12.5 Hz; Q, 22.5 Hz; V,  42.5 Hz]. 
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FIGURE 4. Changes of reaction times (normalized to a temporal offset of 8 msec) of 20 observers ata flicker frequency of
12.5 Hz [(A) phase condition, (B) phase + orientation condition, (C) ambiguous condition, (D) random phase condition, (E) 
orientation condition]. Orientation difference: 10deg. Subjects EDL, HW and TQ were additionally tested with an orientation 
difference of15 deg. 
C, performance at similar offset times differed quite 
substantially for different flicker frequencies. While there 
was a trend over all flicker frequencies that longer offset 
intervals favored perception of the figure defined by 
temporal cues, offsets of the same duration were more 
effective in supporting this bias at low than at high flicker 
frequencies, possibly due to the fact that flicker fusion 
frequency was around 35 Hz under the conditions of this 
experiment. However, as indicated by the large standard 
deviations, interindividual variability was high in this test 
condition because of the marked differences in relative 
sensitivities to temporal and spatial cues. In condition D 
with false temporal conjunctions between figure and 
ground there was, as expected, no effect of variable offset 
delays, but again overall performance was slightly worse 
for low (12.5 Hz) than for high (22.5 Hz, 42.5 Hz) flicker 
frequencies. 
Reaction times were evaluated for 20 observers and 
patterns with orientation difference of 10 deg, three 
observers were tested in addition with an orientation 
difference of 15 deg. Data were plotted relative to the 
reaction times measured for the smallest phase difference 
to reduce the large interindividual differences and to 
account for the intraindividual trends in changes of 
reaction times (Fig. 4) depending on temporal offsets. A 
decrease in reaction times with increased temporal offsets 
reflects the increasing saliency of the temporally defined 
figure. One should keep in mind that subjects did not 
know that reaction times were recorded. This might 
explain the relatively large decrease in reaction times of 
> 600 msec in some subjects under conditions A, B and 
C. 
For 12.5 Hz, reaction times decreased with increasing 
temporal offsets for conditions A and B, where "phase" 
was either the sole cue for figure-ground discrimination 
(A) or supported additionally the orientation cue (B). 
While conditions E (pure orientation cue) and B 
(additional temporal cue) yielded very similar percen- 
tages of correct responses, reaction times decreased as a 
result of increasing temporal offsets. This effect was 
present for the smallest temporal offset. In the ambiguous 
condition C, the preference of perceiving the figure 
defined by phase over the figure defined by spatial cues 
was paralleled by a clear decrease of reaction times with 
increasing temporal offset. However, in line with 
performance, introducing false temporal conjunctions 
by flickering random elements of the figure synchro- 
nously with elements of the background (condition D) 
had no effect on reaction times irrespective of the 
magnitude of temporal offset. 
Figure 5 shows the means and standard errors of the 
normalized ata over all subjects at flicker frequencies of
12.5, 22.5 and 42.5 Hz. At a flicker frequency of 22.5 Hz, 
reaction times decreased for conditions A and B with 
increasing temporal offset, but this effect was less 
prominent han at a flicker frequency of 12.5 Hz. At 
22.5 Hz, no difference was found between the reaction 
time for zero phase difference in condition E and the 
smallest temporal offset in condition B, while there was 
such a difference at 12.5 Hz. Again, this is indirect 
evidence for an overall disturbance ofperformance at low 
flicker frequencies ( uch as 12.5 Hz) per  se rather than a 
reflection of specific effects of temporal offset. Condi- 
tions C and D showed a weak increase in reaction time 
with increasing temporal offset. This change of the 
response behaviour in condition C at 22.5 Hz as 
compared to the results at 12.5 Hz might indicate the 
increasing balance in the ambiguity of temporal phase 
difference and orientation difference at 22.5 Hz (compare 
this with experiment 2). 
At a flicker frequency of 42.5 Hz, there is no longer a 
clear influence of temporal offset on reaction times. If 
anything, there is a weak tendency for an increase of 
reaction times with increasing temporal offset. Thus, 
shortest reaction times are seen in condition E (with no 
phase difference at all). 
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EXPERIMENT 2 
In order to further investigate the mutual influence 
between spatial and temporal cues for figure-ground 
segregation, the first experiment was repeated, but the 
orientation difference was now increased to 25 deg to 
improve the balance between temporal and orientation 
cues. All experiments were performed with a flicker 
frequency of 12.5 Hz and subjects were instructed to 
respond to the two-alternative forced-choice task as fast 
as possible. Sixteen subjects participated in this experi- 
ment. 
Results  
Means and standard deviations of performance (in 
percentage correct) of the 16 subjects are presented in 
Fig. 6. In comparison, the results of experiment 1 are 
replotted in the same figure for an orientation difference 
of 10 deg. An increase of the orientation difference to 
25 deg resulted in an improved performance for the 
rectangles defined by orientation (conditions B and E) 
and decreased the impairing influence, as described 
above, of flicker per  se for low flicker frequencies. Thus, 
the impairing effect of flicker can be compensated for by 
increasing the saliency of the spatial cue. In the 
conflicting condition C, the increase of orientation 
difference led to a predominance of the orientation cue 
for small temporal offsets (< 50% performance correct) 
but still to a weak predominance of the temporal cue for 
large temporal offsets. As already expected from the 
results of experiment 1, introducing temporal offsets had 
no effect in the random phase condition D, but the 
influence of flicker per  se was again reduced by the 
higher orientation difference which resulted in improved 
performance for condition E. 
Similar to experiment 1, mean reaction times de- 
creased with increasing temporal offset between figure 
and surround for conditions A and B (Wilcoxon: 
ct~<0.01). In condition A where the figure was solely 
defined by temporal offsets, mean reaction time was in 
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FIGURE 6. Comparison of means and standard eviations of performance correct for different orientation differences (10 deg 
and 25 deg) at a flicker frequency of 12.5 Hz; O, orientation difference of 25 deg; O, orientation difference of 10 deg; II, 
orientation difference of 0 deg [(A) phase condition, (B) phase + orientation condition, (C) ambiguous condition, (D) random 
phase condition, (E) orientation condition]. Similar to Fig. 2, in the ambiguous situation C, responses to the figure defined by 
phase differences were taken as correct. 
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FIGURE 7. Means and standard eviations of the reaction times over 16 observers for a flicker frequency of 12.5 Hz and an 
orientation difference of 25 deg [(A) phase condition, (B) phase + orientation condition, (C) ambiguous condition; O, subjects 
with a preference for the phase cue; ©, subjects with a preference for the orientation cue, (D) random phase condition, (E) 
orientation condition]. 
Similar mean reaction times (720 msec) occurred for 
condition E where the pattern was solely defined by 
textural cues. In condition B, however, where the pattern 
was defined both by textural and temporal cues, mean 
reaction times were shorter (630 msec) for temporal 
offsets above 15 msec, suggesting synergistic interac- 
tions between textural and temporal cues. In condition C, 
the responses of the 16 subjects fell into two categories. 
For nine subjects, whose performance was better than 
50% at a temporal offset of 25 msec (indicating a 
preference for the rectangle defined by phase in this 
condition), reaction times decreased with increasing 
temporal offset (ct~<0.01). In the remaining seven 
subjects who showed a strong preference for the 
orientation cue (<50% correct phase re ponses at25 msec 
offset), reaction times increased with increasing temporal 
offset (:t ~< 0.05) (Fig. 7). Like detection, reaction times 
were also not influenced by increasing temporal offset in 
the random phase condition (D), but standard eviations 
increased. 
GENERAL DISCUSSION 
It was the aim of this study to investigate the relative 
role of spatial and temporal cues for figure-ground 
discrimination in human observers. Therefore, we 
investigated towhich extent emporal phase differences 
in the appearance of line elements affected figure-ground 
segregation under conditions where figures were either 
defined by temporal phase or textural differences alone or 
by both temporal and textural cues. In the latter case, 
temporal and spatial cues were either mutually supportive 
in defining the same figure or they were in conflict with 
each other. 
The effect of introducing temporal offset times was 
rather independent of the basic flicker frequency, 
suggesting as the relevant variable absolute time 
differences between the onset of pattern elements rather 
than phase angle. In line with results of Fahle (1993), the 
data show that a temporal offset between figure and 
ground elements as short as 10msec allowed for 
segregation and if additional spatial cues were available, 
texture segmentation was facilitated, leading to a faster 
and more reliable detection of the figure. Offsets shorter 
than 10 msec showed little effect. This is in line with 
results of Ramachandran and Rogers-Ramachandran 
(1991), regarding the visibility of "Phantom contours", 
i.e. figures only defined by temporal phase difference. In 
conditions B and E, performance was better for high than 
for low flicker frequencies, uggesting a disturbing effect 
of low flicker frequencies on figure-ground segregation. 
Increasing the temporal offset above 15 msec as well as 
increasing the orientation difference from 10 to 25 deg 
could compensate for this effect. In condition B, where 
the figure was defined both by temporal and spatial cues, 
combination of the two yielded better performance than 
each cue alone. When spatial and temporal cues were in 
conflict and defined ifferent figures (condition C) there 
was competition between the two. Which figure was 
identified epended on the relative saliency of the two 
cues. In condition D, where only spatial cues allowed one 
to identify a figure while temporal cues only introduced 
potential disturbance but did not c ntribute to the 
definition of a figure, the false temporal conjunctions 
did not disturb figure-ground segregation, irrespective of 
offset ime. This result is similar to the findings of Kiper 
et al. (1991). It appears, therefore, that temporal cues are 
ignored if they do not contribute to the definition of a 
figure. 
These results suggest he conclusion that the visual 
system handles temporal discontinuities in a flexible and 
task-dependent way. Temporal offsets as short as 
10 msec can be used to segregate figures from ground if 
they serve to define a figure. Our data revealed a 
contribution of temporal cues in three different condi- 
tions: 
1. When only temporal cues were available as
discriminanda; 
2. When temporal and texture cues defined the same 
figure; and 
3. When texture and temporal cues defined different 
but distinct figures. 
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However, if a figure is readily defined by texture cues, 
temporal disruptions r "false" temporal contiguities are 
completely ignored if no coherent figure can be extracted 
from the temporal cues. Moreover, investigating the 
influence of temporal factors on the binding of the 
elements of illusory triangles, Fahle and Koch (1995) 
showed that there are even conditions in which the 
simultaneous and thus temporally coherent presentation 
of all elements of a figure does not necessarily ead to the 
predominance of this figure over figures consisting of 
asynchronously presented elements. This suggests that 
the visual system can establish relations between contour 
elements that share particular spatial features, even if 
these appear with temporal offset at different spatial 
locations. We measured and confirmed binding across 
temporal discontinuities for temporal intervals up to 
25 msec, as shown by the results of condition D. Previous 
evidence indicates that temporal dispersion can even be 
increased up to 100-150 msec without destroying the 
binding of spatially separated features (Altmann et al., 
1986). This duration resembles that of visual persistence 
or iconic memory (for reviews ee Coltheart, 1980; Long, 
1980, 1985; Haber, 1983) suggesting the possibility that 
the mechanism underlying visual persistence serves the 
binding of temporally dispersed figure elements. Further 
experiments are needed to clarify the conditions under 
which the visual system uses temporal information to 
bind spatially dispersed elements of a figure as it was the 
case in conditions A, B and sometimes C of the present 
study and in experiments of Fahle (1993) and Ramachan- 
dran and Rogers-Ramachandran (1991), and when the 
system ignores temporal information, as in condition D of 
our study, or in the experiments of Fahle and Koch 
(1995). 
Thus, textural and temporal cues appear to contribute 
in a facultat ive way to grouping suggesting that they are 
conveyed by different but interacting systems: the system 
that evaluates temporal cues (A) should signal with great 
precision the on- and offset of stimuli, so that the timing 
of external events is precisely reflected by the time course 
of neuronal responses. This system could then exploit he 
synchronicity of responses to simultaneous visual events 
for binding and the temporal decorrelation of responses 
to temporally dispersed events for segregation. Because 
this system can bind simultaneous events even if they 
differ in texture, it should be able to interfere with the 
system that evaluates texture cues and, in particular 
conditions, should be able to override the grouping 
operations of the latter. The system specialized for the 
evaluation of texture cues (B) should have the inverse 
properties: it must allow texture cues to override 
conflicting temporal cues and should thus be rather 
insensitive to the temporal structure of the stimuli. In this 
second system, responses to the on- and offset need not 
be as precisely timed as in system A and should be 
sufficiently sustained to bridge brief temporal interrup- 
tions of visual stimuli. 
It is likely that system A exploits the synchronicity of 
responses for binding as this cue is directly available in 
the afferent signals. As proposed previously, synchro- 
nous responses are likely to get bound together for further 
joint processing in networks characterized by a high 
degree of divergence and convergence because synchro- 
nous discharges are particularly effective in producing 
responses in target cells at subsequent processing stages 
(Singer, 1990; Abeles, 1991; Singer & Gray, 1995). 
Responses of synchronously active neurons are more 
salient than responses of asynchronously discharging 
neurons and can therefore asily be segregated from the 
latter. 
It would be an attractive scenario if system B also used 
response synchronization for the selection and grouping 
of responses as this would facilitate the observed 
interactions between systems A and B. It would permit 
sharing the same mechanisms for the evaluation of 
grouped responses. Coincidence detection could be used 
as a general mechanism not only for the joint evaluations 
of associated responses in perceptual grouping but also in 
processes of synaptic plasticity for the establishment of
long-lasting associations of features required for recog- 
nition and learning. However, in that case grouping of 
responses to stimuli lacking a distinct emporal structure 
would have to be achieved by internal generation of 
synchronicity. It has been shown previously that cortical 
neurons can indeed synchronize their responses to 
perceptually coherent visual stimuli even if these lack a 
temporal structure [Gray et al. (1989); for eview see 
Singer & Gray (1995)]. This synchronization results from 
intracortical interactions that are mediated by intrinsic 
intracortical connections (Engel et al., 1991 ; K/Snig et al., 
1993). Thus, it is conceivable that the responses to 
texturally related figure elements conveyed by system B 
become synchronized and bound together by intracortical 
interactions and within the limits of visual persistence 
independently of the temporal structure of external 
stimuli. Such independence of external timing could be 
achieved if the responses of system B, as predicted by the 
present results, would not transmit reliably the temporal 
signature of stimuli and be sufficiently sustained to 
bridge brief interuptions. Our data do not permit us to 
identify the mechanisms responsible for binding across 
temporally dispersed stimuli. But the mere existence of 
such mechanisms indicates that there must be systems or 
levels of processing where temporally disjunct stimuli 
generate temporally overlapping responses. Hence, one 
should not expect hat neuronal responses always reflect 
precisely the temporal structure of stimuli. This needs to 
be considered when psychophysical results are used to 
make inferences on the putative function of timing and 
synchrony of neuronal responses (Keele et al., 1988; 
Treisman & Sato, 1990; Kiper et al., 1991). 
Because our data indicate that temporal and textural 
cues can act synergistically, information carried by 
system A must be able to influence binding in system 
B. If system B uses internally generated response 
synchronization for feature binding, system A could 
simply impose the externally determined temporal 
structure of its responses onto the responses of system 
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B. However, this influence must be facultative as our data 
indicate that signals conveyed by the hypothetical system 
A have no effect on perceptual grouping if information 
conveyed by system B is unambiguous and alone 
sufficient for figure-ground istinction and if the signals 
conveyed by system A neither complement the informa- 
tion conveyed by system B nor are sufficiently structured 
to define a figure by themselves. One is thus led to 
postulate in addition a process which gates the influence 
that system A can have on system B as a function of the 
spatial and temporal properties of the respective patterns. 
This gating must depend on an evaluation of the figural 
consistency of the cues extracted by system A and hence 
is likely to involve top down processes. The advantage of 
a facultative interaction between system A and B is 
obvious and illustrated by the results of this study: the 
visual system can exploit both temporal and spatial cues 
for perceptual grouping and still avoid the problem that 
the frequent but accidental disruptions and temporal 
modulations of patterns lead to false conjunctions (see 
Introduction). 
Although no experiments have yet been performed to 
examine at the neurophysiological level whether there are 
systems resembling the hypothetical systems A and B, 
psychophysical evidence (Leonards & Singer, 1995) 
seems compatible with the possibility that the two 
systems are related to the phasic and tonic or magno- 
and parvocellular systems, respectively. 
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