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Abstract In this paper, we present two deep learning-
based hybrid data-driven reduced order models for the
prediction of unsteady fluid flows. These hybrid models
rely on recurrent neural networks (RNNs) to evolve low-
dimensional states of unsteady flow. The first model,
termed as POD-RNN, projects the high-fidelity time
series data from a finite element Navier-Stokes solver
to a low-dimensional subspace via proper orthogonal
decomposition (POD). The time-dependent coefficients
in the POD subspace are propagated by the recurrent
net (closed-loop encoder-decoder updates) and mapped
to a high-dimensional state via the mean flow field and
POD basis vectors. The second model, referred to as
convolution recurrent autoencoder network (CRAN),
employs convolutional neural networks (CNN) (instead
of POD), as layers of linear kernels with nonlinear acti-
vations, to extract low-dimensional features from flow
field snapshots. The flattened features are advanced us-
ing a recurrent (closed-loop manner) net and up-sampled
(transpose convoluted) gradually to high-dimensional
snapshots. Two benchmark problems of the flow past a
cylinder and flow past a side-by-side cylinder are se-
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lected as the test problems to assess the efficacy of
these models. For the problem of flow past a single
cylinder, the performance of both the models is sat-
isfactory, with CRAN being a bit overkill. However,
it completely outperforms the POD-RNN model for
a more complicated problem of flow past side-by-side
cylinders. Owing to the scalability of CRAN, we briefly
introduce an observer-corrector method for the calcu-
lation of integrated pressure force coefficients on the
fluid-solid boundary on a reference grid. This reference
grid, typically a structured and uniform grid, is used
to interpolate scattered high-dimensional field data as
snapshot images. These input images are convenient in
training CRAN. This motivates us to further explore
the application of CRAN models for the prediction of
fluid flows.
Keywords POD · RNN · CNN · Deep learning ·
ROM · Autoencoders · Prediction
1 Introduction
The fluid flows described by the Navier-Stokes par-
tial differential equations are highly nonlinear and mul-
tiscale in nature. While commercial and open-source
solvers do a great job in accurate prediction of fluid
flows via full-order model (FOM) based on the partial
differential equations, the computational costs associ-
ated with parametric sweep and dealing with complex
problems can lead to unrealistic time scales of compu-
tation. This has in turn lead to development of several
low cost data-driven reduced order models (ROMs),
which attempt to replace the high-dimensional (i.e.,
high-fidelity) solution from the FOM to a low-dimensional
(i.e., low-fidelity) solution manifold. The purpose of these
low cost models is to accommodate for realistic time
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scales in computations involving design optimization
and real time control. In this work, we are interested
in the development of hybrid data-driven ROMs model
that can learn the dynamical system well enough to ef-
ficiently predict the time series of flow fields using the
full-order data.
A large-class of ROMs are projection-based: they
seek low-dimensional (coarse grained) representations
of an underlying high-dimensional system. The basic
assumption behind these models is that, lower-order
representation of higher-dimensional flow field can ex-
ist, and it’s representation can be identified efficiently
within reasonable accuracy. Proper orthogonal decom-
position (POD) is one such widely used projection-based
techniques for reduced order modeling of fluid flows [2].
The reason being, the lower-order representations ob-
tained by POD are mathematically optimal for a given
dataset. A more extensive work has been reported in
the projection-based approach for building ROMs [8].
The idea, behind projection based model reduction, is
that the Navier-Stokes equations are projected onto the
modes obtained primarily by POD and time integration
is performed on ODEs obtained by projection, instead
of the original PDEs arising from the conservation laws.
Although the projection-based approach is computa-
tionally efficient, they do not account for local spatial
variations in the flow and are known to become unsta-
ble under certain conditions even for canonical cases.
They are also intrusive in nature which requires exten-
sive modifications to the current state-of-the-art CFD
codes. Projection-based methods have severe computa-
tional difficulties when dealing with problems involv-
ing dominant flow structures and patterns that prop-
agate over time such as in transport and wave-type
phenomena, or convection-dominated flows [15]. Sev-
eral researchers have also explored non-intrusive ap-
proaches based on data-driven techniques. Eigensystem
realization algorithm (ERA) is one such method which
is purely data-driven and is primarily used for the sta-
bility analysis of dynamical systems [62,54,7].
The ubiquity of machine learning (ML) techniques
motivates several researchers in fluid mechanics to im-
plement and adapt in several applications [13,58,36].
Deep learning is a subset of ML which refers to the use
of highly multilayered neural networks to understand a
complex dataset, with the intention of predicting cer-
tain features in the dataset. The tremendous success
of deep learning [26] in various fields such as imag-
ing, finance, robotics, etc. has prompted its potential
application to fluid mechanics problems [59,40]. Re-
cently, convolutional neural networks (CNNs) [42,37]
were used to develop a novel nonlinear modal decom-
position method, which performed superior to the tra-
ditional POD. Another aspect is to directly learn the
governing equations from higher-order data. This can
be of great advantage where the knowledge of the phys-
ical laws is hidden. There has been several instances in
the literature where ML is applied to learn the hidden
governing equations of fluid flow directly from field data
[5,55,52,10,12,32,48]. A relatively new alternative to
the traditional neural networks, where the derivative of
the hidden state is represented as parameters via neu-
ral network, instead of specifying a discrete sequence of
hidden layers, is presented in [11]. These new families
of deep neural network were quickly adapted in the re-
search community as a whole and also specific to fluid
mechanics in [34].
There exist wide variants of deep architectures in
the literature, that have been successful in addressing
respective flow problems. Deep nets are also a popular
choice for real-time fluid simulations in interactive com-
puter graphics. [20] describes one such initial attempts.
Here, regression forests are employed to approximate
the fluid flow equations with the Lagrangian descrip-
tion to predict the position and velocity of the parti-
cles. Neural networks are employed in the liquid splash
problem by learning the regression of splash forma-
tion in [57]. A complete data-driven approach based on
LSTM networks is proposed in [60] to infer the tempo-
ral evolution of pressure fields coming from the Navier-
Stokes solver. [61] proposed a generative adversial net-
work (GAN) for the problem of reconstructing super
resolution smoke flows. Another application of GAN is
presented in [22], where the authors developed a novel
generative model to synthesize fluid flows from a set
of reduced parameters. By the introduction of a novel
deformation-aware loss function, the complex behavior
of liquids over a parameter range is mapped onto a re-
duced representation based on space-time deformations
in [4]. The accuracy of the deep learning model for the
inference of RANS solution is investigated via state-
of-the-art U-net architecture with a large number of
trained network architectures [44]. Bhatnagar et al [3]
used CNNs to predict the velocity and pressure field in
unseen flow conditions and geometries, for a given pixe-
lated shape of the object. Physics-informed neural net-
works are proposed in [53] by considering the residual
of a PDE as the loss function in the training algorithm.
An attempt to develop hybrid models combining the
capabilities of POD with deep learning models is also
described in [59]. Carlberg et al [9] used autoencoders
for reconstructing the missing CFD data by using the
data saved at few time instances of high-fidelity simu-
lations.
In addition to applications specific to fluid dynam-
ics, a more general idea of ROM in nonlinear data-
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driven dynamics can be understood using ERA, DMD
(Dynamic Mode Decomposition) and ML algorithms.
In that regard, Koopman theory has gained a lot of
traction. It is mainly used for linear control [24,51] and
modal decomposition [31,35]. An excellent analogy be-
tween DMD with Koopman theory is presented in [25].
Marko et al [6] surveyed the applications of Koopman
theory for nonlinear dynamical systems. Building on
the mathematical framework of Koopman theory, sev-
eral other works that deploy deep learning-based mod-
els for nonlinear dynamical systems are [50,49,64,47,
33].
Traditional model reduction in fluid mechanics is
hence not very different from ML. The motive in ei-
ther is to build low-dimensional models. The latter has
grown from the computer science community with a fo-
cus on creating low-dimensional models from black-box
data streams. Owing to their non-intrusive nature, they
have advantages in adaptability and scalability. Sen-
sors in smart autonomous systems (SASs) act as black-
box data streams and provide huge volumes of data.
Therefore the marriage of ML with traditional model
reduction techniques such as POD seems like a natu-
ral evolutionary process. The advantages of both ML
and POD, such as scalability and physics-based mod-
eling, can be harnessed via such hybrid ROMs. The
role of POD in such a hybrid model is to calculate low-
dimensional projections/features, which can be evolved
in time via RNNs. It is common knowledge now that
CNNs are very good at extracting features. In the re-
cent work of Miyanawala et al. [38], the authors show-
cased the advantages of CNN (as a data-driven ROM)
for feature extraction in unsteady wake flow patterns.
In the quest for more accurate ROM, the concept of
autoencoders which has attained great success in im-
age tracking and scene labeling is explored in a series
of papers [27,14]. A more complex variant of the au-
toencoder is the convolutional recurrent autoencoder
network (CRAN) which is obtained by the integration
of CNN with RNN. Recently such models are applied
for benchmark fluid flow problem of lid-driven cavity
[16]. However, the applicability of hybrid ROMs such
as POD-RNN and CRAN for the flow past bluff bodies
with massively separated flows is yet to be tested and
there is no literature providing such analysis to the best
of author’s knowledge.
The target of the reduced-order models is to process
the data coming from sensors and make relevant predic-
tions as required by a particular physical system. To be
relevant and be useful for the current automation needs
of the industry, further developments of ROMs must
consider the strength of large volumes of data combined
with the latest state-of-the-art ML algorithms. The cur-
rent work is focused on that goal for the development
of efficient and reliable ROMs for unsteady fluid flow
and fluid-structure interaction.
There appears to be a major gap in the literature
in terms of the large applicability of hybrid data-driven
ROMs such as POD-RNN and CRAN for fluid-structure
interaction problems. The novelty of work lies in testing
the ability of hybrid data-driven reduced-order models
such as POD-RNN and convolutional recurrent autoen-
coder networks (CRANs) for the nonlinear unsteady
problems of the flow past bluff bodies. We present com-
prehensive procedures for network architectures and train-
ing of POD-RNN and CRAN. For the CRAN, the LSTM
is trained to construct the reduced dynamics through
the autoencoder process. Both DL-based ROMs are purely
data-driven and rely on a set of FOM snapshots of the
Navier-Stokes equations, instead of making an attempt
to replace the high-fidelity FOM via deep neural net-
works.
The article is organized as follows. Section 2 deals
with the formulation of a high dimensional model that
is used to generate the data followed by a mathemat-
ical depiction of forward vs inverse problem approach
in section 3. The methodology of model reduction via
POD-RNN is presented in section 4 along with the idea
of recurrent neural networks. The mathematical equiva-
lence of autoencoders and POD is discussed in section 5.
Next, the convolutional recurrent autoencoder models
are outlined in section 6 with the unsupervised train-
ing strategy. The complete applications of these hybrid
deep learning models for flow past a cylinder and flow
past side-by-side cylinders are discussed in section 7 and
8 respectively. Finally, concluding remarks are provided
in section 9.
2 High-dimensional model
A numerical scheme implementing Petrov-Galerkin finite-
element and semi-discrete time stepping are adopted in
the present work [18,19]. Let Ωf (t) ⊂ Rd be an Eule-
rian fluid domain at time t, where d is the space dimen-
sion. The motion of the imcompressible viscous fluid in
Ωf (t) is governed by the incompressible Navier-Stokes
equations
ρf
(
∂uf
∂t
+ uf ·∇uf
)
=∇ · σf + bf on Ωf (t), (1)
∇ · uf = 0 on Ωf(t), (2)
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with the boundary conditions
uf = ufD ∀xf ∈ Γ fD(t), (3)
σf · nf = hf ∀xf ∈ Γ fN (t), (4)
uf = uf0 on Ω
f (0), (5)
where uf = uf(x, t) represents the fluid velocity. ufD
and hf are the Dirichlet and Neumann boundary con-
dition on Γ fD(t) and Γ
f
N (t) respectively. Note that n
f
is the unit normal on Γ fN (t) and u
f
0 is the initial con-
dition. In Eq. (1) the partial time derivative is with
respect to the Eulerian referential coordinate system.
Here bf represents the body force per unit mass and σf
is the Cauchy stress tensor for a Newtonian fluid which
is defined as
σf = −pI + µf (∇uf + (∇uf)T ) , (6)
where p, µf and I are the hydrodynamic pressure, the
dynamic viscosity of the fluid, and the identity ten-
sor, respectively. A rigid-body structure submerged in
the fluid experiences unsteady fluid forces and conse-
quently may undergo flow-induced vibrations. In this
study, we focus on static bodies and hence do not model
the solid movement. The fluid-solid boundary (Γ fs(t))
is modeled as a no-slip Dirichlet boundary condition
Eq. (3) with ufD = 0. The fluid force along the fluid-
solid boundary is computed by integrating the surface
traction, from the Cauchy stress tensor, over the first
boundary layer elements on the fluid-solid surface. At
a time instant, the drag and lift force coefficients CD
and CL are given by
CD =
1
1
2ρfU
2∞D
∫
Γ fs
(σf .n).nxdΓ ,
CL =
1
1
2ρfU
2∞D
∫
Γ fs
(σf .n).nydΓ ,
(7)
where ρf , U∞ and D are the fluid density, reference
velocity and reference length respectively. For the unit
normal n of the surface, nx and ny are the x and y
Cartesian components, respectively.
The weak variational form of Eq. (1) is discretized in
space using P2/P1 isoparametric finite elements for the
fluid velocity and pressure. The second-order backward-
differencing scheme is used for the time discretization of
the Navier-Stokes system [30]. A partitioned staggered
scheme is considered for the full-order simulations of
fluid-structure interaction [17]. The above coupled vari-
ational formulation completes the presentation of full-
order model for high-fidelity simulation. The employed
in-house FSI solver has been extensively validated in
[29,43].
3 Forward vs Inverse problem
In the previous section, the numerical methodology for
the full order model is outlined. The nonlinear partial
differential equations are derived from the principles of
conservation and the numerical discretizations are car-
ried out via finite element procedure. The above ap-
proach can also be termed as forward problem for the
solution of a physical system. Given the model differen-
tial equations with appropriate initial/boundary condi-
tions, the forward problem by numerical PDE schemes
can provide the physical predictions.
The forward problem for a general nonlinear dynam-
ics of a system can be written in an abstract form as
dS
dt
= F(S,U),
Y = G(S,U),
(8)
where S is the state of the system which can be veloc-
ity and pressure for the fluid flow problem, F contains
the information on the evolution of the state, U is the
input variable to the system, Y represents the observ-
able quantities of interest such as forces and G is a
nonlinear function which maps the state and input of
the system to the quantities of the interest. The same
above equation results in a nonlinear partial differential
equation for the system of fluid flow as described in the
previous section. The goal of the forward problem is to
compute the function F and G via principles of conser-
vation and numerical discretizations. The discrete form
of the above equation can be written as
Sn+1 = F(Sn,Un),
Yn = G(Sn,Un).
(9)
Another alternative to the above approach is to build
the function F and G via projection-based model reduc-
tion, system identification and machine learning meth-
ods. This approach is termed as inverse problem. The
inverse problems begin with the available data and aim
at estimating the parameters in the model. The infer-
ence in this inverse problem is purely based on the data
and sometimes we might completely ignore the princi-
ples of conservation in such methods. The inverse prob-
lem aims to construct close approximations F , G to the
functions F, G for a given dataset U = {U1, . . .Un},
S = {S1, . . .Sn} and Y = {Y1, . . .Yn}. The general
philosophy of the inverse problem is to obtain the func-
tionsF , G by minimizing the loss between the true data
and predicted data from the model:
‖F(S,U)− F(S,U)‖ −→ 0,
‖G(S,U)−G(S,U)‖ −→ 0, (10)
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where the data coming from F, G is considered as
ground truth data. In practice, the ground truth data
is obtained via forward problem/numerical simulations,
experiments and field measurements. The ground truth
data are obtained from numerical simulations in the
current work. The functions F and G represent the ap-
proximate (surrogate) reduced models which generate
the predicted data. In this paper, we investigate the ap-
plication of hybrid inverse problems such as POD-RNN
and CRAN on canonical problems of flow past a plain
cylinder and the flow past side-by-side cylinders. In the
upcoming sections, more mathematical details on the
methodologies of the inverse problem are presented.
4 Model reduction via POD-RNN
In the current section, we present a data-driven ap-
proach to construct a reduced-order model (ROM) for
the unsteady flow field prediction and fluid-structure in-
teraction. The application of machine learning in reduced-
order modeling of the dynamics of fluid flow has gar-
nered great interest among the research community.
The closure terms in unstable POD-Galerkin models
are modeled as input-output maps via machine learn-
ing techniques. They are also used as a means to model
the temporal evolution of the low-dimensional projec-
tions obtained from subspace approximation of the full
state. Recently, machine learning techniques are used
to construct end-to-end models that learn both the low
dimensional projections and their temporal evolution.
The current work was motivated and thus has impor-
tant similarities to previous work in terms of learning
the low-dimensional representations and also their tem-
poral evolution.
The main idea in these relatively new approaches
and traditional projection-based model reduction in gen-
eral is the following two-step process:
– The identification of a low-dimensional manifold Φ
embedded in RN on which most of the data is sup-
ported. This yields, in some sense, an optimal low-
dimensional representations A = f(S) of the data
S in terms of the intrinsic coordinates on Φ, and
– The identification of a dynamic model which effec-
tively evolves the low dimensional representation A
on the manifold Φ.
Fig. 1 depicts the overall framework of the data-
driven reduced-order model based on the above pro-
cess. The traditional approach of model reduction via
projection-based method fails for systems where gov-
erning laws do not exist. The approach of modeling the
temporal evolution of the low dimensional representa-
tions of the state variable directly has a great advantage
for the systems where the governing laws do not exist.
A simple yet powerful example for such an approach is
to model the evolution of the low-dimensional features,
obtained for example through POD, using a recurrent
neural network
An+1 =H(An), (11)
where the representation vector A ∈ RNA , is of much
lower dimension than the data from which it is approx-
imated. This strategy has previously been explored in
the context of model reduction where A is obtained
through POD [21,59], and in the more general case
where Eq. (11) may model the dynamic behavior of
complex [45] or chaotic systems [63]. In the current sec-
tion, we first explore the POD-RNN approach of model
reduction. This proposed approach relies on two com-
ponents:
– A projection of the high-dimensional data from the
Navier-Stokes equations to a low-dimensional sub-
space using the proper orthogonal decomposition
(POD) and
– Integration of the low-dimensional model with the
recurrent neural networks for temporal evolution.
For the hybrid ROM formulation, we consider long
short-term memory network which is a special variant
of recurrent neural networks. The mathematical struc-
ture of recurrent neural networks embodies a nonlinear
state-space form of the underlying dynamical behavior.
This particular attribute of an RNN makes it suitable
for nonlinear unsteady flow problems. In the proposed
hybrid RNN method, the spatial and temporal features
of the unsteady flow system are captured separately.
Time-invariant modes obtained by low-order projection
embodies the spatial features of the flow field, while the
temporal behavior of the corresponding modal coeffi-
cients is learned via recurrent neural networks.
The purpose of the reduced-order model is to pre-
dict the unknown future flow fields efficiently without
solving the governing differential equations. At first,
proper orthogonal decomposition is used for estimat-
ing the low-dimensional representation of the flow field.
Time-invariant spatial modes obtained from the POD
capture the dominant flow patterns. The temporal evo-
lution of these modes is contained in the modal coef-
ficients. Recurrent neural networks are then employed
to learn the temporal behavior of the dominant modes
obtained from POD. The coupling of traditional POD
and the state-of-the-art RNN makes this approach very
effective.
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Fig. 1: Data-driven reduced order model for prediction
of flow field
4.1 Proposed architecture
The essential and initial component of the POD-RNN
model requires a high-fidelity series of snapshots of the
flow field which can be obtained by full-order simu-
lations, experiments or field measurements. Snapshot
POD is used to extract the most significant modes and
their corresponding POD coefficients.
Let S = {S1 S2 . . . Sn } ∈ Rm×n be the flow field
data set where Si ∈ Rm is the flow field snapshot at
time ti and n is the number of snapshots. m is the
number of data points, for example, number of probes
in an experiment or field measurements or the number
of mesh nodes in a numerical simulation. The target is
to predict the future flow fields: Sn+1,Sn+2, . . . using
the data set S. The proposed POD-RNN technique can
be divided into two main steps, which are as follows:
– Generate the proper orthogonal decomposition (POD)
basis for the data set S
Using the n snapshots given by S, the mean field
(S¯ ∈ Rm), the POD modes (Φ ∈ Rm×k) and the
time dependent POD coefficient can be calculated
such that
Si ≈ S¯ +ΦAi, i = 1, 2, . . . , n (12)
S˜i ≈ ΦAi, i = 1, 2, . . . , n (13)
where S˜i is the fluctuation matrix which is obtained
by removing the mean S¯ from instantaneous values
Si. The POD modes are extracted using the eigen-
values Λk×k = diag[λ1, λ2, . . . , λk] and the eigenvec-
Fig. 2: Illustration of POD: Mode extraction of high
dimensional data
tors W = [w1, w2, . . . , wk] of the covariance matrix
S˜
T
S˜ ∈ Rk×k given by
S˜
T
S˜wj = λjwj . (14)
Here, the POD modes Φ = [v1, v2, . . . , vk] are re-
lated to Λ andW by
Φ = S˜WΛ−1/2, (15)
where Ai = [ai1ai2 . . . aik] ∈ Rk are the time coeffi-
cients of the first k significant modes for the time ti.
The temporal coefficients of the linear combination
are determined by the L2 inner product between the
fluctuation matrix and the POD modes as follows
Ai =
〈
S˜i,Φ
〉
. (16)
The order k can be estimated via the mode energy
distribution. The order of the flow field is reduced
from m to k via POD. The next step is to predict the
matrix An+1. Fig. 2 illustrates the mode extraction
from a set of snapshots resulting in modes and their
corresponding coefficients with temporal behaviour.
– Train the recurrent neural network
Recurrent neural networks (RNNs) are employed to
learn the temporal behaviour of the POD modes.
They are generally used in sequence-to-sequence pre-
diction problems. The architecture of RNNs makes
it feasible to predict multiple time steps in future at
a time. More details on recurrent neural networks
are outlined in the upcoming discussions in this sec-
tion. The purpose of an RNN is to learn a nonlinear
function H, which maps the evolution of modal co-
efficients, i.e.
[An+s,An+s−1, . . . ,An+1] =H(An,An−1, . . . ,An−p),
(17)
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Fig. 3: Illustration of prediction of modal coefficients
where s ans p are the output and input sizes of recur-
rent neural network. Fig. 3 illustrates the prediction
of modal coefficients.
Combining Eqs. (13) and (17), we obtain a relation-
ship of a hybrid POD-RNN model in an abstract form
S˜i+1 = ΦH(Ai). (18)
The time series of POD modal coefficients are divided
into the training and testing sets. The network coeffi-
cients are obtained by following the standard learning
procedure starting from the training and testing.
The problem of predicting the evolution of flow-field
is now translated to the problem of tracking the tem-
poral evolution of POD modal coefficients. This can
be categorized under sequence modeling problems in
machine learning. Persistence and retention of the in-
formation are required by neural networks in dealing
with sequence prediction problems and therefore dif-
fer from other canonical learning problems in machine
learning. Traditional neural networks do not have a
mechanism of persistence and retention of information.
Recurrent neural networks are specifically designed to
address the issue of retention of information while train-
ing and making physical predictions. The internal state
of the model is preserved and propagated through the
addition of a new dimension in recurrent neural net-
works. Although recurrent neural networks have been
successful, several stability issues have been reported.
Vanishing gradient is the most common among them.
They also cannot learn long term dependencies in the
data.
To address the issue of long-term dependency in the
data, long short-term memory (LSTM) networks are
utilized for the present work. The LSTM networks are
designed with the default characteristic of retaining the
information for longer periods and be able to use them
for prediction depending on its relevance and context.
For instance, they can be shown one observation at a
time from a sequence and can learn what observations
it has seen previously are relevant, and how they can be
used to make a prediction [40]. The basic architecture
of the LSTM NN is now outlined. The LSTM networks
are different from other deep learning architectures like
convolutional neural networks (CNN), in that the typ-
ical LSTM cell contains three gates: The input gate,
output gate and the forget gate. The LSTM regulates
the flow of training information through these gates by
selectively adding information (input gate), removing
(forget gate) or letting it through to the next cell (out-
put gate).
The input gate is represented by i, output gate by o
and forget gate by f . The cell state is represented as X
and the cell output is given by Y, while the cell input is
denoted as A. The equations to compute its gates and
states are as follows:
ft = σ(Wf .[Yt−1,At] + bf )
it = σ(Wi.[Yt−1,At] + bi)
X˜t = tanh(Wc.[Yt−1,At] + bc)
Xt = ft ∗Xt−1 + ii ∗ X˜t
ot = σ(Wo.[Yt−1,At] + bo)
Yt = ot ∗ tanh(Xt),
(19)
where W are the weights for each of the gates and X˜
is the updated cell state. These states are propagated
ahead through the network and weights are updated by
backpropagation through time. The forget gate plays a
crucial role in reducing over-fitting by not retaining all
information from the previous time steps. Fig. 4 de-
picts the schematic of an LSTM cell. This arrangement
of gates and selective information control is also the
key reason why LSTMs do not suffer from the vanish-
ing gradient problem which plagued traditional RNNs.
As a result, LSTMs are a powerful tool to model non-
stationary datasets. Further details about the LSTM
can be found in [46].
The nonlinear state-space form of the LSTM cell for
the current problem can be written as
X(k + 1) = F(X(k),A(k)),
A(k + 1) = G(X(k + 1)),
(20)
where X is the cell state and A is the matrix of modal
coefficients, whose time history has to be predicted.
8 Sandeep Reddy Bukka et al.
At
+X
X
σ tanhσ
tanh
X
σ
Yt
Fig. 4: Cell structure of long short-term memory net-
work (LSTM)
F and G represent the nonlinear functions of LSTM
cell as given in Eq. (19) in a mathematically compact
form. The Eq. (20) shares similar structure with Eq. (9),
which is obtained as the discrete form of the nonlinear
dynamical system. The only difference between them is
the output of the model, which in the current case is
the future of the variable A that should be predicted.
In the current work, we explore two variants of re-
current neural networks
– Closed-loop recurrent neural network
– Encoder-decoder recurrent neural network
A schematic of a closed-loop recurrent neural network is
depicted in Fig. 5. It takes one single input and predicts
the output and this value is taken as input to the second
prediction. In this manner, this architecture forecasts
an entire sequence of desirable length with one single
input. This approach has a great advantage since it does
not require the knowledge of the true data for online
prediction. However, it is limited to simple problems
such as flow past a plain cylinder. It is ineffective for
a more complex problem of the flow past side-by-side
cylinders.
Fig. 5: Schematic of closed-loop recurrent neural net-
work
In a quest for more efficient recurrent neural net-
works which can model the dynamics of a complex sys-
tem such as flow side-by-side cylinder, the encoder-
decoder networks are found to be suitable. The encoder-
decoder architectures with long short-term memory net-
works are widely adopted for both neural machine trans-
lation (NMT) and sequence-to-sequence (seq2seq) pre-
diction problems. The primary advantage of the encoder-
decoder architecture is the ability to handle input and
output sequences of text with variable lengths. A single
end-to-end model can also be trained directly on the
source and target sentences.
A schematic of the encoder-decoder network for a
machine translation example is given in Fig. 6. It takes
an input sequence of variable length and encodes the
whole information through a series of LSTM cells. There
is no direct output in the encoding process. The output
is generated via a decoder network through a series of
LSTM cells. The input and output time series can have
multiple features. The time history of few dominant
modes can be used together as a multi-featured data
to train the network. In the decoding process, the state
and output generated by the previous cell are taken as
input for the LSTM cell.
In the present work, we use this architecture for time
series prediction of the POD modal coefficients (in side-
by-side cylinders) as shown in Fig. 7 where the input
sequence will be the known time history of the modal
coefficients. The unknown time history of modal coeffi-
cients in the future is generated as the output sequence.
The output generated by the decoder network can be
used as input in a moving window fashion for the next
encoding procedure. In this way, a self-sufficient learn-
ing model can be generated which can predict the time
history of the modal coefficients for a given known time
sequence and thereby the prediction of the entire flow
field can be achieved. The process of encoding and de-
coding can be represented mathematically in a compact
form using Eqs. (20 - 22).
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Fig. 6: Encoder-decoder network for neural machine
translation task
Fig. 7: Encoder-decoder network for time series predic-
tion
The encoding process can be represented in the fol-
lowing equation as
X(1) = F(X(0),A(1))
X(2) = F(X(1),A(2))
...
X(p) = F(X(p− 1),A(p))
Xenc = X(p)

, (21)
where p is the length of the input time history. Xenc is
the encoded state which contains the information per-
taining to the input sequence. The decoding process can
be represented as
X(p + 1) = F(Xenc,A(p))
A(p + 1) = G(X(p + 1))
X(p + 2) = F(X(p + 1),A(p + 1))
A(p + 2) = G(X(p + 2))
...
X(p + s) = F(X(p + s− 1),A(p + s− 1))
A(p + s) = G(X(p + s))

, (22)
where s is the length of the output sequence to be pre-
dicted.
5 Autoencoders and POD
In the section, we attempt to establish a mathemati-
cal equivalence between the idea of autoencoders and
proper orthogonal decomposition. This particular sim-
ilarity between the above two methods motivated us to
choose convolutional recurrent autoencoder networks as
the next natural avenue to build our data-driven re-
duced order model.
The manifold hypothesis states that any set of real-
world high-dimensional data is spanned by an optimal
subspace represented by Φ which is embedded in RN ,
where N is large. The above hypothesis forms the core
of the data-driven sciences in terms of dimensionality
reduction where an approximate low-dimensional rep-
resentation is constructed to describe the dynamics of
high-dimensional data. This particular aspect has con-
tributed to the widespread application of data-driven
sciences throughout multiple areas. POD is one of the
major dimensionality reduction techniques in this field
due to its simplicity and trivial computational efforts.
However, it has the major drawback of constructing
only an optimal linear manifold. This is quite significant
since data sampled from complex, real-world systems
are more often than not strongly nonlinear. A wide va-
riety of strategies for more accurate modeling of Φ have
been developed over the years, most involving using a
patchwork of local subspace obtained through lineariza-
tions or higher-order approximations of the state-space.
An under-complete autoencoder can be termed as a
nonlinear generalization of POD. It consists of a single
multiple-layer encoder network.
A = E(S;θE); (23)
where Sˆ ∈ RN is the system state A ∈ RNA is the fea-
ture or representation vector, and NA < N . A decoder
network is then used to reconstruct S by
Sˆ = D(A;θD). (24)
The parameters of the above network are obtained by
training which minimize the expected reconstruction er-
ror over all training examples.
θ∗E ,θ
∗
D = arg min
θE ,θD
[
L(Sˆ,S)
]
, (25)
where L(Sˆ,S) is some measure of discrepancy between
S and its reconstruction Sˆ. The autoencoder is pre-
vented form learning the identity function by restricting
the NA < N . Under-complete autoencoders are just one
of a family of regularized autoencoders which also in-
clude contractive autoencoders, denoising autoencoders
and sparse autoencoders.
The choice of E ,D and L(Sˆ,S) largely depends on
the application. Indeed, if one chooses a linear encoder
and linear decoder of the form
A = WES,
Sˆ = WDA,
(26)
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where WE ∈ RNA×N and WD ∈ RN×NA , then with a
squared reconstruction error
L(Sˆ,S) = ‖S− Sˆ‖22
= ‖S−WWTS‖22,
(27)
the autoencoder will learn the same subspace as the one
spanned by the first NA POD modes if W = WD =
WTE . However, without additional constraints on W
i.e., WTW = INA×NA the columns of W will not form
an orthonormal basis or have any hierarchical ordering.
6 Model reduction via CRAN
In the previous section, we have introduced an over-
all framework for data-driven reduced-order modeling.
While the POD based model reduction is optimal and
can generate physically interpretable modes, it is not
good enough for practical problems. In such cases, the
number of prominent modes will increase and their com-
putation can pose serious challenges. As it will be shown
in the application sections, 27 modes are required to
capture the dominant energy of the side-by-side cylin-
ders whereas only 4 modes were required for flow past
a plain cylinder. Similarly, it is shown in [39], that 123
modes were required for flow past a square cylinder at
Re = 22000. As a natural consequence, the question
of completely bypassing POD in building ROM arises
and other alternatives for obtaining low-dimensional
features such as CNNs will be explored in this sec-
tion. In Section 5, an introduction to the concept of
autoencoders from ML community and it’s mathemat-
ical equivalence with POD in a linear setting is pre-
sented. This serves as a motivation to explore an ad-
vanced data-driven method based on an overall frame-
work of autoencoders.
An alternative approach, in addition, to the POD-
RNN, and also inspired from the overall framework,
is a complete data-driven one, where both the low-
dimensional representation of the state variable and its
temporal evolution are learned via ML techniques. This
approach has been explored in [47] in which an autoen-
coder is used to learn a low-dimensional representation
of the high-dimensional state,
A = E(S), (28)
where S ∈ RN high-dimensional state of the system,
A ∈ RNA , NA < N , E is nonlinear enocoder network
and a linear recurrent model K is used to evolve the
low-dimensional features,
An+1 = KAn, (29)
Fig. 8: Schematic of convolutional recurrent autoen-
coder network (CRAN)
where K ∈ RNA×NA . This approach was first intro-
duced in the context of learning a dictionary of func-
tions used in extended dynamic mode decomposition
to approximate the Koopman operator of a nonlinear
system [28].
Fully-connected autoencoders are used in many ap-
plications for dimensionality reduction. However, the
high-dimensionality of DNS-level input data can act
as a major bottleneck for its application. The high-
dimensional input data should be flattened into a 1D
array when we consider autoencoders. This might re-
sult in the elimination of local spatial relations between
the data. In other words, the dominant flow features,
often found in FSI simulations might be ignored or
might not be captured efficiently. Therefore, the direct
application of fully-connected autoencoders on DNS-
level input data is generally prohibited. The current
model seeks to extract dominant flow features present
in much fluid flow and fluid-structure interaction data
through the use of CNNs. In particular, rather than ap-
plying a fully-connected autoencoder directly to high-
dimensional simulation or experimental data, we ap-
ply it to a vectorized feature map of a much lower-
dimension obtained from a deep CNN acting directly
on the high-dimensional data.
6.1 Proposed architecture
A 12 layer convolutional autoencoder model is con-
structed as shown in Fig. 9. The first 4 layers together
form the convolution aspect of the model. The two di-
mensional input S ∈ RNx×Ny , with Nx = Ny = 64 is
first passed through this convolutional block. All the
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Fig. 9: Schematic of 12 layer convolutional recurrent
autoencoder model
Layer filter size filters stride padding
1 4× 4 4 2 1
2 4× 4 8 2 1
3 4× 4 16 2 1
4 4× 4 32 2 1
9 4× 4 16 2 1
10 4× 4 8 2 1
11 4× 4 4 2 1
12 4× 4 1 2 1
Table 1: Filter sizes and strides of the layers in convolu-
tional autoencoder network. Layers (1 to 4) correspond
to encoder part and layers (9 to 12) correspond to de-
coder part
layers in the convolution block employ a filter bank
Kf ∈ R4×4 with the number of filters in the first layer
f increasing from 4 in the first layer to 32 in the fourth
layer. A stride of 2 and a padding of 1 is maintained
across all layers.
The process of transpose convolution is carried out
in the last four layers of the network. The transpose
convolution is not exactly the reverse of regular convo-
lutions but it upsamples the low dimensional represen-
tations across four layers gradually to reconstruct the
high dimensional state. The output size of the trans-
pose convolutional layer is exactly the inverse of reg-
ular convolutional layer and is given by No = (Ni −
1) ∗ s + f − 2 ∗ P , where s is the stride, f is the filter
size, P is the padding, Ni is the input size and No is
the output size. Table 1 outlines the architecture of the
convolutional encoder and decoder subgraphs. In this
work, we will consider the sigmoid activation function
σ(s) = 11+exp−s for each layer of the CRAN model.
A 4 layer fully connected regular autoencoder with
a plain vanilla feed-forward neural network is also used
in the architecture. The first two layers perform encod-
ing by taking the vectorized form of 32 feature maps
from the final layer of convolution block and returns a
one-dimensional vector A ∈ RNA . The last two layers
decode the evolved feature vector into a higher dimen-
sional vector which will be reshaped as feature maps
and passed into the transpose convolution block. Fig. 9
details the whole architecture with the changes in the
size of the data as it flows throughout the entire model.
The key feature in using convolutional autoencoder
is that a nonlinear model reduction can be applied to
larger input data in a way that exploits local spatial
structures inherent in many physical systems.
6.2 Evolution of features
Now we proceed to model the evolution of low-dimensional
features A in a computationally efficient manner. In
terms of an analysis viewpoint, it is beneficial to iden-
tify the linear dynamics of A. However, we consider a
general case of learning feature dynamics in a nonlinear
setting.
Consider a set of observations {sn}mn=0, sn ∈ RN ob-
tained from a CFD simulation or through experimental
sampling. An optimal low-dimensional representation
An ∈ RNA , where NA  N is obtained for each obser-
vation. These low-dimensional representations are ob-
tained via convolutional autoencoder described in the
previous section. The model for temporal evolution of
these features is constructed in a complete data-driven
setting.
LSTM networks are employed to model the evolu-
tion of A. The details on the LSTM networks are out-
lined in section 4. In a typical machine translation task
the size of the hidden states and number of layers is
large when compared to the size of the feature vectors.
In the current work, a single layer LSTM network is
found to be sufficient for evolving the feature vectors
An. It is important to note that the evolution of A does
not require information from the full state S, thereby
avoids a costly reconstruction at every step.
Initializing with a known low-dimensional represen-
tation A0, one obtains a prediction for the following
steps by iteratively applying
Aˆ
n+1
=H(Aˆn), n = 1, 2, 3, . . . (30)
where Aˆ
1
=H(A0) andH represents the action of Eq.
(19) and its subcomponents. A graphical representation
of this model is depicted in Fig. 8.
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6.3 Unsupervised training strategy
The unsupervised training approach is the key com-
ponent of the current model. The weights of both the
convolutional autoencoder network and LSTM recur-
rent neural network are adjusted in a joint fashion. The
main challenge, here, is to prevent overfitting of the
CNN and RNN portion of the model. The construc-
tion of the training dataset as well as the training and
evaluation schematics are presented in this section.
Consider a dataset {s1, . . . , sm}, where s ∈ RNx×Ny
is a 2D snapshot of some dynamical system (e.g., a pres-
sure field defined on a 2D grid). This dataset is bro-
ken up into a set of Ns finite time training sequences
{S1, . . . ,SNs} where each training sequence Si ∈
RNx×Ny×Nt consists of Nt snapshots.
The fluctuations around the temporal mean are con-
sidered as followed generally in the data science com-
munity for improving the training.
s
′n = sn − s¯, (31)
where s¯ = 1m
∑m
n=1 s
n is the temporal average over the
entire dataset and s
′
are the fluctuations around this
mean. Next the scaling of the above data is conducted
as below
s
′n
s =
s
′n − s′min
s′max − s′min
, (32)
where each s
′n
s ∈ [0, 1]Nx×Ny . The scaling is carried out
to ensure that the data lies in the interval of (0, 1).
This requirement stems from the fact that a sigmoid
activation function is used in all the layers of convo-
lutional autoenocoder. The training dataset with the
above modifications has the form
S = {S′1s , . . . ,S
′Ns
s } ∈ [0, 1]Nx×Ny×Nt×Ns , (33)
where each training sample S
′i
s = [s
′1
s,i, . . . , s
′Nt
s,i ] is a
matrix consisting of the feature-scaled fluctuations.
The process of training entails two stages primarily.
The convolutional autoencoder takes an Nb- sized batch
of the training data Sb ⊂ S, where Sb ∈ [0, 1]Nx×Ny×Nt×Nb
and outputs the currentNb sized batch of low-dimensional
representations of the training sequence
Ab = {A1, . . . ,ANb} ∈ RNA×Nt×Nb , (34)
where Ai = [A1i , . . . ,A
Nt
i ] ∈ RNA×Nt and a reconstruc-
tion Sˆb of the original input training batch in the first
stage. This is represented as purple arrow in Fig. 10.
The second stage is indicated by the blue arrows in the
same Fig. 10, where the first feature vector of each se-
quence is used to initialize and iteratively update Eq.
(30) to get a reconstruction Aˆb of the low-dimensional
representations of the training batch Ab.
Fig. 10: Schematic of training process of convolution
recurrent autoencoder network (CRAN)
A loss function is constructed that equally weights
the error in the full-state reconstruction and the evo-
lution of the low-dimensional representations. The tar-
get of the training is to find the model parameters θ
such that for any sequence S
′
s = [S
′1
s , . . . ,S
′Nt
s ] and
its corresponding low-dimensional representation A =
[A1, . . . ,ANt ], minimizes the following error between
the truth and the predictions:
J (θ) = [L(Sˆ
′
s,S
′
s, Aˆ,A)]
=
 α
Nt
Nt∑
n=1
‖S′ns − Sˆ
′n
s ‖22
‖S′ns ‖22
+
β
Nt
‖An − Aˆn‖22
‖An‖22
 ,
(35)
where α = β = 0.5. The values of α and β are chosen in
order to give equal weightage to the errors in full state
reconstruction and feature prediction respectively. The
predictions are denoted by Sˆ
′
s. In practice, the error
is approximated by averaging L(Sˆ
′
s,S
′
s, Aˆ,A) over all
samples in a training batch during each backward pass.
The convolutional autoencoder performs a regular for-
ward pass and also constructs the low-dimensional rep-
resentation simultaneously at every training step. These
low-dimensional representations are used to train the
RNN.
The ADAM optimizer [23] is used for updating the
weights during the training process. It is a modified ver-
sion of the traditional stochastic gradient descent that
computes adaptive learning rates for different parame-
ters using estimates of first and second moments of the
gradients. Fig. 10 depicts the overall schematic of the
training process for easy comprehension. This model is
built and trained using the open-source deep learning
library TensorFlow.
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Fig. 11: Illustration of prediction process of convolution
recurrent autoencoder network (CRAN)
The online prediction is straight forward and is de-
picted in Fig. 11 for easy comprehension. Firstly. a low-
dimensional representation A0 ∈ RNA is constructed
using the encoder network for a given initial condition
S0 ∈ [0, 1]Nx×Ny and a set of trained parameters θ∗.
The Eq. (30) is applied iteratively for Nt steps with
A0 ∈ RNA as the initial solution to get predictions
of low dimensional representations. Finally, the full-
dimensional state is reconstructed Sˆ
n
from the low-
dimensional representation Aˆ
n
at every time step or
at any specific instance.
6.4 Force calculation on the interface
Since the full-order data from the fluid solver is highly
unstructured, these high-dimensional nodal data are
first projected as snapshot images onto a uniform (ref-
erence) grid. This is an important data processing step,
before proceeding with training or testing, as it brings
spatial uniformity to the CNN input in the CRAN model.
For the present problems, we select a uniform 64 × 64
as a fixed reference grid for both cases. The interpola-
tion of the 2-d scattered data onto this grid is imple-
mented using the SciPy’s “scipy.interpolate.griddata”
function [1]. The reference grid dimension is selected to
sufficiently enclose the exact fluid-solid interface (FSI)
present in the unstructured grid. Fig. 12 depicts both
the unstructured grid (used in the full-order simula-
tions) and the reference (used as an input to the CRAN
model) for a side-by-side case. Note that the presence
of the rigid body is ensured by masking the entire spa-
tial region covered by the cylinder with a mandatory
function which zeroes out the predictions made by the
model, including the points inside the cylinder.
Next, we briefly introduce the idea to calculate inte-
grated pressure force on the exact solid boundary from
a fairly coarse grid (reference grid). This is simply done
via a two-step process. The first step is to identify all
the interface cells for a given solid boundary (see Fig.
13) and sum the force experienced by these cells. We
call the summed force as the total discrete force (FB).
The process of calculating the total discrete force is con-
venient as one can loop over all the cells in the reference
𝟖𝐃
𝟖𝐃
Boundary of the snap-shot grid for neural 
approximation
𝛀𝐬
𝛀𝐬
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Grid
Full Order   
(Point Cloud)
uf = field data
x = x-coordinate
y = y-coordinate
Y1
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= field data
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𝐃
𝐃
𝛀𝐟
𝛀𝐬
Fluid Domain
Solid Domain
Exact Solid Boundary
𝐃 Cylinder Diameter
Fig. 12: Representative unstructured and reference
grids for the side-by-side case. Every nodal point, in
both grids, has an associated field value along with a
2-d spatial coordinate
𝛀𝐟
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𝛀𝐬
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Fluid Volume
Forcing Cells
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1 2
34
σ(Uf;k
n ) ab
c
d
Nodal field data 
Interpolated face data 
(from nodal data, using 
finite difference)
Uf = 
p
v
σ = Cauchy Stress Tensor
Fig. 13: Illustration of interpolation process for the ref-
erence (uniform) grid of DL-ROM procedure. Three
types of cells, solid cells (red), interface cells that con-
tain the exact physical boundary (yellow) and fluid cells
(white) are shown
grid and mark all those cells that have any one of the
cell nodal values as zero. Then the individual cell force
is summed for all these marked cells. This will include
the contribution from the cells in the interior of the
solid domain (with zero force) and the interface cells
(non-zero force), giving the discrete force. The second
step is a reconstruction mapping (ψ) of this discrete
force over the exact solid boundary. The reconstruction
mapping takes care of the missing physical data that is
lost in the interpolation process from a high-resolution
grid (full-order) to the reference grid (neural network).
This mapping is observed from the training data and
corrected in the prediction. We call this entire process
as an observer-corrector methodology to calculate the
integrated force.
Let fn(i,j) be the force in any interface cell (i, j) at a
time step n. The discrete force in this cell is calculated
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using linear interpolation via Finite Difference. The lo-
cal face numbering (a− d− b− c) and node numbering
(2 − 3 − 4 − 1) is shown in Fig. 13. The pressure and
velocity values are approximated at the mid-point of
these faces linearly, by simply taking the average of it’s
end nodal values. This can be further clarified from Fig.
14 and following equation:
pna;(i,j) =
pn2;(i,j) + p
n
3;(i,j)
2
, pnb;(i,j) =
pn4;(i,j) + p
n
1;(i,j)
2
,
pnc;(i,j) =
pn1;(i,j) + p
n
2;(i,j)
2
, pnd;(i,j) =
pn3;(i,j) + p
n
4;(i,j)
2
,
(36)
where pn∗;(i,j) represents the pressure at a specific point
in the cell at a time-step n. This process, similarly, can
be repeated for individual velocity components as well.
The discrete force fnk at a time-step n in a cell k (or
(i, j) from Fig. 14) for a Newtonian fluid can be written
as
fnk = (σ
n
a;k − σnb;k).nx∆y + (σnc;k − σnd;k).ny∆x. (37)
The Cauchy Stress Tensor σn∗;k = −pn∗;kI + 2µEn∗;k
for any point inside the cell k at instance n. Here −pn∗;k,
I, µ and En∗;k denote the fluid pressure, identity tensor,
fluid dynamic viscosity and fluid strain rate tensor re-
spectively. nx and ny are unit vectors in the x and y
direction, while ∆x = ∆y is the cell size. For the present
problems, we only consider the pressure component in
the Cauchy Stress Tensor. The viscous component in-
volves the calculation of gradients and can be done us-
ing linear interpolation in the five-cell stencil shown in
the Fig. 14. This part has been left for future work for
further exploration. With above considerations and us-
ing Eqs. (36) and (37), the expression for discrete force
is
fnk =
[
pna;k − pb;k 0
0 pna;k − pb;k
]
.
[
1
0
]
∆y
+
[
pnc;k − pd;k 0
0 pnc;k − pd;k
]
.
[
0
1
]
∆x. (38)
Next, a few notes on the reconstruction mapping ψ.
The coarsening effect (projection) of the full-order data
onto the reference grid brings a spatial uniformity in the
input state. However, this coarsening can also lead to
a loss of accurate forces on the physical FSI, even in
the training data. This can be accounted to the fact
that the boundary layer is not properly resolved on the
reference grid. Hence, the function of ψ is to observe
(i, j)
(i, j + 1)
(i, j − 1)
(i + 1, j)(i − 1, j)
1 2
34
ab
d
c
Δx
Δy
Fluid Cells
Interface Cells
Solid Cells
Uf ≠ 0
Uf = 0
Face Mid-Point
x
y
Fig. 14: A five cell stencil for linear interpolation of
gradients using finite difference
the loss of data in the training full-order and discrete
force. After the prediction of the field on the reference
grid by CRAN, this calculated ψ reconstructs to get the
full-order prediction force. This will be further clarified
in the example problems of a single cylinder and side-
by-side cylinders in subsequent sections.
In summary, the overall process that is followed to
predict the integrated value of the force at a time-step
n for the fluid-solid interface,
– Calculate the discrete force fnk in each interface cell
k using Eq. (37).
– Let NF be the total such cells. Obtain the total dis-
crete force FnB as
FnB =
NF∑
k=1
fnk . (39)
– Correct FnB by ψ observed from training data forces
to predict the full-order force FnΓfs as
FnΓfs ≈ ψFnB. (40)
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7 Application I Flow past a cylinder
As a first demonstration, we apply both POD-RNN and
CRAN models for a simplified problem of flow past a
cylinder. This includes the prediction of the flow field
and the integrated force coefficient on the cylinder for
each case.
Problem objective: The objective is to sufficiently learn
the phenomenon of vortex shedding for flow past a
stationary cylinder on a given time-set (training) and
extrapolate the behavior based on learned parameters
(prediction).
Full-order data: The schematic of the problem set-up is
the same as depicted in Fig. 15 (a) where all the infor-
mation about the domain boundaries and the boundary
conditions are clearly outlined. The final mesh which is
obtained after following standard rules of mesh conver-
gence is presented in Fig. 15 (b),(c) which contains a
total of 25916 quadrilateral elements with 26114 nodes.
The numerical simulation is carried out via finite el-
ement Navier-Stokes solver to generate the train and
test data. The Reynolds number of the problem is set
at Re = 100. The full-order simulation is carried out for
a total of 1125 tU∞/D with a time-step of 0.25 tU∞/D.
A total of 4500 snapshots of the simulation are collected
at every 0.25 tU∞/D for the pressure field (P ) and the
x-velocity (U). Of those 4500 snapshots, 3000 (from 501
to 3500 steps) are used for training and 1000 (from 3501
to 4500 steps) are kept as testing. Thus, the total steps
used in the analysis are N = 4000.
In this application section, we assess the complete
procedure for prediction of flow field and pressure force
coefficient for a flow past stationary cylinder using POD-
RNN (section 7.1) and CRAN (section 7.2). Finally, the
performance of both the models is discussed in section
7.3.
7.1 POD-RNN model
The POD-RNN model is applied on the flow past a
plain cylinder as follows:
1. The POD algorithm discussed in section 4.1 is ap-
plied on all the time snapshots S = {S1 S2 . . . SN } ∈
Rm×N (here, m = 26114 and N = 4000) to get the
reduced order dynamics on the given data. In do-
ing so, get the mean field S¯ ∈ Rm, the fluctuation
matrix S˜ ∈ Rm×N and the N spatially invariant
POD modes Φ ∈ Rm×N . Note that S can be either
pressure field P or x-velocity U snapshots.
2. Next, extract the eigen values ΛN×N of the covari-
ance matrix S˜
T
S˜ ∈ RN×N . The absolute value of
2
(a)
(b) (c)
Fig. 15: The flow past a cylinder: (a) schematic of the
problem set-up, (b) full-domain computational mesh
view and (c) close-up computational mesh view
these eigen values are a measure of energy of the re-
spective POD modes. Cumulative energy and per-
centage of total modal energies are plotted in Fig. 16
for both pressure and x-velocity fields. It is evident
from Fig. 16 that most of the system energy is con-
centrated in the first four to five POD modes (in
fact, first two modes contribute > 95% of the total
energy) for both pressure and x-velocity data.
3. In order to construct the reduced order system dy-
namics, select the first few energetic POD modes
(here, k = 5) in the analysis. The N POD modes are
now simply approximated with first k modes (k 
N), reducing the POD modes to Φ ∈ Rm×k. The
first four (most energetic) POD modes for pressure
and x-velocity snapshots are depicted in Fig. 17.
4. The temporal variations of these modes are obtained
by A = ΦT S˜. Here, A ∈ Rk×N , Φ ∈ Rm×k and S˜ ∈
Rm×N . For instance, the time history of these five
modes for pressure and x-velocity field from 501 −
1500 (125 − 375 tU∞/D) time-steps is depicted in
Fig. 18. These N temporal modes are divided into
training (ntr = 3000) and testing part (nts = 1000
steps). The temporal coefficients from 501 − 3500
time-steps are considered for training and 3501 −
4500 are kept for testing.
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(a) (b)
(c) (d)
Fig. 16: The flow past a cylinder: Cumulative and per-
centage of modal energies. (a)-(b) for pressure field P ,
(c)-(d) for x-velocity field U
(a)
(b)
Fig. 18: The flow past a cylinder: Time history of modal
coefficients (shown from 125 till 375 tU∞/D) for (a)
pressure field P and (b) x-velocity field U
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 17: The flow past a cylinder: First four most ener-
getic time-invariant spatial modes obtained from POD
along with % of total energy. (a)-(b)-(c)-(d) for pressure
field P and (e)-(f)-(g)-(h) for x-velocity field U
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5. The temporal behavior of the modal coefficients (for
both pressure and x-velocity) is learned via a sim-
ple closed-loop recurrent neural network (see Fig. 5).
Note that the modes are normalised between −1 to
1 before proceeding with training. The details of the
network is outlined in the Table 2. These network
hyperparameters are chosen conservatively to give
the least error in testing. The input to the closed-
loop recurrent neural network is a vector of dimen-
sion k (here, k = 5) so that all k modes are predicted
in a single step by utilizing the multi-featured set-
ting of the recurrent neural network. Another ad-
vantage of this input dimension is that it can also
learn any dependencies that exits in between the
modes. As we already know, the modes are not com-
pletely independent of each other.
Parameter Value
Input dimension 5
Output dimension 5
Hidden dimension 512
RNN cell LSTM
Number of time-steps 3500
Number of batches 1
Initial learning rate 0.005
Learning rate drop period 125 epochs
Learning rate drop factor 0.2
Iterations 3000 epochs
Optimizer ADAM
Table 2: The flow past a cylinder: Network and param-
eter details for the closed-loop recurrent neural network
6. The results of the k = 5 modal predictions from
the closed-loop recurrent neural network are plotted
in Fig. 19 for (a) pressure and (b) x-velocity. Note
that only k modal coefficients at time-step 3500 is
used to make prediction for next 1000 steps (from
3501 till 4500). The predicted and true data are
denoted by red and black lines respectively in the
plot. The prediction agrees reasonably well with the
true data and the same is also evident from Fig. 19.
The closed-loop recurrent neural network effectively
captured the temporal behavior of the modal coef-
ficients with different frequencies. In addition, the
amplitudes and phases of all the modes are com-
pletely different. In spite of these drastic differences
between the POD modes, one single closed-loop re-
current network is suffice to capture this behav-
ioral pattern. The root mean square error RMSE =√∑i=T
n=1(An−Aˆn)2
T is tabulated in Table 3. Here, An
and Aˆn are the true and predicted (normalised)
modal coefficients respectively. T are the number
of test time-steps (here, T = 1000).
(a)
(b)
Fig. 19: The flow past a cylinder: Temporal evolution
(prediction) of modal coefficients (shown from 875 till
1125 tU∞/D) for (a) pressure field P and (b) x-velocity
field U
mode RMSE
1 5.9849 x 10−4
2 6.6131 x 10−4
3 3.4554 x 10−4
4 3.6082 x 10−4
5 7.1799 x 10−4
(a)
mode RMSE
1 6.4677 x 10−4
2 6.7578 x 10−4
3 1.1911 x 10−3
4 1.1762 x 10−3
5 1.7746 x 10−3
(b)
Table 3: The flow past a cylinder: RMSE for the pre-
dicted against true (normalised) modal coefficients for
(a) pressure (b) x-velocity
Field prediction: The predicted modal coefficients at
any time-step, Aˆn ∈ Rk, can simply be reconstructed
back to the high dimensional state Sˆn using the mean
field S¯ ∈ Rm and k spatial POD modes Φ ∈ Rm×k as
Sˆn ≈ S¯+ΦAˆn. Fig. 21 and 22 depict the comparison of
predicted and true values for P and U fields respectively
at time-steps 3700 (925 tU∞/D), 4000 (1000 tU∞/D)
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and 4300 (1075 tU∞/D). The normalized reconstruc-
tion error En is constructed by taking the absolute
value of differences between the true Sn and predicted
Sˆn fields at any time-step n and for all points k in the
space (x, y) and is given by
En =
|Sn − Sˆn|
‖Sn‖2,k . (41)
Force coefficient prediction: The high-dimensional field
prediction on all the nodal points allows to carry the
reduced numerical integration directly over the fluid-
solid boundary on the cylinder. The Cauchy Stress ten-
sor σf is constructed with pressure field data and Eq.
(7) in section 2 is used to integrate it over the fluid-
solid boundary to get CD,p and CL,p. Fig. 20 depicts
the predicted and actual pressure coefficient from time-
steps 3501− 3900. Note that the reference length scale
is the diameter of cylinder (D) and the reference ve-
locity is the inlet velocity (U∞). t denotes the actual
simulation time carried at a time-step 0.25s.
(a) (b)
Fig. 20: The flow past a cylinder: Predicted and ac-
tual (POD-RNN model) (a) drag and (b) lift force co-
efficients due to the pressure field (P ) on the cylinder
(shown from 875 till 975 tU∞/D)
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(a)
(b)
(c)
Fig. 21: The flow past a cylinder: Comparison of predicted and true fields (POD-RNN model) along with normalized
reconstruction error En at tU∞/D = (a) 925, (b) 1000, (c) 1075 for pressure field (P )
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(a)
(b)
(c)
Fig. 22: The flow past a cylinder: Comparison of predicted and true fields (POD-RNN model) along with normalized
reconstruction error En at tU∞/D =(a) 925, (b) 1000, (c) 1075 for x-velocity field (U)
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7.2 CRAN model
The end-to-end nonlinear model order reduction tool
based on CRAN is now applied on the same problem of
flow past a cylinder. For uniformity, same set of training
(time-steps 501− 3500) and testing (time-steps 3501−
4500) data is selected for this application. The process
is outlined as follows:
1. Consider any high-dimensional unstructured data
snapshots from a flow solver S = {S1 S2 . . . SN } ∈
Rm×N (here, m = 26114 and N = 4000). To get a
spatial uniformity in the unstructured data, SciPy’s
”griddata” function [1] is used to map the m dimen-
sional unstructured data on a 2-d reference grid of
size Nx ×Ny (here, Nx = Ny = 64). Note that the
reference grid for this case is similar to Fig. 12, but
of size 10D×10D and the single cylinder positioned
at the center. The snapshot data-set hence obtained
is S = {s1 s2 . . . sN } ∈ RNx×Ny×N . The N , 2-d
snapshots are divided into training ntr = 3000 and
testing nts = 1000.
2. The ntr training data is broken into Ns batches,
each of finite time-step size Nt. Note that ntr =
NsNt. The procedure described in section 6.3 is fol-
lowed to generate the feature scaled data for train-
ing,
S = {S′1s , . . . ,S
′Ns
s } ∈ [0, 1]Nx×Ny×Nt×Ns , (42)
where each training sample S
′i
s = [s
′1
s;i, . . . , s
′Nt
s;i ]. In
this analysis, Nx, Ny = 64 and Nt = 20, Ns = 150.
Note that, S
′i
s can be pressure or velocity data.
3. Train a range of convolutional recurrent autoen-
coder networks (CRANs) using the data set described
above with the low-dimensional evolver LSTM state
A of different sizes (refer Fig. 8 and 9). Since A is
a latent abstract feature space, we experiment pre-
dictions with different size of low-dimensional state
NA = 2, 4, 8, 16, 32, 64, 128, 256 for both
pressure P and x-velocity U . All the models are
trained on a single Intel E5-2690v3 (2.60GHz, 12
cores) CPU node for Ntrain = 500, 000 iterations.
We took sufficiently long iterations to account for a
non-convex optimisation, although, we did observe
the objective function (Eq. (35)) to reach a nearly
steady value of approximately 10−6 in less than
100, 000 iterations. It should be noted that we are
using a closed recurrent neural network in the CRAN
model (see Fig. 5) i.e., the prediction from previous
step is used as an input for the next prediction. The
main advantage of using such a model is that, there
is no requirement of the true data to be fed into the
network in a time delayed fashion. One can predict
for a finite time horizon with a single true sample
(infer data) which is used for initialization of the
network.
4. The online prediction is carried for nts = 1000 time-
steps (from 3501 − 4500) using just one time-step
(3500) with the trained CRAN models. Fig. 23 (a)
and (b) depict the mean normalized squared error
(E¯f) for 1000 predicted time-steps for P and U re-
spectively.
Ef =
∑
n
‖sn−sˆn‖22,k
‖sn‖22,k+
nts
, (43)
where n denotes a time instance from 3501 to 4500
time-steps and k denotes a point (x, y) in space.
‖ . . . ‖2,k denotes the L2 norm over spatial dimen-
sion. sn and sˆn are respectively the true and pre-
dicted fields. The tuning of the hyper-parameter NA
reveals that, there exist an optimal value of NA for
all input data. For the pressure data P , as shown
in Fig. 23 (a), there exists approximately two or-
der magnitude difference between NA = 8, 16, 32
and NA = 2, 64, 128. Similarly, we observe around
three order magnitude difference for NA = 32 for x-
velocity U compared to the rest. Hence, the CRAN
tunes for the best performance at NA = 32, for both
P and U .
(a) (b)
Fig. 23: The flow past a cylinder: Mean normalized
squared error (E¯f) for predicted time-steps with respect
to size of low-dimensional space NA for (a) pressure
field P and (b) x-velocity field U
Field prediction: Here, NA = 32 trained CRAN
model is employed to demonstrate the field predictions
for both pressure and x-velocity using just one time-
step 3500. Fig. 26 and 27 depict the comparison of pre-
dicted and true values for P and U fields respectively at
time-steps 3700 (925 tU∞/D), 4000 (1000 tU∞/D) and
4300 (1075 tU∞/D). The normalized reconstruction er-
ror En is, similarly, constructed by taking the absolute
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value of differences between the true sn and predicted
field sˆn and normalizing it with L2 norm of the true
data and is given by
En =
|sn − sˆn|
‖sn‖2,k . (44)
Force coefficient prediction: Now, we demonstrate
the methodology highlighted in section 6.4 to predict
the pressure force coefficient on the cylinder boundary.
Here, CD,p and CL,p denote the drag and lift force
experienced by the stationary cylinder in a pressure
field, normalized by 0.5ρDU2∞. Using Eqs. (38) and
(39), we first calculate the discrete drag and lift force
from the pressure training data (3000 snapshots from
time 125 tU∞/D to 875 tU∞/D). Fig. 24 (a) and (b)
depict the drag and lift discrete force coefficients (cal-
culated on low-resolution reference grid) with respect
to the full-order (calculated on high-resolution unstruc-
tured grid) respectively. For visualisation convenience,
the plot from 125 tU∞/D till 225 tU∞/D is shown.
Clearly, there is a mean shift and/or higher amplitudes
observed in the discrete force compared to full-order.
This is accounted for the fact of interpolation error
(coarsening effect) that is introduced on the reference
grid. However, the discrete force tends to capture the
force propagation trend with mean shift and/or ampli-
tude difference. This peculiarity, itself, is observed in
the training data and needs to be corrected. This is
done by the reconstruction mapping ψ, which is calcu-
lated from discrete and full-order forces in the training
data. Figs. 24 (c) and (d) represent the reconstructed
discrete force and the full-order coefficients on the same
training data from 125 tU∞/D to 225 tU∞/D using the
corrector mapping ψ. Thus, getting the correct force
prediction reduces to the task of getting the discrete
force from predicted fields. The ψ calculated from the
training data is then used to reconstruct the predicted
discrete force to full-order (Eq. (40)). The results are
presented in Fig. 25.
(a) (b)
(c)
Fig. 24: The flow past a cylinder: Comparison of dis-
crete force and mapped discrete force with respect to
full-order force coefficients on the training data due
to pressure. (a),(b) represent the discrete drag and
lift coefficients respectively. (c),(d) represent the recon-
structed (mapped) discrete drag and lift coefficients re-
spectively
(a) (b)
Fig. 25: The flow past a cylinder: Predicted and actual
(CRAN model) (a) drag and (b) lift force coefficients
due to the pressure field (P ) on the cylinder (shown
from 875 to 975 tU∞/D)
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(a)
(b)
(c)
Fig. 26: The flow past a cylinder: Comparison of predicted and true fields (CRAN model) along with normalized
reconstruction error En at tU∞/D = (a) 925, (b) 1000, (c) 1075 for pressure field (P )
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(a)
(b)
(c)
Fig. 27: The flow past a cylinder: Comparison of predicted and true fields (CRAN model) along with normalized
reconstruction error En at tU∞/D = (a) 925, (b) 1000, (c) 1075 for x-velocity field (U)
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7.3 Discussion
Table 4 lists out the differences in the attributes of
both the models for flow past a cylinder. We have em-
ployed a closed-loop recurrent network in both the mod-
els to evolve the low-dimensional subspace. This also
includes the fact that only one time-step is sufficient
to predict long range of future time-states (here, 1000
for example) for both the hybrid models. This is ex-
pected since the problem achieves a periodic behavior.
Thus, the compounding effect of the errors are neg-
ligible in time. POD-RNN model provides a selective
control on the number of modes (features) in the low-
dimensional space based on energy distribution and a
simple algebraic reconstruction using time-advanced co-
efficients, modes and mean field. This by-passes the
costly encoder and decoder network parameter space
which is utilised in the CRAN model to achieve a simi-
lar process. In that sense, one can argue that the CRAN
model does not provide any significant improvements
over POD-RNN model for this problem. However, the
same inference is expected since the problem at hand is
one of the most simplified fluid flow problems and any
standard prediction tool should be able to perform at
equal capabilities.
POD-RNN CRAN
Encoder/decoder space POD θ ≈ 3 x 105
Evolver features A k = 5 NA = 32
Recurrent network type closed-loop closed-loop
Training time (CPU) 2 hours 16 hours
Prediction (I, P) I : 1, P : 1000 I : 1, P : 1000
θ: trainable parameters
I: input time-steps, P: predicted time-steps
Table 4: The flow past a cylinder: Comparison of POD-
RNN with convolutional recurrent autoencoder network
(CRAN)
The temporal mean of normalized reconstruction er-
ror over the predicted time-steps is given by
Es =
∑
n
En
nts
, (45)
where En is the spatial reconstruction error for a pre-
dicted time-step n and nts refer to the number of test
time-steps. Fig. 28 depicts this temporal mean error Es
for the predicted fields using POD-RNN and CRAN
models. For both the models, majority of the errors are
concentrated in the non-linear wake region of the cylin-
der. For POD-RNN, Es is in the order of 10
−4 for both
the field variables. In contrast, the order of errors in
CRAN are a bit higher compared to POD-RNN case,
with Es ≈ 10−3 for pressure and x-velocity.
It is worth mentioning that in flow past side-by-side
cylinders a closed-loop recurrent architecture can be in-
efficient to get very long time-series prediction due to
compounding effects of error, since the problem in hand
is bi-stable. In that case, we have employed an encoder-
decoder type network in POD-RNN and ground data
as a demonstrator in CRAN to achieve longer time-
series of prediction. This application is systematically
explored in the next section.
(a) (b)
(c) (d)
Fig. 28: The flow past a cylinder: Comparison between
the temporal mean error Es for POD-RNN and CRAN
model. (a),(b) for pressure and (c),(d) for x-velocity
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8 Application II Flow past side-by-side
cylinders
The canonical problem of flow past side-by-side cylin-
ders can act as a representative test case for many
multi-body systems. The dynamics associated with this
problem is still a popular topic of research among the
fluid mechanics community. Hence, as a second applica-
tion, we apply both POD-RNN and CRAN models for
such a bi-stable problem to test the capabilities of the
prediction tools. This includes prediction of flow field
and integrated pressure force coefficient on the cylin-
ders.
(a)
(b) (c)
Fig. 29: The flow past side-by-side cylinders: (a)
Schematic of the problem set-up, (b) full-domain com-
putational mesh view and (c) close-up computational
mesh view
Problem objective: As in the case of a single cylinder,
the objective here is to also sufficiently learn the phe-
nomenon of vortex shedding for flow past side-by-side
cylinders on a given time-set (training) and extrapolate
the behavior based on learned parameters (prediction).
However, flow past side-by-side cylinders is known to be
a more complex (chaotic) problem with a bi-stable so-
lution, flip-flopping regime and gap flow [29]. The idea
is to study the performance of this problem for both
types of neural architectures.
Full-order data: The schematic of the problem set-up
is given in Fig. 29 (a), where all the information about
the domain boundaries and the boundary conditions
are clearly outlined. The final mesh which is obtained
after following standard rules of mesh convergence is
presented in Fig. 29 (b) and (c) which contains a to-
tal of 49762 triangular elements with 25034 nodes. The
numerical simulation is carried out via finite element
Navier-Stokes solver to generate the train and test data.
The Reynolds number of the problem is set at Re =
100. The full-order simulation is carried out for a to-
tal of 950 tU∞/D with a time-step of 0.25 tU∞/D. A
total of 3800 snapshots of the simulation are collected
at every 0.25 tU∞/D for the pressure field P and the
x-velocity U . Of those 3800 snapshots, 3200 (from 301
to 3500 steps) are used for training and 300 (from 3501
to 3800 steps) are kept as testing. The total train and
test snapshots N = 3500.
Likewise, we systematically assess the complete pro-
cedure for prediction of the flow field and pressure force
coefficients using POD-RNN (section 8.1) and CRAN
(section 8.2) for flow past side-by-side cylinders. A sum-
mary highlighting the major differences in both the
models is described for a comparative study in section
8.3.
8.1 POD-RNN model
The POD-RNN model is applied on the flow past side-
by-side cylinders as follows:
1. The POD algorithm (section 4.1) is applied on all
the train and test time snapshots for field S =
{S1 S2 . . . SN } ∈ Rm×N (here, m = 25034 and
N = 3500) to get the reduced order dynamics on
the data-set. Get the mean field S¯ ∈ Rm, the fluc-
tuation matrix S˜ ∈ Rm×N and the N spatially in-
variant POD modes Φ ∈ Rm×N .
2. Get the eigen values ΛN×N (energy of POD modes)
of the covariance matrix S˜
T
S˜ ∈ RN×N . The POD
energy spectrum for both pressure and x-velocity
fields is plotted in Fig. 30. From the spectrum, it is
observed that around 95% of energy is concentrated
in first 21 modes for pressure and first 19 for x-
velocity.
3. Construct the reduced order system dynamics by se-
lecting first few energetic POD modes in the analysis
(here, k = 25). These 25 modes account for nearly
96% of energy for both pressure and x-velocity. The
N POD modes are now simply approximated with
these k modes (k  N), reducing the POD system
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(a) (b)
(c) (d)
Fig. 30: The flow past side-by-side cylinders: Cumula-
tive and percentage of modal energies. (a)-(b) for pres-
sure field P , (c)-(d) for x-velocity field U
to Φ ∈ Rm×k. For instance, the first four spatial
POD modes for pressure and x-velocity fields along
with % total energy are depicted in Fig. 31.
4. The temporal variations of these k modes are ob-
tained by A = ΦT S˜. Here, A ∈ Rk×N , Φ ∈ Rm×k
and S˜ ∈ Rm×N . These temporal modes are divided
into training (ntr steps) and testing part (nts =
N − ntr steps). Here, ntr = 3200 and nts = 300.
The temporal coefficients from 301−3500 time-steps
are considered for training and 3501−3800 are kept
for testing. For illustration, the time history of first
eight POD modes for pressure and x-velocity fields
from 301 − 1300 (75 − 325 tU∞/D) time-steps is
depicted in Fig. 32.
5. The temporal behavior of these modal coefficients
(for both pressure and x-velocity) is learned via an
encoder-decoder type recurrent neural network (see
Fig. 7) as it found to work better compared to a
closed-loop type. Note that before proceeding with
training, the modal coefficients are normalized be-
tween -1 to 1 to prevent vanishing/exploding gra-
dients. The primary feature of this recurrent archi-
tecture is to encode a finite sequence of time-steps
(of length, say, ni) and decode it to predict the next
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 31: The flow past side-by-side cylinders: First four
most energetic time-invariant spatial modes obtained
from POD along with % of total energy. (a)-(b)-(c)-(d)
for pressure field P and (e)-(f)-(g)-(h) for x-velocity
field U
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(a)
(b)
Fig. 32: The flow past side-by-side cylinders: Time his-
tory of modal coefficients from 75 to 325 tU∞/D): (a)
pressure field P and (b) x-velocity field U
set of time-steps (of length no). For example, time-
steps 1 to 25 can be encoded to predict 26 until 30
steps and so on. The training data consists of finite
input-output time sequences of k modes generated
in random batches of size nb in every epoch (here,
nb = 50, ni = no = 25, k = 25). The parametric
details of the network for P and U is outlined in the
Table 5. The test time-steps of 300 are organized
into six equal sets of input-output pairs. The size of
the input (ni) and output (no) time-window is 25
here.
6. The result of the temporal modal predictions from
the encoder-decoder type recurrent network is plot-
ted in Fig. 34 for (a) pressure and (b) x-velocity
for the test time-steps from 3501 till 3800 (875 −
950 tU∞/D). For visualisation convenience, only first
8 modal coefficients are shown, although the net-
work predicts the temporal trend in all k = 25 in-
put modes within reasonable accuracy. The network
input, prediction and true values are depicted by
Parameter Value
Input features k = 25
Output features k = 25
Hidden dimension 512
RNN cell LSTM
Time-steps per batch ni = no = 25
Number of batches nb = 50 (random)
Initial learning rate 0.0005
L-2 regularization factor 0.003
Iterations 15000 epochs
Optimizer ADAM
Table 5: The flow past side-by-side cylinders: Network
and parameter details for the encoder-decoder type re-
current network
(a) (b)
Fig. 33: The flow past side-by-side cylinders: RMSE for
the predicted against true (normalised) modal coeffi-
cients for (a) pressure (b) x-velocity
green, red and black lines respectively in Fig. 34.
In spite of the drastic differences between the POD
modes, one trained encoder-decoder network is suf-
fice to capture such a chaotic behavior in all the
modes for finite time-steps. The normalised root
mean square error RMSE =
√∑i=T
n=1(An−Aˆn)2
T is
plotted in Fig. 33 for all the predicted 25 modes.
Here, An and Aˆn are the true and predicted modal
coefficients respectively. T is the total length of the
output time-sequences (here, T = 6no = 150).
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(a)
(b)
Fig. 34: The flow past side-by-side cylinders: Tempo-
ral evolution (prediction) of modal coefficients (from
875 till 950 tU∞/D) for (a) pressure field P and (b)
x-velocity field U
Field prediction: The predicted modal coefficient Aˆn ∈
Rk can simply be reconstructed back to the high di-
mensional state Sˆn ∈ Rm using the mean field S¯ ∈
Rm and k spatial POD modes Φ ∈ Rm×k as Sˆn ≈
S¯ + ΦAˆn. Figs. 35 and 36 depict the comparison of
predicted and true values for P and U , respectively at
time-steps 3592 (898 tU∞/D), 3692 (923 tU∞/D) and
3792 (948 tU∞/D). The normalized reconstruction er-
ror En is constructed by taking the absolute value of
differences between the true Sn and predicted Sˆn field
at any time-step n and normalizing it with L2 norm of
the true data and is given by
En =
|Sn − Sˆn|
‖Sn‖2,k . (46)
Force coefficient prediction: The high-dimensional field
prediction on all the nodal points allows to carry the re-
duced numerical integration directly over the fluid-solid
boundary on the cylinders. The Cauchy Stress tensor
σf is constructed with pressure field data and Eq. (7)
in section 2 is used to integrate it over the fluid-solid
boundary to get CD,p and CL,p. Fig. 37 depicts the pre-
dicted and actual pressure coefficient from time-steps
3501−3800 for the upper (Cylinder 1) and lower (Cylin-
der 2) cylinders. Note that the reference length scale is
the diameter of cylinder (D = 1) and the reference ve-
locity is the inlet velocity (U∞=1). t denotes the actual
simulation time carried at a time-step 0.25s.
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(a)
(b)
(c)
Fig. 35: The flow past side-by-side cylinders: Comparison of predicted and true fields (POD-RNN model) along with
normalized reconstruction error En at (a) tU∞/D = 898, (b) tU∞/D = 923, (c) tU∞/D = 948 for pressure field (P )
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(a)
(b)
(c)
Fig. 36: The flow past side-by-side cylinders: Comparison of predicted and true fields (POD-RNN model) along with
normalized reconstruction error En at (a) tU∞/D = 898, (b) tU∞/D = 923, (c) tU∞/D = 948 for x-velocity field
(U)
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(a) (b)
(c) (d)
Fig. 37: The flow past side-by-side cylinders: Predicted and actual (POD-RNN model) pressure force coefficients. (a)
Drag (Cylinder 1), (b) lift (Cylinder 1), (c) drag (Cylinder 2), (d) lift (Cylinder 2)
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8.2 CRAN model
The end-to-end nonlinear model order reduction tool
based on CRAN is now applied on the same problem
of flow past side-by-side cylinders. Same set of training
(time-steps 301− 3500) and testing (time-steps 3501−
3800) data is selected for this application. For the sake
of completeness the overall process is outlined as fol-
lows:
1. Consider high-dimensional unstructured data from
a flow solver S = {S1 S2 . . . SN } ∈ Rm×N (here,
m = 25034 and N = 3500). To achieve spatial uni-
formity in the unstructured data, SciPy’s ”griddata”
function [1] is used to map the m dimensional un-
structured data on a 2-d reference grid of size Nx×
Ny (here, Nx = Ny = 64). The details of the refer-
ence grid and the fluid-solid boundary is represented
in Fig. 12. The snapshot data-set hence obtained is
S = {s1 s2 . . . sN } ∈ RNx×Ny×N . These N , 2-d
snapshots are divided into training ntr = 3200 and
testing nts = N − ntr = 300.
2. The ntr training data is broken into Ns batches,
each of finite time-step size Nt. Note that ntr =
NsNt. The procedure described in section 6.3 is fol-
lowed to generate the feature scaled data for train-
ing,
S = {S′1s , . . . ,S
′Ns
s } ∈ [0, 1]Nx×Ny×Nt×Ns , (47)
where each training sample S
′i
s = [s
′1
s;i, . . . , s
′Nt
s;i ] with
Nx, Ny = 64 and Nt = 25, Ns = 128. S
′i
s can be
pressure or velocity data.
3. Convolutional recurrent autoencoder networks (CRANs)
are trainied using the data set described above and
the low-dimensional evolver LSTM state A of dif-
ferent sizes. Predictions are experimented with dif-
ferent sizes NA = 2, 4, 8, 16, 32, 64, 128,
256 for both pressure P and x-velocity U . All the
models are trained on a single
Intel E5-2690v3 (2.60GHz, 12 cores) CPU node for
Ntrain = 500, 000 epochs. The objective function
(Eq. (35)) was observed to reach a nearly steady
value of approximately 10−5 at the end of iterations.
It should be noted that we are employing a closed-
loop recurrent neural network in the CRAN model
for this problem (see Fig. 5) i.e., the prediction from
previous step is used as an input for the next pre-
diction.
4. The closed-loop recurrent net uses prediction from
previous time-step to generate a new prediction.
Due to the bistable nature of the problem, the er-
rors are compounded at every time-step, thus, caus-
ing prediction trajectory to deviate after a few finite
time-steps (≈ Nt = 25 time-steps). In order to ad-
dress this issue, ground truth data is fed after every
Nt predicted time-steps as a demonstrator for the
net to follow the actual trajectory and avoid diver-
gence. We follow the 1− to−Nt rule for prediction.
This means that any one ground truth snapshot pre-
dicts Nt time-steps from a trained model. Thus, in
testing, we input ≈ nts/Nt ground truth data to
predict nts time-steps. For instance, time-step 3500
predicts sequence 3501− 3525 steps, time-step 3525
predicts 3526− 3550 and so on.
Fig. 38 (a) and (b) depict the normalised mean
squared error (Ef) for the first set of Nt predicted
time-steps for P and U respectively with respect to
the size of low-dimensional feature NA.
Ef =
∑
n
‖sn−sˆn‖22,k
‖sn‖22,k+
Nt
, (48)
where n denotes a time instance from 3501 to 3525
time-steps and k denotes a point (x, y) in space.
‖ . . . ‖2,k denotes the L2 norm over spatial dimen-
sion. sn and sˆn are respectively the true and pre-
dicted fields. The tuning of the hyper-parameter NA
reveals the existence of an optimal value of NA for
the field data. Referring to Fig. 38, the variation
of Ef vs NA follows a nearly convex shaped opti-
misation curve with the minimum at NA = 32 for
pressure and NA = 16 for x-velocity. Based on this
discovery, we utilise NA = 32 and NA = 16 trained
CRAN models for pressure and x-velocity respec-
tively to predict all the nts = 300 test time-steps.
(a) (b)
Fig. 38: The flow past side-by-side cylinders: Mean nor-
malized squared error (Ef) ) for first Nt predicted time-
steps with respect to size of low-dimensional space NA
for (a) pressure field P and (b) x-velocity field
Field prediction: Fig. 40 and 41 depict the compar-
ison of predicted and true values for the pressure and x-
velocity field, respectively, at time-steps 3592 (898 tU∞/D),
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3692 (923 tU∞/D) and 3792 (948 tU∞/D). The nor-
malized reconstruction error En is constructed by tak-
ing the absolute value of differences between and true
and predicted values and normalizing it with L2 norm
of the truth data and is given by
En =
|sn − sˆn|
‖sn‖2,k . (49)
Force coefficient prediction: We use the methodol-
ogy highlighted in section 6.4 to predict the pressure
force coefficients on the boundary of the cylinders. Here,
CD,p and CL,p denote the drag and lift force coefficient
experienced by the stationary cylinder in a pressure
field. Using Eqs. (38) and (39), we first calculate the
discrete drag and lift force (coefficient) from the pres-
sure training data (3200 snapshots from time 75s to
875s). Fig. 39 (a) and (b) depict the discrete lift and
drag force coefficients on the Cylinder 1 and the effect
of reconstruction ψ on these data is shown in Fig. 39
(c) and (d). Similarly, the discrete and mapped-discrete
force coefficients on Cylinder 2 are shown in Fig. 39
(e),(f),(g),(h). These plots are shown for 75 tU∞/D till
200 tU∞/D for visualisation point of view. The recon-
struction accuracy is nearly 99.5%. Recovering the cor-
rect force prediction boils down to the task of extracting
the discrete force from accurate predicted fields. The ψ
calculated from the training data recovers the missing
force data in prediction (Eq. (40)). The predicted force
coefficients are shown in Fig. 42 for both the cylinders
for all the test time-steps (3501 till 3800 time-steps).
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 39: The flow past side-by-side cylinders: Compar-
ison of discrete force, mapped discrete force and full-
order force coefficients on the training data due to pres-
sure for Cylinder 1 ((a)-(b)-(c)-(d)) and Cylinder 2 ((e)-
(f)-(g)-(h))
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(a)
(b)
(c)
Fig. 40: The flow past side-by-side cylinders: Comparison of predicted and true fields (CRAN model) along with
normalized reconstruction error En at (a) tU∞/D = 898, (b) tU∞/D = 923, (c) tU∞/D = 948 for pressure field (P )
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(a)
(b)
(c)
Fig. 41: The flow past side-by-side cylinders: Comparison of predicted and true fields (CRAN model) along with
normalized reconstruction error En at (a) tU∞/D = 898, (b) tU∞/D = 923, (c) tU∞/D = 948 for x-velocity field
(U)
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(a) (b)
(c) (d)
Fig. 42: The flow past side-by-side cylinders: Predicted and actual (CRAN model) pressure force coefficients for all
test time-steps: (a) Drag (Cylinder 1), (b) lift (Cylinder 1), (c) drag (Cylinder 2), (d) lift (Cylinder 2). Note that at
a time, one input time-step (blue dot) is used to predict the next sequence of Nt = 25 steps, until a new input is fed.
This helps in reducing the compounding effect of the errors while still achieving predictions in closed-loop recurrent
fashion
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8.3 Discussion
It is noted that the POD-RNN model with the closed-
loop recurrent neural network is inefficient in predicting
the flow past side-by-side cylinders. For that purpose,
we employ an encoder-decoder type recurrent net in-
stead of a closed-loop type. Whereas, the convolutional
recurrent autoencoder network (CRAN) model can pre-
dict the flow fields in a closed-loop fashion for longer-
time steps with limited ground data as a demonstra-
tor. In the case of the POD-RNN model, the spatial
and temporal parts of the problem are dealt with in-
dependently which might work for simple problems of
flow past a cylinder. However, such linear decomposi-
tion is less effective in combating highly nonlinear prob-
lems such as side-by-side cylinders. The improvement
compared to the POD-RNN model can be attributed
to the low-dimensional features obtained by CNN of
the CRAN model. The non-linear kernels in CNN are
very powerful in identifying dominant local flow fea-
tures [37]. Also, the complete end-to-end architecture
of the network, which enables us to integrate the en-
coding, evolution and decoding in a complete nonlinear
fashion, is the primary reason for this model to work for
the problem. This is a very promising result and moti-
vates us to take forward this concept of convolutional
recurrent autoencoder models and its variants (such
as variational autoencoders, registration/interpretable
autoencoders [41,56]) for unsteady fluid flow problems
with strong convection effect and moving boundaries.
Table 6 lists out the differences in the attributes of
both the models for flow past side-by-side cylinders for
both the fields. It is worth mentioning that CRAN out-
performs POD-RNN in terms of longer time-series pre-
diction. In this analysis, POD-RNN requires ≈ nts/2 =
150 test time-steps as input for predicting remaining
150 time-steps, while CRAN utilises ≈ nts/Nt = 12
data demonstrators to predict all nts time-steps. Note
that nts = 300 denotes the test time-steps.
POD-RNN CRAN
Encoder/decoder space POD θ ≈ 3 x 105
Evolver features A (P ,U) k = 25 NA = 32, 16
Recurrent network type encoder-decoder closed-loop
Training time (CPU) 1 hour 16 hours
Prediction (I, P) I : 25, P : 25 I : 1, P : 25
θ: trainable parameters
P : pressure field, U : x-velocity field
I: input time-steps, P: predicted time-steps
Table 6: The flow past side-by-side cylinders: Compari-
son of POD-RNN with convolutional recurrent autoen-
coder network (CRAN)
(a) (b)
(c) (d)
Fig. 43: The flow past side-by-side cylinders: Compari-
son between the temporal mean error Es for POD-RNN
and CRAN model. (a),(b) for pressure and (c),(d) for
x-velocity.
Fig. 43 depicts the temporal mean of the reconstruc-
tion error Es for both the models over the test-time
steps. The temporal mean error Es is quite low in the
order of 10−3 for both the predictions. Similar to the
plain cylinder, the majority of the errors are concen-
trated in the near wake region where there is presence
of strong nonlinearity.
9 Conclusions
We have presented two data-driven reduced-order mod-
els for the prediction of nonlinear fluid flow past bluff
bodies. Both methods share a common data-driven frame-
work. The common principle of both methods is to first
obtain a set of low-dimensional features of the high di-
mensional data coming from the fluid flow problems.
These low dimensional features are then evolved in time
via recurrent neural networks. In the first method, proper
orthogonal decomposition is used to obtain a set of
low-dimensional features (POD modes in this case). We
have shown a mathematical equivalence of POD with
autoencoders and then proceed to present a more gen-
eral method where the low-dimensional features are ob-
tained by convolutional neural networks. We have se-
lected flow past a plain cylinder and flow past side-
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by-side cylinder as candidate test cases to evaluate the
above methods. POD-RNN seems to be more efficient
in terms of computational costs and accuracy of predic-
tion when it comes to the problem of flow past a plain
cylinder, CNN-RNN is a bit overkill for this problem.
However, it performs extremely well and completely by-
passes POD-RNN in terms of accuracy for the compli-
cated problem of flow past side-by-side cylinders. This
study shows that convolutional recurrent autoencoders
can encompass a broader range of nonlinear fluid flow
problems and can be pursued further for more compli-
cated problems. We intend to extend this method to
predict nonlinear fluid flow past moving bodies and we
target to predict the motions of the bodies interacting
with the fluid flow.
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