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a b s t r a c t
In this paper, we are concerned with a two-competition model described by a
reaction–diffusion system with nonlocal delays which account for the drift of individuals
to their present position from their possible positions at previous times. By using the
iterative technique recently developed in Wang et al. (2006) [14], the sufficient conditions
are established for the existence of travelling wave solutions connecting the semi-trivial
steady state to the coexistence steady state of the considered system. When the domain
is bounded, we investigate the global attractivity of the coexistence steady state of the
system under homogeneous Neumann boundary conditions as well. The approach used
is the upper–lower solutions and monotone iteration technique.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Due to their practical background such as combustion, propagation of patterns and the domain invasion of species,
travelling wave solutions of reaction–diffusion equations have been extensively investigated (see [1–3] and the references
therein).
It is very natural that time lags appear in the dynamical models due to the slow signal and biochemical processes inmany
physical and biological systems, e.g. in prey–predator dynamics, the delay is caused by the conversion of the consumed
prey biomass into predator biomass, see [4–7]. Recently, many researchers have paid attention to the travelling wave
solutions of reaction–diffusion equations with delays (see [8–16]). In a pioneering work, Schaaf [17] studied two scalar
reaction–diffusion equations with a single discrete delay in both the monostable case and bistable case by using the phase
space analysis. For more general reaction–diffusion systems with quasimonotonicity (QM) and a single discrete delay,
Wu and Zou [15] obtained the existence of travelling wave via a monotone iteration technique. Wang et al. [14] further
considered reaction–diffusion systems with spatio-temporal delays and developed iteration techniques.
In this paper, we are concernedwith the following diffusive and competitive Lotka–Volterra systemwith nonlocal delays
∂u1
∂t
= d11u1 + u1(t, x)[r1 − a1u1(t, x)− c1(g1 ∗ u1)(t, x)− b1(g2 ∗ u2)(t, x)],
∂u2
∂t
= d21u2 + u2(t, x)[r2 − a2u2(t, x)− b2(g3 ∗ u1)(t, x)− c2(g4 ∗ u2)(t, x)]
(1.1)
for t > 0, x ∈ Ω ⊂ Rm, where u1(t, x) and u2(t, x) represent the population densities of two competitors at time t and
location x, d1 and d2 represent the diffusion rates of two competitors, respectively. The parameters ai, bi, ci, ri > 0 (i = 1, 2)
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are all positive constants, in particular ci 6= 0 accounts for the delay self-regulatory. The kernel gj(t, x) is an integrable and
nonnegative function satisfying
gj(t,−x) = gj(t, x),
∫ +∞
0
∫
Ω
gj(s, y)dyds = 1
and the spatio-temporal convolution gj ∗ ui is defined by
(gj ∗ ui)(t, x) =
∫ t
−∞
∫
Ω
gj(t − s, x− y)ui(s, y)dyds, j = 1, 2, 3, 4, i = 1, 2,
which accounts for the drift of individuals to their present position from their possible positions at previous times. We
refer [18] for a more complete description of system (1.1).
Various special cases of system (1.1) have been studied by many researchers. When the delays are local, the stability of
the equilibria of system (1.1) was considered in [5,19]. When there are no delays, the long time behavior of the solutions
of system (1.1) was investigated in [20,21], and the existence of travelling wave solutions of system (1.1) was studied
by Tang and Fife [22], Kanel and Zhou [23], Conley and Gardner [24], Fei and Carr [25]. Recently some existence results
for travelling wave solutions of the competition–diffusion system without delays have been extended to the delayed
competition–diffusion system. For example, for the case ci = 0, Gourley and Ruan [18] studied the existence of travelling
front solutions of system (1.1) by employing linear chain techniques and geometric singular perturbation theory, as well as
the stability of the equilibria by using the energy function method. While for the case ci = 0 and gj(t, x) = δ(t − τj)δ(x),
the existence of travelling wave solutions of system (1.1) has recently been obtained in [26] by using Schauder fixed point
theorem.
The main purpose of this paper is to compare the solutions of system (1.1) with the solutions of other delayed diffusion
systems without the delay self-regulatory. The paper is organized as follows. In the next section, we give the notation and
summarize the relevant results. In Section 3, whenΩ = (−∞,∞), we establish the sufficient conditions for the existence
of the travelling wave solutions of system (1.1) with gj(t, x) = 1τj e
− tτj 1√
4pi t
e−
x2
4t , τj > 0. Here we make a change of variable
in the second equation of wave equations so that the resulting system becomes monotone, for which the main theorem
of Wang et al. [14] is available. In Section 4, when Ω is a bounded domain, we investigate the global attractivity of the
coexistence steady state of system (1.1) under homogeneous Neumann boundary conditions by means of the upper and
lower solutions and monotone iteration technique. Our results somewhat complement the existing results in [18,26,27].
2. Preliminary
Throughout this paper, we adopt the usual notations for the standard ordering in Rn. That is, for α = (α1, . . . , αn)T and
β = (β1, . . . , βn)T , we denote α ≤ β if αi ≤ βi, i = 1, . . . , n and α < β if α ≤ β but α 6= β .
In this section, we introduce some general results developed by Wang et al. [14]. Consider the following
reaction–diffusion system with nonlocal delays
∂u
∂t
= D∂
2u
∂x2
+ f (u(t, x), (g1 ∗ u)(t, x), . . . , (gm ∗ u)(t, x)), (2.1)
where t ≥ 0, x ∈ R = (−∞,+∞),D = diag(d1, . . . , dn), di > 0, i = 1, . . . , n, u(t, x) = (u1(t, x), . . . , un(t, x))T , f ∈
C(R(m+1)n,Rn) and
(gj ∗ u)(t, x) =
∫ t
−∞
∫ +∞
−∞
gj(t − s, x− y)u(s, y)dyds.
The kernel gj(t, x) is an integrable and nonnegative function satisfying
gj(t,−x) = gj(t, x),
∫ +∞
0
∫ +∞
−∞
gj(s, y)dyds = 1, j = 1, . . . ,m,
and the following condition:
(H0)
∫ +∞
−∞ gj(t, x)dx is uniformly convergent for t ∈ [0, a], a > 0, j = 1, . . . ,m. In other words, if given ε > 0, then
there existsM > 0 such that
∫ +∞
M gj(t, x)dx < ε for any t ∈ [0, a].
Assume u(t, x) = ϕ(x+ ct) and replace x+ ct with t , then we can write (2.1) in the form
− Dϕ′′(t)+ cϕ′ = f (ϕ(t), (g1 ∗ ϕ)(t), . . . , (gm ∗ ϕ)(t)), t ∈ R, (2.2)
where
(gj ∗ ϕ)(t) =
∫ +∞
0
∫ +∞
−∞
gj(s, y)ϕ(t − y− cs)dyds, j = 1, . . . ,m.
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Let
BC(R,Rn) =
{
x ∈ C(R,Rn) : x = (x1(t), . . . , xn(t))T , xi(t) ∈ C(R),
max
1≤i≤n
sup{|xi(t)| : t ∈ R} <∞
}
and
BC2(R,Rn) =
{
x ∈ BC(R,Rn) : x′, x′′ ∈ BC(R,Rn),
x′ = (x′1(t), . . . , x′n(t))T , x′′ = (x′′1(t), . . . , x′′n(t))T
}
.
A travelling wave solution of (2.1) with wave speed c > 0 is an increasing function ϕ ∈ BC2(R,Rn), which satisfies (2.2)
and the following boundary conditions:
ϕ(−∞) = 0 and ϕ(+∞) = K = (K1, . . . , Kn)T with Ki > 0, i = 1, . . . , n. (2.3)
In order to study the existence of travelling wave solutions of (2.1), we need the following monotonicity conditions and
assumptions:
(H1) There exists a matrix β = diag(β1, . . . , βn)with βi > 0, i = 1, . . . , n, such that
f (φ(t), (g1 ∗ φ)(t), . . . , (gm ∗ φ)(t))+ βφ(t) ≥ f (ϕ(t), (g1 ∗ ϕ)(t), . . . , (gm ∗ ϕ)(t))+ βϕ(t),
where φ, ϕ ∈ C(R,Rn) satisfy
(i) 0 ≤ ϕ(t) ≤ φ(t) ≤ K in t ∈ R;
(ii) eβt [φ(t)− ϕ(t)] is increasing and
e−βt [φ(t)− ϕ(t)] is deceasing in t ∈ R.
(H2) f (µ, . . . , µ) 6= 0 for 0 < µ < K;
(H3) f (µ, . . . , µ) = 0when µ = 0 or K.
Next we give the definitions of upper and lower solutions of (2.2).
Definition 2.1. A continuous function ϕ : R → Rn is said to be an upper solution of (2.2) if ϕ′ and ϕ′′ exist almost
everywhere and are essentially bounded on R, and ϕ satisfies
− Dϕ′′(t)+ cϕ′ ≥ f (ϕ(t), (g1 ∗ ϕ)(t), . . . , (gm ∗ ϕ)(t)), a.e. on R. (2.4)
A lower solution of (2.2) is defined in a similar way by reversing the inequality in (2.4).
Let
Γ =
ϕ ∈ Y :
(i) ϕ(t) is increasing in R;
(ii) 0 ≤ lim
t→−∞ϕ(t) < K and limt→+∞ϕ(t) = K;
(iii) eβt [ϕ(t + s)− ϕ(t)] is increasing in t ∈ R and
e−βt [ϕ(t + s)− ϕ(t)] is decreasing in t ∈ R for every s > 0

and BC[0,K] = {ϕ ∈ BC(R,Rn) : 0 ≤ ϕ ≤ K}, where Y = {ϕ ∈ BC(R,Rn) : ϕ′, ϕ′′ ∈ L∞(R,Rn)}.
Define a operator F : BC[0,K] → BC(R,Rn) by
(Fϕ)(t) = f (ϕ(t), (g1 ∗ ϕ)(t), . . . , (gm ∗ ϕ)(t)), t ∈ R.
Theorem 2.1. Suppose that (H0)–(H3) hold. Assume that φ and ϕ, where ϕ ∈ BC[0,K] ∩ Y , ϕ 6= 0, limt→−∞ ϕ(t) = 0
and ϕ ≤ φ, are upper and lower solutions of (2.2), respectively. If φ ∈ Γ , eβt [φ(t) − ϕ(t)] is increasing in t ∈ R and
e−βt [φ(t) − ϕ(t)] is decreasing in t ∈ R, then for 0 < c < min{βidi; i = 1, . . . , n} − 1, (2.1) has the travelling wave
solution φ∗ such that (2.3) holds and for a, b ∈ R with a < b,
‖φk − φ∗‖C([a,b],Rn) → 0, (2.5)
as k→∞, where
− D(φk)′′ + c(φk)′ + βφk = Fφk−1 + βφk−1 (k ∈ N) (2.6)
and
ϕ ≤ φ∗ ≤ · · · ≤ φk ≤ · · · ≤ φ1 ≤ φ0 = φ. (2.7)
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3. Existence of travelling wave solutions
Throughout this section, we assume b1a2+c2 <
r1
r2
<
a1+c1
b2
. In this section we use Theorem 2.1 to establish the sufficient
conditions for the existence of travelling wave solutions of system (1.1) with gj(t, x) = 1τj e
− tτj 1√
4pi t
e−
x2
4t , which connect the
semi-trivial steady state E∗ =
(
0, r2a2+c2
)
to the coexistence steady state E∗ = (u∗1, u∗2) of system (1.1), where
u∗1 =
r1(a2 + c2)− r2b1
(a1 + c1)(a2 + c2)− b1b2 , u
∗
2 =
r2(a1 + c1)− r1b2
(a1 + c1)(a2 + c2)− b1b2 .
Substituting u1(t, x) = ϕ1(s), u2(t, x) = ϕ2(s), s = x + ct into system (1.1), and denoting the moving variable s still by
t , the corresponding wave equation of system (1.1) is{
d1ϕ′′1 (t)− cϕ′1(t)+ ϕ1(t)[r1 − a1ϕ1(t)− c1(g1 ∗ ϕ1)(t)− b1(g2 ∗ ϕ2)(t)] = 0,
d2ϕ′′2 (t)− cϕ′2(t)+ ϕ2(t)[r2 − a2ϕ2(t)− b2(g3 ∗ ϕ1)(t)− c2(g4 ∗ ϕ2)(t)] = 0, (3.1)
where
(gj ∗ ϕi) =
∫ +∞
0
∫ +∞
−∞
gj(s, y)ϕi(t − y− cs)dyds,
gj(t, x) = 1
τj
e
− tτj 1√
4pi t
e−
x2
4t , τj > 0, j = 1, 2, 3, 4, i = 1, 2,
and the travelling wave solutions of system (1.1) satisfy the following asymptotic boundary condition
lim
t→−∞(ϕ1(t), ϕ2(t)) =
(
0,
r2
a2 + c2
)
,
lim
t→+∞(ϕ1(t), ϕ2(t)) = (u
∗
1, u
∗
2).
(3.2)
Now bymaking change of variables ϕ¯1 = ϕ1, ϕ¯2 = r2a2+c2 −ϕ2, and still denoting them by ϕ1 and ϕ2 for the convenience
of notations, (3.1) and (3.2) become, respectively,
d1ϕ′′1 (t)− cϕ′1(t)+ ϕ1(t)
[(
r1 − b1 r2a2 + c2
)
− a1ϕ1(t)− c1(g1 ∗ ϕ1)(t)+ b1(g2 ∗ ϕ2)(t)
]
= 0,
d2ϕ′′2 (t)− cϕ′2(t)+
(
r2
a2 + c2 − ϕ2(t)
)
[−a2ϕ2(t)+ b2(g3 ∗ ϕ1)(t)− c2(g4 ∗ ϕ2)(t)] = 0,
(3.3)
and  limt→−∞ (ϕ1(t), ϕ2(t)) = (0, 0) , 0,lim
t→+∞ (ϕ1(t), ϕ2(t)) = (k1, k2) , K,
(3.4)
where
k1 = u∗1 =
r1(a2 + c2)− r2b1
(a1 + c1)(a2 + c2)− b1b2 ,
k2 = r2a2 + c2 − u
∗
2 =
b2[r1(a2 + c2)− r2b1]
(a2 + c2)[(a1 + c1)(a2 + c2)− b1b2] .
Set
f1 (ϕ1(t), ϕ2(t)) = ϕ1(t)
[(
r1 − b1 r2a2 + c2
)
− a1ϕ1(t)− c1(g1 ∗ ϕ1)(t)+ b1(g2 ∗ ϕ2)(t)
]
,
f2 (ϕ1(t), ϕ2(t)) =
(
r2
a2 + c2 − ϕ2(t)
)
[−a2ϕ2(t)+ b2(g3 ∗ ϕ1)(t)− c2(g4 ∗ ϕ2)(t)] .
For c ≥ 2√d1(r1 − b1u∗2), let
λ1 = c +
√
c2 − 4d1(r1 − b1u∗2)
2d1
, λ2 = cd1 .
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Let β1 > λ1 and ε > 0 such that
ε < min
{
k1(β1 − λ1)
3(β1 + λ2) ,
r1 − b1 r2a2+c2
a1 + c1
}
. (3.5)
Now we defineΦ(t) = (φ1(t), φ2(t)) and Ψ (t) = (ψ1(t), ψ2(t)) by
φ1(t) = k11+ e−λ1t , φ2(t) = k2, t ∈ R, (3.6)
and
ψ1(t) = min
{
εeλ2t , ε
}
, ψ2(t) = 0, t ∈ R. (3.7)
Lemma 3.1. (i)Φ(t) is increasing in t ∈ R and satisfies 0 ≤ limt→−∞Φ(t) < K and limt→+∞Φ(t) = K;
(ii) Ψ (t) ≤ Φ(t), t ∈ R and limt→−∞ Ψ (t) = 0,Ψ (t) 6= 0.
Lemma 3.2. (i) eβt [Φ(t)− Ψ (t)] is increasing and e−βt [Φ(t)− Ψ (t)] is decreasing in t ∈ R;
(ii) eβt [Φ(t + s)− Φ(t)] is increasing and e−βt [Φ(t + s)− Φ(t)] is decreasing in t ∈ R for each s > 0.
By the choice of β and ε in (3.5), we can see that the above lemmas hold. In fact, the proofs of Lemmas 3.1 and 3.2 are
similar to those of [14, Lemmas 5.1 and 5.2], respectively, so we omit them here. Obviously, Lemmas 3.1 and 3.2 imply that
Φ(t) ∈ Γ .
In the rest of this section, we will verify thatΦ(t) and Ψ (t) are the upper and lower solutions of (3.3), respectively.
Lemma 3.3. For sufficiently small τ1 > 0 and τ4 > 0, f = (f1, f2) satisfies (H1).
Proof. LetΦ(t) = (φ1(t), φ2(t)), Ψ (t) = (ψ1(t), ψ2(t)) ∈ C(R,R2) satisfying
(i) 0 ≤ Ψ (t) ≤ Φ(t) ≤ K;
(ii) eβt [Φ(t)− Ψ (t)] is increasing in t ∈ R, e−βt [Φ(t)− Ψ (t)] is decreasing in t ∈ R.
From the proof of Lemma 5.10 in [14], it follows that
(g1 ∗ φ1)(t)− (g1 ∗ ψ1)(t) ≤ 4[φ1(t)− ψ1(t)],
(g4 ∗ φ2)(t)− (g4 ∗ ψ2)(t) ≤ 4[φ2(t)− ψ2(t)]
for sufficiently small τ1 > 0 and τ4 > 0 such that 1− cτ1β1 − τ1β21 ≥ 12 , 1− cτ4β2 − τ4β22 ≥ 12 and thus
φ1(t)(g1 ∗ φ1)(t)− ψ1(t)(g1 ∗ ψ1)(t) = [φ1(t)− ψ1(t)](g1 ∗ φ1)(t)
+ψ
1
(t)[(g1 ∗ φ1)(t)− (g1 ∗ ψ1)(t)]
≤ k1[φ1(t)− ψ1(t)] + 4k1[φ1(t)− ψ1(t)]
= 5k1[φ1(t)− ψ1(t)].
Hence
f1[φ1(t), φ2(t)] − f1[ψ1(t), ψ2(t)] + β1[φ1(t)− ψ1(t)]
= −a1[φ21(t)− ψ21(t)] +
(
r1 − b1 r2a2 + c2
)
[φ1(t)− ψ1(t)] − c1[φ1(t)(g1 ∗ φ1)(t)
−ψ
1
(t)(g1 ∗ ψ1)(t)] + b1[φ1(t)(g2 ∗ φ2)(t)− ψ1(t)(g2 ∗ ψ2)(t)] + β1[φ1(t)− ψ1(t)]
≥
(
−2a1k1 + r1 − b1 r2a2 + c2
)
[φ1(t)− ψ1(t)] − 5c1k1[φ1(t)− ψ1(t)] + β1[φ1(t)− ψ1(t)]
=
[
β1 −
(
2a1k1 − r1 + b1 r2a2 + c2 + 5c1k1
)]
[φ1(t)− ψ1(t)].
If β1 > 2a1k1 − r1 + b1 r2a2+c2 + 5c1k1, then
f1[φ1(t), φ2(t)] − f1[ψ1(t), ψ2(t)] + β1[φ1(t)− ψ1(t)] ≥ 0.
On the other hand, we have
φ2(t)(g3 ∗ φ1)(t)− ψ2(t)(g3 ∗ ψ1)(t) = [φ2(t)− ψ2(t)](g3 ∗ φ1)(t)+ ψ2(t)[(g3 ∗ φ1)(t)− (g3 ∗ ψ1)(t)]
≤ k1[φ2(t)− ψ2(t)] + k2[(g3 ∗ φ1)(t)− (g3 ∗ ψ1)(t)]
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and thus
f2[φ1(t), φ2(t)] − f2[ψ1(t), ψ2(t)] + β2[φ2(t)− ψ2(t)]
= −a2 r2a2 + c2 [φ2(t)− ψ2(t)] + a2[φ
2
2(t)− ψ22(t)] + b2
r2
a2 + c2 [(g3 ∗ φ1)(t)− (g3 ∗ ψ1)(t)]
− b2[φ2(t)(g3 ∗ φ1)(t)− ψ2(t)(g3 ∗ ψ1)(t)] − c2
r2
a2 + c2 [(g4 ∗ φ2)(t)− (g4 ∗ ψ2)(t)]
+ c2[φ2(t)(g4 ∗ φ2)(t)− ψ2(t)(g4 ∗ ψ2)(t)] + β2[φ2(t)− ψ2(t)]
≥ −
(
a2
r2
a2 + c2 + b2k1 + 4c2
r2
a2 + c2
)
[φ2(t)− ψ2(t)] + β2[φ2(t)− ψ2(t)]
=
[
β2 −
(
a2
r2
a2 + c2 + b2k1 + 4c2
r2
a2 + c2
)]
[φ2(t)− ψ2(t)].
If β2 > a2
r2
a2+c2 + b2k1 + 4c2
r2
a2+c2 , then
f2[φ1(t), φ2(t)] − f2[ψ1(t), ψ2(t)] + β2[φ2(t)− ψ2(t)] ≥ 0.
Therefore if β = diag(β1, β2), then f = (f1, f2) satisfies (H1). 
Lemma 3.4. Ψ (t) = (ψ1(t), ψ2(t)) defined by (3.7) is a lower solution of (3.3).
Proof. If t ≥ 0, then ψ1(t) = ε, ψ2(t) = 0. From (3.5), it follows that
d1ψ ′′1 (t)− cψ ′1(t)+ f1[ψ1(t), ψ2(t)] ≥ ε
[
r1 − b1 r2a2 + c2 − (a1 + c1)ε
]
≥ 0.
If t < 0, then ψ1(t) = εeλ2t , ψ ′1(t) = ελ2eλ2t , ψ ′′1 (t) = ελ22eλ2t and ψ2(t) = 0.
By ψ1(t) ≤ ε, and (3.5), we have
d1ψ ′′1 (t)− cψ ′1(t)+ f1[ψ1(t), ψ2(t)] ≥ d1ελ22eλ2t − cελ2eλ2t +
(
r1 − b1 r2a2 + c2
)
εeλ2t − a1ε2e2λ2t − c1ε2eλ2t
≥ ε
[
d1λ22 − cλ2 + r1 − b1
r2
a2 + c2 − (a1 + c1)ε
]
eλ2t
≥ ελ2(d1λ2 − c)eλ2t = 0.
Since ψ2(t) = 0 for all t ∈ R,
d2ψ ′′2 (t)− cψ ′2(t)+ f2[ψ1(t), ψ2(t)] =
r2
a2 + c2 b2(g3 ∗ ψ1)(t) ≥ 0.
Therefore by Definition 2.1, we can conclude that Ψ (t) = (ψ1(t), ψ2(t)) is a lower solution of (3.3). 
Lemma 3.5. For sufficiently small τ1 > 0,Φ(t) = (φ1(t), φ2(t)) defined by (3.6) is an upper solution of (3.3).
Proof. Since
φ1(t) = k11+ e−λ1t , φ
′
1(t) =
k1λ1e−λ1t
(1+ e−λ1t)2 , φ
′′
1 (t) =
k1λ21e
−2λ1t − k1λ21e−λ1t
(1+ e−λ1t)3 , φ2(t) = k2
and for sufficiently small τ1 > 0 such that 1− cλ1τ1 − λ21τ1 > 0,
1
k1
(g1 ∗ φ1)(t) ≥ 11+ e−λ1t −
cλ1τ1
1− cλ1τ1
e−λ1t
(1+ e−λ1t)2 −
λ21τ1
(1− cλ1τ1)(1− cλ1τ1 − λ21τ1)
e−λ1t
(1+ e−λ1t)2
by the estimates in Lemma 5.11 of [14], it follows that
d1φ′′1 (t)− cφ′1(t)+ f1[φ1(t), φ2(t)]
= d1φ′′1 (t)− cφ′1(t)+
(
r1 − b1 r2a2 + c2
)
φ1(t)− a1φ21(t)− c1φ1(t)(g1 ∗ φ1)(t)+ b1φ1(t)(g2 ∗ φ2)(t)
≤ d1φ′′1 (t)− cφ′1(t)+ (r1 − b1u∗2)φ1(t)− a1φ21(t)− c1φ1(t)(g1 ∗ φ1)(t)
≤ k1e
−2λ1t
(1+ e−λ1t)3
[
d1λ21 − cλ1 + (r1 − b1u∗2)
]
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+ k1e
−λ1t
(1+ e−λ1t)3
[
−d1λ21 − cλ1 + 2(r1 − b1u∗2)− (a1 + c1)k1 +
k1c1cλ1τ1
1− cλ1τ1
+ k1c1λ
2
1τ1
(1− cλ1τ1)(1− cλ1τ1 − λ21τ1)
]
+ k1
(1+ e−λ1t)3
[−(a1 + c1)k1 + (r1 − b1u∗2)] .
Noticing that k1 = u∗1 , r1 − (a1 + c1)u∗1 − b1u∗2 = 0 and the choice of λ1, we have
d1φ′′1 (t)− cφ′1(t)+ f1[φ1(t), φ2(t)] ≤
k1e−λ1t
(1+ e−λ1t)3
[
−2d1λ21 +
k1c1cλ1τ1
1− cλ1τ1 +
k1c1λ21τ1
(1− cλ1τ1)(1− cλ1τ1 − λ21τ1)
]
.
Since
−2d1λ21 < 0, lim
τ1→0
k1c1cλ1τ1
1− cλ1τ1 = 0, limτ1→0
k1c1λ21τ1
(1− cλ1τ1)(1− cλ1τ1 − λ21τ1)
= 0,
it follows that for sufficiently small τ1 > 0,
d1φ′′1 (t)− cφ′1(t)+ f1[φ1(t), φ2(t)] ≤ 0.
Since φ2(t) = k2, φ′2(t) = φ′′2 (t) = 0, it follows that
d2φ′′2 (t)− cφ′2(t)+ f2[φ1(t), φ2(t)] = −
(
r2
a2 + c2 − k2
)
[a2k2 − b2(g3 ∗ φ1)(t)+ c2k2]
≤ −
(
r2
a2 + c2 − k2
)
(a2k2 − b2k1 + c2k2) = 0.
Therefore,Φ(t) = (φ1(t), φ2(t)) is an upper solution of (3.3). 
By the definition of K in (3.4), we can see that the hypotheses (H2) (H3) hold, and thus from Theorem 2.1, we have the
following result on the existence of travelling wave solutions of system (1.1) with nonlocal delays.
Theorem 3.6. Assume that b1a2+c2 <
r1
r2
<
a1+c1
b2
. Then for every c ≥ 2√d1(r1 − b1u∗2) system (1.1) has the travelling wave with
speed c which connects
(
0, r2a2+c2
)
to (u∗1, u
∗
2), provided that τ1 > 0, τ4 > 0 are sufficiently small.
4. Global attractivity
In this section, by the upper–lower solutions and monotone iteration technique in stead of the energy functional
methods in [18], we consider the global attractivity of the coexistence steady state E∗ of the following diffusive competitive
Lotka–Volterra system with time delays
∂u1
∂t
= d11u1 + u1(t, x)[r1 − a1u1(t, x)− c1(g1 ∗ u1)(t, x)− b1(g2 ∗ u2)(t, x)],
∂u2
∂t
= d21u2 + u2(t, x)[r2 − a2u2(t, x)− b2(g3 ∗ u1)(t, x)− c2(g4 ∗ u2)(t, x)],
(4.1)
for t > 0, x ∈ Ω , under the homogeneous Neumann boundary conditions
∂u1
∂n
= ∂u2
∂n
= 0, t > 0, x ∈ ∂Ω, (4.2)
and initial conditions
u1(t, x) = φ1(t, x) ≥ 0, u2(t, x) = φ2(t, x) ≥ 0, t ≤ 0, x ∈ Ω, (4.3)
where Ω ⊆ Rm (m ≥ 1) is a bounded domain with smooth boundary ∂Ω , ∂ui
∂n denotes the derivative along the outward
normal direction on ∂Ω , the parameters ai, bi, ci, di, ri (i = 1, 2) are positive constants. φi ∈ C1((−∞, 0] ×Ω) (i = 1, 2)
is bounded and nonnegative. The convolution kernel gj (j = 1, . . . , 4) is an integrable and nonnegative function satisfying
gj(t,−x) = gj(t, x) and
∫ ∞
0
∫
Ω
gj(s, y)dyds = 1,
we refer to [18,8,11] for the detailed description of gj. The result on the global attractivity of the coexistence steady state E∗
can be stated as the following theorem.
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Theorem 4.1. Assume that a1 > c1, a2 > c2 and a1b1a2(a1−c1) <
r1
r2
<
a1(a2−c2)
a2b2
, and let (u1(t, x), u2(t, x)) be the solution of
problem (4.1)–(4.3) with φi ∈ C1((−∞, 0] ×Ω), φi(0, x) 6= 0, i = 1, 2, then
lim
t→+∞(u1(t, x), u2(t, x)) = (u
∗
1, u
∗
2), uniformly for x ∈ Ω,
where
u∗1 =
r1(a2 + c2)− r2b1
(a1 + c1)(a2 + c2)− b1b2 , u
∗
2 =
r2(a1 + c1)− r1b2
(a1 + c1)(a2 + c2)− b1b2 .
We introduce the following concept and results in order to prove Theorem 4.1.
Definition 4.1. A pair of smooth functions u˜ = (u˜1, u˜2) and uˆ = (uˆ1, uˆ2) are said to be the coupled upper and lower
solutions of problem (4.1)–(4.3), if u˜i(t, x) ≥ φi(t, x) ≥ uˆi(t, x) (i = 1, 2) in (−∞, 0] × Ω¯ , and the following differential
inequalities hold
∂ u˜1
∂t
≥ d11u˜1 + u˜1[r1 − a1u˜1 − c1(g1 ∗ uˆ1)− b1(g2 ∗ uˆ2)],
∂ u˜2
∂t
≥ d21u˜2 + u˜2[r2 − a2u˜2 − b2(g3 ∗ uˆ1)− c2(g4 ∗ uˆ2)],
∂ uˆ1
∂t
≤ d11uˆ1 + uˆ1[r1 − a1uˆ1 − c1(g1 ∗ u˜1)− b1(g2 ∗ u˜2)],
∂ uˆ2
∂t
≤ d21uˆ2 + uˆ2[r2 − a2uˆ2 − b2(g3 ∗ u˜1)− c2(g4 ∗ u˜2)],
∂ u˜i
∂n
≥ 0, ∂ uˆi
∂n
≤ 0, i = 1, 2 t > 0, x ∈ ∂Ω.
With the definitions of upper–lower solutions, we can state the following result which plays an important role in the
proof of Theorem 4.1 and follows essentially from the results in [5].
Lemma 4.2. If there exists a pair of upper and lower solutions u˜, uˆ of problem (4.1)–(4.3), then problem (4.1)–(4.3) has the unique
solution u = (u1, u2) satisfying
uˆi ≤ ui ≤ u˜i, i = 1, 2.
Furthermore, we introduce the result on the global convergence of the solutions to the following problem [28]
∂u
∂t
= 1u+ u
[
a− bu−
∫ ∞
0
f (τ )u(t − τ , x)dτ
]
, t > 0, x ∈ Ω,
∂u
∂n
= 0, t > 0, x ∈ ∂Ω,
u(t, x) = φ(t, x), t ≤ 0, x ∈ Ω¯,
(4.4)
where a and b are positive constants, φ ∈ C1((−∞, 0] × Ω¯) is a bounded nonnegative function.
Lemma 4.3. Assume that f ∈ C(R+)⋂ L1(R+) and b > ∫∞0 |f (s)|ds. Then (4.4) has the unique bounded nonnegative solution.
Moreover, if φ(0, x) 6= 0, then u(t, x) > 0 for all (t, x) ∈ (0,∞)× Ω¯ and
lim
t→+∞ u(t, x) =
a
b+ ∫∞0 |f (s)|ds , uniformly for x ∈ Ω¯.
In what follows we prove Theorem 4.1 by the method of upper and lower solutions of problem (4.1)–(4.3) and the
associated monotone iterations.
Proof of Theorem 4.1. For given (φ1, φ2), let K1 and K2 be the positive constants such that
K1 ≥ max
{
‖φ1‖, r1a1 − c1
}
, K2 ≥ max
{
‖φ2‖, r2a2 − c2
}
,
where ‖φi‖ = sup(t,x)∈(−∞,0]×Ω¯ |φi(t, x)|, i = 1, 2. Then by Definition 4.1, it is easy to see that (K1, K2) and (0, 0) are a pair
of upper and lower solutions of (4.1)–(4.3). Further, by Lemma 4.2, problem (4.1)–(4.3) admits a unique solution (u1, u2)
satisfying
0 ≤ ui ≤ Ki, i = 1, 2.
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Moreover the maximal principle implies that (u1(t, x), u2(t, x)) is positive for (t, x) ∈ (0,∞)× Ω¯ if φi(0, x) 6= 0 (i = 1, 2).
Let u¯(1)1 (t, x) and u¯
(1)
2 (t, x) the solutions of
∂ u¯(1)1
∂t
= d11u¯(1)1 + u¯(1)1 [r1 − a1u¯(1)1 ], t > 0, x ∈ Ω,
∂ u¯(1)2
∂t
= d21u¯(1)2 + u¯(1)2 [r2 − a2u¯(1)2 ],
∂ u¯(1)1
∂n
= ∂ u¯
(1)
2
∂n
= 0, t > 0, x ∈ ∂Ω,
u¯(1)1 (t, x) = K1, u¯(1)2 (t, x) = K2, t ≤ 0, x ∈ Ω.
(4.5)
Clearly (u¯(1)1 , u¯
(1)
2 ) and (0, 0) are the upper and lower solutions of problem (4.1)–(4.3), and then by Lemma 4.2, we get
0 ≤ u1 ≤ u¯(1)1 , 0 ≤ u2 ≤ u¯(1)2 .
On the other hand, by Lemma 4.3, we have
lim
t→+∞ u¯
(1)
1 (t, x) =
r1
a1
, β(0)1 , uniformly for x ∈ Ω,
lim
t→+∞ u¯
(1)
2 (t, x) =
r2
a2
, β(0)2 , uniformly for x ∈ Ω.
Therefore
lim sup
t→+∞
max
x∈Ω
u1(t, x) ≤ r1a1 = β
(0)
1 , lim sup
t→+∞
max
x∈Ω
u2(t, x) ≤ r2a2 = β
(0)
2 , (4.6)
and thus for any sufficiently small ε > 0, there exists t1 > 0 such that for t > t1,
max
x∈Ω
u1(t, x) < β
(0)
1 + ε, max
x∈Ω
u2(t, x) < β
(0)
2 + ε. (4.7)
Let u(1)1 (t, x), u
(1)
2 (t, x) be the solutions of
∂u(1)1
∂t
= d11u(1)1 + u(1)1 [r1 − a1u(1)1 − c1(g1 ∗ u(1)1 )− b1(g2 ∗ u(1)2 )], t > t1, x ∈ Ω,
∂u(1)2
∂t
= d21u(1)2 + u(1)2 [r2 − a2u(1)2 − b2(g3 ∗ u(1)1 )− c2(g4 ∗ u(1)2 )],
∂u(1)1
∂n
= ∂u
(1)
2
∂n
= 0, t > t1, x ∈ ∂Ω,
u(1)1 (t, x) =
1
2
u1(t, x), u
(1)
2 (t, x) =
1
2
u2(t, x), t ≤ t1, x ∈ Ω,
(4.8)
then (u(1)1 , u
(1)
2 ) and (u
(1)
1 , u
(1)
2 ) are a pair of upper and lower solutions of problem (4.1)–(4.3). By Lemma 4.2, we have
u(1)1 ≤ u1 ≤ u(1)1 , u(1)2 ≤ u2 ≤ u(1)2 .
By (4.7) and (4.8), we have
∂u(1)1
∂t
≥ d11u(1)1 + u(1)1 [r1 − a1u(1)1 − c1(β(0)1 + ε)− b1(β(0)2 + ε)],
∂u(1)2
∂t
≥ d21u(1)2 + u(1)2 [r2 − a2u(1)2 − b2(β(0)1 + ε)− c2(β(0)2 + ε)]
for t > t1, x ∈ Ω .
By the comparison principle, we get
u(1)1 (t, x) ≥ v(1)1 (t, x), u(1)2 (t, x) ≥ v(1)2 (t, x), t > t1, x ∈ Ω,
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where v(1)1 and v
(1)
2 are the solutions of the following problem
∂v
(1)
1
∂t
= d11v(1)1 + v(1)1 [r1 − a1v(1)1 − c1(β(0)1 + ε)− b1(β(0)2 + ε)], t > t1, x ∈ Ω,
∂v
(1)
2
∂t
= d21v(1)2 + v(1)2 [r2 − a2v(1)2 − b2(β(0)1 + ε)− c2(β(0)2 + ε)],
∂v
(1)
1
∂n
= ∂v
(1)
2
∂n
= 0, t > t1, x ∈ ∂Ω,
v
(1)
1 (t, x) =
1
2
u1(t, x), v
(1)
2 (t, x) =
1
2
u2(t, x), t ≤ t1, x ∈ Ω.
Since a1b1a2(a1−c1) <
r1
r2
<
a1(a2−c2)
a2b2
and ε is sufficiently small, it follows
r1 − c1(β(0)1 + ε)− b1(β(0)2 + ε) > 0, r2 − c2(β(0)2 + ε)− b2(β(0)1 + ε) > 0. (4.9)
Thus by Lemma 4.3, we can get
lim
t→∞ v
(1)
1 (t, x) =
r1 − c1β(0)1 − b1β(0)2
a1
− ε c1 + b1
a1
, uniformly for x ∈ Ω,
lim
t→∞ v
(1)
2 (t, x) =
r2 − c2β(0)2 − b2β(0)1
a2
− ε c2 + b2
a2
, uniformly for x ∈ Ω.
Therefore we can conclude that
0 < α(0)1 ≤ lim inft→∞ minx∈Ω u1(t, x) ≤ lim supt→∞ maxx∈Ω u1(t, x) ≤ β
(0)
1 ,
0 < α(0)2 ≤ lim inft→∞ minx∈Ω u2(t, x) ≤ lim supt→∞ maxx∈Ω u2(t, x) ≤ β
(0)
2 ,
(4.10)
where
α
(0)
1 =
r1 − c1β(0)1 − b1β(0)2
a1
, α
(0)
2 =
r2 − c2β(0)2 − b2β(0)1
a2
.
Furthermore for sufficiently small ε > 0, there exists t2 > t1 such that
min
x∈Ω
u(1)1 (t, x) > α
(0)
1 − ε, min
x∈Ω
u(1)2 (t, x) > α
(0)
2 − ε, t > t2. (4.11)
Let u(2)1 and u
(2)
2 be the solutions of
∂u(2)1
∂t
= d11u(2)1 + u(2)1 [r1 − a1u(2)1 − c1(g1 ∗ u(1)1 )− b1(g2 ∗ u(1)2 )], t > t2, x ∈ Ω,
∂u(2)2
∂t
= d21u(2)2 + u(2)2 [r2 − a2u(2)2 − b2(g3 ∗ u(1)1 )− c2(g4 ∗ u(1)2 )],
∂u(2)1
∂n
= ∂u
(2)
2
∂n
= 0, t > t2, x ∈ ∂Ω,
u(2)1 (t, x) = K1, u(2)2 (t, x) = K2, t ≤ t2, x ∈ Ω¯.
(4.12)
By Definition 4.1, (u(2)1 , u
(2)
2 ) and (u
(1)
1 , u
(1)
2 ) are a pair of upper and lower solutions of problem (4.1)–(4.3) and thus by
Lemma 4.2, we can get
u(1)1 (t, x) ≤ u1(t, x) ≤ u(2)1 (t, x), u(1)2 (t, x) ≤ u2(t, x) ≤ u(2)2 (t, x).
Further by (4.11) and (4.12), we get
∂u(2)1
∂t
≤ d11u(2)1 + u(2)1 [r1 − a1u(2)1 − c1(α(0)1 − ε)− b1(α(0)2 − ε)],
∂u(2)2
∂t
≤ d21u(2)2 + u(2)2 [r2 − a2u(2)2 − b2(α(0)1 − ε)− c2(α(0)2 − ε)]
for t > t2, x ∈ Ω .
3348 X. Yang, Y. Wang / Computers and Mathematics with Applications 59 (2010) 3338–3350
By the comparison principle, the following inequalities hold
u(2)1 (t, x) ≤ w(1)1 (t, x), u(2)2 (t, x) ≤ w(1)2 (t, x), t > t2, x ∈ Ω,
wherew(1)1 andw
(1)
2 are the solutions of the following system
∂w
(1)
1
∂t
= d11w(1)1 + w(1)1 [r1 − a1w(1)1 − c1(α(0)1 − ε)− b1(α(0)2 − ε)], t > t2, x ∈ Ω,
∂w
(1)
2
∂t
= d21w(1)2 + w(1)2 [r2 − a2w(1)2 − b2(α(0)1 − ε)− c2(α(0)2 − ε)], t > t2, x ∈ Ω,
∂w
(1)
1
∂n
= ∂w
(1)
2
∂n
= 0, t > t2, x ∈ ∂Ω,
w
(1)
1 = K1, w(1)2 = K2, t ≤ t2, x ∈ Ω.
By (4.9) and (4.10), we can deduce
r1 − c1
(
α
(0)
1 − ε
)
− b1
(
α
(0)
2 − ε
)
> 0, r2 − c2
(
α
(0)
2 − ε
)
− b2
(
α
(0)
1 − ε
)
> 0
and thus by Lemma 4.3,
lim
t→∞w
(1)
1 (t, x) =
r1 − c1α(0)1 − b1α(0)2
a1
+ ε c1 + b1
a1
, uniformly for x ∈ Ω,
lim
t→∞w
(1)
2 (t, x) =
r2 − c2α(0)2 − b2α(0)1
a2
+ ε c2 + b2
a2
, uniformly for x ∈ Ω.
Therefore we can conclude that
0 < α(0)1 ≤ lim inft→∞ minx∈Ω u1(t, x) ≤ lim supt→∞ maxx∈Ω u1(t, x) ≤ β
(1)
1 ,
0 < α(0)2 ≤ lim inft→∞ minx∈Ω u2(t, x) ≤ lim supt→∞ maxx∈Ω u2(t, x) ≤ β
(1)
2 ,
(4.13)
where
β
(1)
1 =
r1 − c1α(0)1 − b1α(0)2
a1
, β
(1)
2 =
r2 − c2α(0)2 − b2α(0)1
a2
.
It is obvious that
0 < α(0)1 ≤ β(1)1 ≤ β(0)1 , 0 < α(0)2 ≤ β(1)2 ≤ β(0)2 . (4.14)
For sufficiently small ε > 0, there exists t3 > t2 such that
max
x∈Ω
u(2)1 < β
(1)
1 + ε, max
x∈Ω
u(2)2 < β
(1)
2 + ε, t > t3. (4.15)
Let u(2)1 and u
(2)
2 be the solutions of
∂u(2)1
∂t
= d11u(2)1 + u(2)1 [r1 − a1u(2)1 − c1(g1 ∗ u(2)1 )− b1(g2 ∗ u(2)2 )], t > t3, x ∈ Ω,
∂u(2)2
∂t
= d21u(2)2 + u(2)2 [r2 − a2u(2)2 − b2(g3 ∗ u(2)1 )− c2(g4 ∗ u(2)2 )],
∂u(2)1
∂n
= ∂u
(2)
2
∂n
= 0, t > t3, x ∈ ∂Ω,
u(2)1 (t, x) =
1
2
u1(t, x), u
(2)
2 (t, x) =
1
2
u2(t, x), t ≤ t3, x ∈ Ω¯.
(4.16)
By Definition 4.1, (u(2)1 , u
(2)
2 ) and (u
(2)
1 , u
(2)
2 ) are a pair of upper and lower solutions of problem (4.1)–(4.3), and thus by
Lemma 4.2, we have
u(2)1 (t, x) ≤ u1(t, x) ≤ u(2)1 (t, x), u(2)2 (t, x) ≤ u2(t, x) ≤ u(2)2 (t, x).
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From (4.15) and (4.16), it follows that
∂u(2)1
∂t
≥ d11u(2)1 + u(2)1 [r1 − a1u(2)1 − c1(β(1)1 + ε)− b1(β(1)2 + ε)],
∂u(2)2
∂t
≥ d21u(2)2 + u(2)2 [r2 − a2u(2)2 − b2(β(1)1 + ε)− c2(β(0)2 + ε)].
By the comparison principle, we get
u(2)1 (t, x) ≥ v(2)1 (t, x), u(2)2 (t, x) ≥ v(2)2 (t, x), t > t3, x ∈ Ω,
where v(2)1 and v
(2)
2 satisfy the following problem
∂v
(2)
1
∂t
= d11v(2)1 + v(2)1 [r1 − a1v(2)1 − c1(β(1)1 + ε)− b1(β(1)2 + ε)], t > t3, x ∈ Ω,
∂v
(2)
2
∂t
= d21v(2)2 + v(2)2 [r2 − a2v(2)2 − b2(β(1)1 + ε)− c2(β(1)2 + ε)],
∂v
(2)
1
∂n
= ∂v
(2)
2
∂n
= 0, t > t3, x ∈ ∂Ω,
v
(2)
1 (t, x) =
1
2
u1(t, x), v
(2)
2 (t, x) =
1
2
u2(t, x), t ≤ t3, x ∈ Ω.
By (4.9) and (4.14),
r1 − c1(β(1)1 + ε)− b1(β(1)2 + ε) > 0, r2 − c2(β(1)2 + ε)− b2(β(1)1 + ε) > 0,
and then by Lemma 4.3, we can get
lim
t→∞ v
(2)
1 (t, x) =
r1 − c1β(1)1 − b1β(1)2
a1
− ε c1 + b1
a1
, uniformly for x ∈ Ω,
lim
t→∞ v
(2)
2 (t, x) =
r2 − c2β(1)2 − b2β(1)1
a2
− ε c2 + b2
a2
, uniformly for x ∈ Ω.
Therefore we can conclude
0 < α(1)1 ≤ lim inft→∞ minx∈Ω u1(t, x) ≤ lim supt→∞ maxx∈Ω u1(t, x) ≤ β
(1)
1 ,
0 < α(1)2 ≤ lim inft→∞ minx∈Ω u2(t, x) ≤ lim supt→∞ maxx∈Ω u2(t, x) ≤ β
(1)
2 ,
(4.17)
where
α
(1)
1 =
r1 − c1β(1)1 − b1β(1)2
a1
, α
(1)
2 =
r2 − c2β(1)2 − b2β(1)1
a2
.
It is obvious that
0 < α(0)1 ≤ α(1)1 ≤ β(1)1 ≤ β(0)1 , 0 < α(0)2 ≤ α(1)2 ≤ β(1)2 ≤ β(0)2 . (4.18)
Continue this process, we can get four sequences α(k)1 , β
(k)
1 , α
(k)
2 and β
(k)
2 (k ≥ 0) as follows
α
(k)
1 =
r1 − c1β(k)1 − b1β(k)2
a1
, α
(k)
2 =
r2 − c2β(k)2 − b2β(k)1
a2
,
β
(k+1)
1 =
r1 − c1α(k)1 − b1α(k)2
a1
, β
(k+1)
2 =
r2 − c2α(k)2 − b2α(k)1
a2
,
β
(0)
1 =
r1
a1
, β
(0)
2 =
r2
a2
,
(4.19)
and
0 < α(k)1 ≤ lim inft→∞ minx∈Ω u1(t, x) ≤ lim supt→∞ maxx∈Ω u1(t, x) ≤ β
(k)
1 ,
0 < α(k)2 ≤ lim inft→∞ minx∈Ω u2(t, x) ≤ lim supt→∞ maxx∈Ω u2(t, x) ≤ β
(k)
2 .
(4.20)
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At the same time, α(k)1 , β
(k)
1 , α
(k)
2 and β
(k)
2 satisfy
[α(k+1)1 , β(k+1)1 ] ⊆ [α(k)1 , β(k)1 ], [α(k+1)2 , β(k+1)2 ] ⊆ [α(k)2 , β(k)2 ], (k ≥ 0). (4.21)
Therefore, limk→∞ α(k)1 , limk→∞ β
(k)
1 , limk→∞ α
(k)
2 and limk→∞ β
(k)
2 exist, and denote thembyα1, β1, α2 andβ2, respectively.
In order to prove Theorem 4.1, we only need to testify the following
α1 = β1 = u∗1, α2 = β2 = u∗2.
Letting k→∞ in (4.19), we derive that
a1α1 + b1β2 + c1β1 = r1,
a1β1 + b1α2 + c1α1 = r1,
a2α2 + b2β1 + c2β2 = r2,
a2β2 + b2α1 + c2α2 = r2,
which yields{
(a1 − c1)(α1 − β1)− b1(α2 − β2) = 0,
(a2 − c2)(α2 − β2)− b2(α1 − β1) = 0. (4.22)
Since (a1 − c1)(a2 − c2) > b1b2, system (4.22) has only zero solution with respect to α1 − β1 and α2 − β2. Therefore, it
follows that α1 = β1, α2 = β2. Furthermore from (4.19) it follows that
α1 = β1 = u∗1, α2 = β2 = u∗2.
This completes the proof. 
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