The scanning electron microscope (SEM) and transmission electron microscope (TEM) are very powerful tools for the nanoscale characterization of materials. To make the best use of these capabilities, it is necessary to understand the nature of the uncertainties in the measurement process and to allow for errors during the data capture and data analysis stages of the measurement. By using replicated measurements and statistical analyses, it is possible to address repeatability and reproducibility issues and to assign a precision to the measurements. In general it is much harder to address accuracy issues in the experiment because some of the errors are systematic and non-statistical in nature and in almost all cases the true value of the measurand is unknown. In this work computer simulations are used to understand systematic errors and accuracy concerns in dimensional and chemical metrology in both the SEM and TEM. Multislice high-resolution TEM (HRTEM) simulations are used to produce synthetic cross-section micrographs of SiO 2 gate dielectrics on Si substrates. These synthetic images are processed in the same manner as experimental images to extract a film thickness value from the micrographs. The absolute error in the dielectric film thickness measurement is determined by comparing this 'measured' value with the known, true thickness intrinsic to the sample's structural model used for simulation. This process allows the accuracy of the measurement process to be assessed for a given set of microscope, sample, environmental, data capture and data processing parameters. Statistical design of experiment methods is used to screen the influence of variables including beam tilt, along-beam thickness, dielectric thickness, defocus, astigmatism and vibration on the accuracy. The most important main effects are beam tilt, defocus and vibration, and the most significant two-term interactions are (beam tilt-defocus) and (defocus-vibration). Three-dimensional Monte Carlo simulations in Java and Jython are used to simulate the electron transport and x-ray generation of energy-dispersive x-ray (XEDS) experiments in the SEM. This code permits the simulation of synthetic hyperspectral XEDS datasets from complex, chemically heterogeneous nanostructures. Analysis of these datasets reveals the effects of self-absorption, thickness and beam broadening due to multiple scattering on the accuracy of chemical measurements in the SEM and TEM. A synthetic XEDS datacube from a four-phase Raney nickel sample is presented. While the effects mentioned above degrade both TEM-based and 
Introduction
The measurement of ultrathin (∼2 nm) dielectric films separating the gate electrode from the source-drain channel in field effect transistors is one of the most challenging pieces of metrology conducted during the manufacture of semiconductor electronic devices. HRTEM micrographs appear to provide a direct, atomic-resolution image of cross sections of these gate dielectric films, and are often employed to measure their thickness [1] [2] [3] . The potential SI traceability of this form of dimensional metrology through the use of the Si lattice as an internal standard makes the technique even more attractive to metrologists. This traceability is seen as an important advantage of HRTEM over alternative techniques such as spectroscopic ellipsometry (SE), grazingincidence x-ray photoelectron spectroscopy (GIXPS), medium energy ion scattering (MEIS), small angle x-ray scattering (SAXS) and others. However, because the phase contrast transfer mechanism employed in HRTEM is interferometric in nature and can result in complex artefacts that are easily misinterpreted [4] [5] [6] , this technique does not provide a simple, geometric measure of film thickness and important inaccuracies can result if these artefacts are not addressed.
To determine the error in a thickness measurement it is necessary to know both the measured thickness (the experimental outcome) and the true thickness of the sample: error = (measured value) − (true value).
(1)
Here we simulate gate dielectric samples using established multislice HRTEM image simulation techniques and attempt to apply equation (1) directly to the resulting simulated data.
Estimates of the gate dielectric thickness are derived from computer-simulated micrographs and combined with the true thickness of the dielectric (known exactly from the computer model) to compute the measurement error [7] . Similarly, accurate chemical metrology in the TEM and SEM using energy-dispersive x-ray spectrometry (XEDS) is only possible if the measured spectra can be corrected for internal x-ray absorption effects, beam broadening and excitation volume shape.
In chemically heterogeneous samples this is very difficult, and most quantitative x-ray microanalysis procedures assume these effects are either absent or negligible [8, 9] . Especially for thicker samples containing high-Z materials, neglecting these effects can result in large errors in the chemical analysis in the TEM. Because of much lower beam energies and thicker samples, these effects are even more important in the SEM. By simulating the detected x-ray spectrum from complex, three-dimensional samples with significant chemical heterogeneity using 3D Monte Carlo techniques, corrected compositional data can be compared to the known chemical distribution in the model used for the simulation. Problems with the accuracy of the correction procedures can then be assessed and understood.
Experiment
Two experiments will be described: (1) multislice HRTEM simulation of gate stacks for determining important factors affecting the accuracy of film thickness measurements; (2) 3D Monte Carlo simulations of SEM data from a synthetic, chemically heterogeneous sample that mimics the natural microstructure of Raney nickel.
Models of gates stacks were built using Cerius2, a commercial molecular modelling package 1 . Custom scripts written in the Tcl scripting language [10] were developed to extend the Cerius2 feature set for gate dielectric modelling. Tcl, the tool command language, is a general purpose language designed to be embedded in more complex environments such as Cerius2, allowing the developer to combine simple flow control, logic and math functions in Tcl with the rich set of methods, subroutines, variables and data structures provided by the host environment. Using the Cerius2 application programming interface (API) and graphical user interface (GUI) palette, these scripts allow the user to select gate-specific and HRTEM imaging input parameters, direct the construction of new gate stack models and drive the multislice simulation module.
The gate stack models used here consist of regions of amorphous SiO 2 sandwiched between two pieces of crystalline silicon, meant to simulate the channel and polycrystalline silicon (poly-Si) gate electrode of a field effect transistor (FET). Slabs of amorphous dielectric and crystalline Si are juxtaposed, unphysical atom overlaps are eliminated, and Si-Si and Si-O bonds are permitted to form at the two interfaces, but the atom positions are fixed and no energy minimization or relaxation of the structure is performed. Figure 1 shows two examples of the result of this model building. Gate stacks with amorphous film thicknesses of 1.3 nm and 2.1 nm (arbitrary values) are compared. The software allows a convenient interface to build a stack with any thickness desired. Using these tools a realistic model of the atomic-level structure of the gate stack is created in-silico as input to the simulation process. Because it is synthesized by the Tcl scripts from scratch, the position of every atom in the structure is known with zero uncertainty, and large number of derived parameters such as film thickness and interface roughness can be calculated with unlimited precision and no errors.
Multislice simulations of HRTEM micrographs are produced from the gate stack models using the HRTEM module included with Cerius2. This simulation module is based on earlier code written by Owen Saxton [11] , and like most multislice programs it allows the user to specify a large number of parameters that describe the microscope and imaging conditions desired for the simulation. All of these input variables can be controlled through the Tcl scripts. The simulated micrographs are processed following the same steps used for experimentally obtained micrographs. This produces a 'measured' value for the gate dielectric thickness-that is to say one which is derived from an image-which can be compared to the true value of the thickness defined by the exact atom positions in the model. Magnification calibration is performed on the single crystal Si regions of the image using a two-dimensional least-squares fit of the lattice [12] . Centre-of-mass weighting of the intensity near bright spots in the image allows sub-pixel determination of interplanar atomic spacings, measured in pixels. This information is combined with known Si d-spacings to obtain a nm/pixel calibration [12] .
The thickness of the dielectric layer is extracted from the micrographs using Lispix, a free image processing program written in Lisp by David Bright at NIST [13] . The micrographs are oriented so the two Si-dielectric interfaces are vertical. The variance in intensity is calculated for each vertical row of pixels and plotted against horizontal position, producing a vertical-variance plot similar to the plots introduced by Taylor et al [7] . On the left and right extremes of the image, in the crystalline Si regions, the variance is large due to high maxima and low minima from the lattice. In the centre of the image the variance is much smaller since the amorphous dielectric exhibits smaller swings in intensity and much higher spatial frequencies. The variance threshold corresponding to the amorphous-crystalline transition is determined empirically and used to automatically locate the horizontal position of the interfaces, and hence the thickness of the dielectric layer. The definition of this threshold is subjective and is potentially a source of interlaboratory bias. A separate research effort is aimed at understanding the nature of this threshold assignment and finding an alternative interface discriminant superior to the vertical-variance plot.
A survey of factors potentially affecting HRTEM-based dimensional metrology produced a list of about 50 scalar parameters [14] . These factors are grouped into three classes: (1) factors related to the microscope and imaging conditions; (2) factors describing the sample; (3) factors that determine the fidelity of the multislice simulation used to assess measurement uncertainties. Class 1 is important for experimental measurements and includes such factors as lens aberrations, defocus, defocus spread, beam tilt, astigmatism, vibration, incident beam energy and the location and size of beam apertures. Class 2 is also important for practical measurements and includes dielectric film thickness, along-beam 'foil' thickness, interface roughness and the characteristics of any damaged surface layers introduced during sample preparation. Class 3 is only important to the simulations. It contains such factors such as the a * and b * range, the number of beams in reciprocal space that are tracked by the program during the calculation. Increasing this number will improve the quality of the simulation in a manner analogous to increasing the number of pixels in a digital photograph, but at the cost of larger memory requirements and slower execution speed. Other examples of class 3 factors are the number of slices in the cell (which affects how well the HRTEM code models the real atomic structure), the scattering factors used, the number of pixels simulated in the real space micrographs, Debye-Waller temperature factors to model thermal motion of the atoms on their lattice positions, and the nature of approximations used in the code to simplify the calculation. Because the 50 main factors interact with each other, a proper uncertainty budget should consider at least the roughly 1200 2-term interactions as well as the nearly 20 000 3-term interactions formed from combinations of the original 50 parameters. Although 4-term and higher order interactions have been documented in complex physical systems, they are relatively rare.
The task of determining the importance of such a large number of factors is daunting, but it can be simplified by using a priori knowledge of the system, experimental experience, and statistical design of experiment (DEX) methods. To demonstrate the process, eight factors thought to be important were selected for DEX analysis (table 1). The choice of factors was influenced by experience on the microscope, knowledge of the electron optics governing the measurement and the suitability for demonstration purposes. An exhaustive 
screening design would likely consider many more factors and involve a larger number of simulation runs. Also, since the goal of this early work is merely to identify some important factors, not determine their quantitative influence, a twolevel screening design was chosen because of its power and efficiency. Experience was drawn upon to determine the values of the two levels (high and low, or + and −) for each of the factors. The factor and level combinations needed for the screening were drawn from standard tables [15] . In this case a 2 IV (8-4) fractional factorial design was chosen. In this notation the '2' indicates a two-level design (two possible values for each input parameter), the '8' indicates that eight factors or parameters are considered and the 'IV' reveals that this design is resolution four. Resolution IV in this context implies that the main effects of the eight variables are not confounded with any 2-term interactions. Some confounding of 2-term interactions with each other is present, however. This design requires 2 (8-4) = 2 4 = 16 runs. The outcome or response variable Y is the thickness error equation (1) in nm. Table 2 shows the 16 runs used and their outcomes.
For the 3D Monte Carlo simulations, a two-dimensionally heterogeneous sample of Raney nickel was modelled. Raney nickel is a mixture of Al, Ni and Fe with a microstructure that contains four distinct phases. Phase 1 is an aluminium-rich phase consisting of 0.995 mass fraction Al and 0.005 mass fraction Ni. Phase 2 is an iron-containing phase consisting 4 3 4 1 3 2 2 1 4 3 1 4 1 4 1 4 1 2 1 1 2 3 1 2 4 1 1 1 3 3 3 2 1 2 2 2 3 1 4 4 1 4 4 2 1 3 3 3 1 2 2 3 4 3 4 4 3 1 1 2 4 1 Using these four phases as building blocks, a synthetic microstructure was modelled by creating a square sample 8 µm wide by 8 µm tall by 100 µm deep (along the beam direction). The chemical heterogeneity was modelled by forming this square sample from 64 sub-squares of the four phases. Each sub-square is one micrometre on a side, and chemically homogeneous with a composition matching one of the four Raney nickel phases listed above. In this geometry there are eight sub-squares across the sample and eight subsquares down the side. Figure 2 shows the spatial arrangement of the phases in the model. The phase for each sub-square was chosen using a random number generator; collectively they have no intentional pattern.
Using the NISTMonte 3D Monte Carlo simulation library, a synthetic spectrum image data cube was calculated for the Raney nickel sample. The data cube consists of 4096 pixels arranged in a 64 pixel by 64 pixel square array. This sampling scheme places 8 pixels across each of the homogeneous subsquares, for a total of 64 pixels in each single-phase block. Full XEDS spectra consisting of 2048 energy channels each 10 eV wide were simulated for a detector with a resolution of 130 eV full-width half maximum at Mn Kα. The incident beam energy was 20 keV, the simulated incident spot size was 1 nm and the detector take off angle was 50
• with the detector positioned off the top edge of the sample as drawn in figure 2 . One thousand electron trajectories were simulated for each pixel for a total of 4096 000 electrons for the entire data cube. NIST Lispix was used to parse the output and generate x-ray maps for individual elements from the full XEDS spectra.
Results
In parallel to the previous section describing the experimental details, this section will present results from two experiments designed to understand the factors affecting accuracy in SEM and TEM metrology: (1) results from the multislice HRTEM simulation of gate stacks; (2) results from the 3D Monte Carlo simulation of Raney nickel. Although the Monte Carlo simulations were performed at 20 keV on samples suitable for SEM, the NISTMonte code is equally well suited to simulate TEM measurements of 200 nm thick samples using a 300 keV incident electron beam. The TEM measurements suffer from exactly the same type of beam broadening and x-ray self-absorption effects as the SEM measurements. SEM measurements are shown here because the magnitude of the effects are more pronounced and easier to visualize.
While the raw results of each run of the gate stack DEX experiment appear in the Y column of table 2, the result of the DEX screening process (the identification of important factors affecting HRTEM uncertainty) requires further processing and interpretation. One useful tool for quickly visualizing important factors is to plot the main effects ( figure 3 ). When displayed in this format, factors that have a large impact on the thickness measurement error appear as line segments with large slope. A quick glance at figure 3 reveals that factors X1, X5 and X8 (beam tilt, defocus and vibration) are significant while the others have a much smaller effect.
A similar device (figure 4) can be used to quickly spot which of the unique 2-term interactions are significant. In this plot, columns from left to right represent factors X1-X8, while rows from top to bottom represent the same factors X1-X8. Diagonal cells represent the same eight 1-term (main) effects shown in figure 3 . In addition to the three important effects identified in figure 3 , two more off-diagonal effects appear here: X1-X5 and X5-X8 (circled). Several of the other offdiagonal cells have large slopes but are not circled because they represent the same effects; this is due to the degeneracy that results from confounding. Recall that a resolution IV design involves some confounding of 2-term interactions with each other. In this case the following 2-term effects are mixed: X1-X3, X2-X7, X4-X6 and X5-X8.
Several other statistical tests and visualization strategies were independently applied to the 16 runs to identify important effects, including factor block plots, stickpin effects plots, halfnormal probability plots and Youden plots (none shown here). In every case the same three main effects and two 2-term interactions were identified as significant.
The results of the 3D Monte Carlo experiment are shown in figure 5. After generating a full hyperspectral datacube, elemental maps were calculated using the Al K, Ni K and Fe K characteristic x-ray peaks in the spectra. The maps reveal the synthetic microstructure shown in figure 2, but also display well-known measurement artefacts arising from the extended size of the x-ray excitation volume, electron side scatter near the sample edges and absorption of outgoing x-rays leaving the sample. While these effects have been studied by Monte Carlo previously, the ability to simulate complex 3D geometries as shown here can provide new insights into the effect of the sample's chemical heterogeneity on quantification.
Of course, neither the HRTEM simulations nor the 3D Monte Carlo simulations reproduce actual measurements with perfect fidelity. Although both methods are relatively mature techniques that are trusted by microscopists and microanalysts and are in widespread use, their shortcomings are well known and they may not be trustworthy for high-precision quantitative work. However, in the cases here they are employed to simulate the effects that dominate the measurement accuracy issues in dimensional and chemical metrology in the TEM and SEM. For this purpose they are suitable. Care would be needed to extend the HRTEM screening design to a quantitative response surface method or a fully quantitative uncertainty budget. Likewise, the quantitative imperfection with which 3D Monte Carlo simulation produces the x-ray spectra seen in real, complex sample geometries would complicate their use for composition determination. However, the quality needed for determination of the relative importance and significance of accuracy errors from the modelled effects is much lower, and the existing software is adequate for this application.
Conclusions
Following traditional design of experiment (DEX) methods, 16 HRTEM multislice simulations were used to determine conclusively that beam tilt, defocus and vibration amplitude have a significant impact on the measurement error of gate dielectric thickness. The azimuth of the tilt, the sample thickness along the beam, the dielectric thickness itself and the magnitude and azimuth of the astigmatism have a much smaller effect. Useful information about 2-term interactions was also revealed, but the limited resolution of the screening design prevents conclusive identification of specific effects. The same methods are easily extended to higher resolution (requiring more simulations) to resolve these issues.
The ability to simulate full spectrum images for complex sample geometries allows the study of accuracy issues in quantitative microanalysis using synthetic models, often called 'phantoms'. Because the quantitative chemical composition of the phantom is known exactly, it can be used as a source of ground truth data for comparison with classifiers attempting to assign a microstructural phase label to each pixel in the maps. By measuring how many pixels thus assigned are misclassified (and quantifying to what extent the class are being confused), an accuracy metric can be determined for any given classification algorithm. Without independent knowledge of the true class membership of each pixel, this is impossible with real samples.
