Abstract: The article introduces a new technique for nonlinear system modeling. This approach, in comparison to its alternatives, is straight and computationally undemanding. The article employs the fact that once a nonlinear problem is modeled by a piecewise-linear model, it can be solved by many efficient techniques. Thus, the result of introduced technique provides a set of linear equations. Each of the equations is valid in some region of state space and together, they approximate the whole nonlinear problem. The technique is comprehensively described and its advantages are demonstrated on an example.
Introduction
Piecewise-linear functions provide a useful and attractive tool to deal with nonlinear problems. Once a nonlinear problem is approximated by some piecewise-linear function, it is possible to divide it into a set of linear subproblems where each of them can be solved by some efficient algorithm. In addition, the description of the problem using piecewise-linear functions may be worthwhile for its simplicity of implementation and calculation. This idea was originally proposed in [6] and was expanded in [16, 17, 23] or [5] .
Moving to systems theory, piecewise-linear systems are systems whose state space is divided into a finite number of regions, where each individual subsystem is linear [21] . Such systems have received a lot of attention for their equivalence to several other classes of the systems [14] , but mainly for their usability. They offer a very attractive model structure which is capable of approximating nonlinear systems by switching between various linear submodels. Consequently, they are useful for system analysis using techniques, which were originally proposed for dealing with linear systems. Besides, special tools for a piecewise-linear system analysis were published, too [1] .
Modeling of the nonlinear systems using piecewise-linear model is generally a nontrivial problem. In a very special case, when the state space partition is known, the problem converts into a classical linear system identification; the submodel parameters can be estimated from the corresponding input-output data. However, the proper challenge is the situation when the state space partition is not known a priori. An extensive number of literature sources deal with identification of piecewise-linear systems and more general piecewise-affine systems. Ferrari et al. propose clustering techniques [11] , while others use the bounded error method [3] , an algebraic approach [24] or other methods. A nice review of the recent methods is covered in [12] .
In [12] , the approaches using state-space models as well as input-output models are considered. Dealing with input-output models, the approaches are categorized as optimization-based methods, algebraic methods, clustering based methods and recursive methods. The first three types of the approach are based on offline identification. Hence, input-output data is collected in an separated experiment and subsequently used to fit a model to the obtained data. However, in most cases, the model structure has to be set a priori. Using the fourth category, the model parameters are considered as time varying states and are adaptively tuned based on estimation errors. The issue of model structure, however, remains as well as in the previous approaches.
Thus, following sections introduce a new technique that can efficiently provide a currently valid linear model (i.e. the model which is valid in some defined region of the state space) of the nonlinear system. Basically, it is a two-step procedure. The first step is implemented offline. On the other hand, the second one works online and it is computationally so simple that it can be applied using a basic microprocessor. The first engineering approach related to this idea was presented at the scientific conference [9] as a tool for process control. Then, it was expanded and applied directly to a controller tuning in [10] . In this paper, the generalized and comprehensive description of the idea, including algorithms and tools for appropriate application, is presented. In this form, the contribution distinctively exceeds the limited information introduced in mentioned sources and it can adapted into a wide family of domains.
The paper is organized as follows: in Section 2, the main aim of the contribution is introduced. Sections 3 and 4 bring tools used for the problem solution and Section 5 describes the proposed technique for solution of the problem defined in Section 2. The contribution is concluded with an illustrative example.
Problem formulation
The aim of the paper is to provide a useful tool for system analysis. For the purposes of the paper, let us narrow a system to a deterministic discrete singleinput-single-output system as seen in Fig. 1 . A discrete system can be thought as a transformation that maps an input sequence u(k) to an output sequence y(k), where k is a discrete time instant. Output of the system can be formally expressed as follows
where f (.) is a nonlinear mapping and N is the order of the system. As mentioned in the first section, a majority of recent system analysis techniques require a mathematical model of the system to be analyzed. It means that we need a set of equations, which allows us to predict the future behavior of the system. In the following formulas, the predicted value of the system output is denoted aŝ y(k).
In linear dynamical system identification, there are available several kinds of models; some of them are stochastic, others are stochastic with exogenous input or even fully deterministic. A widely accepted standard is established in [19] . A general linear model describing deterministic and stochastic influences is obtained by Eq. (2), where all the discrete time series are represented in form of Z-transforms.
U (z −1 ) in the equation above is the Z-transform of the input signal u(k) to the system,Ŷ (z −1 ) is the Z-transform of the predicted output signalŷ(k) and V (z −1 ) is the transform of white noise. The filter G(z −1 ) is called the input transfer function, since it relates the input to the output. Similarly, H(z −1 ) is called the noise transfer function. Considering the deterministic system (1), stochastic influences in a model (2) can be omitted, assuming that the input sequence u(k) is known, i.e.
Dealing with system analysis, it is helpful to replace G(z −1 ) with a ratio of polynomials, as follows.
where A and B are polynomials of complex variable z −1 .
The crucial task of system identification is to determine the polynomials A(z −1 ), B(z −1 ), which are then used for system analysis. In addition, if the system is significantly nonlinear, the coefficients of both polynomials shift, depending on the operating point. Therefore, the aim of the article is to introduce a technique of determining the polynomials A(z −1 ), B(z −1 ), which are valid in a defined neighborhood of a current state of the system. The technique is supposed to be efficient enough to be used online and should work as seen in Fig. 2 
Artificial Neural Network for universal approximation
In 1989, Hornik proved that a standard multilayer feedforward neural network (FFNN) with one hidden layer is capable of approximating any real measurable function to any desired degree of accuracy [15] . The topology of a FFNN with one hidden layer is depicted in Fig. 3 , where the input layer brings external inputs x 1 , x 2 , . . . , x P ; the hidden layer contains S neurons which process sums of weighted inputs; and an output neuron processes the sum of weighted outputs from hidden neurons. Data flow between an input i and a hidden neuron j is gained by a weight w 1 j,i . Data flow between the hidden neuron j and the output neuron is gained by a weight w 2 1,j . Neurons in the hidden layer contain a squashing activation function, while the output neuron contains a non-squashing activation function -see [15] for formal definition. For practical applications, a continuous, bounded and monotonic activation function is used for the neurons in the hidden layer, and a continuous and monotonic activation function is used in the output neuron -examples in [13, 20] .
The output of the network in Fig. 3 can be expressed by following equations
In the equations above, φ to be well trained in order to achieve sufficient approximation qualities. In other words, the network has to learn associations between a specified set of input-output pairs (training set). As many training techniques were presented in many sources of literature, from the simple back-propagation algorithm [22] to some specialized hybrid techniques using evolutionary computation [4] , they are not defined here. However, the important note is that analytical derivatives of activation functions are required for training by any gradient-based technique.
System identification by FFNN
System identification is a statistical procedure that leads to a mathematical model of a dynamical system from measured data. System identification using FFNN (whole procedure is defined in [13] ) provides dynamical neural models. Output of the FFNN in a neural model can be determined directly by Eqs. (7)- (10) . Dynamical neural models are able to model very precisely even highly nonlinear systems because FFNN are universal approximators [2] . See Fig. 4 where a typical chart of a dynamical neural model is shown.
The issue is that the dynamical neural model is a black-box-like structure and it cannot be directly used for system analysis using classical techniques. On the other hand, a family of linear models with exogenous input (defined by the coefficients of (4)) is widely postulated as a suitable model structure for system analysis -see Fig. 5 for an illustration of the deterministic linear models. Thus, the procedure of transforming a dynamical neural model into the model described in Fig. 5 is proposed in the next paragraph.
Piecewise-Linear Neural Model
As mentioned in Section 3, FFNN has to contain a squashing activation function in the hidden layer and a non-squashing activation function in the output neuron. In addition, these activation functions are expected to be differentiable so that some gradient-based training technique can be used. Actually, in most cases, a hyperbolic-tangent or a sigmoid activation function is used in the hidden layer; and a linear activation function is used in the output neuron -see Fig. 6 . This article offers another approach. It suggests replacing the hyperbolic tangent activation function in the hidden layer with a linear saturated activation function, i.e.
Although a linear saturated activation function is not fully differentiable, FFNN then becomes a piecewise-linear structure. Furthermore, FFNN approximation qualities are expected to stay similar since both functions follow near exact courses -see Fig. 7 .
Let us presume an existence of the dynamical neural model which uses FFNN with linear saturated activation functions in hidden neurons and a linear (identical) activation function in the output neuron. Apparently, this model acts as a piecewise-linear model and one linear submodel turns into another when any hidden neuron becomes saturated or becomes not saturated.
Although the output of FFNN used in this dynamical neural model can be evaluated by Eqs. (7)- (10), another way for FFNN output computing is useful. The aim of this alternative approach is apparently to get the formal expression of the evaluation as close to Eq. (4) as possible.
First, it is necessary to define saturation vector v of S elements. This vector indicates saturation states of the hidden neurons -see Eq. (12). 
In other words, the value of v j indicates one of three different states of neuron j of hidden layer -see Fig. 8 .
Moreover, notice that the term (1 − |v j |) is positive ((1 − |v j |) = 1) for linear state of the hidden neuron j, and neutral ((1 − |v j |) = 0) for the saturated state of the hidden neuron.
Let us focus on a region of state space where all elements of vector v are constant. Inside this region, the outputŷ(k) can be expressed as a linear combination ofŷ(k − n), n = 1, 2, . . . , N and u(k − m), m = 1, 2, . . . , M . Hencê Fig. 9 can be used in order to determine the coefficients a n , b m and c. In this figure, the dependency of the outputŷ(k) on generic inputŷ(k − n) is illustrated. In a very special case of v j = 0, j = 1, 2, . . . , S (all linear saturated activation functions are within their linear range), the coefficient a n could be expressed in the following way a n = −(w 
Nevertheless, in most cases, some of the linear saturated activation functions are in their saturated states (see Fig. 8 ). The corresponding neurons of a hidden layer act as sources of a constant signal (either y j = −1 for v j = −1 or y j = 1 for v j = 1). Thus, weights of these neurons should be inactivated from the sum (14) . This requirement could be efficiently performed by multiplicating each sum by the term (1 − |v j |) as shown above. Thus, coefficient a n can be generally expressed as follows 
Similarly, a generic coefficient b m can be expressed in the following way
At last, it is necessary to specify the coefficient c as a sum of the bias of output neuron w 
The difference equation (13) defines the FFNN output in some neighborhood of current state (in that neighborhood, where saturation vector v stays constant). With a change of any element of vector v, the coefficients a n , b m and c switch. Nevertheless, the form of Eq. (13) stays the same.
In other words, if the neural model of any nonlinear system in the form of Fig. 4 is designed, then it is simple (applying only Eqs. parameters of a linear difference equation, which approximates system behavior in some neighborhood of current state. The last step is the transformation of the coefficients of Eq. (13) into an expected form (4). Let us defineũ
where u 0 is constant. Then, Eq. (13) turns intô
Eq. (19) becomes constant term free, if Eq. (20) is satisfied;
Using Z-transform, equation (19) can be now written in the following waŷ
where the coefficients of the polynomials A(z −1 ), B(z −1 ) are determined by the Eq. (15) and (16), respectively. The Eq. (21) corresponds to the model in Fig. 5 with respect to the Eq. (18) and (20) .
The main contribution of the introduced technique is its capability of model transformation into a set of linear submodels, as derived in previous paragraphs (online step according to the Fig. 2) . The transformation is computationally very simple; therefore, it can be performed at any time using simple microprocessors.
A number of neurons used in the hidden layer S directly affects the number of linear regions provided by the technique. To be more specific, vector v can potentially gather up to 3 S states -see Eq. (12). Thus, there are 3 S linear submodels stored in Eq. (21) . Transitions between these linear models can be determined by finding the states, where any element of vector v switches to a different value. In other words, the borders between regions are defined by the following set of equations
Using the solution of the previous set of equations, the model (21) can be written as follows
In the equation above, A h (z −1 ), B h (z −1 ), h = 1, 2, · · · , R, are the polynomials with constant coefficients. The vector x defines the current state of the model,
T . Then, X = h∈{1,2,··· ,R} X h denotes the state space partition into closed regions. Such a description can be then advantageously used for further processing -the most obvious example is stability analysis, as presented in [18] .
The main steps of the presented technique are listed below as a summary of this section.
• To divide a nonlinear system into linear submodels, it is necessary to design a dynamical neural model of the system. Note that neurons in the hidden layer of FFNN should contain a linear saturated activation function and the output neuron contains a linear (identical) activation function. This step is discussed in Section 4 and is referred as offline step according to Fig. 2 .
• Then, using the current state of the system x, the technique can provide a linear submodel valid in some neighborhood of the current state. See Eqs. (13), (15)- (17) and (21) for a detailed procedure. This step is termed as online step since it is performed continuously or on demand.
• The region of validity of the derived linear submodel, as well as all the other submodels, can be determined using a solution of Eq. (22). 
y(k)
Step response of the linear system 
Illustrative example
As an example for the main features of the introduced technique, the following issue is dealt with. Consider a Hammerstein system consisting of static nonlinearity in series with second order linear system. The important characteristics of the system are shown in Fig. 10 . To divide this system into linear subsystems according to the algorithm described above, it is necessary to design a neural model of the system in the shape of Fig. 4 , where neurons in the hidden layer of FFNN contain a linear saturated activation function and the output neuron contains a linear (identical) activation function (offline step according to the Fig. 2 ). This procedure involves training set acquisition, neural network training and pruning, and neural model validating. As this sequence of processes is illustrated closely in many other publications [13, 20] , it is not referred to here in detail. However, main steps are summarized below to keep the experiments repeatable.
Since the point is this section is not to prove accuracy and reliability of the derived model (a legitimacy of this form of modeling has been proven many years ago), only a response to a defined function is performed as a visual check of the resulting neural model.
Training data
Mostly, the data for training, testing and validation set are gained by measurement of the system response to a defined input signal. In this particular case, the response Fig. 11 A part of the collected data.
Tab. I Considered polynomial degrees.
to a generic signal is used (see Fig. 11 for a part of the dataset). 5000 samples are collected and divided into a training set (85 %), and validation set. The whole set of collected data is available in [7] .
Order of neural model
The order of the model, i.e. the degrees of the polynomials A(z −1 ), B(z −1 ) is determined experimentally. To be more specific, redundant FFNNs (20 neurons with linear saturated activation functions in hidden layer, 1 output neuron with linear (identical) activation function) are trained using training data ordered into different forms, according to a supposed piecewise-linear neural model. Remaining that M ≤ N , the following possibilities are considered -see Tab. I.
A standard mean square error function computed over the validation set is used as a test criterion, whereas 100 training experiments are performed to achieve higher significancy of the results. According to the previous authors' experience, the Levenberg-Marquardt algorithm is used for training while the Nguyen-Widrow method is applied for the initialization of the weights. The missing derivatives of the linear saturated activation function for y 
All the parameters of the experiments are shown below -see Tab. II. Resulting values of the mean square error function for various polynomial degrees are illustrated in Fig. 12 . For all the box graphs there, the central mark is the median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to the most extreme data points not considered outliers, and outliers are plotted individually.
Considering Fig. 12 , there is a significant gap between the first and the second box graph, while the rest of the graphs provide similar statistical quantities. Thus, the model with a structurê
is considered as suitable. 
Training algorithm Levenberg-Marquardt algorithm
Mean square error Fig. 12 Order of the model. 
Optimal topology of FFNN used in neural model
Since the order of the model is decided, it is necessary to determine the optimal topology of a piecewise-linear FFNN used in a dynamical neural model and, of course, the proper weight values. Similarly to the previous set of trials, the number of neurons in the hidden layer is set experimentally.
Therefore, a family of training experiments is performed again. Now, the polynomial degrees remain the same (M = 1, N = 2), but the number of the neurons in the hidden layer varies. In conformity with previous trainings, 100 experiments are performed for each topology. In this case, the resulting network will be considered as suitable for application. Thus, the number of epochs is raised to 100 to ensure enough power to find an appropriate combination of weights. Other training parameters remain the same as in the previous experiment -see Tab. II.
Final values of the mean square error function for various topologies in the form of box graphs are illustrated in Fig. 13 .
According to Fig. 13 , the final values of the mean square error functions fall steeply with the rising number of neurons in hidden layer. This situation occurs until point 4, where the values start to stay more or less constant. Thus, the topology of the network is set to 3 inputs, 4 neurons in the hidden layer and 1 output. Clearly, the weights of the resulting network are set according to the most successful training procedure within this topology.
Neural model analysis
The procedure of transformation into a set of linear submodels is figured here for the derived neural model. The piecewise-linear FFNN prepared in Section 6.3 including all the weights values is shown in Fig. 14 .
Since 4 neurons are used in the hidden layer (S = 4) of the used FFNN, vector v can potentially gather up to 81 states -see Eq. (12) . Thus, there are 81 linear Using Eq. (7), Eq. (22) transforms into the system of linear equations
Since a particular state is defined by three variables (ŷ(k −1),ŷ(k −2), u(k −1)) for this system, a solution of each equation above creates a plane dividing the state space into two semispaces. Thus, the whole state space with these boundaries can be visualized by a 3D graph -see Fig. 15 . The parameters of the model in the form of Eq. (25) can be computed directly by using the Eq. (15)- (17) .
A response of the original system and its piecewise-linear neural model to a defined signal is performed -see Fig. 16 . For a detail of the response, see Fig. 17 . Note that the neural model works as an autonomous system, not only a one step predictor (i.e. parallel architecture of the model is applied). In Fig. 16 , the regions, in which particular linear models are used, are also marked and numbered. The numbering corresponds with Tab. III. See that only a fragment of 81 computed regions is applied. Many of them lie in the frontier area of state space and they can be even discarded from the further analysis if their position in state space proves their infeasibility.
Looking at the particular values in Tab. III, it is obvious that parameters a 1 and a 2 remain (almost) the same during the response, while b 1 and c shift with the operation point. This result corresponds with the Hammerstein type of system -a nonlinearity is caused only by the static part of the system -see the characteristics in Fig. 10 .
Hence, the technique is able to determine a set of linear models of the nonlinear system, and it is even possible to compute the regions of validity of these linear models.
It brings several advantages in comparison to other techniques which provide a piecewise-linear model. The set of linear submodels is stored in a memory-effective structure and a particular linear submodel can be determined on demand. The number of linear submodels is related to the neural network complexity, which is designed to reach a defined precision of a neural model. This feature advantageously avoids the necessity of the user to set the number of linear submodels. And last but not least, the process of a neural model design (which is the crucial step of the technique) is known, reliable and well examined procedure. From the computational complexity point of view, the linearization is performed using Eqs. (15)- (17), which are basically summations of several elements with some additions and multiplications. For an example, in this particular case, each step of linearization costs less than 10 −4 sec using a mainstream personal computer. Recently, the technique has also been applied in industrial environment. The computational times using robust (but slow) industrial equipment have been acceptable, too. See [8] for more information.
Conclusions
The aim of this article is to introduce a novel technique for system identification using a special topology of a feedforward neural network. The technique is described in Sections 3-5 and the functionality of the technique is demonstrated in Section 6.
Since only a feedforward neural network with linear or piecewise-linear elements is applied for nonlinear system identification, it is possible to transform the resulting model into a linear submodel valid in the neighborhood of a current system state. Thus, the resulting model effectively stores a finite number of linear models (each valid in some region of state space) and these linear models can be applied locally. Moreover, the illustrative example shows that the presented technique is computationally inexpensive and therefore real time applicable.
The technique can be used in two ways. It is possible to determine a piecewiselinear model of the system, and that structure can be used online for continuous linearization of the system (which is a very effective procedure). On the other hand, the structure of the piecewise-linear model can be divided offline into a set of linear models and comprehensively analyzed.
Nevertheless, both possibilities bring a decent tool to possible nonlinear system control, stability investigation, prediction, fault diagnosis, etc.
