Analisis Regresi Logistik Untuk Klasifikasi Preeklampsia Dengan Estimasi Parameter Maximum Likelihood Dan Pendekatan Machine Learning by Pradianti, Nandia
 
 
ANALISIS REGRESI LOGISTIK UNTUK KLASIFIKASI 
PREEKLAMPSIA DENGAN ESTIMASI PARAMETER 






























PROGRAM STUDI SARJANA STATISTIKA 
JURUSAN STATISTIKA 









ANALISIS REGRESI LOGISTIK UNTUK KLASIFIKASI 
PREEKLAMPSIA DENGAN ESTIMASI PARAMETER 





























PROGRAM STUDI SARJANA STATISTIKA 
JURUSAN STATISTIKA 

































LEMBAR PENGESAHAN SKRIPSI 
ANALISIS REGRESI LOGISTIK UNTUK KLASIFIKASI 
PREEKLAMPSIA DENGAN ESTIMASI PARAMETER 







Setelah dipertahankan di depan Majelis Penguji 
Pada tanggal 12 Juli 2021 














Ketua Jurusan Statistika 






































Saya yang bertanda tangan di bawah ini: 
NAMA   : NANDIA PRADIANTI 
NIM   : 175090507111040 
PROGRAM STUDI : STATISTIKA 
JUDUL SKRIPSI  : 
 
ANALISIS REGRESI LOGISTIK UNTUK KLASIFIKASI 
PREEKLAMPSIA DENGAN ESTIMASI PARAMETER 
MAXIMUM LIKELIHOOD DAN PENDEKATAN  
MACHINE LEARNING 
 
Dengan ini menyatakan bahwa: 
 
1. Isi dari skripsi yang saya buat adalah benar-benar karya 
sendiri dan tidak menjiplak karya orang lain, selain nama-
nama yang termasuk di isi dan tertulis di daftar Pustaka 
dalam skripsi ini. 
2. Apabila di kemudian hari ternyata skripsi yang saya tulis 
terbukti hasil jiplakan, maka saya bersedia menanggung 
risiko yang akan saya terima. 
Demikian pernyataan ini dibuat dengan segala kesadaran. 
 







































ANALISIS REGRESI LOGISTIK UNTUK KLASIFIKASI 
PREEKLAMPSIA DENGAN ESTIMASI PARAMETER 






Klasifikasi merupakan suatu teknik yang digunakan untuk mengetahui 
atau memperkirakan kelas dari suatu objek berdasarkan atribut yang 
ada. Kasus klasifikasi dapat diselesaikan dengan metode statistika dan 
machine learning. Salah satu metode yang digunakan untuk 
menyelesaikan masalah klasifikasi adalah Regresi Logistik. Tujuan 
penelitian ini adalah menerapkan klasifikasi regresi logistik dengan 
pendekatan statistika dan pendekatan machine learning untuk 
membentuk model preeklampsia di Kota Malang. Penelitian ini 
menggunakan data sekunder meliputi preeklampsia, usia, paritas, 
riwayat hipertensi, jarak kehamilan, keharmonisan rumah tangga, 
konsumsi makanan asin, dan konsumsi buah dan sayur. Hasil dari 
regresi logistik menunjukkan bahwa faktor yang berpengaruh secara 
signifikan terhadap kejadian preeklampsia adalah usia, paritas, 
riwayat hipertensi, dan konsumsi makanan asin. Berdasarkan hasil 
akurasi yang telah dilakukan, pada penelitian ini menunjukkan bahwa 
analisis regresi logistik dengan pendekatan machine learning 
memiliki ketepatan klasifikasi yang lebih tinggi dibandingkan dengan 
analisis regresi dengan pendekatan statistika. Nilai akurasi regresi 
logistik dengan pendekatan statistika sebesar 86,34% dan nilai akurasi 
regresi logistik dengan pendekatan machine learning sebesar 98,54%. 
 


































LOGISTIC REGRESSION ANALYSIS FOR PREECLAMPSIA 
CLASSIFICATION WITH MAXIMUM LIKELIHOOD 






Classification is a technique used to determine or estimate the class of 
an object based on existing attributes. Classification cases can be 
solved by statistical methods and machine learning. One of the 
methods used to solve classification problems is Logistic Regression. 
The purpose of this study is to apply a logistic regression classification 
with a statistical approach and a machine learning approach to form 
a preeclampsia model in Malang City. This study used secondary data 
including preeclampsia, age, parity, history of hypertension, 
pregnancy interval, household harmony, consumption of salty foods, 
and consumption of fruits and vegetables. The results of the logistic 
regression showed that the factors that significantly influenced the 
incidence of preeclampsia were age, parity, history of hypertension, 
and consumption of salty foods. Based on the accuracy results that 
have been carried out, this study shows that logistic regression 
analysis with a machine learning approach has a higher classification 
accuracy than regression analysis with a statistical approach. The 
accuracy value of logistic regression with statistical approach is 
86.34% and the value of logistic regression accuracy with machine 
learning approach is 98.54%. 
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1.1 Latar Belakang 
Statistika merupakan ilmu yang berkaitan dengan pengumpulan 
pengolahan, penarikan kesimpulan serta pengambilan keputusan dari 
suatu data yang bisa diterapkan hampir di seluruh ilmu pengetahuan. 
Klasifikasi merupakan suatu teknik yang digunakan untuk mengetahui 
atau memperkirakan kelas dari suatu objek berdasarkan atribut yang 
ada. Masalah klasifikasi dapat diselesaikan dengan statistika. Pada 
pendekatan statistika yang biasa digunakan untuk menyelesaikan 
masalah klasifikasi adalah analisis diskriminan dan analisis regresi 
logistik (Michie, dkk., 1994). 
Regresi logistik merupakan teknik statistika yang digunakan 
untuk mengetahui ada tidaknya hubungan antara dua variabel atau 
lebih, variabel respon bersifat kategorik dan variabel prediktor 
bersifat kategorik atau numerik. Regresi logistik biner adalah sebuah 
pendekatan untuk membuat model prediksi, peneliti memprediksi 
variabel respon yang berskala dikotomi (skala data nominal dengan 
dua kategori) (Hosmer dan Lemeshow, 2000). Menurut Harlan (2018), 
untuk mendapatkan model terbaik terdapat beberapa cara untuk 
melakukan seleksi variabel, salah satunya adalah backward 
elimination. Backward elimination diawali dengan memasukkan 
seluruh variabel, kemudian dilakukan seleksi satu per satu variabel 
yang tidak signifikan dan dimulai dengan nilai-p terbesar hingga 
variabel prediktor yang tersisa bernilai signifikan. Selain 
menggunakan pendekatan statistika, klasifikasi dapat diselesaikan 
menggunakan machine learning. Machine learning adalah kumpulan 
algoritma dan teknik yang digunakan untuk membuat sistem 
komputasi yang belajar dari data untuk membuat prediksi dan 
kesimpulan. Dalam machine learning, klasifikasi berkaitan dengan 
mengidentifikasi kemungkinan objek baru menjadi anggota kelas atau 
kumpulan (Swamynathan, 2017). 
Pemanfaatan analisis regresi logistik dan machine learning dalam 
bidang kesehatan untuk membantu salah satu permasalahan yang 
diatasi oleh pemerintah daerah, yaitu masalah preeklampsia. 
Preeklampsia adalah hipertensi pada kehamilan yang ditandai dengan 
tekanan darah ≥ 140/90 mmHg setelah umur kehamilan 20 minggu, 
disertai dengan proteinuria (tinggi protein pada urine) ≥ 300 mg/24 
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jam (Nugroho, 2012). Pada tahun 2019, Angka Kematian Ibu (AKI) 
Provinsi Jawa Timur mencapai 89,81 per 100.000 kelahiran hidup 
sedangkan AKI di Kota Malang berada di urutan ke-27 sebesar 75,13 
per 100.000 kelahiran hidup. Penyebab tertinggi kematian ibu pada 
tahun 2019 adalah Preeklampsia/Eklampsia (Dinkes Jawa Timur, 
2020).  
Penelitian Septiasih (2018) bertujuan untuk menentukan resiko 
preeklampsia di RSUD Wonosari menggunakan analisis univariat, uji 
chi-square, dan regresi logistik. Hasil penelitian tersebut 
menunjukkan bahwa faktor risiko yang berhubungan dengan kejadian 
preeklampsia adalah hipertensi kronis, usia berisiko, primigravida 
(wanita hamil untuk pertama kali), dan ibu dengan riwayat 
preeklampsia. Selain itu, Hidayat dan Astuti (2020) melakukan 
penelitian terkait preeklampsia melalui metode machine learning 
dengan menggunakan algoritma KNN (K-Nearest Neighbor). Hasil 
penelitian menunjukkan bahwa metode algoritma KNN dapat 
digunakan untuk mendiagnosis penyakit preeklampsia dengan nilai 
accuracy sebesar 98,33%. Penelitian Muzakir dan Wulandari (2016) 
menggunakan algoritma Decision Tree sebagai prediksi Penyakit 
Hipertensi Kehamilan dengan nilai accuracy sebesar 92,66%. Hal 
yang membedakan dari penelitian sebelumnya adalah penelitian ini 
menggunakan regresi logistik dengan pendugaan parameter maximum 
likelihood estimation dan pendugaan parameter gradient descent pada 
machine learning. 
Berdasarkan penjelasan tersebut, maka pada penelitian ini akan 
memodelkan preeklampsia di Kota Malang menggunakan klasifikasi 
regresi logistik dengan pendekatan statisika dan pendekatan machine 
learning. Data yang akan digunakan adalah preeklampsia, usia, 
paritas, riwayat hipertensi, jarak kehamilan, keharmonisan rumah 
tangga, konsumsi makanan asin, dan konsumsi buah dan sayur. Hasil 
penelitian ini diharapkan dapat memberikan informasi dan masukan 
positif bagi pemerintah dalam upaya menurunkan angka kematian ibu 
di Kota Malang.  
1.2 Rumusan Masalah 
Berdasarkan latar belakang yang telah diuraikan, maka rumusan 
masalah dalam penelitian ini adalah sebagai berikut. 
1. Bagaimana model klasifikasi menggunakan metode regresi logistik 
dengan pendekatan statistika dan pendekatan machine learning? 
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2. Bagaimana akurasi regresi logistik menggunakan pendekatan 
statistika dan pendekatan machine learning? 
1.3 Tujuan Penelitian 
Berdasarkan rumusan masalah yang telah disebutkan maka tujuan 
dari penelitian ini adalah sebagai berikut. 
1. Membentuk model klasifikasi berdasarkan model regresi logistik 
dengan pendekatan statistika dan pendekatan machine learning.  
2. Membandingkan akurasi regresi logistik menggunakan pendekatan 
statistika dan pendekatan machine learning. 
1.4 Manfaat Penelitian 
Berdasarkan tujuan penelitian diatas, maka manfaat yang 
diperoleh dari penelitian ini adalah sebagai berikut. 
1. Mampu membentuk model klasifikasi berdasarkan model regresi 
logistik dengan pendekatan statistika dan pendekatan machine 
learning. 
2. Mampu membandingkan akurasi regresi logistik menggunakan 
pendekatan statistika dan pendekatan machine learning. 
3. Memberikan informasi dan masukan positif bagi pemerintah 
daerah dalam upaya menurunkan Angka Kematian Ibu di Kota 
Malang. 
1.5 Batasan Masalah 
Batasan masalah yang digunakan dalam penelitian ini 
menggunakan data sekunder tentang preeklampsia yang diperoleh dari 
Pusat Studi Tumbuh Kembang Anak Akademi Kebidanan Wira 
Husada Nusantara Kota Malang dan analisis yang digunakan adalah 
regresi logistik dengan pendugaan parameter maximum likelihood 
estimation dengan pendugaan parameter gradient descent. 
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1.6 Originalitas Penelitian dan Penelitian Terdahulu 
Beberapa penelitian terdahulu atau penelitian serupa yang pernah 
diteliti dirangkum pada Gambar 1.1.  
Regresi Logistik
Analisis Regresi Logistik Machine Learning
Hidayat dan Astuti (2020) menggunakan  
algoritma KNN (K-Nearest Neighbor) untuk 
mendiagnosis penyakit  preeklampsia 
dengan  nilai  accuracy  sebesar  98,33  %. 
Septiasih (2018)  dengan
menggunakan univariat, uji chi-square, 
dan regresi logistik.
Menunjukkan faktor risiko yang 
berhubungan dengan kejadian
preeklampsia adalah hipertensi kronis, usia 
berisiko, primigravida, dan ibu dengan 
riwayat preeklampsia.
Penelitian ini :
ANALISIS REGRESI LOGISTIK UNTUK KLASIFIKASI PREEKLAMPSIA 
DENGAN ESTIMASI PARAMETER MAXIMUM LIKELIHOOD DAN 
PENDEKATAN MACHINE LEARNING
Muzakir dan Wulandari (2016) 
menggunakan algoritma Decision Tree 
sebagai prediksi Penyakit Hipertensi 
Kehamilan dengan nilai accuracy sebesar 
92,66%
 










2.1 Tinjauan Statistika 
Tinjauan statistika pada bagian ini menjelaskan mengenai teori-
teori statistika yang digunakan dalam proses analisis data pada 
penelitian yang dilakukan. 
2.1.1 Statistika Deskriptif 
Metode statistika dibagi menjadi dua, yaitu statistika 
deskriptif dan statistika inferensial (statistik induksi), bagian 
statistika yang kegiatannya mengenai pengumpulan, penyajian, 
penentuan nilai-nilai statistika, atau pembuatan diagram tentang 
suatu hal hanya disajikan dalam bentuk yang lebih mudah dipahami 
merupakan pengertian statistika deskriptif secara luas. Menurut 
Siregar (2016), statistika deskriptif adalah statistika yang berkenaan 
dengan bagaimana cara mendeskripsikan, menggambarkan, 
menjabarkan, atau menguraikan data sehingga mudah dipahami. 
2.1.2 Regresi Logistik 
Regresi logistik adalah suatu metode yang dapat digunakan 
untuk mencari hubungan antara variabel respon yang bersifat 
dichotomus (skala nominal/ordinal dengan dua kategori) dengan satu 
atau lebih variabel prediktor berskala kategori atau kontinu. Model 
regresi logistik terdiri dari regresi logistik dengan respon biner, 
ordinal, dan multinomial. Regresi logistik biner adalah suatu metode 
analisis data yang digunakan untuk mencari hubungan antara variabel 
respon yang bersifat biner (dichotomus) dengan variabel prediktor 
yang bersifat kategorik atau kontinu (Hosmer dan Lemeshow, 2000) 
Menurut Hosmer dan Lemeshow (2000), variabel respon pada 
regresi logistik biner mengikuti distribusi Bernouli dengan fungsi 
probabilitas yang ditunjukkan melalui persamaan (2.1). 
𝑓(𝑦𝑖) = 𝜋(𝑥𝑖)
𝑦𝑖(1 − 𝜋(𝑥𝑖))
1−𝑦𝑖  ; 𝑦𝑖 = 0,1                                      (2.1)   
Untuk 𝑦𝑖 = 0, maka 𝑓(0) = 𝜋(𝑥𝑖)
0(1 − 𝜋(𝑥𝑖))
1−0 =  1 − 𝜋(𝑥𝑖), 
Untuk 𝑦𝑖 = 1, maka 𝑓(1) = 𝜋(𝑥𝑖)
1(1 − 𝜋(𝑥𝑖))
1−1 = 𝜋(𝑥𝑖). 
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Menurut Hosmer dan Lemeshow (2000), persamaan model 
regresi logistik dengan variabel prediktor 𝑥1, 𝑥2, … , 𝑥𝑝 seperti pada 
Persamaan (2.2). 
𝜋(𝑥𝑖) =  
exp(𝛽0 + 𝛽1𝑥1𝑖 + 𝛽2𝑥2𝑖 + ⋯+ 𝛽𝑝𝑥𝑝𝑖)
1 + exp(𝛽0 + 𝛽1𝑥1𝑖 + 𝛽2𝑥2𝑖 + ⋯+ 𝛽𝑝𝑥𝑝𝑖)
                  (2.2) 
Keterangan: 
𝑥𝑖 : Variabel prediktor 
𝜋(𝑥𝑖) : Peluang terjadinya kejadian sukses 
𝑖 : 1,2, … , 𝑛 
𝑛 : Banyak pengamatan 
𝛽0 : Intersep (konstanta) 
𝛽𝑝 : Nilai koefisien regresi ke-𝑗 dengan 𝑗 = 1,2,… , 𝑝 
𝑝 : Banyaknya variabel prediktor 
Persamaan (2.2) disebut fungsi regresi logistik yang 
menunjukkan hubungan antara variabel prediktor dan probabilitas 
yang tidak linear, sehingga untuk mendapatkan hubungan yang linear 
dilakukan transformasi yang disebut transformasi logit. Bentuk logit 
dari 𝜋(𝑥) dinyatakan sebagai 𝑔(𝑥) ditunjukkan melalui persamaan 
(2.3). 




= 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯+ 𝛽𝑝𝑥𝑝              (2.3)  
2.1.2.1 Estimasi Parameter Regresi Logistik dengan MLE 
Metode yang sering digunakan dalam pendugaan parameter 
regresi logistik adalah metode Maximum Likelihood. Menurut Hosmer 
dan Lemshow (2000), dalam metode ini parameter yang dipilih adalah 
parameter yang memaksimumkan fungsi kemungkinan (likelihood), 
sehingga parameter yang diperoleh merupakan parameter yang 
mendekati data yang diamati. Fungsi pendugaan parameter metode 






                                                 (2.4) 
Maksimalkan nilai log likelihood seperti pada persamaan (2.5). 
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𝑖=1 (1 − 𝜋(𝑥𝑖))
∑ 1−𝑦𝑖
𝑛
𝑖=1   




= ∑(𝑦𝑖 ln (
𝜋(𝑥𝑖)
1 − 𝜋(𝑥𝑖)
















       
(2.5) 
Agar persamaan di atas mencapai maksimum maka turunan parsial 
pertama terhadap 𝛽𝑗 disama dengankan nol (Agresti, 2002), seperti 






𝑖=1 (𝛽0 + ∑ 𝛽0𝑋𝑖𝑗
𝑝













𝜋(𝑥𝑖)                                                                  (2.6) 
Hasil turunan parsial pertama fungsi log likelihood bersifat 
nonlinier untuk menyelesaikan persamaan (2.6). Nilai taksiran 
parameter 𝛽 yang diturunkan dari fungsi log likelihood dapat 
diperoleh menggunakan iterasi Newton Raphson (Agresti, 2002). 
Setelah persamaan tersebut diturunkan terhadap 𝛽, persamaan di atas 
kemudian disamakan dengan nol, namun menurut (Agresti, 2014), 
cara tersebut sering diperoleh hasil yang eksplisit sehingga dilakukan 
metode iterasi Newton Rhapson untuk memaksimumkan fungsi 
likelihood. Algoritma iterasi Newton Rhapson dapat dituliskan 
sebagai berikut. 
1. Menentukan nilai taksiran awal parameter ?̂?(0)  
?̂?(0) = (𝐗′𝐗)−1𝐗′𝐘 
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Dengan 𝑝 adalah banyaknya variabel prediktor 















































4. Memasukkan nilai ?̂?(0)ke vektor g dan matriks H sehingga 
diperoleh vektor 𝑔(𝑡)(?̂?(0)) dan matriks 𝐻(𝑡)(?̂?(0)) 
5. Mulai dari t=0 dilakukan iterasi pada persamaan  
𝛃(𝑡+1) = 𝛃(𝑡) − (𝐇(𝑡)(𝛃(𝑡)))
−1
𝐠(𝑡)(𝛃(𝑡))   
Nilai 𝛃(𝑡)adalah estimasi parameter yang konvergen pada iterasi 
ke-t. 
6. Apabila belum didapatkan penaksir parameter yang konvergen, 
maka kembali pada langkah (5) hingga iterasi ke 𝑡 = 𝑡 + 1. Iterasi 
berhenti jika 𝛃(𝑡+1) − 𝛃(𝑡) ≤ 𝜀. Hasil penaksiran yang diperoleh 
adalah 𝛃(𝑡+1) pada iterasi terakhir. 
2.1.2.2 Estimasi Parameter Logistik dengan pendekatan Machine 
Learning 
Menurut Shwartz dan David (2014), machine learning 
merupakan sebuah studi tentang algoritma untuk mempelajari sesuatu 
dalam melakukan beberapa hal tertentu yang dilakukan oleh manusia 
secara otomatis. Belajar dalam hal ini berkaitan dengan bagaimana 
menuntaskan berbagai tugas yang ada, atau membuat suatu prediksi 
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kesimpulan baru yang akurat dari berbagai pola yang sudah dipelajari 
sebelumnya. 
Menurut Han, dkk. (2011), fungsi aktivasi nonlinier 
diterapkan ke net input. Input ke-i diberi label 𝑦1, 𝑦2, . . . , 𝑦𝑛. Jika unit 
j berada di hidden layer pertama, maka input ini akan sesuai dengan 
input tuple 𝑥1, 𝑥2, . . . , 𝑥𝑛. Setiap unit memiliki sejumlah input yang 
sebenarnya merupakan output dari unit-unit yang terhubung 
dengannya di lapisan sebelumnya dan setiap koneksi memiliki bobot. 
Fungsi aktivasi ditunjukkan pada Gambar 2.1.  
 
Gambar 2.1 Fungsi Aktivasi 
(Sumber: Han, dkk., 2011) 
Menurut Jurafsky dan Martin (2020), untuk menghitung input 
ke unit, setiap input yang terhubung ke unit dikalikan dengan 





) + 𝑏   𝑎𝑡𝑎𝑢 𝑧 = 𝑤 ∙ 𝑥 + 𝑏                                        (2.7) 
 
Keterangan: 
𝑧 : nilai input 
𝑤𝑖 : bobot unit ke-i 
𝑥𝑖 : input dari unit ke-i  
𝑏 : bias (intersep) 
Menurut Han, dkk. (2011), fungsi logistik atau sigmoid 
nonlinier dan dapat dibedakan, memungkinkan algoritma untuk 
memodelkan masalah klasifikasi yang tidak dapat dipisahkan secara 
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linier. Input untuk fungsi aktivasi tersebut adalah nilai real dan output 
dari fungsi tersebut adalah nilai antara 0 dan 1. Nilai masukan dan 
keluaran dari fungsi logistik atau sigmoid dapat dinyatakan pada 
persamaan (2.8). 
𝑦 = 𝜎(𝑧) =
1
1 + 𝑒−𝑧
                                                                             (2.8) 
 
Keterangan: 
𝑦 : output unit ke-i 
𝑧 : nilai input 
Menurut Jurafsky dan Martin (2020), loss function digunakan 
untuk mengetahui seberapa dekat hasil prediksi dengan yang 
sebenarnya yaitu dengan menggunakan cross entropy dengan rumus 
pada persaman (2.9). 
𝐿𝐶𝐸(?̂?, 𝑦) = −[𝑦𝑙𝑜𝑔?̂? + (1 − 𝑦) log(1 − ?̂?)] atau  
𝐿𝐶𝐸(?̂?, 𝑦) = − [𝑦𝑙𝑜𝑔 (
1
1 + 𝑒−𝑧
) + (1 − 𝑦) log (1 − (
1
1 + 𝑒−𝑧
))]        (2.9) 
Menurut Jurafsky dan Martin (2020), tujuan penurunan gradien 
adalah untuk menemukan bobot optimal dengan meminimalkan fungsi 
biaya dengan rumus yang ditunjukkan pada persamaan (2.10) 
𝜕
𝜕𝑤𝑖
𝐿𝐶𝐸(?̂?, 𝑦) = [?̂? − 𝑦]𝑥𝑖                                                                (2.10) 
Gradient Descent bekerja dengan meminimalkan fungsi 𝐿𝐶𝐸 
yang mempunyai parameter 𝑤 dengan memperbarui parameter ke 
suatu arah yang menurun. Gradient descent mempunyai learning rate 
(𝜂) yang digunakan untuk menentukan langkah yang akan diambil 
untuk mencapai pada titik minimum. Hal ini, dapat digambarkan 
bahwa suatu objek akan seperti menuruni sebuah bukit dengan 
langkah tersebut sehingga mencapai pada bagian lembah (titik 
minimum). Metode gradient descent yang melakukan update 
parameter untuk setiap data pelatihan 𝑥𝑖 dan label 𝑦𝑖 dan yang 
ditunjukkan pada persamaan (2.11) 
𝑤𝑡+1 = 𝑤𝑡 − 𝜂
𝜕
𝜕𝑤𝑖
𝐿𝐶𝐸(?̂?, 𝑦)                                                           (2.11) 
Gradient descent adalah algoritma yang digunakan untuk 
melakukan optimisasi dari suatu fungsi dengan menggunakan turunan 
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dari fungsi itu sendiri. Algoritma gradient descent dapat dituliskan 
sebagai berikut. 
1. Prosedur dimulai dengan nilai awal bobot bernilai 0 atau nilai acak 
kecil. 
2. Menghitung nilai prediksi sesuai dengan persamaan (2.8). 
3. Menghitung loss function cross entropy sesuai pada persamaan 
(2.9) 
4. Menghitung turunan dari loss function cross entropy seperti pada 
persamaan (2.10).  
5. Memperbarui nilai koefisien sesuai dengan persamaan (2.11) 
hingga diperoleh fungsi biaya nol atau cukup dekat dengan nol. 
2.1.3 Multikolinieritas 
Uji multikolinieritas bertujuan untuk menguji apakah model 
regresi ditemukan adanya korelasi antar satu atau semua variabel 
bebas (Ghozali, 2005). Perlu dilakukan pengujian terhadap 
multikolinieritas antar variabel prediktor. Antar variabel dapat 
disimpulkan tidak terdapat gangguan multikolinieritas ketika antara 
variabel-variabel prediktor dapat dibentuk suatu matriks korelasi dan 
tidak terdapat variabel prediktor yang saling memiliki korelasi 
(Hosmer, 2011). Adanya multikolinieritas dapat menyebabkan model 
yang dibuat tidak efisien karena nilai standard error koefisien regresi 
menjadi sangat besar. Terdapat beberapa cara untuk mendeteksi 
multikolinieritas diantaranya dengan melihat tingginya korelasi antar 
variabel prediktor, tingginya nilai 𝑅2 dari setiap variabel prediktor, 
adanya korelasi yang tinggi antar variabel prediktor dan dengan 
melihat nilai Variance Inflation Factor (VIF). Nilai VIF ditunjukkan 




2                                                                                       (2.12) 
Keterangan:  
𝑗 : 1,2,… , 𝑝 
𝑝  : banyak variabel prediktor 
𝑅𝑗
2  : koefisien determinasi auxiliary regression 
Koefisien determinasi diperoleh dari model auxiliary 
regression, yaitu regresi masing-masing variabel prediktor dengan 
seluruh variabel prediktor yang lain. Salah satu variabel prediktor 
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berperan sebagai variabel respon dan variabel prediktor lainnya akan 
berperan sebagai variabel prediktor. Apabila variabel prediktor yang 
berperan sebagai variabel respon berskala interval atau rasio, maka 
koefisien determinasi yang digunakan merupakan koefisien 






                                                                                              (2.13) 
Keterangan: 
𝐽𝐾𝐺 : jumlah kuadrat galat (∑𝑌𝑖 − ?̂?𝑖) 
𝐽𝐾𝑇 : jumlah kuadrat total (∑𝑌𝑖 − ?̅?)
2
   
𝐽𝐾𝑅 : jumlah kuadrat regresi (𝐽𝐾𝑇 − 𝐽𝐾𝐺) 
𝑌𝑖 : variabel respon pada pengamatan ke-i 
?̅? : rata-rata variabel respon 
 Apabila variabel prediktor yang berperan sebagai variabel 
respon berskala nominal atau ordinal, maka koefisien determinasi 
yang digunakan adalah koefisien determinasi model regresi logistik, 
yaitu 𝑅𝑐𝑜𝑥−𝑠𝑛𝑒𝑙𝑙
2 . Koefisien determinasi Cox-Snell dapat diperoleh 
menggunakan persamaan (2.14). 
𝑅𝑐𝑜𝑥−𝑠𝑛𝑒𝑙𝑙






                                                                     (2.14) 
Keterangan: 
𝐿0 : nilai likelihood model tereduksi 
𝐿1 : nilai likelihood model penuh 
𝑛 : banyaknya pengamatan 
 
Kriteria pengambilan keputusan: 
1) VIF ≥10 yang berarti bahwa antar variabel prediktor terdapat 
multikolinieritas. 




2.1.4 Pengujian Parameter  
Pengujian estimasi parameter merupakan pengujian yang 
digunakan untik menguji signifikansi koefisien 𝛽 dari model. 
Pengujian yang dilakukan adalah sebagai berikut. 
2.1.4.1 Uji Serentak  
Uji serentak adalah pengujian yang dilakukan untuk memeriksa 
signifikansi parameter 𝛽 terhadap variabel respon secara keseluruhan 
(Hosmer dan Lemeshow, 2000). Pengujian signifikansi parameter 𝛽 
secara serentak menggunakan Likelihood Ratio Test.  
Hipotesis:  
𝐻0 ∶  𝛽1 = 𝛽2 = ⋯ = 𝛽𝑝 = 0 (Tidak terdapat pengaruh antara 
variabel prediktor terhadap variabel respon) vs 
𝐻1 ∶  minimal ada satu 𝛽𝑗 ≠ 0 (Terdapat pengaruh antara variabel 
prediktor terhadap variabel respon) ; 𝑗 = 1,2, … , 𝑝 
 
Statistik uji dinyatakan dalam persamaan (2.15). 















]                                               (2.15) 
 
Keterangan:  
𝑛0 : jumlah pengamatan dengan kategori 𝑦 = 0 
𝑛1 : jumlah pengamatan dengan kategori 𝑦 = 1 
𝑛  : jumlah total pengamatan (𝑛0 + 𝑛1) 
𝑝 : banyaknya parameter 
 
Kriteria pengambilan keputusan: Tolak H0 jika 𝐺 > 𝜒
2
(𝛼,𝑑𝑏)  
Jika terdapat 𝑘 kategori pada suatu variabel prediktor, maka 
kontribusi untuk derajat bebas pada uji Likelihood adalah sebesar 𝑘 −
1 (Hosmer dan Lemeshow, 2000). 
2.1.4.2 Uji Parsial 
Pengujian secara parsial dilakukan untuk mengetahui 
signifikansi setiap parameter terhadap variabel respon (Hosmer dan 
Lemeshow, 2000). Pengujian signifikan parameter 𝛽 secara 





𝐻0 ∶  𝛽𝑗 = 0 vs 
𝐻1 ∶  𝛽𝑗 ≠ 0   ; 𝑗 = 1,2,… , 𝑝 
 




                                                                                       (2.16) 
 
Keterangan: 
𝑗 : 1,2, … , 𝑝 
𝑝  : banyak variabel prediktor 
𝑆𝐸(?̂?𝑗)  : 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟 penduga 𝛽𝑗 
 
Kriteria pengambilan keputusan: 
Tolak 𝐻0 jika 𝑊
2 > 𝜒2(𝑑𝑏,0,05) atau nilai-p < 𝛼(0,05). Jika 𝐻0 
ditolak maka dapat disimpulkan bahwa terdapat pengaruh nyata 
variabel prediktor ke- 𝑗 terhadap variabel respon. 
2.1.4.3 Model Terbaik 
Untuk mendapatkan model yang terbaik dilakukan seleksi 
variabel, salah satu seleksi variabel yang dapat dilakukan adalah 
backward elimination. Menurut Harlan (2018), pada proses backward 
elimination dimulai dengan memasukkan semua variabel prediktor, 
lalu dicoba mengeliminasi 1 variabel prediktor yang pada uji Wald 
memiliki nilai p terbesar dan tak bermakna secara statistik. Lakukan 
kembali setelah mengeliminasi 1 variabel ini. Proses percobaan 
eliminasi ini berlanjut sampai yang tersisa seluruhnya adalah variabel 
prediktor yang bermakna secara statistik. 
2.1.5 Uji Kesesuaian Model 
Uji kesesuaian model dilakukan menggunakan uji Deviance 
yang berdasarkan pada kriteria rasio likelihood yang bertujuan untuk 
mengetahui apakah model yang terbentuk sudah sesuai atau tidak 
(Hosmer dan Lemeshow, 2000). 
Hipotesis: 
𝐻0 ∶ Model sesuai vs 
𝐻1 : Model tidak sesuai 
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Statistik uji dinyatakan dalam persamaan (2.17). 
D = −2∑[𝑦𝑖𝑙𝑛 (
?̂?(𝑥)
𝑦𝑖
) + (1 − 𝑦𝑖)𝑙𝑛 (
1 − ?̂?(𝑥)
1 − 𝑦𝑖
)   ]
𝑛
𝑖=1
           (2.17) 
Statistik uji D mendekati distribusi  𝜒2 dengan 𝑑𝑏 = 𝑛 − 𝑝 
 
Kriteria pengambilan keputusan: 
𝐻0 ditolak jika  𝐷 > 𝜒
2
(∝,𝑛−𝑝) 
2.1.6 Interpretasi Model 
Estimasi koefisien variabel prediktor menyatakan slope atau 
nilai perubahan variabel respon untuk setiap perubahan satu unit 
variabel prediktor. Saat akan melakukan interpretasi koefisien regresi 
logistik maka variabel respon harus berskala nominal dan dikotomus 
(Hosmer dan Lemeshow, 2000). Bila variabel prediktor pada analisis 
regresi logistik bersifat biner, nilai x dikategorikan 0 atau 1. Pada 
model ini ada dua nilai 𝜋(𝑥) dan dua nilai 1 −  𝜋(𝑥). Odds ratio 
adalah ukuran asosiasi yang dapat diartikan secara luas. Odds ratio 
berarti rata-rata besarnya kecenderungan variabel respon tertentu jika 
nilai 𝑥 = 1 dibandingkan dengan 𝑥 = 0. Nilai Odds Ratio dituliskan 
pada Tabel 2.1. 
Tabel 2.1 Nilai Odds Ratio 
Variabel 
Respon  
Variabel Prediktor  
𝑥 = 1 𝑥 = 0 







𝑦 = 0  1 − 𝜋(1) =
1
1+𝑒𝛽0+𝛽1




Total 1 1 








ratio untuk 𝑥 = 1 terhadap odds ratio untuk 𝑥 = 0 yang dituliskan 











= 𝑒𝛽1                                                        (2.18) 
2.1.7 Klasifikasi 
Pendekatan menggunakan regresi logistik, yaitu untuk 
memprediksi yang dilakukan dengan cara menghitung probabilitas. 
Klasifikasi berasal dari variabel respon biner dilakukan dengan cara 
menentukan titik potong, titik potong yang digunakan adalah 0.5. 
klasifikasi berdasarkan pada pendekatan analisis regresi logistik 
dengan menggunakan model peluang dengan ketentuan pada 
persamaan (2.19). 
𝐾𝑎𝑡𝑒𝑔𝑜𝑟𝑖 {
0, 𝜋(𝑥) < 0,5
1, 𝜋(𝑥) ≥ 0,5
                                                           (2.19) 
Apabila peluang yang dihasilkan dari model bernilai lebih kecil 
dari 0.5 maka hasil prediksi adalah kategori 0, sedangkan peluang 
yang dihasilkan dari model bernilai lebih besar atau sama dengan 0,5 
maka hasil prediksi adalah kategori 0.  
2.1.8 Evaluasi Hasil Klasifikasi 
Evaluasi hasil klasifikasi dilakukan dengan metode confusion 
matrix. Confusion matrix adalah alat yang digunakan sebagai evaluasi 
model klasifikasi untuk memperkirakan objek yang benar atau salah. 
Sebuah matrix dari prediksi yang akan dibandingkan dengan kelas 
sebenarnya atau dengan kata lain berisi informasi nilai sebenarnya dan 
prediksi pada klasifikasi (Gorunescu, 2011). Confusion matrix 
ditunjukkan pada Tabel 2.2. 
Tabel 2.2 Confusion Matrix 
Aktual 
Prediksi 
Positive = class 0 Negative =class 1 
Positive = class 0 True Positive (TP) False Positive (FP) 
Negative =class 1 False Negative (FN) True Negative (TN) 
 
Keterangan:  




FP  : jumlah observasi class 0 yang tidak tepat diklasifikasikan 
sebagai class 0 (Kesalahan tipe I) 
FN : jumlah observasi class 1 yang tidak tepat diklasifikasikan 
sebagai class 1 (kesalahan tipe II) 
TN : jumlah observasi class 1 yang tepat diklasifikasikan sebagai 
class 1  
Menurut Swamynathan (2017), idealnya model yang baik 
harus memiliki TN dan TP yang tinggi dan lebih sedikit kesalahan tipe 
I dan II. Untuk menghitung Accuracy di tuliskan pada persamaan 
(2.20), precision di tuliskan pada persamaan (2.21), recall di tuliskan 




𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁








                                                                        (2.22) 
𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙)
(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙)
                                        (2.23) 
2.2 Tinjauan Non Statistika 
Pada bagian ini disajikan literatur non-statistika yang berkaitan 
dengan preeklampsia dan faktor-faktor yang mempengaruhi 
preeklampsia. 
2.2.1 Preeklampsia 
Preeklampsia adalah hipertensi pada kehamilan yang ditandai 
dengan tekanan darah ≥ 140/90 mmHg setelah umur kehamilan 20 
minggu, disertai dengan proteinuria (tinggi protein pada urine) ≥ 300 
mg/24 jam (Nugroho, 2012). 
2.2.2 Usia 
Usia merupakan waktu lamanya hidup atau ada (sejak 
dilahirkan atau diadakan) (Hoetomo, 2005). Kelompok usia yang 
berisiko menderita preeklampsia adalah usia < 20 tahun dan usia > 35 
tahun. Organ reproduksi ibu hamil yang berusia < 20 tahun belum siap 
untuk menerima kehamilan, sehingga dapat mengakibatkan terjadinya 
keracunan kehamilan dalam bentuk peningkatan tekanan darah, 
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sedangkan pada ibu hamil yang berusia >35 tahun, telah terjadi banyak 
perubahan pada organ reproduksinya sehingga lebih berisiko untuk 
terjadi gangguan hipertensi (Manuaba, 2007). 
2.2.3 Paritas 
Paritas adalah jumlah kelahiran yang menghasilkan bayi hidup 
atau mati (Bobak, dkk., 2010). Ibu yang memiliki paritas > 3 beresiko 
mengalami preeklampsia dibandingkan ibu yang memiliki paritas 1 
sampai 3. Menurut Winkjosastro (2005) pada multi paritas lingkungan 
endometrium di sekitar tempat implantasi kurang sempurna dan tidak 
siap menerima hasil konsepsi, sehingga pemberian nutrisi dan 
oksigenisasi kepada hasil konsepsi kurang sempurna dan 
mengakibatkan pertumbuhan hasil konsepsi akan terganggu, sehingga 
dapat menambah resiko terjadinya preeklampsia. 
2.2.4 Riwayat Hipertensi 
Bukti adanya pewarisan secara genetik paling mungkin 
disebabkan oleh turun resesif. Ada hubungan genetik yang telah 
ditegakkan, riwayat keluarga ibu atau saudara perempuan 
meningkatkan resiko terjadinya komplikasi hipertensi kehamilan 
dapat diturunkan pada anak perempuannya (Manuaba, 2007).  
2.2.5 Jarak Kehamilan 
Jarak kehamilan adalah jarak antara kelahiran dan kehamilan 
berikutnya. Ibu yang hamil dengan jarak kehamilan sebelumnya <2 
tahun seringkali mengalami komplikasi pada masa kehamilan dan 
persalinan (Prawirohardjo, 2014). 
2.2.6 Keharmonisan Rumah Tangga 
Rumah tangga dapat dikatakan harmonis apabila sesama 
anggota keluarga saling memahami, pengertian, mengasihi dan 
menyayangi serta memperhatikan satu sama lain. 
2.2.7 Konsumsi Makanan Asin  
Menurut Almatsier (2009), sumber natrium adalah garam dapur 
atau NaCl, monosodium glutamate (MSG), kecap, dan makanan yang 
diawetkan dengan garam dapur. Taksiran kebutuhan natrium sehari 
adalah sebanyak 500 mg. Kelebihan natrium dapat menimbulkan 
keracunan yang dalam keadaan akut dapat menyebabkan edema dan 
19 
 
hipertensi. Pengaruh asupan natrium terhadap hipertensi terjadi 
melalui peningkatan volume plasma dan tekanan darah.   
2.2.8 Konsumsi Buah dan Sayur 
Menurut Fathonah (2016), yaitu kandungan terbesar buah dan 
sayuran adalah vitamin A, C dan E dikenal sebagi vitamin antioksidan 
yang mampu meningkatkan kesehatan. Salah satu cara untuk 
menurunkan tekanan darah yaitu dengan mengkonsumsi buah dan 
sayur secara teratur. Konsumsi buah dan sayur dianjurkan minimal 




























3.1 Sumber Data 
Data yang digunakan dalam penelitian ini adalah data sekunder 
sebanyak 205 pengamatan yang diperoleh dari Pusat Studi Tumbuh 
Kembang Anak Akademi Kebidanan Wira Husada Nusantara Kota 
Malang pada tahun 2020 berupa data preeklampsia dan faktor-faktor 
yang mempengaruhi preeklampsia, yaitu usia, paritas, riwayat 
hipertensi, jarak kehamilan, keharmonisian rumah tangga, konsumsi 
makanan asin, konsumsi buah dan sayur. Struktur data pada penelitian 
ini ditunjukkan pada Tabel 3.1.  
Tabel 3.1 Struktur Data Penelitian 
No. 𝑌 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 
1 𝑌1 𝑋11 𝑋12 𝑋13 𝑋14 𝑋15 𝑋16 𝑋17 
2 𝑌2 𝑋21 𝑋22 𝑋23 𝑋24 𝑋25 𝑋26 𝑋27 
3 𝑌3 𝑋31 𝑋32 𝑋33 𝑋34 𝑋35 𝑋36 𝑋37 
4 𝑌4 𝑋41 𝑋42 𝑋43 𝑋44 𝑋45 𝑋46 𝑋47 
5 𝑌5 𝑋51 𝑋52 𝑋53 𝑋54 𝑋55 𝑋56 𝑋57 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
205 𝑌𝑛 𝑋𝑛1 𝑋𝑛2 𝑋𝑛3 𝑋𝑛4 𝑋𝑛5 𝑋𝑛6 𝑋𝑛7 
 
Keterangan: 
𝑛 : Banyaknya pengamatan 
𝑌 : Preeklampsia 
𝑋1 : Usia 
𝑋2 : Paritas 
𝑋3 : Riwayat Hipertensi 
𝑋4 : Jarak Kehamilan 
𝑋5 : Keharmonisan Rumah Tangga 
𝑋6 : Konsumsi Makanan Asin 






3.2 Variabel Penelitian 
Adapun variabel-variabel yang digunakan pada penelitian ini, 
yaitu pada Tabel 3.2. 
Tabel 3.2 Variabel Respon dan Variabel Prediktor  
Variabel Nama Variabel Keterangan Skala 








































3.3 Metode Penelitian  
Metode yang digunakan pada penelitian ini, yaitu analisis regresi 
logistik dan machine learning. Pengolahan data pada penelitian ini 
menggunakan bantuan Software RStudio dan Software Python. 
Tahapan analisis yang dilakukan adalah sebagai berikut. 
1. Melakukan analisis deskriptif untuk memberikan gambaran 
umum. 
2. Melakukan pendugaan parameter model penuh dengan 
pendekatan statistika menggunakan Maximum Likelihood 
Estimation pada subbab 2.1.2.1 dan pendugaan parameter dengan 
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pendekatan statistika menggunakan Gradient Descent pada 
subbab 2.1.2.2. 
3. Membentuk model logistik dengan melibatkan semua prediktor 
sesuai dengan persamaan (2.2) pada subbab 2.1.2. 
4. Melakukan pendeteksian multikolinieritas antar peubah prediktor 
dengan menghitung nilai Variance Inflation Factor sesuai dengan 
persamaan (2.12) pada subbab 2.1.3. Apabila asumsi terpenuhi, 
maka selanjutnya dilakukan pengujian parameter dan apabila 
asumsi tidak terpenuhi, maka dilakukan penanganan asumsi 
multikolinieritas. 
5. Melakukan pengujian parameter model secara serentak sesuai 
dengan persamaan (2.15) pada subbab 2.1.4.1 dan pengujian 
parameter secara parsial sesuai dengan persamaan (2.16) pada 
subbab 2.1.4.2. 
6. Membentuk model terbaik dengan metode backward elimination 
dengan ketentuan sesuai pada subbab 2.1.4.3. 
7. Melakukan uji kesesuaian model dengan deviance sesuai dengan 
persamaan (2.17) pada subbab 2.1.5. 
8. Melakukan interpretasi koefisien parameter dengan odds ratio 
sesuai dengan persamaan (2.18) pada subbab 2.1.6. 
9. Menghitung ketepatan klasifikasi menggunakan confusion matrix 
dengan menghitung accuracy, precision, recall dan F1 Score 
sesuai dengan persamaan (2.20), persamaan (2.21), persamaan 

















3.4 Diagram Alir  




Pendugaan Parameter  dengan Pendekatan Statistika (MLE) 
dan Pendekatan Machine Learning (Gradient Descent)
Pengujian Kesesuaian Model dengan deviance
Pengujian Parameter secara
 Serentak dan Parsial
Interpretasi Koefisien Parameter 
menggunakan Odds Ratio 









Model Terbaik dengan Metode 
Backward Elimination
 




HASIL DAN PEMBAHASAN 
4.1 Statistika Deskriptif 
Statistika deskriptif digunakan untuk mengetahui gambaran 
umum tentang kejadian preeklampsia dengan faktor-faktor yang 
mempengaruhi kejadian preeklampsia di Kota Malang. 
4.1.1 Preeklampsia 
Gambaran umum dari variabel preeklampsia ibu hamil di Kota 
Malang yang ditunjukkan pada Gambar 4.1. 
 
 
Gambar 4.1 Pie chart Preeklampsia 
Gambar 4.1 menunjukkan bahwa dari 205 ibu hamil, terdapat 
65 ibu hamil yang mengalami kejadian preeklampsia sebesar 32% dan 
140 ibu hamil yang tidak mengalami kejadian preeklampsia sebesar 
68%. 
4.1.1 Usia 
Gambaran umum dari variabel usia ibu hamil di Kota Malang 


















Gambar 4.2 Bar Chart Usia 
Gambar 4.2 menunjukkan bahwa ibu hamil yang memiliki usia 
tidak berisiko sebanyak 133 dimana 4% ibu hamil mengalami 
preeklampsia dan 96% ibu hamil tidak mengalami preeklampsia. 
Untuk ibu hamil yang memiliki usia yang berisiko sebanyak 72 
dimana 83% ibu hamil mengalami preeklampsia dan 17% ibu hamil 
tidak mengalami preeklampsia. 
4.1.2 Paritas 
Gambaran umum dari variabel paritas ibu hamil di Kota Malang 
yang ditunjukkan pada Gambar 4.3. 
 
 
































Gambar 4.3 menunjukkan bahwa ibu hamil yang memiliki 
paritas tidak berisiko sebanyak 133 dimana 19% ibu hamil mengalami 
preeklampsia dan 81% ibu hamil tidak mengalami preeklampsia. 
Untuk ibu hamil yang memiliki paritas yang berisiko sebanyak 72 
dimana 56% ibu hamil mengalami preeklampsia dan 44% ibu hamil 
tidak mengalami preeklampsia. 
4.1.3 Riwayat Hipertensi 
Gambaran umum dari variabel Riwayat hipertensi ibu hamil di 
Kota Malang yang ditunjukkan pada Gambar 4.4. 
 
 
Gambar 4.4 Bar Chart Riwayat Hipertensi 
Gambar 4.4 menunjukkan bahwa ibu hamil yang tidak memiliki 
riwayat hipertensi sebanyak 135 dimana 1% ibu hamil mengalami 
preeklampsia dan 99% ibu hamil tidak mengalami preeklampsia. 
Untuk ibu hamil yang memiliki riwayat hipertensi sebanyak 70 
dimana 90% ibu hamil mengalami preeklampsia dan 10% ibu hamil 
tidak mengalami preeklampsia. 
4.1.4 Jarak Kehamilan  
Gambaran umum dari variabel jarak kehamilan ibu hamil di 
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Gambar 4.5 Bar Chart Jarak Kehamilan 
Gambar 4.5 menunjukkan bahwa ibu hamil yang memiliki jarak 
kehamilan tidak berisiko sebanyak 153 dimana 25% ibu hamil 
mengalami preeklampsia dan 75% ibu hamil tidak mengalami 
preeklampsia. Untuk ibu hamil yang memiliki jarak kehamilan 
berisiko sebanyak 52 dimana 50% ibu hamil mengalami preeklampsia 
dan 50% ibu hamil tidak mengalami preeklampsia. 
4.1.5 Keharmonisan Rumah Tangga 
Gambaran umum dari variabel keharmonisan rumah tangga ibu 
hamil di Kota Malang yang ditunjukkan pada Gambar 4.6. 
 
 




























Tidak preeklampsia 122 18
Keharmonisan  Rumah Tangga
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Gambar 4.6 menunjukkan bahwa ibu hamil yang memiliki 
rumah tangga harmonis sebanyak 145 dimana 16% ibu hamil 
mengalami preeklampsia dan 84% ibu hamil tidak mengalami 
preeklampsia. Untuk ibu hamil yang tidak memili rumah tangga 
harmonis sebanyak 60 dimana 70% ibu hamil mengalami 
preeklampsia dan 30% ibu hamil tidak mengalami preeklampsia. 
4.1.6 Konsumsi Makanan Asin 
Gambaran umum dari variabel konsumsi makanan asin ibu 
hamil di Kota Malang yang ditunjukkan pada Gambar 4.7. 
 
 
Gambar 4.7 Bar Chart Konsumsi Makan Asin 
Gambar 4.7 menunjukkan bahwa ibu hamil yang tidak 
mengkonsumsi makanan asin sebanyak 116 dimana 3% ibu hamil 
mengalami preeklampsia dan 97% ibu hamil tidak mengalami 
preeklampsia. Untuk ibu hamil yang mengkonsumsi makanan asin 
sebanyak 89 dimana 69% ibu hamil mengalami preeklampsia dan 31% 
ibu hamil tidak mengalami preeklampsia. 
4.1.7 Konsumsi Buah dan Sayur 
Gambaran umum dari variabel konsumsi buah dan sayur ibu 
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Gambar 4.8 Bar Chart Konsumsi Buah dan Sayur 
Gambar 4.8 menunjukkan bahwa ibu hamil yang 
mengkonsumsi buah dan sayur sebanyak 141 dimana 23% ibu hamil 
mengalami preeklampsia dan 77% ibu hamil tidak mengalami 
preeklampsia. Untuk ibu hamil yang tidak mengkonsumsi buah dan 
sayur sebanyak 64 dimana 52% ibu hamil mengalami preeklampsia 
dan 48% ibu hamil tidak mengalami preeklampsia.  
4.2 Regresi Logistik 
Analisis regresi logistik dilakukan untuk mengetahui faktor yang 
mempengaruhi kejadian ibu hamil yang mengalami preeklampsia. 
4.2.1 Pendugaan Parameter 
Penduga parameter dengan pendekatan statistika menggunakan 
Maximum Likelihood Estimation dan pendekatan machine learning 
meggunakan Gradient Descent untuk semua variabel prediktor yang 
dapat dilihat pada Tabel 4.1 dan Tabel 4.2. 
Tabel 4.1 Hasil Pendugaan Parameter Menggunakan MLE 
Variabel ?̂?𝑗 Selang Kepercayaan 
Intersep -12,7809 −30,3258 < 𝛽 < −6,5670 
𝑋1(1) 4,6506 2,05586 < 𝛽 < 8,5378 
𝑋2(1) 5,2759 1,6791 < 𝛽 < 12,0304 
𝑋3(1) 7,5536 3,5780 < 𝛽 < 16,0701 
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Tabel 4.1 Hasil Pendugaan Parameter Menggunakan MLE 
(Lanjutan) 
Variabel ?̂?𝑗 Selang Kepercayaan 
𝑋5(1) 0,2041 −3,6805 < 𝛽 < 4,1248 
𝑋6(1) 4,4514 1,4568 < 𝛽 < 10,9370 
𝑋7(1) 0,2154 −2,3435 < 𝛽 < 2,9087 
Tabel 4.1 menunjukkan model penuh dengan seluruh variabel 
prediktor. Model logistik yang diperoleh sebagai berikut. 
 
𝜋(𝑥) =  
exp(
−12,7809 + 4,6506𝑋1(1) + 5,2759𝑋2(1) +




−12,7809 + 4,6506𝑋1(1) + 5,2759𝑋2(1) +
+7,5536𝑋3(1) − 0,5342 𝑋4(1) +0,2041𝑋5(1) +
+4,4514 𝑋6(1) +0,2154𝑋7(1)
)
   
Model logit yang diperoleh sebagai berikut: 
𝑔(𝑥) = −12,7809 + 4,6506𝑋1(1) + 5,2759𝑋2(1) + 
+7,5536𝑋3(1) − 0,5342 𝑋4(1) +0,2041𝑋5(1) + 
+4,4514 𝑋6(1) +0,2154𝑋7(1) 











Tabel 4.2 menunjukkan bahwa pendugaan parameter yang 
diperoleh dengan pendekatan machine learning menggunakan 
Gradient Descent berada di dalam selang kepercayaan pada Tabel 4.1. 
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Model logistik penuh dengan seluruh variabel prediktoryang diperoleh 
sebagai berikut. 
 
𝜋(𝑥) =  
exp(
−9,0395 + 4,0980𝑋1(1) + 3,6486𝑋2(1) +
+5,7577𝑋3(1) − 0,9628 𝑋4(1) +0,3250𝑋5(1) +
+3,1822 𝑋6(1) + 0,1248𝑋7(1)
)
1 + exp(
−9,0395 + 4,0980𝑋1(1) + 3,6486𝑋2(1) +
+5,7577𝑋3(1) − 0,9628 𝑋4(1) +0,3250𝑋5(1) +
+3,1822 𝑋6(1) + 0,1248𝑋7(1)
)
   
Model logit yang diperoleh sebagai berikut: 
𝑔(𝑥) = −9,0395 + 4,0980𝑋1(1) + 3,6486𝑋2(1) + 
+5,7577𝑋3(1) − 0,9628 𝑋4(1) +0,3250𝑋5(1) + 
+3,1822 𝑋6(1) + 0,1248𝑋7(1) 
4.2.2 Pendeteksian Multikolinieritas 
Pendeteksian adanya multikolinieritas dapat diketahui dengan 
melihat nilai Variance Inflation Factor (VIF). Nilai 𝑅2 yang 
digunakan merupakan nilai 𝑅𝑐𝑜𝑥−𝑠𝑛𝑒𝑙𝑙
2  karena variabel berskala 
kategorik. Berikut adalah nilai VIF untuk setiap varibel prediktor yang 
ditunjukkan pada Tabel 4.3. 
Tabel 4.3 Nilai VIF 
Variabel 𝑅𝑐𝑜𝑥−𝑠𝑛𝑒𝑙𝑙
2  VIF 
𝑋1 0,5011 2,0044 
𝑋2 0,1998 1,2497 
𝑋3 0,6326 2,7218 
𝑋4 0,1482 1,1740 
𝑋5 0,3644 1,5733 
𝑋6 0,4114 1,6989 
𝑋7 0,1193 1,1355 
Tabel 4.3 menunjukkan bahwa nilai VIF pada semua variabel 
prediktor bernilai lebih kecil dari 10 sehingga dapat disimpulkan 
bahwa tidak terdapat muktikolinieritas antar variabel prediktor. 
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4.2.3 Pengujian Signifikansi Parameter 
Pengujian signifikansi parameter bertujuan untuk menguji 
signifikansi koefisien 𝛽 dari model.  
 
4.2.3.1 Uji Serentak 
Uji serentak dilakukan untuk memeriksa signifikansi 
parameter 𝛽 terhadap variabel respon secara keseluruhan 
menggunakan Likelihood Ratio Test dengan uji hipotesis sebagai 
berikut: 
𝐻0 ∶  𝛽1 = 𝛽2 = ⋯ = 𝛽7 = 0 (Tidak terdapat pengaruh antara 
variabel prediktor terhadap kejadian ibu hamil yang mengalami 
preeklampsia) vs 
𝐻1 ∶  minimal ada satu 𝛽𝑗 ≠ 0 (Terdapat pengaruh antara variabel 
prediktor terhadap variabel respon kejadian ibu hamil yang 
mengalami preeklampsia) ; 𝑗 = 1,2, … ,7 
Berdasarkan perhitungan dengan statistik uji G diperoleh hasil 
sebesar 233,0447 dan 𝜒(0.05,6)
2  sebesar 12,5916. Nilai statistik uji G > 
𝜒(0.05,6)
2 , maka 𝐻0 ditolak. Sehingga dapat disimpulkan bahwa 
minimal terdapat satu variabel prediktor yang berpengaruh terhadap 
variabel respon kejadian ibu hamil yang mengalami preeklampsia. 
4.2.3.2 Uji Parsial 
Pengujian secara parsial dilakukan untuk mengetahui 
signifikansi setiap parameter terhadap variabel respon. Uji parsial 
yang digunakan adalah uji Wald yang ditunjukkan pada Tabel 4.4. 
Hipotesis: 
𝐻0 ∶  𝛽𝑗 = 0 (Variabel prediktor ke-j tidak berpengaruh terhadap   
variabel respon) vs 
𝐻1 ∶  𝛽𝑗 ≠ 0   (Variabel prediktor ke-j berpengaruh terhadap   variabel 
respon) ; 𝑗 = 1,2,… ,7 
Tabel 4.4 Hasil Uji Parsial 
Variabel ?̂?𝑗 SE Wald Nilai-p Keputusan 
𝑋1(1) 4,6506 1,5606 2,9800 0,0029 Tolak 𝐻0 
𝑋2(1) 5,2759 2,5064 2,1050 0,0353 Tolak 𝐻0 
𝑋3(1) 7,5536 2,8104 2,6880 0,0072 Tolak 𝐻0 
𝑋4(1) -0,5342 1,8133 -0,2950 0,7683 Terima 𝐻0 
34 
 
Tabel 4. Hasil Uji Parsial (Lanjutan) 
Variabel ?̂?𝑗 SE Wald Nilai-p Keputusan 
𝑋5(1) 0,2041 1,7098 0,1190 0,9050 Terima 𝐻0 
𝑋6(1) 4,4514 2,1976 2,0260 0,0428 Tolak 𝐻0 
𝑋7(1) 0,2154 1,2601 0,1710 0,8643 Terima 𝐻0 
Tabel 4.4 menunjukkan bahwa terdapat 4 variabel prediktor 
yang berpengaruh dari hasil 𝑊2 > 𝜒(1,0,05)
2  dan hasil nilai-p < 𝛼 
dengan nilai  𝜒(1,0,05)
2 = 3.8415 dan  𝛼 = 0,05 yang berarti 𝐻0 ditolak. 
Sehingga dapat disimpulkan bahwa ada empat variabel prediktor yang 
berpengaruh terhadap kejadian preeklampsia, yaitu usia, paritas, 
riwayat hipertensi dan konsumsi makanan asin. Sedangkan untuk 
variabel jarak kehamilan, keharmonisan rumah tangga, dan konsumsi 
buah dan sayur tidak signifikan dari hasil 𝑊2 < 𝜒(1,0,05)
2  dan hasil 
nilai-p > 𝛼 dengan nilai  𝜒(1,0,05)
2 = 3.8415 dan  𝛼 = 0,05 yang berarti 
𝐻0 diterima, sehingga variabel tersebut tidak berpengaruh terhadap 
kejadian preeklampsia.  
4.2.3.3 Model Terbaik 
Model terbaik didapatkan dengan menggunakan metode 
backward elimination dengan tujuan untuk mendapatkan model 
terbaik melalui seleksi variabel. Hasil backward elimination tahap 
pertama ditunjukkan pada Tabel 4.5.  
Tabel 4.5 Hasil Backward Elimination Tahap Pertama 
Variabel ?̂?𝑗 SE Wald Nilai-p Keputusan 
𝑋1(1) 4,6506 1,5606 2,9800 0,0029 Tolak 𝐻0 
𝑋2(1) 5,2759 2,5064 2,1050 0,0353 Tolak 𝐻0 
𝑋3(1) 7,5536 2,8104 2,6880 0,0072 Tolak 𝐻0 
𝑋4(1) -0,5342 1,8133 -0,2950 0,7683 Terima 𝐻0 
𝑋5(1) 0,2041 1,7098 0,1190 0,9050 Terima 𝐻0 
𝑋6(1) 4,4514 2,1976 2,0260 0,0428 Tolak 𝐻0 
𝑋7(1) 0,2154 1,2601 0,1710 0,8643 Terima 𝐻0 
 Tabel 4.5 menunjukkan bahwa hasil backward elimination 
tahap pertama hasil 𝑊2 < 𝜒(1,0,05)




2 = 3.8415 dan  𝛼 = 0,05 yang berarti 𝐻0 diterima, sehingga 
terdapat tiga variabel yang tidak berpengaruh terhadap kejadian ibu 
hamil yang mengalami preeklampsia, yaitu variabel jarak kehamilan, 
keharmonisan rumah tangga, dan konsumsi buah dan sayur. Dari 
ketiga variabel tersebut dilakukan eliminasi terhadap variabel yang 
memiliki nilai-p terbesar yaitu variabel keharmonisan rumah tangga 
dengan nilai-p sebesar 0,9050, sehingga hasil model backward 
elimination tahap kedua ditunjukkan pada Tabel 4.6.  
Tabel 4.6 Hasil Backward Elimination Tahap Kedua 
Variabel ?̂?𝑗 SE Wald Nilai-p Keputusan 
𝑋1(1) 4,6124      1,5254 3,0240 0,0025 Tolak 𝐻0 
𝑋2(1) 5,1305 2,1133 2,4280 0,0152 Tolak 𝐻0 
𝑋3(1) 7,4895 2,6585 2,8170 0,0049 Tolak 𝐻0 
𝑋4(1)  -0,6104      1,6783 -0,3640 0,7161 Terima 𝐻0 
𝑋6(1) 4,3460      1,9300 2,2520 0,0243 Tolak 𝐻0 
𝑋7(1) 0,2127     1,2593 0,1690 0,8659 Terima 𝐻0 
Tabel 4.6 menunjukkan bahwa hasil backward elimination tahap 
kedua hasil 𝑊2 < 𝜒(1,0,05)
2  dan hasil nilai-p > 𝛼 dengan nilai  
𝜒(1,0,05)
2 = 3.8415 dan  𝛼 = 0,05 yang berarti 𝐻0 diterima, sehingga 
terdapat dua variabel yang tidak berpengaruh terhadap kejadian ibu 
hamil yang mengalami preeklampsia, yaitu variabel jarak kehamilan, 
dan konsumsi buah dan sayur. Dari kedua variabel tersebut dilakukan 
eliminasi terhadap variabel yang memiliki nilai-p terbesar yaitu 
variabel konsumsi buah dan sayur dengan nilai-p sebesar 0,8659, 
sehingga hasil model backward elimination tahap ketiga ditunjukkan 
pada Tabel 4.7. 
Tabel 4.7 Hasil Backward Elimination Tahap Ketiga 
Variabel ?̂?𝑗 SE Wald Nilai-p Keputusan 
𝑋1(1) 4,6350 2,5180 3,0540 0,0023 Tolak 𝐻0 
𝑋2(1) 5,2050 2,0780 2,5050 0,0123 Tolak 𝐻0 
𝑋3(1) 7,5010 2,6520 2,8280 0,0047 Tolak 𝐻0 
𝑋4(1) -0,6400 1,6650 -0,3480 0,7007 Terima 𝐻0 
𝑋6(1) 4,2550 1,8330 2,3220 0,0203 Tolak 𝐻0 
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Tabel 4.7 menunjukkan bahwa hasil backward elimination tahap 
ketiga hasil 𝑊2 < 𝜒(1,0,05)
2  dan hasil nilai-p > 𝛼 dengan nilai  
𝜒(1,0,05)
2 = 3.8415 dan  𝛼 = 0,05 yang berarti 𝐻0 diterima, sehingga 
terdapat satu variabel yang tidak berpengaruh terhadap kejadian ibu 
hamil yang mengalami preeklampsia, yaitu variabel jarak kehamilan. 
Kemudian dilakukan eliminasi terhadap variabel yang memiliki nilai-
p terbesar yaitu variabel jarak kehamilan dengan nilai-p sebesar 
0,7007, sehingga hasil model backward elimination tahap keempat 
ditunjukkan pada Tabel 4.8. 
Tabel 4.8 Hasil Backward Elimination Tahap Keempat 
Variabel ?̂?𝑗 SE Wald Nilai-p Keputusan 
𝑋1(1) 4,399       1,335    3,296  0,0010 Tolak 𝐻0 
𝑋2(1) 5,248       2,116    2,480  0,0131   Tolak 𝐻0 
𝑋3(1) 7,954       2,551    3,118  0,0018  Tolak 𝐻0 
𝑋6(1) 4,636       1,653    2,805  0,0050  Tolak 𝐻0 
Tabel 4.8 menunjukkan bahwa ada empat variabel yang 
memperoleh hasil 𝑊2 > 𝜒(1,0,05)
2  dan hasil nilai-p < 𝛼 dengan nilai  
𝜒(1,0,05)
2 = 3.8415 dan  𝛼 = 0,05 yang berarti 𝐻0 ditolak, yaitu 
variabel yang mempengaruhi preeklampsia adalah usia, paritas, 
riwayat hipertensi, konsumsi makan asin. Pendugaan parameter 
menggunakan maximum likelihood estimation dan gradient descent 
untuk model terbaik ditunjukkan pada Tabel 4.9 dan Tabel 4.10. 
Tabel 4.9 Hasil Pendugaan Parameter Model Terbaik 
Menggunakan MLE 
Variabel ?̂?𝑗 Selang Kepercayaan 
Intersep -13,1080 −23,0114 < 𝛽 < −7,2578 
𝑋1(1) 4,3990 2,1518 < 𝛽 < 7,7692 
𝑋2(1) 5,2480 1,8284 < 𝛽 < 10,0806 
𝑋3(1) 7,9540 4,0554 < 𝛽 < 14,4095 
𝑋6(1) 4,6360 1,9196 < 𝛽 < 8,6870 
Tabel 4.9 menunjukkan model terbaik menggunakan MLE, 
model regresi logistik yang diperoleh sebagai berikut. 
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𝜋(𝑥) =  
exp (
−13,1080 + 4,3990𝑋1(1) + 5,2480𝑋2(1) +
+7,9540𝑋3(1) + 4,6360𝑋6(1)
)
1 + exp (




Model logit yang diperoleh sebagai berikut. 
𝑔(𝑥) = −13,1080 + 4,3990𝑋1(1) + 5,2480𝑋2(1) + 
+7,9540𝑋3(1) + 4,6360𝑋6(1) 








Tabel 4.10 menunjukkan bahwa pendugaan parameter yang 
diperoleh dengan pendekatan machine learning menggunakan 
Gradient Descent berada di dalam selang kepercayaan pada Tabel 
4.10. Model terbaik menggunakan GD, model regresi logistik yang 
diperoleh sebagai berikut. 
𝜋(𝑥) =  
exp (
− 10,0160+ 3,7602𝑋1(1) + 3,6878𝑋2(1) +
+6,0457𝑋3(1) + 3,5749𝑋6(1)
)
1 + exp (




Model logit yang diperoleh sebagai berikut. 
𝑔(𝑥) = −10,0160+ 3,7602𝑋1(1) + 3,6878𝑋2(1) + 
+6,0457𝑋3(1) + 3,5749𝑋6(1) 
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4.2.4 Uji Kesesuaian Model 
Pengujian kesesuaian model dilakukan dengan menggunakan 
uji deviance, bertujuan untuk mengetahui apakah model yang 
terbentuk sudah sesuai atau tidak dengan hipotesis sebagai berikut: 
𝐻0 ∶ Model sesuai vs 
𝐻1 : Model tidak sesuai 
Berdasarkan hasil perhitungan dengan uji deviance, diperoleh 
nilai sebesar 256,104 dan nilai 𝜒(0.05,201)
2  = 235,0765, karena 
𝐷<𝜒(0.05,201)
2  dan juga diperoleh nilai-p sebesar 0,6061 dengan nilai 𝛼 
sebesar 0,05 sehingga nilai-p > 𝛼 maka 𝐻0 diterima. Hal ini 
menunjukkan bahwa model sudah sesuai dengan data, yang berarti 
bahwa tidak terdapat perbedaan yang nyata antara hasil observasi 
dengan kemungkinan hasil prediksi model.  
4.2.5 Interpretasi Koefisien Parameter 
Interpretasi model regresi logistik menggunakan nilai oods 
ratio yang menunjukkan kecenderungan kategori yang terdapat pada 
variabel prediktor. Hasil dari nilai odds ratio disajikkan pada Tabel 
4.11. 
Tabel 4.11 Nilai Odds Ratio 






Tabel 4.11 menunjukkan bahwa ibu hamil dengan usia berisiko 
memiliki peluang 81,3976 kali lebih besar mengalami preeklampsia 
dibandingkan dengan ibu hamil dengan usia yang tidak berisiko. Ibu 
hamil dengan paritas berisiko memiliki peluang 190,2672 kali lebih 
besar mengalami preeklampsia dibandingkan dengan ibu hamil 
dengan paritas yang tidak berisiko. Ibu hamil dengan dengan riwayat 
hipertensi memiliki peluang 2848,3530 kali lebih besar mengalami 
preeklampsia dibandingkan dengan ibu hamil yang tidak memiliki 
riwayat hipertensi. Ibu hamil yang mengkonsumsi makanan asin 
memiliki peluang 103,1734 kali lebih besar mengalami preeklampsia 
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dibandingkan dengan ibu hamil yang tidak mengkonsumsi makanan 
asin. 
4.2.6 Ketepatan Klasifikasi 
Ketepatan klasifikasi dari hasil observasi dan prediksi dari 
model preeklampsia di Kota Malang ditunjukkan pada Tabel 4.12. 




Tidak Preeklampsia Preeklampsia 
Tidak Preeklampsia 140 28 168 
Preeklampsia 0 37 37 
Total 140 65 205 
Tabel 4.12 menunjukkan confusion matrix dengan pendekatan 
statistika, kemudian dilakukan perhitungan sebagai berikut. 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
=
140 + 37




































= 2 × 0,4698 = 0,9396 
Ketepatan klasifikasi pada regresi logistik diperoleh hasil 
accuracy sebesar 0,8634 yang artinya mampu mengklasifikasikan 
dengan tepat sebesar 86,34%. Nilai precision sebesar 1 yang berarti 
peluang prediksi benar positif dibandingkan dengan keseluruhan hasil 
yang diprediksi positif sebesar 100%. Nilai recall sebesar 0,8861 yang 
berarti peluang prediksi benar positif dibandingkan dengan 
keseluruhan data yang benar positif sebesar 88,61%. Nilai F1 Score 
sebesar 0,9396 yang berarti peluang rata-rata presisi dan recall yang 
dibobotkan sebesar 93,96%. 
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Ketepatan klasifikasi dengan pendekatan machine learning dari 
hasil observasi dan prediksi dari model preeklampsia di Kota Malang 
ditunjukkan pada Tabel 4.13. 






Tidak Preeklampsia Preeklampsia 
Tidak Preeklampsia 140 0 140 
Preeklampsia 3 62 65 
Total 143 62 205 
Tabel 4.13 menunjukkan confusion matrix dengan pendekatan 
machine learning, kemudian dilakukan perhitungan sebagai berikut. 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
=
140 + 62




































= 2 × 0,4947 = 0,9894 
 
Ketepatan klasifikasi pada regresi logistik dengan pendekatan 
machine learning diperoleh hasil accuracy sebesar 0,9854 yang 
artinya mampu mengklasifikasikan dengan tepat sebesar 98,54%. 
Nilai precision sebesar 0,9790 yang berarti peluang prediksi benar 
positif dibandingkan dengan keseluruhan hasil yang diprediksi positif 
sebesar 97,90%. Nilai recall sebesar 1 yang berarti peluang prediksi 
benar positif dibandingkan dengan keseluruhan data yang benar 
positif sebesar 100%. Nilai F1 Score sebesar 0,9894 yang berarti 
peluang rata-rata presisi dan recall yang dibobotkan sebesar 98,94%. 
Hasil ketepatan klasifikasi confusion matrix dengan menggunakan 
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pendekatan statistika dan pendekatan machine learning ditunjukkan 
pada Tabel 4.14. 
Tabel 4.14 Hasil Ketepatan Klasifikasi 
Confusion Matrix Statistical Learning Machine learning 
Accuracy  0,8634 0,9854 
Precision  1 0,9790 
Recall  0,8861  1 
F1 Score  0,9396  0,9894 
Tabel 4.14 menunjukkan bahwa tingkat akurasi analisis regresi 
logistik dengan menggunakan pendekatan machine learning lebih 






























Kesimpulan yang diperoleh dari hasil analisis penelitian mengenai 
preeklampsia di Kota Malang adalah sebagai berikut. 
1. Hasil analisis regresi logistik diperoleh faktor-faktor yang 
mempengaruhi kejadian ibu hamil yang mengalami preeklampsia, 
yaitu usia (𝑋1), paritas (𝑋2), riwayat hipertensi (𝑋3), dan konsumsi 
makanan asin (𝑋6). 
Model regresi logistik dengan pendekatan statistika menggunakan 
Maximum Likelihood adalah sebagai berikut. 
𝜋(𝑥) =  
exp (
−13,1080 + 4,3990 + 5,2480𝑋2(1) +
+7,9540𝑋3(1) + 4,6360𝑋6(1)
)
1 + exp (




Model regresi logistik dengan pendekatan machine learning 
menggunakan Gradient Descent adalah sebagai berikut. 
𝜋(𝑥) =  
exp (
− 10,0160+ 3,7602𝑋1(1) + 3,6878𝑋2(1) +
+6,0457𝑋3(1) + 3,5749𝑋6(1)
)
1 + exp (




2. Berdasarkan hasil hasil ketepatan klasifikasi yang telah dilakukan, 
pada penelitian ini analisis regresi logistik dengan pendekatan 
machine learning memiliki nilai akurasi yang lebih tinggi 
dibandingkan dengan pendekatan statistika. Hal tersebut dapat 
dilihat nilai akurasi regresi logistik dengan pendekatan statitika 
sebesar 86,34% dan akurasi dengan pendekatan machine learning 
sebesar 98,57%. 
5.2 Saran 
Saran yang dapat diberikan oleh peneliti setelah melakukan 
penelitian mengenai preeklampsia di Kota Malang adalah sebagai 
berikut. 
1. Bagi pihak pemerinah daerah dan Dinas Kesehatan Kota Malang, 
sebaiknya memberikan perhatian lebih kepada masyarakat dengan 
memberikan penyuluhan dan memberikan wawasan tentang hal-
hal yang perlu dipersiapkan sebelum melakukan program 
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kehamilan agar mengurangi risiko kejadian preeklampsia 
sehingga dapat mengurangi angka kematian ibu. 
2. Bagi peneliti selanjutnya, sebaiknya menggunakan data skala 
rasio untuk memperoleh hasil yang lebih baik karena rasio 
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Lampiran 1. Data Variabel Prediktor dan Variabel Respon 
No. Y 𝑿𝟏 𝑿𝟐 𝑿𝟑 𝑿𝟒 𝑿𝟓 𝑿𝟔 𝑿𝟕 
1 0 0 0 0 0 0 1 1 
2 0 0 1 0 1 0 1 1 
3 0 0 1 0 0 1 1 1 
4 0 0 1 0 1 1 1 0 
5 0 0 0 1 0 1 1 0 
6 1 1 1 1 0 1 1 1 
7 1 1 1 1 0 0 1 0 
8 1 1 0 1 0 1 1 1 
9 1 1 0 1 0 0 1 0 
10 1 1 0 1 0 0 1 1 
11 1 1 0 1 0 1 1 0 
12 1 1 0 1 1 0 1 0 
13 1 0 1 1 0 1 1 0 
14 1 1 1 1 1 1 0 1 
15 1 1 1 1 0 1 1 0 
16 0 0 1 0 0 0 0 0 
17 0 0 1 0 0 0 0 1 
18 0 0 1 0 0 0 0 0 
19 0 0 1 0 0 0 0 1 
20 0 0 0 0 0 0 0 0 
21 0 0 0 0 0 0 0 0 
22 0 0 0 0 0 0 0 1 
23 0 0 0 0 1 0 1 0 
24 0 0 1 0 1 0 1 1 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
203 1 1 1 1 0 0 1 0 
204 1 1 1 1 1 1 1 1 
205 1 1 1 1 1 1 1 1 
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Lampiran 2. Syntax Regresi Logistik menggunakan Software 
RStudio 
library(readxl) 
data<- read_excel("D:/BISMILLAH SKRIPSI/SEMHAS/dataskripsinandia.xlsx") 
data  
 
cols <- c('Y','X1','X2','X3','X4','X5','X6','X7') 






















a<- glm(X1~X2+X3+X4+X5+X6+X7 ,data=data, family = binomial("logit")) 
b<- glm(X2~X1+X3+X4+X5+X6+X7 ,data=data, family = binomial("logit")) 
c<- glm(X3~X1+X2+X4+X5+X6+X7 ,data=data, family = binomial("logit")) 
d<- glm(X4~X1+X2+X3+X5+X6+X7 ,data=data, family = binomial("logit")) 
e<- glm(X5~X1+X2+X3+X4+X6+X7 ,data=data, family = binomial("logit")) 
f<- glm(X6~X1+X2+X3+X4+X5+X7 ,data=data, family = binomial("logit")) 
























model2 <- glm(Y ~ X1+X2+X3+X4+X6+X7,data=data, family = binomial("logit")) 
model2 
summary(model2) 
model3 <- glm(Y ~ X1+X2+X3+X4+X6,data=data, family = binomial("logit")) 
model3 
summary(model3) 










model.fun <- function(model.fit) 
{ 
  model.sum <- summary(model.fit) 
  odds.ratio <- cbind(OR=exp(model.fit$coef)) 
  my.list <- list(model.sum,odds.ratio) 
  names(my.list) <- c("Model Summary","OR Summary") 






prediksi <- predict(model4, data,type ="response") 
glmpred = ifelse(prediksi>0.98,"1","0") 





Lampiran 3. Output Regresi Logistik menggunakan Software 
RStudio 
> library(readxl) 
> data<- read_excel("D:/BISMILLAH SKRIPSI/SEMHAS/dataskripsinan
dia.xlsx") 
> data  
# A tibble: 205 x 8 
      X1    X2    X3    X4    X5    X6    X7     Y 
   <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> 
 1     0     0     0     0     0     1     1     0 
 2     0     1     0     1     0     1     1     0 
 3     0     1     0     0     1     1     1     0 
 4     0     1     0     1     1     1     0     0 
 5     0     0     1     0     1     1     0     0 
 6     1     1     1     0     1     1     1     1 
 7     1     1     1     0     0     1     0     1 
 8     1     0     1     0     1     1     1     1 
 9     1     0     1     0     0     1     0     1 
10     1     0     1     0     0     1     1     1 
# ... with 195 more rows 
>  
> cols <- c('Y','X1','X2','X3','X4','X5','X6','X7') 
> data[cols] <- lapply(data[cols], as.factor) 
> str(data) 
tibble [205 x 8] (S3: tbl_df/tbl/data.frame) 
 $ X1: Factor w/ 2 levels "0","1": 1 1 1 1 1 2 2 2 2 2 ... 
 $ X2: Factor w/ 2 levels "0","1": 1 2 2 2 1 2 2 1 1 1 ... 
 $ X3: Factor w/ 2 levels "0","1": 1 1 1 1 2 2 2 2 2 2 ... 
 $ X4: Factor w/ 2 levels "0","1": 1 2 1 2 1 1 1 1 1 1 ... 
 $ X5: Factor w/ 2 levels "0","1": 1 1 2 2 2 2 1 2 1 1 ... 
 $ X6: Factor w/ 2 levels "0","1": 2 2 2 2 2 2 2 2 2 2 ... 
 $ X7: Factor w/ 2 levels "0","1": 2 2 2 1 1 2 1 2 1 2 ... 





  0   1  
140  65  
> table(Y,X1) 
   X1 
Y     0   1 
  0 128  12 
  1   5  60 
> table(Y,X2) 
   X2 
Y     0   1 
  0 108  32 
  1  25  40 
> table(Y,X3) 
   X3 
Y     0   1 
  0 133   7 





Lampiran 3. Output Regresi Logistik menggunakan Software 
RStudio (Lanjutan) 
> table(Y,X4) 
   X4 
Y     0   1 
  0 114  26 
  1  39  26 
> table(Y,X5) 
   X5 
Y     0   1 
  0 122  18 
  1  23  42 
> table(Y,X6) 
   X6 
Y     0   1 
  0 112  28 
  1   4  61 
> table(Y,X7) 
   X7 
Y     0   1 
  0 109  31 
  1  32  33 
>  
> #Model Logistik# 




Call:  glm(formula = Y ~ X1 + X2 + X3 + X4 + X5 + X6 + X7, fami
ly = binomial("logit"),  
    data = data) 
 
Coefficients: 
(Intercept)          X11          X21          X31          X41          
X51          X61   
   -12.7809       4.6506       5.2759       7.5536      -0.5342       
0.2041       4.4514   
        X71   
     0.2154   
 
Degrees of Freedom: 204 Total (i.e. Null);  197 Residual 
Null Deviance:     256.1  
Residual Deviance: 23.06  AIC: 39.06 
> library(MASS) 
> confint(model1) 
                 2.5 %    97.5 % 
(Intercept) -30.325775 -6.567040 
X11           2.058628  8.537827 
X21           1.679084 12.030416 
X31           3.578004 16.070169 
X41          -4.328341  3.817389 
X51          -3.680536  4.124771 
X61           1.456806 10.936975 












> a<- glm(X1~X2+X3+X4+X5+X6+X7 ,data=data, family = binomial("l
ogit")) 
> b<- glm(X2~X1+X3+X4+X5+X6+X7 ,data=data, family = binomial("l
ogit")) 
> c<- glm(X3~X1+X2+X4+X5+X6+X7 ,data=data, family = binomial("l
ogit")) 
> d<- glm(X4~X1+X2+X3+X5+X6+X7 ,data=data, family = binomial("l
ogit")) 
> e<- glm(X5~X1+X2+X3+X4+X6+X7 ,data=data, family = binomial("l
ogit")) 
> f<- glm(X6~X1+X2+X3+X4+X5+X7 ,data=data, family = binomial("l
ogit")) 
> g<- glm(X7~X1+X2+X3+X4+X5+X6 ,data=data, family = binomial("l
ogit")) 
> pR2(a) 
fitting null model for pseudo-r2 
         llh      llhNull           G2     McFadden         r2M
L         r2CU  
 -61.6163150 -132.8806511  142.5286721    0.5363033    0.501056
2    0.6896999  
> pR2(b) 
fitting null model for pseudo-r2 
         llh      llhNull           G2     McFadden         r2M
L         r2CU  
-110.0290759 -132.8806511   45.7031503    0.1719707    0.199838
9    0.2750767  
> pR2(c) 
fitting null model for pseudo-r2 
         llh      llhNull           G2     McFadden         r2M
L         r2CU  
 -28.9848931 -131.6102837  205.2507812    0.7797673    0.632570
3    0.8748356  
> pR2(d) 
fitting null model for pseudo-r2 
         llh      llhNull           G2     McFadden         r2M
L         r2CU  
 -99.6526719 -116.0953704   32.8853970    0.1416310    0.148211
1    0.2186593  
> pR2(e) 
fitting null model for pseudo-r2 
         llh      llhNull           G2     McFadden         r2M
L         r2CU  
 -77.4834732 -123.9299793   92.8930123    0.3747802    0.364368
7    0.5193944  
> pR2(f) 
fitting null model for pseudo-r2 
         llh      llhNull           G2     McFadden         r2M
L         r2CU  
 -85.9824846 -140.3119466  108.6589241    0.3872048    0.411420
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> pR2(g) 
fitting null model for pseudo-r2 
         llh      llhNull           G2     McFadden         r2M
L         r2CU  
-114.2547256 -127.2733838   26.0373166    0.1022889    0.119276
3    0.1677337  
>  
> #Uji Simultan# 
> library(pscl) 
> pR2(model1) 
fitting null model for pseudo-r2 
         llh      llhNull           G2     McFadden         r2M
L         r2CU  
 -11.5295665 -128.0519340  233.0447350    0.9099618    0.679157
1    0.9521460  




glm(formula = Y ~ X1 + X2 + X3 + X4 + X5 + X6 + X7, family = bi
nomial("logit"),  
    data = data) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-1.0651  -0.0220  -0.0024   0.0146   3.3350   
 
Coefficients: 
            Estimate Std. Error z value Pr(>|z|)    
(Intercept) -12.7809     5.5438  -2.305  0.02114 *  
X11           4.6506     1.5606   2.980  0.00288 ** 
X21           5.2759     2.5064   2.105  0.03529 *  
X31           7.5536     2.8104   2.688  0.00719 ** 
X41          -0.5342     1.8133  -0.295  0.76831    
X51           0.2041     1.7098   0.119  0.90498    
X61           4.4514     2.1976   2.026  0.04281 *  
X71           0.2154     1.2601   0.171  0.86426    
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 256.104  on 204  degrees of freedom 
Residual deviance:  23.059  on 197  degrees of freedom 
AIC: 39.059 
 

















                 2.5 %    97.5 % 
(Intercept) -30.325775 -6.567040 
X11           2.058628  8.537827 
X21           1.679084 12.030416 
X31           3.578004 16.070169 
X41          -4.328341  3.817389 
X51          -3.680536  4.124771 
X61           1.456806 10.936975 
X71          -2.343533  2.908714 
>  




glm(formula = Y ~ X1 + X2 + X3 + X4 + X5 + X6 + X7, family = bi
nomial("logit"),  
    data = data) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-1.0651  -0.0220  -0.0024   0.0146   3.3350   
 
Coefficients: 
            Estimate Std. Error z value Pr(>|z|)    
(Intercept) -12.7809     5.5438  -2.305  0.02114 *  
X11           4.6506     1.5606   2.980  0.00288 ** 
X21           5.2759     2.5064   2.105  0.03529 *  
X31           7.5536     2.8104   2.688  0.00719 ** 
X41          -0.5342     1.8133  -0.295  0.76831    
X51           0.2041     1.7098   0.119  0.90498    
X61           4.4514     2.1976   2.026  0.04281 *  
X71           0.2154     1.2601   0.171  0.86426    
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 256.104  on 204  degrees of freedom 
Residual deviance:  23.059  on 197  degrees of freedom 
AIC: 39.059 
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Call:  glm(formula = Y ~ X1 + X2 + X3 + X4 + X6 + X7, family = b
inomial("logit"),  
    data = data) 
 
Coefficients: 
(Intercept)          X11          X21          X31          X41          
X61          X71   
   -12.4108       4.6124       5.1305       7.4895      -0.6104       
4.3460       0.2127   
 
Degrees of Freedom: 204 Total (i.e. Null);  198 Residual 
Null Deviance:     256.1  




glm(formula = Y ~ X1 + X2 + X3 + X4 + X6 + X7, family = binomia
l("logit"),  
    data = data) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-1.0985  -0.0251  -0.0029   0.0144   3.3274   
 
Coefficients: 
            Estimate Std. Error z value Pr(>|z|)    
(Intercept) -12.4108     4.3260  -2.869  0.00412 ** 
X11           4.6124     1.5254   3.024  0.00250 ** 
X21           5.1305     2.1133   2.428  0.01519 *  
X31           7.4895     2.6585   2.817  0.00484 ** 
X41          -0.6104     1.6783  -0.364  0.71609    
X61           4.3460     1.9300   2.252  0.02433 *  
X71           0.2127     1.2593   0.169  0.86587    
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 256.104  on 204  degrees of freedom 
Residual deviance:  23.073  on 198  degrees of freedom 
AIC: 37.073 
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Call:  glm(formula = Y ~ X1 + X2 + X3 + X4 + X6, family = binom
ial("logit"),  
    data = data) 
 
Coefficients: 
(Intercept)          X11          X21          X31          X41          
X61   
    -12.273        4.635        5.205        7.501       -0.640        
4.255   
 
Degrees of Freedom: 204 Total (i.e. Null);  199 Residual 
Null Deviance:     256.1  




glm(formula = Y ~ X1 + X2 + X3 + X4 + X6, family = binomial("lo
git"),  
    data = data) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-1.0906  -0.0257  -0.0031   0.0134   3.2914   
 
Coefficients: 
            Estimate Std. Error z value Pr(>|z|)    
(Intercept)  -12.273      4.209  -2.916  0.00354 ** 
X11            4.635      1.518   3.054  0.00225 ** 
X21            5.205      2.078   2.505  0.01225 *  
X31            7.501      2.652   2.828  0.00468 ** 
X41           -0.640      1.665  -0.384  0.70073    
X61            4.255      1.833   2.322  0.02025 *  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 256.104  on 204  degrees of freedom 
Residual deviance:  23.102  on 199  degrees of freedom 
AIC: 35.102 
 













Lampiran 3. Output Regresi Logistik menggunakan Software 
RStudio (Lanjutan) 




Call:  glm(formula = Y ~ X1 + X2 + X3 + X6, family = binomial("
logit"),  
    data = data) 
 
Coefficients: 
(Intercept)          X11          X21          X31          X61   
    -13.108        4.399        5.248        7.954        4.636   
 
Degrees of Freedom: 204 Total (i.e. Null);  200 Residual 
Null Deviance:     256.1  




glm(formula = Y ~ X1 + X2 + X3 + X6, family = binomial("logit")
,  
    data = data) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-1.2181  -0.0182  -0.0020   0.0147   3.2122   
 
Coefficients: 
            Estimate Std. Error z value Pr(>|z|)     
(Intercept)  -13.108      3.926  -3.339 0.000841 *** 
X11            4.399      1.335   3.296 0.000981 *** 
X21            5.248      2.116   2.480 0.013142 *   
X31            7.954      2.551   3.118 0.001820 **  
X61            4.636      1.653   2.805 0.005038 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 256.104  on 204  degrees of freedom 
Residual deviance:  23.245  on 200  degrees of freedom 
AIC: 33.245 
 





                 2.5 %    97.5 % 
(Intercept) -23.011408 -7.257783 
X11           2.151778  7.769269 
X21           1.828424 10.080572 
X31           4.055402 14.409526 














 Hosmer and Lemeshow test (binary model) 
 
data:  data$Y, fitted(model4) 
X-squared = 2.7177, df = 4, p-value = 0.6061 
 
>  
> #Odds Ratio# 
> model.fun <- function(model.fit) 
+ { 
+   model.sum <- summary(model.fit) 
+   odds.ratio <- cbind(OR=exp(model.fit$coef)) 
+   my.list <- list(model.sum,odds.ratio) 
+   names(my.list) <- c("Model Summary","OR Summary") 






glm(formula = Y ~ X1 + X2 + X3 + X6, family = binomial("logit")
,  
    data = data) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-1.2181  -0.0182  -0.0020   0.0147   3.2122   
 
Coefficients: 
            Estimate Std. Error z value Pr(>|z|)     
(Intercept)  -13.108      3.926  -3.339 0.000841 *** 
X11            4.399      1.335   3.296 0.000981 *** 
X21            5.248      2.116   2.480 0.013142 *   
X31            7.954      2.551   3.118 0.001820 **  
X61            4.636      1.653   2.805 0.005038 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 256.104  on 204  degrees of freedom 
Residual deviance:  23.245  on 200  degrees of freedom 
AIC: 33.245 
 
Number of Fisher Scoring iterations: 9 
 
$`OR Summary` 
                      OR 
(Intercept) 2.029272e-06 
X11         8.139759e+01 
X21         1.902672e+02 
X31         2.848353e+03 
X61         1.031734e+02 
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>  
> #Ketepatan Klasifikasi# 
> nilai <-as.factor(data$Y) 
> prediksi <- predict(model4, data,type ="response") 
> glmpred = ifelse(prediksi>0.98,"1","0") 
> predicted <- as.factor(glmpred) 
> library(caret) 
> confusionMatrix(predicted,nilai) 
Confusion Matrix and Statistics 
 
          Reference 
Prediction   0   1 
         0 140  28 
         1   0  37 
                                           
               Accuracy : 0.8634           
                 95% CI : (0.8087, 0.9073) 
    No Information Rate : 0.6829           
    P-Value [Acc > NIR] : 1.985e-09        
                                           
                  Kappa : 0.6435           
                                           
 Mcnemar's Test P-Value : 3.352e-07        
                                           
            Sensitivity : 1.0000           
            Specificity : 0.5692           
         Pos Pred Value : 0.8333           
         Neg Pred Value : 1.0000           
             Prevalence : 0.6829           
         Detection Rate : 0.6829           
   Detection Prevalence : 0.8195           
      Balanced Accuracy : 0.7846           
                                           
       'Positive' Class : 0                
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#1 
import pandas as pd 








label, freq = np.unique(df.iloc[:,-1], return_counts = True) 
print("the dimension of dataset : \n", df.shape) 




    b = random.random() 
    w = np.random.rand(dim) 
    return b,w 
b,w = initialize_betas(X.shape[1]) 
print(b,w) 
w.shape 
def sigmoid(b, w ,X): 
    Z = b + np.matmul(X,w) 
    return (1.0 / (1 + np.exp(-Z))) 
y_hat = sigmoid(b,w,X) 
def get_cost( Y, y_hat): 
       
        return - np.sum(np.dot(Y.T,np.log(1-y_hat)+ np.dot((1-Y).T,np
.log(1-y_hat)))) / ( len(Y)) 
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current_cost= get_cost(Y,y_hat) 
def update_beta (b_0, w_0 , y , y_hat, X_new, alpha): 
    db = np.sum( y_hat - y)/ len(y) 
    b_0 = b_0 - alpha * db 
    dw = np.dot((y_hat - y), X_new)/ len(y) 
    w_0 = w_0 - alpha * dw 
    
    return b_0,w_0 
 
num_iterations = 42900 
alpha = 0.05 
 
all_costs = [] 
b,w = initialize_betas(X.shape[1]) 
print("initial guess of b and w: " , b ,w) 
 
for each_iter in range (num_iterations ): 
    y_hat = sigmoid(b, w , X) 
    current_cost = get_cost (Y, y_hat) 
    prev_b = b 
    prev_w = w 
    b, w = update_beta (prev_b, prev_w, Y, y_hat, X, alpha) 
    all_costs.append(current_cost) 
    if each_iter % 100 == 0: 
        print('Iteration: ', each_iter, 'Cost: ', current_cost) 
        each_iter += 1 
 
print("Final estimates of b and w are: ", b,w) 
 
from sklearn.linear_model import LogisticRegression 
 
lreg = LogisticRegression(C=29) 
lmodel = lreg.fit(X, Y) 
lmodel.intercept_ 
lmodel.coef_ 
from sklearn.metrics import confusion_matrix 
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from sklearn.metrics import confusion_matrix 
confusion_matrix = confusion_matrix(Y, y_hat) 
print(confusion_matrix) 




import pandas as pd 









label, freq = np.unique(df.iloc[:,-1], return_counts = True) 
print("the dimension of dataset : \n", df.shape) 




    b = random.random() 
    w = np.random.rand(dim) 
    return b,w 









def sigmoid(b, w ,X): 
    Z = b + np.matmul(X,w) 
    return (1.0 / (1 + np.exp(-Z))) 
y_hat = sigmoid(b,w,X) 
def get_cost( Y, y_hat): 
    
        return - np.sum(np.dot(Y.T,np.log(1-y_hat)+ np.dot((1-Y).T,np




def update_beta (b_0, w_0 , y , y_hat, X_new, alpha): 
    db = np.sum( y_hat - y)/ len(y) 
    b_0 = b_0 - alpha * db 
    dw = np.dot((y_hat - y), X_new)/ len(y) 
    w_0 = w_0 - alpha * dw 
    
    return b_0,w_0 
 
num_iterations = 54000 
alpha = 0.05 
 
all_costs = [] 
b,w = initialize_betas(X.shape[1]) 
print("initial guess of b and w: " , b ,w) 
 
for each_iter in range (num_iterations ): 
    y_hat = sigmoid(b, w , X) 
    current_cost = get_cost (Y, y_hat) 
    prev_b = b 
    prev_w = w 
    b, w = update_beta (prev_b, prev_w, Y, y_hat, X, alpha) 
    all_costs.append(current_cost) 
    if each_iter % 100 == 0: 
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        print('Iteration: ', each_iter, 'Cost: ', current_cost) 
        each_iter += 1 
   
print("Final estimates of b and w are: ", b,w) 
 
from sklearn.linear_model import LogisticRegression 
 
lreg = LogisticRegression(C=29) 




from sklearn.metrics import confusion_matrix 
 




from sklearn.metrics import confusion_matrix 
confusion_matrix = confusion_matrix(Y, y_hat) 
print(confusion_matrix) 
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PS C:\Users\admin\Documents\python> & 
C:/Users/admin/AppData/Local/Microsoft/WindowsApps/python3.9.
exe "d:/BISMILLAH SKRIPSI/Hasil/ML1.py" 
 X1  X2  X3  X4  X5  X6  X7  Y 
0     0   0   0   0   0   1   1  0 
1     0   1   0   1   0   1   1  0 
2     0   1   0   0   1   1   1  0 
3     0   1   0   1   1   1   0  0 
4     0   0   1   0   1   1   0  0 
..   ..  ..  ..  ..  ..  ..  .. .. 
200   0   0   0   0   0   0   1  0 
201   1   1   1   0   0   1   0  1 
202   1   1   1   0   0   1   0  1 
203   1   1   1   1   1   1   1  1 
204   1   1   1   1   1   1   1  1 
[205 rows x 8 columns] 
the dimension of dataset : 
 (205, 8) 
the data classes:  [0 1]   frequency:  [140  65] 
initial guess of b and w:  0.27148328155699253 [0.21745675 
0.62438056   0.22162709   0.77888905   0.93800953    0.77277366 
 0.59471706] 
Iteration:  0 Cost:  61.85452069847145 
Iteration:  100 Cost:  20.596577728075633 
Iteration:  200 Cost:  13.840419492459489 
Iteration:  300 Cost:  11.194912377407318 
Iteration:  400 Cost:  9.64560065554978 
Iteration:  500 Cost:  8.608872922370283 
..   ..  ..  ..  .. .. 
Iteration:  42000 Cost:  3.0173531970742777 
Iteration:  42100 Cost:  3.01735107672703 
Iteration:  42200 Cost:  3.017349666489131 
Iteration:  42300 Cost:  3.0173489590796 
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Iteration:  42500 Cost:  3.017349624024193 
Iteration:  42600 Cost:  3.017350982215658 
Iteration:  42700 Cost:  3.0173530149081933 
Iteration:  42800 Cost:  3.01735571521406 
Final estimates of b and w are:  -9.039514577586978 [ 4.09796838  
3.64860246  5.75565703 -0.96276178  0.32497764  3.18218954 
0.12477611] 
[0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 
 1 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 1] 
[0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 
 1 1 1 1 0 0 0 1 1 1 1 1 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 1] 
 [[140   0] 
 [  2  63]] 
              precision    recall  f1-score   support 
 
           0       0.99      1.00      0.99       140 
           1       1.00      0.97      0.98        65 
 
    accuracy                                    0.99       205 
   macro avg         0.99      0.98      0.99       205 
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PS C:\Users\admin\Documents\python> & 
C:/Users/admin/AppData/Local/Microsoft/WindowsApps/python3.9.
exe "d:/BISMILLAH SKRIPSI/Hasil/ML2.py" 
     X1  X2  X3  X6  Y 
0     0   0   0   1  0 
1     0   1   0   1  0 
2     0   1   0   1  0 
3     0   1   0   1  0 
4     0   0   1   1  0 
..   ..  ..  ..  .. .. 
200   0   0   0   0  0 
201   1   1   1   1  1 
202   1   1   1   1  1 
203   1   1   1   1  1 
204   1   1   1   1  1 
[205 rows x 5 columns] 
the dimension of dataset : 
 (205, 5) 
the data classes:  [0 1]   frequency:  [140  65] 
initial guess of b and w:  0.6670687671777763 [0.03743708 
0.23209604 0.69311971 0.74706117] 
Iteration:  0 Cost:  56.672390480510245 
Iteration:  100 Cost:  21.436189677617715 
Iteration:  200 Cost:  14.442736618355415 
Iteration:  300 Cost:  11.504717009296275 
Iteration:  400 Cost:  9.806091224750473 
Iteration:  500 Cost:  8.690186236011332 
..   ..  ..  ..  .. .. 
Iteration:  53400 Cost:  3.093051317188447 
Iteration:  53500 Cost:  3.0930479377178224 
Iteration:  53600 Cost:  3.0930451161830077 
Iteration:  53700 Cost:  3.093042848695105 
Iteration:  53800 Cost:  3.09304113139469 
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Final estimates of b and w are:  -10.015041072006065 [3.75995536 
3.68730682 6.04507085 3.57454723] 
[0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 
 1 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 1] 
[0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 
 1 1 1 1 0 0 0 1 1 1 1 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 1] 
[[140   0] 
 [  3  62]] 
              precision    recall  f1-score   support 
 
           0       0.98      1.00      0.99       140 
           1       1.00      0.95      0.98        65 
 
    accuracy                                  0.99       205 
   macro avg       0.99      0.98      0.98       205 
weighted avg       0.99      0.99      0.99       205 
 
 
 
 
 
 
 
 
 
 
 
