In this paper, we examine the superconvergence property of iterates of numerical solutions to both Fredholm integral equations of the second kind and to nonlinear Hammerstein equations. The iterates are obtained by applying a class of multiwavelets developed by Alpert.
INTRODUCTION
In this paper, we present the results on superconvergence of the iterated variants of the numerical solutions obtained by the wavelet degenerate kernel method. The use of wavelets in the degenerate kernel method plays a critical role in obtaining this superconvergence which is the convergence that converges faster than generally expected. Superconvergence of the iterated variants for the Galerkin method as well as the collocation method has been studied extensively in recent years [1] [2] [3] . We remark that, as the method of Alpert is the Galerkin method, we expect that there would be a superconvergence when this solution is iterated. In this paper, we take advantage of the orthonormality of the wavelet basis, resulting in a least-squares approximation of the kernel, to obtain the superconvergence in the L 2 norm of the wavelet degenerate kernel method. Fredholm equations of the second kind with smooth as well as weakly singular kernels will be treated. Finally, the results obtained in relation to the Fredholm equations will be extended to a class of nonlinear Hammerstein equations with kernels having similar characteristics.
Multiwavelet bases and Fredholm equations
Making use of the multiresolution analysis developed by Mallet 4 and Meyer 5 , Alpert 6 
It is clear that
Now if we find an orthogonal basis
The wavelet basis of Alpert is constructed by defining orthogonal systems
The detailed construction of h 1 , . . . , h k is found in Ref. 6 . From this, we obtain
and, in general,
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We define space S k by
where {u j,m }. The power of approximation of the multiwavelets is given in the following theorem 6 .
Theorem 1 Suppose that the function
We are now interested in applying the multiwavelet basis for L 2 [0, 1] to obtain approximate solutions of the Fredholm integral equation of the second kind. The equation can be written as
where
and f is the function to be determined for all f ∈ L 2 [0, 1]. As stated in the introduction, an application of the multiwavelet basis to the integral equation produces a linear system consisting of a sparse matrix.
There are several numerical methods that one can choose to approximate the solution of (6) . The Galerkin method and the collocation method are two of the most widely used numerical schemes 7, 8 . On the other hand, the degenerate kernel method consists of approximating the kernel κ in the integral operator K of (7) by a tensor product of univariate functions. In particular, we are interested in using multiwavelets for these univariate functions. Let {b 1 , b 2 , . . .} denote the orthonormal basis for L 2 [0, 1] comprising of the multiwavelet elements (see (4)). We remark that the statements in this and the next section concerning the superconvergence of the iterated degenerate kernel method remains valid as long as the set {b 1 , b 2 , . . .} is an orthonormal basis. More on this point can be found in Ref. 9 . However, the sparsity of the resulting matrix is normally lost without the assumption of wavelets with vanishing moments.
The use of the degenerate kernel method has not been widely recognized in solving the Fredholm equations of the second kind because of its higher computational cost compared with the collocation method. However, the use of a wavelet basis makes the method more attractive. Moreover, the degenerate kernel method provides an error estimate that depends on the order to which the kernel is approximated, while the collocation method as well as the Galerkin method requires certain smoothness conditions of the solution to guarantee the optimal convergence rate. A priori error estimation of this type is difficult to handle as one usually has no knowledge about the solution in the case of many practical problems. We assume that the b i 's are enumerated so that
We approximate the integral operator K by the finite rank operator K n defined by
An approximate solution is found by solving
Specifically, to solve (10) for f n , notice that (10) can be written as
Hence, if we put
Substituting the form of f n in (12) into (11), we obtain
for each i = 1, 2, . . . , n. The system (13) may be solved numerically for c i from which we obtain f n using (12) . Assuming that (I − K) −1 exists, where I is the identity operator, we obtain the error estimate,
and hence
From this it follows that
Observe that the rate of convergence of the relative error of the approximation depends upon the order of approximation of K by K n , but not upon the smoothness of f (see (14)). This is not the case for the projection methods that include the collocation and Galerkin methods as special cases 7 . What Alpert observed at this point is that a large majority of κ ij can be neglected, resulting in a sparse matrix for the linear system. This observation carries over to the present method, as the matrix of the Galerkin method and that of the degenerate kernel method coincide. More precisely, he defines the notion of the separation from the diagonal of a support of b i ⊗ b j as follows:
Definition 1 We say that a rectangular region
, and assume that they are separated from the diagonal. Then
For a smooth kernel, we have the following (Lemma 2.31 from Ref. 6): 
Lemma 2 Suppose that κ(t, s) = f (t, s) log |t − s| + g(t, s) and κ(t, s) : D × D → C where D is the closed disc of radius
Regarding the number of the basis elements which have their supports near the diagonal, we recall Lemma 2.41 of Ref. 6: Lemma 3 Suppose that I 1 , I 2 , . . . , I n are the nonincreasing intervals of support of the first n functions of the basis B k . Of the n 2 rectangular regions I i × I j , we denote the number separated from the diagonal by S(n) and the number near the diagonal by N (n) = n 2 − S(n). Then N (n) = O(n log n).
We now define the iterated variants of f n by
In the case that a numerical solution of (6) is obtained by the Galerkin or collocation method, it is well known that under suitable conditions the corresponding iterated variants converge to f in the L ∞ norm at a faster rate than the original numerical solution converges to f . With a sufficiently smooth kernel 1, 10 , the rate of convergence of the iterated variants is twice as fast as that of the original convergence, a phenomenon commonly known as superconvergence. We point out that it is somewhat more involved to get a superconvergence of the iterated collocation variants than that of the iterated Galerkin method 1, 2 . In the case of Fredholm integral equations of the second kind with weakly singular kernels, a certain enhancement in the convergence rate was also obtained for the iterated variants 3 . We also remark that many results on the superconvergence of the iterates for the Fredholm equations have been generalized to a class of nonlinear Hammerstein equations 2, 3 . In this paper, we obtain a superconvergence of the iterated degenerate kernel method using the wavelets of Alpert. The success of the method hinges heavily upon the orthonormality of the wavelet basis. Namely, we show that the best L 2 approximation for the kernel κ plays an important role. In the next section, we consider the Fredholm equations of the second kind, and in the final section, we consider a class of nonlinear Hammerstein equations.
THE ITERATED VARIANTS FOR FREDHOLM INTEGRAL EQUATIONS
We let W (5) approximates f in the L 2 norm as follows:
where C is a constant independent of m and k. 
, we obtain the desired result. From (8), (9) , and the orthonormality of {b 1 , b 2 , . . .}, the kernel defined in (9) is the least-squares approximation of κ(x, t):
We are now ready to state and prove the main theorem of this section, which provides an estimate for the order of convergence of the iterated variants.
Theorem 3
Let f and f n be the solutions of (7) and (10), respectively. Assume that
Proof: Note first that
Using Kf = Kg + K 2 f and Kf n = KK n f n + Kg, we obtain Kf n = K n (Kf −Kf n )+K n (Kf −Kf n )+KK n f n in which we have introduced the notationK n ≡ K − K n ,f n ≡ f − f n . Since K n 2 → 0 as n → ∞ and (I − K) −1 exists by assumption, we conclude (following Ref. 7) that (I − K) −1 exists and is uniformly bounded for sufficiently large n. Therefore,
Taking the norm on both sides,
Sincef
and from equations (19)- (21),
From (22), using Theorem 2, we obtain
It remains to estimate the order of convergence of KK n f n 2 . We note that KK n f n 2 KK n f n ∞ for some C > 0, and that
with n = 2 m k. Then since κ n is the least-squares approximation of κ,
and therefore,
Applying the Cauchy-Schwartz inequality,
In the above inequality, the second · 2 denotes the L 2 norm defined on the space of bivariate functions (23) proves the desired result.
HAMMERSTEIN EQUATIONS
In this section, we generalize the results of the previous section to a class of Hammerstein equations. The Hammerstein equations arise naturally in connection with Laplace's equation in two-dimensional space having a certain type of nonlinear boundary conditions. The Hammerstein equation can be written as κ(x, t)ψ(t, f (t)) dt so that (24) can be written as
By analogy to equation (9), we approximate the operator KΨ by 
The iterated solution f I n is now defined by
If we let
f n can be written as
Substituting (30) into (29), we obtain the following n nonlinear equations in n unknowns c 1 , . . . , c n , κ(x, t)ψ 2 (t, ϕ 0 (t))ϕ(t) dt www.scienceasia.org
