Abstract. The relevance of resonant scattering in the solar corona has always been discussed controversially. Ratios of emission lines from identical ions but different oscillator strengths have been used in order to estimate damping of resonance lines due to possible resonant scattering, i.e., absorption by photo-excitation and re-emission out of the line of sight. The analysis of stellar spectra in analogy to previous works for the Sun is possible now with XMM-Newton and Chandra grating spectra and requires this issue to be considered again. In this work we present a sample of 44 X-ray spectra obtained for 26 stellar coronae with the RGS on board XMM-Newton and the LETGS and HETGS on board Chandra. We use ratios of the Fe xvii lines at 15.27Å and 16.78Å lines to the resonance line at 15.03Å as well as the He-like f/r ratio of O vii and Ne ix to measure optical depth effects and compare them with ratios obtained from optically thin plasma atomic databases such as MEKAL, Chianti, and APEC. From the Fe xvii line ratios we find no convincing proof for resonance line scattering. Optical depths are basically identical for all kinds of stellar coronae and we conclude that identical optical depths are more probable when effects from resonant scattering are generally negligible. The 15.27/15.03Å ratio shows a regular trend suggesting blending of the 15.27Å line by a cooler Fe line, possibly Fe xvi. The He-like f/r ratios for O and Ne show no indication for significant damping of the resonance lines. We mainly attribute deviations from the atomic databases to still uncertain emissivities which do not agree well with laboratory measurements and which come out with differing results when accounting for one or the other side effect. We attribute the discrepancies in the solar data to geometrical effects from observing individual emitting regions in the solar corona but only overall emission for stellar coronae including photons eventually scattered into the line of sight.
Introduction
The emission line spectra obtained with the gratings on board the new X-ray observatories XMM-Newton and Chandra allow us to measure individual X-ray emission lines originating from ions in high ionization stages. These emission lines probe the hot tenuous plasma in stellar coronae. Obviously, the solar corona is much easier to study than stellar coronae, and observing techniques and methods originally developed for the analysis of the solar corona can now be applied to stellar coronae many years later with much improved technology. The theory required for X-ray spectroscopy developed in the 1960s and 70s now experiences a revival with the new generation of X-ray instruments applied to study stellar coronae.
The basic assumptions underlying almost all theoretical and observational analyses of solar and stellar coronal emission lines are, first, that the plasma is optically thin, and second, that the plasma is in collisional equilibrium. The latter implies that excitations are exclusively due to collisions and not to photo-excitation, the former implies that all photons produced in the hot plasma escape without further interaction. The plasma then cools through radiation (and possibly conduction). Radiative transport does not need to be considered, which makes the interpretation of coronal spectra and modeling of the coronal plasma much easier. If this assumption were not true, opacity effects would first become visible in strong resonance lines. Resonance line photons could be absorbed and re-emitted in other directions. Depending on the plasma geometry, resonance line photons can be scattered out of the line of sight, but pho- tons can also be scattered from other directions into the line of sight. Photons scattered back to the stellar surface will be absorbed rather than escape. Therefore, the line intensities of lines with strong scattering are reduced when compared to lines with no scattering. This effect is called resonant scattering. In coronal equilibrium forbidden lines can always be considered optically thin because of their low radiative transition probabilities. Therefore the effect of resonant scattering can be recognized by resonance lines being damped in comparison to forbidden lines. Thus, the basic principle for detecting resonance scattering is to measure line flux ratios of definitely non-damped forbidden lines with low oscillator strengths f and resonance lines with high oscillator strengths. If this ratio is found to be enhanced compared to line ratios from theoretical predictions or from laboratory measurements, the resonance line should be considered optically thick. For a detailed account of the underlying theory we refer to Bhatia & Saba (2001) ; Schmelz et al. (1997); Mariska (1992) . We derive the reference line ratios from the line databases MEKAL 1 (Mewe et al., 1995) , Chianti with ionization balances from Arnaud & Rothenflug (1985) (Dere et al., 2002; Young et al., 2003) , and APEC 2 (e.g., Smith et al., 2001 ). In the solar context the problem of resonant scattering 1 Improved version; available at http://www.sron.nl/ divisions/hea/spex/version1.10/line/line new.ps.gz 2 Version 1.2; available at http://cxc.harvard.edu/atomdb of X-ray emission lines has been discussed with rather controversial conclusions. Acton & Catura (1976) , Acton (1978) , and Strong (1978) investigated the effects of resonant scattering for various He-like ions, especially the O vii resonance line at 21.6Å. They found differences between theoretical and observed values of the temperature sensitive G-ratio (f+i)/r (Gabriel & Jordan, 1969) and interpreted these differences as being due to resonant scattering effects. Schmelz et al. (1997) and Saba et al. (1999) measured five different line ratios and found significant optical depths only for the Fe xvii line at 15.03Å ( 1 S 0 → 1 P 1 with a high oscillator strength f = 2.66). They compared the 15.03Å line flux with line flux measurements for Fe xvii lines with lower oscillator strengths, namely two intercombination lines 1 S 0 → 3 D 1 at 15.27Å with f = 0.593 and 1 S 0 → 3 P 1 at 16.78Å with f = 0.1. The different oscillator strengths indicate to which extent the transition can be subject to resonant scattering, i.e., the probability for resonant scattering of the 15.27Å line is less than a quarter of that of the 15.03Å line, while resonant scattering of the 16.78Å line is even less probable, i.e., 0.04 times that for the 15.03Å line. For the prediction of such line ratios for optically thin cases theory and experiment unfortunately do not agree with each other. The 15.27/15.03Å line ratio has been measured in the Electron Beam Ion Trap (EBIT; Brown et al., 1998 Brown et al., , 2001 Laming et al., 2000) . These experiments typically yield Fe xvii 15.27/15.03Å photon flux ratios in the range 0.3 -0.36, which significantly differ from those expected from theoretical calculations. Also, Brown et al. (2001) ; Phillips et al. (1997) point out that contamination of the 15.27Å line by an Fe xvi satellite line can further enhance the observed 15.27/15.03Å photon flux ratio especially in cooler plasmas (below ∼ 3 MK). The optical thickness of stellar coronae has been investigated for EUV lines (e.g., Schrijver et al., 1994; Schmitt et al., 1996) measured with the Extreme Ultraviolet Explorer (EUVE). While Schrijver et al. (1994) claim to have found evidence for resonant scattering, Schmitt et al. (1996) argue using additional ROSAT observations that resonant scattering does not appear to be required for the interpretation of the EUV and X-ray spectra of inactive cool stars. From Chandra LETGS measurements Ness et al. (2001) ruled out optical depth effects in their analysis of Procyon and Capella. The assumption of a significant optical depth leads to unreasonably large emission measures contradicting their direct measurements of emission measures. Mewe et al. (2001) measured the Fe xvii 15.27/15.03Å photon flux ratio for Capella of 0.35 ± 0.02 and derive a formal value of an optical depth τ (assuming slab geometries), which can be used in order to constrain loop lengths. The effects of opacity effects have also been addressed for Capella by Phillips et al. (2001) using the same ratios and were found to be neglible. Ness et al. (2002b) measure the same ratio identical to the Capella measurement for the much more active star Algol. From this consistency they conclude that resonant scattering effects might in general be negligible for all coronae rather than being identical for all kinds of different coronae. This hypothesis is also supported by Audard et al. (2003) from an analysis of a sample of five active RS CVn stars, where also similar ratios are measured for all stars. The purpose of this paper is a systematic investigation of potential optical depth effects in a large sample of stars covering a wide range of different activity levels. We will specifically analyze two Fe xvii line ratios and He-like f/r ratios for O vii and Ne ix for all cool stars, for which high-resolution spectra with the new X-ray instruments are available. We analyze 22 spectra obtained with the Reflection Grating Spectrometer (RGS) on board XMM-Newton, 12 spectra measured with the Low Energy Transmission Grating (LETGS) on board Chandra, and 10 spectra from the High Energy Transmission Grating (HETGS) on board Chandra (which are split in two spectra, the Medium Energy Grating (MEG) with a higher aperture and the High Energy Grating (HEG) with higher spectral resolution). Some stars have been measured by two or three instruments allowing comparison of calibration and/or finding variability of opacity effects. We will discuss possible trends and agreement and disagreement for measured line ratios with theoretical predictions. The major question we address is: Are resonant scattering effects dependent on the degree of activity, or are they negligible?
2. Reduction and analysis
Reduction of the raw data
For a most comprehensive analysis we studied line ratios relevant for detecting opacity effects from different instruments. From the XMM-Newton RGS GT program on board XMM-Newton, 22 spectra from stars in all stages of coronal activity are available. The reduction procedure for these data is identical for all spectra using SAS version 5.2. Five stars in our sample (RS CVn systems) have been described by Audard et al. (2003) and a detailed description of the reduction is given there. For some stars (47 Cas, AU Mic, κ Cet, and YZ CMi) we tested the effect of larger extraction regions comprising 95% source photons (instead of 90%), but find no significant improvement. Three observations (AB Dor, Capella, and EQ Peg) have been carried out before the chip failure on the RGS1, so that the range between 10.5 and 13.8Å is available also with the RGS1 for these stars. The analysis of Ne ix is still not possible with the RGS1 for these stars, because of bad pixels on the chip where the photons from the 13.7Å (the Ne ix forbidden line) are extracted. Line counts are measured with the CORA program (Sect. 2.2) and the ASCII files required for CORA were produced with XSPEC from the fits files returned by the SAS software. From the response matrices effective areas were calculated and stored in ASCII files which are used as look-up tables for converting measured line counts into line fluxes. Most of the LETGS data included have been introduced by Ness et al. (2002a) and for details on the data reduction we refer to that paper (effective areas from Deron Pease, Aug. 2002) . We also analyze HETGS spectra of all cool stars available to us and use the pre-processed pha files from the Chandra archive. In Table 1 we list specifications for 44 observations of 26 stars with exposure times and X-ray luminosities obtained from the different instruments. We summed all first order photons converted to energy fluxes using the effective areas, exposure times and distances in order to calculate X-ray luminosities. Differences in X-ray luminosities by no more than a factor of two occur, although they are extracted in the same wavelength intervals (except for MEG and HEG, which are extracted in their complete wavelength ranges), because photons in the chip gaps on RGS1 and RGS2 are missing and higher order photons in the LETGS are not corrected for.
Measurement of line fluxes
Line counts are measured with a modified version of the CORA program by Ness & Wichmann (2002) . Due to small count numbers all spectra in our sample require Poisson statistics to be applied. Since the conventional background subtraction ruins the Poissonian statistics, we construct a model spectrum consisting of the sum of three components. The line spectrum is modeled with analytical line profile functions representing instrumental point spread functions (Lorentzian for the RGS spectra, Gaussian for the MEG and HEG spectra and a "β model" for the LETGS spectra, which is a Lorentzian with an exponent β = 2.5). The background is split in two components, the instrumental background (extracted from regions on the detectors adjacent to the dispersion directions) and a source continuum (modeled as a constant value representing a number of counts per bin over the wavelength region under individual consideration). The sum of these three components is compared to the nonsubtracted spectrum in order to calculate likelihood values to be minimized. The modeling is restricted only to the line parameters' position, line width and line counts, but the two background components must be given a priori (cf. Sect. 2.3). Therefore the errors (1 σ errors) given for the line counts represent only statistical errors (including correlated errors from possible line blends), but systematic uncertainties from the placement of a continuum value are not included.
Placement of the continuum
The accuracy of the iterated line model clearly depends on the choice of the two background components. The instrumental background is no problem, because it can be measured from adjacent regions on the detector plates. However, the determination of reliable source continua (comprising true continuum and pseudo continuum of unresolved weak lines) is much more difficult. We consider the source continuum to be constant over small wavelength regions (small range including the emission lines to be measured) and assign a single source background parameter sbg in units counts/Å to represent this flat source continuum. In the CORA program such a value for a source continuum can be specified directly by hand or the median value of all bins in the wavelength region covering the lines under consideration can be selected, which is only valid as long as less than 50% of the bins belong to emission lines. All bins containing count numbers higher than 3 σ above this median value (σ = √ median) are regarded to obviously belong to emission lines and are excluded from calculating the final sbg median value. The specific challenge posed by RGS spectra is that the line wings are broad and overlap. The inclusion of correlated statistical errors is thus very important, but the determination of an adequate value for the source background is more difficult. The median value will systematically overestimate the source continuum, because more bins belong to the emission lines rather than representing the source continuum and line counts will then be underestimated. For the purpose of this paper, the Fe xvii lines around 15Å are measured, and this wavelength region contains many nearby lines, such that for the median calculation only small regions representing the continuum are available.
We therefore modified the program to calculate a value for the source background by refining the median calculation. The 3 σ criterion is already an attempt to remove some bins that belong to emission lines in order to increase the percentage of remaining bins belonging to the background. For our purpose we modify this criterion in two ways. First, the removal of bins with high count numbers and the calculation of a new median value are repeated iteratively until no more bins contain more counts than 3 σ above the respective median values. Secondly, a new parameter n σ is introduced. In this way median values are iteratively calculated after removal of all bins with count values higher than n σ × σ, i.e., median new =median(bins< n σ × √ median last ). Small values of n σ will more critically remove high-count bins resulting in lower source background values. Usage of this parameter represents a parameterized choice of source continuum values by eye. In Fig. 1 we show the 15Å region of λ And with attempts to obtain a most realistic source background value using the new parameter. It can be seen that this wavelength region is full of emission lines and that significantly more than 50% of all bins belong to emission lines rather than the background emission. By gradually reducing n σ the median background can significantly be reduced, and with n σ = 1 a most suitable background is found. The resulting count number for the 15.03Å line range from 388.8 to 476.7 counts. This demonstrates that systematic errors of order 25% must be added to the given statistical errors. In the following we use n σ = 1 for all spectra when fitting the 15Å lines and n σ = 1.5 for the 16.78Å line. The neon and oxygen lines are all measured with the old method.
Measured line counts
Since in the RGS1 bad pixels corrupt the measurement of the 15.27Å line we analyze only the RGS2 data and the LETGS, MEG, and HEG data for the iron measurements. The He-like lines were measured with RGS1, LETGS, and MEG (oxygen) and with RGS2, LETGS, MEG, and HEG (neon).
The fit results for the three Fe xvii lines at 15.03Å, 15.27Å, and at 16.78Å are listed in Table 2 . These counts are converted to energy fluxes in order to derive line flux ratios using effective areas obtained from the response matrices for comparison with line flux ratios from the databases MEKAL, Chianti, and APEC, which all list optically thin emissivities for given temperature grids. The results for the measured ratios are also listed in Table 2 .
The line counts measured for the He-like f and r lines of O vii and Ne ix are listed in Tables 3 and 4 , respectively. We also measure the O viii Ly α line, and from the O viii Ly α /O vii r line ratios we assign an characteristic coronal temperature to each star (using the APEC line database). Further, we calculate X-ray luminosities emitted in all three He-like lines (r, i, and f summed) as activity indicators (cf. Fig. 2 ). In addition to the line counts for oxygen we list the derived temperatures and O vii and Ne ix luminosities in Tables 3 and 4 . The plasma temperature is also a good activity indicator (Güdel et al., 1997) .
Results
The measured line fluxes are used in order to plot the line ratios sensitive to resonant scattering versus activity indicators, i.e., temperatures for the Fe xvii ratios and X-ray luminosities contained in the He-like lines for the f/r ratios of O vii and Ne ix.
Fe xvii line ratios
In Fig. 3 Table 3 ). The horizontal lines represent theoretical low-optical depth ratios as a function Doron & Behar (2002) , who account for dielectronic and radiative recombination from Fe xviii, inner-shell ionization from Fe xvi, and resonant excitation through doubly excited levels of Fe xvi (3-ion model) in their calculations. The model predictions lie significantly higher than the predictions from the other databases, but their 1-ion model and their predictions for the 15.27/15.03Å line ratio are consistent with the other predictions.
Comparing our measurements of the 15.27/15.03Å line ratios with the theoretical predictions the measured ratios are systematically higher than predicted with no apparent correlation with temperature except possibly for the coolest coronae in our sample where the ratios are highest. For the 16.78/15.03Å ratios we find no correlation with temperature at all, but a larger scatter with systematic deviations from the databases, although good agreement with the predictions by Doron & Behar (2002) is seen.
In Fig. 4 we plot only the LETGS and MEG measurements, where the scatter due to systematic and statistical uncertainties is much smaller. The reason is that the RGS ratios suffer from systematic uncertainties in the place- Fig. 4 it can be seen that the 15.27/15.03Å ratio is remarkably constant for all sources except for the MEG measurement of EV Lac, which deviates considerably from all the other MEG and LETGS measurements; this data point is marked by a filled triangle. Both Fe xvii ratios thus suggest that resonant scattering plays a significant role for EV Lac, however, this high ratio cannot be confirmed in the simultaneous HEG measurement nor in the RGS2 data. We show the two spectra obtained with MEG and RGS2 for EV Lac in Fig. 7 , where the different ratios can be recognized.
In order to compare our measurements with solar measurements we include the solar measurements from Saba et al. (1999) in the form of shaded areas in Figs. 3 and 4. They deduced significant optical depths for the 15.03Å resonance line by comparison with databases available at that time. From the left panel of Fig. 3 it can be seen that most of our measured ratios are located in the bottom part of the shaded area, but only measurements for cooler coronae are really consistent with solar measurements. For the 16.78/15.03Å ratio we find solar measurements significantly higher than all our results. The calibration used for obtaining the solar line ratios cannot be reconstructed, such that systematic uncertainties cannot be excluded as the reason for the discrepancies. However, since ratios of very nearby lines are calculated, only the relative calibration matters, which is always more accurate than the absolute calibration for such nearby lines. We point out that measurements for the Sun can also lead to different results when specific regions in the solar corona are selected, while for the stars in our sample only overall line fluxes can be obtained.
Contamination is always an issue that needs to be checked. We therefore inspected the line flux ratios of the two low-f lines at 15.27Å and at 16.78Å in Fig. 5 , which should be independent of resonant scattering effects. This ratio is consistent with both the solar measurements and with the databases. Possible blending of the 15.27Å line can explain the enhanced ratios measured for the cooler coronae in the left panel of Fig. 3 . Such enhancements can also be identified in Fig. 5 , but not for the 16.78/15.03Å ratios.
He-like line ratio f/r
Another line ratio sensitive to resonance line scattering is the ratio f/r for He-like ions, where f is the forbidden line 3 S 1 → 1 S 0 and r is the resonance line 1 P 1 → 1 S 0 . This ratio is also sensitive to density and temperature. Interference with density effects is not severe as Ness et al. (2002a) found low density limits for almost all stellar coronae. In Fig. 6 we plot the measured f/r ratios for O vii and Ne ix versus the luminosity contained in all three He-like lines of the respective ions, thus restricting the analysis to only the Measurements with RGS1, RGS2, LETGS, MEG, and HEG are compared with predictions from the APEC database for temperatures log(T/K)=6.0, 6.3, and 6.6. assuming low densities. plasma regions actually emitting in the respective lines. We over-plot expected f/r ratios calculated from APEC for three temperatures log(T/K)=6.0, 6.3, and 6.6 assuming low densities. Good agreement between measurements and predictions can be seen. The oxygen ratios seem to generally follow the temperature trend suggested by the three theoretically predicted ratios, decreasing with increasing degree of activity. For the Ne ix f/r ratios the scatter becomes larger for the more active stars, which must be attributed to more severe blending by hotter Fe xix lines; the blending of Ne ix by Fe xix has been discussed by Ness et al. (2003) , however, for many stars the Fe lines blending the resonance and the forbidden lines are relatively weak due to high Ne/Fe abundance ratios.
Discussion
One of the major aims pursued by the analysis of coronal spectra is to understand geometrical configurations of the coronal plasma. Opacity effects would make the interpretation tremendously more complicated, because assumptions about the geometrical configuration, which we want to study in the first place, would have to be made in order to account for these effects. If resonant scattering played an important role, one would naively expect that with an increasing amount of plasma these effects would become more and more visible, thus the more active stars should exhibit stronger effects on the line ratios sensitive to resonant scattering. Therefore our analysis focuses on searching for ratios of possibly optically thick resonance lines and optically thinner lines to correlate with the degree of activity. When drawing conclusions out of the measured ratios one has to keep in mind that these ratios are not always determined by resonant scattering effects alone, but might be obstructed by other effects as, e.g., line blending or density effects. Possible temperature effects are considered quantitatively by use of characteristic coronal temperatures derived from ratios of O viii and O vii resonance lines.
Stellar data
Our measured ratios of Fe xvii 15.27/15.03Å show a temperature trend indicating that enhanced line ratios are found particularly for the coolest coronae in our sample, but for the more active stars all measured line ratios scatter around a constant value of about 0.38 ± 0.07 with a slight, but insignificant increasing trend towards higher temperatures. All measured ratios are higher than predicted by the three data bases MEKAL, APEC, and Chianti, but are consistent with laboratory measurements for low optical depths obtained with EBIT. Many of the 16.78/15.03Å line ratios are discrepant with theoretical predictions and as a sample the ratios seem generally to be discrepant with theory, but not with recent calculations by Doron & Behar (2002) that include additional processes than pure collisional excitation. No temperature trend can be seen in these data, and the scatter is much larger than for the other ratio. This scatter cannot be attributed to statistical uncertainties, because the 16.78Å line is much stronger than the 15.27Å line. In Fig. 4 only the ratios with the highest precision are plotted and still the 16.78Å line seems more problematic than the ratios with the 15.27Å line. The 16.78/15.03Å ratio is significantly more sensitive to resonant scattering than the 15.27/15.03Å line ratio. The larger scatter could thus represent a variety of resonant scattering processes.
The interpretation of opacity effects affecting only the 15.03Å line (but not the 15.27Å and the 16.78Å lines) is certainly a possible explanation for these deviations. From the 15.27/15.03Å ratios this would mean that opacity effects play a larger role for the inactive stars and the Sun. However, such a temperature trend cannot be identified in the 16.78/15.03Å line ratios lending support to the suspicion by Brown et al. (2001) about blending of the Fe xvii 15.27Å line by an Fe xvi satellite line. However, the cited databases don't give clear indications about the nature of such a blending line, so that no clear identification can be given here. An Fe xvi satellite would disappear in the hotter coronae and leaves un-blended 15.27/15.03Å line ratios for these coronae. Such a trend should also be visible in Fig. 5 , but can only be recognized when concentrating on the LETGS and MEG measurements. From Fig. 5 we must conclude that the blending scenario cannot explain all discrepancies, unless Inspection of Fig. 4 (left panel) clearly shows that all 15.27/15.03Å ratios measured with high confidence are systematically enhanced above the predicted ratios, but no temperature trend can be seen, neither in the data nor in the predictions. If taken at face value, these deviations suggest that the opacities are significantly non-zero for all stars, but also that optical depths are practically identical for all stars given our heterogeneous sample. Alternatively, if none of the investigated stellar coronae is optically thick, which would be quite surprising, the deviations from the databases would then have to be explained by uncertainties in the databases. For the 16.78/15.03Å line ratio the databases agree with each other, but when using more recent calculations by Doron & Behar (2002) better agreement with our measurements can be seen. For the 15.27/15.03Å ratio laboratory measurements disagree with the theoretical predictions. This demonstrates that the inclusion of all kinds of side effects can change theoretical predictions significantly. The ratios of the two low-f Fe xvii lines at 15.27Å and 16.78Å are plotted in Fig. 5 and agreement with theoretical predictions can be seen. From this it is suggestive that problems in the databases might rather lie in determining line fluxes for the 15.03Å resonance line.
We marked the Fe xvii line ratios measured with MEG for the flare star EV Lac by filling its symbol assigned to the MEG (triangle), because in Fig.4 this measurement is the only ratio significantly above the otherwise flat trend for the 15.27/15.03Å ratio. In Fig. 7 we show the spectra of EV Lac obtained with MEG and RGS2 in order to demonstrate that a significant difference can already be recognized by inspecting the spectra. However, no event such as, e.g., marked flare activity during one of the observations, can be associated with such a difference. In addition the HEG spectrum shown in the bottom panel of Fig. 7 is rather consistent with the RGS2 measurement although simultaneously observed with the MEG.
Our second attempt to test for opacity effects and to probe possible other emitting regions is the ratio f/r of the He-like ions O vii and Ne ix. Although this ratio is also sensitive to density and temperature, we find roughly the same f/r ratios for all stars in our sample, definitely in agreement with plausible temperatures. No indication can be seen suggesting opacity effects from these ratios. The dependence on temperature might, however, be stronger than the sensitivity to resonant scattering effects. The f/r ratios are therefore only useful in cases of resonant scattering effects that outweigh the temperature sensitivity. For our measured ratios this means that we can exclude strong resonant scattering effects, but weaker effects could be hidden in the temperature trend.
Comparison with solar measurements
As described in Sect. 1 the discussion about opacity effects in the solar corona has been quite controversial. Since with the Sun only one star is investigated our sample of 26 stellar coronae gives more insight into trends or systematic effects. We focus on the Fe xvii line ratios, where solar measurements resulted in tempting evidence that the 15.03Å line was significantly damped due to resonant scattering (e.g., Schmelz et al., 1997; Saba et al., 1999) . Discrepancies between theoretical predictions and laboratory measurements made it difficult to identify the measured ratios as pure resonant scattering effects. In addition the MEKAL database has been upgraded since then and more refined databases have become available.
We use the most recent databases and find that the discrepancies between theoretical predictions and ratios for the Sun are still present. From the left panel of Fig. 3 it can be seen that the 15.27/15.03Å ratios measured for the Sun are consistent with the coolest coronae in our sample but not with the hotter coronae and not with any of the more recent databases. A blending scenario for the 15.27Å line by Fe xvi could explain the discrepancy and it would be well consistent with the temperature trend found from our sample, but it cannot be confirmed from the measured 15.27/16.78Å line ratios. With the solar data a blending scenario could not be identified, because the temperatures encountered for the hotter coronae are never reached in the solar corona and a blending Fe xvi satellite line would thus never disappear. In the right panel of Fig. 3 the solar measurements for the 16.78/15.03Å line ratio are all systematically higher than all the ratios from our sample as well as the predictions from the three databases MEKAL, Chianti, and APEC. The predicted ratios from Doron & Behar (2002) are consistent below log(T)∼ 6.5, but most solar measurements are well above these predictions as well. Note that the discrepancies between solar ratios and our measurements are greater for the 16.78/15.03Å ratio, which is significantly more sensitive to resonant scattering effects than the 15.27/15.03Å ratio. Systematic uncertainties in the calibration can of course always lead to such deviations, since totally different instruments were used to obtain the solar ratios. The calibration of our instruments seem sufficiently well in order to produce similar results. If calibration error can be excluded, a physical interpretation must be found for understanding why the Sun should be the only star where opacity effects in the corona play a role.
Summary and Conclusions
In the solar context opacity effects in X-ray lines have been discussed controversially. In practice the strongest lines are used for the analysis rather than weaker lines, but these lines are often resonance lines and are the first candidates for opacity effects. We test for effects of resonant scattering by measuring ratios of such resonance lines and forbidden lines with significantly lower probabilities for such effects sampling many different coronae. The Fe xvii 15.27/15.03Å and 16.78/15.03Å line ratios we measure systematically higher than theoretical predictions, but for all kinds of different coronae these deviations are strikingly similar. For the coolest coronae in our sample we measure 15.27/15.03Å ratios systematically higher ratios consistent with solar measurements of the same ratio. This trend suggests blending of the 15.27Å line. This trend can also be seen in the 15.27/16.78Å ratios, but only when ignoring the RGS2 measurements. In our large sample the 15.27/15.03Å measurement for EV Lac deviates from the general trend, but an exceptional case cannot be claimed because the simultaneous HEG observation is not consistent with the MEG ratio. We interpret this measurement as a statistical outlier. For the He-like f/r ratios for oxygen and neon all ratios can be explained by reasonable temperatures, such that strong resonant scattering effects are ruled out.
It cannot be excluded, that weak resonant scattering effects are hidden in the large range of ratios allowed for a reasonable temperature range. Obviously the behavior with respect to resonant scattering is very similar for all stars in our sample. Formally one could derive optical depths τ from the measured deviations from the databases, however, similar but non-zero optical depths for stars in all kinds of stellar activity are unlikely. We therefore conclude that opacity effects should be considered as weak and undetected and uncertainties in the databases could be a more plausible explanation for the discrepancies. Since the 15.27/16.78Å ratios are well consistent with predictions from the databases we conclude that uncertainties in the databases must lie in the 15.03Å line. The large discrepancies of our measurements with solar ratios are somewhat puzzling. We doubt that opacity effects play a role only for the Sun. Also the statistical argument cannot be applied in the way the EV Lac observation can be treated, since many observations for the solar coronae exist. The high 15.27/15.03Å could be explained by blending of the 15.27Å line, because the solar coronal plasma is in the right temperature range. Possibly geometric effects might play a role. Observations of isolated emitting regions on the solar surface might exclude resonant photons from the analysis that are scattered out of not observed regions into the line of sight. Overall measurements for stars collect all photons emitted towards the observer.
The methods we chose to investigate for resonant scattering effects in coronal plasmas are commonly accepted to efficiently probe for these effects. With the amount of data gathered with the new X-ray telescopes we are convinced to operate on a sufficiently representative basis in order to decide about optical thickness of coronal plasmas in general. As to answering the question in our title we find deviations of measurements and theoretical predictions that allow the conclusion of measurable resonant scattering effects, however, we are not convinced that this conclusion is the final answer. We did find systematic deviations of line ratios from optically thin theoretical predictions, but we also found that theoretical predictions can suffer from quite some uncertainties particularly when it comes down to accounting for certain side effects. We also found striking similarities between the ratios measured for all kinds of different coronae. From the complicated geometrical configurations expected for coronal plasma optical depths are unlikely to be so similar for inactive, intermediately active, and most active coronae. The amount of emitting plasma being up to four orders of magnitude different in X-ray luminosity raises the expectation that optical depths will be much larger for active stars than for inactive stars. The only scenario that we find plausible on the background of such similarities is that resonant scattering effects are all in the same way not detectable.
The detection of resonant scattering for the Sun seems to be a different story. We attribute these differences to some resonant scattering effects possibly always taking place. For the Sun these effects are better detectable when focusing on selected regions, while for stellar observations these effects are balanced out by observing globally. It must be pointed out that no measurement for the Sun has been reported describing any kind of "negative resonant scattering" that could balance out hypothetical global observations for the Sun.
What does it mean when we conclude resonant scattering to be taking place without being detectable for stellar coronae? Practically the analysis of stellar coronal emission always refers to globally averaged statements, not only for the aspect of resonant scattering. When analysing resonance lines the non-detectability of existent resonant scattering effects means that statements derived out of, e.g., ratios of resonance lines, made on a global basis are still valid. It has to be kept in mind that no statements can be made for individual emitting regions, but that only average conclusions about all kinds of different emitting regions can be drawn, and on this level a balance of resonant scattering effects is equivalent with negligible resonant scattering effects.
