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The erasure of a bit of information encoded in a
physical system is an irreversible operation bound
to dissipate an amount of energy Q = kBT ln 2
1.
As a result, work W ≥ Q has to be applied to the
physical system to restore the erased information
content2–4. This limit, called Landauer limit, sets
a minimal energy dissipation inherent to any clas-
sical computation. In the pursuit of the fastest
and most efficient means of computation, the ul-
timate challenge is to produce a memory device
executing an operation as close to this limit in the
shortest time possible. Here, we use a crystal of
molecular nanomagnets as a spin-memory device
and measure the work needed to carry out a stor-
age operation. Exploiting a form of quantum an-
nealing, we border the Landauer limit while pre-
serving fast operation. Owing to the tunable and
fast dynamics of this process, the performance
of our device in terms of energy-time cost is or-
ders of magnitude better than existing memory
devices to date. This result suggests a way to en-
hance classical computations by using quantum
processes.
While a computation performed with an ideal binary
logic gate (e.g. NOT) has no lower energy dissipation
limit5,6, one carried out in a memory device does. The
reason is that in the former the bit is merely displaced
isentropically in the space of states, whereas in the lat-
ter the minimal operation comprises an entropy non-
conserving erasure-storage cycle. In the erasure step,
the bit is allowed to explore the two binary states and
the phase space doubles with a consequent entropy in-
crease of ∆S = kB ln 2. A corresponding minimal dissi-
pated heat Q = kBT ln 2, called the Landauer limit, re-
sults from this entropy change. In the storage step, a
work W ≥ Q has to be applied to reduce the system’s en-
tropy and phase space to their initial values. In order to
reach the W = Q limit, reversible operation is required.
This condition is fulfilled only when using a frictionless
system in a quasi-static fashion, i.e., at timescales slower
than its relaxation time τrel, so that unwanted memory
and hysteresis effects are avoided. For this reason, slower
(faster) operation is generally associated with a lower
(higher) dissipation.
This complementarity between work and time suggests
considering the product W ·τrel – rather than either of the
two – as the figure of merit assessing the energy-time cost
of a computation. On one hand, driven by the demand
for speed, effort has been put in pursuing fast-switching
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FIG. 1. Quantum-enhanced Landauer erasure and
storage of a molecular bit. (a) Schematics of the Landauer
erasure process employing a quantum nanomagnet. In order
to erase the spin bit, the effective barrier separating the two
binary states is lowered by inducing quantum tunneling of
magnetization (QTM). A small bias magnetic field is then
used to initialise the spin in the desired state within a time
τrel and store the new information. The Landauer principle
fixes the minimal dissipated heat Q and work W involved in
the cycle. (b) Sketch of the Fe8 easy-axis molecular magnet.
In the absence of magnetic field, the double-well potential
favors the two Sz = ±10 easy-axis spin eigenstates.
storage devices. This has successfully produced state-of-
the-art systems with picosecond timescales, though op-
erating far (& 106) above the reversible limit7–10. On
the other hand, reducing W down to the Landauer limit,
at the expense of slow operation, has been beautifully
demonstrated using small particles in traps11,12 or single-
domain nanomagnets13 as envisioned by Landauer and
Bennett1,2.
In our experiment, a crystal of Fe8 molecular magnets
(MM) is used as a spin memory to perform a quantum-
enhanced erasure-storage protocol, shown in Fig. 1(a).
We encode the bit in the ”up” and ”down” spin states
of the MM (Fig. 1(b)) and measure the magnetic sus-
ceptibility along the erasure-storage cycle. We find that
the net work applied to the spin system during this cycle
reaches the Landauer limit. This minimal energy cost is
retained up to high operation speeds thanks to the possi-
bility of enhancing quantum tunneling of magnetization
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FIG. 2. Susceptibility of the quantum MM along the
erasure-storage cycle. (a) Magnetic energy of a Fe8 MM
subject to a µ0Hz = 0.2 T longitudinal magnetic field (top)
and a µ0Hy = 2 T transverse magnetic field (bottom). Thick
solid lines show the classical potential landscape while thin
horizontal lines give the quantum energy levels determined by
numerical diagonalisation of Eq. (1). The dotted lines show
the H = 0 potential. While Hz introduces an energy bias be-
tween up and down spin states, thus increasing the magnetic
polarization along the easy axis, Hy keeps the symmetry of
the potential intact but promotes QTM between these states.
(b) The 4-step sequence of magnetic fields Hy (blue) and Hz
(red) constituting the erasure-storage algorithm. The first
step (Hy : 0→ 2 T) consists of the Landauer erasure and the
remaining 3 steps correspond to the storage protocol. (c) Real
component of the longitudinal magnetic ac-susceptibility, χ′z,
as a function of the vector magnetic field’s modulus, mea-
sured at 1K and a frequency of 333 Hz. The sequence of steps
corresponds to the one in Fig. 2(b).
(QTM) via suitably oriented external magnetic fields.
Each individual Fe8 molecule represents a magnetic
bit and is composed of eight spin- 52 Fe
3+-ions coupled
to each other by competing antiferromagnetic interac-
tions to form a collective S = 10 (20µB) giant-spin. By
bottom-up chemical synthesis, arrays of these MMs, with
perfectly aligned magnetic axes, are packed into a single
crystal. Due to the relatively large intermolecular spac-
ing, the exchange interactions between the molecules are
negligible14. The giant-spin S = 10 multiplet of the sin-
gle MM is described by the following Hamiltonian15:
H = −DS2z + E(S2x − S2y)− gµBS ·B. (1)
The ligand field, parametrised by the anisotropy con-
stants D = 0.294 K and E = 0.04 K, defines x, y
and z as the hard, medium and easy magnetic axes, re-
spectively, and creates an effective energy barrier with
activation energy U = 26.75 K16 separating the two
Sz = ±10 ground eigenstates (Fig. (1b)). The relax-
ation over this barrier follows approximately Arrhenius’
law τrel = τ0 exp (U/kBT ), where τ0 = 1.43 ·10−8 s is the
attempt time16. The action of the magnetic field reflects
into the Zeeman term of equation (1) and is depicted
in Fig. 2(a), where classical potential and quantum en-
ergy levels are represented. A magnetic field parallel to
the easy axis, Hz, favours either of the two eigenstates
Sz = ±10, i.e., increases the ”up” or ”down” polariza-
tion. Instead, magnetic fields along the medium axis, Hy,
give rise to off-diagonal terms that mix ”up” and ”down”
states17. This allows the spins to tunnel through the po-
tential barrier via progressively lower levels, thus leading
to a lower effective U and a consequent decrease in τrel
15.
After aligning to the principal magnetic axes of crystal
(see Appendix B), we apply the sequence of magnetic
fields depicted in Fig. 2(b) – comparable to that proposed
in Ref. 5 for classical magnets – in order to carry out
the erasure-storage operation on our MM. In step 1, the
magnetic field along the medium axis of the MM (Hy)
is ramped up to 2 T and the spin states are mixed so
that the bit is erased. In step 2, Hz is ramped up to 210
mT in the constant Hy field to initialise the spin in the
”up” state. In steps 3 and 4, both the magnetic fields are
returned to zero in the same order, closing the cycle and
completing the storage.
Throughout the cycle, the complex ac-susceptibility
χz = χ
′
z + iχ
′′
z along the easy axis is measured with an
inductive susceptometer (see methods for details). χz
is proportional to the derivative of the magnetization
∂M/∂Hac and is function of the temperature T , fre-
quency ω of the ac-field Hac and magnetic field vector
H. Measuring this quantity allows to track the dynamics
of the spin system and its relaxation properties. In addi-
tion, from χ′z the magnetization and work can be derived
by integrating once and twice with respect to magnetic
field. The work W obtained in this manner quantifies
the heat dissipated during the erasure and measures how
reversible the storage operation is5,13.
The experiment is conducted at T = 1 K and ω/2pi =
333 Hz. This temperature is low enough to store the
spins for minutes with no field applied, and high enough
to have them relaxing within hundreds of nanoseconds
when in a transverse field. Furthermore, at this temper-
ature the ferromagnetic ordering can be neglected since
the dipolar interaction strength is about 0.6 K14. The
results for the real component of the susceptibility, χ′z,
are shown in Fig. 2(c). The susceptibility, initially zero,
steeply increases at Hy ≈ 0.6 T, reaches a peak at Hy ≈ 1
T and slowly decreases up to Hy = 2 T. As a small lon-
gitudinal field is applied (step 2), χ′z sharply drops and
reaches zero at Hz ≈ 0.19 T. Upon retracting the fields
in steps 3 and 4, χ′z remains substantially zero.
At the beginning of step 1, the spins are all blocked
in either of the potential wells and the wave-function is
confined to the ”up” or ”down” spin eigenstate. Upon
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FIG. 3. Total bit storage work. (a) Longitudinal magne-
tization per molecule Mz extracted by integrating χ
′
z of steps
2 and 4 (zoom-in from Fig. 2(b) in the inset) with respect
to Hz. The shaded area corresponds to the work done on
the system by Hz. (b) SQUID magnetization per molecule
My along the medium axis of the MM as a function of trans-
verse field Hy at T = 2 K. The slope of step 1 is higher than
that of step 3 due to the small applied bias Hz field (fits are
guidelines to the eye). The area enclosed by these two curves
(shaded area in the inset) corresponds to the work done by
Hy. This work, summed to the one in (a), yields the energy
needed for storing a bit of information.
ramping up Hy, the admixture of the pure Sz eigenstates
is enhanced and the wave-functions delocalised over the
two potential wells18: χ′z increases as the spin is free
to tunnel between the two energetically equivalent spin
states with the characteristic time τrel. In the presence
of an ac-drive, the spins follow the oscillations of Hac
provided ω . 1/τrel. At this point, the bit is erased. In
step 2, a small Hz bias magnetic field is applied. The
susceptibility decreases for increasing spin polarisation
reaching zero upon saturation of the magnetization. At
this point, the bits are initialised in the ”up” configura-
tion. In step 3, the admixing field is ramped down and
thus QTM gradually turned off. This causes the spins
to remain frozen (i.e., out of equilibrium) in the chosen
configuration upon retraction of the bias polarizing field
(step 4).
By integrating the measured χ′z with respect to Hz
(inset of Fig. 3(a)), we calculate the easy axis magneti-
zation Mz for steps 2 and 4 (see Appendix A). The result
is plotted in Fig. 3(a). During step 2, Mz increases for in-
creasing Hy before flattening out at about 13 µB . Upon
retracting Hy, Mz increases up to about its maximum
value of 20µB and remains approximately constant as Hz
is also ramped to zero. The area enclosed by the magne-
tization loop amounts to the work made by the external
magnetic field onto the molecular magnet. This yields
the value W2,4 ≡W4 −W2 = (1.74761± 0.28107) · 10−16
erg/molecule, where the uncertainty corresponds to a 1σ
confidence interval (see Appendix C for the determina-
tion of molecules’ number and Appendix D for the un-
certainties). To this quantity, the work W1,3 done by
the Hy in steps 1 and 3 needs to be added. This work
cannot be extracted from the measured medium-axis sus-
ceptibility since, due to the strong magnetic anisotropy,
χy( χz) is below our detection limit. However, because
χy is approximately independent of T and ω (see Ap-
pendix B), the magnetization can be invariably measured
with a SQUID at T = 2 K. The result is shown in Fig-
ure 3(b). The transverse magnetization My is recorded
as Hy is ramped up to 2 T (step 1) and subsequently
ramped down in the small bias longitudinal field of 0.21
T (step 3). My increases during step 1 and decreases,
with a slightly lower slope, during step 3. The net work
is given by the difference between the works W3 and
W1 done by Hy and amounts to W1,3 ≡ W3 − W1 =
(−5.6481 ± 1.7712) · 10−17 erg/molecule. The total dis-
sipated energy, W , is then the sum W = W1,3 +W2,4 =
(1.1828±0.3322) ·10−16 erg/molecule. Within the exper-
imental uncertainty, this is equivalent to the theoretical
Landauer limit at the experimental temperature of 1 K,
equal to kBT ln 2 = 0.9570 · 10−16 erg/bit. This proves
that the present system behaves effectively like an ideal
”single-spin” bit13.
We now discuss the extraction of the magnetic
relaxation time. Ac-susceptibility measurements allow
for an estimation of the dynamics of the spin relaxation
processes. In particular, the ratio χ′′z/(ωχ
′
z) measures
the magnetic relaxation time τrel or, alternatively said,
the time the system takes to reach equilibrium15. In
Fig. 4(a) we show the evolution of τrel as a function of
Hy during step 1 in the range 0.7 ≤ Hy ≤ 1.15 T for
which χ′′z ±σχ′′ ≥ 0 (Inset of Fig. 4(a)). We complement
these data with τrel extracted from χ
′
z measurements
in temperature (see Appendix B). The relaxation time
exponentially drops from 71.2 s at Hy = 0 T to 1.09 µs
at Hy = 1.7 T. Extrapolation to Hy = 2 T leads
to a relaxation time of 196 ns. This time is to be
interpreted as the longitudinal response time of the
phonon bath-and-molecule system upon a change in Hz
and fixes the limit up to which quasi-static operation
is retained and unwanted (dissipative) hysteresis are
avoided. The product of the work and relaxation
time, W · τrel, yields 2.31 · 10−23 erg/bit·s. This figure
quantifies the overall energy-time cost of a computation
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FIG. 4. Relaxation time and energy-time cost. (a)
Evolution of the spin relaxation time as a function of Hy dur-
ing step 1. The blue data points are obtained from χ′′z in the
interval 0.7 ≤ Hy ≤ 1.15 T (inset). The green data points are
extracted from temperature sweeps (see Appendix B). The
relaxation time reaches 196 ns at Hy = 2 T. This value sets
the maximum speed up to which quasi-static operation is re-
tained. (b) Chart comparing the energy-time cost of a storage
operation performed with various systems at their respective
operating temperature. The Fe8 in this study is the closest
to the quantum limit.
and its value can be compared to that of other storage
devices, operating at room temperature (T ≈ 300 K).
As shown in Fig. 4(b) (see Appendix E for the extended
chart), the product W · τrel for standard flip-flops –
moderately fast but lossy – is ∼ 10−9 erg/bit·s; the
optical trap system in Ref. 12 – slow but efficient –
attains ∼ 10−12 erg/bit·s. Increased performances
(∼ 10−19 erg/bit·s) over these two system is given by
the recent GdFeCo laser-driven ferromagnetic element in
Ref. 10 owing to its tens of ps operation time. The Fe8
MM performs about 104 times better than this system
– reducing to 100 times when accounting for the lower
operating temperature. Ultimately, the product W · τrel
is limited by the Heisenberg uncertainty relation19,20.
According to it, the evolution between two orthogonal,
thus classically distinguishable, bit states separated by
an energy ∆ would take the minimal ”relaxation” time
τrel = pi~/(2∆) called quantum speed limit21–23. From
it, the limit W · τrel = pi~/2 = 1.65 · 10−27 erg/bit·s is
obtained as the best trade-off between speed and energy
cost24. Although still far from this limit, the quantum
dynamics of systems like the MM in this study proves
to be the key to operate both fast and at the Landauer
limit and can be used to explore connection between
this classical limit and the quantum speed limit.
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Appendix A: Methods
Susceptibility measurements An ac-susceptometer thermally anchored to the mixing chamber of a dilution refrig-
erator in combination with a 3D vector magnet (9T, 1T, 1T, 0.001◦ accuracy) is used to measure the erasure-storage
protocol. The complex susceptibility χ(T, ω) = χ′(T, ω) + iχ′′(T, ω) is measured with a standard lock-in technique
with an ac excitation magnetic field of amplitude Hac = 0.01 Oe parallel to the common easy axis of the molecules.
Magnetization measurements Magnetization is measured with a commercial SQUID magnetometer (T ≥ 1.8 K)
equipped with a rotating stage and an ac susceptibility option.
Calculations of magnetization and work The easy-axis magnetization Mz is obtained from the susceptibility χ
′
z
by making use of the integral:
Mz =
∫
χ′z dHz.
The works done by Hz (steps 2 and 4) and Hy (steps 1 and 3) are calculated by performing an analogous integration
on the resulting Mz and My, respectively:
W2,4 =
∮
Mz dHz, W1,3 =
∮
My dHy.
These correspond to the loop shaded areas in Fig. 3 (a) and (b).
Appendix B: Characterisation in temperature and transverse field
This section contains details on: (i) the characterisation of the superparamagnetic behaviour of the MM crystal in
temperature and frequency; (ii) the extraction of the relaxation time as a function of selected Hy fields; (iii) the deter-
mination of the crystal’s magnetic easy and medium axes orientation with respect to the laboratory’s reference system.
(i) Temperature and frequency In Fig. B.1, the real (in-phase) χ′(T, ω) and imaginary (out-of-phase) χ′′(T, ω)
components of the ac-susceptibility are shown as a function of temperature for the indicated frequencies in zero
magnetic field. For each component, the longitudinal χz and transverse χ⊥ parts are plotted. For a fixed frequency,
decreasing the temperature results in the increase of χ′z accompanied by a constant χ
′′
z ≈ 0. This is the typical
behaviour of a standard paramagnet, where the absence of an out-of-phase response signals equilibrium and a fast
relaxation time τrel  1/ω. However, as a frequency-dependent temperature is reached, χ′z starts dropping to
zero while χ′′z exhibits a peak. This temperature corresponds to the so-called blocking temperature, Tb, and it
is characterised by a spin relaxation time τrel ' 1/ω. For T < Tb, the spin of the MM is increasingly driven
out-of-equilibrium and τrel further increases. The observed behaviour is a fingerprint of the superparamagnetism
expected in a MM, where the potential barrier prevents fast spin relaxation at sufficiently low temperatures. The
small temperature- and frequency-independent χ′⊥ and zero χ
′′
⊥ further signal the strong spin polarisation along the
easy-axis and negligible transverse (hard-plane) spin projection.
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FIG. B.1. Temperature and frequency characterization. (a) Real (left) and imaginary (right) part of the susceptibility as
a function of T and indicated frequency ω ranging from 5 Hz to 1378 Hz. The frequency-dependent departure from equilibrium
signals the expected superparamagnetic behaviour.
(ii) Transverse magnetic field To extract the relaxation time data-points shown in Fig. 4 (and labelled ”χ vs T
data”), we use temperature-dependent complex susceptibility measurements for the different Hy fields at the frequency
ω = 333 Hz. Plotting the ratio χ′′z/ωχ
′
z = τrel as a function of the inverse temperature results in Fig. B.2. At high
temperatures, the relaxation time behaves according to Arrhenius’ law log τrel = Ueff/T +τ0 with the effective barrier
Ueff(Hy) obtained by fitting the temperature-dependent part of the curves. Extrapolation of the fit to T = 1 K, yields
τrel(Hy;T = 1 K) for the selected fields.
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(iii) Alignment to principal axes In this subsection we describe the procedure used for finding the accurate
orientation of the principal axes of the MM with respect to the X, Y and Z axes of the vector magnet. Provided
this orientation is approximately known, the crystal is placed in the susceptometer with its easy, medium and hard
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axes about the Y , Z and X-axis of the magnet, respectively. Measurements are executed at T = 3 K and ω = 1333
Hz. Under these conditions, the susceptibility is close to equilibrium (see Fig. B.1) and thus strongly dependent
on the magnetic field orientation. The first operation consists of rotating the magnetic field µ0|H| = 0.1 T on the
XZ-plane by fixing φ = 0 and sweeping θ. As Fig. B.3(a) shows, χ′z exhibits a maximum (minimum), signalling
a condition relatively closer to (further from) equilibrium. In correspondence of the maximum, for θ = 5.70◦, the
magnetic field crosses the hard plane, while it is closest to the easy axis in correspondence of the minimum. An
analogous operation is conducted on the XY -plane (Fig. B.3(b)), where the crossing with the hard plane occurs for
φ = 22.72◦. The cross product between the two hard plane vectors yields an easy axis with angular coordinates
θ = 87.79◦ and φ = 112.72◦. This axis is hereafter labelled by the subscript z. A confirmation of the accurate
orientation of this axis is shown in Fig. B.3(c). Sweeping the magnetic field along it gives rise to a peak at 0.22
8T (0.44 T), in correspondence of the resonance between the spin eigenstates Sz = 10 and Sz = −9 (Sz = 10 and
Sz = −8) expected at Bn = DgµBn = 0.219 T× n, for n = 1 (2).
At this point, the magnetic field is swept on the hard plane for θ = 90◦ and φ = 22.72◦ (Fig. B.4). The observed
oscillatory behaviour in χ′z, with minima at the indicated fields, is in accordance with the characteristic quantum
interference pattern (see Ref. [17] of the main text) occurring in the proximity to the hard axis – labelled by x
hereafter. A 90◦-shift from this axis along the hard plane fixes the medium axis – labelled by y – and concludes the
orientation procedure.
Appendix C: Determination of the number of molecules
We have determined the number of molecules (bits) in the crystal with two independent methods. The first
and most straightforward is that of dividing the weight of the crystal, m = 0.411 mg, by the molecular weight,
Pm = 2262.45 g/mol and multiply by the Avogadro constant. This yields a number of molecules N = 1.094 · 1017.
The second method takes advantage of the fact that each molecule has a definite spin S = 10 (20µB). By measuring
the saturation magnetization, Ms, of the crystal in the SQUID setup and dividing by the spin of the single molecule
yields:
N =
Ms(emu)
20µB
5.1883 · 1020 µB/emu
Provided Ms = (2.029± 0.006) · 10−2 emu (Fig. C.5), N = (1.09392± 0.00326) · 1017.
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FIG. C.5. Saturation of the magnetization. (a) Raw magnetization M (emu) measured in the SQUID as a function of
magnetic field. (b) Scaled magnetization M(µB/molecule) obtained normalizing the raw magnetization to the single-molecule
value of 20 µB. The ratio between the two quantities yields the indicated estimate for the number of molecules in the crystal.
Appendix D: Uncertainty estimation
The values of the susceptibility χ′z given in Fig.2 at each magnetic field result from averaging over n = 15 samples.
The uncertainty on the mean, σχ, is calculated as its standard deviation assuming a normal distribution. The
magnetization per molecule Mz is a function of χ
′
z and the number of molecules N and is therefore affected by an
uncertainty σM (Hz) given by the propagated uncertainties:
σM (Hz) =
√(
∂Mz
∂χ′z
)2
σ2χ +
(
∂Mz
∂N
)2
σ2N .
9Since the work W2,4 is calculated as:
W2,4 =
∮
Mz(Hz) dHz,
its upper (+) and lower (−) confidence bounds are given by:
W±2,4 =
∮
(Mz(Hz)± σM (Hz)) dHz,
So that its associated standard deviation σ2,4 is:
σ2,4 = |W2,4 −W±2,4|.
The uncertainty, σ1,3, on the work W1,3 – obtained by integrating My – is calculated using an analogous procedure.
The total error affecting the work W = W1,3 +W2,4 is then σ =
√
σ21,3 + σ
2
2,4.
Appendix E: Details on the energy-time cost of a computation
Here we report a more complete version of the chart in figure 4 of the main text where the quantities W and τ
determining the product W · τ are plotted on the Cartesian plane (Fig. E.6). Along the diagonal line, at the top-right
corner of the plane sit slow and lossy devices whereas the fast and efficient ones are on the bottom-left. The devices be-
longing to this corner of the plane are bounded from below by the quantum limit W ·τrel = pi~/2 = 1.65·10−27 erg/bit·s.
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FIG. E.6. Relaxation time and efficiency comparison. (a) Chart comparing the energy-time cost of a storage operation
performed with various systems. The Fe8 is the closest to the quantum limit.
