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RESUMO 
O objetivo deste estudo foi desvendar a dinâmica climática do Brasil, buscando 
mensurar a regularidade e a autocorrelação de longo alcance em séries climáticas 
diárias de temperatura do ar (média, máxima, mínima, e amplitude térmica), umidade 
relativa média do ar e velocidade média diária do vento. Os dados foram obtidos pe-
lo Instituto Nacional de Meteorologia, em 264 estações meteorológicas, no período 
de janeiro de 1990 a dezembro de 2012. Utilizamos o Detrended Fluctuation Analys-
is para realizar a estimativa do expoente de Hurst, o Multiscale Sample Entropy para 
as estimativas da entropia das séries e o Kriging para a interpolação das estimativas 
realizadas. Observamos que maiores latitudes tendem a atenuar as médias das 
temperaturas máxima, mínima e média do ar, porém aumentam a variabilidade das 
mesmas. Esta inversão entre as magnitudes da média e do desvio padrão também é 
observado na umidade relativa média do ar. As médias dos expoentes de Hurst es-
timados para todo o Brasil foram 0,81; 0,79; 0,81; 0,77; 0,83 e 0,64; e do Sample En-
tropy estimado, 1,39; 1,78; 1,46; 1,41; 1,56 e 1,66, respectivamente para séries diá-
rias de temperatura média, máxima e mínima do ar, amplitude térmica do ar, umida-
de relativa média do ar e velocidade média do vento. Os valores do expoentes de 
Hurst estimados apresentaram uma correlação positiva com a latitude nas variáveis 
de temperatura do ar estudadas. Tal correlação não foi observada nas demais variá-
veis. As regularidades das séries climáticas no Brasil foram medianas. Espacialmen-
te, as maiores alterações nas estimativas das entropias ocorreram na escala 1 para 
a 2 de , no Multiscale Sample Entropy. A partir de  ≥ 2 as mudanças observadas 
foram mais sutis. Observamos influência da massa de ar Equatorial Continental na 
entropia das temperaturas do ar média e máxima diárias. O fator climático da altitude 
atuou com maior frequência sob os resultados observados, principalmente nas vari-
áveis de temperatura. Em alguns casos, a continentalidade e as massas de ar tam-
bém foram apontados como fatores importantes na caracterização da distribuição 
espacial das estimativas realizadas. 
Palavras-chave: Clima, fatores climáticos, Detrended Fluctuation Analysis, Multisca-
le Sample Entropy, Kriging. 
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ABSTRACT 
The objective of this study was to uncloak the dynamic of climate of Brazil, seeking to 
measure the regularity and the long range autocorrelation of daily climate series of 
temperature of air (average, maximum, minimum, and temperature range), relative 
humidity of air average and wind speed average. The data were obtained by Instituto 
Nacional de Meteorologia (INMET), at 264 meteorological stations, in the period from 
January 1990 to December 2012. We use the Detrended Fluctuation Analysis to real-
ize the estimation of the Hurst exponent, the Multiscale Sample Entropy to estimating 
the entropy of series and the Kriging to interpolate the estimates made. We observed 
that higher latitudes tend to attenuate the mean of temperatures of air maximum, 
minimum and average, but increase the variability of the same. This inversion of the 
magnitudes of the mean and standard deviation is also observed in the relative hu-
midity of air. The means of the estimated Hurst exponents estimated for Brazil were 0.81, 0.79, 0.81, 0.77, 0.83 and 0.64, and the estimated Sample Entropy, 1.39, 1.78, 1.46, 1.41, 1.56 and 1.66, respectively for average, maximum and minimum tempera-
tures of air, temperature range, relative humidity of air average and wind speed aver-
age. The values of the estimated Hurst exponents showed a positive correlation with 
latitude in the temperature variables studied. Such a correlation was not observed in 
other variables. This a correlation was not observed in other variables. The regulari-
ties of climate series in Brazil were medians. Spatially, the greatest changes occurred 
in estimates of entropies in the scale 1 to 2 of , in the Multiscale Sample Entropy. As 
from  ≥ 2 the changes observed were more subtle. We observe the influence of the 
Equatorial Continental air mass in entropy of temperatures daily average and maxi-
mum of air. The climatic factor of altitude influenced with more frequently in the ob-
served results, mainly on temperature variables. In some cases, the continentality 
and the air masses were also identified as important factors in characterizing the spa-
tial distribution of estimates made. 
Keyword: Climate, climatic factors, Detrended Fluctuation Analysis, Multiscale Sam-
ple Entropy, Kriging. 
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1. INTRODUÇÃO 
O estudo do tempo e do clima ocupa uma posição central e importante no 
amplo campo da ciência ambiental. Os processos atmosféricos influenciam os pro-
cessos nas outras partes do ambiente, principalmente na biosfera, hidrosfera e litos-
fera [1]. A partir do momento em que o homem tomou consciência da interdepen-
dência das condições climáticas e daquelas resultantes de sua deliberada interven-
ção no meio natural como necessidade para o desenvolvimento social, ele passou a 
produzir e registrar o conhecimento sobre os componentes da natureza [2]. 
Desvendar a dinâmica dos fenômenos naturais foi necessário para que os 
grupos sociais superassem a condição de meros sujeitos às intempéries naturais e 
atingissem não somente a compreensão de funcionamento de alguns fenômenos, 
mas também a condição de utilitários e de manipuladores dos mesmos em diferen-
tes escalas [2]. Devido a sua importância para a vida na terra, o clima é um tema 
vastamente estudado em diversas áreas, tais como agricultura [3], atividade maríti-
ma [4], estudos sobre incêndios florestais [5], entre outras. 
O clima do Brasil é diversificado em consequência de fatores variados, como 
a fisionomia geográfica, a extensão territorial, o relevo e a dinâmica das massas de 
ar. Este último fator é de suma importância porque atua diretamente tanto 
na temperatura do ar quanto na pluviosidade, provocando diferenças climáticas regi-
onais [6]. 
O planejamento de atividades como a agricultura, a produção de energia (hi-
droelétrica, solar e eólica), a manutenção de recursos hídricos, etc., levam à neces-
sidade de se ter previsões confiáveis das condições de tempo e clima. Desta forma, 
tem sido constante a preocupação dos cientistas em melhorar as previsões de tem-
po e clima, o que tem levado à elaboração de técnicas para se chegar a um produto 
final satisfatório [7]. 
Apesar do grande avanço para se melhorar a previsão do tempo, algumas re-
giões apresentam baixa previsibilidade climática, como é o caso da previsão climáti-
ca para o Sudeste do Brasil. Isso se deve possivelmente pelo fato de que o clima 
desta região não tem um sinal claro de variabilidade interanual associada ao El 
Niño/Oscilação Sul, como é o caso de outras regiões da América do Sul como o Nor-
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te/Nordeste e Sul [8,9]. Bezerra, Pezzi e Kayano [7] mostraram que no Brasil, regi-
ões onde existe um forte acoplamento entre variabilidade climática e a temperatura 
da superfície do mar dos oceanos tropicais, como nas regiões Sul e no Nordeste do 
Brasil, a previsibilidade climática é mais eficiente que em outras regiões, como o Su-
deste do Brasil. De fato, as previsões climáticas por conjunto, realizadas atualmente 
com modelos dinâmicos para a região Sudeste do Brasil, apresentam uma baixa efi-
ciência de previsibilidade climática. Portanto, as diversas regiões da América do Sul 
apresentam-se heterogêneas em termos de previsibilidade climática, mesmo quando 
se utiliza a previsão por conjuntos. 
As modificações no clima podem ocorrer devido a variabilidade natural ou an-
tropogênica interna ou externa ao sistema climático. A variabilidade natural é ex-
pressa pela radiação solar ou atividades vulcânicas, enquanto que as ações antro-
pogênicas são principalmente devido a emissão de gases do efeito estufa. Uma das 
principais evidências do aumento do efeito estufa é a forte correlação entre o  na 
atmosfera e a temperatura média do ar no globo [10]. 
Estudos divulgados em 2001, pelo Intergovernmental Panel on Climate Chan-
ge (IPCC) [11], mostram que a temperatura média do mar a nível global tem aumen-
tado desde 1861. No século vinte o aumento ficou entre 0,6 ± 0,2℃. Entre 1950 e 
1993 a temperatura mínima noturna na terra aumentou cerca de 0,2℃ por década. 
Este é duas vezes maior que a proporção do aumento da temperatura do dia. O au-
mento da temperatura da superfície do mar sobre o período é cerca de metade da 
temperatura média do ar na terra. De acordo com cenários previstos, a temperatura 
média do globo poderá aumentar de 1,4 a 5,8℃ em 2100 com relação a 1990 e glo-
balmente o nível do mar poderá aumentar de 0,09 a 0,88  no mesmo período. 
Ainda segundo o relatório do IPCC [11], tal aquecimento não atingirá o plane-
ta de forma homogênea, pois algumas regiões sofrerão maior impacto do que outras. 
Em particular, as regiões polares e as tropicais serão afetadas mais fortemente. Nes-
tas últimas, a temperatura do ar pode aumentar em torno de 2 a 6℃ até 2100. Espe-
cificamente na Amazônia, a temperatura do ar poderá sofrer um aumento médio de 1,8 a 7,5℃ até 2080, o que traria graves consequências para os seus ecossistemas, 
com perda de habitat e extinção de espécies. Para Pinto et al. [12], as magnitudes 
de tais previsões são ainda incertas, pois pouco se sabe sobre os processos de tro-
cas de calor, de carbono e de radiação entre os diversos sistemas da Terra. 
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Elementos de física, estatística e biologia são usados para entender a variabi-
lidade climática. O clima apresenta variabilidade no espaço e no tempo. A escala 
temporal pode variar de horas até milênios. O estudo do comportamento climático na 
escala de décadas, ou tempos maiores, permite analisar a influência do comporta-
mento climático sobre o sistema global [2,10]. O impacto da variabilidade climática 
não é uniforme. Ao mesmo tempo em que em algumas partes do planeta há aque-
cimento, em outras pode estar ocorrendo esfriamento. Assim, os resultados das mu-
danças climáticas podem acarretar, em determinado local, na ocorrência de tempe-
raturas do ar mais baixas em algumas épocas do ano, e mesmo diante deste fenô-
meno a média de temperatura do ar anual pode ser mais alta [13]. 
O objetivo deste estudo foi fornecer informações que possam aprimorar mo-
delos de previsão climática. Avaliamos a complexidade e a persistência no tempo 
das variáveis de temperatura diária do ar (máxima, mínima, média e amplitude tér-
mica), umidade relativa média diária do ar e velocidade média diária do vento. Tais 
estimativas foram realizadas para 264 estações meteorológicas, e posteriormente 
interpoladas, ampliando a estimação para todo o território brasileiro. Desta forma, 
avaliamos o comportamento destas estatísticas no espaço. A medida de complexi-
dade utilizada (Multiscale Sample Entropy) mostrou a variabilidade climática nas re-
giões em diferentes escalas de dias, já a correlação de longo alcance (persistência), 
medida através do expoente de Hurst, caracterizou a manutenção dos comporta-
mentos observados ao longo do tempo. 
Esta tese está organizada da seguinte maneira: No Capítulo 2 apresentamos 
fundamentos teóricos que serviram como base para o desenvolvimento do trabalho. 
Abordamos conceitos sobre o clima, e seus principais elementos e fatores. Além 
destas definições, mostramos os conceitos básicos sobre os quais foram construídas 
as metodologias utilizadas neste trabalho (entropia e fractais). Junto com essas defi-
nições, fez-se uma revisão de literatura com ênfase em aplicações destes métodos 
em dados climatológicos. No Capítulo 3 descrevemos os dados utilizados neste tra-
balho e as metodologias utilizadas para a realização das análises. Os resultados do 
trabalho são apresentados no Capítulo 4, onde discutimos os resultados obtidos to-
mando como base o referencial apresentado no Capítulo 2. As considerações finais 
de toda discussão apresentada no Capítulo 4, é apresentada no Capítulo 5. Por fim, 
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o Apêndice apresenta os variogramas estimados para a realização das interpolações 
espaciais observados no Capítulo 4. 
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2. REVISÃO DE LITERATURA 
2.1  Clima 
O clima se refere às características da atmosfera inseridas das observações 
contínuas durante certo período. Ele abrange maior número de dados e eventos 
possíveis das condições de tempo para uma determinada localidade ou região. Inclui 
considerações sobre os desvios em relação às médias, variabilidade climática, con-
dições extremas e frequências de eventos que ocorrem em determinada condição do 
tempo [13]. 
O clima pode mudar se ocorrerem variações em fenômenos climáticos em re-
lação às médias históricas. Essas variações podem ser causadas pela ação huma-
na, pelo sistema Terra-Atmosfera, ou por forças externas, como variações na ativi-
dade solar. No Brasil, o clima é bastante diversificado em consequência da fisiono-
mia geográfica, da extensão territorial, do relevo e das dinâmicas das massas de ar 
[14]. De uma forma geral, “variabilidade climática” é definida como as variações de 
clima em função dos condicionantes naturais do planeta e suas interações, resultan-
do assim a denominação de variabilidade natural do clima [15,16]. 
Segundo Back [17] mudança climática é um termo completamente geral que 
engloba todas as formas de inconstâncias climáticas de natureza estatística ou de 
causas físicas. Flutuação climática é qualquer forma de mudança sistemática regular 
ou irregular, exceto tendências e mudanças abruptas. Oscilação climática é a flutua-
ção na qual a variável tende a mover-se gradualmente e de forma suave entre su-
cessivos máximos e mínimos. A tendência climática é uma mudança no clima carac-
terizada por um suave acréscimo ou decréscimo nos valores médios no período de 
registro. A mudança climática abrupta é uma mudança inesperada e permanente, 
durante o período de registro, de um valor médio para outro. 
O clima do Brasil é diversificado em consequência de fatores variados, como 
a fisionomia geográfica, a extensão territorial, o relevo e a dinâmica das massas de 
ar. A maior parte do território brasileiro está situado na faixa intertropical (entre os 
Trópicos de Câncer e de Capricórnio). Essa “tropicalidade” resulta em uma configu-
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ração climática que apresenta considerável luminosidade do céu (insolação) e ele-
vadas temperaturas do ar, aliadas à pluviosidade (clima quente e úmido) [2]. 
Figura 2.1: Zonas Climáticas do Brasil. 
 
Fonte: IBGE, 2014 [18]. 
2.1.1 Elementos do Clima 
Elementos do clima são grandezas meteorológicas (possíveis de serem me-
didas) que variam no tempo e no espaço. Suas características e propriedades pecu-
liares são temperatura e umidade relativa do ar, chuva, vento, nebulosidade, pres-
são atmosférica, radiação solar etc. [2]. Neste trabalho foi estudado o comportamen-
to de três elementos do clima em escalas diárias: temperatura do ar (máxima, míni-
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ma, média e amplitude térmica), umidade relativa do ar (média diária), e vento (velo-
cidade média diária). 
A temperatura do ar representa a medida do calor sensível armazenada no ar, 
sendo comumente dada em graus Celsius ou Fahrenheit, e medida por termômetros. 
A variável temperatura do ar média diária habitualmente sofre uma compensação de 
acordo com o horário em que foram realizadas as medições. A temperatura do ar 
compensada média diária, obtida nas estações meteorológicas do Instituto Nacional 
de Meteorologia (INMET) é dada por 
  =  + 2 × # + $á& + $í(5  . (2.1.1) 
onde   é a temperatura do ar registrada às 9 horas; #  é a temperatura do ar re-
gistrada às 21 horas; $á& é a maior temperatura do ar registrada ao longo do dia; e $í( é a menor temperatura do ar registrada ao longo do dia. 
Em situações normais, conforme Varejão-Silva [19], o valor máximo ocorre 
cerca de duas horas depois da culminação do Sol e o mínimo acontece pouco antes 
do nascimento do Sol. A presença de fenômenos capazes de perturbar o estado 
prevalecente da atmosfera (como uma invasão de ar frio, por exemplo), pode alterar 
a expectativa quanto aos horários prováveis de ocorrência das temperaturas do ar 
extremas. 
A diferença entre temperaturas do ar máximas e mínimas ($á& − $*() é defi-
nida como amplitude térmica [2]. As temperaturas do ar máxima e mínima corres-
pondem, respectivamente, aos maiores e menores valores registrado em qualquer 
período considerado (dia, semana, mês, ano). Segundo Varejão-Silva [19], a tempe-
ratura do ar média do ar à superfície (em termos mensais, ou anuais), aumenta dos 
polos para o equador, enquanto sua amplitude cresce no sentido contrário. O fato 
das mais elevadas temperaturas do ar médias se situarem nas proximidades do 
equador decorre da maior incidência de energia solar na faixa tropical. 
 A presença de vapor de água na atmosfera é tratada como umidade. Os ter-
mos pressão de vapor, umidade absoluta, umidade específica, razão de mistura e 
umidade relativa do ar são variações na forma de abordar a presença de vapor. A 
pressão de vapor refere-se ao peso do vapor dado pela pressão que ele exerce so-
bre uma superfície no nível médio do mar. A unidade de medida comumente usada é 
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o milibar (+). A umidade relativa do ar (variável utilizada em nosso estudo) expres-
sa uma relação de proporção entre o vapor existente no ar e o ponto de saturação 
do mesmo. Em outras palavras, ela mostra em termos percentuais o quanto o vapor 
está presente no ar em relação a quantidade máxima de vapor que nele poderia ha-
ver. A umidade relativa do ar é dada por 
 ,- = ./. × 100 , (2.1.2)  
onde . (usualmente em gramas) é o vapor existente e /. é a pressão saturada do 
vapor (em gramas) para dada temperatura do ar [2]. A Lei de Clausius-Clapeyron 
[20,21] descreve esta relação. 
 Pela expressão vê-se que a umidade relativa do ar e o ponto de saturação do 
vapor são inversamente proporcionais, consequentemente ela também será inver-
samente proporcional a temperatura do ar. Assim, podemos concluir que o aumento 
(ou diminuição) da temperatura do ar irá resultar na diminuição (ou aumento) da 
umidade relativa do ar. Isso faz com que uma variação observada na umidade relati-
va do ar não necessariamente signifique ter havido uma mudança na concentração 
de vapor d'água do ar. A alteração na umidade relativa do ar pode advir exclusiva-
mente de alteração na temperatura ambiente. Como consequência desse efeito de-
ve-se esperar que a umidade relativa do ar diminua a partir do nascimento do Sol, 
atingindo o valor mínimo nas horas mais quentes do dia, voltando a aumentar em 
seguida, apenas por efeito térmico. Além desse fator, a localização relativa das fon-
tes e sumidouros de vapor d'água, o suprimento de energia solar, a circulação das 
massas de ar, etc., podem influir na formação da umidade do ar, tanto no tempo 
quanto no espaço [19]. 
De acordo com Santos [14], o vento é o movimento do ar em relação à super-
fície terrestre. Este movimento pode acontecer tanto no sentido horizontal como no 
sentido vertical. O vento se desloca das áreas de alta pressão para as áreas de bai-
xa pressão, mantendo, em geral, as características da atmosfera de onde vieram. 
A velocidade e a direção dos ventos são medidas pelo anemômetro, sendo 
que a primeira é comumente é dada em 0ó, 2 ℎ⁄  ou  ∕ . A rugosidade do solo é 
um fator redutor da velocidade dos ventos em superfície, uma vez que desempenha 
um efeito de fricção sobre os ventos. Assim, os oceanos favorecem a formação de 
ventos velozes, enquanto os continentes, devido à heterogeneidade da cobertura de 
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suas superfícies (vegetação, construções, relevo montanhoso, etc.) e às suas carac-
terísticas geomorfológicas, tendem a reduzi-la [2]. Podemos classificar a velocidade 
dos ventos conforme a escala de Beaufort (Tabela 2.1). 
Tabela 2.1: Classificação da velocidade dos ventos de acordo com Beaufort [2] 
Grau 6 ∕ 7 Classificação Características da Paisagem 
0 0,0 ⊢ 0,3 Calmo A fumaça sobe verticalmente e as bandeiras pendem tranquilas. 
1 0,3 ⊢ 1,6 Leve A fumaça desvia-se um pouco e indica a dire-ção do vento. 
2 1,6 ⊢ 3,4 Brisa leve Sente-se o vento nas faces, as folhas das ár-
vores alvoroçam-se. 
3 3,4 ⊢ 5,5 Brisa suave As folhas das árvores movem-se constante-
mente, as bandeiras desfraldam-se. 
4 5,5 ⊢ 8,0 Vento mode-
rado 
Galhos finos de árvores curvam-se e começa 
a levantar poeira e papel do solo. 
5 8,0 ⊢ 10,8 Vento fresco Pequenas árvores em crescimento começam 
a se curvar e bandeiras flamulam estendidas. 
6 10,8 ⊢ 13,9 Vento forte Galhos grandes curvam-se, arames silvam e formam-se crostas de espuma sobre as on-
das. 
7 13,9 ⊢ 17,2 Vento rápido As árvores movem-se por inteiro, é difícil ca-
minhar contra o vento. 
8 17,2 ⊢ 20,8 Ventania Quebram-se ramos de árvores e é muito difícil 
caminhar contra o vento. 
9 20,8 ⊢ 24,5 Ventania forte Estragos leves em casas, telhas são arranca-das e quebram-se galhos de árvores. 
10 24,5 ⊢ 28,5 Ventania de-senfreada Árvores são arrancadas e janelas são quebra-das. 
11 28,5 ⊢ 32,7 Tempestade Estragos generalizados em construções 
12 ≥ 32,7 Furacão ou 
ciclone Destruição geral 
 
Uma melhor compreensão da variabilidade temporal e espacial da velocidade 
e direção do vento é fundamental para a modelagem de diversos fenômenos como a 
erosão do solo [20], a formação de duna [21], a poluição do ar [22], pólen e geração 
de dispersão de sementes [23,24], a evapotranspiração [25], e de energia [26]. 
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2.1.2 Principais Fatores Climáticos 
Os fatores climáticos são definidos pelos atributos físicos que representam as 
propriedades da atmosfera geográfica de um dado local [2,27]. Eles são condicio-
nantes dos elementos climáticos, e podem ser classificados como permanentes (destacando-se latitude, altitude, relevo, maritimidade/continentalidade, distribuição 
de oceanos e continentes e movimentos da Terra) e variáveis (as correntes oceâni-
cas, os centros de alta e baixa pressões semipermanentes, as grandes massas de 
ar, e as variações da composição atmosférica), no espaço e no tempo [28]. 
A latitude é a coordenada geográfica ou geodésica definida na esfera, no 
elipsoide de referência ou na superfície terrestre, que é o ângulo entre o plano do 
equador e a normal à superfície de referência. Conforme descrito por Pereira et al. 
[28], os efeitos deste fator permanente estão ligados às relações Terra-Sol, que en-
volvem o movimento aparente do Sol ao longo do ano. Como consequência do mo-
vimento de translação da Terra, e também da inclinação do eixo terrestre em relação 
ao Plano da Eclíptica (plano da órbita da Terra ao redor do Sol), há variação espaci-
al e temporal do ângulo de incidência dos raios solares na superfície e do fotoperío-
do. Em função disso os valores diários de irradiação solar global variam de acordo 
com a latitude e com o dia do ano, sendo também afetados pelos processos de ate-
nuação na atmosfera. Isto torna a latitude um grande fator condicionador do balanço 
de energia radiante, com tendência de diminuição da temperatura média quando se 
vai das regiões equatoriais para as polares. 
A estreita relação entre clima e vegetação é evidenciada pela coincidência en-
tre zonas climáticas e biomas (Figura 2.1 e Figura 2.2). Bioma é um conjunto de dife-
rentes ecossistemas, que possuem certo nível de homogeneidade. São as comuni-
dades biológicas, ou seja, as populações de organismos da fauna e da flora intera-
gindo entre si e interagindo também com o ambiente físico chamado biótopo. A ve-
getação também é um fator climático, ela impede a incidência direta dos raios sola-
res na superfície, amenizando o aquecimento. Além disso, a vegetação também tem 
impacto no ciclo hidrológico devido à emissão de vapor de água no ar, influenciando 
também a umidade relativa do ar. Pode-se observar a disposição espacial da cober-
tura vegetal dos diferentes biomas presentes no Brasil na Figura 2.2. 
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Figura 2.2: Cobertura vegetal dos biomas brasileiros. 
 
Fonte: IBGE, 2014 [18]. 
Continentalidade e maritimidade são dois conceitos associados, onde o pri-
meiro é definido como sendo a distância de certo lugar em relação aos mares e oce-
anos, e o segundo, a proximidade de certo local em relação aos mares e oceanos. 
Conforme Varejão-Silva [19] e Pereira et al. [28] descrevem, a água possui um maior 
calor específico da em relação aos solos. Em consequência, mares e oceanos agem 
como moderadores térmicos, ou seja, sua flutuação térmica é menor ao longo do dia 
e do ano. Essa característica é transmitida à atmosfera em localidades litorâneas, 
onde a amplitude térmica do ar é menor do que a das localidades situadas no interi-
or do continente. 
Altitude é definida como sendo a altura em relação ao nível do mar. As baixas 
altitudes são predominantes no Brasil (Figura 2.3), sendo consequência da antigui-
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dade da formação do seu relevo e da ausência de dobramentos modernos [29]. O 
aumento da altitude implica uma diminuição da temperatura do ar. Isso ocorre por-
que a concentração de gases e de umidade relativa do ar diminui com a altitude, o 
que ocasiona uma menor retenção de calor. Segundo Mendonça e Danni-Oliveira 
[2], considerando dois lugares de mesma latitude, porém com altitudes diferentes, 
aquele que estiver mais elevado terá sua temperatura do ar diminuída na razão 0,6º para cada 100  de diferença do segundo. 
Figura 2.3: Disposição espacial da altimetria do Brasil. 
 
Fonte: IBGE, 2002 [29]. 
Segundo Pereira et al. [28], a associação da altitude de um local na superfície 
terrestre com o relevo pode condicionar variações no regime de chuvas e de ventos 
do local. Já a interferência de montanhas e depressões influência na circulação das 
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massas de ar. A topografia pode facilitar ou dificultar esta circulação, influenciando 
na temperatura e umidade do ar. 
Figura 2.4: Caracterização do relevo do Brasil. 
 
Fonte: IBGE, 2014 [18]. 
Massas de ar são grandes blocos de ar que se deslocam pela superfície ter-
restre. Podem ser polares, tropicais ou equatoriais, apresentando características par-
ticulares da região em que se originaram, como temperatura, pressão e umidade. 
Observa-se na Figura 2.5 as fontes e direcionamentos das massas de ar atuantes no 
Brasil, discriminadas de acordo com as estações de inverno e verão. Pereira et al. 
[28] descrevem que quando ocorre o encontro de duas massas de ar, elas não se 
misturam imediatamente. A massa mais quente (menos densa) se sobrepõe à mas-
sa mais fria (mais densa), formando uma zona de transição entre elas, onde ocorrem 
variações bruscas nos campos de temperatura, vento e pressão. Essa zona de tran-
sição é denominada frente. 
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Figura 2.5: Distribuição das massas de ar atuantes no Brasil, segundo suas fontes, direcionamento e 
estações do ano. 
 
Fonte: IBGE, 2002 [29]. 
Correntes Marítimas são grandes massas de água com as mesmas caracte-
rísticas (temperatura, salinidade, cor, direção, densidade) e circulam pelo oceano. 
Exercem grande influência nas massas de ar que se formam acima delas, pois po-
dem acumular uma grande quantidade de calor. O contorno dos continentes impõe 
direção à movimentação das correntes oceânicas. As correntes que circulam no sen-
tido dos Polos para o Equador são frias, enquanto que aquelas que navegam no 
sentido contrário, são aquecidas. Essa movimentação ajuda a redistribuir a energia 
solar captada pelos oceanos [28]. 
2.2  Entropia 
Em física, entropia é uma medida da quantidade de desordem que há em um 
sistema. Já em estatística, é uma medida da quantidade de incerteza (ou regularida-
de) que há em certa quantidade de dados, em outras palavras, é a medida da quan-
tidade de informação regular presente nesses dados. Em séries temporais, a entro-
pia nos dará o grau de complexidade de uma série. Desta forma, se considerarmos 
uma série histórica de temperatura do ar média, uma baixa entropia significa uma 
baixa complexidade ou variabilidade da série, indicando que esta é uma série da 
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qual tende a ser mais fácil realizar previsões, uma vez que a variabilidade dos dados 
é baixa. Já quando houver uma alta entropia, entenderemos que esta é uma série 
difícil de ser modelada e consequentemente de se realizar previsões. Uma entropia 
nula equivale a uma série constante, totalmente regular, enquanto que uma entropia 
máxima (dentro da escala da qual está se realizando a medida) representa uma sé-
rie totalmente irregular. 
Pincus e Viscarelo [30] sugerem uma técnica denominada Approximate En-
tropy (ApEn) com o objetivo de mensurar e classificar a entropia de sistemas com-
plexos. Segundo os autores a técnica proposta é capaz de realizar essas mensura-
ções em séries com pelo menos 1000 observações, em diversas configurações (por 
exemplo, séries caóticas e processos determinísticos). Além desta, outras medidas 
também foram baseadas no conceito de entropia, buscando quantificar a complexi-
dade estrutural em um processo temporal. Pode-se citar como medidas de entropia, 
além do ApEn, a Shannon Entropy [31] e Kolmogorov Entropy [32]. 
Para Richman e Moorman [33], os métodos até então apresentados para es-
timar a entropia de um sistema, representado por uma série de tempo, não eram 
adequados para a análise de séries curtas e ruidosas, comumente encontradas em 
estudos biológicos cardiovasculares, por exemplo. Eles então propuseram um novo 
método para o cálculo da entropia, denominado de Sample Entropy (SampEn). Este 
novo método é uma modificação do método ApEn, proposto por Picus e Viscarelo 
[30]. A comparação dos dois métodos indicou que o SampEn apresenta uma melhor 
precisão estatística do que o ApEn. 
Diante do interesse na quantificação da complexidade das séries temporais fi-
siológicas, tais como frequência cardíaca, Costa et al. [34] observaram que os algo-
ritmos tradicionais indicavam maior complexidade de certos processos patológicos, 
associando o fenômeno a estados aleatórios, ao invés de convergir para dinâmicas 
que indicassem uma melhora do paciente. Desta forma, eles propuseram um método 
que pudesse captar a complexidade da patologia ao longo do tempo. O método foi 
denominado Multiscale Sample Entropy, e é uma generalização do método proposto 
por Richman e Moorman [33]. 
Costa et at. [35] usaram o Multiscale Sample Entropy para observar as flutua-
ções do batimento cardíaco humano em diferentes escalas temporais, e observaram 
que método indica uma perda de complexidade com o envelhecimento, com uma 
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arritmia cardíaca (fibrilação atrial) irregular. Os resultados condisseram com a teoria 
geral de que há uma perca da com complexidade com o envelhecimento da doença. 
2.2.1 Uso de entropia em dados climáticos 
Na literatura, as maiores aplicações do Sample Entropy estão em estudos clí-
nicos e médicos, em estudos de observação de processos fisiológicos [36,37,38]. Na 
hidrologia este método também é bastante explorado, em estudos da variabilidade 
temporal da vazão fluvial de rios [39,40]. Na climatologia, além do SampEn, demais 
medidas (ApEn, Shannon Entropy e Kolmogorov Entropy) também vêm sendo utili-
zadas para a realização de estimativas da entropia. 
Huang et al. [39] estudou a complexidade temporal e a tendência da vazão 
fluvial de alguns rios da China. Este estudo também foi estendido à série de precipi-
tação na região de curso dos rios. Observou-se que o aumento da entropia na série 
de precipitação é acompanhado pelo aumento da entropia da vazão fluvial do rio em 
estudo. 
Shuangcheng et al. [41] propuseram o uso do SampEn para medir a comple-
xidade de séries de temperatura do ar diária. Estas estimativas foram calculadas 
para 50 estações meteorológicas das montanhas do sudoeste da China, na provín-
cia de Yunnan. A partir dos resultados, as estações foram agrupadas em regiões 
climáticas de acordo a entropia estimada. Este padrão espacial determinado através 
do SampEn refletiu o grau de variação de influência das massas de ar. Altos valores 
do SampEn ocorreram em regiões de interação de diversas massas de ar. Na região 
sudoeste, a influência das monções criou um ambiente climático homogêneo, os va-
lores de SampEn nessa região são baixos e há pequenas variações espaciais da 
estatística. Os resultados sugeriram que SampEn é um bom método não-linear para 
analisar e prever a complexidade de séries temporais climáticas. 
Estudo semelhante foi realizado por Kossobokov et al. [42] na Europa, onde 
foi utilizada a medida Shannon Entropy para estudar a estabilidade e variabilidade 
de séries de temperatura do ar máxima e mínima, no tempo e no espaço. Seus da-
dos foram provenientes do registro de 24 estações meteorológicas localizadas no 
continente. Não foi observado o efeito da maritimidade nas entropias estimadas. Ob-
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servou-se que os valores entrópicos aumentaram na direção Oeste-Leste, ou seja, a 
estatística Shannon Entropy aumentou juntamente com a longitude, que não é con-
siderado um fator climático. 
Zhao et at. [43] realizaram na China um estudo para avaliar a dinâmica do 
clima no país, onde utilizaram séries históricas de temperatura do ar média, máxima 
e mínima, captadas por 17 estações meteorológicas distribuídas ao longo do planal-
to do Tibete. Eles utilizaram o ApEn como medida de entropia, e encontraram dife-
rentes valores entrópicos na região, porém estas diferenças não mostraram correla-
ção com os fatores climáticos mais influentes na região, a altitude e a vegetação. 
No Brasil, Silva et al. [44] realizaram uma caracterização climática dos dife-
rentes biomas presentes no país utilizando o SampEn. Eles utilizaram séries históri-
cas de temperatura do ar média, e observaram que o Brasil não apresenta uma di-
nâmica climática de grande complexidade, sendo o Cerrado o bioma que apresentou 
as maiores regularidades. 
A análise das propriedades de velocidade e direção do vento são úteis para a 
compreensão do mecanismo de dispersão de odores e gases. Para entender melhor 
essa dinâmica, Li et al. [45] analisaram a entropia de séries históricas de direção e 
velocidade do vento na China, utilizando o Multiscale Sample Entropy. Os resultados 
indicaram que a entropia da velocidade do vento em ambientes próximos a superfí-
cies externas (como o telhado de uma fábrica, por exemplo) é maior que zero, e esta 
entropia aumenta à medida que nos distanciamos da superfície. Em geral, altas mé-
dias de velocidade do vento são associadas a valores altos de entropia. Já quando 
comparamos a distribuição de probabilidade da série de velocidade do vento, temos 
que quando maior a curtose da distribuição, menor será a entropia da série. 
2.3  Expoente de Hurst 
Os estudos do hidrólogo Harold Edwin Hurst relativos ao nível do rio Nilo ini-
ciaram-se quando este foi confrontado com o problema de regularizar sua vazão 
[46]. Seu trabalho foi construir uma represa de água no Nilo, onde se deparou com 
problemas relacionados com a armazenagem de água, mais precisamente o controle 
da vazão, pois um reservatório ideal nunca deve esvaziar e nem transbordar. Na 
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construção de um modelo de plano de controle da vazão, uma parte do sistema de-
ve ser assumida como incontrolável, neste caso, a influência (fluxo) das águas das 
chuvas, de comportamento aleatório (randômico). Ao testar esta suposição, inventou 
um novo método estatístico, descrito por ele em detalhes em [47]. 
Hurst examinou 800 anos de registros e observações do nível das enchentes 
anuais e notou a existência de uma tendência de um ano de grande inundação ser 
seguido por outro ano de grande inundação e um ano de pouca inundação ser se-
guido por outro ano de pouca inundação. Isto aparentava um comportamento não-
aleatório de anos bons e anos ruins. Este comportamento foi denominado persisten-
te. Caso o ano bom seja seguido de ano ruim, tal comportamento denomina-se anti-
persistente [48]. 
Mais tarde, nas décadas de 60 e 70, estes estudos realizados por Hurst, fo-
ram retomados por Mandelbrot. Para referir-se ao comportamento das inundações 
do rio Nilo, Mandelbrot e Wallis [49] usaram o termo “Efeito José” para qualquer fe-
nômeno que apresenta persistência como este, referindo-se a interpretação dos so-
nhos do faraó do Egito de que sete anos de fartura (vacas gordas) são seguido dos 
sete anos de fome (vacas magras), da estória Bíblica de José, no Egito. 
Conforme Feder [50], o problema estudado por Hurst consistia em determinar 
o volume de um reservatório, conhecendo-se o fluxo de entrada :(;), considerando 
que seu fluxo de saída seja igual a média de :(;). Considerando um intervalo de 
tempo , a média do fluxo será, 
 〈:〉> = 1 ? :(;)>@A# . (2.3.1) 
Seja B(;) a diferença acumulada entre o fluxo de entrada e sua média 
 B(;, ) = ?C:(D) − 〈:〉>E@FA# ;  (1 ≤ ; ≤ ). (2.3.2) 
A diferença entre o valor máximo e o mínimo das descargas acumuladas (B) é a 
medida de range (-). Então, - é a capacidade de armazenamento necessária para 
manter a descarga média no período. Para um reservatório que nunca transborda e 
nem esvazia, - é a diferença entre o máximo e o mínimo da quantidade de água 
contida no reservatório. Portanto, - pode ser representado pela expressão [48]: 
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 -() = I#J@J>B(;, ) − 0#J@J>B(;, ); (1 ≤ ; ≤ ), (2.3.3) 
onde -() é a variação entre a quantidade de água máxima e mínima; I#J@J>B(;, ) é o nível máximo; 0#J@J>B(;, ) é o nível mínimo;  é o período de 
tempo em anos e ; é determinado ano do período. Obviamente -() depende do 
fluxo :(;), que por sua vez depende do período . 
Hurst investigou muitos fenômenos naturais, tais como descargas de rio, se-
dimentos de lama, anéis de árvores, etc., e percebeu que - dependia do período  
como uma lei de potência, 
 
-K = L2MN (2.3.4)  
no qual O é o expoente de Hurst e K é o desvio padrão do fluxo de entrada de águas 
nestes reservatórios, definido por 
 K = P1 ?C:(;) − 〈:〉>E@@A# Q
#∕
 
(2.3.5) 
introduzido apenas para que a variável - K⁄  seja um número adimensional, tornando 
mais fácil a comparação com outros fenômenos [47]. 
Para os períodos de cheia do Rio Nilo, Hurst encontrou O = 0,72. Além de fa-
zer este estudo para o Rio Nilo, Hurst estudou outros fenômenos naturais dependen-
tes do tempo e encontrou o mesmo valor para o parâmetro O. Caso o valor deste 
expoente coincidisse com 0,5 (representando séries independentes) estaria de acor-
do com a teoria clássica da época. Como isto não aconteceu, Hurst chegou a uma 
conclusão revolucionária para época, de que as séries temporais destes fenômenos 
eram autocorrelacionadas [50]. 
2.3.1 Dinâmica Fractal 
Fractais são objetos complexos que possuem duas propriedades característi-
cas: auto-similaridade (pedaços do objeto assemelham-se ao todo) e tem a dimen-
são não inteira, menor que a dimensão do espaço euclidiano, no qual se encontra o 
fractal [50]. Como exemplo de objetos fractais, podemos citar a árvore, couve-flor, 
nuvens, neurônios, etc. [50,51,52]. 
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Esses exemplos pertencem à classe dos fractais estocásticos, que possuem a 
propriedade de auto-similaridade em sentido estatístico, dentro dos limites da escala, 
onde o limite inferior representa à dimensão de partículas do sistema e o limite supe-
rior à dimensão linear do sistema. Os objetos geométricos (fractais determinísticos) 
podem ser construídos utilizando um processo iterativo e possuem propriedade de 
auto-similaridade em todas as escalas [50]. Na Figura 2.6 tem-se um exemplo de 
fractal determinístico, criado por Sierpinski Gasket. 
Figura 2.6: Fractal Determinístico de Sierpinski Gasket [53]. Uma das maneiras de se obter um triân-
gulo de Sierpinski é através do seguinte algoritmo: Passo 1: Comece com qualquer triângulo em um 
plano; Passo 2: Encolha o triângulo pela metade. Faça três copias, e posicione cada triângulo de 
maneira que encoste nos outros dois em um canto; Passo 3: Repita o passo 2 para cada figura obti-
da, indefinidamente. 
 
 
Nos fractais determinísticos a dimensão fractal pode ser determinada usando 
o seguinte procedimento: se R(S) é o número de unidades da estrutura (ex. triângu-
los no caso do fractal Sierpinski Gasket, como mostrado na Figura 2.6) em escala S, 
a diminuição da escala + vezes gera um novo número de unidades estruturais, 
 R TS+U = R(S)+VW (2.3.6)  
 e a dimensão fractal XY pode ser calculada usando a expressão: 
 
XY = log
R LS+MR(S)log +  (2.3.7)  
Em fractais estocásticos a dimensão fractal pode ser obtida pela expressão: 
 ](-) ^ - VW (2.3.8)  
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onde ](-) é o volume da região de dimensão linear - e XY a dimensão fractal, um 
número não inteiro e menor do que a dimensão euclidiana X do espaço em que o 
fractal se encontra [53].  
Em séries temporais, o conceito fractal pode ser estendido como flutuações 
em múltiplas escalas do tempo. Essas flutuações temporais caracterizam-se pela 
auto-similaridade estatística da mesma maneira que os objetos fractais possuem a 
auto-similaridade nas várias escalas espaciais. Podem-se citar como exemplos de 
processos fractais os intervalos entre batimentos cardíacos em humanos [54], flutua-
ções em atividade elétrica cerebral [55], dados financeiros [56,57], dados climáticos 
[14,60,61]. 
Uma série temporal _(;) possui auto-similaridade com parâmetro ^ se 
 _(;) = +`_ T;+U, (2.3.9)  
onde “=” significa a igualdade de propriedades estatísticas. Essa igualdade surge 
após mudanças de escalas de ; e _(;) usando os fatores diferentes: + para ; L; → @bM 
e +` para _(;) (_(;) → +`_(;) ). O expoente ^ chama-se parâmetro de auto-
similaridade [53]. 
Em uma série temporal que possui auto-similaridade, com um parâmetro ^ >0, as flutuações dentro de um intervalo (subconjunto da série) aumentam seguindo 
uma lei da potência, de acordo com o tamanho desse intervalo. Segundo Grabbe 
[48], a partir desta propriedade é possível mensurar correlações de longo alcance 
em séries temporais, utilizando técnicas que tem como base propriedades fractais. A 
invariância escalar, a auto-similaridade e a aleatoriedade são consideradas como 
sendo os três atributos fractais fundamentais. 
2.3.2 Relação entre dimensão fractal e o expoente de Hurst 
A dimensão fractal (XY) foi relacionada com o expoente de Hurst por Mandel-
brot e Wallis [49] através da seguinte fórmula: 
 XY = 2 − O. (2.3.10)  
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A dimensão fractal assume característica de preenchimento do espaço, po-
dendo assumir valores não inteiros, ou seja, a medida que O diminui (0 ≤  O < 0,5) XY se aproxima de 2, logo o perfil se torna tão rugoso que é como se ele come-
çasse a preencher o espaço como um plano. Se o expoente O aumenta (0,5 <  O < 1) a dimensão diminui suavizando o perfil; se O =  0,5 a dimensão fractal é 1,5 re-
presentando movimento Browniano [48,60]. 
Diversas técnicas surgiram com o intuito de estimar o expoente de Hurst atra-
vés de propriedades fractais. O objetivo do estudo de Delignieres et al. [61] foi avali-
ar o desempenho de alguns desses métodos. Foram testados os métodos Power 
Spectral Density Analysis [62], Detrended Fluctuation Analysis [63], Rescaled Range 
Analysis [47], Dispersional Analysis [64], Maximum Likelihood Estimation [65], e duas 
versões do Scaled Windowed Variance Methods [66,67]. Todos os métodos apre-
sentaram diferentes vantagens e desvantagens, em termos de viés e de variabilida-
de. Segundo os autores, a escolha do melhor método para a estimativa do expoente 
de Hurst depende dos motivos científicos que motivaram a análise fractal. 
Diante do grande número de trabalhos com aplicabilidade em variáveis climá-
ticas [14,58,68,69,70,71], a simplicidade de aplicação e interpretação dos resultados 
e o baixo custo computacional exigido, escolhemos o Detrended Fluctuation Analysis 
(DFA) como método de estimativa do expoente de Hurst. Este método foi introduzido 
por Peng et al. [63] em um estudo para a análise de sequência de DNA para identifi-
car a presença de correlações de longo alcance em séries temporais não estacioná-
rias. 
2.3.3 Uso de DFA em dados climáticos 
A análise de correlações de longo alcance em processos climáticos é impor-
tante para validar modelos de previsão do clima. Os resultados de alguns estudos 
mostraram que os principais modelos não reproduziam corretamente as proprieda-
des de escala detectadas em dados observados, precisando ser ajustados 
[68,72,73,74]. Medidas como DFA e SampEn se mostram importantes para a melhor 
compreensão do comportamento de variáveis climáticas no tempo e no espaço, tan-
to quanto a sua variabilidade quanto sua autocorrelação, e suas respectivas magni-
tudes. A partir destas medidas podemos ponderar a importância de cada variável 
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climática em possíveis previsões. Alguns autores mostraram que a variabilidade do 
expoente de Hurst em séries temporais de temperatura do ar variam conforme suas 
posições geográficas [75,76,77], indicando a necessidade da análise da distribuição 
espacial dos valores de expoentes.  
Santos et al. [14] estudaram as propriedades temporais de séries de veloci-
dade do vento horárias, em quatro estações meteorológicas do estado de Pernam-
buco, Brasil. Eles não observaram correlações entre os expoentes estimados com as 
características geográficas das estações (longitude, latitude e altitude da estação). 
Bakker e Hurk [78] realizaram estudo semelhante no oeste europeu, com observa-
ções colhidas em 16 estações meteorológicas. Eles também não encontraram corre-
lação entre o expoente de Hurst estimado com a posição geográfica das estações, 
além da maritimidade. Das 16 estações estudadas, duas indicaram um comporta-
mento aleatório nas séries, e uma outra indicou autocorrelação antipersistente, 
apontando para uma mudança climática na região. Esta última estação fica localiza-
da na Groelândia, e o degelo no Oceano Ártico é um dos fatores apontados pelos 
autores como possível fator responsável por essa mudança. 
Chen et al. [71] estimaram o expoente de DFA em séries de umidade relativa 
do ar média diária, em diferentes regiões climáticas da China. Seus resultados apon-
taram diferentes valores de ^, nas diferentes regiões sob estudo. A partir destes re-
sultados foi proposto um novo índice de classificação climática a partir do expoente 
de Hurst. 
A correlação de longo alcance em séries temporais climáticas também foi alvo 
de estudo de Koscielny-Bunde et al. [69]. Eles aplicaram o DFA em séries de tempe-
ratura do ar máxima diárias em dados colhidos em 14 estações meteorológicas es-
palhadas pelo globo. Eles encontraram expoentes semelhantes para diferentes es-
tações meteorológicas, localizadas em zonas climáticas distintas, e com diferentes 
escalas de tempo. 
Fraedrich e Blender [68] buscaram, em seu estudo, comparar os expoentes 
de DFA para a temperatura do ar em diferentes ambientes. Para tal, se utilizou de 
informações históricas de estações meteorológicas localizadas na América do Norte, 
Europa, Austrália, América do Sul, África, Índia, Sudeste da Ásia, Oceano Índico e o 
Norte do Oceano Atlântico, em sua faixa tropical. Seus resultados apontaram que os 
24 
 
 
maiores expoentes estimados se encontram sob os oceanos, em áreas litorâneas e 
em regiões que sofrem forte influência climática de mares e oceanos. Por sua vez os 
menores valores foram observados sob o continente. Os autores concluíram que a 
continentalidade (ou maritimidade) é um elemento climático determinante para o al-
cance da autocorrelação temporal da temperatura do ar, onde locais mais próximos 
de mares e oceanos tendem a apresentar maiores valores de ^ em relação a locais 
mais distantes. Estes resultados são similares aos encontrados por Eichner et al. 
[76], onde tal relação também é observada. 
Ao contrário dos resultados apresentados por Fraedrich e Blender [68] e Ei-
chner et al. [76], Király e Jánosi [77] observaram na Austrália que o expoente de 
Hurst para a temperatura do ar média diária diminui com um maior distanciamento 
da linha do Equador. Em outras palavras, a latitude foi o fator climático com maior 
influência sobre o fenômeno. Porém a variabilidade do expoente apresentou com-
portamento oposto, aumentando com um maior distanciamento do Equador. Esta 
relação entre o expoente de Hurst (para séries de temperatura do ar média diária) e 
a latitude encontrada por Király e Jánosi [77] corroboram com os resultados encon-
trados por Tsonis et al. [79] e por Silva et al. [44], em estudos com focos similares. 
A fim de avaliar se o aumento da temperatura do ar nos últimos anos é uma 
tendência ou uma flutuação natural, Lüdecke et al. [70] analisaram séries de recor-
des de temperatura do ar mensais em 2249 lugares em todo o mundo. As séries ob-
servadas possuem 100 anos de duração, e apresentaram correlação de longo al-
cance, medido com o DFA. Os resultados finais do estudo apresentaram que a 
chance de que as flutuações observadas sejam naturais está entre 40 e 90%, mas 
os autores não descartaram que ações antropogênicas tenham contribuído no au-
mento das temperaturas do ar. 
2.4  Geoestatística 
Trabalhando com dados de mineração de ouro, Krige [80] concluiu que as va-
riâncias obtidas da abordagem clássica de amostragem não faziam sentido se não 
fosse considerada as distâncias entre as amostras. Baseado nessas observações, 
Matheron [81] desenvolveu a Teoria das Variáveis Regionalizadas. Ela foi definida 
como uma função espacial numérica, variando de um local para outro, apresentando 
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continuidade aparente e cuja variação não pode ser representada por uma função 
matemática. Inicialmente essa teoria foi aplicada a problemas voltados para a geolo-
gia e mineração, e recebeu o nome de geoestatística. 
A Teoria das Variáveis Regionalizadas pressupõe que cada dado f(I*) é mo-
delado como uma variável aleatória, que pode ser expressa pela soma de três com-
ponentes [81]: 
i) Componente estrutural, associada a um valor médio constante ou a 
uma tendência constante; 
ii) Componente aleatória, espacialmente correlacionada; 
iii) Ruído aleatório ou erro residual. 
Se I representa uma posição de uma, duas ou três dimensões, então o valor 
da variável g, em I, é dado por: 
 g(I*) = h(I) + i&j + i*  , (2.4.1)  
onde h(I) é uma função determinística que descreve a componente estrutural g em I; i&j  é um termo estocástico que varia localmente e depende espacialmente de h(I); e i* é um ruído aleatório não correlacionado, com média zero e variância k. 
A geoestatística atua no termo estocástico i&j . Ela resume uma série de técni-
cas de interpolação espacial, utilizadas para a estimativa do valor de um atributo em 
locais não amostrados, a partir de pontos amostrados na mesma área ou região. A 
interpolação espacial converte dados de observações pontuais em campos contí-
nuos, produzindo padrões espaciais que podem ser comparados com outras entida-
des espaciais contínuas. O raciocínio que está na base da interpolação é que, em 
média, os valores do atributo tendem a ser similares em locais mais próximos do que 
em locais mais afastados. Esse conceito também fundamenta a base das relações 
espaciais entre fenômenos geográficos, utilizando a correlação espacial como meio 
de diferença dos atributos estimados [82]. 
Existem diversos métodos na literatura para a realização de interpolações es-
paciais, onde cada um deles possui suas vantagens e desvantagens [83]. Como mé-
todos de interpolação podemos listar o método Triangular [84], dos Polígonos [85], 
Distância Inversa [86,87], Vizinho mais Próximo [88], Kriging (ou Krigagem) [89] e 
Inverse Distance Weighting [90]. 
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As estimativas de quase todos os métodos de interpolação espacial podem 
ser representadas como médias ponderadas dos dados amostrados. Todos eles 
compartilham a mesma fórmula de estimativa geral, como segue [91]: 
 f̂(Im) = ? n*f(I*)(*A#  , (2.4.2)  
onde f̂ é o valor estimado do atributo de um ponto de interesse Im, f é o valor obser-
vado no ponto amostrado I*, n* é o peso atribuído ao ponto de amostragem e 0 re-
presenta o número de pontos amostrados utilizados para a estimativa. 
Apaydin et al. [92] compararam seis técnicas de interpolação espacial (Inver-
se Distance Weighting, Interpolação Polinomial Global e Local, Spline, Kriging e 
Cokriging) para determinar qual destas melhor representa a distribuição espacial de 
6 parâmetros climáticos diferentes (radiação solar, insolação, temperatura do ar, 
umidade relativa do ar, velocidade do vento e precipitação). Os dados utilizados 
nesses estudos foram observações feitas na região sudeste de Anatolia Project, na 
Turquia, no período de 1971 a 1999. Os resultados do estudo mostraram que o Kri-
ging rendeu melhores resultados para a temperatura do ar, radiação solar, umidade 
relativa do ar, velocidade do vento e o Splines, para insolação e precipitação. 
O Kriging mostrou-se eficiente na modelagem da precipitação mensal realiza-
do na Bosnia e Herzegovina, com observações de 1960 a 2011. Segundo Nusret e 
Dug [93] o Kriging apresentou uma capacidade de adaptação à configuração do re-
levo e elevada precisão no cálculo da precipitação e de alguns índices climáticos em 
diferentes tamanhos de grade adotados. Ao ser comparado com o método Inverse 
Distance Weighting, o Kriging mostrou-se mais eficaz. 
Luo et al. [94] compararam sete diferentes métodos de interpolação espacial 
para verificar qual destas produz melhores estimativas na modelagem espacial em 
séries de velocidade do vento, registrados em 190 estações meteorológicas em toda 
Inglaterra e País de Gales. Foram comparados quatro métodos determinísticos 
(Trend Surface Analysis, Inverse Distance Weighting, Interpolação Polinomial Local 
e Spline) e três métodos geoestatísticos (Ordinary Kriging, Universal Kriging e Ordi-
nary Cokriging). Nos resultados observados pelos autores, os métodos geoestatísti-
cos mostraram-se superiores aos determinísticos, sendo o Cokriging o que apresen-
tou os melhores resultados. Eles também observaram que a confiabilidade nas me-
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dições da variável em estudo, a distribuição de densidade e probabilidade das séries 
e a variabilidade espacial das mesmas influenciaram substancialmente a precisão 
dos diferentes métodos de interpolação. 
Diante de todos os estudos que compararam a eficiência dos métodos de in-
terpolação espacial existentes, elegemos o Kriging como método de interpolação a 
ser utilizado em nosso trabalho devido a sua eficiência na realização das estimativas 
[92,93,94], e sua vasta utilização em dados climáticos [95,96,97,98,99]. 
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3. MATERIAL E MÉTODOS 
3.1  Dados 
Os dados utilizados são séries históricas diárias de temperatura do ar mínima, 
média e máxima, umidade relativa média do ar e velocidade média do vento, obtidas 
pelo Instituto Nacional de Meteorologia (INMET) em 264 estações meteorológicas 
distribuídas no Brasil. Estes dados estão disponíveis para download pelo INMET no 
endereço eletrônico < http://www.inmet.gov.br/portal/index.php?r=bdmep/bdmep>. A 
série de amplitude térmica foi obtida pela diferença entre as séries de temperaturas 
do ar máximas e mínimas. A disposição espacial das estações meteorológicas é ob-
servada na Figura 3.1. As séries são compostas por observações diárias realizadas 
entre os anos de 1990 e 2012. 
Figura 3.1: Disposição espacial das estações meteorológicas do INMET localizadas no Brasil, con-
forme as diferentes regiões climáticas observadas na Figura 2.1. 
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As análises de DFA e Sample Entropy foram feitas no software Microsoft Vi-
sual Studio 6.0. Para ambas as técnicas são disponíveis códigos abertos, em lingua-
gem C, para sua aplicação. O código para aplicação do DFA está disponível no en-
dereço <http://www.physionet.org/physiotools/dfa/dfa.c> [100], e para a aplicação do 
Sample Entropy em <http://www.physionet.org/physiotools/sampen/c/> [101]. A in-
terpolação espacial e a plotagem dos mapas foi feita utilizando o software Surfer 
versão 11.0. 
3.2  Sample Entropy (SampEn) 
O método SampEn introduzido por Richman e Moorman [33] é definido como 
sendo o logaritmo natural da probabilidade condicional de que duas sequências simi-
lares (dentro de um nível de tolerância o) para  pontos, permanecem similares para  + 1 pontos. 
 Seja I(1), … , I(R) uma série temporal de tamanho R, o algoritmo de SampEn (, o, R) é descrito como: 
i) Construir R −  vetores de tamanho , em que 
 I() = pI(), I( + 1), … , I( +  − 1)q,  = 1, … , R −  + 1; (3.2.1)  
ii) Definir a distância $ entre os vetores I() r I(s), onde 
 $pI(), I(s)q = maxwAm,xy#p|I( + 2) − I(s + 2)|q ; (3.2.2)  
iii) Para cada  = 1, … , R − ; calcula-se 
 {*$(o) = |}(~y$y#) ,   *$(o) = }(~y$) ; (3.2.3)  
onde {* é o número dos vetores I(s) de tamanho  que são similares aos vetores I() dentro da distância o: $pI(), I(s)q ≤ o e * é o número dos vetores I(s) de 
tamanho ( + 1) que são similares aos vetores I() dentro da distância o.  
iv) Calcula-se 
 {$(o) = 1R −  P ? {*$(o)~y$*A# Q, (3.2.4)  
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$(o) = 1R −  P ? *$(o)~y$*A# Q, 
onde {$(o) é a probabilidade de dois vetores serem similares para  pontos, $(o) 
é a probabilidade de dois vetores serem similares para ( + 1) pontos.  
v) Por fim, calcula-se o índice Sample Entropy: 
 K/0(, o, R) = − ln $(o){$(o), (3.2.5)  
que representa a probabilidade condicional que de duas sequências que são simila-
res para  pontos permanecem similares para  + 1 pontos (quando um dado con-
secutivo é adicionado). 
A escolha do parâmetro  define o tamanho dos vetores inicialmente forma-
dos no algoritmo. Quando escolhemos o valor  = 2, por exemplo, estamos esco-
lhendo mensurar as flutuações existentes em cada par de observações. Através do 
parâmetro o é que definimos se esse diferença em cada par será considerada signi-
ficativa ou não. O parâmetro o usualmente é utilizado como percentual do desvio 
padrão dos dados. Por exemplo, se nossa série possui desvio padrão igual a 10 D. ., e se adotarmos o = 0,2 e  = 2, estamos assumindo em nosso algoritmo 
que diferenças maiores que 2 D. ., entre cada par de observações, será considera-
da como significativa. Quão menor for o valor de o, maior será o rigor na estimativa 
da entropia. Em uma mesma série temporal, a variação de o fará com que tenhamos 
maiores estimativas de SamEn para os maiores valores de o adotados. 
Sample Entropy é uma modificação do método Approximate Entropy (ApEn) 
[30]. Ambos os métodos servem para quantificar a complexidade em séries tempo-
rais não lineares, que foram amplamente usados em análise de processos fisiológi-
cos [102] e séries climáticas [41]. Uma maior complexidade (menor regularidade) da 
série temporal gera o valor do SampEn mais alto [33]. De acordo com Shuangcheng 
et al. [41], a interpretação dos valores da estatística de SampEn considera uma série 
totalmente regular quando SampEn = 0 e para uma série totalmente irregular, Sam-
pEn = 3. 
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3.3  Mustiscale Sample Entropy (MSE) 
Multiscale Sample Entropy (MSE), introduzido por Costa et al. [34], representa 
uma generalização do método Sample Entropy (SampEn) [33]. As medidas tradicio-
nais baseadas em conceito da entropia, como Shannon Entropy [31], Kolmogorov 
Entropy [32], Approximate Entropy [103] e Sample Entropy [33] aumentam com o 
grau de irregularidade do processo estocástico e não conseguem quantificar a com-
plexidade como “uma riqueza na estrutura temporal do processo” caracterizada pela 
regularidade em diferentes escalas do mesmo [34]. 
Ambos os processos completamente aleatórios (ruído branco) e o processo 
completamente regular (ex. periódico) possuem uma menor complexidade do que 
um processo estruturalmente complexo [31,32,34,35,103]. 
A implementação do método MSE exige primeiro a transformação da série 
original I(),  = 1, … , R para outras escalas produzindo I>(s), s = 1, … , R/ onde 
 I>(s) = 1 ? I()
>
*A(y#)># , (3.3.1)  
e  é o fator da escala. Este procedimento é representado na Figura 3.2. 
Figura 3.2: Ilustração do método MSE: transformação da série original usando fator de escala  = 2 e  = 3 [35].  
 
Para cada série transformada calcula-se o valor de SampEn e constrói-se o 
gráfico SampEn versus o fator da escala . Este método permite analisar a comple-
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xidade de diferentes componentes do processo estocástico (que operam nas esca-
las distintas), e pode servir para diferenciar entre as séries temporais geradas pelos 
sistemas diferentes ou pelo mesmo sistema em condições diferentes [34]. Costa et 
al. [35] mostraram que a análise MSE permite uma melhor quantificação da comple-
xidade estrutural de uma série temporal do que os métodos tradicionais baseados 
em entropia, que analisam a repetição dos padrões na série utilizando uma escala 
única [34]. 
3.4  Detrended Fluctuation Analysis (DFA) 
Detrended Fluctuation Analysis é um método através do qual podemos identi-
ficar a presença de correlações de longo alcance em séries temporais não estacio-
nárias. Este método foi introduzido por Peng et al. [63] para análise de sequências 
gênicas de DNA e vem sendo amplamente aplicado em diversos fenômenos, tais 
como variabilidade cardíaca [104,105], climatologia [14,58,106,107] e séries tempo-
rais financeiras [59,108,109]. Seja uma série temporal _(),  = 1, 2, … , R, o procedi-
mento DFA consiste na execução de quatro passos: 
i) O primeiro passo é a integração da série temporal 
 _(2) = ?(_* − _)*A# , (3.4.1)  
em que _ é a média dos valores de _*, para , 2 ∈ C1, 2, … , RE; 
ii) Em seguida a série integrada, representada por _(2), é dividida em inter-
valos de mesma amplitude 0 não sobrepostos; 
iii) Para cada intervalo de tamanho 0, ajusta-se uma curva para representar a 
tendência local. O grau do polinômio irá determinar o tipo de processo 
DFA aplicado, para uma ajuste polinomial de grau , chama-se de DFA-. Em nosso trabalho utilizamos apenas o DFA-1, onde o ajuste para a 
tendência local é dado através de uma reta para o intervalo 0, esta reta é 
comumente representado por _((2). Por conseguinte, a série _(2) é sub-
traída de _((2) para cada amplitude de tamanho 0. Assim, a medida da 
flutuação da série para o intervalo de tamanho 0 é dada por: 
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 (0) = 1R ?p_(2) − _((2)q~A# ; (3.4.2)  
iv) Por fim, temos que (0)~0`, em que α é o expoente de correlação de lon-
go alcance, esta relação pode ser linearizada em um gráfico log (0) ver-
sus log 0, é representada por uma reta de inclinação α, que é o expoente 
desejado. 
Para diminuir a influência da sazonalidade, o DFA foi aplicado nas séries 
temporais de anomalias obtidas através de uma normalização diária das mesmas, 
onde os valores de média e desvio padrão utilizados em cada normalização, são 
correspondente à data do calendário em que ocorreu a observação. Por exemplo, na 
normalização da observação da temperatura do ar máxima em 1 de janeiro de 2012, 
devemos subtrair desta observação a média da temperatura do ar máxima de todos 
os dias 1 de janeiro do período estudado, e após, dividir o resultado pelo desvio pa-
drão de todos os dias 1 de janeiro do mesmo período. A essa nova série daremos o 
nome de “anomalia”. Através desse procedimento elimina-se grande número de osci-
lações, obtendo assim, uma série estacionária, adequada para aplicação do método 
A vantagem do método DFA reside no fato de conseguir eliminar tendências 
de diferentes ordens e detectar tendências com correlações polinomiais que, por 
vezes, mascaram a natureza das correlações. Segundo Liu et al. [110], a caracteri-
zação de um processo de memória longa (persistente) é dada quando o expoente ^ > 0.5, temos então que os valores grandes (ou pequenos), têm maior probabilida-
de de serem seguidos por valores grandes (ou pequenos), por exemplo, dias com 
umidade relativa média do ar alta tendem a ser seguidos por dias com umidade rela-
tiva média do ar alta. Para séries de tempo não correlacionadas (ruído branco) te-
mos ^ = 0.5 e para ^ < 0.5, a série exibe uma correlação de longo alcance antiper-
sistente, significando que os valores grandes (ou pequeno) têm maior probabilidade 
de serem seguidos por valores pequenos (ou grandes). 
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3.5  Kriging 
Kriging (muitas vezes traduzido como Krigagem) é um método de regressão 
usado em geoestatística para aproximar ou interpolar dados. O Kriging pode ser en-
tendido como uma predição linear ou uma forma da Inferência Bayesiana. Parte do 
princípio que pontos próximos no espaço tendem a ter valores mais parecidos do 
que pontos mais afastados. A técnica de Krigagem assume que os dados recolhidos 
de uma determinada população se encontram correlacionados no espaço [111]. 
3.5.1 Semivariância e Variograma 
O semivariograma (ou simplesmente variograma) é o método geoestatístico 
para diagnosticar a presença da correlação entre as unidades amostradas. Segundo 
Webster [112], os semivariogramas são preferidos para caracterizar a estrutura de 
continuidade espacial da característica avaliada, por exigirem hipóteses de estacio-
naridade menos restritivas (hipótese intrínseca). O semivariograma representa uma 
função de semivariâncias em relação às respectivas distâncias. A semivariância é 
definida como a metade da variância de diferenças entre observações de uma variá-
vel aleatória g, separadas por uma distância ℎ. Assim, valores baixos indicam menor 
variabilidade (maior similaridade). 
Segundo Journel e Huijbregts [113], a função variograma, denominada de 2(ℎ), é a esperança matemática do quadrado da diferença entre pares de pontos 
separados por uma distância (ℎ), 
 2(ℎ) = Cpg(I) − g(I + ℎ)qE. (3.5.1)  
A metade da função variograma é denominada de função semivariograma. O esti-
mador da semivariância p (ℎ) q é igual a média aritmética das diferenças ao quadra-
do entre pares de valores experimentais, em todos os pontos separados pela distân-
cia ℎ. 
  (ℎ) = 12R(ℎ) ? pg(I) − g(I + ℎ)q
~( )
*A# , (3.5.2)  
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onde p (ℎ) q é a semivariância estimada para cada distância (ℎ), R(ℎ) é o número 
de pares de pontos separados por uma distância ℎ, g(I) é o valor da variável regio-
nalizada no ponto I e  g(I + ℎ) é o valor no ponto I +  ℎ. 
O gráfico entre (ℎ) e ℎ é conhecido como variograma experimental, o qual 
permite interpretar a continuidade espacial da variável regionalizada [91]. 
3.5.2 Modelos de Semivariogramas 
Existem vários modelos de ajuste aplicáveis a diferentes fenômenos com con-
tinuidade espacial. Estes modelos, chamados de modelos teóricos, devem fornecer 
soluções estáveis para o estimador linear – Kriging. Isto quer dizer que as covariân-
cias têm de ser definidas positivamente, ou seja, a matriz de covariância utilizada na 
Krigagem pode ser invertida. A condição de positividade do modelo limita o conjunto 
de funções usadas na modelagem do semivariograma experimental [112]. Apresen-
tamos o modelo de algumas funções de ajuste da correlação, e seus respectivos 
gráficos são vistos na Figura 3.3. 
. 
 • Linear (Kitanidis [114]) → (ℎ) = (ℎ);  (3.5.3)  
 
 • Exponencial (Cressie [115]) → (ℎ) = p1 − ry q; (3.5.4)  
 
 • Gaussiano (Pannatier [116]) → (ℎ) = 1 − ry ; (3.5.5)  
 
 • Potência (Pannatier [116]) → (ℎ) = pℎ(q, (3.5.6)  
onde 0 < 0 < 2, quando 0 = 1 este se torna um modelo Linear; 
 
• Quadrático (Alfaro [117]) → (ℎ) = p2ℎ − ℎq ℎ < 1 ℎ ≥ 1 ; (3.5.7) 
 
 
• Racional Quadrático (Cressie [115]) → (ℎ) =    #  ; (3.5.8) 
 
 • Wave (Cressie [115]) → (ℎ) =  1 − (    ; (3.5.9) 
 
 • Logarítmico (Kitanidis [114]) → (ℎ) = pln(ℎ)q, ℎ > 0; (3.5.10) 
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• Esférico (Pannatier [116]) → (ℎ) = p1,5 ℎ − 0,5 ℎq ℎ < 1 ℎ ≥ 1 ; (3.5.11) 
 
 • Pentaesférico (Olea [111]) → (ℎ) = (1,87 ℎ − 1,25 ℎ + 0,375 ℎ); (3.5.12) 
 
 • Cúbico (Olea [111]) → (ℎ) = (7 ℎ − 8,75 ℎ + 3,5 ℎ − 0,75 ℎ). (3.5.13) 
Figura 3.3: Gráficos de alguns modelos de variogramas. 
 
Através do semivariograma experimental, o pesquisador é capaz de definir o 
modelo que melhor descreve o comportamento dos dados no espaço [113]. Em se-
guida, sua preocupação se volta para o ajuste da função matemática ao semivario-
grama experimental ou aos dados [112]. 
A medida que ℎ aumenta (ℎ) também aumenta, pois é de se esperar que 
amostras tiradas a uma pequena distância entre si tenham a parcela pg(I) − g(I +ℎ)q, da Equação (3.5.1), menores que aquelas tiradas a distâncias maiores. O ajus-
te do modelo matemático aos dados no gráfico, define os parâmetros do semivario-
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grama, que são: efeito pepita (m), que é o valor de (ℎ) quando ℎ = 0; o alcance () da dependência espacial, que é o valor de ℎ a partir do qual a função se estabili-
za; e o patamar ( + m), valor de (ℎ) para determinado alcance (), cujo valor é 
aproximadamente igual à variância dos dados (se existir) e é obtido pela soma do 
efeito pepita e a variância estrutural () (Figura 3.4). 
Figura 3.4: Semivariograma experimental e modelo matemático ajustado 
 
3.5.3 Inferência Espacial – Kriging 
Conforme descrito por Isaak e Serivastava [85], existem vários tipos de Kriga-
gem: Kriging pontual, ordinário, universal, de blocos, etc. Neste trabalho foi adotada 
a Krigagem de bloco. Ela envolve estimativas de valores da variável regionalizada 
para uma subárea da área total. Segundo Burgess e Webster [118], a Krigagem de 
bloco é apropriada (em relação a Krigagem pontual), para situações em que a infor-
mação média é mais útil do que o valor exato no ponto. 
Os estimadores de Krigagem são variantes da equação (3.5.14), que é uma 
ligeira modificação da equação (2.4.2), como segue. 
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 g(Im) −  = ? n*pg(I*) − (Im)q,(*A#  (3.5.14) 
onde  é uma média estacionária conhecida, assumida ser constante ao longo de 
todo o domínio e calculada como sendo a média dos dados. O parâmetro n* é o peso 
da Krigagem; 0 é o número de pontos amostrados e usados na realização das esti-
mativas e depende do tamanho da grade (bloco) de pesquisa; e (Im) é a média das 
amostras contidas na grade de pesquisa [91]. 
 Os pesos são estimados através da minimização da variância 
 ]og(Im) =  g(Im) − g(Im)                                                                  =  Lg(Im)M +  g(Im)¡ − 2 g(Im)g(Im)¢                            
= ? ? n*n(I* − I)(A#
(
*A# + (Im − Im) − 2 ? n*(I* − Im)
(
*A#
 (3.5.15)  
onde g(Im) é o valor esperado no ponto Im; 0 representa o número de observações a 
serem incluídas na estimativa; e  I* − I¡ = £.g(I*), g(I) [85]. 
A Krigagem ordinária se diferencia em relação à Krigagem simples por não 
necessitar da média para se encontrar os pesos que minimizam a variância do erro 
da estimativa. No entanto, apresenta algumas exigências, tal como a estimativa da 
média local, que resulta na soma unitária dos pesos n*. Sua formula geral é dada por 
[113] 
 g(Im) = ? n*g(I*).(*A#  (3.5.16) 
Os pesos (n* ,  = 1, … , 0) são obtidos da resolução de um sistema de equa-
ções lineares denominado sistema de Krigagem. Como se deseja um estimador não 
tendencioso considera-se 
 g(Im) − g(Im) = 0. (3.5.17) 
Essa relação impõe que as duas médias sejam iguais; portanto aplicando-se a 
equação (3.5.16) em (3.5.17), obtém-se 
 pg(Im)q =  ¤? n*g(I*)(*A# ¥ ⇒  = ? n*
(
*A#  . (3.5.18)  
39 
 
 
Deve-se considerar a condição de não enviesamento para g(Im) como 
 ? n* = 1(*A#  . (3.5.19) 
 Journel [119] mostra que, minimizando a variância do erro ]og(Im) − g(Im), 
sob a condição expressa pela equação (3.5.19), os valores n* são obtidos a partir do 
seguinte sistema de equações, denominado sistema de Krigagem ordinária 
 
§¨©¨
ª? n* I* − I¡ − « = (Im − I*),  = 1, … , 0(*A#? n* = 1                                                                   (*A#
 (3.5.20)  
onde  I* − I¡ refere-se à função de covariância correspondente a um vetor ℎ, com 
origem em I* e extremidade no ponto a ser estimado Im; « é o multiplicador de La-
grange necessário para a minimização do erro. 
 Em termos matriciais, as equações (3.5.20) são representadas como 
 
¬¬
(I# − I#) (I# − I) ⋯ (I# − I() 1(I − I#) (I − I) ⋯ (I − I() 1⋮(I( − I#)1
⋮(I( − I)1
⋱             ⋮       ⋯ (I( − I() 1⋯           1         0¬
¬ ∙ ¬¬
n#n⋮n(« ¬
¬ = ¬¬
(Im − I#)(Im − I)⋮(Im − I()1 ¬
¬
 (3.5.21)  
Chamando de ± a matriz das semivariâncias dos valores amostrados envolvi-
dos na estimativa de g(Im);  ² a matriz coluna que contém os pesos n* e o multipli-
cador de Lagrange e ³ a matriz coluna das semivariâncias entre os valores amostra-
dos e o ponto a ser estimado, tem-se 
 ± = ²³ . (3.5.22)  
Portanto, 
 ² = ±y#³ . (3.5.23)  
Observamos que: 
i) A matriz ± é simétrica e possui diagonal principal igual a zero, ou igual 
ao valor do efeito pepita; 
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ii) Os valores 1 que aparecem nas matrizes ± e ³ são consequência do 
multiplicador de Lagrange; 
iii) O sistema deve ser resolvido para cada estimativa g(Im) e para cada 
variação do número de amostras envolvidas na estimativa. 
A correspondente variância minimizada do erro, denominada variância de Kri-
gagem ordinária k´, é dada pela expressão [119] 
 k´ = ]og(Im) − g(Im) = (0) − ? n*(I* − Im)(*A# − « = ³@² (3.5.24)  
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4. RESULTADOS E DISCUSSÃO 
Todos os resultados obtidos para as análises de DFA e Sample Entropy, as-
sim como as médias e desvios das observações, foram interpolados e explicitados 
espacialmente sob o mapa do Brasil. Esta interpolação deu-se com o uso do Kriging, 
e os variogramas obtidos em cada interpolação podem ser vistos no Apêndice. Fo-
ram obtidos os valores das médias e desvios padrão de cada variável em estudo, em 
cada uma das 264 estações meteorológicas, distribuídas espacialmente no território 
brasileiro, como já visto na Figura 3.1. 
O expoente de Hurst, neste trabalho medido através do DFA, é uma estatísti-
ca que nos forneceu a ideia de persistência (ou antipersistência) em nossas séries. 
Esta persistência reflete a autocorrelação de longo alcance de nossas variáveis, por 
exemplo, se dias quentes tendem a ser sucedidos por dias também quentes (persis-
tência), ou se dias quentes tendem a serem sucedidos por dias frios (antipersistên-
cia), e principalmente, se este comportamento irá perdurar ao longo do tempo (corre-
lação de longo alcance). Esta estatística encontra-se entre 0 e 1, onde valores acima 
de 0,5 indicam persistência e abaixo, antipersistência. Para um expoente ^ igual a 0,5 temos caracterizado uma série totalmente aleatória. Quanto mais próximo dos 
extremos, mais “forte” será a autocorrelação, por exemplo, quanto mais próximo de 1 
for a estimativa do expoente de Hurst, mais duradouro será este comportamento. 
Todas as séries estudadas neste trabalho mostraram-se persistentes (^ > 0,5), vari-
ando apenas em sua magnitude. 
A entropia das séries climáticas em estudo foi estimada com a aplicação da 
técnica Sample Entropy. Esta medida nos deu o grau de desordem das nossas sé-
ries temporais, em outras palavras, medimos a complexidade (variabilidade) das 
mesmas. Esta estatística varia no intervalo de 0 a 3, onde o zero é resultante de sé-
ries totalmente regulares, e 3, de séries completamente desordenadas. Todas as 
estimativas de Sample Entropy foram feitas admitindo  = 2, o = 0,2 e  =1, 2, 3, … , 30. Ou seja, estimamos para as 264 séries valores de SampEn na escala 
de 1 a 30 dias. 
Imagine um ambiente em que dias quentes são sempre seguidos por dias 
frios, e dias frios sempre são seguidos por dias quentes. Do ponto de vista da análi-
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se climática através do DFA, esta seria caracterizada como uma série antipersisten-
te. Porém, na visão da entropia (Sample Entropy), esta é uma série completamente 
regular, onde sempre sabemos que um dia frio será seguido por um dia quente, e 
vice versa. Esta regularidade pode acontecer em janelas da série temporal, por 
exemplo, se um dia frio sempre for seguido por dois dias quentes. Assim, avaliamos 
nossas séries em múltiplas escalas, onde possíveis padrões poderão ser observa-
dos até o intervalo de um mês. 
4.1  Temperatura média do ar 
A temperatura média diária do ar apresentou maiores valores nas regiões 
Norte e Nordeste do Brasil (Figura 4.1 A), nas porções de clima Equatorial e Tropical 
Zona Equatorial. Este resultado condiz com o conhecimento prévio sobre o fenôme-
no em estudo, onde se esperam maiores temperaturas do ar nas regiões mais pró-
ximas a linha do Equador. As regiões mais quentes apresentaram temperatura mé-
dia diária do ar variando entre 26 e 30 ℃. A região de clima Temperado, mais distan-
te da linha do Equador, foi a que apresentou menores valores médios da temperatu-
ra média diária do ar. Conforme Mendonça e Danni-Oliveira [2] e Varejão-Silva [19] a 
temperatura média do ar diminui em áreas com maior altitude. Antiguidade da for-
mação do relevo e da ausência de dobramentos modernos faz com que o Brasil 
apresente baixas altitudes [29], que acabam interferindo apenas de forma pontual no 
clima de algumas localidades. Em uma visão mais ampla do fenômeno, não se ob-
servam influências da altitude sobre os valores médios da temperatura média do ar. 
O desvio padrão desta mesma variável (Figura 4.1 B) também apresentou 
uma relação com a latitude, onde as maiores variabilidades foram observadas em 
locais mais distantes do Equador. Logo, nota-se que as maiores variabilidades da 
temperatura média do ar está localizada nas regiões com menores médias da mes-
ma, ou seja, há uma relação inversamente proporcional na distribuição espacial de 
ambas as estatísticas. Ou seja, a latitude influencia a temperatura média do ar de tal 
forma que, quão mais próximo da linha do Equador observarmos, iremos obter maio-
res temperaturas médias diárias e uma menor variabilidade da mesma. 
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Figura 4.1: Média (A) e desvio padrão (B) da temperatura média diária do ar no Brasil, no período de 
1990 a 2012. 
 
 
Notam-se faixas bem definidas da persistência climática (^) para a temperatu-
ra média diária do ar (Figura 4.2 A), os valores de ^ aumentaram com a menores 
latitude e longitude, formando faixas diagonais com os diferentes valores da estatís-
tica. Em média, o expoente de Hurst estimado para o Brasil foi de 0,79, apontando 
um considerável alcance da autocorrelação para a temperatura média do ar. Na re-
gião de clima Temperado encontram-se os menores valores da estatística, em torno 
de 0,6, indicando uma curta autocorrelação. O maior alcance da autocorrelação foi 
observado na região Nordeste, nas porções de clima Tropical Zona Equatorial e Tro-
pical Nordeste Oriental, onde foram estimados os maiores valores de ^. 
Figura 4.2: Estimativas dos expoentes DFA (A) e coeficientes de Sample Entropy (B) das séries de 
temperatura média diária do ar no Brasil, no período de 1990 a 2012. 
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A entropia (SampEn) estimada para as séries de temperatura média diária do 
ar podem ser observadas na (Figura 4.2 B). As diferenças nos valores da entropia 
nas diferentes escalas foram bastante sutis. Nota-se que pra  = 1 uma menor ho-
mogeneidade nos valores de entropia ao longo do território brasileiro, com média de 1,39. Na região Norte e em parte do Centro-Oeste (região de clima Tropical), foi ob-
servada uma faixa sobre o território brasileiro com entropia em torno de 2, enquanto 
no resto do país este valor variou entre 1 e 1,5. 
Este comportamento manteve-se similar a partir de valores de  > 1, ou seja, 
para a observação do comportamento da entropia a partir da escala de dois dias. 
Esta faixa que corta a região de clima Tropical, com maiores valores entrópicos para 
a temperatura média diária do ar, observada na Figura 4.3, segue a mesma direção 
da massa de ar Equatorial Continental (Figura 2.5). Segundo Lutgens e Tarbuc 
[120], esta é uma massa quente e úmida que domina a porção noroeste da Amazô-
nia quase todo ano. Na China, Shuangcheng et al. [41], também encontraram uma 
relação entre as estimativas do SampEn e a influências das massas de ar, porém os 
maiores valores entrópicos foram observados em regiões de interação de diversas 
massas de ar, enquanto os nossos resultados apontaram o oposto, menores valores 
da estatística em regiões de interação de diversas massas de ar. Não observamos 
no Brasil um relação entre a entropia estimada com os demais fatores climáticos (la-
titude, altitude, maritimidade, vegetação, etc.). Esta ausência de correlação entre a 
entropia e estes fatores também foi observado por Zhao et al. [43], na China, onde 
ele utilizou o ApEn para estimar a entropia das séries de temperatura do ar. 
A Figura 4.4 mostra, através do Error plot (^ = 5%), a variação do valor médio 
da entropia para o Brasil e em suas diferentes regiões climáticas, nas diferentes es-
calas de . Observamos um nítido aumento da estatística de  = 1 para  = 2 (Figura 
4.4 A), seguida de uma estabilização da mesma para escalas maiores que 2. A regi-
ão com clima Tropical Brasil Central (Figura 4.4 D) apresentou comportamento se-
melhante. A região de clima Temperado (Figura 4.4 C) também apresentou um nítido 
aumento da estatística na escala de  = 1 para  = 2, porém, seguida de uma suave 
tendência de decréscimo da mesma. Os valores da entropia nas demais zonas cli-
máticas pouco variaram. 
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Figura 4.3: Coeficiente de entropia (Sample Entropy) das séries de temperatura média diária do ar no 
Brasil, no período de 1990 a 2012, para diferentes expoentes de escala ( = 1, 2, … , 30 ). 
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Figura 4.4: Error plot (ao nível de significância de 5%) dos coeficiente de entropia (Multiscale Sample 
Entropy) das séries de temperatura média diária do ar no Brasil (A), e em suas diferentes regiões 
climáticas (Equatorial (B), Temperado (C), Tropical Brasil Central (D), Tropical Nordeste Oriental (E), 
Tropical Zona Equatorial (F)), no período de 1990 a 2012, para diferentes expoentes de escala ( =1, 2, … , 30 ). 
 
4.2  Amplitude térmica do ar 
A amplitude térmica diária (Figura 4.5 A) apresentou as menores médias (6 a 8 ℃) no litoral do Nordeste e do Sul, e em uma porção da região Norte do país 
(Amapá, norte do Pará e nordeste do Amazonas). Estes locais fazem parte das regi-
ões de clima Tropical Nordeste Oriental, Temperado, e Tropical, respectivamente. 
Em localidades costeiras, os ventos vindos do oceano funcionam como moderadores 
da temperatura do ar, diminuindo a amplitude térmica local, explicando os baixos 
valores médios no litoral das regiões Sul e Nordeste. As maiores médias foram ob-
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servadas na região Centro-Oeste, Minas Gerais, sul do Piauí e região oeste da Ba-
hia, compreendido em sua maior parte na região de clima Tropical Brasil Central. O 
desvio padrão (Figura 4.5 B) apresenta um comportamento similar a média, com os 
menores desvios localizados sob as áreas de menor média. Destaca-se a região de 
clima Temperado, que apresenta valores de desvio relativamente autos, comparadas 
aos valores médios da mesma região. 
Figura 4.5: Média (A) e desvio padrão (B) da amplitude térmica diária do ar no Brasil, no período de 
1990 a 2012. 
 
 
Conforme Lutgens e Tarbuck [120], o ciclo anual de temperatura do ar reflete 
claramente a variação da radiação solar incidente ao longo do ano, fazendo que na 
faixa entre os trópicos de Câncer e Capricórnio, as temperaturas do ar médias vari-
em pouco durante o ano. Uma consequência deste comportamento deve se refletir 
na amplitude térmica, fazendo com que a amplitude diminua com a proximidade da 
linha do Equador, porém, em nossos resultados não observamos tal relação. Vare-
jão-Silva [19] e Pereira et al. [28] citam que os oceanos funcionam como agentes 
reguladores da temperatura do ar, uma vez que o aquecimento e resfriamento dos 
mares e dos continentes dá-se de maneira distinta, sendo que o continente aquece e 
resfria de forma mais rápida que o oceanos. Essa característica faz com que regiões 
litorâneas apresentem menores amplitudes térmicas. Tal comportamento foi obser-
vado em nossos resultados (Figura 4.5 A), onde a região litorânea apresentou as 
menores médias de amplitude térmica diária no Brasil. 
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As séries de amplitude térmica diária também apresentaram regiões com au-
tocorrelação com maiores e menores alcances (Figura 4.6 A), porém, sem seguir um 
padrão espacial como observado para a temperatura do ar média. Em média, no 
Brasil, o expoente estimado foi 0,77. Os menores valores de ^ foram observados no 
norte do Rio Grande do Sul, Santa Catarina e nos litorais do Paraná e de São Paulo, 
compreendendo a maior porção da região de clima Temperado. Os maiores valores 
de ^ foram observados no Pará, e em algumas áreas da região Nordeste, compre-
endendo as regiões de clima Tropical, Tropical Zona Equatorial e Tropical Nordeste 
Oriental. 
Figura 4.6: Estimativas dos expoentes DFA (A) e coeficientes de Sample Entropy (B) das séries de 
amplitude térmica diária do ar do Brasil, no período de 1990 a 2012. 
 
 
Para as séries de amplitude térmica, as entropias estimadas são observadas 
na (Figura 4.6 B). Na região Norte, mais precisamente nos estados de Amazonas, 
Acre, Rondônia e Roraima (clima Tropical), é observada uma entropia significativa, 
em torno de 2, para  = 1. A medida que a escala  aumenta (Figura 4.7), esta en-
tropia apresenta uma diminuição em sua magnitude, chegando a apresentar valores 
inferiores a 1 no sul do Pará, mais precisamente na região do Araguaia. As regiões 
Sul e Sudeste, e partes do Centro-Oeste e Nordeste, apresentaram altos valores 
entrópicos, onde a magnitude destes valores foi preservada com o aumento da esca-
la . O aumento da escala de dias () caracteriza a influência da latitude na compo-
sição da entropia, com maiores valores entrópicos em zonas mais distantes da linha 
do Equador. 
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Figura 4.7: Coeficiente de entropia (Sample Entropy) das séries de amplitude térmica diária do ar no 
Brasil, no período de 1990 a 2012, para diferentes expoentes de escala ( = 1, 2, … , 30 ). 
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Nota-se na Figura 4.8 A, que a maior média da entropia no Brasil encontra-se 
na escala  = 2, sendo igual a 1,82. Esta média apresenta uma leve tendência de 
declínio a medida que aumenta-se a escala de dias. Notamos que as maiores entro-
pias encontram-se na zona de clima Temperado (Figura 4.8 C), onde a média da 
entropia na região torna-se estável a partir de  = 2. Comportamento similar é ob-
servado na zona Tropical Brasil Central (Figura 4.8 D). Nas zonas de clima Equatori-
al e Tropical Nordeste oriental (Figura 4.8 B e E, respectivamente), observa-se uma 
nítida tendência de declínio da entropia com o aumento da escala de dias, seguida 
de uma posterior estabilização da mesma. 
Figura 4.8: Error plot (ao nível de significância de 5%) dos coeficiente de entropia (Multiscale Sample 
Entropy) das séries de amplitude térmica diária do ar no Brasil (A), e em suas diferentes regiões cli-
máticas (Equatorial (B), Temperado (C), Tropical Brasil Central (D), Tropical Nordeste Oriental (E), 
Tropical Zona Equatorial (F)), no período de 1990 a 2012, para diferentes expoentes de escala ( =1, 2, … , 30 ). 
 
51 
 
 
Devido a influência da continentalidade, era esperado uma menor entropia na 
faixa litorânea, uma vez que estudos anteriores [19] mostram que a proximidade de 
mares e oceanos tende a suavizar as flutuações da temperatura do ar, reduzindo a 
amplitude térmica local, porém, os menores valores entrópicos foram estimados em 
uma faixa central do país, se expandindo para o Norte e Nordeste com o aumento 
da escala . A região Sul apresentou os maiores valores de entropia, mesmo em 
diferentes escalas, indicando forte influência da latitude em sua composição. Em 
todas as escalas de dias avaliados, a região de clima Temperada foi caracterizada 
em todas como uma região de grande entropia. Nas regiões de clima Equatorial e 
Tropical Zona Equatorial esta entropia decresce com o aumento da escala de dias. 
4.3  Temperatura máxima do ar 
No geral, o Brasil é um país de altas temperaturas do ar, sendo que 2 3⁄  do 
território do país apresentou média das temperaturas máximas diárias do ar entre 32 
e 35 ℃ (Figura 4.9 A). A região de clima Temperado foi a que apresentou as meno-
res médias desta variável. Assim como foi observado para a temperatura média diá-
ria do ar (Figura 4.1), as maiores variabilidades estão presentes nas regiões com 
menores médias (Figura 4.9 B), e vice versa. Em resumo, o distanciamento da linha 
do Equador atenua os registros de temperatura máxima diária do ar e aumenta a 
variabilidade da mesma. 
Figura 4.9: Média (A) e desvio padrão (B) da temperatura máxima diária do ar no Brasil, no período 
de 1990 a 2012. 
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A autocorrelação observada para as séries de temperatura máxima diária do 
ar (Figura 4.10 A) apresentou um comportamento similar ao observado para a tem-
peratura média diária do ar (Figura 4.2 A), com os valores do expoente de Hurst 
crescendo em menores latitudes e a longitude, formando faixas diagonais com dife-
rentes limiares de ^, onde os menores valores foram observados na região de clima 
Temperado, e os maiores no Nordeste do país, nas regiões de clima Tropical Nor-
deste Oriental e Tropical Zona Equatorial, sendo que a média para todo o território 
nacional foi de 0,79. Estas faixas diagonais seguem o mesmo sentido que as mas-
sas de ar Polar Atlântica no Inverno e Equatorial Continental no verão, conforme foi 
observado na Figura 2.5. 
Figura 4.10: Estimativas dos expoentes DFA (A) e coeficientes de Sample Entropy (B) das séries de 
temperatura máxima diária do ar no Brasil, no período de 1990 a 2012. 
 
 
Os estados do Amazonas e do Acre (região de clima Equatorial) foram os que 
apresentaram menor organização (ou maior entropia) na composição das séries de 
temperatura máxima diária do ar (Figura 4.10 B). Observando os resultados para  ≥2 (Figura 4.11), nota-se um aumento da entropia em grande faixa do território brasi-
leiro, se estendendo do Amazonas até a região Sul, passando pelas regiões Centro-
Oeste e Sudeste. A região Nordeste, juntamente com os estados do Pará e do Ama-
pá apresentaram poucas mudanças no nível de entropia observado, em todas as 
escalas, com exceção da Bahia. Este padrão, quase constante, indica uma regular 
entropia, com estatísticas estimadas entre 1,0 e 1,5. 
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Figura 4.11: Coeficiente de entropia (Sample Entropy) das séries de temperatura máxima diária do ar 
no Brasil, no período de 1990 a 2012, para diferentes expoentes de escala ( = 1, 2, … , 30 ). 
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A média da estatística estimada no Brasil (Figura 4.12 A) apresentou uma 
tendência de crescimento no intervalo 1 ≤  ≤ 3, seguida de uma estabilização da 
mesma, em torno de 1,65, para escalas acima de 4. Comportamento similar foi ob-
servado nas médias de entropia nas zonas Equatorial Tropical Brasil Central (Figura 
4.12 B e D, respectivamente). As zonas Tropical Nordeste Oriental e Tropical Zona 
Equatorial pouco oscilaram com a variação de  (Figura 4.12 E e F, respectivamen-
te). A região de clima Temperado também apresentou uma tendência de crescimen-
to no intervalo 1 ≤  ≤ 3, porém seguida de uma leve tendência de diminuição dos 
valores médios a medida que cresce a escala de dias. 
Figura 4.12: Error plot (ao nível de significância de 5%) dos coeficiente de entropia (Multiscale Sample 
Entropy) das séries de temperatura máxima diária do ar no Brasil (A), e em suas diferentes regiões 
climáticas (Equatorial (B), Temperado (C), Tropical Brasil Central (D), Tropical Nordeste Oriental (E), 
Tropical Zona Equatorial (F)), no período de 1990 a 2012, para diferentes expoentes de escala ( =1, 2, … , 30 ). 
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Ao compararmos nossos resultados com um estudo similar realizado na Chi-
na por Zhao et al. [43], vemos que, de forma similar, não observamos correlação 
entre a entropia estimada com a altitude, maritimidade, latitude e vegetação. Em re-
sumo, o aumento da escala de dias na observação da entropia mostra uma diminui-
ção da regularidade da temperatura máxima diária nas regiões de clima Equatorial e 
Tropical Brasil Central, mantendo quase constante o comportamento dessa mesma 
estatística nas regiões de clima Tropical Zona Equatorial, Tropical Nordeste Oriental 
e Temperado. Esta faixa de maiores entropias observadas segue a direção da mas-
sa de ar Equatorial Continental, formada sobre a Amazônia. 
4.4  Temperatura mínima do ar 
A disposição espacial das médias observadas da temperatura mínima diária 
do ar (Figura 4.13 A) apresentou comportamento similar ao observado para a tempe-
ratura máxima diária do ar (Figura 4.9 A). A região de clima Temperado novamente é 
a que apresenta os menores valores. Já a região central do Brasil, em relação a 
temperatura mínima diária do ar, apresentou médias mais amenas, em comparação 
com o Norte e o Nordeste brasileiro. Esta observação ratifica o que foi visto em rela-
ção a amplitude térmica. Desta forma, podemos caracterizar a região de clima Tem-
perado com àquela de menores médias da temperatura mínima diária do ar, a região 
Tropical Brasil Central com sendo a de valores mais amenos e as regiões Equatorial, 
Tropical Nordeste Oriental e Tropical Zona Equatorial como sendo àquelas com mai-
ores médias observadas. 
Novamente a variabilidade segue direção oposta às magnitudes das médias 
observadas (Figura 4.13 B). Assim como foi observado nas variáveis de temperatura 
média e máxima diária do ar, para a temperatura mínima diária do ar o desvio pa-
drão observado aumenta conforme nos distanciamos da linha do Equador. Obser-
vam-se faixas bem definidas no limiar do desvio padrão observado, caracterizando a 
influência da latitude em sua composição. Em resumo, a proximidade da linha do 
Equador resulta em temperaturas altas e constantes. 
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Figura 4.13: Média (A) e desvio padrão (B) da temperatura mínima diária do ar no Brasil, no período 
de 1990 a 2012. 
 
 
Para as temperaturas mínimas diárias do ar, observou-se que os valores es-
timados de ^ (Figura 4.14 A) crescem na direção das menores latitudes, sendo as 
séries com autocorrelação de maior alcance localizadas no extremo norte do país, e 
àqueles com menor memória, no extremo sul. Para esta variável os menores valores 
de ^ observados giraram em torno de 0,7, diferente das demais variáveis de tempe-
ratura do ar (média, máxima e amplitude), que apresentaram valores de ^ em torno 
de 0,6 na região de clima Temperado. Observamos na Figura 4.14 B as entropias 
estimadas para temperatura mínima do ar. Para  = 1 observa-se um mapa bastante 
homogêneo, com entropias entre 1,0 e 1,5, com uma sutil diminuição dos valores da 
entropia com o aumento da latitude. Ou seja, tanto o alcance da autocorrelação, 
quando a entropia da série de temperatura mínima diária do ar aumentam com uma 
maior proximidade da linha do Equador. 
Ao contrário dos estudos de Fraedrich e Blender [68] e de Eichner et al. [76], 
não observamos uma forte relação da maritimidade com as estimativas de  ^ nas 
variáveis de temperatura do ar (média, máxima, mínima e amplitude térmica) estu-
dadas. A magnitude dos expoentes apresentou maior relação com a posição geográ-
fica (latitude e longitude) do que com a proximidade com o Oceano Atlântico. Resul-
tados similares foram apresentados por Király e Jánosi [77], em um estudo realizado 
na Austrália. 
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Figura 4.14: Estimativas dos expoentes DFA (A) e coeficientes de Sample Entropy (B) das séries de 
temperatura mínima diária do ar no Brasil, no período de 1990 a 2012. 
 
 
Este comportamento observado nas estimativas de SampEn (Figura 4.14 B) 
torna-se completamente diferente quando  > 1 (Figura 4.15). Em Mato Grosso e no 
sul do Pará é observada uma entropia próxima de zero, indicando certa regularidade 
da temperatura mínima do ar. Esta área apresenta-se pequena para  = 2, aumenta 
até  = 13, e após, diminui gradativamente. As maiores entropias estão localizadas 
nas áreas de maior latitude, sendo que esta área diminui com o aumento de . Em 
geral não se nota diferença na disposição da entropia no Brasil a partir de  > 1, o 
comportamento observado reflete apenas o aumento ou diminuição das áreas carac-
terizadas. E não há uma caracterização clara da influência das zonas climáticas 
nessa caracterização. 
Ao analisarmos as médias (Figura 4.16 A), observamos que o maior valor en-
trópico médio (1,82) foi observado em  = 2. As médias das estimativas seguem 
uma leve tendência de decaimento até a escala  = 12, sendo 1,63 o menor entropia 
observada. A partir de  = 15 os valores médios passam a apresentar uma suave 
tendência de crescimento com o aumento da escala, onde a tendência de decaimen-
to é mais acentuada do que a de crescimento. Tal comportamento mostrou-se simi-
lar nas zonas climáticas Equatorial, Tropical Brasil Central, Tropical Nordeste Orien-
tal e Tropical Zona Equatorial (Figura 4.16 B, D, E e F, respectivamente). Apenas as 
médias entrópicas na zona Temperada destoou das demais zonas, apresentando 
um aumento na entropia no intervalo 1 ≤  ≤ 3, seguida de uma suave diminuição 
da entropia na região. 
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Figura 4.15: Coeficiente de entropia (Sample Entropy) das séries de temperatura mínima diária do ar 
no Brasil, no período de 1990 a 2012, para diferentes expoentes de escala ( = 1, 2, … , 30 ).. 
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Figura 4.16: Error plot (ao nível de significância de 5%) dos coeficiente de entropia (Multiscale Sample 
Entropy) das séries de temperatura mínima diária do ar no Brasil (A), e em suas diferentes regiões 
climáticas (Equatorial (B), Temperado (C), Tropical Brasil Central (D), Tropical Nordeste Oriental (E), 
Tropical Zona Equatorial (F)), no período de 1990 a 2012, para diferentes expoentes de escala ( =1, 2, … , 30 ). 
 
4.5  Umidade relativa média do ar 
As regiões mais distantes de grandes massas de água foram as que apresen-
taram menores valores médios de umidade relativa média diária do ar (Figura 4.17 
A), conforme já esperado. As exceções foram as bacias dos rios São Francisco e 
Parnaíba, que mostraram não alterar a dinâmica de baixa umidade relativa média 
diária do ar no sertão nordestino. Destacamos a região Amazônica (clima Equatori-
al), local onde foram observadas as maiores médias de umidade relativa média diá-
ria do ar. A combinação de grandes volumes de água (bacia Amazônica), altas tem-
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peraturas do ar, vegetação densa, e baixas velocidades do vento (evitando a disper-
são da umidade do ar), contribuíram para fazer desta, a região com maior umidade 
relativa média diária do ar média do país. Esta alta umidade sob a região de clima 
Equatorial é uma característica absorvida pela massa de ar Equatorial Continental, 
que atual ao longo do ano sobre as regiões de clima Tropical Brasil Central e Tem-
perado. 
As menores variabilidades da umidade relativa média diária do ar foram ob-
servadas em regiões próximas a grandes volumes de água, a região Amazônica e o 
litoral do Brasil, conforme Figura 4.17 B. As maiores variabilidades foram observadas 
nas regiões que apresentaram as menores médias de umidade relativa do ar. Em 
outras palavras, a proximidade de grandes volumes de água cria nessas regiões um 
ambiente homogêneo, com elevados registros de umidade relativa do ar e uma baixa 
variabilidade ao longo dos dias. 
Figura 4.17: Média (A) e desvio padrão (B) da umidade relativa média diária do ar no Brasil, no perío-
do de 1990 a 2012. 
 
 
A umidade relativa média diária do ar apresentou os maiores valores de ^ na 
região de clima Tropical Nordeste Oriental e Tropical Zona Equatorial, e em uma 
porção da região de clima Tropical Brasil Central (Figura 4.18 A), e novamente os 
menores valores foram observados na região de clima Temperado. A maior proximi-
dade (ou distância) de grandes massas de água não mostrou ter uma correlação 
com as estimativas do DFA, tão pouco observa-se relação com a temperatura do ar, 
latitude e longitude. Na China, Chen et al. [71] observaram uma relação entre o valor 
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de ^, para séries de umidade relativa média diária do ar, com as diferentes regiões 
climáticas do país. Em nossos resultados podemos classificar as regiões Tropical 
Zona Equatorial e Tropical Nordeste Oriental como àquelas com maior alcance da 
autocorrelação observada na série de umidade relativa média diária do ar, a zona 
Temperada com a de menor alcance da autocorrelação e a Equatorial com um ^ 
intermediário entre estes grupos. Já a região Topical Brasil Central reúne caracterís-
ticas da autocorrelação observada nas nas demais zonas climáticas. 
Figura 4.18: Estimativas dos expoentes DFA (A) e coeficientes de Sample Entropy (B) das séries de 
umidade relativa média diária do ar do Brasil, no período de 1990 a 2012. 
 
 
Em relação às estimativas da entropia nas séries de umidade relativa média 
diária do ar (Figura 4.18 B), nota-se que quando  = 1, a variação da entropia é mais 
homogênea, girando em torno de 1,5, com os menores valores sendo observados 
em uma faixa que corta do Centro-Oeste ao Nordeste, incluindo alguns estados das 
regiões Norte e Sudeste. A partir da escala  = 2 (Figura 4.19), esta variabilidade 
aumenta, onde se observa o crescimento da entropia na região de clima Temperado, 
e em uma porção da região de clima Tropical Brasil Central (estados do Rio Grande 
do Sul, Santa Catarina, Paraná, Mato Grosso do Sul, São Paulo, Rio de Janeiro, Es-
pírito Santo e em um trecho da Bahia). Este comportamento também é observado no 
norte do Amazonas. As menores entropias foram detectadas bem no centro do país, 
em uma região que interceptam os climas Equatorial, Tropical Brasil Central e Tropi-
cal Zona Equatorial. 
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Figura 4.19: Coeficiente de entropia (Sample Entropy) das séries de umidade relativa média diária do 
ar no Brasil, no período de 1990 a 2012, para diferentes expoentes de escala ( = 1, 2, … , 30 ). 
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O valor médio estimado da entropia no Brasil para  = 1 foi de 1,56 (Figura 
4.20 A). Esta estatística chega a 1,59, quando  = 2, decaindo até 1,52, quando  =13. A partir deste ponto as estimativas de SampEn voltam a crescer, chegando a 1,60 na escala  = 30. Observa-se comportamento semelhante nas zonas de clima 
Temperado e Tropical Brasil Central (Figura 4.20 C e D, respectivamente). Na zona 
Equatorial (Figura 4.20 B) notam-se valores maiores de entropia quando  = 1, com 
o decaimento da estatística, seguida de uma estabilização da mesma. Nas zonas de 
clima Tropical Nordeste Oriental e Tropical Zona Equatorial (Figura 4.20 E e F, res-
pectivamente), nota-se uma leve concavidade na sequência dos valores médios. 
Figura 4.20: Error plot (ao nível de significância de 5%) dos coeficiente de entropia (Multiscale Sample 
Entropy) das séries de umidade relativa média diária do ar no Brasil (A), e em suas diferentes regiões 
climáticas (Equatorial (B), Temperado (C), Tropical Brasil Central (D), Tropical Nordeste Oriental (E), 
Tropical Zona Equatorial (F)), no período de 1990 a 2012, para diferentes expoentes de escala ( =1, 2, … , 30 ). 
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4.6  Velocidade média do vento 
No geral, o Brasil é um país com baixas médias de velocidade média diárias 
do vento (Figura 4.21 A). A maior parte do território brasileiro apresentou velocida-
des médias diárias entre 0 e 1  ∕ , classificado entre calmo e leve, segundo a 
classificação de Beaufort [2]. O Nordeste (na região de clima Tropical Nordeste Ori-
ental e em uma porção da região Tropical Zona Equatorial) apresentou as maiores 
médias desta variável, chegando a apresentar velocidades médias diárias de 5  ∕  
(brisa suave). Esta região é considerada a de maior potencial eólico no país [2]. As 
menores médias da velocidade da média diária do vento foram observadas sob a 
zona de clima Equatorial. Espacialmente, a distribuição da média e desvio padrão 
(Figura 4.21 B) da velocidade média diária do vento assemelham-se, onde os regis-
tros de menor variabilidade coincidem com aqueles de menores médias. 
Figura 4.21: Média (A) e desvio padrão (B) da velocidade média diária do vento no Brasil, no período 
de 1990 a 2012. 
 
 
A velocidade média diária do vento, conforme se observa na Figura 4.22 A, 
apresentou na maior parte do território nacional autocorrelações de curto alcance 
(média de 0,64), sob todo o território brasileiro, aproximando-se do limiar que carac-
teriza a série como aleatória. Os maiores valores de ^ foram observados na região 
Nordeste do Brasil, sob as zonas Tropical Zona Equatorial e Tropical Nordeste Ori-
ental. Assim como no estudo de Santos et al. [14], não observamos correlação entre 
o expoente ^ e fatores climáticos (latitude, longitude, altitude e continentalidade) pa-
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ra a velocidade média diária do vento, porém suas estimativas indicaram um longo 
alcance desta autocorrelação, com estimativas próximas de 1, em quatro estações 
meteorológicas do estado de Pernambuco, enquanto que nossas estimativas encon-
tram-se em torno de 0,7 para este mesmo estado. A diferença na escala temporal da 
variável em estudo pode ter gerado esta diferença, uma vez que Santos et al. [14] 
utilizaram séries horárias de velocidade do vento em seu trabalho, enquanto que 
neste trabalhos utilizamos séries diárias. 
Figura 4.22: Estimativas dos expoentes DFA (A) e coeficientes de Sample Entropy (B) das séries de 
velocidade média diária do vento no Brasil, no período de 1990 a 2012. 
 
 
A estimativa de SampEn para a velocidade média diária do vento apresentou 
padrão espacial bastante regular (Figura 4.22 B), com os maiores valores de entro-
pia observados na região Nordeste, predominantemente na zona de clima Tropical 
Nordeste Oriental. Com o aumento da escala  ≥ 2 os valores da entropia nessa re-
gião diminuem (Figura 4.23). As médias das estatísticas estimadas no Brasil (Figura 
4.24 A) apontam um crescimento inicial (de 1,66 quando  = 1 até 1,75 quando  =3), seguida de uma tendência de decréscimo da entropia, se estabilizando em torno 
de 1,60, quando  = 18. Este comportamento também é observado nas zonas de 
clima Equatorial, Temperado e Tropical Brasil Central (Figura 4.24 B, C e D, respec-
tivamente). Já as zonas de clima Tropical nordeste Oriental e Tropical Zona Equato-
rial (Figura 4.24 E, F, respectivamente), apresentaram maiores valores entrópicos na 
escala  = 1, seguida de uma leve tendência de decréscimo da estatística com o 
aumento de . 
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Figura 4.23: Coeficiente de entropia (Sample Entropy) das séries de velocidade média diária do vento 
no Brasil, no período de 1990 a 2012, para diferentes expoentes de escala ( = 1, 2, … , 30 ). 
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Figura 4.24: Error plot (ao nível de significância de 5%) dos coeficiente de entropia (Multiscale Sample 
Entropy) das séries de velocidade média diária do vento no Brasil (A), e em suas diferentes regiões 
climáticas (Equatorial (B), Temperado (C), Tropical Brasil Central (D), Tropical Nordeste Oriental (E), 
Tropical Zona Equatorial (F)), no período de 1990 a 2012, para diferentes expoentes de escala ( =1, 2, … , 30 ). 
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5. CONCLUSÕES 
Este trabalho teve como objetivo a observação da regularidade e da autocor-
relação do clima no Brasil. Foram estudadas séries diárias de temperatura do ar 
(máxima, mínima, média e amplitude térmica), umidade relativa média do ar e velo-
cidade média do vento, no período de 1990 a 2012. Estas séries são provenientes 
de 264 estações meteorológicas, das quais realizamos estimativas das estatísticas 
de SampEn e DFA, e posteriormente, interpolamos os resultados utilizando o Kri-
ging, ampliando as estimativas para todo o território brasileiro. 
Os valores médios de temperatura máxima, mínima e média do ar apresenta-
ram forte relação com a latitude, onde o maior distanciamento da linha do Equador 
tende a atenuar as temperaturas, porém a variabilidade destas mesmas variáveis 
segue o sentido oposto, com maiores estimativas de desvio padrão em áreas mais 
distantes do Equador. Em resumo, observamos que maiores latitudes tendem a ate-
nuar as médias das temperaturas máxima, mínima e média do ar, porém aumentam 
a variabilidade das mesmas. Esta inversão entre as magnitudes da média e do des-
vio padrão também é observado na umidade relativa média do ar, onde os locais 
com maiores médias diárias coincidiram com aqueles com menores variabilidades. 
Para a amplitude térmica e a velocidade média diária do vento observou-se que as 
áreas com maiores valores de desvio padrão coincidem com aqueles que apresenta-
ram maiores médias diárias. 
Em geral, as variáveis de temperatura do ar apontaram um maior alcance da 
autocorrelação com a maior proximidade da linha do Equador. Demais fatores climá-
ticos como a maritimidade, altitude, relevo e vegetação não foram observados como 
influentes nesta autocorrelação. Em média, os expoentes de Hurst estimados no 
Brasil para a temperatura média, máxima, mínima e amplitude térmica do ar, respec-
tivamente, foram de 0,81; 0,79; 0,81 e 0,77. A disposição do expoente de Hurts no 
Brasil para a umidade relativa média do ar e a velocidade média diária do vento não 
mostraram correlação com nenhum dos fatores climáticos citados. A umidade relati-
va média diária do ar foi a variável que apresentou o maior valor médio do expoente 
de Hurst (0,83), sendo caracterizada como a variável de maior “memória”. Chama-se 
a atenção para o comportamento da velocidade média do vento, com curto alcance 
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da autocorrelação em quase todo território brasileiro (média de 0,64 do expoente de 
Hurst), e com regiões caracterizadas com comportamento aleatório. 
As regularidades das séries climáticas no Brasil foram medianas. Para  = 1, 
os valores médios do SampEn estimado foram de 1,39, 1,78, 1,46, 1,41, 1,56 e 1,66, 
respectivamente para a temperatura média do ar, a amplitude térmica, as temperatu-
ras máxima e mínima do ar, a umidade relativa média do ar e a velocidade média do 
vento. Espacialmente, as maiores alterações nas estimativas das entropias deu-se 
da escala 1 para a 2 de . A partir de  ≥ 2 as mudanças observadas foram mais 
sutis. Não observamos correlação entre as estimativas de entropia com os fatores de 
maritimidade, altitude, vegetação e relevo. Para a temperatura média diária do ar e a 
temperatura máxima diária do ar, há indícios de possíveis influências da massa de ar 
Equatorial Continental sob o fenômeno. Já a amplitude térmica diária apresentou 
relação com a altitude, para valores de  ≥ 4. 
Ao discriminar, segundo as regiões climáticas do Brasil, os resultados obtidos 
com o MSE, notamos que algumas regiões climáticas apresentaram flutuações da 
entropia estimada diferentes do observado para todo o território brasileiro. Nas vari-
áveis temperatura média do ar, máxima e amplitude térmica, somente as flutuações 
observadas nas zonas de clima Temperado e Tropical Brasil Central foram seme-
lhantes àquelas observadas considerando a média da entropia em todo o Brasil. Na 
variável temperatura mínima do ar, esta discordância ocorreu apenas na região de 
clima Temperado. As variáveis umidade relativa do ar e velocidade média do vento 
apresentaram comportamentos opostos, enquanto na primeira as médias de entropia 
apresentaram flutuações semelhantes ao observado para todo Brasil apenas nas 
xonas de clima Tropical Nordeste Oriental e Tropical Zona Equatorial, na outra variá-
vel esta similaridade ocorreu somente nas demais zonas climáticas, Equatorial, 
Temperada e Tropical Brasil Central. 
Dentre os fatores climáticos avaliados, a latitude foi aquele que interferiu com 
maior frequência nos resultados observados, principalmente nas variáveis de tempe-
ratura, tanto na análise descritiva, quanto na avaliação da entropia e da autocorrela-
ção de longo alcance das séries estudadas. Em alguns casos, a maritimidade e as 
massas de ar também foram apontados como fatores importantes na caracterização 
da distribuição espacial das estimativas realizadas. 
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Não foi observado em nenhum caso interferências do relevo, da altitude, da 
vegetação e das correntes marítimas. Esta ausência de correlação não implica que 
estes não sejam fatores climáticos importantes. Em nosso trabalho avaliamos de 
uma forma global a distribuição espacial destas estatísticas, estudos locais podem 
apontar influência destes fatores climáticos sob estas mesmas estatísticas estima-
das. 
Como trabalhos futuros, podem-se analisar estas mesmas séries mensalmen-
te. Tal abordagem pode ressaltar características não observadas neste estudo, co-
mo a influência das estações do ano, além de que pode possibilitar uma melhor ob-
servação da influência das massas de ar, que agem de forma diferente conforme as 
estações do ano. 
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7. APÊNDICE 
Figura 7.1: Variogramas das séries de médias da temperatura média diária do ar (A), amplitude térmi-
ca diária do ar (B), temperatura máxima diária do ar (C), temperatura mínima diária do ar (D), umida-
de relativa média diária do ar (E) e velocidade média diária do vento (F), no Brasil, no período de 
1990 a 2012. 
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Figura 7.2: Variogramas das séries de desvio padrão da temperatura média diária do ar (A), amplitude 
térmica diária do ar (B), temperatura máxima diária do ar (C), temperatura mínima diária do ar (D), 
umidade relativa média diária do ar (E) e velocidade média diária do vento (F), no Brasil, no período 
de 1990 a 2012. 
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Figura 7.3: Variogramas dos coeficiente de entropia (Sample Entropy) das séries de média diária 
temperatura do ar no Brasil, no período de 1990 a 2012, ( = 1, 2, … , 30 ). 
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Figura 7.3: Continuação. 
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Figura 7.3: Continuação. 
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Figura 7.4: Variogramas dos coeficiente de entropia (Sample Entropy) das séries de amplitude térmi-
ca diária do ar no Brasil, no período de 1990 a 2012, ( = 1, 2, … , 30 ). 
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Figura 7.4: Continuação. 
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Figura 7.4: Continuação. 
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Figura 7.5: Variogramas dos coeficiente de entropia (Sample Entropy) das séries de temperatura má-
xima diária do ar no Brasil, no período de 1990 a 2012, ( = 1, 2, … , 30 ). 
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Figura 7.5: Continuação. 
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Figura 7.5: Continuação. 
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Figura 7.6: Variogramas dos coeficiente de entropia (Sample Entropy) das séries de temperatura mí-
nima diária do ar no Brasil, no período de 1990 a 2012, ( = 1, 2, … , 30 ). 
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Figura 7.6: Continuação. 
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Figura 7.6: Continuação. 
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Figura 7.7: Variogramas dos coeficiente de entropia (Sample Entropy) das séries de umidade relativa 
média diária do ar no Brasil, no período de 1990 a 2012, ( = 1, 2, … , 30 ). 
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Figura 7.7: Continuação. 
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Figura 7.7: Continuação. 
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Figura 7.8: Variogramas dos coeficiente de entropia (Sample Entropy) das séries de velocidade média 
diária do vento no Brasil, no período de 1990 a 2012, ( = 1, 2, … , 30 ). 
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Figura 7.8: Continuação. 
 
99 
 
 
Figura 7.8: Continuação. 
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Figura 7.9: Variograma dos expoentes DFA das séries de temperatura média diária do ar (A), ampli-
tude térmica diária do ar (B), temperatura máxima diária do ar (C), temperatura mínima diária do ar 
(D), umidade relativa média diária do ar (E) e velocidade média diária do vento (F), no Brasil, no perí-
odo de 1990 a 2012. 
 
