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Abstract
Despite the fact that the Kendall correlation is becoming recognized as an important
tool in neuroscience, most standard algorithms to compute the Kendall correlation of
large spike trains are computationally very slow. Here we present a new, significantly
faster method for calculating the Kendall correlation of spike trains that takes
advantage of their structure. We show that our method is more than 300 times faster
than traditional approaches for particularly large, sparse spike trains, and still more
than 10 times faster for large, but considerably less sparse, spike trains. A MATLAB
function executing the method described here was made freely available on-line.
Introduction
The Kendall correlation was first introduced by Maurice Kendall in 1938 ( [1]). As a
rank correlation, it takes into account the specific ordering of the elements of the sets it
is correlating. A Kendall correlation, τ , equal to 1 is interpreted as the elements in the
two sets being ordered in the same way. τ = −1 is interpreted as the elements in the
two sets being ordered exactly oppositely. And τ = 0 is interpreted as the ordering of
the two sets having no relation to one another.
Despite gaining popularity in other branches of science, it is only recently that the
Kendall correlation has started to become appreciated and implemented in neuroscience.
Especially important, studies have shown that it can be a more accurate correlation
measure for spike trains than the Pearson correlation ( [2]). The Kendall correlation
then lends itself nicely to analysis that requires pairwise correlations between spike
trains to be calculated. These correlations can be useful for revealing aspects of the
behavior of the recorded, or constructed (in the case of computational/theoretical
studies), networks.
The MATLAB function, corr(X, Y, ‘Type’, ‘Kendall’), is a standard way to compute
the Kendall correlation between two row vectors X and Y of length n (they can be
matrices as well, but for simplicity we’ll just consider vectors). We will use MATLAB’s
method as the basis for comparison throughout this paper because it implements that
standard approach, and because it can be assumed that their code is relatively
optimized.
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On MATLAB’s website ( [3]), they define the Kendall correlation as
τ =
2K
n(n− 1) (1)
where K =
∑n−1
i=1
∑n
j=i+1 ξ
∗(Xi, Xj , Yi, Yj), and
ξ∗(Xi, Xj , Yi, Yj) =

1 (Xi −Xj)(Yi − Yj) > 0
0 (Xi −Xj)(Yi − Yj) = 0
−1 (Xi −Xj)(Yi − Yj) < 0
(2)
However, as additionally stated, they also have a normalization constant in the
calculation of τ that adjusts for ties ( [3]). A Kendall correlation that takes this
additional consideration into account is often referred to as τb in the literature ( [4]).
Therefore, the true way in which MATLAB calculates the Kendall correlation of the row
vectors X and Y is
τ =
K√
(n0 − n1)
√
(n0 − n2)
(3)
where n0 = n(n− 1)/2, n1 =
∑
i ti(ti − 1)/2, and
∑
j uj(uj − 1)/2. The sums of n1 and
n2 are over all the distinct values X and Y take (respectively), and ti is the number of
elements in X equal to ith distinct value of X (uj is the same, but for Y ).
As can be seen from the definition of K, calculating τ requires summing over many of
the pairs of values in X and Y (in fact, n(n− 1)/2 pairs, which means the run time is
O(n2)). For large spike trains, this results in a large computation time. Because eq. (3)
is true for general vectors (i.e. vectors whose elements take on values from arbitrary
sets), it does not take advantage of the specific structure of spike trains (that is, that
their elements take values only from {0, 1}). Below, we specifically take this under
consideration and give a faster method of calculating Kendall correlations specific to
spike trains. We then examine how much better our method does than MATLAB’s
method under various conditions.
Methods
As mentioned above, the motivating idea for the following method is that, since spike
trains take values in {0, 1} only, by taking this fact under consideration we might be
able to speed up the calculation of the Kendall correlation. In particular, we show that
we can write an explicit formula for K (from eq. (1)) that can be evaluated very quickly.
Now considering eq. (2), we see that there are two principle cases we need to consider
when calculating K: ξ∗(Xi, Xj , Yi, Yj) = 1 and ξ∗(Xi, Xj , Yi, Yj) = −1 (the third case,
ξ∗(Xi, Xj , Yi, Yj) = 0, obviously doesn’t contribute to the value of K). We now consider
these two cases separately.
ξ∗(Xi, Xj , Yi, Yj) = 1:
This case happens only when Xi = Yi = 1 and Xj = Yj = 0, or when Xi = Yi = 0
and Xj = Yj = 1 (for i < j).
2/7
We define the active set of X to be
AX = {i | Xi = 1} (4)
where 1 ≤ i ≤ n. We similarly define the active set of Y , AY .
We now define the combined active set, or the set of integers i such that Xi = Yi = 1,
as
A = AX
⋂
AY (5)
Now let N = {1, 2, ..., n}. We define the silent set of X as
SX = N \AX (6)
where · \ · is the set minus operator. We similarly define the silent set of Y , SY .
We now define the combined silent set, or the set of integers j such that Xj = Yj = 0,
as
S = SX
⋂
SY (7)
With eq. (5) and eq. (7), we can find the contribution to K from this case. The
number of ways ξ∗(Xi, Xj , Yi, Yj) = 1 is
K+ =
∑
i∈A
∣∣{j ∈ S | i < j}∣∣+∑
i∈S
∣∣{j ∈ A | i < j}∣∣ (8)
where
∣∣ · ∣∣ is the function that returns the number of elements of the set. We see clearly
that the first sum in K+ is the number of ways Xi = Yi = 1 and Xj = Yj = 0, and the
second sum in K+ is the number of ways Xi = Yi = 0 and Xj = Yj = 1.
ξ∗(Xi, Xj , Yi, Yj) = −1:
This case happens only when Xi = Yj = 1 and Xj = Yi = 0, or Xi = Yj = 0 and
Xj = Yi = 1 (for i < j).
We define the difference of X as
∆X = AX \AY (9)
We similarly define the difference of Y , ∆Y . ∆X represents where elements in X are
equal to 1 and the corresponding elements in Y are equal to 0 (and vice versa for ∆Y ).
With these we can now find the contribution to K from this case. The number of
ways ξ∗(Xi, Xj , Yi, Yj) = −1 is
K− =
∑
i∈∆X
∣∣{j ∈ ∆Y | i < j}∣∣+ ∑
i∈∆Y
∣∣{j ∈ ∆X | i < j}∣∣ (10)
where the first sum is the number of pairs (i, j) (where i < j) such that Xi = Yj = 1
and Xj = Yi = 0, and the second sum is the number of pairs (i, j) (where i < j) such
that Xi = Yj = 0 and Xj = Yi = 1.
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The final thing we need to find in order to calculate K is n1 and n2. This is easy in
the case of spike trains, as the number of ties for the value 1 is just the sum of all the
elements in the train and the number of ties for the value 0 is just n minus the sum of
the elements of the trains. Therefore, using the equation given for n1, we have
n1 =
1
2
( n∑
i=1
Xi
( n∑
i=1
Xi − 1
)
+
(
n−
n∑
i=1
Xi
)(
n−
n∑
i=1
Xi − 1
))
(11)
The same is true for n2 (with Y instead of X).
Therefore, with eqs. (8), (10), and (11), we can write the Kendall correlation, eq. (3),
of two neural spike trains as
τ =
K+ −K−√
(n0 − n1)
√
(n0 − n2)
(12)
where K+,K−, n0, n1, and n2 are easy to find with our given formulas for them.
Comparison:
To compare the presented method, eq. (12), with MATLAB’s Kendall correlation
function, corr(X, Y, ‘Type’, ‘Kendall’), we created random binary vectors with a
specified “sparseness”. Here sparseness refers to the expected fraction of 1s present in
the vectors (or, in the neural context, the average amount of activity over the given
interval). We generated these vectors by using MATLAB’s rand function, which
generates a 1 × n vector with elements uniformly drawn from (0, 1) ( [5]). We then set
every element in that random vector that had a value less than the sparseness we
specified to 1, and all other elements to 0. Put another way, if Xrand was our random 1
× n with elements drawn from (0, 1), then we used the transform
Xˆrandi =
{
1 Xrandi < sparseness
0 otherwise
(13)
To record the time it took for each method, we used MATLAB’s built-in tic toc function
( [6]). We did all of the calculations on a 2014 MacBook Air (1.4 GHz Intel Core i5)
running MATLAB 2015.
Results
The approach outlined above, eq. (12), shows considerable advantage (in terms of
computation time) when compared to MATLAB’s Kendall correlation function, corr(X,
Y, ‘Type’, ‘Kendall’), for large, sparse spike trains (Fig. 1). For a sparseness of 5%, the
two approaches are indistinguishable for spike trains that are a thousand elements long,
but our approach is more than 100 times faster when the spike trains have a length of
one hundred thousand (where sparseness was defined in Methods). For spike trains with
length one million (with sparseness 5%), our method takes approximately 30 seconds,
while MATLAB’s method took more than 6300 seconds. Although we didn’t do the full
statistics on this case (hence it not appearing in Fig. 1), we note that our method seems
to be more than 200 times faster.
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Figure 1. Average (mean) time it took to calculate the Kendall correlation of a spike
train as a function of its size using MATLAB’s function (black) and our method (red).
Here the sparseness is 5%, N = 100, and the errorbars are standard deviation. The
dashed lines are linear interpolations between points. Note that it is a loglog plot.
Because our method implicitly depends on the sparseness of the spike train (the sizes
of A, S, ∆X, and ∆Y all depend on the distribution of 1s in X and Y ), and because
the dependence on the sparseness is not immediately clear in the case of ∆X and ∆Y ,
we checked our approach against MATLAB’s method for three different values of
sparseness (Fig. 2). As expected, for especially sparse spike trains (sparseness of 1%),
our method was 300 times faster than MATLAB’s at spike trains of length one hundred
thousand. This difference is about three times greater than the difference for sparseness
of 5%. However, the advantage of our method decreased for sparseness of 25%, although
it was still more than 10 times faster.
Finally, for all the correlations between trains we computed, we checked that the two
Kendall correlation values were within 10−12 of each other. Therefore, we feel confident
that our method is correct and equivalent (up to machine error) to MATLAB’s method.
Discussion
We have presented a novel method to calculate Kendall correlations of large, sparse
spike trains and have demonstrated its advantage (in terms of computation time) to the
traditional approach, for which MATLAB’s Kendall correlation function, corr(X, Y,
‘Type’, ‘Kendall’), served as our basis of comparison. We achieved this by specifically
taking the structure of spike trains (the fact that they are made up of 1s and 0s) into
consideration and deriving explicit formulas for the components of the Kendall
correlation (eq. (3)). We have also, by way of computation, provided evidence that our
method is correct and equivalent (up to machine error) to MATLAB’s method.
With a significantly faster method to compute the Kendall correlation between large,
sparse spike trains, we hope that the the Kendall correlation will become a more
frequently used tool in neuroscience. We imagine it will be especially useful in
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Figure 2. Same as Fig. 1, but for different sparseness values: solid line (1%), dashed
line (5%), dotted line (25%). Here N = 25.
computational/theoretical studies where large, sparse spike trains are frequently
generated and whose pairwise correlations are frequently desired to be calculated. In
particular, we hope that the fact that pairwise correlations over significantly longer time
intervals (or equivalently, between spikes trains of longer lengths) can now be calculated
quickly, more in-depth analysis of generated networks (in addition to analysis of
observed/recorded networks) will be achieved.
Finally, we hope that our results make clear the usefulness of considering specifically
the structure of spike trains when calculating certain quantities. We’re sure many other
measures can be greatly sped up when taking this into consideration.
Supporting Information
S1 Code
A MATLAB function using the method presented here is available for download at
https://github.com/william-redman/Kendall-Correlation-for-Large-Spike-Trains.
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