We present a random polynomial time algorithm for well-rounding convex bodies K in the following sense: Given K G R" and E > 0, the algorithm, with probability at least 1 -E, computes two simplices A* and A**, where A** is the blow up of A* from its center by a factor of n + 3, such that
Introduction
Randomized algorithms have seen increased interest during the last few years, in particular, since randomized algorithms have been found for solving problems that withstood any attempt based on deterministic polynomial time computation so far. However, randomized algorithms have also shown to be interesting objects of study in their own right, and as a consequence, randomized algorithms have been designed as alternatives to existing deterministic methods as well (e.g. for the matching problem [ 143 or for generating approximately uniformly certain combinatorial structures such as spanning trees of a given graph etc. [12, 11) .
In the present paper we present a randomized polynomial time algorithm for well-rounding a convex body K E Iw" based on the method of rapidly mixing Markov chains for generating approximately uniformly distributed points. Our algorithm can thus be seen as an alternative to the well-known (but in practice rather inefficient) variant of the ellipsoid method for well-rounding convex bodies (cf. [9] ). Recently, the problem of well-rounding has become particularly interesting in context with randomized algorithms for approximating the volume of convex bodies (cf. [S, 3, 10,151) . All these make (theoretical) use of the ellipsoid method for well-rounding convex bodies but otherwise are based on the above mentioned theory of rapidly mixing Markov chains for random point generation. Our algorithm can be used to replace the ellipsoid method in these algorithms to obtain randomized volume computing algorithms which are solely based on rapidly mixing chains. A further motivation for developing a randomized rounding procedure was a possible application to linear programming as outlined in Section 6. There we will describe a probabilistic polynomial time algorithm for linear programming, which uses our well-rounding procedure as a subroutine. We thought it would be "cheating" if we used the ellipsoid method as a subroutine for a linear programming method.
To sketch our results, let us first introduce some notation. For A E R", 1 E R, let IA:= {~U~UEA}.
For A,B c R", define
Let K E R" be a fulldimensional compact convex body. A well-known result of Lijwner and John (cf. [9] ) states the following theorem. Hence there always exists an affine transformationf, which "well-rounds" K in the sense that 4 cf(K) E B",, (
1)
where B, is the ball of radius p centered at the origin. A comparatively simple result for simplices instead of ellipsoids is the following one, the proof of which will be one of the essential ingredients in our well-rounding algorithm. It is also known that a variant of the ellipsoid method may be used to approximately compute the ellipsoid E satisfying Theorem 1.1. The quality of the approximation depends on how K is given. For our purposes, we will always assume that K is given by a so-called "weak membership oracle" (WMO) and a "certificate" (cf. [9] ), ensuring that for some a E W,p, R > 0. A weak membership oracle for K is an oracle (i.e., a subroutine), which, on input x E R" and error parameter 6 > 0, outputs
(Otherwise, i.e., if (x + Bd) n 8K # 8, the oracle is free to give either of the two possible answers.) The point of requiring a certificate as above is, roughly, that without such a certificate we would have no chance to locate the body at all (see [9] for more details). As to the computational complexity, it is customary to measure it in terms of the so-called size (K) of K.
For any rational number x E Q, let (x) denote the number of bits necessary to write down the numerator and the denominator of x. For a vector x E Q" or a matrix BEQmxn, the sizes (x) resp. (B) are defined to be the sum of the sizes of their components. If K is given as above by a WMO with certificate a + B, E K E a + BR, then UO := (a> + <P> + 09.
A single call to the WMO for K with error parameter 6 > 0 is assumed to take time polynomial in (K) and (6) . We can now state the afore-mentioned result on the construction of inscribed and circumscribed ellipsoids more precisely: Note that the blow up factor (n + l),,& is large compared with the "theoretical" value of n guaranteed by Theorem 1.1. We would like to remark that -as pointed out by one of the referees -the optimal blow up factor in Theorem 1.2 is unknown.
In the present paper, we will show that randomization can be used to obtain an analogue of Theorem 1.3 using simplices instead of ellipsoids with a rather small blow up factor. The running time is bounded by a polynomial in (K) and 1 /E. A proof of Theorem 1.4 will be given in Section 5. In Section 2, we briefly review the concept of "rapidly mixing Markov chains". Sections 3 and 4 describe the method of "concatenated chains", as introduced by Lovasz and Simonovits [lo] .
Rapidly mixing Markov chains
In [6] , the first initiative towards the study of rapidly mixing Markov chains is attributed to Aldous and Diaconis [2] . Later, Sinclair and Jerrum [13] made an important contribution to the field by introducing the notion of "conductance", which we describe now.
Let V be a finite set and let M be a Markov chain with finite state space V and transition probabilities p",., u, u E V. We assume that M is irreducible and that P "," 2 i. (The latter is a purely technical assumption to ensure nonnegativity of the eigenvalues of the transition matrix.) Thus M is an ergodic chain. Furthermore, let us assume the chain to be symmetric, i.e., p.," = pV," for all u, v E V. (Sinclair and Jerrum [13] treat the somewhat more general case of time-reversible chains.)
In the following, we will discuss the afore-mentioned notion of "conductance", which can be used to measure how fast the chain converges to its stationary distribution rr, i.e., to measure how rapidly M "mixes". Intuitively, mixing may be slow if there is some set of states S E V in which the Markov process is likely to "get stuck", i.e., if there exists some S c V such that the chance of escaping from S is small while at the same time the probability of being in S is large. This motivates the following definition.
Definition. Let P = (PO,.) be the transition matrix of the chain M as above. Let 7c denote its unique stationary distribution. (Note that, since we assume P to be symmetric, rc is the uniform distribution on V. 
4"#4
The Markov chain in Example 2.2 corresponds to the random walk on V, where each step, if the current state is q E V, we first toss a fair coin to decide whether we want to move at all (this ensures pqq 2 $). If the outcome is "move", we choose uniformly one of the 2n possible directions + ei, where ei is the ith unit vector. If the chosen neighbor q' = q f ei happens to be in V, we move to q', otherwise we stay in q.
It is intuitively clear that this process will generally not mix rapidly. (Take, for example, K as a very long and thin cylinder around one of the axes.) However, as shown in [S] , rapid mixing can be ensured, provided K is sufficiently large, well-rounded and "smooth". More precisely, consider these two properties:
(1) a + B, c K c a + &(,+I), for some II E R'" and I > cn3 for some constant c > 0; (2) if x E K, then there exists a ball x0 + J3, of radius a = 2n31z such that x E x0 + B, G K. Dyer et al. [5] show that if (1) and (2) hold, then the conductance C#I of M is bounded from below by C#J 2 l/p(n) where p is some polynomial function. Applying Theorem 2.1 and the inequality 1 -x < eCx we get II 71 w -n/I, < e-r/z(p("))21 Vl < E whenever t > 2(p(n))"logy.
Note that 1 VI 5 vol B_,,(,+ ljr. Hence log 1 VI is polynomial in n, provided r is polynomial in n.
Thus after polynomially (in n and log (1 /E)) many steps, the distribution A@) will be approximately uniform. This is what one usually understands by "rapidly mixing".
The afore-mentioned lower bound on C$ can roughly be obtained as follows. Using an isoperimetric argument (cf. also Section 3), one can show that vol(A n B)/vol(A) is bounded from below by a polynomial in n, and hence, so is 4(S).
Example 2.3. In [S] the question was raised whether the smoothness condition (2) above is necessary to ensure the rapid mixing property of M. The following example shows that this is in fact the case: Let z. = (i, . . ..$ E 08" and let Q := z. + [0,2-J". Define K := conv({O} u Q). Then obviously K satisfies condition (1) above. Note however, that K does not satisfy condition (2), since the origin is a member of K and is not a member of any ball contained in K.
The set V of cubes intersecting K consists of all cubes contained in [0,3]" plus the set S of cubes around the origin. Now ISI = 2", whereas the number of "transitions" from S to S = V\S equals n. Thus 4(S) < (4n)-'n2-" d 2-" is exponentially small. In fact, one can show that the corresponding chain M is not rapidly mixing. More precisely, if we start the process in the cube [ -l,O]", then the expected number of steps necessary to get to the cube [0, 11" (which is the only way out of S) is exponential in n (cf. Besides the undesirable smootheness condition (2), a further problem is hidden behind the definition of V: Deciding whether a specific cube CJ intersects K amounts to solving a linear optimization problem, which is a rather time consuming affair. An alternative approach would be to work with integral vectors x E K rather than cubes, i.e., to define (in the obvious way) a Markov chain on V := K n Z". The graph underlying this Markov chain consists of the vertex set V and edges linking those vertices that are at distance 1 from each other. The resulting graph is called the lattice graph of K. Note, however, that the lattice graph does not give rise to an irreducible Markov chain as it need not be connected. Typically, if K is reasonably large, V contains a huge component plus some small components near the boundary of K. So the best one could hope for, is that the chain restricted to the huge component is rapidly mixing. However, even this is not the case in general, as can be demonstrated by an example similar to the one given in Example 2.3. In the following Sections 3 and 4, we describe an approach due to Lovasz and Simonovits [lo] , which bypasses this difficulty.
m-conductance
In order to overcome the problems described in Section 2, Lovasz and Simonovits [lo] introduced the notion of "m-conductance", to which we now turn. The main idea is to measure the rapid mixing property in the usual way, but disregarding sets of small size m 6 1 VI, in which the Markov process might get stuck: Intuitively, the idea is that even in the presence of a small set H c V, IHI < m -+ I VI, in which the process might get stuck, we may nontheless expect rapid mixing, provided we start from an initial distribution which is reasonably spread over V in the sense that the probability of starting in H is small.
Definition. Let Z(O) be a distribution on V. We say that r&O) is reasonably spread w.r.t. m~Nandc>OifforallH~ VwithIHI<m,
The following result makes the above intuitive argument precise. In the following, we will concentrate on lattice graphs of convex sets and so-called "weak lattice graphs". Let K c R" be a compact convex set. Let Q E IF denote the unit cube with center 0. Define , where E is the set of edges joining points at distance 1, is called a weak lattice graph of K. Since the edge set E is implied by V, we will also simply refer to V as a weak lattice graph for K.
Remark. Suppose that K is given by a weak membership oracle which, on input x E 08" and 6 > 0, outputs "x E K" (thereby ensuring that x E K + Bd) or "x $ K" (thereby ensuring that x c (R"\K) + Bd). Then, e.g., the set V of all v E Z" which are classified as members of K by the weak membership oracle, called with error parameter 6 < i, g ives rise to a weak lattice graph.
We next derive some simple facts about convex sets containing a reasonably large inscribed ball B, of radius r. Let V be an arbitrary weak lattice graph of K and let Q denote the unit cube centered at 0. Using (1 + x)" < 1 + 2nx and (1 -x)" 2 1 -nx for 0 < x < 1 /n, we get
Proof. From Lemma 3.2 we conclude that volK.
As in the proof of Proposition 3.3, this yields
Using r > n6, we get Since we assume n > 2, the claim follows. 0
The m-conductance of lattice graphs has been estimated in [lo] with the following beautiful isoperimetric inequality. Theorem 
(Lovbz and Simonovits [lo]). L.et K = A u B be a decomposition into two closed parts with no common interior point. Assume that A n B has a (n -l)-dimensional measure vol(A n B). Then
Theorem 3.5 may be applied to estimate the m-conductance as follows (we include the simple proof for completeness). Let fi > 1 be given. The purpose of this section is to show that we can efficiently generate approximately uniformly distributed lattice points in K, := K n /IA. More precisely, let I/denote the set of lattice points u E Z" which are classified as members of K by WMO when called with error parameter 6 = 1/16j?n, which we denote symbolically by
Our goal is to generate approximately uniformly distributed points in I/ n K,. This can be achieved by applying the method of "concatenated Markov chains", introduced in [lo] . The main idea is as follows: For l<I<j?defineK,:=Kn&l. Choose a sequence ,,=1,+(1+~) )...) ,,,=(l+&)-, Izk=p, where k is the smallest number such that (Note that k < 2nrlog, PI.) This give rise to a sequence of convex bodies
such that the volumes of successive bodies grow with a factor at most &. Let VA := I' n LA. We start with generating a random point u0 E VA, = V n A. This can be done by first generating a point from a uniform distribution in A and then rounding it to the nearest lattice point (see below for the details).
Suppose, inductively, that we can generate points from an approximately uniform distribution ni on VAi. Since vol (KLi) is "reasonably large" compared with vol (K*,+,), we expect I VA,1 to be reasonably large w.r.t. 1 VAt+l I. In fact, it will follow that ni, considered as a distribution on I',,,,, is reasonably spread so that it can be used as a starting distribution for generating approximately uniformly distributed points in VAi+l by means of the canonical random walk Mi+ 1 on VAi+l. Hence, the "concatenation" of the Markov chains M 1, . . . , Mk will finally yield an approximately uniform distribution on VA, = Vs. More precisely, let $ denote the distribution generated by Mi after s steps. We will show for reasonably large t E N, that with rc\"' := no, and ni"' := rrf'? 1, the distribution rc B := rrp' is approximately uniform on V,, = VP, provided I 2 n6 is large. The points (see Fig. 1 ) u, x, a, x' are coplanar and the line segments [x', u] c IA and [a, x] E K meet in a point s E K1. We claim that 11 u -s 11 < i. In fact, we get
The claim thus follows from II x' -s 11 < diam lA < 1.2 * 4nr and A < j?. 0
Let us now investigate the distributions a:' generated by the Markov chains Mi on VAi.
Proof of Theorem 4.1. First note that for every i, I v,i+,l < 2.
I V&l (Recall that the concatenation of the chains A4i uses the distribution ni_ 1 = nyi 1 as the starting distribution rri (') for Mi, and that 7co is the uniform distribution on VA,.) The second term in (4.8) can be bounded as follows:
Using 1 -x < emX and (4.7), we conclude
The first term in (4.8) can be estimated as follows. Because the starting distribution no for MI is the uniform distribution on VA,, we get: In order to show that this result allows us to efficiently generate approximately uniformly distributed points in V, = V,,, we are left to verify the following rather obvious fact :
It is possible to efficiently draw a point x E V,,, from the uniform distribution no on VA,.
First recall that VA,, = V n A. Since V,,, is a weak lattice graph for A, we know from vol A** Hence, after s trials, we will succeed in generating a point u E VA, with probability at least 1 -(z)". In other words, given so > 0 we can ensure the failure probability to be less than so by choosing s > 4 log (1 /so). At this point, it might be helpful to summarize the results of this section. 
Corollary 4.3. Let K E R" be convex and

Let j > 1 and let
Y_WMO(K,6=&).
As above, let K, := K n /IA and VP := V n /3A.
Let e. > 0 be given. Then , by performing s = 4 log (1 /so) trials, we will succeed with probability at least 1 -so in drawing a point v E V, from a distribution z8 on V, satisfying for all S C V,,
As to the time bound, note that a single simulation of the concatenated chain process takes k * t < 2nrlogz /?]a t steps, where a "step" essentially consists in a call to the WMO for K. (We will consider the time complexity of such a call later in Section 5.) Hence, to perform s trials amounts to performing a total of 
Probabilistic rounding
Let K E [w" be a compact convex set given by WMO with a certificate ensuring that a + B, E K E a + BR for some a E UP, p, R > 0 (cf. Section 1). Recall that the size of K was defined as
L := (K) = (a) + (p) + (R).
Thus in particular, R/p < 2(R)+<p> < 2L-". Thus we get the standard simplex A0 = a + p*conv(O,el, . . . . e,) E a + BP E K. Then Note that if K is given as the solution of linear inequalities Ax < b with A E Qmx", then it is customary to measure the size as
L:=(K)=(A)+(b).
In this case, we take A0 := conv(xo, . . .,x,), where x0, . . . . x, are any n + 1 affinely independent vertices of K. (It is easy to find suitable vertices in polynomial time, e.g., by applying some steepest descent method, once we are given a point a E K.) Any such simplex satisfies vol A0 > 2-("+i)' (cf. [9, Lemma 3.1.353). On the other hand, K E BR, where R = &12~ (cf. [9, Lemma 3.1.36]), hence vol K < (2R)" = 2"nn122"L < 2("+lJL. (As to the last inequality, note that n + ~nlogn < n2 < nm < L, since otherwise, i.e. if m < n, P would be unbounded.) Thus vol A0 3 2-'("+ lbL vol K.
Summarizing, we may assume that -no matter how L is defined -we have a simplex A0 E K with vol A0 3 2-2(n+1)L vol K. We aim at constructing a simplex A* c K such that with high probability K is almost a completely contained in the simplex obtained by blowing up A* by a factor of n + 3 from its center. More precisely, let E > 0 be given. Let 1* A denote the blow up of a simplex A by factor Iz from its center of gravity. We want a simplex A* c K, such that, with probability at least 1 -E, vol(K\(n+3)*A*)<svolK.
(5.1)
The main idea for obtaining such a A* is simple: We start with our original simplex do. Let /l := n + 3 and a:= n + $. We generate a reasonably large number of approximately uniformly distributed lattice points in K n /3 * do. If none of these happens to be outside a * do, then we conclude that (5.1) holds for A* = A0 with high probability. However, if one of the points we generate is outside a * A,,, then we replace A0 by a larger simplex in the way described in the proof of Theorem 1.2, and proceed. After a polynomial (in L) number of steps, we will end up with a simplex A* as required. The details will be worked out below.
To start, consider our original simplex A0 = conv(x,,, . . . . x,) E K satisfying void, 2 2-2(n+1)L vol K. Assume w.1.o.g. that the center of A0 is the origin. for some a E R". Note that if K is given by a WMO, then a WMO for K =f(K) can easily be constructed. We would like to remark, however, that a call to the WMO for I? with error parameter ghas to be translated into a call to the WMO for K with some error parameter 6 = $/a(f), where a(j) is an upper bound on the spectral norm off, i.e.
Since the time for a call to the WMO (and hence the whole computation time) is influenced by the size of the error parameter, we will have to take care of the sizes of the numbers in transformations occuring during the execution of the algorithm. We defer the discussion of this issue to the end of this section.
Summarizing, we may assume that (5.2) holds and that the WMO for K, called with error parameters 6 = l/ 16nfl provides us with lattice points Y;WMO(K,C~=&) whereB=n+3, so that our results from Section 4 apply. With the notation from Section 4, let K1 := K n LA and V, := V n IZA. Our algorithm for probabilistic rounding may then be stated as follows. Since, originally, vol A0 2 2-2("+ 'jL vol K, the result follows. q
Probabilistic rounding algorithm
In order to show that the output A* of our algorithm satisfies (5.1) with probability at least 1 -E, we prove the following auxiliary result. as in the hypothesis of our lemma. We consider three cases: Case 1: A* 2 n + 3. In this case, (5.3) and the unimodality offimply that
On the other hand, we conclude from (5.4) that
f(n + +) < 2(n + 3)f(n + $). 2
These two inequalities contradict (5.6) for E < 4. Hence Case 1 cannot occur. T ' A* -(n + :)
Hence Case 2 is impossible, too (assuming E < f). Case 3: A* < n + 512 + 1/2n. In this case, suppose that the claim in our lemma is not true. Then vol(L\Kn+d > n2 vo1Wn+~\Kn+5,2) .
Let 0 be maximal such that F(a) # 0. Since A* < n + 3, unimodality off yields (5.8)
From (5.5) we conclude that
The last term can be estimated from below by choosing 0 as small as possible. Thus, (5.8) yields f(n + 3) ~$;;;6)1-1+l.
(The minimum is attained at n = 4.) But this yields 1 volK+3\&+5,2),
contradicting (5.6) for E < 0.01. Thus Case 3 is settled. Cl Proposition 5.3. The probabilistic rounding algorithm computes with probability at least
-E a simplex A* E K satisfying vol(K\(n + 3)A*) < E vol K.
(5.9
Proof. We first show that the probability of "failure" is at most s/2. From Lemma 5.1, we know that the number of main iterations is bounded by 4(n + 1)2 L. In each main iteration, we treat at most n + 1 simplices A = A,,(i). For each of these, we try to generate m points in Vn+3. Thus in total we try to generate at most 4m(n + 1)3L points. Since we perform s 2 410g [E-'(8m(n + 1)3L)] trials for each point, a single point generation fails with probability at most &(8m(n + 1)3 L)-'. Therefore, in total, the probability of failure is in fact less than s/2. In the following, we assume that in each subiteration all m points in V, + 3 are successfully generated. We have to show that if (5.9) does not hold for the current simplex A* = A,,, then the probability of the algorithm running (erroneously) into STOP is less than s/2. To this end, recall that Combining this with (5.10), we get n(S) 2 @n3, i.e., there is a significant chance of generating points in S = V. + 3 \ V, + 2 (and thus not to run into STOP). More precisely, the probability that none of our m randomly generated points happens to be in S is bounded by m < e-W@n") < E /2 because of our choice of m. 0
A* = A,, = fi A,,(i).
This finishes the proof of correctness of our algorithm. The time bound can be computed as follows: Recall from the proof of Proposition 5.3, that the total number of points we try to generate is bounded by 4m(n + 1)3L. On each single point we spend s trials, i.e., at most s simulations of the concatenated chain process. As explained at the end of Section 4, a single simulation of the concatenated chain process takes 0(n"r2/?~(log~)logn~r) = o(nzo(;)' lognlog$.
Hence the total number of steps is bounded by .
We are left to deal with the sizes of numbers occurring during the algorithm. Note that in each main iteration we get a new simplex A0 E K, and there is no guarantee that the numbers necessary to describe the vertices of A0 remain of polynomially bounded size during the execution of the procedure. This can be remedied, however by slightly modifying the algorithm as follows. The simplices ii to be defined below will all have vertices in I'. We obtain them as follows:
First Thus, if z is the center of gravity of d; and d is its distance from facet F, we get
Combining these inequalities, we find that d contains a ball z + B, of radius r 3 (l/(n + 1))2-4("+2)L.
To prove the claim, assume w.1.o.g. that the lattice point in Z, which is closest to z, is the origin. Applying Claim 1 to iii-i, this yields Our argument shows even more: The simplices d",, il, . . . . generated by our modified algorithm are still increasing in volume -though with a slightly smaller factor?= (n + l.l)/(n + 1) instead of the originalf= (n + 1.5)/(n + 1). As a consequence, the upper bound on the number of main iterations (cf. Lemma 5.1) in the modified algorithm has to be modified by a constant factor. It is now straightforward to check that -once the simplices generated during the execution of the algorithm stay polynomially bounded in size -everything else, i.e. the transformations in the subiteration step and the transformed error parameters stay polynomially bounded.
To be more precise, assume that i,, = do, d"i, . . . E K is the sequence of simplices generated by the algorithm. Consider the ith main iteration, with input d" = d"i_ 1. The simplex d" is split into n + 1 simplices
and, subsequently, each of these simplices is transformed into a regular simplex containing a ball of radius I = r2*n6/s1. Consider one of these transformations, say& The spectral norm off can then be bounded as follows. First, as in the proof of Claim 1 above, one shows that the simplex d"(j) in equation has inradius p 2 l/(n + l)2.2-4("+2)L.
The transformationf maps d"(j) to a standard simplex A = z.conv(O,e, ,..., e,).
The inradius of A is at least rI,,&(& + 1) >, z/2n. Thus, choosing T = r2'. n'/&j + 2n, we can ensure that the inradius of A is at least r, as desired. Hence a(f) := 2r/p is an upper bound on the spectral norm of 1: Thus a call to the WMO for the transformed body K" =f(K) with error parameter s"= 1/16njI = l/O(n2) has to be translated into a call to the WMO for K with error parameter 6 = s",a(j) = l/O(n"
.24("+3t /e). This has obviously (still) polynomially bounded size.
Remarks. (i) The role of E in Theorem 1.4 is twofold: E bounds both the failure probability of the algorithm and the volume of the part of K which possibly sticks out of (n + 3) * A. A close look at our analysis of the time bound of our algorithms reveals that bounding the failure probability costs a factor of log (1 /e), whereas bounding the fraction of "outsticking" volume costs a factor of poly (1 /E) in the running time. Since in our application (cf. Section 6) it is sufficient to choose E as a constant, say E = 0.01, we thought it was not worthwhile to work with two different E'S.
(ii) As pointed out by one of the referees, one can show, using arguments similar to those in the proof of Lemma 5.2, that if A* E K is the simplex found by our algorithm, then with probability > 1 -E, K is completely contained in A** = p(n)A, where p(n) is a polynomial in n.
(iii) We would like to remark that our idea of successively constructing larger and larger simplices A c K could also be implemented deterministically using linear programming techniques. This would require O(n3L) linear programs to be solved. Our point, however -in particular in view of our application in Section 6 -was to get along without traditional LP-techniques.
Applications
Although the time bound derived in Section 5 for our probabilistic rounding algorithms looks rather discouraging, we implemented a variant of our algorithm and used it as a subroutine in a probabilistic LP method. Basically, the idea is simple. Suppose that a linear function cTx is to be maximized over a polytope P, given by inequalities Ax 6 b. We start with PO = P. Given Pi, i > 0, we first run the wellrounding procedure and transform Pi into a well-rounded Fi. Suppose that c"x is the transformed objective function. We then generate an approximately uniformly distributed point 2 E Fi and continue with Since 2 is approximately uniformly distributed, we expect that the volumes of the Pi's shrink by a factor z $. Note that if we choose E to be a constant, say E = 0.01, in our probabilistic rounding procedure, then in each step in which the algorithms succeed (hence, on the average in a (1 -&)-fraction of all steps), we will generate a point which is approximately uniformly distributed in a (1 -.$-fraction of the current body Pi. Thus, in each successful step we expect the volume to shrink by a factor of i(l + E). This is still sufficient to show that, with high probability, only a polynomial number of steps has to be carried out until we find an optimal basis. Without going into details, we would like to mention a few modifications of our rounding method, which we made in order to speed it up:
-The transformations are not carried out explicitely. We rather work with directions di E R", i = 1, . . . . n. i.e., the random walk is performed on the lattice r = $ diZ rather than on the standard lattice Z". -The directions di are updated dynamically during our random walk. Small components of the dls are set to zero in order to speed up the computation. -In addition to the dis, we keep the original unit vectors ei (i = 1, . . . . n), thus working in fact with 4n possible directions + dip + ei (i = 1, . . . , n). -After each (trial) move, a feasibility check (Ax < b?) has to be carried out. This is done by updating the slacks. For this purpose we order the rows of A dynamically so that the most recently violated constraints are checked first. Sometimes we even perform a number of moves without checking feasibility at all. If this leads to an infeasible point, we restart from the last feasible solution. We performed a series of test runs of this probabilistic LP algorithm on both standard problems and randomly generated ones. The result are not completely discouraging (in contrast to what one might have expected). Typically, problems of dimension n z 300 are solved optimally within a few minutes on a slow machine (cf. [7] for more details and computational results).
