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Abstract
We consider the problem of estimating the weight of a maximum weighted matching of a weighted
graph G(V, E) whose edges are revealed in a streaming fashion. Extending the framework from Crouch
and Stubbs (APPROX 2014), we develop a reduction from the maximum weighted matching problem to
the maximum cardinality matching problem that only doubles the approximation factor of a streaming
algorithm developed for the maximum cardinality matching problem. Our results hold for the insertion-
only and the dynamic (i.e, insertion and deletion) edge-arrival streaming models. The previous best-
known reduction is due to Bury and Schwiegelshohn (ESA 2015) who develop an algorithm whose
approximation guarantee scales by a polynomial factor.
As an application, we obtain improved estimators for weighted planar graphs and, more generally, for
weighted bounded-arboricity graphs, by feeding into our reduction the recent estimators due to Esfandiari
et al. (SODA 2015) and to Chitnis et al. (SODA 2016). In particular, we obtain a (48+ǫ)-approximation
estimator for the weight of a maximum weighted matching in planar graphs.
1 Introduction
We study the problem of estimating the weight of a maximum weighted matching in a weighted graph
G(V, E) whose edges arrive in a streaming fashion. Computing a maximum cardinality matching (MCM)
in an unweighted graph and a maximum weighted matching (MWM) of a weighted graph are fundamental
problems in computational graph theory (e.g., [25], [13]).
Recently, the MCM and MWM problems have attracted a lot of attention in modern big data models
such as streaming (e.g., [12, 24, 23, 11, 1, 16, 2, 17, 3]), online (e.g., [5, 21, 6]), MapReduce (e.g., [22]) and
sublinear-time (e.g., [4, 27]) models.
Formally, the Maximum Weighted Matching problem is defined as follows.
Definition 1 (Maximum Weighted Matching (MWM)) LetG(V, E) be an undirected weighted graph with
edge weights w : E → R+. A matching M in G is a set of pairwise non-adjacent edges; that is, no two
edges share a common vertex. A matching M is called a maximum weighted matching of graph G if its
weight w(M) =
∑
edge e∈Mw(e) is maximum.
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If the graph G is unweighted (i..e, w : E → {1} ), the maximum weighted matching problem becomes the
Maximum Cardinality Matching (MCM) problem.
In streaming models, the input graph is massive and the algorithm can only use a small amount of
working space to solve a computational task. In particular, the algorithm cannot store the entire graph
G = (V, E) in memory, but can only operate with a sublinear amount of space, preferably o(n), where
|V | = n. However, many tasks are not solvable in this amount of space, and in order to deal with such
problems, the semi-streaming model [12, 26] was proposed, which allows O(n polylog(n)) amount of
working space. Both these settings have been studied in the adversarial model, where the edge order may be
worst-case, and in the random order model, where the order of the edges is a uniformly random permutation
of the set of edges.
For matching problems, if the goal is to output a set of edges that approximates the optimum matching,
algorithms that maintain only ˜O(n) edges cannot achieve better than (e/e − 1)-approximation ratio ([14],
[19]). Showing upper bounds has drawn a lot of recent interest (e.g., [12], [20], [23], [28], [10]), including a
recent result [15] showing a 3.5-approximation, which improves upon the previous 4-approximation of [9].
If, on the other hand, the goal is to output only an estimate of the size of the matching, and not a
matching itself, algorithms that use only o(n) space are both desirable and possible. Surprisingly, very little
is known about MWM/MCM in this model. Recent work by Kapralov et al. [18] shows the first polylog(n)
approximate estimator using only polylog(n) space for the MCM problem. Further, if ˜O(n2/3) space is
allowed, then constant factor approximation algorithms are possible [11].
In a recent work, Bury and Schwiegelshohn [7] consider the MWM problem in o(n) space, showing a
reduction to the MCM problem, that scales the approximation factor polynomially. In particular, they are the
first to show a constant factor estimator for weighted graphs with bounded arboricity. Their results hold in
the adversarial insertion-only model (where the updates are only edge insertion), and in the dynamic models
(where the updates are both edge insertion and deletion). They also provide an Ω(n1−ǫ) space lower bound
to estimate the matching within 1 + O(ǫ). Our results significantly improve the current best-known upper
bounds of [7], as detailed in the next section.
2 Our Contribution
We extend the framework of [9] to show a reduction from MWM to MCM that preserves the approximation
within a factor of 2(1 + ǫ). Specifically, given a λ-approximation estimation for the size of a maximum
cardinality matching, the reduction provides a (2(1 + ǫ) · λ)-approximation estimation of the weight of a
maximum weighted matching. Our algorithm works both in the insertion-only streaming model, and in the
dynamic setting. In both these models the edges appear in adversarial order.
We next state our main theorem. As it is typical for sublinear space algorithms, we assume that the
edge-weights of G = (V, E) are bounded by poly(n).
Theorem 2 Suppose there exists a streaming algorithm (in insertion-only, or dynamic
streaming model) that estimates the size of a maximum cardinality matching of an un-
weighted graph within a factor of λ, with probability at least (1−δ), using S(n, δ) space.
Then, for every ǫ > 0, there exists a streaming algorithm that estimates the weight of
a maximum weighted matching of a weighted graph within a factor of 2λ(1 + ǫ), with
probability at least (1 − δ), using O
(
S
(
n, δc logn
)
logn
)
space.
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We remark that if the estimator for MCM is specific to a monotone graph property (a property of graphs
that is closed under edge removal), then our algorithm can use it as a subroutine to obtain an estimator for
MWM in the weighted versions of the graphs with such properties (instead of using a subroutine for general
graphs, which may require more space, or provide worse approximation guarantees).
Our result improves the result of [7], who show a reduction from MWM to MCM that achieves a O(λ4)-
approximation estimator for MWM, given a λ-approximation estimator for MCM. Their reduction also
allows extending MCM estimators to MWM estimators in monotone graph properties.
In particular, using specialized estimators for graphs of bounded arboricity, we obtain improved approx-
imation guarantees compared with the previous best results of [7], as explained in Section 2.1, e.g., Table
2.1. In addition, our algorithm is natural and allows for a clean analysis.
2.1 Applications
Theorem 2 has immediate consequences for computing MWM in graphs with bounded arboricity. A graph
G = (V, E) has arboricity ν if
ν = max
U⊆V
⌈
|E(U)|
|U| − 1
⌉
,
where E(U) is the subset of edges with both endpoints in U. The class of graphs with bounded arboricity
includes several important families of graphs, such as planar graphs, or more generally, graphs with bounded
degree, genus, or treewidth. Note that these families of graphs are monotone.
Graphs with Bounded Arboricity in the Insert-only Model Esfandiari et al. [11] provide an estimator
for the size of a maximum cardinality matching of an unweighted graph in the insertion-only streaming
model (for completeness we state their result as Theorem 5 in the Preliminaries). Theorem 2, together with
Theorem 5 (due to [11]) implies the following result.
Theorem 3 Let G be a weighted graph with arboricity ν and n = ω(ν2) vertices. Let ǫ, δ ∈ (0, 1).
Then, there exists an algorithm that estimates the weight of a MWM in G within a 2λ-approximation factor,
where λ = (5ν + 9)(1 + ǫ), in the insertion-only streaming model, with probability at least (1 − δ), using
˜O(νǫ−2 log(δ−1)n2/3)1 space. Both the update time and final processing time are O(log(δ−1) logn).
In particular, for planar graphs, ν = 3 and by choosing δ = n−1 in Theorem 3, and ǫ as a small constant,
the output of our algorithm is within (48 + ǫ)-approximation factor of a MWM, with probability at least
1− 1n , using ˜O(n2/3) space. The previous result of [7] gave an approximation factor of > 3 · 106 for planar
graphs.
Table 2.1 summarizes the state of the art for MWM.
Graphs with Bounded Arboricity in the Dynamic Model Our results also apply to the dynamic model.
Here we make use of the recent result of Chitnis et al. [8] that provides an estimator for MCM in the dynamic
model (See Theorem 6 in the Preliminaries).
Again, Theorem 6 satisfies the conditions of Theorem 2 with λ = (5ν + 9)(1 + ǫ), and consequently,
we have the following application.
1
˜O(f) = ˜O(f · (logn)c) for a large enough constant c.
3
Approximation for Planar Graphs Approximation for Graphs with Arboricity ν
[7] > 3 · 106 12(5ν + 9)4
Here 48 + ǫ 2(5ν + 9) + ǫ
Table 2.1: The insertion-only streaming model requires ˜O(νǫ−2 log(δ−1)n2/3) space for all graph classes,
while the dynamic streaming model requires ˜O(νǫ−2 log(δ−1)n4/5) space for all graph classes.
Theorem 4 Let G be a weighted graph with arboricity ν and n = ω(ν2) vertices. Let ǫ, δ ∈ (0, 1). Then,
there exists an algorithm that estimates the weight of a maximum weighted matching in G within a 2(5ν +
9)(1+ǫ)-factor in the dynamic streaming model with probability at least (1−δ), using ˜O(νǫ−2 log(δ−1)n4/5)
space. Both the update time and final processing time are O(log(δ−1) logn).
In particular, for planar graphs, ν = 3, and by choosing δ = n−1 and ǫ as a small constant, the output of
our algorithm is a (48+ ǫ)-approximation of the weight of a maximum weighted matching with probability
at least 1− 1n using at most ˜O(n4/5) space.
We further remark that if 2-passes over the stream are allowed, then we may use the recent results of [8]
to obtain a (2(5ν + 9)(1 + ǫ))-approximation algorithm for MWM using only ˜O(√n) space.
2.2 Overview
We start by splitting the input stream into O(logn) substreams S1, S2, · · · , such that substream Si contains
every edge e ∈ E whose weight is at least (1+ǫ)i, that is, w(e) ≥ (1+ǫ)i. Splitting the stream into sets of
edges of weight only bounded below was used by Crouch and Stubbs in [9], leading to better approximation
algorithms for MWM in the semi-streaming model.
The construction from [9] explicitly saves maximal matchings in multiple substreams by employing
a greedy strategy for each substream. Once the stream completes, the algorithm from [9] again uses a
greedy strategy, by starting from the substream of highest weight and proceeding downward to streams of
lower weight. In each substream, the algorithm from [9] adds as many edges as possible, while retaining a
matching. However, with o(n) space, we cannot store maximal matchings in memory and so we no longer
have access to an oracle that explicitly returns edges from these matchings.
Instead, for each substream Si, we treat its edges as unweighted edges and apply a MCM estimator. We
then implicitly apply a greedy strategy, where we iteratively add as many edges possible from the remaining
substreams of highest weight, tracking an estimate for both the weight of a maximum weighted matching,
and the number of edges in the corresponding matching. The details of the algorithm appear in Section 4.
In our analysis, we use the simple but critical fact that, at any point, edges in our MWM estimator can
conflict with at most two edges in the MCM estimator, similar to an idea used in [9]. Therefore, if the MCM
estimator for a certain substream is greater than double the number of edges in the associated matching, we
add the remaining edges to our estimator, as shown below in Figure 2.2. Note that in some cases, we may
discard many edges that the algorithm of [9] chooses to output, but without being able to keep a maximal
matching, this may be unavoidable.
More formally, for each i, let U∗i be a maximum cardinality matching for Si. Then each edge of U∗i
intersects with either one, or two edges of U∗j , for all j < i. Thus, if |U∗i−1 | > 2|U∗i |, then at least |U∗i−1 | −
2|U∗i | edges from U∗i−1 can be added to U∗i while remaining a matching. We use a variable Bi to serve as an
estimator for this lower bound on the number of edges in a maximum weighted matching, including edges
from U∗j , for j ≥ i. We then use the estimator for MCM in each substream i as a proxy for U∗i .
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Figure 2.2: If |U∗i | > 2|U∗i−1|, then some edge(s) from U∗i−1 can be added while maintaining a matching.
Our algorithm differs from the algorithm of [7] in several points. They consider substreams Si containing
the edges with weight [2i, 2i+1), and their algorithm estimates the number of each edges in each stream, and
chooses to include the edges if both the number of the edges and their combined weight exceed certain
thresholds, deemed to contribute a significant value to the estimate. However, this approach may not capture
a small number of edges which nonetheless contribute a significant weight.
Our greedy approach is able to handle both these facets of a MWM problem. Namely, by greedily
taking as many edges as possible from the heavier substreams, and then accounting for edges that may be
conflicting with these in the next smaller substream, we are able to account for most of the weight. The
formal analysis appears in Section 5.
3 Preliminaries
Let S be a stream of insertions of edges of an underlying undirected weighted graph G(V, E) with weights
w : E → R. We assume that vertex set V is fixed and given, and the size of V is |V | = n. Observe that the
size of stream S is |S| ≤ (n2) = n(n−1)2 ≤ n2, so that we may assume that O(log |S|) = O(logn). Without
loss of generality we assume that at time i of stream S, edge ei arrives (or is revealed). Let Ei denote those
edges which are inserted (revealed) up to time i, i.e., Ei = {e1, e2, e3, · · · , ei}. Observe that at every time
i ∈ [|S|] we have |Ei| ≤
(
n
2
) ≤ n2, where [x] = {1, 2, 3, · · · , x} for some natural number x. We assume that
at the end of stream S all edges of graph G(V, E) arrived, that is, E = E|S|.
We assume that there is a unique numbering for the vertices in V so that we can treat v ∈ V as a unique
number v for 1 ≤ v ≤ n = |V |. We denote an undirected edge in E with two endpoints u, v ∈ V by (u, v).
The graph G can have at most
(
n
2
)
= n(n− 1)/2 edges. Thus, each edge can also be thought of as referring
to a unique number between 1 and
(
n
2
)
.
The next theorems imply our results for graphs with bounded arboricity in the insert-only and dynamic
models.
Theorem 5 [11] LetG be an unweighted graph with arboricity ν and n = ω(ν2) vertices. Let ǫ, δ ∈ (0, 1)
be two arbitrary positive values less than one. There exists an algorithm that estimates the size of a maximum
matching in G within a (5ν + 9)(1 + ǫ)-factor in the insertion-only streaming model with probability at
least (1 − δ), using ˜O(νǫ−2 log(δ−1)n2/3) space. Both the update time and final processing time are
O(log(δ−1)). In particular, for planar graphs, we can (24+ǫ)-approximate the size of a maximum matching
with probability at least 1 − δ using ˜O(n2/3) space.
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Theorem 6 [8] Let G be an unweighted graph with arboricity ν and n = ω(ν2) vertices. Let ǫ, δ ∈
(0, 1) be two arbitrary positive values less than one. There exists an algorithm that estimates the size of a
maximum matching in G within a (5ν + 9)(1 + ǫ)-factor in the dynamic streaming model with probability
at least (1 − δ), using ˜O(νǫ−2 log(δ−1)n4/5) space. Both the update time and final processing time are
O(log(δ−1)). In particular, for planar graphs, we can (24+ǫ)-approximate the size of a maximum matching
with probability at least 1 − δ using ˜O(n4/5) space.
4 Algorithm
For a weighted graph G(V, E) with weights w : E→ R such that the minimum weight of an edge is at least
1 and the maximum weight W of an edge is polynomially bounded in n, i.e., W = nc for some constant c,
for T = ⌈log1+ǫW⌉, we create T + 1 substreams such that substream Si =
{
e ∈ S : w(e) ≥ (1 + ǫ)i}.
Given access to a streaming algorithm MCM Estimator which estimates the size of a maximum cardi-
nality matching of an unweighted graph G within a factor of λ with probability at least (1 − δ), we use
MCM Estimator as a black box algorithm on each Si and record the estimates. In general, for a substream
Si, we track an estimate Ai, of the weight of a maximum weighted matching of the subgraph whose edges
are in the substream Si, along with an estimate, Bi, which represents the number of edges in our estimate
Ai. The estimator Bi also serves as a running lower bound estimator for the number of edges in a maximum
matching. We greedily add edges to our estimation of the weight of a maximum weighted matching of graph
G. Therefore, if the estimator M̂i−1 for the maximum cardinality matching of the substream Si−1 is more
than double the number of edges in Bi represented by our estimate Ai of the substream Si, we let Bi−1 be
Bi plus the difference M̂i−1 − 2Bi, and let Ai−1 be Ai plus (M̂i−1 − 2Bi) · (1 + ǫ)i−1. We iterate through
the substream estimators, starting from the substream ST of largest weight, and proceeding downward to
substreams of lower weight. We initialize our greedy approach by setting BT = M̂T , equivalent to taking all
edges in M̂T .
Algorithm 1 Estimating Weighted Matching in Data Streams
Input: A stream S of edges of an underlying graph G(V, E) with weights w : E → R+ such that the
maximum weight W of an edge is polynomially bounded in n, i.e, W = nc for some constant c.
Output: An estimator A^ of w(M∗), the weight of a maximum weighted matching M∗, in G.
1: Let Ai be a running estimate for the weight of a maximum weighted matching.
2: Let Bi be a running lower bound estimate for the number of edges in a maximum weighted matching.
3: Initialize AT+1 = 0, BT+1 = 0, and M̂T+1 = 0.
4: for i = T to i = 0 do
5: Let Si = {e ∈ S : w(e) ≥ (1+ǫ)i} be a substream of S of edges whose weights are at least (1+ǫ)i.
6: Let S ′i be unweighted versions of edges in Si.
7: Let Ŝ ′i be the output of MCM Estimator for each S ′i with parameter δ ′ =
δ
T
.
8: Let M̂i = max(M̂i+1, Ŝ ′i).
9: Set ∆i = max(0, ⌈M̂i − 2Bi+1⌉).
10: Update Bi = Bi+1 + ∆i.
11: Update Ai = Ai+1 + (1 + ǫ)i∆i.
12: Output estimate A^ = A0.
We note that the quantities Ai and Bi satisfy the following properties, which will be useful in the analysis.
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Observation 7 Aj =
∑T
i=j(1 + ǫ)
i∆i
Observation 8 Bj =
∑T
i=j∆i
5 Analysis
Lemma 9 For all i, Bi ≤ M̂i ≤ 2Bi.
Proof : We prove the statement by induction on i, starting from i = T down to i = 0. For the base case
i = T , we initialize Bi+1 = 0. In particular, ∆i = M̂i, so Bi = Bi+1 + ∆i = M̂i, and the desired inequality
follows.
Now, we suppose the claim is true for Bi+1 ≤ M̂i+1 ≤ 2Bi+1. Next, we prove it for Bi ≤ M̂i ≤ 2Bi. To
prove the claim for i we consider two cases. The first case is when 2Bi+1 < M̂i. Then
Bi = Bi+1 + ∆i (By definition)
= Bi+1 + M̂i − 2Bi+1 (∆i = M̂i − 2Bi+1)
= M̂i − Bi+1
≤ M̂i
Additionally,
M̂i < M̂i + (M̂i − 2Bi+1) (2Bi+1 < M̂i)
= 2(Bi+1 + (M̂i − 2Bi+1))
= 2(Bi+1 +∆i) (∆i = M̂i − 2Bi+1)
= 2Bi (By definition)
and so Bi ≤ M̂i ≤ 2Bi.
The second case is when M̂i ≤ 2Bi+1. Then, by definition, Bi = Bi+1. Since S ′i+1 is a subset of S ′i , then
Bi = Bi+1 ≤ M̂i+1 (Inductive hypothesis)
≤ M̂i (M̂i = max(M̂i+1, Ŝ ′i))
≤ 2Bi+1 = 2Bi (M̂i ≤ 2Bi+1)
and again Bi ≤ M̂i ≤ 2Bi, which completes the proof. ✷
Corollary 10 Suppose for all i, the estimator M̂i satisfies M̂i ≤ |U∗i | ≤ λM̂i, where U∗i is the size of a
maximum cardinality matching of S ′i . Then Bi ≤ |U∗i | ≤ 2λBi.
Proof : By Lemma 9, M̂i ≤ 2Bi, so then λM̂i ≤ 2λBi. Similarly, by Lemma 9, Bi ≤ M̂i. But by
assumption, M̂i ≤ |U∗i | ≤ λM̂i, and so
Bi ≤ M̂i ≤ |U∗i | ≤ λM̂i ≤ 2λBi.
✷
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Lemma 11 Suppose for all i, the estimator M̂i satisfies M̂i ≤ |U∗i | ≤ λM̂i, where U∗i is the size of a
maximum cardinality matching of S ′i . Then for all j,
T∑
i=j
∆i ≤
T∑
i=j
|M∗ ∩ (Sj − Sj+1)| ≤
T∑
i=j
2λ∆i,
where M∗ is a maximum weighted matching.
Proof : Since M∗ is a matching, then the number of edges in M∗ with weight at least (1 + ǫ)j is at most
|U∗j |. Thus,
T∑
i=j
|M∗ ∩ (Sj − Sj+1)| ≤ |U∗j |.
Note that by Observation 8,
∑T
i=j∆i = Bj, so then by Corollary 10,
T∑
i=j
|M∗ ∩ (Sj − Sj+1)| ≤ 2λ
T∑
i=j
∆i.
On the other hand, Bi is a running estimate of the lower bound on the number of edges in M∗ ∩ Si, so
T∑
i=j
∆i = Bj ≤
T∑
i=j
|M∗ ∩ (Sj − Sj+1)|,
as desired. ✷
Lemma 12 With probability at least 1 − δ, the estimator M̂i satisfies M̂i ≤ |U∗i | ≤ λM̂i for all i, where
U∗i is the maximum cardinality matching of S ′i .
Proof : Since M̂i ≤ |U∗i | ≤ λM̂i succeeds with probability at least 1− δT , then the probability M^i succeeds
for i = 1, 2, . . . , T is at least 1− δ by a union bound. ✷
We now prove our main theorem.
Proof of Theorem 2: We complete the proof of Theorem 2 by considering the edges in a maximum
weighted matching M∗. We partition these edges by weight and bound the number of edges in each partition.
We will show that A0 ≤ w(M∗) ≤ 2λ(1 + ǫ)A0. First, we have
w(M∗) =
∑
e∈M∗
w(e)
=
T∑
i=0
∑
e∈M∗∩(Si−Si+1)
w(e) (2)
≤
T∑
i=0
∑
e∈M∗∩(Si−Si+1)
(1+ ǫ)i+1 (3)
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≤
T∑
i=0
|M∗ ∩ (Si − Si+1)|(1 + ǫ)i+1 (4)
≤
T∑
i=0
2λ∆i(1 + ǫ)
i+1 (5)
≤ 2λ(1 + ǫ)
T∑
i=0
∆i(1 + ǫ)
i = 2λ(1 + ǫ)A0, (6)
where the identity in line (2) results from partitioning the edges by weight, so that e ∈ M∗ appears in
Si − Si+1 if (1+ ǫ)i ≤ w(e) < (1+ ǫ)i+1. The inequality in line (3) results from each edge e in Si − Si+1
having weight less than (1+ǫ)i+1, so an upper bound on the sum of the weights of edges in M∗∩(Si−Si+1)
is (1 + ǫ)i+1 times the number of edges in |M∗ ∩ (Si − Si+1)|, as shown in line (4). By Lemma 11, the
partial sums of 2λ∆i dominates the partial sums of |M∗ ∩ (Si − Si+1|, resulting in the inequality in line (5).
The final identity in line (6) results from Observation 7. Similarly,
w(M∗) =
∑
e∈M∗
w(e)
=
T∑
i=0
∑
e∈M∗∩(Si−Si+1)
w(e) (2)
≥
T∑
i=0
∑
e∈M∗∩(Si−Si+1)
(1+ ǫ)i (3)
≥
T∑
i=0
|M∗ ∩ (Si − Si+1)|(1 + ǫ)i (4)
≥
T∑
i=0
∆i(1 + ǫ)
i (5)
≥
T∑
i=0
Ai = A0, (6)
where the identity in line (2) again results from partitioning the edges by weight, so that e ∈M∗ appears in
Si − Si+1 if (1+ ǫ)i ≤ w(e) < (1+ ǫ)i+1. The inequality in line (3) results from each edge e in Si − Si+1
having weight at least (1+ ǫ)i, so a lower bound on the sum of the weights of edges in M∗ ∩ (Si − Si+1) is
(1 + ǫ)i times the number of edges in |M∗ ∩ (Si − Si+1)|, as shown in line (4). By Lemma 11, the partial
sums of |M∗ ∩ (Si− Si+1)| dominates the partial sums of ∆i, resulting in the inequality in line (5). The final
identity in line (6) results from Observation 7.
Thus, Â = A0 is a 2λ(1 + ǫ)-approximation for w(M∗).
Note that the assumption of Lemma 11 holds with probability at least 1− δ by Lemma 12. Since we require
M̂i ≤ |U∗i | ≤ λM̂i with probability at least 1 − δT , then S
(
n, δT
)
space is required for each estimator.
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Since T = logW substreams are used and W ≤ nc for some constant c, then the overall space necessary is
S
(
n, δc logn
)
(c logn). This completes the proof. ✷
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