Abstract-An intelligent energy controller is proposed to manage operation of wireless sensor nodes equipped with energy harvesting devices. The energy controller uses Takagi-Sugeno fuzzy logic and has inputs for the state of the energy buffer and forecasts of solar energy available for harvest. Two different forecasting horizons were investigated, current and next-day, using ideal and pressure-based forecasts. Differential evolution is used to optimize the controller. To validate the evolved controller, a wireless sensor network is simulated using real field-collected environmental data. The optimization goal is to best utilize the solar energy available for harvest while preserving a backup energy reserve. Performing the highest number of operations possible while leaving the energy reserve intact increases deployment time and reliability. The controller using current and nextday energy forecasts made better use of the available energy, indicated by a lower fitness function. However, while it took more measurements when compared to the controller only using the current-day forecast, it also used more reserve energy while still remaining at only a small fraction of the total available reserve. Reserve energy usage using the pressure-based forecast was higher for both forecasting horizons compared to the ideal energy forecast, pointing to further performance improvements possible for a more accurate forecast.
I. INTRODUCTION
Wireless sensor networks (WSNs) are deployments of small, wirelessly connected sensor platforms [1] . With no reliance on existing infrastructure, low power needs, and the ability to harvest energy from the environment, WSNs are excellent candidates for data collection in remote areas where the time between maintenance visits is long. However, the desire for reliability and high quality research data requires a balance between energy use and data collection [2] . If energy is available, measurements can be collected with high temporal resolution, but making the most effective use of available energy requires energy usage rates to be managed [3] , [4] .
For instances where spatially distributed nodes harvest energy from the environment, the opportunities for energy collection will not be equal. This leads to a need for local energy management at each node, making the network able to take these differences into account [4] . Foreknowledge of available environmental energy will improve a nodes ability to effectively manage its energy use. However, the relative contributions of energy currently in the buffer and energy potentially available for harvest may not be simple to determine, motivating the optimization performed in this contribution.
Two energy controller optimizations are performed. In the first case, an energy forecast for the upcoming day is used and in the second case forecasts for both the current and next-day are used. The optimized energy controllers are then used to simulate networks using both an ideal energy forecast, and a more realistic forecast based on atmospheric pressure measurements.
The rest of this paper is organized as follows: relevant background is discussed in Section II, experimental design is outlined in Section III, and results are presented in Section IV. Conclusions are presented in Section V.
II. BACKGROUND
Fuzzy control is utilized to manage the energy usage of the nodes, as it may be implemented on limited hardware while still being able to realize complex control. The ability for complex control allows for an effective controller to be created without the consideration of hardware technical details (e.g., discharge characteristics and energy costs of node operations [5] ).
One strength of fuzzy logic is the ability to use linguistically meaningful terms in order to describe the system's desired behavior, and create the controller based on this description. However, performance of the overall controller may be improved through optimization of the fuzzy membership functions. These functions may be encoded as vectors of real valued numbers representing their individual parameters and operated on by an optimization method. In order to simulate candidate solutions, the vectors are decoded into a fuzzy controller, run, and fitness values are calculated.
In this contribution, a Takagi-Sugeno (TS) fuzzy logic controller is used to manage the number of operations that a wireless sensor node performs in a day. With this type of controller the output is calculated as a mathematical function of the input values [6] , [7] . A basic overview of TS fuzzy system follows: given fuzzy inputs I 1 and I 2 with fuzzy sets k and l respectively, fuzzy outputs O 1 with a set of fuzzy singletons m, and the rule base relating them together, the rule base is evaluated using a possibility measure [8] :
where I x (t) is a fuzzy singleton corresponding to the value of I x at time t and μ y (I x ) is the membership function of one of the fuzzy sets defined in the I x input space.
Activity of individual rules relating both inputs with the associated output, λ r , is determined using at t-norm operation:
where the t-norm operation used is an algebraic product. The final output is calculated as the average of the output fuzzy singletons weighted by their activations:
where m r is the fuzzy singleton from O 1 associated with rule r from the rule base. Additional considerations should be made in order to ensure that a sound fuzzy controller is created after the randomization of the optimization algorithm. Preference for a semantically sound fuzzy set during optimization increases the transparency of the resulting controller. Two important pieces of semantic soundness are coverage and distinguishability [8] . Values related to these two ideas can be calculated and added to the fitness function.
To create the optimized controllers, differential evolution (DE) has been used as it is a fast and simple method of global optimization [6] , [9] . It is attractive because of its performance, low number of control parameters, and low space complexity [10] . In order to reduce the number of function evaluations, an adaptive differential evolution method is used [11] , [12] . This method, termed WDE, allows any number of DE variants to be used, as well as differential weights and crossover probabilities. Additionally, the size of the population is allowed to contract and expand, depending on how values of the fitness function change during the optimization. To summarize this method, an initial population of size N P is created. For each of these population members, a differential weighting (F ) and crossover probability (CR) is randomly assigned, as well as a differential operator. DE then proceeds normally until a predetermined generation interval, γ 1 , where the number of successes and failures of each differential operator and (F ,CR) pairs are examined. The result of this examination is to change the probability with which each different differential operator is assigned (i.e., more successful operators have a higher probability of being assigned to a population method) and which (F ,CR) pairs should be reassigned (i.e., pairs with lower success rates than the average are reassigned randomly). At a longer interval, γ 2 , the size of the population is shrunk by α%, to a minimum population size of N P /2. Finally, at the longest interval, γ 3 , if the fitness function has not improved by a set threshold, the top α% performers are retained and the rest of the population is reinitialized such that the total population size returns to its initial value, N P . The DE variants used to create new population members include those suggested in [11] , including DE/rand/1/bin, DE/current-to-best/2/bin, and DE/best/1/bin. An empirical study of the application of DE to high dimension problems suggest that the best results for multimodal, non-separable problems may be obtained using the DE variants DE/best/2/bin and DE/rand/2/bin for 100 dimensions [13] . These operators have also been included for use in WDE as an attempt to improve convergence.
III. EXPERIMENTAL DESIGN
Simulations are based on data from the AGWeatherNet Program of the Washington State University (http://weather. wsu.edu/). The data include solar radiation, air temperature and atmospheric pressure, recorded with a 15 minute frequency at four stations. The data set spans 671 days between 20/10/2013 and 27/08/2015. To allow the simulated system to take measurements at arbitrary times, the original data have been resampled with a one second resolution using interpolating splines.
The relative locations of the actual stations have informed the locations of the simulated nodes. Spatial layout of the network for the full simulation is shown in Fig. 1 , with solid lines denoting the pairs of nodes that send and receive to one another. Despite the distances between the stations used (up to 210 km) the data has been used as if measured at nodes in order to exaggerate differences in energy harvesting opportunities and therefore better examine the controller behavior.
The hardware being simulated consists of an on-board microcontroller, a wireless transceiver for inter-node communication, small solar panels for energy harvesting, a supercapacitor used as an energy buffer, a battery backup and the capability for connection to a variety of sensors [5] . Ideally, all power requirements can be met by the energy buffer. However, when the buffer is insufficient, the battery backup is used. Table I shows relevant node parameters used in the simulations.
Control of the nodes is done by scaling the time between node operations. The nodes took measurements every 60 to 3600 seconds, while transmissions occurred every 120 to 86400 seconds. In these simulations, a fuzzy scaling multiplier F M was output from the fuzzy controller and used for both of these operations. It was assumed that a node in reception range of a transmitting node was available for reception. Additionally, the base station was purely a message sink, taking no measurements itself and sending no transmissions.
The shawn simulator was used to simulate the nodes [14] . The software has been extended to allow for the energy considerations of the nodes as well as the fuzzy control used to manage the energy usage.
During optimization of the fuzzy sets, only node 1 was used in order to lower the computation time. Only regular measurement and transmission energy costs were accounted for, with reception cost neglected. The energy parameters used for the optimization were the same as those used in the simulation itself with the exception that the transmission cost was slightly increased in order to capture some of missing reception costs. Three membership functions per input are used. Previous optimizations resulted in membership functions with high levels of overlap, suggesting that a lower number may be appropriate. During the optimization of the fuzzy sets, only a perfect forecast was used. Measurements were taken at the calculated times such that the pressure-based forecast could be made. The optimized fuzzy sets were then applied to the entire network for the full simulation.
With respect to the inputs, each candidate solution used three trapezoidal membership functions for each variable. For the single forecast, this results in 24 parameters (E F 0 and E B ), while the case using 2 forecasted days used 48 parameters (E F 0 , E F 1 , E F 2 and E B ). For the outputs, each possible combination of input membership functions was given an output singleton, which resulted in a single output variable (F M ) with 9 singletons for the single day case and 81 singletons for the two-day case. The fitness function used to evaluate the candidate solutions is as follows:
where E L represents lost energy, E R is the energy used from the primary battery reserves, a, b and c are scaling constants, that also define the relative importance of E L and E R . The final terms, S p and S c , represent penalties related to increasing the input variables distinguishability (i.e., that the membership functions do not overlap so much as to not be unique) and coverage (i.e., that the entire input space is covered), respectively, and therefore increase the semantic soundness of the resulting input sets. In this case, lost energy is defined as the energy present in the environment that is not either immediately used or stored for future use.
Sunset Sunrise Sunset Sunrise Sunset The relative importance of E L and E R in this fitness function depend on a number of factors, including the length of desired deployment, the expected amount of energy available for harvest, and the value of individual measurements. For this particular case, a has been set to 1 × 10 −5 since the typical amount of uncaptured and unused energy from previous simulations was on the order of 1 MJ. To allow battery usage to have a high weight, b was set to 1. To encourage meaningful fuzzy sets, c was set to a value of 5.
The more realistic forecast was based on atmospheric pressure measurements taken at different times during the day. These pressure measurements are input into a regression tree with the goal of predicting the proportion of an idealized amount of solar energy striking the location. Using this predicted proportion, an estimate of the total diurnal solar energy is made and used as an input to the controller [15] .
Only pressure values and differences between them are used to create the the regression trees (i.e., values of current-day forecasts are not provided to the next-day forecast).
A timeline showing the position of the measurements used for prediction is shown in Fig. 2 . D 0 , D 1 , and D 2 represent daytimes, each with a pair of sunrise and sunset times. In order to make the prediction of energy available for harvest during D 1 , pressure measurements are taken at P 1 , P 2 , P 3 , and P 4 . Pressures P 1 and P 4 are taken at estimated times of sunrise and sunset, while pressures P 2 and P 3 are taken a number of hours before or after P 1 and P 4 , respectively. A lag length of 8 hours has been used here. For the controller with the current-day forecast only, updates to the energy usage take place at sunrise and sunset of day D 1 and use estimated available energies of D 1 as the input E F 0 . For the controller using both current and next-day forecasts, the sunrise update uses the predicted energy of D 1 as input E F 0 , a value of zero for input E F 1 , and the predicted energy during D 2 for input E F 2 . During that controllers sunset update, the situation is reversed, using values of zero for E F 0 and E F 2 and using the predicted energy of D 2 as the input for E F 1 .
IV. RESULTS

A. Optimization
The optimization for the controller utilizing the current-day energy forecast resulted in the fuzzy sets shown in Figs. 3 and 4. In each of these inputs, one of the trapezoidal membership functions has been compressed to a fuzzy singleton at 100%, overlapping with another function. Results of the optimization where the controller is provided with current and next-day energy forecast are shown in Figs. 5 and 6. In both cases, the close proximity of singletons in the output partition may allow for reduction in the number of rules. The controller using both forecasts optimized to a lower fitness value compared to the controller using only one forecast (11.65 vs. 12.29).
B. Simulation Results
A summary of results for the perfect energy forecasts for current-day forecast is shown in Table II , while results for the current and next-day forecast are tabulated in Table III . Using both energy forecasts, the controller used 144% of the reserve energy of the current-day forecast while taking 123% of the total network measurements. Fig. 7 shows measurements per day for nodes 3 and 4 for the perfect forecast simulation. These nodes were chosen because node 4 has the most stable energy usage (only receiving messages from one other node) and node 4 has the most variable and highest energy usage (as it receives messages from three other nodes). For these simulations, the two-forecast energy controller provides a smoother transition of measurements per day (partially attributed to the higher number of output singletons), while using more energy during certain times of year, especially for node 3. This increase in node 3 energy usage is not unexpected, since as the network becomes more active, it places a greater burden on this node while there may not be sufficient harvest opportunity to support the increased traffic. Additionally, the increase in energy usage is expected to be higher than the increase in measurements taken since the higher activity associated with a greater number of measurements also increases the number of transmissions. As nodes in this simulation must receive messages sent to them and pay the energy cost associated with that, a modest increase in the number of transmissions can greatly raise the total energy usage. Results using the pressure-based energy forecasts are shown in Tables IV and V for one-day and two-day forecasts, respectively. In this case, the two-day controller uses much more energy across the network compared to the one-day version at 416%. Using the pressure-based forecast, the twoday ahead controller takes 128% of the measurements across the network. Fig. 8 shows the number of measurements per day during the simulation. While the two-day controller does use much more energy in this case, its energy usage only amounts to 1.57% of the total reserve energy across the whole network with the largest individual node energy usage during the entire simulation representing only 4.21% of its energy reserve.
Comparing the perfect forecast versions to the pressure based forecasts, the one-day version is less affected by the errors associated with the forecast. For this controller, the 
μ pressure-based version uses 132% of the reserve energy while taking 96% of the total network measurements. For the twoday version, the pressure-based forecast resulted in 383% of the total reserve energy usage while taking 101% of the total network measurements. Fig. 9 shows the reserve energy usage for nodes 3 and 4 for all controller/forecast combinations and demonstrates that the increased energy usage occurs during the same periods of the simulation. Values of F M at sunrises and sunsets for node 3 are shown in Fig 10. This figure shows that the two-day controller sets its day time activity at nearly a constant high level and makes the bulk of its activity adjustments at sunset, while the oneday controller is the opposite, adjusting the activity level with more variability at sunrise and keeping a nearly constant activity level over nights. Since the size of the energy buffer is such that it can be filled completely while operating at a high activity level, it follows that the best use of harvestable energy occurs when the most energy is available. Then, with the buffer full, the usage can be changed for the nighttime interval. When the controller only is provided with the current day's energy and not the available energy for the next day, the optimized controller adjusts its daytime activity to ensure that the node activity will not outpace the rate of incoming energy. With the foreknowledge of the next-day energy, the two-day controller adjusts its nighttime activity rate to ensure that there is sufficient energy in the buffer to support the higher daytime rate until the rate of incoming energy can support it.
V. CONCLUSION
This contribution presents the application of differential evolution to the optimization of a fuzzy controller for energy management of a wireless sensor node. Using a single node and a perfect energy forecast, optimizations were performed for current and next-day forecast horizons. The controllers were then applied to a simulated network using both a perfect energy forecast and an energy forecast based on measurements of atmospheric pressure. Both optimized controllers used very little of the available reserve energy, with the highest value being 4.2% for the two-day controller using a pressure-based forecast. The two-day controller took more measurements over the simulated period no matter which forecast was used, but did have a larger difference when comparing the ideal and pressure-based energy forecast. This difference points to possible performance improvements through lowering of the forecasting error. Such forecast improvements may be possible by allowing data collected at other nodes to be included in a node's local energy forecast.
