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Abstract. The dynamics of a finite system of coalescing particles in a finite volume is considered.
It is shown that, in the thermodynamic limit, a coagulation equation is recovered and propagation of
chaos holds for all time.
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1 Introduction
Coagulation equations are widespread models describing large sets of coalescing particles. Each particle
is characterised by a single non negative real number m, that we call “mass” although it can be a
mass, a length, a charge, etc... It is argued in such descriptions that the coagulation rate depends
on the masses of the particles. In the spatially homogeneous models it is further assumed that
spatial fluctuations in the mass density are negligible. In the first example of this sort, proposed by
Smoluchowski [55], particles of radius r moving by Brownian motion with variance proportional to




2 ). The concentration f(t,m) of particles of mass































Different coagulation kernels A(m,m′) may be considered. In particular constant, additive and
multiplicative kernels have been widely studied. The concentration f(t,m) is defined as the average
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number of particles of mass m per unit volume at time t in the discrete case, and as the average
number of particles of mass in [m,m+ dm] per unit volume at time t in the continuous case.
Coagulation equations are used in a variety of fields like polymer science, atmosphere physics,
astrophysics and colloidal chemistry, to model large systems of particles that collide and coalesce (see
[2], [16], [23], [40] and references therein.). The coagulation operator, in the right hand side of (1.1),
also appears in mathematical models of biology and immunology to describe conservative interactions
between different entities in complex biologic systems (see [4], [6], [7], [8], [9], [36] and references
therein). Equation (1.1) considers only one single type of particles and does not take into account
other possible interactions like, for example, fragmentation, proliferation or destruction. These effects,
and others, are considered in more general models, introduced in physics, biology and medicine, to
describe large systems of interacting entities. A general class of multilinear Boltzmann-like equations
describing the dynamics of individuals undergoing kinetic interactions is introduced in [35], [36], [37].
General systems of Boltzmann-type equations are considered in [4], [5], [6], [7], [8] and [9] for the
modeling of complex biological systems.
On the other hand, a stochastic process, that describes the dynamics of a finite particle system
undergoing aggregation by binary collisions, and is related to the coagulation equation (1.1), was
introduced in a general context by several authors as in [25], [42] and [43] (see also [25], [52] for
coalescing droplets and [56] in astrophysics) and is now currently known as Marcus-Lushnikov process.
When the number of coalescing particles in the finite system is very large, it is reasonable to
think that the dynamics induced by the coagulation equation and the Marcus-Lushnikov process may
be close. In particular, one may try to derive the solution of the coagulation equation as limit, in
some suitable sense, of the solution of the Marcus-Lushnikov process. Such convergence result, under
suitable hypothesis for the initial data, is sometimes known as propagation of chaos. This question is
related of course with one basic issue in kinetic theory: the connection between one-particle effective
descriptions and their corresponding many-body dynamics.
Beside the derivation of the coagulation equation, finite systems of particles play an important
role in numerical algorithms (see for example the review [51]). Many stochastic algorithms for equation
(1.1) are based on the Marcus-Lushnikov process (cf. [14], [19], [24], [25], [26], [29], [51]). Convergence
properties of these algorithms have been derived from [18], [28], [33], [47]. Another stochastic process
was introduced in [20] in the context of numerical treatment of the coagulation equation (1.1). A
different finite system, that also leads to equation (1.1), was introduced in [35], [36], [37], mainly
motivated by medical and biological processes.
Our purpose in this work is to prove, using classical methods of kinetic theory, that propagation
of chaos holds for the finite system of particles whose dynamics is given by the Marcus-Lushnikov
process, and to show that equation (1.1) describes asymptotically the time evolution of the particle
number density of such a system.
To this end, we consider, in a given volume V , a finite system of particles whose number N
changes with time, due to the coagulation process. Particles are assumed to collide and coalesce, at a
certain rate A. Binary collisions are dominant and therefore collisions of three or more particles are
neglected. Finally, the coalescence mechanism preserves the total mass of the two coalescing particles.
At all time t ≥ 0, for any N ∈ N∗ and (m1,m2, · · · ,mN ) ∈ (R+)N we consider the mass distribution
functions PN (t,m1, ...,mN ). Each of these functions describe the state of a system constituted by N
particles in a volume V where, at time t, one particle has mass between m1 and m1 + dm1, one has
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mass between m2 and m2 + dm2 and so on. We may then define the probability to have N particles
in the volume V at time t = 0 as follows:












P (0, N) = 1.
Given any N0 ∈ N∗ we consider initial data satisfying the following conditions:

(i) P 0N (m1, ...,mN ) = 0, for all N 6= N0,
(ii) P 0N0(m1, ...,mN0) = (N0)!f0(m1)⊗ · · · ⊗ f0(mN0), mi ∈ (0,+∞), i = 1, 2, . . . N0,
where: f0 ≥ 0,
∫ ∞
0
f0(m) dm = 1.
(1.2)
Condition (i) expresses that at t = 0 the system has exactly N0 particles. It is easily seen that
conditions (i) and (ii) imply P (0, N) = δ(N −N0). The average number of particles is then:
∞∑
N=1
NP (N, 0) = N0,
as expected.
The starting point of our analysis is the set of evolution equations satisfied by the mass distribution
functions PN (t,m1, ...,mN ) throughout the coagulation process. These equations where obtained in
[43] and later in [25], [41], [56] in the study of the Marcus-Lushnikov process. It is possible to deduce
from these equations a new system of equations for the correlation functions:







dmj+1 . . .
∫ ∞
0
dmN PN (m1, . . . ,mN , t), (1.3)



















and therefore f1(t) is the density function associated to the mean number of particles at time t.
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We define now the rescaled functions:
fVj (t,m1, · · · ,mj) =
fj(t,m1, · · · ,mj)
V j
, (1.4)
and study their limit as









= mean number of particles per unit volume at time t ≥ 0.
By (1.2), we have
fVj (0,m1, · · · ,mj) =
N0(N0 − 1) . . . (N0 − j + 1)
V j
f⊗ j0 (m1, · · · ,mj), (1.6)
and it easily follows that:







0 ||L1((R+)j) = 0. (1.7)
The main result of the paper is the following.
Theorem 1.1 Suppose that the coagulation kernel A is bounded. Let {fVj (t)}j∈N∗ be the sequence of
functions defined in (1.4). Then,





||fVj (t)− f(t)⊗j ||L1((R+)j) = 0, (1.8)
where f is the unique solution in C([0,+∞);L1(R+)) of the coagulation equation (1.1) with initial
datum ρ0f0.
The convergence result (1.8) under the hypothesis (1.6) for the initial data is usually known as
propagation of chaos. By the initial condition (1.6) the particles are identically and independently
distributed at time t = 0. The conclusion (1.8) means that at any time t > 0, the system of particles
still satisfies that property but only asymptotically, in the limit (1.5) (cf. [49] and references therein).
The results previously known stated that this approximation was true in some weaker topology (see
[22], [33], [34], [47]).
From the point of view of applications, we may describe the consequence of our main result as
follows. The coagulation equation (1.1) is used as a mathematical model to describe large systems
of coalescing entities in, for example, the growth of droplets into raindrops in meteorology [52], the
evolution of clouds of aerosol particles in atmospheric science [17], [23], the formation of large-scale
structures in the universe [54], the formation of protostellar clusters within galaxies [3], [53], growth
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of dust in planet formation [15], population genetics [57], algal coagulation model [32]. In all these
cases the real system only contains a finite, although very large, number of entities and it is implicitly
assumed that the evolution of their number density is approximated in some sense by the solution of
equation (1.1). Our main result means that the solution of this equation is actually an approximation,
in strong L1 sense, of the density function of a finite, but very large, set of coalescing entities, that
follow a Marcus-Lushnikov process with bounded coalescing kernel. It may be difficult to establish
whether the real finite system of coalescing entities that one is considering can be described by a
Marcus-Lushnikov process, and this is an important aspect of modeling (see for example [2], [16], [43]
where several cases are discussed). We also would like to mention that, using similar arguments, our
main result may be extended to recover some coagulation-fragmentation equations as, for example,
those in [1], [23], [44], [45], and [58].
As indicated before, the Marcus-Lushnikov process was introduced in [43] and later in [25], [41]
and [56]. In these four references the authors obtain and study the evolution equation satisfied by
the probability of the stochastic process, called joint frequency or mass distribution function. From
that equation, they deduce the system of equations satisfied by the moments of the mass distribution
function. The conditions under which this system may be approximated by the coagulation equation
are discussed. In particular, it is seen that this depends on the absence of correlation between the
numbers of particles of different mass (cf. also [52] for the continuous case).
In [22], [33], [34], [47] the authors consider the Marcus-Lushnikov process itself. The weak conver-
gence of suitably rescaled versions of this process, called stochastic coalescents, towards the solutions
of the coagulation equation is proved, under different conditions on the coagulation kernel A, both in
the discrete and the continuous case. In [20] a different stochastic process is shown to approximate
also the coagulation equation by using the equation for the mass density. A rate of convergence is
obtained in [12]. The same process is used in [59] to study the so called gelation time that appears
for some kind of coagulation kernels A. A combination of the Marcus-Lushnikov process with spatial
inhomogeneity is considered in [30], [31] for bounded kernels, in [11] for sub linear kernels and in
[60] for more general kernels. Rigorous derivations of spatially inhomogeneous coagulation equations
from systems of diffusing spherical particles, interacting at contact, have been obtained in [48]. All
these references on spatially inhomogeneous systems consider directly the stochastic particle process
and prove its weak convergence in some suitable sense. In general, such probabilistic results can be
interpreted in terms of law of large numbers.
Although the study of the stochastic process by probabilistic methods has proved to be very
fruitful, we believe that the questions raised in [25], [41], [43] and [56], about the system of deterministic
equations satisfied by the moments, are of interest. In particular, the study of the case of continuous
masses via the equations for the mass distribution functions, applying techniques from classical kinetic
theory is worthwhile, for itself and for further work [21]. That leads very naturally to a set of equations
for the correlation functions fj (see (1.3)) that has been discussed to some extent in [25], [41], [43]
and [56]. The introduction of the rescaled correlation functions fVj (see (1.4)), leads to a system of
equations (see (5.3) below) similar to the BBGKY hierarchy that appears in the study of many particles
hamiltonian systems (see e.g. [49] and references therein). Notice that in such cases the underlying
microscopic dynamics is deterministic (since it is given by the Newton equations associated to the
Hamiltonian under consideration), while the dynamics of the coalescing particles is probabilistic, given
by the Marcus-Lushnikov process. Nevertheless, the system of countably coupled equations obtained
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for the rescaled correlation functions fVj may be treated with arguments similar to those that are
used for the classical BBGKY hierarchy and our convergence result (1.8) may be stated in th! e same
language, in terms of propagation of chaos.
Such arguments, inspired from many particles hamiltonian systems, have already been success-
fully used in [35], [36], [37] to derive a general class of multilinear Boltzmann-like integro-differential
equations from finite systems of particles. Equation (1.1) is an example of bilinear model, that in the















where a(m1,m2) is an encounter rate, B(m;m1,m2) is a probability density andB(m;m1,m2) a(m1,m2)
is a transition rate. It is proved in [35] and [36] that propagation of chaos holds for a suitable particle
dynamics and that equation (1.9) is recovered in the limit where the number of particles N tends
to infinity. This result covers in particular the case of the coagulation equation (1.1) for a suitable
choice of a and B. The finite particle dynamics, built in [35] and [36] to approximate equation (1.9),
is a Markov jump process, that may also be defined for more general bilinear [36] and multilinear
[37] equations (see also [38]) but that is very different from the Marcus-Lushnikov process that we
are considering here. Notice for example that the process used in [35], [36] conserves the number of
particles, while in the Marcus-Lushnikov process that number decreases. Therefore, our results and
those in [35], [36] concern different finite systems of particles.
On the other hand, as in [35] and [36], our method is based on the use of some analog of the
classical BBGKY hierarchy for a suitable dynamics. Nevertheless, our choice of particles dynamics
leads to the use of what we call correlation functions (by analogy with the statistical mechanics pic-
ture). By their physical meaning, their normalization and the compatibility rules that they satisfy,
these functions are different from the s-individual marginal densities used in [35], [36].
Using similar arguments, propagation of chaos for spatially inhomogeneous systems of diffusive par-
ticles was proved in [39] for the constant kernel, but the proof does not work in the homogeneous
case.
The arguments in [41] suggest that the validity of the propagation of chaos property for the
Marcus-Lushnikov dynamics should depend on the coagulation kernel, and in particular on the occur-
rence or not of the gelation phenomena. On the other hand, the same arguments, and the rigorous
results obtained in [22], [33], [34], [47], indicate that propagation of chaos should hold for non gelling
kernels. The simplest case among non gelling kernels are the bounded kernels and this is exactly
the class considered in our Theorem 1.1. It turns out that in that case the proof is simple and clear
because the suitable functional space is easily seen to be globally preserved along the time evolution.
The boundedness hypothesis imposed on the kernel A is of course a restriction for the applications,
but bounded kernels have been often considered in the mathematical literatu! re as a natural first step
towards a better understanding of more general cases. We have not tried yet to extend our arguments
to more general non gelling kernels. On the other hand, we believe that, very probably, different
arguments are needed to study the propagation of chaos in coagulation systems with gelling kernels.
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Let us recall that, for mean-field models of classical particles with suitable two body potential,
it has been proved that the propagation of chaos holds and, in the limit of an infinite number of
particles, the Vlasov equation describes the time evolution of the particle density (see e.g. [10], [13],
[46]). This result may be seen as a law of large numbers and its proof is based on the use of the so
called empirical distribution. As explained in [27], it relies upon the two following facts. First, the
empirical distribution is a weak solution of the Vlasov equation. Second, weak solutions to the Vlasov
equation are continuous with respect to the initial datum in the topology of the weak convergence of
the measures. No proof of this result based on the direct control of the BBGKY hierarchy is known
(cf. for example the discussion in Section 1.4 of [49]).
The plan of the paper is the following. In Section 2 we briefly recall the description of the finite
particle system and present an existence and uniqueness result for the system of equations satisfied
by the mass distribution functions. In Section 3 we introduce the correlation functions and deduce
the system of equations that they satisfy. Two simple time asymptotic properties of that system are
derived in Section 4. The rescaled system is introduced in Section 5 where the main theorem is proved.
2 The particle system
We want to describe a finite system of particles, contained in a finite volume V and whose number N
is not fixed through time. To this end we consider the probability space defined as follows.







⊂ N∗ ×P(R+), (2.1)
PN (R+) : subsets of R+ with cardinal N. (2.2)
It is the set of all the pairs (N,ωN ) where N ∈ N∗ and ωN is any finite subset of N posi-
tive real numbers m1,m2, · · · ,mN . For every time t ≥ 0 the probability distribution of each state
(N, (m1, . . . ,mN )) ∈ Ω is PN (t,m1, . . . ,mN )/N ! where {PN (t)}N∈N∗ is a sequence of non negative







dm1 · · ·
∫ ∞
0
dmNPN (t,m1, · · · ,mN ) = 1. (2.3)
The functions PN (t,m1, . . . ,mN ) are assumed to be symmetric with respect to any permutation
of the indices 1, . . . , N and no restrictions are imposed on the range of mass values other than mi > 0
for i = 1, . . . , N . Each PN = PN (t,m1, . . . ,mN ) is the mass distribution function of the N -particle






dm1 · · ·
∫ ∞
0
dmNPN (t,m1, · · · ,mN ) (2.4)
is the probability that at time t the system is constituted by N particles and the normalization (2.3)
is natural.
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Remark 2.1 The factor 1/N ! in definition (2.4) is needed to compensate for counting all the N !
physically equivalent ways of arranging the masses m1, . . . ,mN in order of size.
Let AV (m,µ) ≥ 0 be the rate (per unit time) at which a single particle of mass m collides and
coalesces with a particle of mass µ (given only that each is in the considered spatial region of volume
V ). We assume that:
AV (m,µ) = AV (µ,m), (2.5)
as it is reasonable from a physical point of view.
In a finite coalescing system the number of particles will be varying along the time evolution
(actually it will be decreasing) so what is meaningful is to consider the time evolution of the sequence
of mass distribution functions {PN (t)}N∈N∗ . As explained in [25], [41], [43] and [56] the evolution
















PN (m1, . . . ,mN , t)AV (m`,mq), N = 1, 2, . . . (2.6)
The first term on the right hand side of (2.6) is the gain term and it describes the positive
contribution due to the coagulation of a particle of mass µ, with µ ≤ m`, with a particle of mass
m` − µ (in an N + 1-particle configuration), giving rise to a particle of mass m` (in an N -particle
configuration). The second term on the right hand side of (2.6) is the loss term and it describes
the negative contribution due to the coagulation of a particle of mass m` with a particle of mass
mq (in an N -particle configuration), giving rise to a particle of mass m` + mq (in an N − 1-particle
configuration). That set of equations completely neglects the contributions due, either to many-boby
collisions (e.g., three-body collisions passing from an N + 2 configuration to an N configuration or
from an N configuration to an N −2 configuration ), or to the occurrence of multiple binary collisions
(e.g., double binary collision again passing from an N + 2 (or N) configuration to an N (or N − 2)
configuration).
An important feature of system (2.6) is the conservation of the total mass. More precisely, denot-
ing by MN the total mass of the configuration m1, . . . ,mN , i.e. m1 + · · ·+mN = MN , then the only
processes that have a non zero contribution in the time variation of the distribution PN (m1, . . . ,mN , t)
are those associated with configurations with the same total mass MN . In fact, the gain term in (2.6)
takes into account N + 1-particle configurations with total mass m1 + · · ·+m` − µ+ · · ·+mN + µ =
MN and the loss term in (2.6) leads to N − 1 particle configurations in which the total mass is
m1 + · · ·+ (m` +mq) + · · ·+mN = MN .
The system of equations (2.6) has been studied in [25], [41], [43] and [56]. For the sake of
completeness we present in this Section an existence and uniqueness result that suits our purposes.
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2.1 The coalescence rate
In general the coagulation kernel AV (m1,m2) at which two particles of masses m1 and m2 coalesce in
a volume V , has the following form:
AV (m1,m2) = CV A(m1,m2). (2.7)
The function A(m1,m2) encodes only the dependence of the coagulation rate on the masses m1
and m2. The term CV contains the dependence of that rate with respect to the volume V as well
as that on other physical properties of the coalescence process under consideration. An example




E(|v1 − v2|)π, (2.8)
where E(|v1 − v2|) is the average relative velocity of the two particles. The volume dependence of
CV takes into account the fact that the coagulation rate increases as the proportion of the volume
occupied by the particles with respect to the total volume V increases. That gives a dependence






0 ≤ A(m1,m2) ≤ CA. (2.10)





0 ≤ A(m1,m2) ≤ 1. (2.12)
Other kernels are considered in [21].
2.2 The initial data
We consider system (2.6) with initial datum:
P 0N (mN ) =

(N0)! f0(m1) . . . f0(mN0) , if N = N0,
0 if N 6= N0,
(2.13)
where the function f0 is such that:
f0(m) ≥ 0 a.e,
∫ ∞
0
dmf0(m) = 1. (2.14)











N (m1, . . . ,mN ) (2.15)
9
for every N ∈ N∗, we obtain
∞∑
N=1
P 0(N) = 1, (2.16)
and condition (2.3) is satisfied at time t = 0. With that choice of initial datum we have:
P 0(N) = δ(N −N0),
i.e. at t = 0 our system has exactly N0 particles.
2.3 Well-posedeness of the equation for PN(t) for bounded kernel
For every N ∈ N∗ we define the operator GN , mapping N + 1-particle functions into N -particle
functions, as follows:








×QN+1(m1, . . . ,m`−1,m` −mN+1,m`+1, . . . ,mN ,mN+1), (2.17)
where QN+1 ∈ L1((R+)N+1), and we denote:
mN := (m1, . . . ,mN ). (2.18)








We also introduce the following set:
H =
{
{fN}N∈N∗ ; fk ∈ L1((R+)k), k ∈ N∗
}
. (2.20)
Definition 2.2 We say that a sequence {PN (t)}N∈N∗ ∈ H solves the system (2.6) if, for every t > 0
and every N ∈ N∗, each term in (2.6) belongs to L1((R+)N ) and the equality holds in L1((R+)N ).
Lemma 2.3 For every QN+1 ∈ L1((R+)N+1):




If A ≡ 1, QN+1 ∈ L1((R+)N+1) and QN+1 ≥ 0 then





Proof of Lemma 2.3 We start proving (2.21). To this end we write:
||GN [QN+1]||L1((R+)N ) =
∫ ∞
0
dm1 · · ·
∫ ∞
0































dmN+1|QN+1(m1,m2, · · · ,m` −mN+1, · · · ,mN+1)|,
where we have used (2.12) to get the first inequality and, in the last step, we have used that the domains
of integration of the variables mi for i = 1, · · · , N are independent and therefore the integrations can be
performed in arbitrary order. The final and trivial step is to use Fubini’s theorem in the integrals with
respect to m` and mN+1. That may be done since, by hypothesis, QN+1 ∈ L1((R+)N+1) and there-
fore, for almost every (m1,m2, · · · ,m`−1,m`+1, · · · ,mN ), QN+1(m1,m2, · · · ,m`, · · · ,mN ,mN+1) ∈
L1((R+)2). If we also have A ≡ 1 and QN+1 ≥ 0, the inequality in (2.23) is then an equality and we
deduce (2.22). ut
We can state now the existence and uniqueness result of solutions for system (2.6).
Theorem 2.4 Suppose that AV ≤ V −1 according to (2.11), (2.12). Then, the Cauchy problem for
the system (2.6) with initial data {P 0N}N∈N∗ defined in (2.13)-(2.14) has a solution {PN (t)}N∈N∗ ∈ H
for any t and such that PN ∈ C∞([0,+∞), L1((R+)N )) for every N ∈ N∗. Such a solution is given by




























tP 0N0(mN0), for N = N0,










Moreover, PN (t) ≥ 0 for every t > 0 and:
∞∑
N=1
P (t,N) = 1, (2.26)





dm1 · · ·
∫ ∞
0
dmNPN (t,m1, · · · ,mN ). (2.27)
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That solution is unique in the set of sequences {PN (t)}N∈N∗ ∈ H such that
PN ∈ C1([0,+∞);L1((R+)N )), PN ≥ 0 for all N ∈ N∗ and the function hP (t) :=
∑∞
N=1 P (t,N)
satisfies hP ∈ C1([0,+∞)).
Proof of Theorem 2.4 By our hypothesis we have P 0N0 ∈ L
1((R+)N0). By Lemma 2.3 we deduce
that, for every 1 ≤ N ≤ N0:
GN GN+1 . . . GN0−1[P
0
N0 ] ∈ L
1((R+)N ).
Then, for any a and τ , the function
η(t,mN ) = e




η ∈ C∞([0,+∞), L1((R+)N )).
It then follows that PN (t), given by (2.24), is such that PN ∈ C∞([0,+∞), L1((R+)N )).
We check now that the above sequence {PN (t)}N∈N∗ satisfies system (2.6). The equations for
N ≥ N0 + 1 are trivially satisfied. Suppose now that N ≤ N0 − 1. Taking the time derivative of the
left hand side of (2.24) we obtain:
∂PN
∂t
(t,mN ) = −
S(mN )
2V

































































































we deduce that PN satisfies the equation
∂PN
∂t
(t,mN ) = −
S(mN )
2V
PN (t,mN ) +GN [PN+1](t,mN ),
12
that is exactly the Nth equation of system (2.6).









PN (t,mN0) +GN0 [PN0+1](t,mN0),
since, by (2.24), PN0+1(t) ≡ 0 for any t.










dm1 . . .
∫ ∞
0
dmN PN (t,m1, . . . ,mN ).













































dmM A(m1,m2)PM (mM , t) ≡ 0.






P 0(N) = 1.
In order to prove the uniqueness, we first show that for any solution {PN (t)}N∈N∗ , satisfying
PN (t) ≥ 0 and such that the auxiliary function hP (t) ≡
∑∞
N=1 P (t,N) satisfies hP ∈ C1((0,+∞)),
13














































dmN A(m1,m2)PN (mN , t)
= − N0(N0 + 1)
(N0 + 1)!2V
∫











Since, by hypothesis, the right hand side of (2.28) is zero and PN (t) ≥ 0, we deduce that
PN (t) ≡ 0 for every N ≥ N0 + 1 and t ≥ 0. That leaves only a finite number of equations in the







Then, the finite system decouples and may be explicitly solved for N = 1, · · · , N0 − 1 to obtain
expression (2.24). ut
Remark 2.5 One would expect that for every initial data {P 0N}N∈N∗ ∈ H such that P 0N ≥ 0 for
every N and
∑
P 0(N) = 1, there exists a solution {PN (t)}N∈N∗ such that, for every N : PN (t) ≥ 0,
PN ∈ C([0,+∞);L1((R+)N )) ∩ C1((0,+∞);L1((R+)N )), hP ∈ C1(0,+∞) and
∑∞
N=1 P (t,N) = 1.




For any fixed j ∈ N∗ , we define the j-particle correlation function fj(m1, . . . ,mj , t) at time t as







dmj+1 . . .
∫ ∞
0
dmN PN (m1, . . . ,mN , t). (3.1)
Some general properties of such functions fj are the following. At any time t the expected (or










The function f1 is then the density function associated to the average number of particles. More
generally one may also define:
(N(t))(N(t)− 1) . . . (N(t)− j + 1) =
∞∑
N=1
N(N − 1) . . . (N − j + 1)P (t,N),
and then:
(N(t))(N(t)− 1) . . . (N(t)− j + 1) = ||fj ||L1((R+)j). (3.3)
The functions fj ’s will be called correlation functions since they satisfy properties (3.2), (3.3) and
their definition is very similar to that of the classical correlation functions in statistical mechanics (see
e.g. [50]).
As an immediate Corollary of Theorem 2.4 we have the following.
Corollary 3.1 Consider the solution {PN (t)}N∈N∗ of the Cauchy problem (2.6)-(2.13)-(2.14), whose
existence and uniqueness have been proved in Theorem 2.4. Then, for every j ∈ N∗, the functions
fj(t) defined as







dmj+1 . . .
∫ ∞
0





f⊗j0 , ∀ j ∈ {1, . . . , N0}; fj(0) ≡ 0, ∀j ≥ N0 + 1, (3.5)
(ii) fj(t) ≥ 0 ∀ j ≥ 1 and ∀ t ≥ 0; fj(t) ≡ 0 ∀ t ≥ 0 if j ≥ N0 + 1, (3.6)
(iii) fj ∈ C∞([0,+∞);L1((R+)j)), (3.7)








t−NV N for j = 1, · · · , N0. (3.8)
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||PN (t)||L1((R+)N ), (3.9)
where we used that PN (t) ≡ 0 for N ≥ N0 + 1. On the other hand, for every N ≤ N0 we have , by
Theorem 2.4:













Using iteratively Lemma 2.3 we deduce:
||PN (t)||L1((R+)N ) ≤
tN0−N
(N0 −N)!







‖PN0(0)‖L1((R+)N0 ) . (3.10)
From (3.10), using assumptions (2.13)-(2.14) on the initial datum PN0(0) and the inequality




||PN (t)||L1((R+)N ) ≤
tN0−N
(N0 −N)!
2−(N0−N) V −(N0−N) 2N0−1 (N0 −N)! ‖PN0(0)‖L1((R+)N0 )
= 2N−1 tN0−N V −(N0−N) N0! . (3.12)
Estimate (3.8) follows from (3.9) and (3.12). ut
3.1 The system of equations for the functions fj
An immediate consequence of Corollary (3.1) is the following:
Theorem 3.2 Suppose that {PN (t)}N∈N∗ is the unique solution of (2.6) with initial data {P 0N}N∈N∗
defined in (2.13)-(2.14) and coagulation kernel AV ≤ V −1 according to (2.11), (2.12). Then the set








dµ A(m` − µ, µ) fj+1(m1, . . . ,m` − µ, . . . ,mj , µ, t) + (3.13)
− S(mj)
2V







dµA(m`, µ) fj+1(m1, . . . ,mj , µ, t), j ∈ N∗.
Moreover the sequence {fj(t)}j∈N∗ is the unique solution in C([0,+∞);L1((R+)j))∩
C1((0,+∞);L1((R+)j)) of (3.13) with initial data given as in (3.5).
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Proof of Theorem 3.2 Using the definition (3.4), a straightforward computation from (2.6) shows
that for any j ≤ N0 the function fj satisfies:




























dmN,j A(m`,mq)PN (m1, . . . ,mN , t), (3.14)
where from now on we use the notation:















































×PN+1(mj ,mj+1 −mN+1, . . . ,mN+1, t), (3.16)
where we have divided the sum with respect to ` in two parts, 1 ≤ ` ≤ j and j + 1 ≤ ` ≤ N , and we
have used the symmetry of PN with respect to any permutation of the indeces (that is preserved by





dmN+1 A(m` −mN+1,mN+1) PN+1(m1, . . . ,m` −mN+1, . . . ,mN+1, t)
= (N − j)
∫ mj+1
0
dmN+1 A(mj+1 −mN+1,mN+1) PN+1(m1, . . . ,mj+1 −mN+1, . . . ,mN+1, t).
























dmj+1 A(mj+1,mN+1) fj+2(m1, . . . ,mj+1,mN+1, t). (3.17)
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On the other hand, by simple algebraic manipulations, the second term in the right hand side of







































dmj+2A(mj+1,mj+2)fj+2(m1, . . . ,mj+2, t). (3.18)
By (3.14), (3.16), (3.17) and (3.18), it follows that {fj(t)}j∈N∗ satisfy (3.13).
Only uniqueness remains to be proved. To this end we notice that, since PN (t) ≡ 0 for every
N > N0, the same is true for the sequence {fj(t)}j∈N∗ , namely, fj(t) ≡ 0 for j > N0. Therefore the
system (3.13) only contains a finite number of non trivial equations and, since the equation for j = N0
only involves fN0(t), the system decouples. We conclude using the same argument used in Theorem
2.4 to prove uniqueness for the mass distribution functions {PN (t)}N∈N∗ . ut










mf1(m, t) dm (3.19)
represents the average mass in the system at time t. If we integrate the equation for j = 1 in system





mf1(m, t) dm = 0. (3.20)
Then, using (2.14) and (3.5)
M(t) = M(0) = m0N0 ∀t > 0. (3.21)
This mass conservation property is a well known feature of the coagulation equation with bounded
kernel.
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4 The solution of the finite system for {fj(t)}N0j=1
In this Section we study the behavior of the sequence {fj(t)}N0j=1 as t→ +∞.
Proposition 4.1 Let {fj(t)}N0j=1 be the solution of (3.13) with initial datum (3.5) given by Corollary
3.1. Then:
(i) ∃N∞ ∈ [1, N0]; lim
t→+∞
N(t) = N∞.
(ii) ∃σ ≥ 0 : lim
t→+∞
var(N)(t) = σ.







where var(N)(t) = (N(t))2 −N(t)2 is the variance of the distribution on particle numbers P (t,N).
The proof of Proposition 4.1 follows from the three following auxiliary results.











dmj A(m1,m2) fj(mj , t)
≤ 0.
Proof of Lemma 4.2 Since, by definition, fj(t) ≥ 0 for any j and t, Lemma 4.2 follows by a simple
integration of (3.13) with respect to m1 . . .mj . ut
From (3.2) and Lemma 4.2 we deduce




(ii) There exists N∞ ∈ [1, N0] such that N(t)→ N∞ as t→ +∞.
Proof of Corollary 4.3 Only the property N∞ ≥ 1 needs perhaps to be explained. From (i) we







P (t,N) = 1,
from where N∞ ≥ 1. ut
We also deduce:
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Corollary 4.4 (i) For all t > 0 and every j ≥ 1:
(N(t))(N(t)− 1) . . . (N(t)− j + 1) ≤ N j0 . (4.1)
(ii) For any 0 < t1 < t2 and every j ≥ 1:
(N(t2))(N(t2)− 1) . . . (N(t2)− j + 1) ≤ (N(t1))(N(t1)− 1) . . . (N(t1)− j + 1). (4.2)
(iii) If A(m1.m2) ≥ C for some positive constant C, then for all t > 0 and every j ≥ 1:
(N(t))(N(t)− 1) . . . (N(t)− j + 1) ≤ e−C
j(j−1)
2V
t N j0 . (4.3)
Proof of Corollary 4.4 By Lemma 4.2 and (3.5)
||fj(t)||L1((R+)j) ≤ ‖fj(0)‖L1((R+)j) ≤ N
j
0 , (4.4)
for any time t. Since, by definition, (N(t))(N(t)− 1) . . . (N(t)− j + 1) = ||fj(t)||L1((R+)j),
this concludes the proof of (i) and (ii). If, in order to prove (iii), we assume A(m1,m2) ≥ C > 0,











t ‖fj(0)‖L1((R+)j) ≤ e
−C j(j−1)
2V
t N j0 , (4.5)
for all time t, and (iii) follows. ut
Proof of Proposition 4.1 Property (i) follows from Corollary 4.3. To prove (ii) we notice first that,
by Corollary 4.4 for j = 2:
||f2(t)||L1((R+)2) = (N(t))(N(t)− 1) ≤ N20 , (4.6)
and, by Lemma 4.2, ||f2(t)||L1((R+)2) is decreasing in time. Then there exists G2 ∈ [0, N20 ] such that:




(N(t))2 = G2 + lim
t→+∞
N(t) = G2 +N∞. (4.8)





((N(t))2 −N(t)2) = G2 +N∞ −N2∞ := σ. (4.9)
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Proof of (iii). By Corollary 4.4 for j = 2:
||f2(t)||L1((R+)2) = (N(t))(N(t)− 1) ≤ e−
t C






N(t) = N∞. (4.11)





((N(t))2 −N(t)2) = N∞ −N2∞. (4.12)
Since, by definition, the variance is non-negative:
N∞ −N2∞ ≥ 0 ⇒ N∞(1−N∞) ≥ 0 ⇒ 0 ≤ N∞ ≤ 1. (4.13)
On the other hand by Corollary 4.3 we know that N∞ ≥ 1. It follows that N∞ = 1 and therefore
lim
t→+∞
var(N)(t) = 0. (4.14)
ut
Remark 4.5 In the case (iii) of Proposition 4.1, the distribution of particle numbers, that is initially
a Dirac measure, converges, as t → +∞, to another delta distribution, centered now at N∞ = 1. As
expected, due to the coalescence dynamics, the system is finally formed by one single large particle, of
mass N0m0 .
5 BBGKY hierarchy of the rescaled correlation functions
We consider in this Section the limit of the finite particle system, when the volume V , and the initial





= ρ0 ∈ (0,+∞). (5.1)
To this end let us define the rescaled correlation functions {fVj (t)}
N0
j=1 as
fVj (m1, . . . ,mj , t) :=
fj(m1, . . . ,mj , t)
V j
, j = 1, . . . , N0. (5.2)
Since, as we have seen in Section 3, the function f1 is the number density function, the rescaled
function fV1 is the density function associated to the concentration of particles (number of particles
per unit volume).
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dµ A(m` − µ, µ) fVj+1(m1, . . . ,m` − µ, . . . ,mj , µ, t) + (5.3)
− S(mj)
2V







j+1(m1, . . . ,mj , µ, t), j ∈ N∗,
for j = 1, 2, . . . , N0. We will refer to the family of equations (5.3) as BBGKY hierarchy by analogy
with the system arising in the framework of classical particle systems.
By (3.5) and (5.2) the rescaled densities at time t = 0 are





f⊗j0 (m1, . . . ,mj), j = 1, 2, . . . , N0, (5.4)










0 ||L1((R+)j) = 0. (5.5)
In order to state our main result we first recall that, for all non negative initial data in L1(R+),
the Cauchy problem for the coagulation equation (1.1) with bounded kernel has a unique non negative
solution in C([0,+∞);L1(R+)) (cf.[47], Theorem 2.1).
Our main result is then the following:
Theorem 5.1 Let {fj(t)}N0j=1 be the solution of system (3.13) with initial data defined in (3.5). Then,
if {fVj (t)}
N0
j=1 is the sequence of rescaled densities defined by (5.2):





||fVj (t)− f(t)⊗j ||L1((R+)j) = 0, (5.6)
where f is the unique solution in C([0,+∞);L1(R+)) of the coagulation equation (1.1) with kernel A
satisfying (2.12) and initial datum ρ0f0, f0 given by (2.14).
The proof of Theorem 5.1 is done in two steps. The first is to show that the sequence {fVj (t)}
N0
j=1
converges to a sequence of functions {f∞j (t)}j∈N∗ that satisfy an infinite set of equations. It uses the
explicit expression of the functions fVj as a finite sum and a kind of dominated convergence. The
second step is to prove that for all j ≥ 1 and t ≥ 0, f∞j (t) = f(t)⊗j . This follows from the uniqueness
of solutions of the new infinite system of equations. We start proving this uniqueness result.
For the sake of notation let us introduce operators Wj defined as follows. Given a function
ϕ ∈ L1((R+)j+1) we define Wj [ϕ] as:





dµ A(m`, µ)ϕ(mj , µ), (5.7)
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where Gj is defined by in (2.17). Using Lemma (2.3) it is easily seen that Wj is a linear and continuous
















with initial datum f(0,m) = ρ0f0(m), f0 given by (2.14), and kernel A satisfying (2.12). Then, the
sequence of functions defined as
f∞j (t,mj) := f(t)
⊗j(mj), j ∈ N∗ (5.10)
is the unique non negative solution of the system:
∂f∞j
∂t















j+1(m1, . . . ,mj , µ, t), for j = 1, 2, . . . (5.11)




0 , such that f
∞
j ∈ C([0,+∞);L1(R+)j). For all t > 0, the sequence
{f∞j (t)}j∈N∗ satisfies:
∀ j ≥ 1 : ||f∞j (t)||L1((R+)j) ≤ ρ
j
0. (5.12)
Proof of Lemma 5.2 A straightforward calculation shows that the sequence {f∞j (t)}j∈N∗ defined in
(5.10) is indeed a solution of system (5.11) with initial data {ρj0f
⊗j
0 (mj)}j∈N∗ .
On the other hand, since f ∈ C([0,+∞);L1(R+)) satisfies (5.9) we have f ∈ C1((0,+∞);L1(R+))
and then f∞j ∈ C([0,+∞);L1(R+)j) ∩C1((0,+∞);L1(R+)j). Since {f∞j (t)}j∈N∗ satisfies (5.11), we
obtain, after integration of the j−th equation over (R+)j :
∂
∂t







Then, for all t > 0:
||f∞j (t)||L1((R+)j) ≤ ||f∞j (0)||L1((R+)j) = ρ
j
0, (5.13)
and that proves (5.12).




























dt1 . . .
∫ tM
0
dtM+1Wj . . .Wj+M f
∞
j+M+1(mj+M+1; tM+1). (5.15)
Let us assume now that there exist two different non-negative solutions, {hj,k(t)}j∈N∗ , k = 1, 2, of
(5.11) such that hj,k ∈ C([0,+∞);L1(R+)j) with the same factorized initial datum {ρj0 (f0)⊗j}j∈N∗ .



















By our assumptions on {hj,k(t)}j∈N∗ , k = 1, 2, they both satisfy (5.12). Thus, plugging (5.12)
into (5.16) we deduce:











Using (3.11) we obtain




and then, for every t < 1/(3ρ0):
||hj,1(t)− hj,2(t)||L1((R+)j) ≤ lim
M→+∞
2jρj0 (3ρ0t)
M+1 = 0. (5.19)
This shows the uniqueness but only for t ∈ [0, 1/3ρ0). This argument may be now iterated
as follows. Suppose that (5.19) holds for t ∈ [0, T ) for some T > 0. Consider now (5.16) for t ∈
[T, T + 1/3ρ0) (since it holds for all t > 0). Since (5.12) holds also true for all t > 0, it follows as
before that (5.19) also holds for t ∈ [T, T + 1/3ρ0). Therefore, global uniqueness is proven. This ends
the proof of Lemma 5.2. ut
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Wj ◦Wj+1 · · · ◦Wj+n−1[f⊗j+n0 ](mj) (5.21)
is such that gj ∈ C([0,+∞);L1(R+)j) ∩ C1((0,∞);L1(R+)j) and gj ≥ 0. Moreover the sequence
{gj}j∈N∗ satisfies system (5.11) for t ∈ (0,∞).
Proof of Lemma 5.3 Let us prove first that the series in (5.21) defines a function gj ∈
C([0, τ1);L
1(R+)j) ∩ C1((0, τ1);L1(R+)j) for some τ1 > 0. To this end we first deduce the follow-













j(j + 1) . . . (j + n− 1). (5.22)




∥∥∥Wj ◦ · · · ◦Wj+n−1[f⊗j+n0 ]∥∥∥
L1((R+)j)
≤ 2j−1 ρj0 (3ρ0t)
n. (5.23)
It then follows that the series in (5.21) defines a continuous function gj ∈ C([0, 13ρ0 );L
1((R+)j)).










Wj ◦Wj+1 · · · ◦Wj+n−1[f⊗j+n0 ](mj).
By construction the sequence {fVj (t)}
N0
j=1 satisfies, for every t > 0:































(t−t1)A(m` − µ, µ)fVj+1(m1, . . . ,m` − µ, . . . ,mj , µ; t1). (5.24)
Using the operator Wj defined by (5.7), this equation can be rewritten as follows:






































tn fVj+n(0)] . . . ], (5.25)
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where we set t−1 ≡ 0, t0 ≡ t.









∣∣∣∣∣∣∣∣e−S(mj)2V (t−t1)Wj [e−S(mj+1)2V (t1−t2)Wj+1[. . .







tnfVj+n(0)] . . . ]
∣∣∣∣∣∣∣∣
L1((R+)j)
is dominated by a convergent series uniformly for t ∈ [0, 1/6ρ0). The second is that for every j ≥ 1




























Wj ◦Wj+1 · · · ◦Wj+n−1[f⊗j+n0 ] (5.26)
in L1((R+)j), uniformly for t ∈ [0, T ] for any T > 0.




























Since in the expression (5.25) tn < tn−1 < · · · < t1 < t0 ≡ t, it follows that tk−1 − tk > 0 for any
k = 1, . . . , n we deduce:∫
dtn
∣∣∣∣∣∣∣∣e−S(mj)2V (t−t1)Wj [e−S(mj+1)2V (t1−t2)Wj+1[. . .
























Using again (3.11) and the hypothesis (5.1) we deduce, for all j ≥ 1, n ≥ 0 and t > 0:∫
dtn
∣∣∣∣∣∣∣∣e−S(mj)2V (t−t1)Wj [e−S(mj+1)2V (t1−t2)Wj+1[. . .















, by a convergent series.
Property (5.26) for every j ≥ 1 and every n ≥ 1 follows from (5.5), the continuity of the operators
Wk and the uniform convergence of e
−S(mk)
2V







ρj+n0 Wj ◦ · · · ◦Wj+n−1[f
⊗j+n
0 ] ≡ gj(t)
in C([0, τ1);L
1(R+)) ∩ C1((0, τ1);L1(R+)). Since fVj (t) ≥ 0 for all j ∈ N∗ and t ≥ 0 it follows that
gj(t) ≥ 0 for t ∈ [0, τ1) and all j.
A straightforward computation shows that {gj}j∈N∗ satisfies system (5.11) for t ∈ [0, τ1) and this
proves the Lemma 5.3 for T ∈ [0, τ1).

















































tn fVj+n(τ1/2)] . . . ]. (5.30)
In order to pass to the limit as V → +∞ and N0/V → ρ0 in (5.30) we use the same two arguments
as for (5.25). More precisely, using Lemma 4.2, we obtain:∥∥∥∥e−S(mj)2V (t−t1)Wj [e−S(mj+1)2V (t1−t2)Wj+1[. . .




























and then, arguing as before:∫
dtn
∣∣∣∣∣∣∣∣e−S(mj)2V (t−t1)Wj [e−S(mj+1)2V (t1−t2)Wj+1[. . .











The uniform convergence of e−
S(mk)
2V
τ to 1 for mk ∈ (R+)k and τ ∈ [0, τ1), the continuity of the





1(Rj+n) that has just been proved













ρj+n0 Wj ◦ · · · ◦Wj+n−1[gj(τ1/2)] ≥ 0 ∀t ∈ [0, τ1).
We define now the function gj for t ∈ [τ1, 3τ1/2) as :
gj(t) = hj(t− τ1/2), ∀t ∈ [τ1, 3τ1/2).












ρj+n0 Wj ◦ · · · ◦Wj+n−1[gj(τ1/2)] ∀t ∈ [0, τ1/2).
It then follows hj(t) = gj(t+τ1/2) for all t ∈ [0, τ1/2). We deduce that gj ∈ C([0, 3τ1/2);L1(R+))∩
C1((0, 3τ1/2);L
1(R+)) and
fVj (t)→ gj(t) in C([0, 3τ1/2);L1(R+)) ∩C1((0, 3τ1/2);L1(R+)),




Since, as a plain calculation shows again, the sequence {hj(t)}j∈N∗ satisfies system (5.11) for
t ∈ [0, τ1) and hj(0) = gj(τ1/2) the sequence {gj}j∈N∗ satisfies system (5.11) for t ∈ [0, 3τ1/2).
We have extended in that way the previous result on [0, τ1) to the interval [0, 3τ1/2). This
procedure may be repeated to obtain the result in all finite interval [0, T ) from where Lemma 5.3
follows. ut
Proof of Theorem 5.1 From Lemma 5.3, for any T > 0, fVj converges to gj in C([0, T );L
1(R+)j)
and {gj}j∈N∗ is a non negative solution of system (5.11) with initial data {ρj0f
⊗j
0 }j∈N∗ . By Lemma
5.2 we have gj = f
∞
j for all j ≥ 1 and Theorem 5.1 follows. ut
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Remark 5.4 We have considered a factorized initial data for the finite system of particles (cf. (2.13)).
But we could also have considered a more general initial data of the form:




dmN0 ΨN0(mN0) = 1. (5.33)
Then, for any j = 1, . . . , N0, the correlation functions at time t = 0 would have been






dmj+1 . . .
∫














dmj+1 . . .
∫
dmN0ΨN0(mN0)







dmj+1 . . .
∫
dmN0ΨN0(mN0) = 1.






||fVj (0)||L1((R+)j) = ρ
j
0. (5.35)





||F (N0)j (0)− f
⊗j
0 ||L1((R+)j) = 0 (5.36)
for some f0(m) such that
f0(m) ≥ 0,
∫
dm f0(m) = 1,
we could have proved exactly the same results that we got for the a priori factorized case.
Choosing an intial datum as in (5.36) would have meant to assume propagation of chaos to hold at
time t = 0. On the other hand, what we did has been to assume hypotheses of molecular chaos to hold
at time t = 0.
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[28] F. Guiaş, A monte carlo approach to the Smoluchowski equations, Monte Carlo Meth. Appl, 3
(1997), pp. 313–326.
[29] , A direct simulation method for the coagulation-fragmentation equations with multiplicative
coagulation kernels, Monte Carlo Methods Appl., 5 (1999), pp. 287–309.
[30] , Convergence properties of a stochastic model for coagulation-fragmentation processes with
diffusion, Stochastic Analysis and Applications, 19 (2001), pp. 245–278.
31
[31] , A stochastic approach for simulating spatially inhomogeneous coagulation dynamics in the
gelation regime, Commun. Nonlinear Sci. Numer. Simul., 14 (2009), pp. 204–222.
[32] G. A. Jackson and S. E. Lochmann, effect of coagulation on nutrient and light limitation of
an algal bloom, Limnology and Oceanography, 37 (1992), pp. 77–89.
[33] I. Jeon, Existence of gelling solutions for coagulation-fragmentation equations, Comm. Math.
Phys., 194 (1998), pp. 541–567.
[34] , Spouge’s conjecture on complete and instantaneous gelation, Journal of Statistical Physics,
96 (1999), pp. 1049–1070.
[35] M. Lachowicz, Stochastic semigroups and coagulation equations, Ukräın. Mat. Zh., 57 (2005),
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