In this paper we study the relationships between copulas of order statistics from heterogeneous samples and the marginal distributions of the parent random variables. Specifically, we study the copula of the order statistics obtained from a general random vector X = (X 1 , X 2 , . . . , X n ). We show that the copula of the order statistics from X only depends on the copula of X and on the marginal distributions of X 1 , X 2 , . . . , X n through an exchangeable copula and the average of the marginal distribution functions. We study in detail some relevant cases.
Introduction
Consider a vector (F 1 , F 2 , . . . , F n ) of n arbitrarily chosen univariate distribution functions and an arbitrary n-dimensional copula C . Then, the celebrated Sklar's theorem (see, e.g., Nelsen, 2006, p. 18) ensures that there exists an n-dimensional distribution function F , that admits F 1 , F 2 , . . . , F n as its marginal distributions and C as its connecting copula. In fact we can construct F by simply using the formula F (x 1 , x 2 , . . . , x n ) = C (F 1 (x 1 ), F 2 (x 2 ), . . . , F n (x n )) . Thus no condition on the pair C , (F 1 , F 2 , . . . , F n ) is requested for their ''compatibility''. Consider now the connecting copula K and the marginal distributions F 1:n , F 2:n , . . . , F n:n of the order statistics obtained from F . A well known result concerning order statistics (see Avérous et al., 2005) is that the connecting copula of the order statistics of n independent and identically distributed (IID) random variables X 1 , X 2 , . . . , X n , with common marginal distribution G, is a given copula that does not depend on G. That is, if C is the product copula and F 1 = F 2 = · · · = F n = G, then K is a fixed copula (i.e. it does not depend on G) called the order statistics copula. The picture radically changes if F i = F j (even if C is the product copula). In such a case we find that some relations exist both between K and F 1 , F 2 , . . . , F n and for K and F 1:n , F 2:n , . . . , F n:n . Of course these relations depend on the choice of C .
In this paper we are interested in discussing the relationships between the connecting copula of the order statistics and the marginal distributions of the parent random variables. In particular we show that for any vector of identically distributed random variables, the connecting copula of the order statistics only depends on the connecting copula of the variables and does not depend on their common marginal distribution. Furthermore, it will also emerge that this property cannot be generally true in the case of variables that have different marginal distributions.
The problem considered here is equivalent to studying the copula for continuous ordered random variables Y 1 , Y 2 , . . . , Y n , i.e., for variables such that
(1.1) Note that this problem reduces to the study of the vector of order statistics from a random permutation of
In fact, we will see that we can find a vector of exchangeable variables whose order statistics are jointly distributed as
Our paper is then strictly related with the wide literature concerning the distribution of order statistics; in particular we address the reader to basic references such as David and Nagaraja (2003) and Arnold et al. (2008) . Trivially the condition (1.1) implies that the marginal distributions are ordered in the usual stochastic sense. More details about the conditions to be satisfied by this vector of the marginal distributions have been given in the papers by Rychlik (1994) , Durante and Jaworski (2008) , Jaworski and Rychlik (2008) and Jaworski (2009) and the references therein. Some copula representations for the distributions of order statistics were also obtained in Navarro and Spizzichino (in press ). However, the main purpose of this note is different since we want to understand what are the constraints to be satisfied by the connecting copula of a vector of order statistics.
The rest of the paper is organized as follows. In Section 2 we develop a general analysis and we give the main results. Examples and enlightening details are presented in Section 3, where we study the general results for the bivariate case and some particular cases of special interest.
Main results
We consider a vector X = (X 1 , X 2 , . . . , X n ) of random variables with a continuous distribution function F (x 1 , x 2 , . . . , x n ). Let C (u 1 , u 2 , . . . , u n ) and F 1 , F 2 , . . . , F n , respectively, denote the connecting copula and the marginal distribution functions. Hence C is the joint distribution function of the variables F 1 (X 1 ), F 2 (X 2 ), . . . , F n (X n ) and, from Sklar's theorem,
. It is well known that the random variables X 1 , X 2 , . . . , X n are independent if and only if the copula C is equal to the product copula
Furthermore, we denote by P n the group of permutations of {1, 2, . . . , n} and, for π ∈ P n , set
Concerning the joint distribution function F π and the connecting copula C π of X π , we can write
where
. A random vector X has an exchangeable distribution if X is equal in law to X π for all π ∈ P n or, equivalently, if its distribution function F is exchangeable, that is, if
for all π ∈ P n . If F is exchangeable, then its copula C is exchangeable and
Let us construct a random vector X associated to X with an exchangeable distribution and with order statistics which are equal in law to that of X. This random vector X can be called the exchangeable random vector associated to X. Denote by Π a random variable uniformly distributed over P n . We now consider X = X Π , that is, X = X π with probability 1/n!. The exchangeable distribution function F of the vector X is the uniform mixture of F π for π ∈ P n , that is,
and the common marginal distribution G is the average of the marginal distributions of X 1 , X 2 , . . . , X n , that is,
Hence, using Sklar's theorem, F can also be written as
where C is the copula of X. Thence, if G
, that is, C depends both on C and on the marginal distributions F 1 , F 2 , . . . , F n . Also note that C is exchangeable but it is not necessarily equal to the exchangeable copula obtained from C ,
, that is, C Π only depends on C . The exchangeable copulas C and C Π can be called the copula of mixtures and the mixture of copulas, respectively. Now we can state the following properties.
Lemma 2.1. With the notation introduced above, the following properties hold.
The proof of (iii) is immediate from (i) and (ii).
Note that if C = C Π holds, then C only depends on C and it does not depend on F 1 , F 2 , . . . , F n . We now pass to consider the joint distribution of the vector X OS = (X 1:n , X 2:n , . . . , X n:n ) of order statistics obtained from X = (X 1 , X 2 , . . . , X n ). Analogously, we denote by X OS = ( X 1:n , X 2:n , . . . , X n:n ) the vector of order statistics obtained from X. As it is easy to check (see, e.g., Spizzichino (2001) and Navarro et al. (submitted for publication)), we have the following property.
Lemma 2.2. The joint distribution of X OS coincides with the one of X OS .
The proof is immediate since X OS is equal in law to (X π ) OS for all π ∈ P n . As an immediate consequence we have that the copula of X OS is equal to the copula of X OS which only depends on C and G. Moreover we have the following property. Proof. From Lemma 2.1 (i) we have that if
, and that it only depends on C . Also note that the order statistics U 1:n , U 2:n , . . . , U n:n from U 1 , U 2 , . . . , U n satisfy U i:n = G( X i:n ) for i = 1, 2, . . . , n. Hence, the copula of ( X 1:n , X 2:n , . . . , X n:n ) is equal to the copula of (U 1:n , U 2:n , . . . , U n:n ) which only depends on C . Now we can obtain the main result of the paper which can be stated as follow.
Proposition 2.4. The copula of X OS only depends on C = C (C, F 1 , F 2 , . . . , F n ) and the marginal distributions of X OS only depend on C = C (C, F 1 , F 2 , . . . , F n ) and on G.
Proof. From Lemma 2.2 we have that the joint distribution of X OS coincides with the one of X OS . Hence their copulas and marginal distributions are equal. Moreover, as X 1 , X 2 , . . . , X n are identically distributed (ID), from Proposition 2.3 we have that the copula of X OS only depends on C . Hence the copula of X OS only depends on C . Moreover, the marginal distributions of X OS only depend on the distribution of X, that is, on C and on G.
Let us now denote by K and F i:n (i = 1, 2, . . . , n) the copula and the marginal distributions of (X 1:n , X 2:n , . . . , X n:n ), respectively. Notice that K only depends on C and so we can write K = K C . However, note that C depends both on C and on F 1 , F 2 , . . . , F n . Furthermore,
for i = 1, 2, . . . , n, where U 1:n , U 2:n , . . . , U n:n are the order statistics from U i = G( X i:n ), i = 1, 2, . . . , n.
From Lemma 2.1 and Proposition 2.4, we can consider four special cases: (i) If F 1 = F 2 = · · · = F n , then C = C Π and hence K only depends on the exchangeable copula C Π , that is, the mixture of copulas obtained from C .
(ii) If C is exchangeable, then C = C Π and
and C is the product copula, then K is a fixed copula known as the order statistics copula. This last result was given by Avérous et al. (2005) .
The bivariate case
In this section we analyze in detail the special case of n = 2 random variables X 1 , X 2 with a bivariate distribution function F , connecting copula C and with marginal distribution functions F 1 and F 2 , respectively. Of course, from Sklar's theorem, we have
Now consider the exchangeable random vector ( X 1 , X 2 ) obtained from (X 1 , X 2 ) with distribution function
where C is the connecting copula and G = (F 1 + F 2 )/2 is the common marginal distribution. Hence C can be written as
The joint distribution function F OS of the pair of order statistics (X 1:2 , X 2:2 ) can be written as
and
and the marginal distributions as
Notice that (X 1:2 , X 2:2 ) and ( X 1:2 , X 2:2 ) are equal in law. Hence these equations can be respectively rewritten as
It is then self-evident that F 1:2 and F 2:2 only depend on the pair C and G. Analogously, the joint distribution can be rewritten as
(3.8)
On the other hand, if K is the connecting copula of the order statistics, then from Sklar's theorem, we have
Hence,
(3.9)
Analogously, for F −1
Recall that from (3.5) and (3.6), F 1:2 and F 2:2 only depend on C and G. Then Eqs. (3.9) and (3.10) not only show that K depends on C , F 1 , F 2 through C and G, but also point out the relationships between K , on one side, and F 1:2 , F 2:2 on the other side. Also note that the support of K is included in the region {(u, v) ∈ (0, 1)
2:2 (v)}. Note that (3.6) can be rewritten as
Analogously, F −1 1:2 can be related to the diagonal section of the survival copula associated to C as follows. The survival copula of ( X 1 , X 2 ) is a copula S such that the survival function can be written as
It is well known that S can be written as
Also note that (u, u) is the diagonal section of the survival copula S and δ
Note that S and δ S only depend on C .
Next we consider some special cases and examples.
Example 3.1 (C = C I ). If X 1 and X 2 are independent, with marginal distribution functions F 1 and F 2 , respectively, then F (x, y) = F 1 (x)F 2 (y) and C (u, v) = C I (u, v) = uv is exchangeable. Hence, from (3.1) and (3.2), we have
Of course, C only depends on F 1 and F 2 . Analogously, from (3.3) and (3.4), the joint distribution of the order statistics is given by
Alternatively, from (3.7) and (3.8), it can be written as
The marginal distributions of the order statistics can be written as
where H 1:2 (u) = 2u − C (u, u) and H 2:2 (v) = C (v, v) depend on F 1 and F 2 . Actually they only depend on the diagonal section of
Thence the connecting copula of the order statistics can be written as
Of course, C and K are proper copulas that only depend on F 1 and F 2 , so they can be denoted by
Example 3.2 (F 1 = F 2 ). If X 1 and X 2 are identically distributed, then G = F 1 = F 2 and F (x, y) = C (G(x), G(y)). Hence, from (3.1) and (3.2), we have
Thus C only depends on C and does not depend on G = F 1 = F 2 . Analogously, from (3.7) and (3.8), the joint distribution of the order statistics is given by
and F OS (x, y) = C (G(y), G(y)) for y < x and, from (3.5) and (3.6), the marginal distributions by
where δ C (x) = C (x, x) and δ S (x) = S(x, x) are the diagonal sections of the connecting and survival copulas of (X 1 , X 2 ).
Finally, the connecting copula of the order statistics can be written as 
Example 3.3 (F exchangeable)
. This is a special case of Example 3.2 when C is exchangeable. Then C = C Π = C . Hence, from (3.11), we have
Analogously, from (3.12), the joint distribution of the order statistics is given by
and F OS (x, y) = C (G(y), G(y)) for y < x. Analogously, the marginal distributions are given by (3.13) and (3.14). Thence, from (3.15), the connecting copula of the order statistics can be written as Example 3.4 (F 1 = F 2 and C = C I ). This is a well known example (Avérous et al., 2005) which is a special case of Examples 3.1 and 3.2. Then we have C (u, v) = C (u, v) = uv. Hence F (x, y) = G(x)G(y), where G = F 1 = F 2 . Analogously, the joint distribution of the order statistics is given by F OS (x, y) = 2G(x)G(y) − G 2 (x) for x ≤ y and F OS (x, y) = G 2 (y) for y < x and the marginal distributions by F 1:2 (x) = 2G(x) − G 2 (x) and F 2:2 (y) = G 2 (y). Thence, from (3.16), the connecting copula of the order statistics from IID random variables can be written as
