This paper proposes a novel neural network method for sequential detection . We rst examine the optimal parametric Sequential Probability Ratio Test (SPRT) and make a simple equivalent transformation of the SPRT that makes it suitable for neural network architectures. We then discuss how neural networks can learn the SPRT decision functions from observation data and labels. Conventional supervised learning algorithms have di culties handling the variable length observation sequences, but a reinforcement learning algorithm, the Temporal Di erence (TD) learning algorithm works ideally in training the neural network. The entire neural network is composed of context units followed by a feedforward neural network. The context units are necessary to store dynamic information that is needed to make good decisions. For an appropriate neural network architecture, trained with iid observations by the TD learning algorithm, we show that the neural network sequential detector can closely approximate the optimal SPRT with similar performance. The neural network sequential detector has the additional advantage that it is a nonparametric detector that does not require probability density functions. Simulations demonstrated on iid Gaussian data show that the neural network and the SPRT have similar performance.
Introduction
This paper discusses using neural networks to solve nonparametric sequential detection problems. To construct a neural network sequential detector, we rst examine the optimal parametric Sequential Probability Ratio Test, (SPRT) proposed by Wald 16, 17] . We then transform the SPRT into an equivalent test that examines a pair of SPRT decision functions. Our neural network will be based on learning this pair of SPRT decision functions from sets of observation sequences and the hypothesis to which each sequence belongs. Conventional supervised learning algorithms have di culties training this neural network as the length of each sequence is variable and there is only one binary reinforcement signal associated with each sequence. However, we have found that a reinforcement learning algorithm, the Temporal Di erence learning algorithm developed by Sutton 14] applied to a feedforward network does well in learning the pair of SPRT decision functions. The entire neural network consists of a set of context units and a single layer feedforward network. We show that the neural network sequential detector with appropriate context units that is trained using the TD learning algorithm has performance that is close to the performance of the optimal SPRT. Simulations conducted on a variety of density functions validate the good performance of our neural network sequential detector.
Detection theory has been applied to many applications in signal processing, sensor processing, control, and communications. The focus in this paper will be on sequential detection where the number of observations taken before a decision is made is not xed, but a random variable. An advantage of the sequential method is that it requires, on average, substantially fewer observations than those methods using xed number of observations for a given performance level. The SPRT proposed by Wald 16, 17] is an optimal sequential detection method. No test can improve upon on the SPRT by taking fewer observations while preserving the same error probabilities. The SPRT frequently results in a saving of about 50 % in the number of observations over the most e cient xed sample sized tests 5] . This makes the SPRT desirable for many engineering applications where quick e cient processing of data is necessary.
We will consider implementing a nonparametric neural network sequential detector based on the SPRT. The SPRT is based on observing successive likelihood ratios and comparing these ratios to a pair of detection boundaries. The likelihood ratios are easily determined when the parameters and density functions of the di erent hypotheses are known. In practice, however, this information may not be available. Our neural network will not have access to the density functions, but will learn the su cient statistics and likelihood ratio from sets of observation sequences and the associated hypothesis to which the sequence belongs. Once the neural network is trained, it will operate as a sequential detector as it will accept observations until one of the two output units exceed a certain speci ed boundary. The neural network will then decide for the hypothesis associated with that output neuron.
We have found no previous research that addresses nonparametric neural network sequential detection. Previous research, 6] considered nonparametric xed sample sized detectors and they discuss a variety of models using the Asymptotic Relative E ciency (ARE) performance measure. This research is considerably di erent from ours as they compare the ARE of various detectors where as we demonstrate that a neural network can be trained to perform sequential detection. Other researchers have considered examining neural network xed sample sized detectors 9, 10, 11, 19] . Research in these papers compare conventional xed size sample tests to xed sized sample neural network approaches. There is relatively little research in nonparametric sequential detection, but Sen, 13] does discuss some theoretical issues associated with nonparametric sequential detection.
The neural network must learn a su cient statistic such as the log-likelihood ratio or the SPRT decision functions in order to make good decisions for the sequential detection problem. During training, the neural network is presented with input observation sequences and the hypothesis to which each sequence belongs. For sequential detection, supervised learning algorithms such as the error back propagation (BP) algorithm 12] are not suitable as observation sequences vary in length and weight updating is clumsy as there is only one binary output given for each observation sequence. However, a reinforcement learning algorithm, Sutton's Temporal Di erence (TD) learning algorithm is well suited to perform nonparametric sequential detection. Weight adjustments for TD learning are based on differences between successive output values also called temporally successive predictions. A reinforcement signal is presented at the termination of an observation sequence indicating the correct hypothesis from which the sequence of observations were drawn. TD learning has been applied for linear networks to learn absorption probabilities of a random walk 14]. The sequential detection problem can also be considered as a random walk with two absorbing boundaries. There are some di erences between Sutton's example and the sequential detection problem as we consider a continous state system and use nonlinear feedforward networks with context units. Despite these di erences we know from previous research 1] and several simulations that the TD learning algorithm does successfully learn the SPRT decision functions with the neural network's performance close to the optimal SPRT performance.
The performance functions that we use are the posterior probabilities that a hypothesis is true given that we decide on that hypothesis. We show that the asymptotic performance functions are sigmoidal functions of the boundary values of the SPRT test. These asymp-totic performance functions are lower bounded by the boundary values that we use for the neural network sequential detector. Given that the neural network is well trained (SPRT decision functions are closely approximated), then the neural network performance closely approximates the SPRT. The SPRT determines boundaries based on false alarm and miss probabilities where as the neural network makes boundaries based on the asymptotic performance functions. There is a one to one correspondance between SPRT boundaries and the neural network boundaries. The key di erence in the two methods is that the neural network is a nonparametric detector that makes decisions based on input observations where as the SPRT needs likelihood ratios in order to make decisions.
The paper is organized as follows. Section 2 gives a brief introduction to the SPRT and then discusses the equivalent SPRT algorithm that the neural network uses. The main topics of the paper are presented in Section 3. Here we discuss the neural network sequential detector, learning algorithm considerations, implementing the TD algorithm, and the overall neural network architecture. The neural network consists of context units that store dynamic information necessary to compute the log-likelihood ratios followed by a simple (usually one layer) feedforward network with two output units. Section 4 discusses the performance functions used to measure performance of both the SPRT and the neural network. The performance functions are used to determine the probability boundary values of the neural network with the asymptotic performance functions being sigmoidal functions of the boundary values of the SPRT. Section 5 presents simulation results of the neural network as compared to the SPRT for iid Gaussian sources. Finally, Section 6 summarizes the contributions made and discusses directions for further work.
SPRT and Its Equivalent Algorithm
Let fX k ; k = 1; 2; : : :g be a sequence of independent and identically distributed (iid) random 
where a and b (?1 < b < a < 1) are detection boundaries. The detection boundaries are set so that the false alarm rate is and the miss probability is where these quantities are de ned by
where D is the decision rule. It can be shown 16, 17 ] that a and b satisfy a log 1 ? ; b log 1 ? :
Practically, Wald 16, 17] suggested choosing the detection boundary of a 0 and b 0 instead of a and b where a 0 = log 1 ? ; b 0 = log 1 ? : (8) These boundary values are chosen because they are easier to compute than a and b and in many practical cases a 0 a and b 0 b. Wald proved that when the SPRT(b; a) is used, the detection procedure eventually terminates 17, 4] . It can also be shown that using boundaries a 0 and b 0 results in the total actual error probabilities 0 + 0 being less than + . Finally, using SPRT(b; a) minimizes the average sample size among all tests while keeping the error probabilities at values and 18, 5] . We want to design a neural network so that it can perform sequential detection. We now discuss an alternate equivalent representation of the SPRT that is convenient for a neural network to learn.
Let Q i (X t ),i = 0; 1 be the posterior conditional probabilities that hypothesis H i is true given X t . We then have that
; for i; j = 0; 1 and i 6 = j ; (9) where p i = P(H i ) (i=0,1) are the prior probabilities of hypothesis H i and p 0 + p 1 
It is easy to show that this algorithm is equivalent to the SPRT by using ( 5) to show that Q 0 (X t ) p 00 ! z t b (12) and Q 1 (X t ) p 11 ! z t a : (13) Note that
The last inequality above is just Q 0 (X t ) p 00 . This shows ( 12) . Similarly we can also show ( 13) . We call Q i (X t ) the SPRT decision functions because of the role played by them in the algorithm ( 11) . In Section 3 we develop a neural network based method to do sequential detection by learning these decision functions.
Neural Networks and TD Learning
The SPRT is a parametric sequential detection method that relies on statistical knowledge about the observation sequences. When this information is only partially available or is not available the SPRT must be modi ed. This Section develops a nonparametric neural network sequential method based on the SPRT and is divided into four parts. We rst present the neural network sequential detector. We then discuss learning algorithm assumptions and considerations. We nd that a reinforcement learning algorithm, the Temporal Di erence (TD) learning algorithm is well suited to train our neural network sequential detector. Finally, we discuss the details of the overall neural network architecture.
A Neural Network Sequential Detector
The neural network sequential detector realizes the modi ed SPRT and is shown in Figure   1 where the input, fx t ; t = 1; 2; ; g is the observation sequence. The neural network has two outputs that realize the two SPRT decision functions with y 0 (t) ' Q 0 (X t ) and y 1 (t) ' Q 1 (X t ): (15) Figure 1 . A neural network sequential detector with Q 0 (X t ) and Q 1 (X t ) as mapping functions.
The neural network sequential detection algorithm is then described by: 1 (17) then the neural network sequential detector is equivalent to SPRT(b; a).
Learning Algorithm Considerations
Our goal is to learn the SPRT decision functions Q i (X t ), i = 0; 1 from sets of training sequences. Each training sequence consists of a set of N observations. Note that N is a random variable as the length of each training sequence, described by X N 2 R N , varies for the sequential detection problem. We are also given the hypothesis to which the training sequence belongs. This is described by two binary functions;
In our model, these decision functions are not available until the entire observation sequence is presented.
Remark 1: We are considering a nonparametric sequential detector. We are not given the conditional density functions f(x; ), but only given a set of observation sequences and the hypothesis to which each sequence belongs.
Remark 2: Most nonparametric schemes deal with a xed observation sample size 6]. Results from 6] are based mainly on local tests and use the Asymptotic Relative E ciency (ARE) measure. They use the ARE to compare performance of classes of density functions for a number of simple detectors (e.g. sign versus Wilcoxon) 6]. The problems we are considering are quite di erent as we consider sequential detection problems and want our neural network to implement a sequential detector that is close to the performance of the optimal SPRT.
Remark 3: When we are presented with sets of observation sequences, an iterative learning approach based on gradient descent algorithms (e.g. Widrow's LMS algorithm 20]) often works well. The LMS algorithm is based on minimizing a mean squared error energy function. Various research, 1, 3, 8, 14, 20] , has shown that implementations of the LMS algorithm for linear and nonlinear systems results in the algorithm converging to a local energy minima. We can similarly show that an LMS based algorithm with our given training sequences will converge to a local energy minima with the energy function representing the mean squared error between the outputs of the neural network and the appropriate SPRT decision functions.
Remark 4: Classical supervised learning algorithms such as the error back propagation (BP) algorithm 12] will have problems when learning from training sets of sequential data. This is because the number of inputs (observation samples) for each sequence is random, there is only one binary output signal for each sequence, and this output signal is not available until the observation sequence has been presented. The inputs must be input in a sequential manner and cannot be input in a vector format as each input sequence varies in length. When each sequence is input sequentially we are then confronted with the problem of credit assignment. What should the desired output be for each input observation? There is only one binary output value for each sequence and to assign the binary output value to each of the input observations, we must wait for the entire sequence to be presented. However, if we assign outputs in this manner the sequential structure that we wanted to take advantage of is lost and we would be better o implementing a xed sample size detector.
Remark 5: A reinforcement learning algorithm, the Temporal Di erence (TD) learning algorithm, developed by Sutton 14] solves the credit assignment problem and is well suited to performing sequential detection. The algorithm solves the credit assignment problem by using a method involving temporal di erences. Each output unit can be viewed as a predictor for desirable behavior. The temporal di erence method assigns credit by using the di erence between temporally successive predictions. Weights are updated either on-line or in a batch format according to the temporal successive predictions. The nal prediction for each sequence is a reinforcement binary label which gives the hypothesis from where the sequence of observations is drawn. This method of updating allows the algorithm to handle variable length observation sequences.
Applying TD Learning
In TD learning, the training data consists of a set of variable length input observation sequences and a reinforcement signal associated with each sequence. Sutton, 14] showed some simple examples of using the TD learning algorithm to learn absorption probabilities for a Markov chain. The Markov chain considered is a one dimensional random walk with two absorbing boundaries. The number of states in the chain is nite and a linear network is trained using the TD learning algorithm. After training, the weights of the network give the probability of going from that input state to one of the absorbing states. The sequential detection problem can also be considered as a random walk with two absorbing boundaries, however, Sutton's example, 14] di ers from our neural network in that we train a nonlinear feedforward network with inputs representing continuous states. The same TD learning algorithm can still be applied to nonlinear multi-layer neural networks with continuous input states as demonstrated by our simulations and 1]. Figure 2 shows a general diagram of our neural network and reinforcement learning procedure applied to sequential detection. The input x t is an observation drawn at time t from an observation sequence of length N, X N (1 t N). A reinforcement signal vector R(N) = r 0 (N) r 1 (N)] T is given for each sequence. The outputs are represented by Y (t) = y 0 (t) y 1 (t)] T . The neural network is trained to learn the SPRT decision functions Q 0 (X t ) Q 1 (X t )] T discussed in Section 2. As each input observation, x t (t = 1; 2; ; N) is fed into the neural network sequentially, the network generates an output Y (t) which is a prediction for the nal reward signal R(N). 
where is the parameter of TD learning algorithm, is learning rate, and r w Y k is the gradient of Y (k) with respect to W m . This algorithm is used to update the weights of the output layer. If a multi-layer network is used, an updating rule similar to the BP algorithm can be incorporated to update weights of hidden layer units.
In the learning process, R(N) plays the evaluative role in the reinforcement learning to guide the update of the neural network weights for each observation sequence. 
Neural Network Architecture
The neural network will consist of a feedfoward network with two output units that learn the two SPRT decision functions, Q i (X t ), i = 0; 1. From Section 2 we note that the SPRT decision functions are sigmoidal functions of the log-likelihood ratio, z t with Q 0 (X t ) = 1 1 + e +(zt+ 0 ) ; Q 1 (X t ) = 1 1 + e ?(zt+ 0 ) ;
where z t is a function of X t and 0 = log( p 1 p 0 ) :
If inputs consist of the successive log-likelihood ratios, then our sequential detector would have two apprpriately chosen sigmoidal units to represent the SPRT decision functions. However, we are not given successive log-likelihood ratios, but are given inputs, x t , 1 t N which are presented sequentially.
How can we go from successive input observations x t , 1 t N to either the loglikelihood ratio z t or the SPRT decision functions Q i (X t )? We must somehow keep track of all the input observations as they are input into the network. We would like to train a feedforward network using the TD learning algorithm and somehow store the dynamic information that is needed so that sequential detection can be performed reliably. We have tried recurrent neural architectures such as recurrent backpropagation, 8] and generally found that these algorithms were very slow to converge.
A better way to accomplish this task is by using context units which will store the dynamic information and then using a feedforward network trained by the TD learning algorithm. Before discussing this network architecture, let us consider the conditional density functions from which each observation is generated.
Note that each x t are iid observations. We will look at conditional density functions that satisfy the following;
f(x; ) = h(x)e C( ) (x)?C 0 ( ) ; (23) where both h(x) and (x) are only functions of x (the observation) and C( ) and C 0 ( ) are functions of (the hypothesis parameters). Both C( ) and (x) are vector valued functions of dimension l and denotes the inner product operation. Random variables with this type of density function belong to the exponential family 5]. Many common random variables used in engineering applications such as the Gaussian, Poisson, Exponential, and Binomial random variables belong to the exponential family.
We can also easily show that when a joint tth order density of an exponential family is iid, then this random vector also belongs to the exponential family and has the following su cient statistic.
T(E t ) = ( 
The su cient statistic gives the relevant information from the observations so that a decision can be made for the sequential detection problem. Let us consider when the su cient statistic is a linear and / or a quadratic function of the observation sequence ( 1 (x) = x and 2 (x) = x 2 ). Again many common random variables such as the Gaussian random variable have linear and / or quadratic su cient statistics. For this case the log-likelihood ratio z t has the following form Table 1 shows C i ( ) for four density functions belonging to the exponential family. For our neural network method, equation ( 25) is essential as C i ( ) (i=0,1,2) are unknown parameters, (weights) that we learn using the TD learning algorithm. From this equation we can construct the proper neural network architecture shown in Figures 3 and 4 .
In Figure 3 the units marked with \ T " represent a unit time delay operation and the input nodes marked with \+" are summation units. These units are the context units. The context units store the cumulative information P t k=1 x k , P t k=1 x 2 k and the sample number, t of the sequence. The two output units take linear weighted sums of their inputs (synaptic values) and pass this value through a sigmoidal nonlinearity as speci ed in equations (21) and (22). The TD learning algorithm trains the weights of this single layer network shown in Figures 4. When training is complete, the outputs of the network y 0 (t) and y 1 (t) should approach the SPRT decision functions Q i (X t ), i = 0; 1. We have not showed Remark 7 for TD( ) algorithm when 0 < < 1, but we conjecture it to also be true and simulations con rm this.
We have focused our discussion on exponential random variables that have linear and quadratic su cient statistics, but could easily generalize our neural network to other random variables that have nonlinear su cient statistics and cases when the observations are not iid.
Performance Evaluation Functions
We now measure the performance of the neural network sequential detector in terms of a pair of performance functions. We then show that the probability boundaries p 00 
The proof follows from directly applying the Theorem, and equations ( 7) and ( 8).
We can apply these results to lower bound the asymptotic performance functions for the SPRT detector by appropriately setting boundaries a and b or by using the neural network sequential detector by appropriately setting boundary probabilities p 00 and p 11 . We can then 
We have therefore established that the neural network sequential detector is a nonparametric sequential detector that has performance that approaches the optimal SPRT detector when the number of training sequences is su ciently large. the proper TD learning algorithm is implemented. the input observation samples are iid and drawn from the exponential family of random variables.
appropriate context units are used. the boundary probabilities p 00 and p 11 are matched to boundaries a and b according to (32).
Simulations
Many simulation experiments have been conducted for the TD learning network sequential detection method using sequences drawn from Gaussian, Exponential and Poisson random variables. These simlations were also conducted for the SPRT detector. All simulations showed that the neural network sequential detector can learn the SPRT decision functions and have performance that is almost the same as the SPRT detector. We will focus our discussion on Gaussian simulations.
For simulations conducted, the conditional density functions, f(x j ) are given for the SPRT detector. These density functions are not available to the neural network sequential detector as we must learn the SPRT decision functions from training sets of observation sequences and the hypothesis to which each sequence belongs.
Four di erent Gaussian models are simulated, corresponding to same zero means with di erent variances, same nonzero means with di erent variances, di erent means with same variances, and di erent means with di erent variances. Su cient statistics for these detection problems are linear when the variances are the same and quadratic functions of the observation data when variances are di erent as shown in Table 1 . For all simulations we used the neural network shown in Figures 3 and 4 .
For simulations conducted, training data and testing data are chosen independently. We tried a number of values for the TD learning parameter, and found that they all worked well. For simulation results presented below we set = 0:5, the learning rate at = 0:1, weights initialized to small random values, and the probability boundaries set at p 00 = p 11 = 0:99. The SPRT is computed under equivalent conditions where = = :01 and p 0 = p 1 = 0:5. Table 2 shows the simulation values of the two performance functions F 0 = P(H 0 true j D = H 0 ) and F 1 = P(H 1 true j D = H 1 ). In addition, it also shows the average probability of correct detection, R and the average sample number, N. The values for the network detector were obtained by training the TD learning algorithm on 500 randomly generated detection sequences. Each run through the 500 detection sequence constituted one iteration. Table 2 shows results with 100 training iterations. The values for all the performance measures were obtained by testing on 10,000 randomly generated detection sequences. Note that both the SPRT and the neural network method have similar performance values for the four di erent models. We ran the simulations many times for each model. Table 3 shows the average and standard deviation of the four performance measures when the simulations were conducted ten times for Model 4.
From Table 3 we see that the standard deviation is very small for all performance measures. We obtained similar results when running the TD learning algorithm on other distributions. From these Tables we note that the neural network method's performance is comparable to the SPRT. The neural network is a nonparametric method that learns the log-likelihood ratio from observation data where as the SPRT is given the log-likelihood ratio. These simulations demonstrate that the neural network trained with the TD learning algorithm e ectively performs nonparametric sequential detection. Tables 4 and 5 , we show the theoretical and simulation values of the weights of the neural network. From Table 1 and Remark 6 we have that w 11 = 0 for Model 1 and w 22 = 0 for Model 3. In practice we see that these weights are nonzero, but much smaller in magnitude than other weights. When we simulated over more iterations nonsigni cant weight values remained small when compared to other weight values. Despite some di erences between the theoretical weight values and the simulation weight values, the performance measures for the neural network method were still very close to the optimal SPRT. This shows that the neural network detector has some robust properties to perform well when weights are not optimal values. Simulation results were repeated for all models and Table 5 shows the average and standard deviation of weight values for ten trials. These simulations show that the neural network we have constructed with three context units containing iteration number t , sum of observation data, and sum of the squared observation data can perform sequential detection when the data is iid Gaussian. Note that for Model 3, we do not need the context unit associated with quadratic observation data. We have tested the TD learning algorithm for Model 3 without the quadratic context unit and have found that it also works well with performance measures that are similar to Table 2 We have also tested this input model on a variety of random variables drawn from exponential families that have linear su cient statistics and found similar good performance.
Multi-layer architectures including two-layer and three-layer networks are also simulated in our experiments to replace the one-layer subsystem of Figure 4 . For the multi-layer cases, the weights in hidden layers are trained by incorporating error back propagation into the TD learning algorithm. Simulation results show that the performance results of multilayer networks are similar to those of single layer networks. The disadvantage of using multilayer networks is that training takes considerably longer than single layer networks.
Summary and Further Directions
This paper used neural network methods to solve nonparametric sequential detection problems. We rst found an equivalent SPRT algorithm that can be easily implemented by a neural network. We then developed a suitable learning algorithm and speci ed an appropriate architecture for the neural network sequential detector. The learning problem di ered from most supervised learning problems in that input data was presented as variable length sequences and the desired outputs consisted of one binary reinforcement label. Conventional supervised learning algorithms have di culties in handling this data, but we found that a reinforcement learning algorithm, the TD learning algorithm was ideally suited to train the neural network. The nonparametric neural network needs to store appropriate dynamic information in order to learn the su cient statistics (such as the likelihood ratio and SPRT decision function) in order to make good decisions about the hypothesis from which observation sequences are drawn. This can be done in two ways; using recurrent neural networks or using context units. Recurrent neural networks trained by the TD learning algorithm have convergence problems and generally take too long to train. Therefore context units were used. The neural network consists of context units and a feedforward neural network. If the context units are appropriately chosen, the TD learning algorithm is used, and su cient number of training sequences presented, then the neural network will have performance close to the optimal SPRT algorithm. The neural network has the advantage in that it only needs input observations in order to make decisions where as the SPRT need density functions and likelihood ratios to make decisions.
Performance functions were de ned to measure the performance of the neural network sequential detector. We found that we can lower bound the asymptotic performance functions by the probability boundaries used for the neural network. These asymptotic performance functions are sigmoidal functions of the SPRT boundaries. The SPRT and a well trained network sequential detector can then be made virtually identical by appropriate settings of boundary values. Simulations were conducted on various iid Gaussian models demonstrating the close performance of the SPRT and the nonparametric neural network sequential detector. A number of simulations have also been conducted using other density functions with similar performance.
A direction for further research would be to consider sequences drawn from dependent random sources instead of iid sources. For dependent observations, the neural network structure would be changed. As an example, if sequences were rst order Markov, the neural network would need to add extra context units that stored information such as the products of successive observations. Another direction of further research would be to consider how neural networks would perform in robust environments. For robust models, observations would not be drawn from one random variable, but perhaps from a class of random variables that had certain properties.
We also note that the network method developed here can be adapted to multihypothesis sequential test problems. The multihypothesis sequential detection problem is considerably more di cult than the two hypotheses case 2]. A modi ed SPRT procedure can be developed, but it is not optimal. This research problem is currently being studied.
Finally, we would like to consider application areas such as decentralized sequential detection. The decentralized sequential detection problem is a parallel distributed processing problem that has seen increasing interest in recent years 7, 15] . We would like to use a connectionist network with a reinforcement learning algorithm to solve these type of problems. Neural networks may be well suited to solve the decentralized sequential detection problem since the neural network is itself a parallel distributed processing system and reinforcement learning algorithms have delayed reward and trial-and-error search features that are useful in decentralized sequential detection.
By substituting ( 34) and ( 33) 
Then by using ( 8) and ( 22) 
We then note that the false alarm and miss probabilities satisfy 
The above two equations are just the condition that the sequential detection procedure terminates. Wald 17] , gives a simple proof showing that all detection sequences terminate.
