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A discrete solvent reaction field model for calculating frequency-dependent molecular linear
response properties of molecules in solution is presented. The model combines a time-dependent
density functional theory ~QM! description of the solute molecule with a classical ~MM! description
of the discrete solvent molecules. The classical solvent molecules are represented using distributed
atomic charges and polarizabilities. All the atomic parameters have been chosen so as to describe
molecular gas phase properties of the solvent molecule, i.e., the atomic charges reproduce the
molecular dipole moment and the atomic polarizabilities reproduce the molecular polarizability
tensor using a modified dipole interaction model. The QM/MM interactions are introduced into the
Kohn–Sham equations and all interactions are solved self-consistently, thereby allowing for the
solute to be polarized by the solvent. Furthermore, the inclusion of polarizabilities in the MM part
allows for the solvent molecules to be polarized by the solute and by interactions with other solvent
molecules. Initial applications of the model to calculate the vertical electronic excitation energies
and frequency-dependent molecular polarizability of a water molecule in a cluster of 127 classical
water molecules are presented. The effect of using different exchange correlation ~xc!-potentials is
investigated and the results are compared with results from wave function methods combined with
a similar solvent model both at the correlated and uncorrelated level of theory. It is shown that
accurate results in agreement with correlated wave function results can be obtained using
xc-potentials with the correct asymptotic behavior. © 2003 American Institute of Physics.
@DOI: 10.1063/1.1590643#
I. INTRODUCTION
The calculation of molecular properties of molecules in
the condensed phase is a fundamental and important theoret-
ical problem which still remains problematic. Since molecu-
lar properties like ~hyper!polarizabilities are sensitive to the
local environment an accurate calculation of these properties
could serve as a test for the molecular models used in de-
scribing intermolecular forces. However, accurate calculation
of molecular properties requires a quantum mechanical treat-
ment which, due to high computational cost, is limited to
small systems. Therefore the most successful methods divide
the total system into the molecular system of interest which
is treated with a quantum mechanical method and another
part which contains the rest of the system which is treated by
a much simpler method, usually a classical description.1–15
Among these methods are the combined quantum me-
chanical and classical mechanics models ~QM/MM!.4–15 In
the QM/MM method the solvent molecules are treated with a
classical force field and the interactions between the solute
and solvent are described with an effective operator, so the
problem which remains is to find an accurate approximate
representation of the solvent molecules and the solute–
solvent interactions.16 The discrete representation of the sol-
vent molecules requires a large number of solvent configu-
rations over which the solute properties must be averaged.
This is typically done using Monte Carlo or MD techniques
which lead to a large number of quantum mechanical calcu-
lations. For this reason the QM/MM method is often em-
ployed at a semiempirical level of theory.14
We have recently developed such a method which we
denoted the discrete solvent reaction field model ~DRF!.17 In
this model the QM part is treated using density functional
theory ~DFT!. The solvent molecules ~MM! are modeled by
point charges representing the permanent electronic charge
distribution, and distributed polarizabilities for describing the
solvent polarization arising from many-body interactions.
The QM/MM interactions are introduced into the Kohn–
Sham equations and all interactions are solved self-
consistently, thereby allowing for the solute to be polarized
by the solvent. Furthermore, the inclusion of polarizabilities
in the MM part allows for the solvent molecules to be polar-
ized by the solute and by interactions with other solvent
molecules. The advantage of including polarizabilities in the
MM part is that all parameters can be obtained from gas
phase properties. In general it is expected that a distributed
polarizability approach will give better results than an ap-
proach using only a ~anisotropic! polarizability located at a
single site, especially as the size of the solvent molecule
increases.18
The use of time-dependent density functional theory
~TD-DFT! ~Refs. 19–23! allows for the calculation of
a!Author to whom correspondence should be addressed. Electronic mail:
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frequency-dependent response properties like electronic
spectra and frequency-dependent polarizabilities. The use of
TD-DFT for calculating molecular response properties in the
gas-phase has been shown to be accurate especially using
recently developed density functionals24–30 and the extension
of TD-DFT to also treat molecules in solution is of great
interest. So far the treatment of frequency-dependent re-
sponse properties of molecules in solution within a TD-DFT
approach has been done within the polarizable continuum
model.31–33 Therefore, in this work we will include the dis-
crete solvent reaction field model within the TD-DFT. This
allows for the calculation of response properties of molecules
in solution where the discrete representation of the solvent is
retained and electron correlation of the QM part is included
in an efficient manner. Within a QM/MM approach the treat-
ment of frequency-dependent properties has been done using
both correlated and uncorrelated wave function based
methods.34–36 As in our previous study on dipole and quad-
rupole moments of water in aqueous solution17 we will adopt
a single water structure for which there exists wave function
QM/MM results.35,36 This will allow us to assess approxi-
mate exchange-correlation ~xc! potentials for calculating mo-
lecular response properties in solution.
II. THEORY
A. The discrete reaction field model
In the QM/MM method the total ~effective! Hamiltonian
for the system is written as4–15
Hˆ 5Hˆ QM1Hˆ QM/MM1Hˆ MM , ~1!
where Hˆ QM is the quantum mechanical Hamiltonian for the
solute, Hˆ QM/MM describes the interactions between solute and
solvent and Hˆ MM describes the solvent–solvent interactions.
The discrete reaction field model has been described in Ref.
17 within time-independent DFT. Here, the model will be
extended to include the effect of an electric field at fre-
quency, v, perturbing the QM part.
Within the discrete reaction field model the QM/MM








where the first term, vel, is the electrostatic operator and
describes the Coulombic interaction between the QM system
and the permanent charge distribution of the solvent mol-
ecules. The second term, vpol, is the polarization operator
and describes the many-body polarization of the solvent mol-
ecules, i.e., the change in the charge distribution of the sol-
vent molecules due to interaction with the QM part and other
solvent molecules.
The charge distribution of the solvent is represented by











where the zeroth order interaction tensor has been introduced
and the index s runs over all atoms of the solvent molecules.
In general the interaction tensor to a given order, n , can be
written as
Tpq ,a1 , . . . ,an
(n) 5„pq ,a1, . . . „pq ,anS 1RpqD , ~4!
where Rpq is the distance between the interacting entities.
The many-body polarization term is represented by in-
duced atomic dipoles at the solvent molecules and the polar-














where Rsi ,a is a component of the distance vector and
ms
ind(v) is the induced dipole at site s . For Greek indices the
Einstein summation convention is employed. The induced
dipoles are discussed in more detail in the next section.
B. The frequency-dependent atomic induced dipoles
For a collection of atomic polarizabilities in an electric
field, assuming linear response, the induced atomic dipole at
site s is given by
ms ,a
ind ~v!5as ,abFFs ,binit~v!1(
tÞs
Tst ,bg
(2) m t ,g
ind~v!G , ~6!
where aa ,ab is a component of the atomic polarizability ten-
sor at site s , which for an isotropic atom gives as ,ab
5dabas . Here we neglect the frequency-dependence of the
classical part, i.e., the atomic polarizability is frequency in-
dependent, but the model can easily be extended to include
also this effect.37,38
Fs ,b
init (v) is the initial electric field at site s and the last
term is the electric field from the other induced dipoles. The
dipole interaction tensor, Tst ,ab
(2)

















QM,el(v) is the field arising from the frequency-
dependent electronic charge distribution of the QM part,
Ft ,b
QM,el~v!52E r~ri ,v! Rit ,bRit3 dri5E r~ri ,v!Tit ,b(1) dri
~9!
and Ft ,b
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The prime in Eq. ~11! indicates that the sum is restricted to
sites which do not belong to the same molecule.
The initial field in Eq. ~8! does not include the electric
field perturbing the QM part which means that the field per-
turbing the QM part is in fact the local field felt by the QM
molecule. The reason for this approach is that we are inter-
ested in obtaining the properties of a single molecule in so-
lution. This method leads to the identification of the calcu-
lated properties as the solute properties, i.e, the polarizability
of the solute including the solvent effects but not corrected
for the difference between the local field and the macro-
scopic field. For a discussion of these effects and corrections
within the dielectric continuum model see, e.g., Refs. 39–41.
Since the induced dipole in Eq. ~6! depends on the in-
duced dipoles at the other sites these equations have to be
solved self-consistently. This can be done analytically by re-
writing the equations into a 3N33N linear matrix equation,
with N the number of atoms, as42,43
Am ind~v!5F init~v! ~12!




This matrix equation can then be solved for the induced di-
poles using standard mathematical tools for solving linear
equations. The inverse of the matrix A , the so called relay
matrix B , is a generalized polarizability matrix which de-
scribes the total linear response of the discrete solvent mol-
ecules.
It is well known that if the distance between two polar-
izable points becomes too small the induced dipoles will
grow towards infinity. In order to avoid this ‘‘polarizability
catastrophe’’ Thole44 modified the dipole interaction tensor
using smeared-out dipoles. The screened dipole interaction
tensor can be written as
Tpq ,ab
(2) 5






where the damping functions f pqT and f pqE have been intro-
duced. If we consider an exponential decaying charge distri-
bution the screening functions in Eq. ~14! are given by45
f pgE 512@11spq1 12 spq2 #exp~2spq!
and
f pgT 5 f pgE 2 16 spq3 exp~2spq!, ~15!
where the term spq is given by spq5aRpq /(apaq)1/6, with a
the screening length, and ap the atomic polarizability of
atom p .
C. The time-dependent Kohn–Sham equation
If one is interested in time-dependent properties within





f i~r ,t !5F2 12 „21veff~r ,t !Gf i~r ,t !, ~16!
with the effective potential given by
veff~r ,t !5E dr8 r~r8,t !ur2r8u 1vper~ t !1vDRF~r ,t !1vxc~r ,t !,
~17!
where vDRF(r ,t) is the operator defined in Eq. ~2! and vper(t)
is the perturbing field turned on slowly in the distant past.
The last term is the time-dependent xc-potential which in the





5vxc@r t#~r !. ~18!




niuf i~r ,t !u2, ~19!
where ni is the occupation number of orbital i .
D. Linear response of the density matrix
Since we are interested in linear response properties we




Pst~v!fs~r !f t*~r !
5(
i ,a
Pia~v!f i~r !fa*~r !1Pai~v!fa~r !f i*~r !,
~20!
where P is the first-order density matrix and a ,b indicates
virtual orbitals, i , j occupied orbitals, and s ,t indicates gen-
eral orbitals. By expanding the KS-equations to first-order in
the perturbing potential we find that the first-order density






where Dnst is the difference in occupation numbers, i.e., 1
for st5ai and 21 for st5ia . The change in the effective
potential, dvst
eff
, is dependent on the first order change in the






per~v!1E drfs*~r !F E dr8 dr~r8,v!ur2r8u
1vxc@dr#~r ,v!1v
DRF@dr#~r ,v!Gf t~r !, ~22!
where the self-consistent field, dvscf, denotes terms which
depend on the first-order change in the density. The contri-
bution from the DRF operator is given by


















Bst ,abE dr~r j ,v!T js ,b(1) dr jTsi ,a(1) , ~23!
where B is the relay matrix. The DRF contribution arises
from the induced dipoles in the MM part due to the first-
order change in the QM charge distribution. Inserting the
first order change in the density, Eq. ~20! into Eq. ~22! allows






where the coupling matrix, K, has been introduced. The cou-
pling matrix will be described in more detail later. Inserting







Kst ,uvPuv~v!G . ~25!
This can be written as a set of coupled linear equations for
the first-order density matrix elements using the fact that
only elements relating occupied and virtual orbitals are non-
zero,
(jb @d i jdab~ea2e i1v!1Kia , jb#P jb1(jb Kia ,b jPb j
52~dv ia
per!, ~26!
(jb @d i jdab~ea2e i2v!1Kai ,b j#Pb j1(jb Kai , jbP jb
52~dvai
per!. ~27!
These equations can be written as one matrix equation using
the more common notation X jb5P jb and Y jb5Pb j as
F S A CC* A*D 2vSÀ1 00 1D G S XY D52S dvperdvper* D , ~28!
where the individual matrix elements are defined as
Aia , jb5dabd i j~ea2e i!1Kia , jb ~29!
and
Cia , jb5Kia ,b j . ~30!
In the TD-DFT the equality Kia , jb5Kia ,b j allows for the
equations to be reduced to half the size which is not the case
in the TD-HF where this equality is not valid. From the
solution of the linear equations in Eq. ~28! we have access to
the frequency-dependent polarizability or by transforming
the left-hand side into an eigenvalue equation we can obtain
the excitation energies and oscillator strengths.
E. The coupling matrix
The coupling matrix describes the linear response of the











The first term is the Coulomb part given by
Kst ,uv
Coul 5E E dridr jfs*~ri!f t~ri! 1uri2r ju fu~r j!fv*~r j!,
~32!
the second term is the xc part,
Kst ,uv
xc 5E E dridr jfs*~ri!f t~ri! dvxc~ri ,v!dr~r j ,v! fu~r j!fv*~r j!,
~33!
and the last term is the DRF part,
Kst ,uv



















(1) fu*~r j!fv~r j!. ~36!
F. Implementation
The DRF model has been implemented into a local ver-
sion of the Amsterdam Density Functional ~ADF! program
package.46,47 The extension to the TD-DFT part has been
implemented into the RESPONSE module of the ADF.48–50 In
the RESPONSE module the functional derivative of the xc-
potential in Eq. ~33! is restricted to the adiabatic LDA
~ALDA! xc-potential. The coupling matrix in Eq. ~28! be-
comes very big for large systems and for this reason this
matrix is not contructed but the linear equations in Eq. ~28!
are solved iteratively, for details see Ref. 48. This means that
the DRF response operator, Eq. ~23! is never calculated by
constructing the relay matrix, B , but the induced dipole mo-
ments due to the first-order change in the charge distribution
are calculated by solving a set of linear equations like in
Eq. ~12!.
In ADF the KS equations and the linear response equa-
tions are solved by numerical integration which means that
the DRF operator has to be evaluated in each integration
point. Since the numerical integration grid is chosen on the
basis of the quantum part alone care must be taken when
evaluating the DRF operator if the integration points are
close to a classical atom. In order to avoid numerical insta-
bilities we introduce a damping of the operator at small dis-
tances which is modeled by modifying the distance Ri j to
obtain a scaled distance Si j ,38
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Si j5v i jRi j5 f ~Ri j!, ~37!
where v i j is a scaling factor and f (Ri j) an appropriately
chosen function of Ri j . Furthermore, each component of Ri j
is also scaled by v i j , so the reduced distance becomes,
Si j5ASi j ,aSi j ,a5v i jARi j ,aRi j ,a5v i jRi j , ~38!
consistent with the definition in Eq. ~37!. The damped opera-
tor can thus be obtained by modifying the interaction tensors
in Eqs. ~3!, ~5!, and ~23!,
Ti j ,a1 , . . . ,an
(n) 5„a1 fl „anS 1Si j D , ~39!
which is equivalent to replacing Ri j by Si j and Ri j ,a by Si j ,a
in the regular formulas for the interaction tensors. The par-





which was obtained by considering the interaction between
two Gaussian charge distributions with unity exponents.
III. COMPUTATIONAL DETAILS
In this work we use a large even-tempered basis set
of Slater-type orbitals with orbital exponent z5ab i,
i51,.. . ,n; the details of the basis set are presented in Table
I. We tested different xc potentials, the local density approxi-
mation ~LDA!, Becke–Lee–Yang–Parr ~BLYP!,51,52 the
Becke–Perdew ~BP!,51,53 the van Leeuwen–Baerends
~LB94!,54 the statistical averaging of ~model! orbital poten-
tials ~SAOP!,27,55,56 and the gradient-regulated asymptotic
connection procedure applied to the BP potentials
~BP-GRAC!.29,30 The BLYP and BP are examples of typical
generalized gradient approximations ~GGAs! potentials and
the LB94 is an example of a so-called asymptotic correct
potential due to the correct Coulombic decay of the potential
at large distances. Whereas SAOP and BP-GRAC belong to a
class of shape-corrected potentials which yield the correct
asymptotic behavior. The BP-GRAC potential sets the
HOMO level at the first ionization potential ~IP! and there-
fore requires the IP as input. The SAOP xc-potential requires
no additional input and the energy of the HOMO corre-
sponds well with the IP.30,57 For this reason the IP needed as
input for the BP-GRAC xc-potential is taken from the SAOP
gas-phase calculation, i.e., IP50.45 a.u.
The parameters needed for the solvent molecules, i.e.,
point charges and atomic polarizabilities, were adopted from
Ref. 17. The point charges are qH50.3345 a.u. and qO
520.6690 a.u. which generate a molecular dipole moment
of 1.88 Debye. The atomic polarizabilities are aH
50.0690 a.u. and aO59.3005 a.u. which reproduced the
molecular polarizability tensor with a mean polarizability of
9.62 a.u. and a polarizability anisotropy of 0.52 a.u. The
screening parameter, a52.1304, used in Eq. ~15!, was taken
from Ref. 45.
The water structure we used in this work was taken from
Ref. 58 and consists of 128 rigid water molecules where one
molecule, the solute, is treated quantum mechanically. The
total structure was obtained from a MD simulation using a
polarizable force field59 and the details about the simulation
can be found in Refs. 35 and 36 but are summarized here for
consistency. The average geometry is obtained from a simu-
lation of a box containing 128 water molecules utilizing pe-
riodic boundary conditions with a spherical cutoff distance of
10.0 Å, temperature of 298 K, and a pressure of 0.103 MPa.
After equilibration of the sample, the average geometry was
obtained from a Boltzmann sampling of 8000 trajectories
started from different initial velocity distributions and a
simulations time of 20 ps for each trajectory. The intramo-
lecular geometry of the water molecules was that in gas
phase, i.e., RO–H50.9572 Å and /HOH5104.49°. The sol-
ute water molecule was placed in the xz-plane with the
z-axis bisecting the H–O–H angle. Results obtained using
this structure will be referred to as ‘‘liquid’’ phase results. We
will perform one QM/MM calculation and therefore the mo-
lecular properties will not be averaged over different solvent
configurations. However, the choice of this particular water
structure allows for a direct comparison with results obtained
from a similar model within a ~multiconfigurational! self-
consistent-field/molecular mechanics ~MC-SCF/MM! ~Ref.
35! or a coupled cluster/molecular mechanics ~CC/MM!
~Ref. 36! approach. Therefore, it is possible to make a de-
tailed comparison between wave function methods and the
DFT method for liquid phase calculations.
IV. RESULTS
A. Excitation energies
In Table II we present excitation energies, v, and oscil-
lator strengths, f , for the three lowest vertical singlet–singlet
excitations of a water molecule in the gas phase calculated
using different xc-potentials. The results are compared with
results obtained from wave function methods, i.e., HF,35
MC-SCF,35 CCSD,36 and experimental results taken from
Ref. 60. From the results in Table II it is noted that LDA and
the GGA potentials ~BP and BLYP! underestimate the exci-
tation energies considerably compared with the experimental
results, i.e., for the first excitation ;1 eV, the second exci-
tation ;1.5 eV, and for the third excitation as much as
;2 eV. The failure of these common xc-potentials to predict
excitation energies for Rydberg-type states ~for water the
lowest excitations have a high degree of Rydberg character!
has been identified as a result of the wrong asymptotic be-
havior of the xc-potentials.25,26 This is clearly illustrated by
using the xc-functionals ~LB94, SAOP, and BP-GRAC! with
correct asymptotic behavior, for which the excitations ener-
gies are greatly improved compared with the experimental
results. Especially the results obtained with the BP-GRAC
TABLE I. Even-tempered basis set for the H, O atoms ~in parentheses the
number n of 1s , 2p , 3d , 4 f ! with the orbital exponent z5ab i, i
51,.. . ,n , b51.7. The value of a for the most difffuse 1s , 2p , 3d , and 4 f
is presented.
Atom 1s 2p 3d 4 f
H(4s3p3d) 0.282 564 0.451 156 0.407 083
O(8s6p3d4 f ) 0.181 199 0.238 632 0.530 772 0.359 191
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xc-potentials are in good agreement with the experimental
results. Comparing with the wave function results we see
that HF overestimates the excitation energies compared with
the experiments but the MC-SCF and CCSD results are in
good agreement with experiment and also with the calcula-
tions performed with the asymptotic correct xc-potentials.
The excitation energies and oscillator strengths for a wa-
ter molecule in a cluster of 127 classical water molecules
calculated using the different xc-functional are presented in
Table III. The results are compared with results for the same
water cluster obtained using the HF/MM,35 MC-SCF/MM,35
and CCSD/MM ~Ref. 36! method. Also presented in Table
III is the solvation shift, Dv, i.e., the shift in the excitation
energies in going from the gas-phase to the ‘‘liquid’’ phase.
Comparing results using LDA with the GGA’s ~BLYP and
BP! results we find good agreement for excitation energies,
oscillator strengths, and solvation shifts which were also ob-
served for the gas-phase results. Furthermore, comparing the
results using the asymptotic correct xc-potentials we also
find a good agreement between the results, especially those
obtained using SAOP and BP-GRAC. Comparing the LDA/
GGA results with the results from the asymptotic correct
xc-potentials we find that the agreement is less good than in
the gas-phase. For the first two excitations the excitation en-
ergy is underestimated considerably and more than in the
gas-phase leading to a solvation shift that is too small. For
the third excitation the excitation energy is still underesti-
mated but the solvation shift is overestimated. Using LDA/
GGA this excitation was actually identified lying above other
excitations which was not the case for the asymptotic correct
xc-potentials. This excitation has a strong Rydberg character
and is therefore very sensitive to the asymptotic part of the
xc-potential. Comparing the results from the asymptotic cor-
rect xc-potentials with the wave function results we find that
the excitation energies obtained with HF/MM are smaller but
there is a good agreement with both the MC-SCF/MM and
the CCSD/MM results. If we look at the solvent shift for the
three excitations we see that both the wave function methods
and DFT ~except using LDA/GGA! predict that the excita-
tions are shifted by approximately the same amount, i.e., that
the three excitation energies are perturbed by the solvent in
the same manner. Also, if we look at the oscillator strengths
for the three excitations the first and third excitation are
stronger than the second excitation. In the gas phase the sec-
ond excitation is dipole forbidden. Also, comparing the sec-
ond and third excitation energy we find, both in the gas phase
and in the ‘‘liquid’’ phase, that DFT predicts a smaller dif-
ference compared with CCSD.
TABLE II. Excitation energies ~v! and oscillator strengths ( f ) of a water molecule in vacuum. v in eV and f
in a.u.
Method
1A1→1 1B1 1A1→1 1A2 1A1→2 1A1
v f v f v f
LDA 6.47 0.04 7.55 fl 7.76 0.00006
BLYP 6.24 0.04 7.33 fl 7.53 0.0002
BP 6.57 0.04 7.50 fl 7.67 0.00006
LB94 7.89 0.04 9.68 fl 9.91 0.09
SAOP 7.72 0.05 9.53 fl 9.68 0.09
BP-GRAC 7.33 0.05 9.15 fl 9.48 0.09
HFa 8.65 fl 10.3 fl fl fl
MC-SCFa 7.85 fl 9.56 fl fl
CCSDb 7.62 0.05 9.38 fl 9.88 0.06
Expt.c 7.4 fl 9.1 fl 9.7 fl
aResults from Ref. 35 using the aug-cc-pVQZ basis set.
bResults from Ref. 36 using the d-aug-cc-pVTZ basis set.
cResults taken from Ref. 60.
TABLE III. Excitation energies ~v!, solvation shift ~Dv!, and oscillator strengths ( f ) for a water molecule in a cluster of 127 classical water molecules. v
and Dv in eV and f in a.u.
Method
1A1→1 1B1 1A1→1 1A2 1A1→2 1A1
v Dv f v Dv f v Dv f
LDA/DRF 6.75 0.28 0.051 7.72 0.17 0.008 8.93 1.17 0.060
BLYP/DRF 6.49 0.25 0.055 7.48 0.15 0.009 8.71 1.18 0.063
BP/DRF 6.80 0.23 0.045 7.64 0.14 0.008 9.03 1.36 0.050
LB94/DRF 8.57 0.68 0.070 10.56 0.88 0.001 10.62 0.71 0.116
SAOP/DRF 8.25 0.53 0.075 10.18 0.65 0.003 10.27 0.59 0.112
BP-GRAC/DRF 8.09 0.76 0.084 10.12 0.97 0.003 10.31 0.83 0.118
HF/MMa 9.49 0.84 fl 11.3 1.0 fl fl fl
MC-SCF/MMa 8.62 0.77 fl 10.5 0.9 fl fl fl
CCSD/MMb 8.18 0.56 0.079 9.97 0.60 0.006 10.56 0.68 0.113
aResults from Ref. 35 using the aug-cc-pVQZ basis set.
bResults from Ref. 36 using the d-aug-cc-pVTZ basis set.
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In the experimental absorption spectrum of liquid water
two absorption peaks are found.61,62 The first peak has a
maximum ;8.2 eV (Dv;0.8 eV) and the second peak
;9.9 eV (Dv;0.2 eV). The shifts of the excitation found
in ice are even larger, i.e., the first maximum ;8.5 eV
(Dv;1.1 eV) and a broad shoulder ;10.4 eV (Dv
;0.7 eV).62,63 The first peak is assigned to the 1A1→1 1B1
~first! excitation and the second peak to 1A1→2 1A1 ~third!
excitation. Comparing the liquid results with the calculated
results we find a good agreement for the first excitation both
for the excitation energy and for the solvent shift, especially
using BP-GRAC. For the third excitation the solvent shift is
found experimentally to be much smaller than the calculated
shift. As indicated, experimentally the shifts in the two exci-
tations depend on whether the condensed phase is liquid wa-
ter or ice. This indicates that the solvent shift for the two
excitations could behave differently with respect to the local
environment of the solvent. Therefore, it could be important
to include a more appropriate sampling of the local structure
of the solvent, i.e., using a larger number of solvent configu-
rations than the average structure used in this work. This will
also provide line broadening of the excitations due to the
fluctuations in the local environment of the solvent. How-
ever, it should be mentioned also that other effects can ac-
count for the difference, e.g., in this approach we neglect the
short-range repulsion between water molecules. Also, the
solvent effects are introduced as a mean field theory, i.e., the
solvent feels the mean field from the QM electrons ~see, e.g.,
Refs. 5, 64, 65!.
B. Frequency-dependent polarizability
In Table IV we present the static and frequency-
dependent polarizability for a single water molecule at fre-
quencies v50.0428, 0.0570, 0.0856 a.u. ~l51064, 800, 532
nm, respectively! calculated using different xc-potentials.
The results are compared with HF,66 MC-SCF,35 CCSD,36,67
and experimental results.68 Also presented is the mean polar-
izability, a¯ , defined as
a¯5 13 ~axx1ayy1azz!, ~41!
and the polarizaiblity anisotopy, Da, as
Da5A 12 @~axx2ayy!21~axx2azz!21~ayy2azz!2# .
~42!
From the results in Table IV we see that the LDA/GGA
results are larger than the results obtained with the
asymptotic correct xc-potentials. Also, the size of the indi-
vidual components of the polarizability tensor are nearly
identical with LDA/GGA resulting in an anisotropy which is
much smaller than that obtained with the asymptotic correct
xc-potentials. The frequency dispersion is also found to be
larger with LDA/GGA for the components and mean polar-
izability. However, for the frequency dispersion for the an-
isotropy we find the LDA/GGA predicts an increase in the
anisotropy with increasing frequency whereas the asymptotic
corrects xc-potentials predicts a decrease. Comparing the re-
sults from the three asymptotic correct xc-potentials we find
that BP-GRAC predicts the largest components and mean
TABLE IV. Frequency-dependent polarizability of a water molecule in vacuum. Frequency ~v! and polarizability in a.u.
v LDA BLYP BP LB94 SAOP BP-GRAC HFa MC-SCFb CCSDc Expt.d
axx 0.0000 10.59 10.87 10.35 9.89 9.88 10.12 9.18 9.74 9.94 ~9.98! fl
0.0428 10.65 10.93 10.41 9.94 9.93 10.17 fl 9.79 9.99 fl
0.0570 10.70 10.98 10.45 9.978 9.97 10.21 fl 9.82 10.03 fl
0.0856 10.84 11.13 10.59 10.08 10.08 10.33 fl 9.92 10.13 10.31
ayy 0.0000 10.65 11.06 10.30 8.57 8.92 9.68 7.90 9.15 9.05 ~9.35! fl
0.0428 10.78 11.21 10.42 8.63 8.99 9.77 fl 9.21 9.13 fl
0.0570 10.88 11.33 10.52 8.68 9.05 9.84 fl 9.28 9.19 fl
0.0856 11.21 11.72 10.82 8.84 9.23 10.07 fl 9.45 9.37 9.55
azz 0.0000 10.60 10.88 10.28 9.30 9.52 9.91 8.52 9.36 9.40 ~9.61! fl
0.0428 10.68 10.97 10.36 9.36 9.58 9.98 fl 9.41 9.45 fl
0.0570 10.75 11.05 10.42 9.40 9.63 10.03 fl 9.46 9.50 fl
0.0856 10.95 11.27 10.61 9.53 9.76 10.19 fl 9.58 9.63 9.91
a¯ 0.0000 10.61 10.94 10.31 9.25 9.44 9.90 8.53 9.42 9.47 ~9.65! 9.83e
0.0428 10.70 11.04 10.40 9.31 9.50 9.97 fl 9.47 9.52 fl
0.0570 10.78 11.12 10.46 9.35 9.55 10.03 fl 9.52 9.57 fl
0.0856 11.00 11.37 10.67 9.48 9.69 10.20 fl 9.65 9.71 9.92
Da 0.0000 0.05 0.19 0.06 1.14 0.84 0.38 1.11 0.43 0.78 ~0.54! fl
0.0428 0.11 0.26 0.06 1.13 0.82 0.34 fl 0.41 0.76 fl
0.0570 0.16 0.33 0.08 1.12 0.80 0.32 fl 0.39 0.74 fl
0.0856 0.33 0.53 0.22 1.08 0.75 0.22 fl 0.34 0.67 0.67
aResults taken from Ref. 66.
bResults taken from Ref. 35 using the aug-cc-pVQC.
cResults taken from Ref. 36 using the aug-cc-pVTZ basis set. In parentheses results taken from Ref. 67 using the d-aug-cc-pVTZ basis set.
dResults from Ref 68 at v50.088 a.u. (l5514.5 nm).
eResults taken from Ref. 69.
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polarizability but the smallest anisotropy. LB94 predicts the
largest anisotropy of the functionals due to a small yy com-
ponent. Comparing with the wave function results we find
that SAOP is in good agreement with MC-SCF and CCSD.
The static CCSD results using the d-aug-cc-pVTZ basis set67
are in very good agreement with the CCSD~T! result.66 Com-
paring with the static CCSD/d-aug-cc-pVTZ results we see
that SAOP gives a slightly lower mean polarizability but a
larger anisotropy due to a small yy component. The HF re-
sults for the components and anisotropy are the smallest
whereas the anisotropy is among the largest. LB94 gives an
improved result compared with HF but the yy component is
still underestimated compared with CCSD/d-aug-cc-pVTZ
and therefore gives a mean polarizability that is too low and
high anisotropy that is too high. Comparing with the experi-
mental results we see that the BP-GRAC results predict
larger values, whereas all other results are lower than the
experimental results. Since the experimental results also con-
tain a contribution from zero-point vibrations ~see Ref. 69
for an estimate of this contribution!, a smaller theoretical
value is expected.
The frequency-dependent polarizablility for a single wa-
ter molecule in a cluster of 127 classical water molecules
calculated using different xc-potentials are presented in Table
V. The results are calculated for the same frequencies as in
the gas-phase and are compared with results for the same
water cluster obtained with the MC-SCF/MM ~Ref. 35! and
CCSD/MM ~Ref. 36! method. It should be mentioned that
for the results in the cluster the off-diagonal components of
the polarizability tensor are different from zero. These com-
ponents are not presented since they will tend to zero if a
careful averaging over different solvent configurations repre-
senting the isotropic liquid is performed. Since there is a
good correlation between the magnitude of the polarizability
in the gas phase and in the liquid, i.e., LDA/GGA predict the
largest values and MC-SCF the smallest, we will focus on
trends for the shifts in the polarizability in going from gas-
phase to the cluster. All methods predict a decrease in the yy
component and an increase in the xx and zz components
leading to an overall increase in the mean polarizability.
However, the LDA/GGA methods predicts an increase in the
anisotropy in contrast to the other methods. The reason for
this is that LDA/GGA predict a shift of ;0.9 a.u. in the yy
components, whereas the rest of the methods predict a shift
of ;0.6 a.u. The shift in the zz component predicted with
CCSD/d-aug-cc-pVTZ and MC-SCF is ;0.5 a.u., whereas
the DFT methods predict a shift of ;0.3 a.u. If we compare
the frequency dispersion in the anisotropy predicted with
CCSD or MC-SCF we see an increase with increasing fre-
quency; this is also found using BP-GRAC, whereas LB94
and SAOP predicts a decrease.
The polarizability of liquid water has also been consid-
ered in a few other studies.70–74 In general, the models70,73,74
which calculate the molecular polarizability by averaging
over the polarizability obtained from different solvent con-
figuration predicts a lowering of the mean polarizability in
going from the gas-phase to the liquid phase. The models71,72
which, like in this work, first average the structure ~or the
electric field generated by the solvent! and then calculate the
molecular polarizability, predict an increase in the mean po-
larizability in good agreement with the results of this work.
This indicates that it is important to take the local fluctuation
of the solvent structure into account when calculating the
molecular properties.
An estimate of the frequency-dependent polarizability
TABLE V. Frequency-dependent polarizability of a water molecule in a cluster of 127 classical water molecules. Frequency ~v! and polarizability in a.u.
v LDA BLYP BP LB94 SAOP BP-GRAC MC-SCFa CCSDb
axx 0.0000 10.51 10.79 10.25 9.79 9.80 9.91 9.54 9.66 ~9.77!
0.0428 10.57 10.85 10.31 9.84 9.84 9.96 9.58 9.70 ~9.82!
0.0570 10.61 10.90 10.35 9.88 9.88 10.00 9.62 9.74 ~9.85!
0.0856 10.75 11.05 10.48 9.98 9.99 10.11 9.71 9.83 ~9.96!
ayy 0.0000 11.55 12.09 11.21 9.14 9.55 10.27 9.72 9.62 ~10.01!
0.0428 11.69 12.26 11.35 9.21 9.63 10.36 9.80 9.70 ~10.10!
0.0570 11.81 12.40 11.46 9.27 9.69 10.44 9.86 9.76 ~10.17!
0.0856 12.17 12.83 11.79 9.43 9.89 10.67 10.0 9.96 ~10.39!
azz 0.0000 10.93 11.28 10.64 9.63 9.85 10.15 9.82 9.82 ~10.13!
0.0428 11.02 11.37 10.72 9.69 9.91 10.21 9.88 9.88 ~10.19!
0.0570 11.08 11.45 10.78 9.73 9.96 10.26 9.92 9.92 ~10.24!
0.0856 11.28 11.66 10.96 9.86 10.10 10.41 10.0 10.05 ~10.38!
a¯ 0.0000 11.00 11.39 10.70 9.52 9.73 10.11 9.70 9.70 ~9.97!
0.0428 11.09 11.50 10.79 9.58 9.79 10.18 9.75 9.76 ~10.04!
0.0570 11.17 11.58 10.86 9.62 9.84 10.23 9.80 9.91 ~10.09!
0.0856 11.40 11.85 11.08 9.75 9.99 10.40 9.93 9.95 ~10.24!
Da 0.0000 0.90 1.14 0.84 0.59 0.28 0.31 0.25 0.18 ~0.32!
0.0428 0.98 1.24 0.91 0.57 0.26 0.35 0.27 0.18 ~0.33!
0.0570 1.04 1.32 0.97 0.55 0.24 0.39 0.27 0.17 ~0.36!
0.0856 1.25 1.57 1.15 0.50 0.19 0.49 0.29 0.19 ~0.43!
aResults from Ref. 35 using the aug-cc-pVQC basis set.
bResults from Ref. 36 using the aug-cc-pVTZ basis set. In parentheses results using the d-aug-cc-pVTZ basis set.
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where M w is the molecular weight, Na is Avogadro’s num-
ber, and r is the density. Using the refractive index of liquid
water at v50.0428 a.u., n(0.0428)51.326,75 and r
50.99707 g/cm3 we obtain a polarizaibity of a¯59.74 a.u.
This estimate is in very good agreement with the SAOP and
MC-SCF results but in less good agreement with the CCSD
or BP-GRAC results. If we instead use the refractive index at
v50.077 a.u. (l5589.32 nm), n51.33283,76 we obtain a
polarizability of a¯59.93 a.u. again in good agreement with
the SAOP and MC-SCF results at v50.0856 a.u. If we com-
pare the liquid results at v50.0428 a.u. with the static re-
sults obtained in the gas phase we find a small decrease in
the mean polarizability in going from the gas phase to the
liquid phase even if we take the frequency dispersion into
account.
V. CONCLUSIONS
We have in this work presented a discrete solvent reac-
tion field model for calculating frequency-dependent mo-
lecular linear response properties of molecule in solution.
The model combines a TD-DFT description of the solute
molecule with a classical description of the discrete solvent
molecules. The classical solvent molecules are represented
using distributed atomic charges and atomic polarizabilities.
All the atomic parameters have been chosen so as to describe
molecular gas phase properties of the solvent molecule, i.e.
atomic charges reproduce the molecular dipole moment and
atomic polarizabilities reproduce the molecular polarizability
tensor using Thole’s modified dipole interaction model. As
an initial application of the model we have calculated the
vertical electronic excitation energies and frequency-
dependent molecular ~hyper!polarizability of a water mol-
ecule in a cluster of 127 classical water molecules. The effect
of using different xc-potentials has been investigated and the
results have been compared with the corresponding wave
function results obtained using combined HF, MC-SCF or
CCSD method with a similar solvent model. It was shown
that accurate results in agreement with the CCSD and MC-
SCF results could be obtained by using xc-potentials which
have the correct asymptotic behavior. The use of the shape-
corrected functionals like SAOP and BP-GRAC improved
the results compared with the asymptotic correct LB94.
However, the use of BP-GRAC requires the IP as input and
the results are strongly dependent on the input value which
therefore limits the usefulness of this functional.
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