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1. INTRODUCTION
CSIRO is currently working on a comprehensive e-Research strategy outlining the 
organisations development plans for e-Research for the next 5 years. That document will 
review the current global e-Science/e-Research environment and outline our ongoing 
participation in the global research community. The strategy will be heavily influenced by 
national research goals and our flagship programs and the National Collaborative Research 
Infrastructure Strategy (NCRIS) agenda. 
However, CSIRO is not standing still while this major planning activity takes place. We are 
already heavily involved and are strong supporters for the NCRIS 5.16 “Platforms for 
collaboration” program. So far, CSIRO has:
• Developed the e-Science Information Management strategy (eSIM) and is working 
with Australian National Data Service (ANDS) to make sure we are effective partici-
pants in the proposed Australian Data Commons
• Completed an Advanced Scientific Computing (ASC) review for the organisation 
which has in turn lead to significant co-investment as part of the NCRIS National 
Computational Infrastructure (NCI) program in high end, world class computing 
systems supporting all Australian researchers.
• Been developing a strategic plan for what we need to do in the collaborative tools 
and services in partnership with Australian Research Collaboration Service.
On the research front, CSIRO has been responding to some significant trends as they emerge 
in the e-Research domain as a consequence of the way that networks are used and deployed. 
Bill St Arnaud in a 2007 report on a joint NSF/OECD workshop on the influences and drivers 
for a future Internet1 notes the importance of providing ubiquitous, fundamental connectivity 
and then developing tools and services that support collaboration between organisations, 
thereby allowing new businesses to arise. Indeed, in the OECD report, St Arnaud notes Dan 
Tapscott’s comment that:
“... Collaboration is the new foundation [of this new paradigm]... Normally  
the term collaboration conjures up images of office workers interacting 
effectively together. But the concept is changing. By "collaboration" we mean 
the increasing richness of means by which objects (things, people and firms) 
can work together enhanced by the medium of the Internet. We have described 
this as the fundamental transition of the Internet from being a communications 
platform to a computation platform.” [Tapscott2]
1 “Most significant economic challenge to the future of the Internet”, Participant position paper, NSF/OECD Workshop on the 
Social and Economic Factors Shaping the Future of the Internet, Washington, 31 Jan 2007.
2 http://www.newparadigm.com 
This paper provides an outline of the developing CSIRO e-Research strategy, presents 
examples of existing e-Research activities involving CSIRO, and details a strategy for the 
development of a national collaboration network needed to underpin a national e-Research 
capability.
2. CURRENT E-RESEARCH CAPABILITY AT CSIRO
The Information and Communications Science and Technology (ICST) and the Information 
Management and Technology (IM&T) Groups in CSIRO have established the “e-Research 
Interest Group” to lead the development of e-Research in CSIRO.  The interest group 
comprises leaders from key e-Research activities currently being undertaken in CSIRO.
The portfolio of programs include, but is not limited to:
• e-Science Information Management (e-SIM) Strategy (IM&T) This program 
is focused on enhancing scientific workflows as they relate to managing the 
scientific data lifecycle.  The program is closely aligned with the NCRIS 
Australian National Data Service (ANDS) initiative and CSIRO intends to make 
as much of its data as possible available to Australian Researchers through the 
Australian data Commons. 
• Terabyte Science Theme (CMIS) Working with large data sets often requires 
new and innovative ways of processing the raw data. Terabyte science aims to 
equip researchers with a suite of software tools that they can use as part of their 
workflows
• e-Research Theme (ICT Centre) The CSIRO ICT Centre has an extensive 
capability in human factors research for the man/machine interface, sensor 
networks, collaborative networking tools and many other areas that add value to 
the e-Research environment. A number of these have been described in the case 
studies presented as part of this paper.
• Advanced Scientific Computing (ACS) (IM&T); CSIRO recently completed a 
review of its capabilities and future needs in High Performance computing. This 
review recommended that CSIRO invest further in collaborative computer centres 
in partnership with the then DEST, Australian National University (ANU) and the 
Bureau of Meteorology for the procurement of a replacement peak compute 
facility for Australia at the ANU. This high-end investment will be balanced with 
investments in smaller state-based and lab-based systems to meet the less 
demanding or more specialized needs of some research disciplines in the 
organisation. The program also suggested that the organisation invest in more 
support staff to assist researchers in using ACS facilities to enhance their science
• NCRIS initiatives CSIRO is currently a partner in 9 out of the proposed 16 
NCRIS capabilities. Many of these capabilities will produce large amounts of 
data from specialised scientific systems that will need to be made available to 
scientists via effective e-Research infrastructure.
• ASKAP Project (Australia Telescope National Facility) The Australian Square 
Kilometre Array Pathfinder is an international collaboration with Australia 
(CSIRO), Canada (NRC), and the Netherlands to build an array of dishes capable 
of high dynamic range imaging and using wide-field-of-view phased array feeds. 
ASKAP will be a pathfinder instrument for the full Square Kilometre Array 
project to be built between 2014 and 2022. The data, computing and collaborative 
networking demands for these projects are huge and represent a significant 
challenge for e-Research infrastructure design into the future.
• The Computational and Simulation Science Capability Platforms This 
activity will develop the capability within CSIRO to undertake world class 
computational and simulation science across a broad range of scientific 
disciplines. This activity will develop a vibrant community of practice in CSIRO 
by establishing a computational and simulation science network that has strong 
national and international external linkages.   
Lessons from the U.K. e-Science Program warn that capability development must come 
before large and complex e-Research projects are undertaken to avoid the risk of failure3. 
CSIRO recognises that their needs to be effective forward planning across all elements of e-
Research both within CSIRO and nationally – infrastructure including enabling collaboration, 
computational tools and research applications. CSIRO is currently engaging in the 
development of a comprehensive strategic plan for CSIRO e-Research which should be 
complete by the end of 2008.
Australia’s and CSIRO’s key competitive advantage lies in developing an ability to conduct 
multidisciplinary and collaborative science projects that are focussed on delivering powerful 
impact to solving national problems.  e-Research tools and techniques are increasingly 
recognised as an essential capability to support this research.  e-Research is ubiquitous in its 
application across all fields of research, and is underpinning a rapid rate of change in both the 
way research is conducted, and the increasing pace of scientific discovery.   
The illustration shows the relationships between our current capabilities and how they relate 
to each other as part of an overall CSIRO e-Research ecosystem. The proposed e-Research 
strategy will describe the additional capabilities required as part of the researcher workflow, 
including creating a middleware development environment that takes the best practice 
available internationally and adapts it to the Australian research domain.   
3Dr. Rhys Newman, University of Oxford
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3. E-RESEARCH CASE STUDIES
Two case studies were recently developed with stakeholders for use as exemplars within two 
NCRIS capabilities: 
• NCRIS Capability 5.13 Structure and Evolution of the Australian Continent
• NCRIS Capability 5.8 Networked Biosecurity Framework
These examples were developed to provide a vision that would extend the existing work that 
is already occurring within the HxI initiative (a significant collaborative program between 
CSIRO, NICTA and DSTO) through the braccetto project. This project has two closely 
coupled components, and engages researchers from all three organisations (five researchers 
from each organisation). This first component is developing an understanding how medical 
multi-disciplinary team case reviews operate, and the types of interactions that are required 
for effective collaborations to occur across teams that are geographically separated. The 
second component is developing a set of tools and services on a collaboration platform to 
address the requirements identified from the first component. 
The follow section presents example case studies for each of these areas in turn: NCRIS 5.13 
and 5.8, HxI/braccetto.
3.1 Structure and Evolution of the Australian  Continent  – 
AuScope (NCRIS Capability  5.13)
A significantly large component of the NCRIS activities ($42.8 million) is the “Structure and
Evolution of the Australian Continent”, also known as “AuScope”. AuScope has four 
activities:
• ACcESS (http://www.access.edu.au) – that is seeking to develop and provide a 
computational “framework” that will underpin a new generation of modelling and 
simulation studies;
• ANSIR (http://rses.anu.edu.au/seismology/ANSIR/ansir.html)  -- that is responsible 
for the development and provision of a network of geophysical instrumentation 
allowing Earth Imaging;
• An extensive geochemistry/geochronology instrumental infrastructure, distributed 
amongst different organizations
• Addressing the emerging infrastructure needs of the geodetic community with which 
the Earth Sciences increasingly interface.
The AuScope Steering Committee established seven themes to cover the main science and 
infrastructure delivery components, and this scenario highlights the needs of the Access and 
Interoperability theme that is responsible for the creation, maintenance and sustainability of 
the AuScope Exploratorium infrastructure.  
Within this theme, a distributed team of specialist software engineers has been put together to 
address the needs of the theme. Team members are located at CSIRO (WA), iVEC (WA – 
collocated with CSIRO), University of Queensland (Qld), Monash University (Vic) and 
VPAC (Melbourne). However, this group also is provides software infrastructure for other 
themes within Auscope. As such, there is also a requirement to link with other groups within 
AuScope delivering on the other 6 themes in yet more locations around Australia: CSIRO 
North Ryde (NSW) and the ANU, Canberra.
The software engineering group through AuScope and PfC ICI are engaged in a number of 
different types of collaborative tasks. Typically, collaboration between remote teams of 
software developers located in WA, NSW, Vic and Queensland requires them to share 
repository information, their own information/code, on an ad-hoc basis and with minimal “IT 
support”.  Typically, the team holds weekly access grid meetings with its APAC partners, in 
board room style, with up to 7-10 other sites connected. Usually, the interactions are 
discussions on particular bugs or code fragments, usually lead by a single person at a time. 
Besides this type of formal interaction, software engineering team members undertake 
programming in a distributed environment, utilising VNC for these purposes, but report that 
the turn taking protocol as being cumbersome and interfering with pair programming 
practices. Indeed, it has been noted that for larger teams (of more than three), the turn taking 
protocol stops effective discussion and progress of any work due to the lack of social cue 
information (such as facial expressions, gestures and vocal expressions). The Access Grid has 
been used for desktop videoconferencing to try to remedy this situation, as well as for regular 
conferencing. However, once again, complexity and poor user interfaces do not facilitate 
natural, easy use, and interfere with the tasks at hand rather than integrating with the current 
workflows. 
Summarising then, there are significant challenges currently faced by these teams:
• A large diversity of technologies and “solutions”. “Point source” technologies 
exist but are not integrated into the way that the teams need to work together, 
particularly over a distance. 
• Lack of network and storage infrastructure support, readily accessible to the end 
users.
• Security and privacy of information is not assured at all. This issue is of 
particular concern when the users are partners and yet still are competitors as 
well. Some secure solutions have been proposed, e.g. ShibGrid or “Trusted Grid” 
infrastructures, but once again, are point solutions and largely experimental.
• User definition of work groups, done “on the fly”:
• Dynamic membership maintenance (complex membership relationships which are 
probably best modelled by a directed graph) – there is no hierarchy within the 
group, and team member’s roles change according to the tasks at hand.
• User definitions of memberships are used to enforce policies, and configure and 
resource the underlying networking and storage infrastructure
• Each end point contributes their own resources (e.g. storage, network connections 
or capacity)
• They cannot rely on IT support teams to maintain this system as the work groups 
and configurations are dynamic and short lived.  The costs of providing the 
support to run the collaboration too high.
• Lack of policy based access control to supporting infrastructure. 
• Policy driven access and control of secure storage
• Enforcement of complex access control policies between members of the work 
group (initially, members are from within CSIRO, but in general, will most likely 
involve true collaboration with other organisations such as universities, PACs and 
even possibly commercial organisations.).
• Unified collaboration workbench platform software, scalable from team based 
systems that are by their nature large to small, portable personal devices such as 
an “in the field” PDA.
 The value added by CSIRO e-Research contributions would, for example, include:
• CSIRO demonstrated, and is continuing to use and further develop an advanced 
telecollaborative workstation that was developed as a part of the braccetto project 
within the HxI initiative (HxI is a collaboration between CSIRO, NICTA and 
DSTO – http://ww.hxi.org) – active tables are located at DSTO Edinburgh, S.A, 
Australian Technology Park, with NICTA and one at CSIRO NTL at Marsfield. 
There is a “spare unit” in WA at iVEC. This platform would serve as the basis for 
the collaboration workbench required for AuScope.
• Scalable telepresence and telecollaboration capabilities, allowing researchers to 
use a variety of collaboration platforms and services, from high end “braccetto 
tables” connected via 30 Mbps broadband down to portable devices connected 
via 5 Mbps unreliable wireless links. 
• Multi-input, shared workspace environment based on DSTO’s livespaces system 
and utilised as a part of the braccetto project’s tools.
• Use of an eContract between collaborators, ahead of establishing any active 
collaboration, to define the policies, resources contributed and required by the 
collaborators, access control levels, memberships, etc. The eContract is then 
interpreted by a dedicated system within the infrastructure, and that are then 
deployed into a “Trusted Grid” infrastructure supporting the requirements of the 
collaboration or virtual enterprise.
3.2 Networked  Biosecurity  Framework  – Australian  
Animal  Health  Laboratory  (AAHL) (NCRIS Capability  
5.8)
The Australian Animal Health Laboratory (AAHL), operated by the CSIRO, is a recognised 
world leader in the use of high containment (PC4, the highest classification) facilities for the 
rapid diagnosis, development of response treatments and strategies and providing policy 
advice in animal health for biological pathogens that could devestate animal populations 
whether terrestrial or marine. As well as dealing with exotic animal diseases, is also 
responsible for responding to zoontic diseases, plant diseases, human health and general 
scientific research in the field of biosecurity. It is a significant national and international 
contributor to biosecurity threats and responses, and the laboratory is an Office Internationale 
des Épizooties – OIE (animal world health organisation) reference laboratory for a range of 
diseases, including avian influenza, Hendra and Nipah viruses. 
It is important to note that the physical structure of AAHL limits effective collaborations by 
its very design and mandates the early adoption of eResearch tools and services. The 
laboratory's main building has four levels contained inside the microbiologically secure 
barrier. A thick concrete wall forms an airtight ‘box’ around the secure area. All of this area is 
held at a lower air pressure than the outside world, to keep any airborne infectious agent 
inside the laboratory. Within the secure box are a series of smaller secure boxes, each with a 
drop in air pressure. Nothing that goes into the secure area can come out without being treated 
(or incinerated): even the researchers’ notes must be faxed or emailed out. The laboratory is 
self-sufficent in terms of infrastructure requirements: it has its own separate, redundant power 
supply, it has its own separate water and sewerage system. The facility has two floors of air 
purification and conditioning, and the two lower floors are sewerage and water treatment and 
purification facility. All solid waste is incinerated.
Clearly, given the physical constraints placed onto interactions, researchers and team 
members in any scenario who are outside AAHL must be able to actively participate in 
experiments and discussions with researchers and technicians within AAHL without having to 
enter the facility. Currently, responses to biosecurity threats is done by drawing together a 
team of specialists (within and outside of AAHL) who share documents by secure e-mail, 
physical document exchange, shared simulation code and results and discuss each of these by 
telephone or video conference. The length and frequency of the discussions is dependent upon 
the likely evaluated threat and tisks of the particular case. This process is limited and slow. To 
effectively respond to biosecurity threats in the future requires the rapid formation of response 
teams, as well as facilitating natural interactions between the members and ease of sharing of 
data and information between the team members through the use of advanced eResearch tools 
and services. 
Examples of these include the local and remote control of equipment within the facility, 
especially optical and electron microscopes.  The response team members typically also need 
real time access: to documents, instruments and each other to speed up analysis and facilitate 
accurate timely diagnosis and formulate responses. Documents and visualisations of real-time 
simulation studies should be able to be shared between the response team members 
independent of their respective locations. However, while ease of access and sharing of 
information between team members within the virtual organisation is required, there is a 
contrary set of requirements that the information must be strictly “contained” solely within 
the response team and any collaborators. Finally, the ability to stream high definition and high 
quality video and audio from these instruments and cameras within laboratories where animal 
studies are being undertaken will also facilitate natural interactions and analysis between team 
members, irrespective of where they are located.
As noted above, most of the work carried out by the AAHL is by its nature, highly 
confidential, and so there is a need to ensure a high level of trustworthiness and security 
around the collaborative activities for each of the groups conducting work.  Information 
cannot “leak out” (deliberately or accidentally) outside of the collaborative e-Research 
session. Collectively, the establishment and maintenance of intra-laboratory and inter-
laboratory infrastructures (for computing, storage and networking) must support trusted and 
secure interactions within the virtual organisation formed to address the biosecurity threat. 
Metaphorically, the same level of attention and care of containment of the shared information 
within the collaborative activities needs to be made to the information shared between the 
partners as that is taken of the physical isolation and containment facilities present at the 
AAHL. 
Summarising, AAHL’s formulation of effective, rapid responses to biosecurity threats now 
and in the future mandates the adoption and use of advanced e-Research tools and 
methodologies. These must fundamentally remove notions of distance and physical separation 
between team members and the facilities, allow natural interactions and sharing with common 
information, and effectively allow the rapid deployment of trusted, secure virtual 
organisations and supporting dedicated infrastructures for computing, storage and 
connectivity.
Similar scenarios can be foreseen for the other NCRIS capabilities, such as 5.3 
Characterisation (via the use of the Australian Synchrotron in sharing confidential 
information) and in 5.10 Radio and Optical Astronomy (by contractors in the engineering and 
construction of radio and optical telescopes). CSIRO has established contacts with these 
capabilities, and is in the process of engaging them to understand their requirements and then 
develop a strong focus for further engagement.
3.3 Braccetto Project
Braccetto is a collaborative project in human computer interaction being undertaken between 
CSIRO, DSTO and NICTA. The project is investigating the principles underlying effective, 
intense remote collaboration. The results of this 
investigation provides new ways of supporting 
geographically dispersed teams involved in creative 
activities such as collaborative design, planning, analysis 
and decision making. Part of this investigation will develop 
an understanding of how teams of teams (both remote and 
co-located) work together, and how best to augment a 
“telepresence space” with a “task space” in a distributed 
work environment.
The project is developing new methods and technology 
development for supporting simultaneous work on software 
applications between sites in conjunction with tightly linked 
telepresence technology that is integrated into existing 
workflows in complex organisational settings.
The technology developed is deployed and tested on an integrated collaborative workstation 
within a work environment:
• Multi-cursor/Multi-user interaction 
• High quality application sharing between Windows, Mac OSX and Linux 
• Video and audio conferencing 
• Multi point to multi point connectivity. 
• Simple deployment and control of trusted collaborative environments 
The initial end-user engagement for understanding how to integrate the system into their work 
practices is with medical Multi-Disciplinary 
Teams (MDTs). MDTs currently convene at a 
particular hospital to examine a rich set of 
information from a variety of sources 
(medical images, diagnostic and pathology 
reports, video and audio streams) to discuss 
difficult medical cases that require the 
expertise of specialists in a variety of medical 
areas. Collaborative technologies are 
envisioned as freeing up the specialists from 
travelling to different locations to convene 
the discussions.
3.4 Additional  Case Studies from  the CeNTIE4 project
In addition to the NCRIS and ICT Roundtable activities, the following are examples of a 
collaborations between the Australian research and sectors not able to access current research 
infrastructure:
4CeNTIE project was a six year co-investment project between CSIRO and DCITA that ran from 2001 to 2007. 
3.4.1 Trials and development  of the Virtual  Critical Care Unit  and 
the EchoNet Tele Echocardiography system
In conjunction with clinicians and the 
NSW Department of Health CSIRO 
developed a tele presence system for 
remote triage, The Virtual Critical Care 
Unit (VICCU®). During the first 18 
months of using VICCU®, 503 patients 
were treated; the hospital discharge rate 
increased and fewer people were admitted as inpatients. VICCU® saves beds in intensive care 
units, where each bed costs as much as $500,000. Low cost and accessible bandwidth is 
essential for this innovation. This innovation only occurred through CSIRO purchasing 
bandwidth for the pilot. It is entirely possible that other life saving innovations (and the flow 
on global commercial opportunities for Australian industry) have been stopped at the idea 
stage due to no infrastructure being available for research.
In 2006-7 CSIRO, in partnership with the then Department of Communications IT and the 
Arts developed a tele echocardiography system for remote diagnosis. This system was trialled 
in Tasmania, with two units deployed in Hobart and one in Burnie. Once again, this trial was 
only possible through purchase of bandwidth and specialised services. In this innovation, 
three essential components were brought together: (a) multicast network services (but not 
supported natively by the  carrier), (b) the ability to perform remote (mainland) control and 
monitoring of the system, and (c) the integration of these functions through the use of a 
dedicated research network (CSIRO's CeNTIE network). Without control of these network 
resources and new network service developments, remote diagnosis of heart disorders would 
not be possible. 
While large programs like the DCITA/CSIRO CeNTIE program may be able to fund such 
infrastructure for pilots, others in the research community cannot – a clear indication that a 
national facility is required.
3.4.2 Trials and development  of tools for  tele collaborations for  
the Australia  post production movie industry  
From 2000-2006 CSIRO in partnership with the then Department of Communications IT and 
the Arts ran a series of experiments with the $300M p.a. Australia digital media post 
production industry members. The contributors to these experiments included Fox Studios, 
ATLAB, Animal Logic, Rising Sun Pictures and the Australian Film radio and Television 
School (AFTRS). 
The experiments led to innovations in post production editing through new networking 
technology and telecollaboration tools. This program required connection of the participants 
at gigabit Ethernet speeds and specialised new networked hardware and software. The tools 
developed have been being applied by AFTRS in tele-education and remote training. 
Without the CeNTIE network built by CSIRO (now decommissioned due to cost) these 
innovations would not have been possible.
“From my point of view it's like standing at the end of the 
bed. I get the same information. Anything that speeds up 
decision making and speeds up a process has got to be 
better in the long run.” -- Dr. Stuart Stapleton, Director of 
Emergency, Nepean Hospital NSW
4. THE PROPOSED AUSTRALIAN NATIONAL 
COLLABORATION NETWORK
The push into e-Science/ e-Research supported by infrastructure is well established 
internationally, such as in the EU through examples such as CERN’s Large Hadron Collider 
Computing Grid5 (LCG), or the US such as the Cardio-vascular Research Grid6 (CVRG). A 
trend that is emerging is that each research and science domain has built its own dedicated 
and targeted e-Research/e-Science infrastructures and networks.
CSIRO, in partnership with AARNet, seeks to develop a national e-Research facility (the 
National Collaboration Network, or NCN) that will provide managed connectivity, tools and 
services accessible to a wide variety of researchers, allowing science and research to be 
carried out on dedicated, isolated networking. The application or research domains, for 
example, may range from basic networking protocol design (including network virtualisation 
and novel quality of service proposals), through to education, microscopy, biosecurity, 
geosciences and astronomy. As a facility, each connected end user or organisation would be 
able to bid for time on the network, with clearly defined requirements for accessing, storing, 
transporting and operating on the information that is available between the various end-points.
In short, the NCN will provide researchers access to networking infrastructure, tools and 
services that will allow the NCRIS 5.16 Platforms for Collaboration program to enable 
collaboration between research institutes in a way that allows for the free exchange of ideas 
and information and the better utilisation of the capabilities produced in the other NCRIS 
platforms. However, a significant impact on the design of these tools and services will be a 
deep understanding of how researchers interact with each other in this sort of environment – 
an important lesson from the UK e-Science Initiative (http://www.renci.org/news/
ediscussion.php) and reported in an HPC Wire article7.
The NCN is differentiated from other e-Science/e-Research cyber infrastructure in that it is 
intended to be operated as a national facility, offering economies of scale to the research 
community without each community needing to set up their own dedicated “sandpit”. Further, 
it will allow the access to other publically funded bodies such as the universities and the 
members of the ARCS component of 5.16, and through suitable governance agreements, 
allow connectivity to extend to private research organisations.
We envisage that NCN will have two functionalities  
• An operational network with adequate capacity, tools, services and applications 
to support the forecast collaborative research activities within the NCRIS 
program and supporting collaboration in the National Innovation System 
(includes other participants, commercial entities such as SMEs and other 
government entities in health, environment and education sectors across local, 
state and federal jurisdictions). 
• An experimental ground for new network science and distributed collaboration 
tools e.g. new network architecture concepts, network control, policy enforced 
storage and information management and visualisation capabilities. The 
characteristics of this network provide a stimulus and test bed for new network 
5 http://lcg.web.cern.ch/LCG/
6 http://www.cvrgrid.org/
7 HPC Wire, “e-Science: It’s really about people” http://www.hpcwire.com/hpc/1853013.html
sciences and services, as well as offering researchers in other disciplines an 
experimental resource that may, for example, allow scheduled, sole-access to the 
entire networked infrastructure if run as a facility.
Indicative Australian National Collaboration Network Reach
The NCN vision aligns with those of NCRIS in furthering e-Research within Australia, and in 
particular, providing connectivity, tools and services for e-Research. CSIRO is engaging an 
international expert advisory group to review and shape CSIRO’s e-Research capability and 
strategy. CSIRO will share the findings of this review with the broader community, and will 
use them as input into the evolution of the NCN. We propose the NCN in its current form 
have a 5 years time span to allow for both short and long term planning, development, 
deployment, evaluation and revision as required. By the end of the second year the broader 
research community shall commence on its evolution plan, long term funding structure, 
access policy and governance to support a sustainable and economically viable national e-
Research strategy. 
5. CONCLUSION
A key competitive advantage for the Australian research community lies in developing an 
ability to conduct multidisciplinary and collaborative science projects that are focussed on 
solving problems of national and international significance.  e-Research tools and techniques 
are increasingly recognised as an essential capability needed to support research into these 
grand challenges.  CSIRO has an active and ongoing interest in developing and applying e-
Research capabilities as evidenced by the e-Research case studies presented above.  CSIRO is 
also currently working on a comprehensive e-Research strategy outlining the organisations 
capability development plans for e-Research for the next 5 years. The CSIRO e-Research 
strategy will align with the strategic goals and directions of NCRIS in developing the e-
Research infrastructure within Australia. 
