Abstract. Let X and Y be Hilbert C * -modules over a C * -algebra, and ϕ :
Introduction
A classical question in the theory of functional equations is the following: "When is it true that a function which approximately satisfies a functional equation E must be close to an exact solution of E?" If there exists an affirmative answer we say that the equation E is stable. More than a half century ago, S.M. Ulam [20] proposed the first stability problem which partially solved by D.H. Hyers [8] in the framework of Banach spaces. Later, T. Aoki [3] and Th.M. Rassias [17] considered mappings f from a normed space into a Banach space such that the norm of the Cauchy difference f (x + y) − f (x) − f (y) is bounded by the expression ε( x p + y p ) for all x, y and some ε ≥ 0 and 0 ≤ p < 1. The terminology "Hyers-Ulam-Rassias stability" was indeed originated from Th.M. Rassias's paper [17] . In 1994, further generalization was obtained by P. Gȃvruta [7] , in which he replaced the bound ε( x p + y p ) by a general control function ϕ(x, y). This terminology can be applied to functional equations and mappings on various generalized notions of Hilbert spaces; see [1, 2, 4] . We refer the interested reader to monographs [5, 9, 10, 18, 19] and references therein for more information.
The notion of Hilbert C * -module is a generalization of the notion of Hilbert space. This object was first used by I. Kaplansky [11] . Interacting with the theory of operator algebras and including ideas from non-commutative geometry it progresses and produces results and new problems attracting attention, see [12, 15] .
Let A be a C * -algebra and X be a complex linear space, which is a right A-module with a scalar multiplication satisfying λ(xa) = x(λa) = (λx)a for x ∈ X , a ∈ A, λ ∈ C. The space X is called a pre-Hilbert A-module if there exists an A-inner product ., . : A → A satisfying (i) x, x ≥ 0 and x, x = 0 if and only if x = 0;
(ii) x, y + λz = x, y + λ x, z ;
(iii) x, ya = x, y a;
for all x, y, z ∈ X , λ ∈ C, a ∈ A. The pre-Hilbert module X is called a (right) Hilbert Amodule if it is complete with respect to the norm x = x, x 1/2 . Left Hilbert A-modules can be defined in a similar way. Two typical examples are (I) Every inner product space is a left pre-Hilbert C-module.
(II) Let A be a C * -algebra. Then every right ideal I of A is a Hilbert A-module if one
A mapping T : X → Y between Hilbert A-modules is called adjointable if there exists a mapping S : Y → X such that T x, y = x, Sy for all x ∈ X , y ∈ Y. The mapping S is denoted by T * and is called the adjoint of T . If T is adjointable, then it is a bounded A-linear mapping [12] . Indeed, for each x in the unit sphere of X , define τ x : Y → A by τ x (y) = T x, y = x, Sy . Then τ x (y) ≤ x Sy ≤ Sy . Hence { τ x : x ∈ X , x = 1} is bounded. Due to T x = sup y =1 T x, y = sup y =1 τ x (y) = τ x and by employing the Banach-Steinhaus theorem we conclude that T is bounded.
An A-linear bounded operator K on a Hilbert A-module X is called "compact" if it belongs to the norm-closed linear span of the set of all elementary operators θ x,y (x, y ∈ X ) defined by θ x,y (z) = z, x y (z ∈ X ).
For a pre-Hilbert A-module X , the dual X # of X is defined to be the set of all bounded
A-linear mappings from X into A. The set X # is a linear space and a right A-module under
defined by x →x, wherex : X → A,x(y) = x, y , is an isometric A-linear mapping.
Identifying X withX = {x : x ∈ X } one can assume X as a submodule of X # . A Hilbert module X is called self-dual ifX = X # . For example, every finitely generated Hilbert C * -module over a unital C * -algebra is self-dual. In the case that A is a von Neumann algebra, the inner product on X can be extended to a inner product on X # making it into a self-dual Hilbert C * -module; cf. [16, Theorem 3.2] . As a criterion, a Hilbert C * -module X is self-dual if and only if its unit ball is complete with respect to the topology τ induced by the set of semi-norms { ., x : x ∈ X , x ≤ 1}, see [6, Theorem 6.4] .
Our main purpose is to prove the stability of adjointable mappings on Hilbert C * -modules in the spirit of Hyers-Ulam-Rassias and discuss the case where the modules are self-dual.
Our main result provides us a solution for stability of the equation f (x) * y = xg(y) * in the context of C * -algebras. We also show that if δ is a fixed positive number, then every so-called δ-perturbed adjointable mapping is adjointable.
Main results
Throughout this section, A denotes a C * -algebra, X and Y denote Hilbert A-modules,
is a function. we start our work with the following definition. 
Theorem 2.2. Let f : X → Y be a ϕ-perturbed adjointable mapping and let
for all x ∈ X , y ∈ Y. Suppose that series (2.2) (resp. (2.3)) is uniformly norm-convergent on the unit sphere of Y (resp. of X ) for each fixed x ∈ X (resp. y ∈ X ). Then there exists a unique adjointable mapping T : X → Y such that
for all x ∈ X , y ∈ Y. Moreover, if S is the adjoint of T then
Proof. The proof is given by induction. Fix y ∈ Y. Using
and the inequality (2.1), we obtain
For the induction step, assume that for some positive integer n, the inequality
holds for all x ∈ X . By applying (2.5) with x replaced by 2 n x, we get
Using induction we infer that
for all x ∈ X and all n.
By induction, one can verify that
for all 0 ≤ q ≤ p and all x ∈ X .
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Fix x ∈ X . Since the norm of each element z of a Hilbert C * -module is equal to sup{ z, w : w = 1} and since by the assumption the series
is uniformly convergent on the unit sphere of Y, we deduce that {2 −n f (2 n x)} is Cauchy for each x ∈ X . Due to the completeness of Y, the sequence {2 −n f (2 n x)} is convergent. Set
Similarly one can show that there exists a mapping S : Y → X defined by S(y) = lim n→∞ g(2 n y) 2 n . Replacing x by 2 n x and y by 2 n y in (2.1), we obtain
Using (2.4), the right hand side of (2.8) tends to zero as n → ∞. Therefore T x, y = x, Sy for all x ∈ X , y ∈ Y. Hence T and S are the adjoint of each other. In particular, they are bounded A-linear mappings.
It follows from (2.6) that T x − f (x), y ≤ 2
Suppose that T ′ is another adjointable mapping satisfying
for all x ∈ X , y ∈ Y. Then
for all x ∈ X , y ∈ Y. Thus T x = T ′ x for all x ∈ X .
(i) In Theorem 2.2, for establishing the continuity of T or S we do not need to have any regular assumption on f or g.
(ii) Replacing x with 0 and y with 2 m f (0) in (2.1) of Theorem 2.2, we would get
By the convergence of the series (2.3) with x = y = 0, we conclude that f (0), f (0) = 0 and so f (0) = 0 . Similarly g(0) = 0.
(iii) If f (2x) = 2f (x) for all x ∈ X , then
2 n = f (x). A similar statement is true for g and S.
Proposition 2.4. Suppose that both X and Y are self-dual. Let f : X → Y be a ϕ-perturbed adjointable mapping and let
for all x ∈ X , y ∈ Y. Suppose that series (2.9) (resp. (2.10)) is point-wise norm-convergent for every fixed pair x ∈ X , y ∈ Y. Then there exists a unique adjointable mapping T : X → Y such that
Proof. If we assume merely point-wise convergence of (2.9) and (2.10) then our proof works well down to the sum (2.7). The series in (2.7) would converge for the already fixed elements
x ∈ X and y ∈ Y in norm. Thus we can derive that the sequence {2 −k f (2 k x)} converges to an element of the dual Y # of Y for any fixed x ∈ X with respect to the topology induced by the set of semi-norms { ., y : y ∈ Y, y ≤ 1}, see [6, Theorem 6.4] . Therefore, the
operator T is well-defined for every x ∈ X , but with possible value in Y # , hence as a bounded A-linear mapping. The self-duality of X and of Y forces T to be adjointable, [16] . So if both X and Y are self-dual for some C * -algebra A, we can weaken the uniform convergence conditions on the series (2.9) and (2.10) to point-wise convergence. Proof. By results of Huaxin Lin [13] , [14, Thm. 1.5], the Banach algebra End A (X ) of all bounded A-linear mappings on X is the left multiplier algebra of the C*-algebra K A (X ) of all "compact" A-linear operators on X . Since End A (X ) is the completion of K A (X ) with respect to the left strict topology defined by the set of semi-norms { · K : K ∈ K A (X )}, there exists a bounded net {K α : α ∈ I} of "compact" operators such that the set {K α K : α ∈ I} converges with respect to the operator norm to f K for any single "compact" operator K.
for any x, y ∈ X and any α ∈ I. Setting c α = f − K α and taking into account the adjointability of the operators {K α } we arrive at the desired result (i).
Assume, there exists a perturbation bound φ(x, y) fulfilling the (in)equalities (2.2)-(2.4) for some mapping g : X → X in the sense of uniform convergence of the series. Then by Corollary 2.7. Every δ-perturbed adjointable mapping is adjointable.
Proof. Put ϕ(x, y) = δ in Theorem 2.2 to get an adjointable mapping satisfying
for all x ∈ X , y ∈ Y. Assume that T x 0 = f (x 0 ) for some x 0 ∈ X . Putting x = x 0 and y = 6(T x 0 −f (x 0 ))δ T x 0 −f (x 0 ) 2 in (2.12). Then we get 2 < 1 which is a contradiction. Therefore T = f . Similarly one can also show that T * = g. for all x ∈ X , y ∈ Y. Then there exists a unique adjointable mapping T : X → Y such that T x − f (x), y ≤ (2 + ∆(2))∆( x ) 2 − ∆(2) + 3∆( y ) .
Proof. Set ϕ(x, y) = ∆( x ) + ∆( y ) in Theorem 2.2 to obtain the required adjointable mapping.
Remark 2.9. For given p < 1, the function ∆(t) = t p satisfies the conditions of Corollary 2.8.
Therefore one may consider unbounded control function ϕ(x, y) = x p + y p .
Using the same method as in the proof of Theorem 2.2 we get the following theorem. 2 n ϕ(x, 2 −n y) < ∞ (2.14)
