In this paper, two multi-objective optimization frameworks in two variants (i.e., NSGA-III-ARM-V1, NSGA-III-ARM-V2; and MOEAD-ARM-V1, MOEAD-ARM-V2) are proposed to find association rules from transactional datasets. The first framework uses Non-dominated sorting genetic algorithm III (NSGA-III) and the second uses Decomposition based multi-objective evolutionary algorithm (MOEA/D) to find the association rules which are diverse, non-redundant and nondominated (having high objective function values). In both these frameworks, there is no need to specify minimum support and minimum confidence. In the first variant, support, confidence, and lift are considered as objective functions while in second, confidence, lift, and interestingness are considered as objective functions. These frameworks are tested on seven different kinds of datasets including two real-life bank datasets. Our study suggests that NSGA-III-ARM framework works better than MOEAD-ARM framework in both the variants across majority of the datasets.
IV. BASIC DEFINITIONS

Metrics for calculating the strength of an association rule:
a. Support: Support is defined as the percentage or fraction of transactions in the database that contain items present in both antecedent as well as the consequent sets. value is less than 1, then it means that there is a negative correlation between antecedent and consequent. If the lift value is 1, then it means that there is no correlation between antecedent and consequent. If the lift of an association rule is greater than 1, then it means that there is a positive correlation between antecedent and consequent. 
Problem Formulation:
We formulate the association rule mining problem as a multi-objective optimization problem in two variants. In the first variant, we considered Support, Confidence, and Lift as objective functions, and in the second variant, we considered Confidence, Lift, and Interestingness as objective functions. The basic block diagram of the flow of our proposed frameworks is as below.
In view of the definitions provided in section IV, lift is a very important measure in determining the strength of the association between antecedent and consequent of a rule in that support and confidence alone do not contain that information. On the other hand, support and interestingness are poles apart in that a rule with high support indicates its frequency whereas a rule with high interestingness will have low support which implies that they are rare rules. In some applications, rare rules are also important. Therefore, it is futile to include both support and interestingness as objective functions in the model. By including interestingness as an objective function, we want to mine those rare rules also. 
Rule Representation or Rule Encoding:
Michigan approach [5] has been used in this paper to represent a solution or an association rule or chromosome. In this representation, if the number of products in the dataset is N, then the length of the solution represented will be 2N, where each item is represented by two consecutive bits.
Each bit can take the values either 0 or 1. If an item's two consecutive bits value is '11' then it means that the item is present in the antecedent, else if the value is '10' then it means that the item is present in the consequent, else if the values are '00' or '01', then it means that the item is absent in the rule. For programming simplicity, we considered the solution as array of size N, where N is the number of products in any given transactional dataset. In this array each cell can have three values 0, 1 and 2. If the i th cell value is 0 then it means that the i th product is in the antecedent in the association rule, else if the i th cell value is 1, then it means that the i th product is in the consequent part of association rule and if the i th cell value is 2, then it means that i th product is not in the rule. An example representation of an association rule is depicted in Fig. [1] . Here there are five products i.e., I1, I2, I3, I4 and I5, and the corresponding values are 0, 2, 0, 0, 1. It means that I1, I3, I4 items are present in the antecedent part and I5 is present in the consequent part of the association rule. I2 is not present in the rule at all as its corresponding value is 2.
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Fig 2 Example of Representation of Association Rule
NSGA-III Algorithm:
In the first framework, NSGA-III-ARM, we used the Non-dominated Sorting Genetic Algorithm III proposed by Deb et al. [6] . It is a multi and many objective evolutionary optimization algorithm designed to optimize problems having 3 to 15 objectives. Generally, when the number of objectives increases, the number of non-dominated solutions also increases. This algorithm yields a set of solutions that are converged and have diversity among them. This property helps the decision maker by providing a number of different options (or solutions). In this algorithm, the reference-based framework is used to select a set of solutions from a large number of nondominated solutions to maintain diversity in the selected solutions.
The input for this algorithm is a population of randomly initialized solutions and reference or aspiration points. Here reference points are the points which are uniformly taken from the plane in objective space with the intercept on all axes. Initially, we randomly generate a population containing N solutions using a particular representation. After that, we compute the objective function values of these solutions. Then, we perform crossover and mutation to get the child population with other N solutions. We then again compute the objective function values of the solutions in the child population. Thus, we have 2N solutions, and we need to select the best N solutions out of 2N. We apply non-dominated sorting on 2N solutions which gives us the Pareto fronts Pf1, Pf2…etc. Out of these Pareto fronts, we select first 'l' Pareto fronts such that the sum of several solutions present in those first 'l' Pareto fronts, i.e. Pf1, Pf2, … Pfl is greater than or equal to population size, i.e. N. If this sum is exactly equal to N, then the solutions present in Pareto fronts Pf1, Pf2, … Pfl are considered as the parent population for the next iteration. However, if that sum is greater than N, then we select the solutions present in Pareto fronts Pf1, Pf2… Pfl-1 and we needed to select k = N -| Pf1 U Pf2 U … Pfl-1| solutions from the last Pareto front Pfl for the next iteration. For selecting k solutions from the last Pareto front, we do three things. First one is normalizing the objective functions of all solutions in Pf1, Pf2… Pfl. Then, we plot all these solutions in the objective function space. Second, we draw reference lines, i.e., lines from the origin to the reference points which are initially given as input and each solution present in Pf1, Pf2… Pfl Pareto fronts are associated with the reference line that is nearest to it. Third, we calculate the niche count of each reference line. Niche count is the number of solutions assigned to the reference line. After that, we take k solutions present in the last Pareto front Pfl one at a time whose niche count is less to get the diverse solutions. This process is repeated until the pre-specified number of iterations are completed.
MOEAD Algorithm:
MOEA/D [7] is another multi-objective optimization algorithm which decomposes a multiobjective problem into several scalar objective optimization problem and optimizes those scalar objectives. Several decomposition methods are reported in literature. Some of the well-known approaches are Weighted sum approach, Tchebycheff Approach [8] , and Penalty based boundary intersection approach [9] . In the experiments conducted, we have used Penalty based boundary intersection approach as a decomposition method over Tchebycheff approach as it gives more uniformly distributed solutions when the objectives are more than two when the objectives are more than two [7] .
The basic MOEA/D algorithm works as follows. The inputs needed for the MOEA/D algorithm are multi-objective optimization problem, N, λ, T, and a stopping criterion, where N is the number of scalar subproblems, λ = (λ1, λ2, … λN) is a set of N weight vectors. T is the number of weight vectors in the neighborhood of each weight vector.
In the initialization phase, we generate N solutions randomly or by any other means, calculate
objective function values for all N solutions. We associate each of those N solutions to any one of the weight vectors.. For each weight vector, calculate its T nearest weight vectors using Euclidean distance. Then we initialize the ideal solution z as (z1,z2,…zm) where zi is the best value of objective 'i' found so far and m is the number of objective functions that need to be optimized. where 'g' is the scalar optimization function defined by the decomposition method and λx is the weight vector associated with solution x.
After the stopping criterion is satisfied, the non-dominated solutions obtained from the obtained solution set are considered as the output of MOEA/D algorithm.
When we do crossover or mutation operations, there is a chance of producing invalid or infeasible solutions. Hence, we added a repair function in both the frameworks which checks for the invalid rules generated by them and replace them with a randomly generated rule.
Customizations Effected in NSGA-III and MOEAD frameworks
Changes effected in Initialization:
Most of the time, binary transactional datasets are very sparse, i.e. the overall number of products are more when compared to the average number of products in each transaction. For those type of datasets, if we randomly generate the N solutions, then there will be a high probability that the generated solutions are invalid, i.e. support becomes zero. Picking better solutions in the initialization phase greatly helps the evolutionary algorithms. Thus we have randomly chosen N transactions from the dataset and considered them as initial solutions or rules by randomly picking any one product present in that transaction and placed in the consequent part of the rule, and the remaining products present in that transaction is placed in the antecedent part of the rule. For the Clickstream, XYZ bank, PQR bank datasets (description given in the next section), we used this type of initialization, and for remaining datasets, we randomly generated the N solutions.
Adding repair function after the generation of child solutions:
While conducting experiments, we kept two constraints, i.e. no redundant or duplicate rules should be present in the population, and each solution or association rule should contain only one item or product in the consequent. Antecedent can contain one or more products that are not present in the consequent. For that purpose, we have added a repair function after the child population is generated. When we apply crossover and mutation operations on parent population, there is a chance that the produced children contain zero or two items present in the consequent part, which does not satisfy the above-mentioned constraints. For that purpose, if there are two items present in the consequent part, randomly one item will be transferred to antecedent, and if no items are present in the consequent part then one randomly picked an item from the antecedent part is transferred to consequent part.
Evaluation Functions and Measure of Convergence and Diversity.
When true Pareto front is not known, an approximate true Pareto front can be calculated by running an evolutionary algorithm with large population size and a large number of iterations [10] . Thus, to know the approximate true Pareto front of our association rule mining problem, we ran our NSGA-III-ARM framework for both variants by considering high population size and a high number of generations, i.e. 500 and 500 respectively. After approximating the true Pareto front, we computed Inverted Generational Distance (IGD) [11] and Hypervolume (HV) [12] values which are respectively used to measure the diversity and convergence of solutions obtained by any multi-objective frameworks. Lower the IGD value of a framework with a particular configuration;
the nearer is the Pareto front obtained by that framework for that particular configuration to the true Pareto front. Higher the HV value of a framework with a particular configuration, the more diverse are the solutions obtained by that framework for that particular configuration.
IGD (Inverted Generational Distance) is computed as follows:
, where A is the set of solutions obtained by the algorithm, is the set of points present in Pareto optimal surface. is a solution present in set A. is a solution in the Pareto optimal surface which is near to .
The Hypervolume of set X is the volume of space formed by non-dominated points present in set X with any reference point. Here the reference point is the "worst possible" point or solution (any point that is dominated by all the points present in solution set X) in the objective space.
VI. DATASET DESCRIPTION
We analyzed seven datasets in this paper. 
EXPERIMENTAL SETTINGS
A. System Configuration
The experiments were executed on a system having Intel Xeon(R) CPU E5-2640 v4 2.4
GHz, with eight cores and 32 GB RAM in Ubuntu 16.04 environment. The code for both variants was developed in language Python 3.6 and used libraries such as pymoo, pymop, numpy, pandas etc. in it.
B. Parameter Settings
The number of generations or iterations for both frameworks and their variants is fixed at 200. The crossover probabilities chosen are 0.8, 0.85, and 0.9. The mutation probabilities considered are 0.1, 0.15, 0.2. The number of runs for each parameter combination is 30.
For NSGA-III framework variants, the population size considered as 50 and the number of reference points we have taken is 91. For MOEA/D framework variants the number of reference points considered as 45 and the population size is the same as the number of reference points. The number of Neighbors is taken as 20, and the decomposition method used is Penalty based boundary intersection method.
VII. RESULTS AND DISCUSSION
To know which framework performed well among the two, i.e. NSGA-III-ARM, MOEA/D-ARM in two variants each, we calculated the ratio of average of Hypervolume to Inverted Generational Distance, i.e., HV/IGD values obtained for 30 runs among all above-mentioned parameter combinations for both the frameworks for all the datasets. The highest average HV/IGD values for all datasets for all variants is shown in Table 1 and Table 2 . The top 10 frequent rules obtained for 30 runs for the best parameter combinations mentioned in Table 1 and Table 2 are presented in 
BakeryMod:
The highest average HV/IGD value obtained for NSGA-III-ARM-V1 is more than that of MOEAD-ARM-V1, as shown in Table 1 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V1 (shown in Table 4 ) are from 7 to 3, which is better when compared to MOEAD-ARM-V1 i.e., 1(shown in Table 3 ). From this, we can clearly say that MOEAD-ARM-V1 is not giving the same rules consistently when compared to NSGA-III-ARM-V1 for the given parameter combinations.
The highest average HV/IGD value obtained for NSGA-III-ARM-V2 is more than that of MOEAD-ARM-V2, as shown in Table 2 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V2 (shown in Table 6 ) are from 6 to 2, which is better when compared to MOEAD-ARM-V2 i.e., 6 to 2(shown in Table 5 ). From this, we can clearly say that MOEAD-ARM-V2 is not giving the same rules consistently when compared to NSGA-III-ARM-V2 for the given parameter combinations.
ClickStream:
The highest average HV/IGD value obtained for NSGA-III-ARM-V1 is less than that of MOEAD-ARM-V1, as shown in Table 1 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V1 (shown in Table 8 ) are from 24 to 3 which is same and similar when compared to MOEAD-ARM-V1 i.e., 24 to 3(shown in Table 7 ). From this, we can clearly say that MOEAD-ARM-V1 is not giving the same rules consistently when compared to NSGA-III-ARM-V1 for the given parameter combinations.
The highest average HV/IGD value obtained for NSGA-III-ARM-V2 is more than that of MOEAD-ARM-V2, as shown in Table 2 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V2 (shown in Table 10 ) are from 21 to 3 which is same and similar when compared to MOEAD-ARM-V2 i.e., 21 to 3 (shown in Table 9 ). From this, we can clearly say that MOEAD-ARM-V2 is not giving the same rules consistently when compared to NSGA-III-ARM-V2 for the given parameter combinations.
Grocery:
The highest average HV/IGD value obtained for NSGA-III-ARM-V1 is more than that of MOEAD-ARM-V1, as shown in Table 1 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V1 (shown in Table 16 ) are from 30 to 30, which is better when compared to MOEAD-ARM-V1 i.e., 3 to 1 (shown in Table 15 ). From this, we can clearly say that MOEAD-ARM-V1 is not giving the same rules consistently when compared to NSGA-III-ARM-V1 for the given parameter combinations. Six new rules are obtained by NSGA-III-ARM-V1 and Ten new rules are generated by MOEAD-ARM-V1 framework when compared with the rules generated by the BPSO framework [3] for Books dataset because of the addition of the third objective i.e., Lift in addition to support and confidence. The new rules have been indicated in bold letters in Table 15 and Table 16 respectively.
The highest average HV/IGD value obtained for NSGA-III-ARM-V2 is more than that of MOEAD-ARM-V2, as shown in Table 2 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V2 (shown in Table 18 ) are from 29 to 1, which is better when compared to MOEAD-ARM-V2 i.e., 1 (shown in Table 17 ). From this, we can clearly say that MOEAD-ARM-V2 is not giving the same rules consistently when compared to NSGA-III-ARM-V2 for the given parameter combinations.
Food:
The highest average HV/IGD value obtained for NSGA-III-ARM-V1 is more than that of MOEAD-ARM-V1, as shown in Table 1 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V1 (shown in Table 20 ) are from 30 to 30, which is better when compared to MOEAD-ARM-V1 i.e., 5 to 1(shown in Table 19 ). From this, we can clearly say that MOEAD-ARM-V1 is not giving the same rules consistently when compared to NSGA-III-ARM-V1 for the given parameter combinations. Seven new rules are obtained by NSGA-III-ARM-V1 and Ten new rules are generated by MOEAD-ARM-V1 framework when compared with the rules generated by the BPSO framework [3] for Books dataset because of the addition of the third objective i.e., Lift in addition to support and confidence. The new rules have been indicated in bold letters in Table 19 and Table 20 respectively.
The highest average HV/IGD value obtained for NSGA-III-ARM-V2 is more than that of MOEAD-ARM-V2, as shown in Table 2 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V2 (shown in Table 22 ) are from 30 to 30, which is better when compared to MOEAD-ARM-V2 i.e., 5 to 1(shown in Table 21 ). From this, we can clearly say that MOEAD-ARM-V2 is not giving the same rules consistently when compared to NSGA-III-ARM-V2 for the given parameter combinations.
Books:
MOEAD-ARM-V1, as shown in Table 1 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V1 (shown in Table 24 ) are from 30 to 30, which is better when compared to MOEAD-ARM-V1 i.e., 4 to 1(shown in Table 23 ). From this, we can clearly say that MOEAD-ARM-V1 is not giving the same rules consistently when compared to NSGA-III-ARM-V1 for the given parameter combinations. Ten new rules are obtained by NSGA-III-ARM-V1 and Ten new rules are generated by MOEAD-ARM-V1 framework when compared with the rules generated by the BPSO framework [3] for Books dataset because of the addition of the third objective i.e., Lift in addition to support and confidence. The new rules have been indicated in bold letters in Table 23 and Table 24 respectively. They are obviously more practical and useful than the ones reported in Sarath and Ravi [3] .
The highest average HV/IGD value obtained for NSGA-III-ARM-V2 is more than that of MOEAD-ARM-V2, as shown in Table 2 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V2 (shown in Table 26 ) are from 30 to 30, which is better when compared to MOEAD-ARM-V2 i.e., 5 to 2(shown in Table 25 ). From this, we can clearly say that MOEAD-ARM-V2 is not giving the same rules consistently when compared to NSGA-III-ARM-V2 for the given parameter combinations.
XYZ bank:
The highest average HV/IGD value obtained for NSGA-III-ARM-V1 is less than that of MOEAD-ARM-V1, as shown in Table 1 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V1 (shown in Table 28 ) are from 22 to 6, which is better when compared to MOEAD-ARM-V1 i.e., 15 to 4(shown in Table 27 ). From this, we can clearly say that MOEAD-ARM-V1 is not giving the same rules consistently when compared to NSGA-III-ARM-V1 for the given parameter combinations. Eight new rules are obtained by NSGA-III-ARM-V1 and Eight new rules are generated by MOEAD-ARM-V1 framework when compared with the rules generated by the BPSO framework [3] for Books dataset because of the addition of the third objective i.e., Lift in addition to support and confidence. The new rules have been indicated in bold letters in Table 27 and Table 28 respectively.
The highest average HV/IGD value obtained for NSGA-III-ARM-V2 is more than that of MOEAD-ARM-V2, as shown in Table 2 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V2 (shown in Table 30 ) are from 9 to 1 which is same and similar when compared to MOEAD-ARM-V2 i.e., 9 to 2(shown in Table 29 ). From this, we can clearly say that MOEAD-ARM-V2 is giving the same rules consistently when compared to NSGA-III-ARM-V2 for the given parameter combinations.
PQR Bank:
The highest average HV/IGD value obtained for NSGA-III-ARM-V1 is more than that of MOEAD-ARM-V1, as shown in Table 1 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V1 (shown in Table 12 ) are from 30 to 6, which is better when compared to MOEAD-ARM-V1 i.e., 6 to 1(shown in Table 11 ). From this, we can clearly say that MOEAD-ARM-V1 is not giving the same rules consistently when compared to NSGA-III-ARM-V1 for the given parameter combinations.
The highest average HV/IGD value obtained for NSGA-III-ARM-V2 is more than that of MOEAD-ARM-V2, as shown in Table 2 for the Bakery Dataset. The frequencies of the rules obtained for 30 runs for NSGA-III-ARM-V2 (shown in Table 14 ) are from 15 to 4, which is better when compared to MOEAD-ARM-V2 i.e., 8 to 2 (shown in Table 13 ). From this, we can clearly say that MOEAD-ARM-V2 is not giving the same rules consistently when compared to NSGA-III-ARM-V2 for the given parameter combinations.
Thus, for both variants, NSGA-III framework obtained the highest HV/IGD value when compared to the MOEA/D framework except two datasets in the second variant (i.e., XYZ bank and Clickstream datasets). Thus, we can say from results that NSGA-III framework outperformed MOEAD framework in both the variants.
In both frameworks, addition of one extra objective function compared to the extant literature, indeed did the trick in obtaining better rules, with high practical significance. This is the significant outcome of the study.
VIII. CONCLUSIONS
Two multi-objective optimization frameworks with two variants have been proposed (i.e., NSGA-III-ARM-V1, NSGA-III-ARM-V2, MOEAD-ARM-V1, MOEAD-ARM-V2) to extract association rules from transactional datasets. Results show that NSGA-III-ARM-V1 outperformed MOEAD-ARM-V1 in terms of the ratio of Hypervolume and Inverted Generational distance in all seven datasets. Further, we observed that the NSGA-III-ARM-V2 outperformed MOEAD-ARM-V2 in terms of the ratio of Hypervolume and Inverted Generational distance in five out of seven datasets.
According to the criterion of the frequency of occurrence of the same rule when the algorithms were repeated for 30 runs, NSGA-III-ARM performed well by generating the rules consistently even ran at different times when compared to MOEAD-ARM in both variants. In addition to these, both the frameworks yielded us the non-redundant and diversified association rules, and there is no need to pre-scpecify the minimum support and confidence to obtain association rules. 
