Excitonic density wave and spin-valley superfluid in bilayer transition
  metal dichalcogenide by Bi, Zhen & Fu, Liang
Excitonic density wave and spin-valley superfluid
in bilayer transition metal dichalcogenide
Zhen Bi∗ and Liang Fu†
Department of Physics, Massachusetts Institute of Technology, Cambridge, MA 02139 USA
Recently, twisted bilayer WSe2[1] emerged as a new robust moire´ system hosting a correlated
insulator at moire´ half-filling over a range of twist angle and displacement field. In this work, we
present a theory of this insulating state as an excitonic density wave due to intervalley electron-
hole pairing. We show that exciton condensation is strongly enhanced by a van Hove singularity
near the Fermi level. Our theory explains the remarkable sensitivity of the insulating state to the
displacement field as well as the lack thereof to the Zeeman field in terms of pair-breaking versus
non-pair-breaking perturbations. We further predict superfluid spin transport in this electrical
insulator, which can be detected by optical spin injection and spatial-temporal imaging.
Introduction – Moire´ superlattices based on transition
metal dichalcogenides[1–6] have recently emerged as a
new host of strongly correlated phases of matter. In a
very recent experiment on WSe2 homobilayers[1] with
twist angles θ ∈ [4◦, 5.1◦], a correlated insulating dome
was found at low temperature within a narrow range of
the displacement field (the electric field along the out-of-
plane direction), when the topmost moire´ valence band
is half filled. The activation energy gap of the insulat-
ing state is ∼ 3meV, which is remarkably large among
most moire´ systems [7–14]. However, the insulating gap
is smaller by an order of magnitude than either the mini-
band width (about 60 − 100meV for θ = 4◦ ∼ 5◦ )
or the characteristic Coulomb interaction energy e2/L
(∼ 30meV for a dielectric constant  = 10 at 4◦). The
smallness of insulating gap compared to the interaction
energy and bandwidth and its sensitivity to the displace-
ment field speak against the scenario of a Mott insulator
and call for a new theoretical understanding.
In this Letter, we predict that the insulator in twisted
TMD at half filling is an excitonic density wave formed
by the pairing of electrons and holes in mini-bands at
different valleys. This electron-hole pairing is strongly
enhanced by a van Hove singularity[15–22] (VHS) near
the Fermi level. We show that the detuning of the dis-
placement field has a pair breaking effect on the exci-
tonic insulator, while the Zeeman coupling to an out-of-
plane magnetic field is non-pair-breaking at leading or-
der. We introduce a low-energy theory for twisted TMD
and calculate the phase diagram as a function of displace-
ment field, temperature and magnetic field, finding good
agreement with the experiment [1]. Interestingly, due to
spin-valley locking in TMD [23, 24], our excitonic insu-
lator is also a spin superfluid and thus enables coherent
spin transportation over long distances. We propose an
all-optical setup for spin injection and spatial-temporal
imaging of spin transport.
At small twist angle, the two sets of moire´ bands in
bilayer TMD originating from K and K ′ valleys are de-
coupled at the single-particle level and treated separately
hereafter. From the outset, it is important to distinguish
moire´ systems generated by slightly twisting AA and AB
stacking bilayer TMDs - which differ by a 180◦ rotation
of the top layer. The two cases have very different moire´
band structures due to spin-valley locking in TMD. For
the AA case, the K valleys on two layers with the same
spin polarization are nearly aligned, so that interlayer
tunneling is allowed and creates layer-hybridized moire´
bands, as shown in Fig. 1 (a). In contrast, for AB, the
K valley on one layer is nearly aligned with the K ′ val-
ley on the other layer with the opposite spin polarization,
so that interlayer tunneling is forbidden and the result-
ing moire´ bands have additional spin/layer degeneracy
[2, 25]. Throughout this work we consider the moire´ sys-
tem from twisting AA stacking bilayer TMD, where the
full filling for the topmost moire´ bands corresponds to 2
electrons per supercell.
At low carrier density, the dominant interaction is
Coulomb repulsion within the same valley and between
two valleys: Hint =
∑
i,j
∫
drdr′Vi,j(r − r′)ni,rnj,r′ ,
where i, j = ± is valley index and ni,r = c†i,rci,r is density
operator of a given valley. The interacting Hamiltonian
is reminiscent of bilayer quantum Hall system[26], where
the layer degree of freedom plays the role of valley. At
half-filling of each layer, Coulomb repulsion leads to in-
terlayer exciton condensation. However, unlike Landau
levels, here the moire´ band in twisted bilayer TMDs has
a sizable bandwidth comparable to or larger than the
interaction energy, which is far from the flat band limit.
We calculate the moire´ band structures using the con-
tinuum model from Ref.[2] with parameters extracted
from first principle calculations[27]. Remarkably, we find
that the moire´ band dispersion is highly tunable by the
displacement field, D. For a certain range of displace-
ment field, our calculation (Fig. 1 (b), (c)) shows that
the Fermi level at half-filling is close to a van Hove sin-
gularity (VHS) in density of states, resulting from saddle
points near the corners of the mini-Brillouin zone, KM
and K′M . The proximity to VHS is supported by the ob-
served sign change of Hall coefficient near half-filling[1].
Since a diverging DOS near the Fermi level enhances
correlation effects, the detuning of VHS by the displace-
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2FIG. 1. (a) The moire´ band structure for one valley of twisted
bilayer WSe2. At a critical displacement field Dc, the KM
becomes a saddle point of the dispersion. (b) The density of
states (with various D near Dc) at twist angle θ = 4
◦. (c)
Evolution of energy contours as function of the displacement
field (the dark line corresponds to half-filling). At Dc, the
system hosts a higher order van Hover singularity at KM .
ment field is expected to affect the metal-insulator tran-
sition. Motivated by this consideration, we now develop
a low-energy theory by expanding the moire´ band from
valley K (K ′) around KM (K′M ). Based on the lattice
symmetries, the Taylor expansion up to third order in
momentum takes the general form
ε±(k) = αk2 ± ξ(k), ξ(k) = k3y − 3kyk2x (1)
where ± is the valley index related by time reversal sym-
metry T : ck,+ → c−k,−, ck,− → −c−k,+.
The coefficient α depends on the displacement field D
(see SM for more details). It is useful to first consider a
critical displacement field Dc where α = 0. Then, k = 0
becomes a monkey saddle point where three energy con-
tour lines interact [20, 28], resulting in a high order van
Hove singularities (hVHS) with a power law divergent
density of states [18–20, 28]
ρα=0(E) ∼ 1/|E|1/3, (2)
as shown in Fig. 1(c).
At α = 0, the low-energy dispersion has a perfect nest-
ing condition: ε+(k) = −ε−(k), so that within the top-
most moire´ band occupied states of one valley map onto
unoccupied states of the other valley under a shift of mo-
mentum by a nesting wavevector Q = KM −K′M . As a
result of this perfect nesting, Coulomb interaction - at-
tractive between electrons and holes - immediately leads
Superconductivity Intervalley Exciton
Order Parameter c†↑c
†
↓ c
†
+c−
Broken Symmetry U(1) charge U(1) Sz/valley
Pair-breaking B µ & α
Non-pair-breaking µ B⊥
Density Superfluid density Sz polarization
TABLE I. The correspondence between intervalley exciton
condensation and the BCS superconductivity.
to an excitonic instability which pairs electron from one
valley and holes from the other, namely an intervalley
exciton condensate with an order parameter
∆ ∼ −〈
∑
k
c†k,+ck,−〉. (3)
The ordered state is fully gapped and electrically insulat-
ing. It spontaneously breaks the spin-valley U(1)v sym-
metry, time reversal symmetry, and translational sym-
metry. Therefore, our excitonic insulator is both an
electron-hole superfluid at finite commensurate momen-
tum and a spin density wave. Related intervalley den-
sity wave states have also been considered in other moire´
systems[29–31].
We can draw an analogy between the intervalley exci-
ton condensate and the BCS superconductivity. After a
particle-hole transformation on one of the valleys, the in-
tervalley exciton order parameter becomes precisely an s-
wave superconductivity with the valleys playing the roles
of spins. We can derive a similar self-consistent equa-
tion for the exciton order parameter (see SM). Despite
the similarities with the BCS problem, the proximity of
hVHS introduces interesting new features for the exciton
condensate.
Consider the case with α = 0. In the weak coupling
regime, we can analytically solve the analogous gap equa-
tion as follows,
1
V
∼=
∫ ∞
−∞
dEρ(E)
1
2
√
E2 + ∆2
∼
∫ ∞
0
dE
1
|E| 13
1
2
√
E2 + ∆2
∼ 1/∆1/3 (4)
where we have used the power law density of state near
the hVHS. We find the intervalley exciton order param-
eter scales as ∆ ∼ V 3. In mean field theory, TMFc is pro-
portional to the gap, therefore TMFc ∼ V 3. This power-
law scaling of the critical temperature is distinct from
the BCS formula where Tc ∼ exp(− 1V N(0) ).
Next we consider the strong coupling regime where
the electron and hole form tightly bound pairs, analo-
gous to the BEC limit of Fermi gas. Denoting the UV
cutoff in reciprocal space Λ and the corresponding band-
width 2Λ3 = W , we solve the gap equation for interac-
tion strength V ∼ O(W ) and find the order parameter
3FIG. 2. (a) The mean field exciton order parameter (blue) and
the schematic plot of Tc (black) as a function of interaction
strength for the case of α = 0. (b) The mean field electronic
compressibility dN/dµ as function of temperature at α = 0
and µ = 0. (c) The quasiparticle gap as a function of α with
T = 0 and B⊥ = 0 at half-filling. (d) The quasiparticle gap as
a function of µ with T = 0 and B⊥ = 0. (e) The quasiparticle
gap as a function of T with B⊥ = 0 at half-filling. (f) The
quasiparticle gap as a function of B⊥ with T = 0 and µ = 0.
Taking the valley Zeeman g-factor to be ∼ 10[32], the range
of magnetic field in (f) is 0 ∼ 12T which is comparable to the
experimental available range. All data in (b-f) are obtained
with V = 0.1W .
scales as ∆ ∼ V . However, instead of being determined
by the pairing gap, the transition temperature is set by
the BEC temperature of the exciton gas, which scales
as Tc ∼ W 2/V , proportional to the inverse mass of the
excitons[33, 34]. Viewed from real space, our system in
the strong-coupling regime is a Mott insulator with a
charge gap ∼ V and an antiferromagnetic exchange in-
teraction ∼W 2/V (see Fig. 2(a)). An interesting feature
is that the crossover scale between weak and strong cou-
pling behaviors is relatively small in this model due to
the presence of the hVHS.
Perturbations – The energy of van Hove singulari-
ties relative to the Fermi level at half-filling µ and the
quadratic term in energy dispersion α can be viewed as
perturbations to the ideal limit of perfect nesting. Exper-
imentally the displacement field D tunes both α and µ.
Both perturbations have pair-breaking effects on exciton
condensation as they lift the degeneracy between elec-
trons in one valley and holes in the other. In particular,
under the aforementioned particle-hole transformation,
µ precisely maps to the Zeeman field in a superconduc-
tor. We also consider an out-of-plane magnetic field that
splits the spin/valley degeneracy by Zeeman energy [35],
HB = ±B⊥
∫
k
c†k,±ck,±. (5)
In contrast to α and µ, the out-of-plane magnetic field
B⊥ maps to the chemical potential in a superconductor
and its effect is non-pair-breaking. The correspondence
between exciton condensate and superconductor is sum-
marized in Tab. I.
In the following, we consider a mean field theory for the
intervalley exciton condensate that includes these purter-
bations. The mean field hamiltonian reads
HMF =
∑
k,ν=±
(εν(k)+νB⊥−µ)c†νcν+∆c†−c++h.c.+
|∆|2
V
,
(6)
where ∆ is the order parameter for the exciton conden-
sate and V is the effective interaction strength in the
s-wave channel. The quasi-particle spectrum is given by
E±(k) = αk2 − µ±
√
(ξ(k) +B⊥)2 + |∆|2. (7)
The quasiparticle gap between the two bands is given by
∆g = 2∆− αΛ2, which is an indirect gap for α 6= 0.
We calculate the mean field free energy and vary it
with respect to ∆ to arrive the gap equation (see SM),
1
V
=
∑
k
1
2
√
(ξ(k) +B⊥)2 + |∆|2
(nF (E−(k))−nF (E+(k))),
(8)
where nF (E) is the Fermi-Dirac distribution. Fig. 2 (c)-
(e) show the quasiparticle gap ∆g as a function of α, T
and B⊥ at coupling V = 0.1W (see SM for results with
V = 0.5W ). Notice the gap equation is invariant under
α→ −α, µ→ −µ. Thus, we only plot for α > 0.
First, Fig. 2(c) shows the quasiparticle gap ∆g as a
function of α at half-filling at T = 0 and B⊥ = 0. With
the realistic bandwidth W ∼= 100meV, the maximal mean
field quasiparticle gap is ∆g ∼= 3.5meV, which is close
to the activation gap fitted from transport experiments
[1]. We note that the intervalley exciton order parameter
could survive away from half-filling. We call such state as
the excitonic metal (see SM for mean field phase diagram
as function of α and µ.)
Remarkably, the excitonic insulator only exists when
the van Hove singularity is tuned close to the Fermi level
by the displacement field. For V = 0.1W , a small detun-
ing in µ of about 0.01W (see Fig. 2(d)) is sufficient to
drive the excitonic insulator to a normal metal through a
first-order phase transition, which precisely corresponds
to the pair-breaking transition of an s-wave superconduc-
tor driven by the Zeeman field.
Next, we plot the quasiparticle gap as a function of
temperature T at half-filling in Fig. 2(e). The finite
temperature metal-insulator transitions are continuous.
For W = 100meV, the maximal critical temperature is
Tc ∼= 10K, consistent with the onset temperature of in-
sulating behavior [1]. Moreover, the electronic compress-
ibility at half-filling will generically show interesting tem-
perature dependence - as the temperature decreases it
4first increases due to the divergent DOS and then drop
to zero after the critical temperature due to onset of the
insulating gap (see Fig. 2 (b) and SM).
Finally, we plot the gap as function of the out-of-plane
magnetic field B⊥ at T = 0 and µ = 0 shown in Fig. 2(f).
We notice the critical field for small α (i.e., good nesting)
is much larger than the critical chemical potential. In
addition, for all α, the quasiparticle gap decreases slowly
with B⊥ initially, which indicates the effect of out-of-
plane magnetic field is non-pair-breaking to the leading
order. For larger B⊥, the quasiparticle gap is reduced
in an approximately linear way. For a nearly high-order
van Hove singularity (i.e., small α), the upper critical
magnetic field is significantly larger than the critical dis-
placement field, when measured in terms of the Zeeman
energy and detuning energy respectively.
In summary, our theory based on a van Hove singular-
ity near the Fermi level gives insulating gap and critical
temperature comparable to the experimental values, and
explains the remarkable sensitivity of the gap to the dis-
placement field as well as the lack thereof to the Zeeman
field in terms of pair-breaking versus non-pair breaking
perturbation to exciton condensation. In the following,
we propose an experiment to directly probe the macro-
scopic intervalley coherence in the insulating state.
Optical spin injection and spin superflow – In our the-
ory, the half-filling insulator in TMD homobilayer spon-
taneously breaks the spin/valley Sz conservation in a
similar way that a superconductor spontaneously breaks
charge conservation. Therefore it can be regarded as
a spin superfluid. The possibility of spin supercurrent
has been theoretically predicted in magnetic insulators
with easy-plane anistropy [36–40]. Its signature has been
reported in recent electrical measurements on quantum
Hall state in graphene and antiferromagnetic insulator
Cr2O3 [41–43], where spin Hall effect is used to generate
and detect a non-equilibrium spin accumulation.
A key advantage of 2D TMDs is that the spin polar-
ization can be easily generated and detected by purely
optical means. It has been shown that a circularly po-
larized light can efficiently generate spin polarizations in
TMDs due to the spin-valley locking and valley-selective
coupling to chiral photons [44–46]. The local spin polar-
ization can be read out by measuring the difference in
reflectance of right- and left-circularly polarized lights,
i.e., the circular dichroism spectroscopy[5, 47]. There-
fore, twisted TMDs provide an ideal platform for study-
ing spin transport with a fully optical setup.
We propose the following experiments (see Fig. 3(a))
to detect spin superfluidity in the insulating state of bi-
layer TMDs. We first create a local spin polarization
by circularly polarized light, and then use the spatial-
temporal resolved circular dichroism spectroscopy [5, 47]
to monitor its propagation as a function of time. In the
spin superfluid state, the local spin polarization will prop-
agate ballistically and coherently via collective modes (in
FIG. 3. (a) Setup for all-optical spin transport measurement.
(b) shows the dynamics of a spin-valley wavepacket in the
case with/without spin superfluid. (b) is obtained by solving
the Eq. 9 and 10 in a 1d system with an initial gaussian
distribution of Mz at the origin. The parameters we use in
the superfluid case are v =
√
ρ/K = 1, τ = 10. In the
diffusive case, we use D = 1, τ = 10.
the absence of dissipation, see below) [36]. Such ballistic
spin transport is a key feature of our intervalley exci-
tonic insulator. In contrast, spins should have diffusive
dynamics[36] if the half-filling insulator is valley polar-
ized.
In a spin superfluid, the spin transport equation in-
volves the superfluid phase ϕ that specifies the angle of
the in-plane magnetic order parameter [36],
dMz
dt
= −∇ · Jz −Mz
τ
, (9)
dϕ
dt
= − 1
K
Mz + ..., (10)
where Mz is the magnetization along z-direction and a
conjugate variable to ϕ. The spin current Jz is given
by Jz = ρ∇ϕ, where ρ is the superfluid stiffness. The
parameters ρ and K can be obtained by considering the
effective low energy of the Goldstone mode; see supple-
mentary materials. τ is the spin relaxation time, which
is expected to be long in TMDs since a spin-flip requires
intervalley scattering due to spin-valley locking. In a
spin superfluid, the spin-valley wavepacket shows ballis-
tic propagation at the spin wave velocity v =
√
ρ/K.
In contrast, in the absence of spin superfluidity, the spin
dynamics is diffusive. The two cases yield completely
different transport behaviors as shown in Fig. 3(b).
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Details of moire´ band structure
In this appendix, we show more detailed results on
the moire´ band structure as function of the displacement
field. We apply the continuum model to calculate the
band structure of twisted bilayer WSe2. In Fig. 4 (a),
we show some examples of moire´ band structures for dif-
ferent values of displacement field. The whole dispersion
of the moire´ band are sensitively dependent on the dis-
placement field.
The band dispersion near KM point can be approx-
imated by the form in Eq. (1) in the main text. The
coefficient α will be a function of the displacement field.
Here, we fit the dispersion near KM point to obtain the
coefficient α as a function of the displacement field shown
in Fig. 4 (b).
Another important quantity we can extract is the en-
ergy distance between the van Hove singularity and the
half-filing fermi level. To obtain this quantity, we have
to take into account the dispersion in the whole moire´
brillouin zone. We plot this quantity as function of dis-
placement field in Fig. 4 (c). An interesting feature is
that, once the van Hove singularity approaches the fermi
level, the fermi level is more or less fixed near the van
Hove energy due to the diverging density of state.
Particle-hole transformation and mapping to BCS
problem
Let us make the connection with BCS problem explicit.
To that end, we can do a particle hole transformation
to the electron operators in one of the two valleys, for
example the − valley. We define new fermion variables
c˜k,+ = ck,+, c˜k,− = c
†
k,−. (11)
In terms of these new fermionic operators, the dispersion
in Eq. (1) now reads
ε˜±(k) = ±(αk2 + µ) + ξ(k), ξ(k) = k3y − 3kyk2x, (12)
here we also put the chemical potential in the equation.
In this new basis, ξ(k) serves as the bare dispersion of the
c˜ fermions - it is the same for both the ± valleys. On the
contrary, the αk2 + µ acts like a Zeeman field between
the two valleys. In addition, the Coulomb interaction,
being repulsive between the original electrons, are now
attractive between the c˜ fermions from the two valleys.
Therefore, it could promote superconducting states of the
c˜ fermions.
After the particle-hole transformation, the intervalley
exciton order parameter maps to
〈
∑
k
c†k,+ck,−〉 → 〈
∑
k
c˜†k,+c˜
†
k,−〉, (13)
which is precisely a Cooper pair order parameter. There-
fore, the intervalley exciton state is equivalent to a BCS
superconductor under the particle-hole transformation to
the electrons in one of the two valleys.
Mean field phase diagram
Now let us derive the mean field gap equation. We
can obtain the mean field hamiltonian by Hubbard-
7FIG. 5. The zero-temperature mean field phase diagram in
the µ − α plane for (a)V = 0.1W and (b)V = 0.5W . The
yellow contour is the phase boundary of exciton insulator as
well as the contour for half-filling.
Stratonovich transformation of the interacting hamilto-
nian. Starting from that, we calculate the free energy of
the system as the following,
FMF =
∑
k,ν=±
− 1
β
log(1 + e−βEν(k)) +
|∆|2
V
, (14)
where E± are given in the main text. We can take ∆ to
be real and vary the free energy with respect to it,
∂FMF
∂∆
= 2
∆
V
+
∑
k,ν=±
∆√
(ξk +B⊥)2 + ∆2
ν
1 + eβEν
.
(15)
Setting the variation to zero, we get precisely the gap
equation in Eq. (8) of the main text.
Now we plot the zero temperature mean field phase
diagram as function of µ and α for V = 0.1W and
V = 0.5W in Fig. 5. There are in general three phases
in the mean field phase diagram. For small α and µ,
we get the exciton insulator, which has non-zero exci-
ton condensate and a fully gapped spectrum. For larger
α, the system develops fermi surfaces while maintaining
the exciton order, which we denote as the exciton metal
phase. Further increasing α or µ destroys the exciton
order and leaves the system a normal metal. Notice the
phase diagram has a strong particle-hole asymmetry in-
duced by finite α. We can focus our attention to the
half-filling state. In the weak coupling case, as we in-
crease α, the system will go from an excitonic insulator
to a normal metal through an intermediate phase sepa-
ration regime. In the strong coupling limit, raising α can
drive the system from an excitonic insulator to a normal
metal through an intermediate exciton metal phase.
Electron compressibility
We also study the compressibility of electrons as func-
tion of temperature at half-filling. We calculate the com-
pressibility as the following. The electron number is given
by
N(µ, T ) =
∫
dEρ(E)nF (E) =
∑
ν,k
1
1 + e(Eν,k−µ)/T
.
(16)
The compressibility is then
dN
dµ
=
∑
ν,k
1
T
e(Eν,k−µ)/T
(1 + e(Eν,k−µ)/T )2
(17)
− 1
T
e(Eν,k−µ)/T
(1 + e(Eν,k−µ)/T )2
dEν,k
d∆
d∆
dµ
.
We use the solution of the gap equation ∆(α, µ, T ) to
numerically calculate the compressibility as function of
temperature. A particular case which is easy to handle
is at α = 0 and µ = 0 because d∆/dµ vanishes due to the
particle hole symmetry. The result for this simple case is
shown in Fig. 6.
Intuitively, there should be two regimes. At low tem-
perature, the intervalley exciton order leads to gapped
spectrum - the compressibility should have activation
form. The compressibility will increase until the criti-
cal temperature of the intervalley exciton order. Then
the compressibility is expected to follow certain charac-
teristic power-law decay of the temperature due to the
power-law divergent density of states of the underlying
supermetallic state. The result of numerical calculation
of electron compressibility indeed shows these features in
Fig. 6. Most importantly, these features can be readily
verified in capacitance measurements.
Low energy effective theory
We derive the effective theory for the phase fluctuation
of the exciton order parameter in the weak coupling limit.
The effective theory will give us the velocity of the spin
wave excitations. After a Hubbard-Stratonovich trans-
formation, the interacting fermion theory can be brought
into the following form (in imaginary time),
L =
∑
ν=±
ψ†ν(−iω +Hk,ν)ψν + ∆ψ†−ψ+ + h.c.+ |∆|2/V.
(18)
Let us assume the exciton order is fixed at ∆ = |∆|eiϕ
with ϕ = 0. The fermion green’s function is given by
Gψ = (−iωτ0 +Hk + |∆|τ1)−1. (19)
where τ ’s are the pauli matrices in valley space. Consider
the effective action for phase fluctuations. The self energy
8FIG. 6. The electron compressibility as function of temper-
ature at α = 0 and µ = 0 calculated with V = 0.1W . The
dashed line represents the compressibility without taking into
account of the intervalley exciton order - the compressibility
diverges in this case as temperature approaches zero due to
the diverging DOS of the van Hove singularity.
for ϕ is given by the following bubble diagram,
Π(iΩ,p) = (20)
=
∫
ω,k
−|∆|2Tr [τ2Gψ(iω,k)τ2Gψ(i(ω + Ω),k + p)] ,
For the case of α = 0, expanding the self-energy to the
second order in frequency and momentum, we find
Π(iΩ,p) = −c0|∆|2 − c1|∆|−1/3Ω2 − c2|∆|p2 + ...(21)
where c0 = 1/V precisely from the mean field equation,
c1 and c2 are convergent numerical numbers. In a RPA
approximation, the green’s function for ϕ is given by
Gb(iΩ,p) =
V/|∆|2
1 + V/|∆|2 Π(iΩ,p)
= − 1
c1|∆|−1/3Ω2 + c2|∆|p2 . (22)
Therefore the effective action for ϕ is
Leff =
∫
x,τ
K(∂τϕ)
2 + ρ(∂xϕ)
2, (23)
where K = c1|∆|−1/3 and ρ = c2|∆|. The superfluid
velocity is given by v =
√
ρ/K =
√
c2/c1|∆|2/3. The
case of α 6= 0 is more involved and we leave it to future
work. However, the form of effective action in Eq. 23 is
generally applicable in any superfluid state.
