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Abstract-we derive an algorithm based on the fast Fourier transform to construct a real sym- 
metric matrix S with eigenvalues 
Xl 2 x2 2 ‘. 2 A,, 
with eigenvector e = [l, 1,. . . , llT belonging to the eigenvalue Xl. We find simple conditions on 
the eigenvalues such that the algorithm constructs an irreducible matrix S = XlE, where E is a 
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1. INTRODUCTION 
An inverse eigenvalue problem asks for the reconstruction of a matrix from a given spectral data. 
Inverse eigenvalue problems arise in many important applications. Some examples are acous- 
tics [l], astronomy [2], computerized tomography [3], electromagnetic scattering [4], geo- 
physics [5], mathematical biology [6], optics and image restoration [7], inverse scattering the- 
ory [8], signal processing [9], statistic [lo], Markov chains (stochastic matrices) [ll], vibration 
theory (oscillation matrices) [12], and economics [13]. Some of these applications involve nonneg- 
ative matrices. 
The general inverse eigenvalue problem for nonnegative matrices is as follows. 
Given a set (T = {X1,A2,&, . . . , A,} of complex numbers, find necessary and suficient condi- 
tions for u to be the spectrum of an n x n nonnegative matrix. 
An important particular case is as follows. 
Given a set c = {Xl, AZ, X3,. . . , A,} of real numbers, find necessary and suficient conditions 
for CT to be the spectrum of an n x n nonnegative matrix. 
These probiems have been studied by many authors and very important results have been 
obtained by Suleimanova [14], Perfect [15], Salzman [16], Ciarlet [17], Kellogg [18], Fiedler [19], 
Soules [20], Borobia [21], Radwan [23], and Wumen [23]. 
*Part of this research was conducted while this author was a visitor at the International Centre for Theoretical 
Physics, Trieste, Italy. 
This work was supported by Fondecyt 1010304 and Fondecyt 1990360, Chile. 
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However, according to Chu, “very few of these results are ready for implementation to actually 
compute this matrix” [24, p. 181. 
The most constructive result is Soules’ sufficient condition [20, Corollary 2.71. If 
and 
iA1 + m L2j+2 
n 
;;;+-l;A2+~---_ >o, 
j= l  3 (3 f 1) - 
where n = 2m + 1 or n = 2m + 2, then there is a symmetric doubly stochastic matrix E such that 
XIE has eigenvalues X1, X2, . . . , A,. 
The fast Fourier transform (FFT) was introduced in 1965 by Cooley and Tukey (251 and it is 
one of the great computational developments of the last decades. 
In this paper, we make use of the advantages of the FFT to obtain a very fast and stable 
algorithm to construct a real symmetric matrix S having prescribed eigenvalues Xi > X2 > ‘1. 
2 A, with eigenvector e = [l, 1,. . , llT belonging to the eigenvalue Xi. Then, we find simple 
conditions on the eigenvalues such that the algorithm constructs an irreducible matrix S = Xr E, 
where E is a symmetric doubly stochastic matrix. 
An n x n matrix C of the form 
co Cl c2 Gz-2 G-1 
G-1 co Cl . k-2 
C= G-2 
C,__l . . . 
. . c2 
c2 . . Cl 
- Cl c2 . k-2 CT+-1 co 
is called a circulant matrix and it is denoted by 
C=circ(cc,ci ,..., &_I). 
Let w = exp(27ri/n), i2 = -1. Let F be the matrix of order n x n with entries 
(4 
fkj = Ww-lw-l) 1 < k, j 5 n. 
The matrix F is symmetric and FP = RF = nI, where I is the identity matrix of order n x n. 
In the literature, the unitary matrix (l/fi)F is called the Fourier matrix. 
A first result for circulant matrices is: if C is the circulant n x n matrix given in (2), then its 
eigenvalues are the components of the column vector 
X = Fc, (3) 
where 
T 
C[CO,Clr~~~,Cn-ll . 
Then, 
c = IFA. 
n 
From (3)) for k = 1,2, . . . , n, we have 
(4) 
(5) Xk = 2 Cj_lWww). 
j=l 
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In particular, 
x1 = co + Cl + . . . + G-1 and Ce = Xre, 
where e = [l, 1,. . . , llT. We see that e is an eigenvector corresponding to the eigenvalue X1. If C 
is a nonnegative circulant matrix C, Xi and e are, respectively, the Perron root and the Perron 
vector of C. 
Another result for circulant matrices is: if C is a real circulant matrix then, from (5), 
& = c cj_lij(“-wl) = c Cj_lW-ww) 
j=l j=l 
=k Ci_lW(~-~+l)(j-l) = x~_~+~, 
j=l 
for k = 2,3,. . . , ](n + 1)/2J, where [(n + 1)/2J is the greatest integer not exceeding (n + 1)/2. 
This result motivates the following definition. 
DEFINITION 1. A vector X = [Xl, Xz, Xa,. . . , &IT E Cc” is a conjugate-even vector if and only if 
Xi E R and Xn_j+Z = Xj, j=2,3 
It follows that a necessary condition for a set of complex numbers to be the eigenvalues 
of a real circulant matrix is that the prescribed eigenvalues can be arranged in a conjugate- 
even order, that is, as the components of a conjugate-even vector. We also observe that if 
[&,X2,X3,. . . , An-l, X,JT is a conjugate-even vector and n = 2m + 2, then Xm+2 E R. 
The paper is organized as follows. 
In Section 2, we emphasize some properties of the symmetric circulant matrices relevant to our 
study and then we derive an algorithm based on the FFT to construct a real symmetric matrix S 
with eigenvalues Xr 1 X2 1 . . . 2 A, with eigenvector e belonging to the eigenvalue X1. Section 3 
is devoted to the case of a real spectrum with only one positive eigenvalue. We obtain a simple 
sufficient condition on the eigenvalues such that the above-mentioned algorithm constructs a 
nonnegative matrix. This condition drastically improves the corresponding condition presented 
in [26]. In Section 4, we study real spectra with more than one positive eigenvalue. Finally, in 
Section 5, we find the smallest value of Xi such that the algorithm gives a nonnegative matrix. 
2. FAST CONSTRUCTION OF REAL SYMMETRIC MATRICES 
Let 
p= l OT 
[ 1 0 .I ’ 
where J is the permutation matrix of order (n - 1) x (n - 1) with ones along the secondary 
diagonal and zeros elsewhere. We have 
PF=F=FP 
and 
PX=X, 
for all conjugate-even vectors A 
LEMMA 2. If all the eigenvalues of a real circulant matrix C are real numbers, then C is a 
symmetric matrix. 
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PROOF. Let C = circ(cs, cl,. . . , k-1) be a real circulant matrix with only real eigenvalues. Since 
C is a real circulant matrix, the vector of eigenvalues of C, 
A= [&,X2,X3,.. .,X,_l,Xn]T = Fc, c = [co, Cl,. . . , C,_l]T 
is a conjugate-even vector. Moreover, since X is real vector, PA = x = A. Fkom Fc = A, after 
complex conjugation, we obtain EC = A. Then, FPc = X = Fc. Hence, PC = c. That is, 
c,+i = cl, ~-2 = cs, ~-3 = cs, c,_4 = ~4, etc. Therefore, C is a symmetric matrix. a 
We focus our attention on symmetric circulant matrices of even order. 
Let 
C=circ(c~~,ci,cs,... r~-:!,C,-l,C,,~-lr~-Z,‘..,Cl) 
= 
co Cl c2 . G-1 GI h-1 . c2 Cl 
Cl co Cl . . k-1 c, c2 
c2 Cl . . . 
. . . . . c, k-1 
cn_l . . . . . G-1 GI 
Gl c,-1 . . . . . G-1 
c&l c, . . . c2 . 
. . . Cl c2 
c2 . c, G-1 . Cl co Cl 
Cl c2 . k-1 GI k-1 . c2 Cl co 
(6) 
be a symmetric circulant matrix of order (Zn) x (2n). 
The matrix C in (6) is symmetric with respect to the main diagonal as well as the secondary 
diagonal. Therefore, it is a symmetric persymmetric matrix. The symmetric persymmetric 
matrices have special properties [27]. In particular, the matrix C can be partitioned as follows: 
U VJ 
‘= JV U ’ [ 1 
where 
U= 
v= 
co Cl c2 c3 . k-3 k-2 
Cl co Cl . . . 
c2 Cl . . * . 
c3 . . . . . . 
. . . . 
G-3 . . . . Cl 
G-2 . . . . Cl co 
G-1 k-2 h-3 c3 c2 Cl 
Cl c2 c3 c4 . G-2 G-1 
c2 c3 c4 c5 . G-1 Cl, 
c3 c4 c5 . . c, &I-I 
c4 c5 . . . 
. . . 
G-2 G-1 cn . . . c4 
G-1 Gl k-1 . c4 c3 
GZ G-1 G-2 . c4 c3 c2 
G-1 - 
Gb-2 
k-3 
c3 ’ 
c2 
Cl 
co- 
CT, 
k-1 
G-2 
c4 ’ 
c3 
c2 
Cl - 
(7) 
(8) 
and J is the permutation matrix of order n x n with ones along the secondary diagonal and zeros 
elsewhere. 
The matrices U = (~ij) and V = V = (vij) are both symmetric matrices of order n x n and 
their entries are given by 
Uij = Clj-il) (9) 
Symmetric Nonnegative Matrices 
VQ = ci+j- 1, ifi+j<n+l, and 
Vij = C2n-i-j+l, ifi+j>n+l. 
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(10) 
One can easily check that 
Q=$[: --] 
is an orthogonal matrix and that 
Therefore, the spectrum of C is the union of the spectra of the matrices U + V and U - V. That 
is, 
o(C) =a(U+V)Ua(U-V). (11) 
Let 0 = {X1,X2, As,. . . , An-I,&} be a real set. Next, we show how to construct a real 
symmetric matrix having the spectrum u by a procedure based on the use of the FFT. 
x= ~,~2r~4,...,~2mr~2m+l,~2m-1,...,~5,~3 T 
p, x3, x5,. . . , X2m-1, A2m+1, X2m,. *. 1 X4, x2 I ’ 
ifn=2m+lor 
A = 
[ 
p,x2, X4,. . . ,X2m, ~2m+2,~2m+1, Xlm-1,. . .,X5, x3 T 
p, x3, X5,. . . , X2m-1, A2m+1, X2m+2, X2m,. . *, X4, x2 1 ’ 
ifn=2m+2. 
We see that X is a 2n-dimensional conjugate-even vector. Let 
where 
We have 
c = $A, 
F = ( W(k-l) (j-1) > > 1 I k, j 5 2n, and i2 = -1 
(12) 
Then equation (12) defines a real circulant matrix C of order (2n) x (2n) with real eigenvalues 
P, x2, x3, *. ., An-l, A,, each of them of algebraic multiplicity two. Since p + cy=, Xj = 0, the 
diagonal entries of C are ~0 = 0. From Lemma 2, C is a symmetric circulant matrix. That is, 
C=circ(O,cr,cg,. ..,~-2,Cn-lr~,~-l,C,-2,...,Cl). 
From the above-mentioned results for symmetric circulant matrices, there exist real symmetric 
matrices U and V, given by (7) and (8), respectively, such that (11) holds. 
Even more, it can be proved that 
g (U+V> = (I-1, A2, x3,. . . , L-l, &I), 
0 w-v> = {cl, x2, x3,. . . , L-1, L) , 
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and that 
e=[l,l,..., l,l]’ 
is an eigenvector belonging to the eigenvalue p for the matrix U + V. 
Let 
B=U+V. 
It follows that B is a real symmetric matrix with eigenvalues 
The entries of B = (bij), obtained from (7) and (8), are 
czi- 1, ifj=iand2i<n+l, 
b,, = 
CZn-2i+11 ifj=iand2i>n+l, 
Clj-il + ci+j-1, ifj#iandi+jsn+l, 
Clj-il + e&P+-j+1, ifj#iandi+j>n+l. 
(13) 
At this point, we recall the following theorem due to Brauer [28]. 
THEOREM 3. Let A be an n x n arbitrary matrix with eigenvalues X1, X2,. . ,A,. Let v = 
(VI, 212,. . ,v,)~ be an eigenvector of A associated with the eigenvalue xk and let q be any 
n-dimensional column vector. Then the matrix A + vqT has eigenvalues x1, x2, . . . , xk_ 1, & + 
vTq, &+I,. . , A,, k = 1,2,. . . ,n. 
Let 
S=B+ x1-p T -ee 
n 
Clearly, S is a real symmetric matrix. From Theorem 3, it follows that the eigenvalues of S are 
p++b -p) =Xl,X2,X3,...,Xn-l,Xn. 
Observe that Se = Be + ((Xl - p)/n)eeTe = pe + (Xl - p)e = Xle. 
Thus, we have derived the following algorithm. 
ALGORITHM 4. An algorithm based on the FFT to construct a real symmetric matrix S with 
real eigenvalues 
x1 1 x2 2 x3... L X,-l 2 x,, 
with eigenvector e = [l, 1,. . . , 1lT belonging to X1, is as follows. 
1. Compute 
/J=- & 
j=2 
2. Compute 
via the FFT. Here, 
F= (w 1 5 k, j 5 2n, and 
and 
(14) 
x= Cl,XZ,X4,...,X2m,X2m+l,X2m-l,...,~5,~3 T 
P7 x3, x5,. . . , X2m-1, X2m+l, bn,~. . ,X4, x2 I ’ 
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ifn=2m+lor 
x = bAZ,A4,..*r X2m, X2m+2, X277x+1, X277x-1, * *. 9x5, x3 
T 
/A x3, x5,. . . , X2m-1, X2m+1, X2m+2, X2*, . . . ,x4, x2 I ’ 
ifn=2m+2. 
3. Construct the matrix B = U + V = (bij) given by (13). 
4. Construct the matrix 
S=B+ x1-p T -ee . 
n 
From (13), we see that the diagonal entries of B are czl- 1 while its nondiagonal entries are of 
the form ~21 + cs+i. Using the trigonometry identities 
cos (21 - I) (n - j + 1) x = _ cos (21 - 1) (j - 1) R 
n n 
and 
21 (n - j + 1) 7r 21 - 7r 
cos = cos 
(j 1) 
n n ’ 
the following formulas for c2l-.i and ~21 can be obtained: 
and 
c21_l = ; 2 (X2j - x2j+l) cos C21 -nl)j* 
i=l 
(15) 
c21 = ; 2 (X2j + x2j+l) (-y - 1) )  (16) 
j=l 
where n = 2m + 1 or n = 2m + 2. 
In the next sections, we will derive conditions on u such that Algorithm 4 gives an irreducible 
symmetric nonnegative matrix S, and for this purpose, the formulas in (15) and (16) will play a 
very useful role. 
LEMMA 5. Let 
xj L Xj+lr 
forj=2,3,... , n - 1 with strict inequality for some j. Let n = 2m + 1 or n = 2m + 2. Let 
(17) 
Then 
c21-1 + QI 2 0, 
for1=1,2,..., m + 1. Moreover, a > 0 and cl > 0. 
PROOF. Using (15) and Xj 2 Xj+i for all j, we obtain 
(18) 
C21__l = t 2 (A2j - X2j+1) cos C21 -nl)jr 
j=l 
m 
2 -i c (X2j - X2j+1). 
j=l 
Then, ~21-1 f cy 2 0. Clearly, (Y > 0. Since 0 < jr/n < 7~12, for j = 1,2,. . . , m, n = 2m + 1 or 
n = 2m + 2, and Xi > Xj+i for some j, we have 
Cl = f 2 (X2j - &+I) cos 5 
j=l 
2 i COS y 2 (A, - x2j+l) > 0. 
j=l 
The proof is completed. 
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3. REAL SPECTRUM WITH ONLY 
ONE POSITIVE EIGENVALUE 
In this section, we consider the case of a prescribed real spectrum having only one positive 
eigenvalue. 
Here and subsequently, B stands for the matrix obtained in Step 3 of Algorithm 4. We recall 
that B is a real symmetric matrix with eigenvalues p, X2, X3, . . , X,-l, A, and that its diagonal 
entries are czl-l, while its nondiagonal entries are of the form ~26 + czs-l. 
THEOREM 6. Let CJ = {Xj}j”=, such that 
with strict inequality for at least one j, 2 5 j 5 n - 1. If 
x1 > -2 whenever n = 2m + 1, 
j=l 
AI 2 -2eXzj+i --A,, whenevern=2m+2 , 
j=l 
(19) 
then Algorithm 4 constructs an irreducible matrix S = X1E with spectrum 0, where E is a 
symmetric doubly stochastic matrix. 
PROOF. From Lemma 5, we know that 
CZL-1 + a > 0, 
for all 1. Using (16) and Xj 5 0, for j = 2,3,. . . , n, we have 
c21 = ~~(~25+~2j+l)(Cos~-1) zo7 
for all 1. Since cl > 0 and cgl 2 0 for all 1, the codiagonal entries of B are positive and its smallest 
entry occurs on its diagonal. Therefore, 
A = B + cxeeT 
is an irreducible symmetric nonnegative matrix. Since e = [l, 1, . . , llT is an eigenvector of B 
corresponding to p, it follows from Theorem 3 that the eigenvalues of A are 
and that e is an eigenvector of A corresponding to p + an. Let 
p=p+an. 
An easy calculation shows that 
P=-2~X2j+lr ifn=2m+] 
j=l 
and 
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~=-2~X2j+l-AXn, ifn=2m+2. 
j=l 
Let 
S=A+kL?T, 
n 
We again use Theorem 3 to conclude that the eigenvalues of S are 
xl, x2, x3,. . . , h-1, &z. 
Moreover, from the fact that A is an irreducible symmetric nonnegative matrix and (19), we see 
that S is an irreducible symmetric nonnegative matrix. Finally, we observe that 
S,A++S --eeT=B+(o+$+T 
n 
= B + k&.eT 
n 
which is the matrix obtained by the use of Algorithm 4. Clearly, E = ((l)/Xi)S is a symmetric 
doubly stochastic matrix. I 
EXAMPLE 7. Let Xz = -0.5, X3 = -0.8, X4 = -1.2, X5 = -1.5, X6 = -1.9, X7 = -2.3. For these 
values, 
p = -2 5 X2j+l = 9.2, 
j=l 
and then, from Theorem 6, Algorithm 4 gives an irreducible symmetric nonnegative matrix S 
with spectrum {Xj};,i for all Xi 2 9.2. For Xi = 9.2, 
-0.2209 1.9030 1.7602 1.2643 1.3443 1.3899 1.3175 
1.9030 0.0782 1.4071 1.8401 1.3099 1.2719 1.3899 
1.7602 1.4071 0.1581 1.4527 1.7678 1.3099 1.3443 
S = 1.2643 1.8401 1.4527 0.0857 1.4527 1.8401 1.2643 
1.3443 1.3099 1.7678 1.4527 0.1581 1.4071 1.7602 
1.3899 1.2719 1.3099 1.8401 1.4071 0.0782 1.9030 
-1.3175 1.3899 1.3443 1.2643 1.7602 1.9030 0.2209 
with the entries rounded to four decimal places. Let us find the smallest value of Xi for which 
Soules’s sufficient condition (1) holds. This condition holds if 
Xl 2 7 7 -i8- ’ (0.5) + y + 7 + g) = 10.642, 
which is larger than the value 9.2 given by Theorem 6. 
We observe that the condition in Theorem 6 improves drastically the condition Xr 2 -2 Cy=“=, Xj 
in [26] to obtain a symmetric nonnegative matrix with a prescribed spectrum. In particu- 
lar, for the above example, the requirement Xi 2 -2CJ=, Xj = 16.4 is improved to Xi 2 
-2 c,“=, xzj+i = 9.2. 
4. REAL SPECTRUM WITH MORE THAN 
ONE POSITIVE EIGENVALUE 
If ~7 = {Xr}y=, contains two or more positive numbers, say Xi 1. Xz 2 . . . 2 X, > 0, then we 
can define A1 = diag{)cz,. . . , A,} and reduce the inverse spectrum problem to one of size n-p+ 1. 
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If this reduced problem has a solution AZ 2 0 with nonpositive eigenvalues X,+r , Xp+2, . . . , A,, 
then 
is a nonnegative matrix with spectrum CT. This matrix A is reducible. Then, this process does 
not yield a solution if we are looking for an irreducible matrix with spectrum (T. 
We find the following conditions on CT such that Algorithm 4 constructs an irreducible symmetric 
nonnegative matrices with spectrum u when p 2 2. 
The case of two positive eigenvalues is considered in the following theorem. 
THEOREM 8. Let g = {Xj}jn=l such that 
Let n = 2m + 1 (respectively, n = 2m + 2). If 
x2 + x3 L 0 
and Xr 2 -2 2 Xzj+r, 
j=l 
( respectively Xr 2 -2 2 Xzj+l - A, j=l 1 
x2+x3 > 0, 
2(xz f Xs) 5 (COS: -1) ‘gl Aj 
j=4 
and Xr > -2 2 Xzj+r, 
j=l 
respectively, Xr 2 -2 2 X2j+l - X2m+2 
j=l 
and X1 Zmax hZ+XI_cos~~Xj,-2~X2j+l , 
j=4 j=l 
t i 
2m+1 
X2 + X3 - COS i C Xj - X2m+2, 
respectively, Xr > max j=4 
-2FA2j+l -X2m+2 
j=l lb 
(21) 
(22) 
(23) 
then Algorithm 4 constructs an irreducible matrix S = X1E with spectrum u, where E is a 
symmetric doubly stochastic matrix. 
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PROOF. Let n = 2m + 1. From Lemma 5, we have czr-1 + Q! 1 0 with (Y as in (17). From 
(16), (20), and (21), 
cgl = ; 2 (X,j + x2j+l) (C)S F - 1) 2 0. 
j=l 
Suppose now that (22) holds. In this case, also ~21 2 0. In fact, 
2 i ( -2 (x2 f x3) + (COS i - 1) 2 (X2j + Xsj+l) 2 0. 
j=2 ) 
Therefore, as in the proof of Theorem 6, the matrix 
A = B + see’ 
is an irreducible symmetric nonnegative matrix with eigenvalues 
Consequently, 
S=A+eee - -ee, T__~+'l-p T 
n n 
which is the matrix S in Algorithm 4, is an irreducible symmetric matrix with spectrum u. The 
theorem has been proved if (21) or (22) holds. Finally, suppose that (23) holds. From this 
hypothesis, 
c21 + y 2 0, 
where 
y =; 
( 
2 (A2 +X3)- (COSE - l)C 
j=2 
Let 
6=max{y,a}. 
Then, 
A = B + beeT 
is an irreducible symmetric nonnegative matrix with eigenvalues 
where 
i 
2m+1 
/3=p+nb=max x2 +x3 - cos f c xj, -2 52j+l 
3=4 j=l 1 
The proof continues defining S = A + ((Xl - /3)/n)eeT, which becomes an irreducible symmetric 
nonnegative matrix having the prescribed spectrum cr. Observe that 
S=A+ueeT 
n 
=~+(&+!+ee~=B++&e~, 
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which is the matrix S in Algorithm 4. As before, E = (l/Xr)S . 1s a symmetric doubly stochastic 
matrix. The proof for n = 2m + 2 is similar. I 
EXAMPLE 9. Let AZ = 1.2, X3 = -0.8, X4 = -1.2, X5 = -1.5, X6 = -1.9, X7 = -2.3. Then, 
AZ + x3 = 0.4 > 0, and 
2 (X, + X,) = 0.8 > (cos ; - 1) kAj = 0.6833. 
j=4 
Then, from (23), for 
= max {6.6167,9.2} = 9.2, 
Algorithm 4 gives an irreducible symmetric nonnegative matrix S with spectrum {Xj};‘,. For 
x1 = 9.2, 
-0.6826 2.2732 1.9657 1.2643 1.1388 1.0196 0.8558- 
2.2732 0.3751 1.5718 1.8401 1.1452 0.9750 1.0196 
1.9657 1.5718 0.2495 1.4527 1.6763 1.1452 1.1388 
S = 1.2643 1.8401 1.4527 0.0857 1.4527 1.8401 1.2643 . 
1.1388 1.1452 1.6763 1.4527 0.2495 1.5718 1.9657 
1.0196 0.9750 1.1452 1.8401 1.5718 0.3751 2.2732 
-0.8558 1.0196 1.1388 1.2643 1.9657 2.2732 0.6826_ 
Let us find the smallest value of Xr for which Soules’s sufficient condition holds: 
Xl r 7 7 -;8- 1 (-1.2) + y + y + ;) = 9.3667. 
This value is larger than the value 9.2 found above by using (23). 
Now, we consider the case of three positive eigenvalues. 
THEOREM 10. Let o = {Xj}~cl such that 
xr > x2 2 xs > 0 > x4 2 . . > x,. 
Let n = 2m + 1 (respectively, n = 2m + 2). If 
2 (X, + X,) < (co,; - 1) ,zl xj 
j=4 
and X1 > -2 2 Xzj+r, 
j=l 
( respectively, XI > -2 F X2j+l - X2m+2 j=l ) 
or 
2m+1 
2G42 +x3)> (cosi - 1) c xj 
j=4 
2m+1 
X~+X~-COS~ 1 ~,,-22~2j+~ 
j=4 j=l 
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( 1 
Zm+l 
x2 + x3 - cos E c xj - X2m+2, 
n 
respectively, X1 2 max 3=4 m 
-2 c x2j+1 - X2m+2 
j=l II 
then Algorithm 4 constructs an irreducible matrix 5’ = X1E with spectrum cr’, where E is a 
symmetric doubly stochastic matrix. 
PROOF. We have X2 + X3 > 0. The proof continues with the same arguments used in the proof 
of Theorem 10. I 
The cases of 2p positive eigenvalues and (2p + 1) positive eigenvalues are studied below. 
THEOREM 11. Let p be a natural number such 2p+ 1 < n. Let B = {Xj}y=I such that 
x1 > x2 > x3 2 . . . > x+ > 0 2 &+I 2 . . . 2 x,. (24) 
Let n * 2m + 1 (respectively, n = 2m + 2). If 
x2p + X2p+l I 0, 
or 
2pe cx2j + x2j+l) I (COS E - 1) 2 (A,? + X2j+I) 
j=l j=p 
and XI 2 -2 5 x2j+l, 
j=l 
respectively, X1 2 -2ex~~+~ _ A, 
j=l 
x2p + X2p+l > 0, 
&(x2j+x2j+1)5 (co+l) 2 (X2j + X2j+1) 
j=l j=p+l 
and Xl 2 -2 2 X2j+l, 
j=l 
respectively X1 > -2exzj+l - A, 
j=l 
or 
x2p + x 2p+1 > 0, 
2k cx2j + AZj+l) > (CO, i - 1) 2 cx2j + x2j+l) 
j=l j=p+l 
1 
2p+l 2m+1 
C Xj-COSZ C Xj, 
and X1 > max j=2 j=2p+2 
-2e x2j+l 
j=l 
(25) 
(26) 
(27) 
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( 1 respectively, XI 1 max 
2p+1 2m+l 
CA,-cos;J xj, 
j=2 3=2p+2 
m 
-2 c J42j+1 - A2m+2 
j=l II1 (27(cont.)) 
then Algorithm 4 constructs an irreducible matrix S = XIE with spectrum 0, where E is a 
symmetric doubly stochastic matrix. 
PROOF. Let TI = 2m + 1. From Lemma 5, we have ~21-1 + Q 2 0 with Q as in (17). From 
(16), (24), and (25), we get 
2 ; i -zpe cx2j + A2j+1) + (cos I - 1) 2 (X2j + 2 0. 
j=I j=P 
xzj+I) 1 
Suppose now that (26) holds. Then, 
2 ; i -2 2 (X,j + &+I) + (cos ; - 1) 2 (X2j + > 0. 
j=l j=p+l 
xzj+l) 1 
Therefore, as in the proof of Theorem 6, the matrix 
A = B + aeeT 
is an irreducible symmetric nonnegative matrix with eigenvalues 
p = p + an, x2, x3, . . . , x,_1, x,. 
Consequently, 
,‘$I=A+-ee _ T-B I ‘l-k& 
n n 
is an irreducible symmetric matrix with spectrum 0. Finally, assume that (27) holds. From this 
hypothesis, 
c21 + Y 10, 
where 
Y = ; & G42j + A2j+1) - (co,; - 1) 2 (X2j + &+I) > 0. 
j=l j=p+l 
Let 
6=max{y,cu}. 
Then, 
A = B + GeeT 
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is an irreducible symmetric nonnegative matrix with eigenvalues 
where 
P = p + h X2, X3,. . . , L--l, A,, 
{ 
2p+l 2m+l 
/?=p+nS=max C Xj-COSE ,C Xj7 -2eXZj+l . 
j=2 3 =2p+2 j=l 1 
The proof continues defining S = A + ((XI - ,O)/n)eeT. Then, 5’ = B + ((Xl - p)/n)eeT = XrE 
has the prescribed spectrum o, where E is a symmetric doubly stochastic matrix. The proof for 
n = 2m + 2 is similar. I 
THEOREM 12. Let p be a natural number such 2p+ 1 < n. Let (T = {X,}j”,r such that 
Xl > A2 2 x3 2 . . . L x2p+l > 0 1 x2p+2 > . . > A,. 
Let n = 2m + 1 (respectively n = 2m + 2). If 
2 2 (X2j + bj+l) 5 (COS z - 1) F (X2j + X2j+1) 
j=l j=p+l 
m 
and Xi 2 -2 C A2j+l 
j=l 
( respectively, XI 2 -2 2 X2j+l - X2m+2 j=l ) 
22 (X2j + X2j+l) > (COS E - l) 2 Cx2j + ‘2j+l) 
j=l j=p+l 
respectively 
and X1 2 max 
1 
1 
2p+l 
c 
Xr>max 
j=2 
2p+l 
c Xj - COS 
1 2F1 xj, 
- 
j=2 j=2p+2 
-2 2 A2j+1 
j=l 1 
2m+1 
xj - cos; c Aj - X2m+2, 
3=2p+2 
-2 5 A2j+l - bra+2 
j=l 11 
then Algorithm 4 constructs an irreducible matrix S = XIE with spectrum u, where E is a 
symmetric doubly stochastic matrix. 
PROOF. We have A+ + &,+I > 0. The proof continues with the same arguments used in the 
proof of Theorem 11. I 
Finally, we study the case in which all the prescribed eigenvalues are positive. 
THEOREM 13. Let (r = {Xj}j”=l such that 
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If 
Zm+l 
Al> c xj, whenever n= 27n+l, 
j=2 
( 2m+l Xl > C Xj - X2m+2, whenevern= 2m+2 , j=2 1 
then Algorithm 4 constructs an irreducible matrix S = X1E with spectrum 0, where E is a 
symmetric doubly stochastic matrix. 
PROOF. From Lemma 5, we have CZI.-~ + Q 2 0 with C-X as in (17). From (16), we get 
Then, 
where 
Then, 
Then, 
c21 +Y 2 0, 
y=z 
2m+1 
c n. 
x.j >o. 
3=2 
6=max{y,cu} =y. 
A = B + SeeT 
is an irreducible symmetric nonnegative matrix with eigenvalues 
p= ~+6n,Xz,X3,...,Xn-l,Xn. 
Here 
Since X1 2 p, the matrix 
2m+1 
P=p+bn= C Xj. 
j=2 
~=A+tie&~+k&T 
n n 
is an irreducible symmetric nonnegative matrix having the prescribed spectrum rr, S = XIE, 
where E is a symmetric doubly stochastic matrix. I 
EXAMPLE 14. Let X2 = 3.5, X3 = 2.5, X4 = 1, X5 = 0.5, As = 0.4, A, = 0.2. Then, for 
X1 2 C;=,Xj = 8.1, Al gorithm 4 gives an irreducible symmetric nonnegative matrix. For 
Xr = 8.1, the matrix is 
-2.4939 1.7463 1.5163 0.7764 0.7476 0.4202 0.3994- 
1.7463 2.2639 1.0064 1.4874 0.4490 0.7268 0.4202 
1.5163 1.0064 2.2351 0.6790 1.4667 0.4490 0.7476 
S = 0.7764 1.4874 0.6790 2.2143 0.6790 1.4874 0.7764 . 
0.7476 0.4490 1.4667 0.6790 2.2351 1.0064 1.5163 
0.4202 0.7268 0.4490 1.4874 1.0064 2.2639 1.7463 
,0.3994 0.4202 0.7476 0.7764 1.5163 1.7463 2.4939, 
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5. THE SMALLEST VALUE OF X1 
In each of the theorems in Sections 3 and 4, we found a valne 1 such that Algorithm 4 produces 
an irreducible symmetric nonnegative matrix S with spectrum 0 for all X1 2 1. In the next 
theorem, we show how this value can be improved. More precisely, we find the smallest value 
of X1 for which Algorithm 4 gives a symmetric nonnegative matrix with spectrum 0. 
THEOREM 15. Let 0 = {Xj}j”=l such that 
x1 2 x2 2 x3 1 ‘. . 2 A,_1 2 An. 
Let B = (bij) be the matrix obtained in Step 3 of Algorithm 4. Let 
7L 
b,, = y-2 bij and p=- Cxj. - j=2 
If 
X1 1 P - bpqn, 
then Algorithm 4 yields a matrix S = X1E with spectrum 0, where E is a symmetric doubly 
stochastic matrix. If X1 < p - bpqn, then at least one entry of S is negative. 
PROOF. B is an irreducible symmetric matrix with eigenvalues p, X2, Xs, . . . , An-l, A,. Suppose 
X1 2 p - b,,n. Let S = B + ((Xl - p)/n)ee T. Then, S = (sij) is a symmetric matrix with 
eigenvalues X1, X2, Xs, . . . , X,+-l, A,. Moreover, 
sij = bij f xl - p 2 b,, + kk = nbpq + xl -’ > 0. - n n n 
Clearly, if X1 < p - bpqn, then spq < 0. I 
EXAMPLE 16. Let X2 = -0.5, X3 = -0.8, X4 = -1.2, X5 = -1.5, Xs = -1.9, X7 = -2.3 as in 
Example 7. We are in the case of Theorem 6. In this case, the smallest entry of B occurs on its 
diagonal and it is 
min (0.0780, -0.0647,0.0152, -0.0571) = -0.0647 
to four decimal places. From Theorem 15, for X1 2 8.2 + 0.0647 x 7 = 8.6529, Algorithm 4 
yields a symmetric nonnegative matrix S having the prescribed spectrum. For X1 = 8.6529, the 
matrix S with spectrum 
{8.6529,-0.5,-0.8,-1.2,-1.5,-1.9,-2.3) 
is 
-0.1428 1.8248 1.6820 1.1862 1.2661 1.3117 1.2393 
1.8248 0 1.3289 1.7620 1.2318 1.1937 1.3117 
1.6820 1.3289 0.0799 1.3745 1.6896 1.2318 1.2661 
S = 1.1862 1.7620 1.3745 0.0076 1.3745 1.7620 1.1862 
1.2661 1.2318 1.6896 1.3745 0.0799 1.3289 1.6820 
1.3117 1.1937 1.2318 1.7620 1.3289 0 1.8248 
-1.2393 1.3117 1.2661 1.1862 1.6820 1.8248 0.1428 
Observe that in Example 7, the requirement for X1 was X1 2 9.2. 
/ 
EXAMPLE 17. Let A2 = 3.5, X3 = 2.5, X4 = 1, X5 = 0.5, Xs = 0.4, X7 = 0.2 as in Example 14. 
The smallest entry in B is -1.9149. Then, the smallest X1 for which Algorithm 4 constructs a 
nonnegative matrix S having the spectrum 0 is X1 = 5.3041 and 
s= 
2.0945 1.3468 1.1169 0.3770 0.3481 0.0208 0 
1.3468 1.8645 0.6070 1.0880 0.0496 0.3274 0.0208 
1.1169 0.6070 1.8356 0.2796 1.0672 0.0496 0.3481 
0.3770 1.0880 0.2796 1.8149 0.2796 1.0880 0.3770 
0.3481 0.0496 1.0672 0.2796 1.8356 0.6070 1.1169 
0.0208 0.3274 0.0496 1.0880 0.6070 1.8645 1.3468 
0 0.0208 0.3481 0.3770 1.1169 1.3468 2.0945 
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