On the sum Σd4(n) by Erdős, Pál & Kátai, Imre
O n the sum ZdA(n) 
By P. E R D Ô S and I. K Â T A I in Budapest 
1. Introduction 
Let d(n) denote the number of divisors of n, and dk(n) be the &-fold iterate 
of d(n), i.e. di{n)=d{n) and dk(n)=d(dk_1(nj) for A:is2. Let 
(1.1) Dk{x) = 2 dk(n)-
BELLMAN and SHAPIRO [1] conjectured that Dk(x) = ( 1 +O( l ) ) ck x log t x 
for all A:Si, where logt denotes the /¿-fold iterated logarithm. 
This conjecture was proved for k — 2 and 3 by KÀTAI [2], [3]. The aim of this 
paper is to prove it for k = 4 . The cases 4 seem to be essentially more difficult. 
Theorem 1. We have 
= (1 + o(l))c x log4 x 
as x -* oo, where c is a positive constant. 
2. Notations and decomposition of the sum D4(x) 
The letters p, p.lt ..., q, qx, ... stand for prime numbers. Let to(n) denote the 
number of the different, and Q(n) the number of all prime factors of n, i.e. for 
n=p\'...p a/ let o(n) = r and Q(n) = « , + . . . +a r . Let X(n) =( - l ) f l <"> and let 
n(ri) denote the Moebius function. (|//(«)( == 1 or 0 according as n is square-free 
or not.) Let oa{n) = 2d a. 
d\n 
The letters c, cx ... denote suitable positive constants, and e, e1 ... are arbitrary 
small positive constants not necessarily the same in every place. 
We use the symbol « in VINOGRADOV'S sense. 
For the sake of brevity denote xt =log x, x = log xh yl = log y, yi+ x =log yt 
( / e l ) and set 
, , , . (log log x y - 1 
(2. 1) ctj(x) = (fTîji 0 = 1. 2, -)• 
314 P. Erdos—I. Katai 
Denote by X the set of integers all whose prime factors occur with- an exponent 
greater than 1. Clearly every integer can be uniquely written in the form 
(2.2) n — Km with (K,m) = 1, K^tf, m square-free. 
K will denote the quadratic part, m the square-free part of n. sfK is the set of integers 
whose quadratic part is AT. 
For let the numbers k,kl, k2, a be defined as follows: 
( 2 . 3 ) k = d(K), k=2*kl, kx odd, k2=d(ki). 
Then for an «.in (2. 2) we have 
( 2 . 4 ) d2(n) = (a + 1 + 6)(m))k2. 
Set 
(2. 5) I K = 2 d4(n). 
Then 
BSx 
(2.6) D,(x) = ZZK-
Furthermore 
(2. 7) I K = 1 Z'K, r= 1 
where in 2 k we sum over those n for which co(m)=r (see (2."2)). Let further 
( 2 . 8 ) - ( 2 . 9 ) Z(y,K,r) = 2 K « ) | ; Z(y,K)= 2 
(n,K)=l ns>> oj(n) = r (n, K)=l 
nsjr So by (2. 4) we have 
(2.10) I'K = d2 (k2 (a +1 + r))Z ( K , r). 
For a general natural number n let denote the set of those positive integers 
all prime factors of which occur in n. Let further 
( 2 . 1 1 ) T(«) = Z r f i + ^ - ] _ 1 = 
p\n P ) v£®„ v 
Let nr(x) be the number of those integers not exceeding x which contain exactly 
r prime factors. 
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3. Lemmas 
L e m m a 1. For all rSl we have 
( 3 . 1 ) ' . ( - ) < ' , • • 
This is a'known theorem of HARDY and RAMANUJAN [4]. 
Hence we easily deduce the well-known 
L e m m a 2. For all constant 8 > 0 the inequalities 
(3.2)-(3.3) 2 i « 7 ( i o g y ) - ^ , 2 i « r ( i o g y ) - ^ 
nsY nmr 
i3(n)<(i-«iog2y i>(n)> ( i+5) iog2 y 
hold with a suitable positive constant y6. Further we have y 9 = 2 in (3. 3). 
L e m m a 3. Let h{x) denote an increasing function of x, tending to infinity 
with x. Then 
( 3 . 4 ) ~ 2 J _aj{x) = (l+o(l))x, 
and consequently 
( 3 . 5 ) 2 _aj{x) = o ( x , ) , 2 _aj(x) = o(xJ. 
j^xi-h(x)]/xi j'sx2+h(x))/x2 
Lemma 3 is well known and can be proved by a simple computation. 
L e m m a 4. Let ft< 1 be an arbitrary positive constant, Y ^ Y ^ Y ^ . Then 
( 3 . 6 ) 2 M " ) - l o S 2 J^i}2 «  Y2 l o g 2 Yy . 
Yi s n a r i + ^ 2 
This lemma can be proved by the method of TURAN (see [5]). 
Let 
( 3 . 7 ) Dh(x,t)= 2 2 I-
x<mn2mx-i-h 
n>t 
L e m m a 5. For 0 a n d 0<hSx 2 1 3 we have 
(3. 8) Dh{x, t) « x 9 ' + ht ~ 1 with = 0,23. 
L e m m a 6. We have 
( 3 . 9 ) . Z(x, 1) = -^x + 0(x 1' 2). 
71 
Furthermore, for 0sh^x 2 J 3, 
( 3 . 1 0 ) Z(x+h, 1 )-Z(x, 1) = ^ x + 0(h l' 2) + 0(x^) 
holds. 
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For the proof of (3. 8) and (3. 10) see RICHERT [6]. (3. 9) is well known. 
Let / 0 , c) denote the interval [y2 — ciy2, y2 + cj/y2]. Let further A be an 
arbitrary but fixed constant and 
(3-11) y y r A S y * ^ y . 
L e m m a 7. For a suitable increasing function g(y) with l img(y ) = <» we have 
(3.12) z(y*,l,r) = ^-2(l+o(l))j-^ar(y) oo) 
uniformly in J(y, 4g(y)). 
This is a slightly modified form of a result of P. E R D Ő S [7 ] . 
4. Further lemmas 
Le m m a 8. Let Then we have 
(4.1) 2 ("-=-)• 
K>U 
KiX 
P r o o f . This is an immediate consequence of the simple and known fact that 
2 l«x 1 , 2+ e: 
KSx 
K ear 
L e m m a 9. For fixed /? > 0 we have 
( 4 . 2 ) 2v~>«zd(n), 
furthermore 
(4.3) 2 » ~ f «d(ri)u~y 
vZS)„ 
y>u 
when y -=/? and y is constant. 
P r o o f . Since 
ví®„ PIN I PP) P » < 2 pUs2 
which proves (4. 2). Now (4. 2) implies (4. 3) since for c s u . 
Lemma 10. We have 
(4.4) Z(y,K,r) = ~(l+o(\))x(K)^-ar(y) 
71 XL 
uniformly for K^yj, r£l{y, 2g(y)). [g(y) as in Lemma 7.] 
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P r o o f . The identity 
(4.5) Z(y, K,r) = 2 l ( C ) z k l , r - f i ( ® ) | 
can be proved elementarily or by using the uniqueness of Dirichlet series expansions. 
Suppose that r(il(y, 2g(y)). Let A =y\. For v<A we have Q(v) < 
> c l o g2v<cy 3^=g(y)y2 / 2- Hence r — Q(v)Cl(y, 2g(y)), if y is sufficiently large. 
From (4. 5) we obtain 
(4.6) Z(y,K,r)= 2 Hv)zU,l,r-Q(v) + 
VSd 
Using Lemma 7 we deduce 
(4-7) * ( l + o ( l ) ) f Z ^ a r - o w W -
n yi v<iS>K V 
Since « r-n („)00 = (1 +o(\ j)ar(y) in rfj(y, 2g(y)) we have 
^ » ¿ ( i + o C D M A O ^ + o C D ^ f 2 1 1 , + o f f ^ ) 71 J l I>£0K U l VSJ v ) 
V€3)K 
Hence by 2 v~ i<szT(K) and (4. 3) we obtain 
^ = ¿ ( 1 + 0 ( 1 ) ) ^ ) ^ . 
Now we estimate the sum I 2 . We have by (4. 2) that 
12 S y 2 v~1 « yd(K) A -1/2 « yy2- 2 
and so r 2 = o ( I 1 ) . Hence (4. 4) follows. 
L e m m a 11. We have 
(4. 8) Z(y, K) = -^z(K)y+0(d(K)y V 2). 
P r o o f . Summing in (4. 5) for l s r < » = we deduce 
(4.9) Z{y,K)= Z m z U , l | . 
psy (v ) 
v e ®K 
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Hence by (3. 9) we have 
. Z(y,K) = ^{K)y+o\y + 
n v. .Sj "J I VZS»K\V) 
1>i@K 
By Lemma 9 we deduce (4. 8). 
Lemma 12. Let z ? / 3 s z 2 s z } / 4 , L = 0(z} /4). Then we have 
( 4 . 1 0 ) Z(zl + z2,L)-Z(zl,L) = ^ z ^ z . + OidiLXzi^ + zl' 2)). 
Proof . Using the identity (4.9) we have 
A^Z(zl + z2,L)-Z(zl,L)= 2 
U-=Z1+Z2 
Hence by (3. 10) we obtain 
A=-^r(L)z2 + o{z2 2 + 2 » ~ l ) + 
( i>=»Z2 V) vZSSi. 
VÍ&L. 
+o(V72 2v~i/2)+o( 2. i). 
uSSSf. 
For the last sum we have 
2 l < ( 2 z 1 ) ° - 1 2 v~^«d(L)z\-\ Z2<l><Zl+Z2 UÉátjL 
Using Lemma 9 for the other remainder terms we have (4. 10). 
5. For a general integer S let 
( 5 - 1 ) TsiY^Y. + Y,) = 2 d2(Sr). Yl^rsYi + Yz 
Every integer r can be represented in the form 
( 5 . 2 ) r = R l R 2 Q , Rle@s,(R2Q,S) = l, R 2 £ X |í<(e)| = 1 
and this representation is unique. 
Let L=RyR2 and D L be the set of those r in (5. 2) for which L=RXR2 
(5.3) d(SL) = I = 2%, with / t odd and d(li) = l2, 
and let 
(5.4) A(S)= 2 
h*(SR2) 
R t R 2 R I, «2 " 1 2 
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Lemma 13. Let У{ / 2Ш У2— У?'01- Then 
(5.5) r s ( y i , y 1 + 72) = 4 ^ ( S ) y 2 b g l o g y 1 + 0 (r 2 ( log 2 F 1 ) 1 / 2 ^) . 71 
P r o o f . Using the notations in (5. 3) we have for an r in (5. 2) 
(5. 6) d2(Sr) = (a(g) + /? + 1 )l2 = co(r)l2 + (/5 + 1 - сo(L))l2. 
Hence 
(5.1) Ts(Y1,Yl + Y2) = 2 oj(r)l2+ 2 (m-o>(Lj)l2 = Z1 + Z 2 . 
Yi^rsYi + Yz Y,<rsY, + Y2 
Furthermore 
(5.8) Zi = log27i 2 ¡2 + 0( 2 |co(0-log2Fx|/2) = 
Yl~=r^Yl + Y2 Y,-zrmYi + Y2 
= \og2YlI3 + 0(IA). 
By the Cauchy inequality we have 
(5.9) 2 (co(r)-log 2 W 2 { 2 Hyl2 = zll2z1612. 
I'l^rSl'l + i'z Y^mYi + Yz 
By Lemma 4 
(5.10) Is«Y2\og2Yi. 
Using (5. 3) we obtain ( d ( m ) < m £ ) 
I 2 = 0((SLY) (P + l-co(L))l2 = 0((SLy). 
Consequently, 
(5.11) Z2 = 0(S8i:7), Г6 = 0(S£Z7) , 
where 
(5.12) Z7 = 2 L \ Yt^r^Yt+Yi 
We have 
(5.13) Г7<< 2 ^ + 2 1 = Z8 + 1 7 I 9 . 
Yi^r=eL^Yt + Y2 Yl-zr=eLSY, + Y2 
LSY2 L>Y2 
Furthermore 
(5.14) i 8 « Y 2 2 (RiRlY-1 <<Y2{ 2 R\~4{ 2 4 « 
« ^ T z f l - i l <-< d(S)Y2 « 
pis P ) 
Now we estimate the sum Ia . 
Let u2 and v 2 denote the greatest square divisors of the numbers R1 and R2-
Since R i i ^ s , so ^ ^ R J S ^ R y Y T 0 ' 0 1 S i ^ Y ^ 0 3 holds. Furthermore, since 
all prime factors of R2 occur with an exponent greater than 1, we have Rz=v 2l 
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and ¡¡v, i.e. v ^R\13. Hence the inr£9 have the formr = nLm, where n ^RyRl^Y^0'03 £ 
£CRi*2)1 /3F2~0 ,03sy20'3 . Thus 
r 9 « 2 1-
n&r 20'3 
Applying Lemma 5 we obtain 
(5. 15) I 9 « y ^ 4 + y 2 0 ' 7 - « y 3 ' 4 . 
Combining this with (5. 14) we deduce 
(5. 16) TsiY,, Y, + Y2) = log2 YrS3 + 0(Y2(log2 Y^'2 
Now we estimate the sum I 3 . We have by (5. 15) 
(5.17) I3 = 2 h + 0{Yl 2 1 ) = Z10 + O(Y!Z9)= Z10 + O(Y?-a). 
Yt&rSYt + Yi ri<rsl'1 + i'2 LsY 2 L>Y2 
Furthermore by (5. 2) 
( 5 . , 8 ) r „ - Z j \ z { ^ , S L ) - z { ^ S L l = 
For I l 2 we have 
= 2 + 2 = * i i + Z i 2 -LS y2o,oi y2o,oi 
/2 (5.19) z12«y2 2 7 - « ^ 2 2 L-1+E«y2{2*r1+E}{ 2 + 
2 J R r 1 + £ } { 2 ^ 2 ~ 1 + E } « y 2 1 " 0 , 0 0 0 1 . 
For we use Lemma 12 and deduce 
( 5 . 2 0 ) ' y 2 2 ^ - t - o f y r 2 d W ] + 
+ o\Y1>2 2 2 ^ ] + o ( y 2 3/ 4 ) . 
1. LSV2»,»1 A» ' J Usy2°'01 ^ J 
Further, by elementary calculation, 
CS 2H y / t ( i S ) V T ( L > „^y-0.001 
( } z . ^ 2 L - (y2°-01)1/4 2 r L3/4 2 
Combining our inequalities (5. 17)—(5. 21), (5. 5) follows and hence the lemma 
is proved. 
Putting S = 1 in Lsmma 13 ws obtain by a simple calculation 
¿>2(*) = 2di(n) = c.vlog2x + 0 ( x / l o g 2 x ) . 
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6. The proof of the theorem 
First we prove that 
( 6 . 1 ) 2 Z k ^ X . 
K=-X23 KiX 
Indeed by (2. 3), (2. 4) we have 
i /4(n) Si/2(n) - (a + 1 + to(m))k2, a « l o g K. 
Let Zt = Z2+Z$, with co(m)s I0x2 in Z2 and a>(m)>10x2 in Z3. So by 
Lemma 8 we have 
l 2 < < x 
K=-*23 K KiX 
Furthermore , us ing that co(m)<s:xi, w e have 
- 2 ^ « x j y Z H Y 1 ^ 2 \}U2«XX1\2§\'2xi1«X, <o(n)= 10*2 1SI <o(n)e 10X2 I 
by Lemma 8 and Lemma 2. 
Suppose now that K ^ x l Let 
( 6 . 2 ) - ( 6 . 3 ) Zjf.> = 2 ZrK, Z(K+) = 2 ZrK, 
1 rS 2X2 
rS — x2 
(6.4) 2 
-X2*=r^2x2 
We prove that 
(6. 5) !<-> = 2 Zjf > = 0(x), 
and that 
KiX 
( 6 . 6 ) i ( + ) = 2 4 + ) = o ( x ) . 
XSI2J 
KZX 
Since we have co(K)<s:x3 and so in the sums ij;""1 co(«)<&:fx2. Furthermore 
we have dA(n)^G(e)ds(n). So by the Holder inequality 
2 d£(n)«{ 2 i}1_£{z#0}£<<*-*rv,/4(1~,;) «x, 
nSx , „ 3 
3 (0(RT)S— X2 
4 
if e is small enough (see (3. 2)). The proof of (6. 6) is very similar. 
II A 
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Finally we prove that 
(6.7) Z(0)der 2 = c ( l+0( l ) ) -XX 4 . 
K-CXÎ3 
Since D4(X) = I ( 0 ) + I ( + ) + !<-> + 1 , , the theorem will immediately follow. 
By (2. 10) we have 
(6.8) I + 
y < r « = 2 . V 2 
where in I^1' and in I P \r-x2\i=g(jt)]/j^ holds. Here g(x) 
is a sequence which tends to infinity with a monotonically and for which the 
Lemma 10 holds. 
Let A-{x\13], Ax = x2 — g(x)ix2, Bx - x2+g{x)ix2 and split the interval 
into consecutive subintervals with lengths A. Let 
Gs=[Ax + (j-\)A,Ax+jA], j — ],2, •••, T; T= 
Thus we have by (4. 4) that 
(6.9) !<•> = + 
J = I 
where 
Z(kIJ) = 2 d 2 ( k 2 ( « . + 1 + r ) ) Z K, r j . 
+ 1. 
By Lemma 10 we have 
Taking 
into account that ctr(xj$C) = (1 -f-o(l))tf,.(x) for K^x2, 2g(x)) and 
that an(x)/ar2(x) = l+o(l) for -r2\sA, r,, r2£/(x, 2g(x)) we have 
n i j > = 
= (1 + U - I ) A + a + 1, Ax +JA + a + l) - I 2 «,(*)• 71 A A j A r£Gj 
Observing that the conditions of Lemma 13 are satisfied, we deduce 
W» = ^+o(\))^A(k2)^-xA 2 «,(*) + O k\ ~xi12 2 «,(*)) \ n ) K r i G i ( A X t r € C j ) 
Hence by (6. 9) using (3. 4) we have 
( 6 . 1 0 ) Z P = (1 + 0 ( 1 ) ) [ ^ ) 2 ^ A ( k 2 ) x x A + o \ x x l ' 2 ^ B . k \ \ . 
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Now we consider the sum I^K From (3. 1) we easily deduce 
( X • ) X (x2+c2)r_1 X 
for r<2x2 and K<x2. Hence we have 




+ 2 d2(k2{z + \+r))ar(x% 
Let Z^ and Zs denote the first and the second sum in the right hand side of (6. 11). 
Taking into account that ar(x) is monotonically increasing in I 4 and decreasing 
in Z5 in r, we have 
[a] 
S 2 "Ax-jA(x) 2 d2(k2(a + l + r ) ) 
j= 0 Ax-jASr^Ax+U+DA 
and similarly 
№ 
£5 s 2 aBx+M(x) 2 d2(k2(ct + \+r)). j= 1 Bx + (j-l)A=-rSBx + jA 
Hence by Lemma 13 we have 
[S] 




A 2 aAx^jA(x) == 2 dr(x) = o(xt), j=0 r^Ax+A 
we have 
(6.12) I4 = o(xl){x4A(k2) + xi'2ki212}. 
Using similar arguments we can deduce for Z5 the same inequality. 
Hence by (6. 11) and (6. 10) 
I ^ = 0 ( l ) 4 » i.e. -
' Summing over K we have 
) K i « ! K KSX23 K ) 
Observing that the sums are convergent we deduce (6. 7). 
This completes the proof of our theorem. 
11* 
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