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Abstract
We derive equilibrated reconstructions of the Darcy velocity and of the total stress ten-
sor for Biot’s poro-elasticity problem. Both reconstructions are obtained from mixed finite
element solutions of local Neumann problems posed over patches of elements around mesh
vertices. The Darcy velocity is reconstructed using Raviart–Thomas finite elements and the
stress tensor using Arnold–Winther finite elements so that the reconstructed stress tensor is
symmetric. Both reconstructions have continuous normal component across mesh interfaces.
Using these reconstructions, we derive a posteriori error estimators for Biot’s poro-elasticity
problem, and we devise an adaptive space-time algorithm driven by these estimators. The
algorithm is illustrated on test cases with analytical solution, on the quarter five-spot prob-
lem, and on an industrial test case simulating the excavation of two galleries.
Key words: a posteriori error estimate; equilibrated stress reconstruction; Arnold-Winther
finite element space; Biot’s poro-elasticity problem
1 Introduction
Biot’s poro-elasticity problem was originally proposed by von Terzaghi [40] and Biot [6] to
describe the hydro-mechanical coupling between the displacement field u of a linearly elastic,
porous material and the pressure p of an incompressible, viscous fluid saturating its pores. Let
Ω ⊂ R2 be the simply connected polygonal region occupied by the porous material, and let
tF > 0 denote the simulation time. For the sake of simplicity, we assume that the material
is clamped at its impermeable boundary, and fix the Biot–Willis coefficient equal to 1. We
also assume that the deformation of the material is much slower than the flow rate, so that the
problem can be considered in quasi-static form. Then, the displacement field u : Ω×(0, tF )→ R2
∗Corresponding author, rita.riedlbeck@edf.fr
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and the pore pressure p : Ω× (0, tF )→ R are determined by
−∇ · σ(u) +∇p = f in Ω× (0, tF ), (1.1a)
∂t(∇ · u+ c0p)−∇ · (κ∇p) = g in Ω× (0, tF ), (1.1b)
u = 0 on ∂Ω× (0, tF ), (1.1c)
κ∇p · nΩ = 0 on ∂Ω× (0, tF ), (1.1d)
u(·, 0) = u0 in Ω, (1.1e)
where f denotes the volumetric body force acting on the material, g a volumetric fluid source
(which, if c0 = 0, is assumed to verify the compatibility condition
∫
Ω g(x, t)dx = 0 for each
t ∈ (0, tF )), and the effective stress tensor σ is linked to the strain tensor ε through Hooke’s law




where I2 is the two-dimensional identity matrix. The Lamé parameters λ and µ, describing the
mechanical properties of the material, are assumed such that µ > 0 and λ+ 23µ > 0 uniformly
in Ω. The scalar field κ : Ω → R describes the mobility of the fluid and we assume that there
exist positive real numbers κ[ and κ] such that κ[ ≤ κ ≤ κ] a.e. in Ω. When the specific storage
coefficient c0 is zero, we enforce uniqueness of the pore-pressure in (1.1) by further requiring
that ∫
Ω
p(·, t)dx = 0 in (0, tF ). (1.3)
On the other hand, for c0 > 0, we complement (1.1) by the following initial condition on the
pressure:
p(·, 0) = p0 in Ω. (1.4)
In practice, even when c0 = 0, the initial velocity field u0 in (1.1e) is usually obtained by first
setting p0 equal to the solution of a hydrostatic computation and then calculating u0 by solving
(1.1a) with p = p0 (cf. Remark 2.1 in [33]). The well-posedness of Biot’s consolidation problem
has been analyzed in [38,41]. A suitable approximation method consists of using Taylor–Hood
H1-conforming finite elements in space (using piecewise polynomials of order k ≥ 1 for the
pressure and of order (k + 1) for the displacement) and a backward Euler scheme in time. The
corresponding a priori error analysis can be found in [28–30]. This discretization strategy is
adopted in the Code Aster1 software, which is used for the numerical examples presented in this
work. Several other discretization methods have been studied in the literature, among which
we cite, in particular, the fully coupled algorithm of [7], where the Hybrid High-Order method
of [12] is used for the elasticity operator, while the weighted discontinuous Galerkin method
of [13] is used for the Darcy operator.
The two governing equations (1.1a) and (1.1b) express, respectively, the conservation of me-
chanical momentum and fluid mass. In particular, the Darcy velocity φ(p) := −κ∇p and the
total stress tensor θ(u, p) := σ(u)− pI2 have continuous normal component across any interface
in the domain Ω, and the divergence of these fields is locally in equilibrium with the sources (and
the accumulation terms) in any control volume. It is well known that the use of H1-conforming









discrete solution at a given discrete time tn) that satisfy the discrete counterpart of the above
properties across mesh interfaces and in mesh cells. The first contribution of this work is to
fill this gap by reconstructing equilibrated fluxes from local mixed finite element solves on cell
1http://web-code-aster.org
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patches around mesh vertices. The Darcy velocity reconstruction uses, as in [9,11,21], Raviart–
Thomas mixed finite elements [35] on cell patches around vertices of the original mesh. The
construction we propose for the total stress tensor is, to our knowledge, novel and is based on
the use of the Arnold–Winther mixed finite element [4], again on the same vertex-based cell
patches. This construction provides, in particular, a symmetric total stress tensor. The Darcy
velocity and the total stress tensor are reconstructed at each discrete time, they have continuous
normal component across any mesh interface, and their divergence is locally in equilibrium with
the sources (averaged over the time interval) in any mesh cell. In steady-state linear elastic-
ity, element-wise (as opposed to patch-wise) reconstructions of equilibrated tractions from local
Neumann problems can be found in [2, 10, 25, 32], whereas direct prescription of the degrees of
freedom in the Arnold–Winther finite element space is considered in [31].
The second contribution of this work is to perform an a posteriori error analysis of Biot’s
poro-elasticity problem using the above reconstructed fluxes to compute the error indicators.
Equilibrated-flux a posteriori error estimates for poro-elasticity appear to be a novel topic
(residual-based error estimates can be found, e.g., in [18,27]). Equilibrated-flux a posteriori error
estimates offer several advantages. On the one hand, error upper bounds are obtained with fully
computable constants. The idea can be traced back to [34] and was advanced amongst others
by [1,9,11,19,21,23,24,26,36]. Another interesting property is the polynomial-degree robustness
proved recently for the Poisson problem in [8,21]. A third attractive feature introduced in [20] is
to distinguish among various error components, e.g., discretization, linearization, and algebraic
solver error components, and to equilibrate adaptively these components in the iterative solution
of nonlinear problems. This idea was applied to multi-phase, multi-components (possibly non
isothermal) Darcy flows in [14–16]. For simplicity, we consider in the present work a global error
measure which lends itself naturally to the development of equilibrated-flux error estimators,
and defined as the dual energy-norm of the residual of the weak formulation.
This paper is organized as follows. In Section 2, we introduce the weak and discrete formulations
of Biot’s poro-elasticity problem (1.1), along with some useful notation and preliminary results.
In Section 3, we present the equilibrated reconstruction for the Darcy velocity and the total
stress tensor. In Section 4, we derive a fully computable upper bound on the residual dual
norm. We then distinguish two different error sources in the upper bound, namely the spatial
and the temporal discretization, and we propose an algorithm adapting the mesh and the time
step so as to equilibrate these error sources. Finally, we show numerical results in Section 5.
2 Setting
In this section we introduce some notation, the weak formulation, and the discrete solution of
problem (1.1).
2.1 Weak formulation
We denote by L2(Ω), L2(Ω) and L2(Ω) the spaces composed of square-integrable functions taking
values in R, R2 and R2×2 respectively, and by (·, ·) and ‖·‖ the corresponding inner product
and norm. We also let L20(Ω) := {q ∈ L2(Ω) | (q, 1) = 0}. H1(Ω) stands for the Sobolev
space composed of L2(Ω) functions with weak gradients in L2(Ω) and H10 (Ω) for its zero-trace
subspace. H(div,Ω) and H(div,Ω) denote the spaces composed of L2(Ω) and L2(Ω) functions
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with weak divergence in L2(Ω) and L2(Ω), respectively, Hs(div,Ω) the subspace of H(div,Ω)
composed of symmetric-valued tensors, and H0(div,Ω) := {ϕ ∈ H(div,Ω) | ϕ · nΩ = 0 on ∂Ω}.
We assume henceforth, for the sake of simplicity, that the volumetric body force f and the
fluid source g lie in L2(0, tF ;L
2(Ω)) and L2(0, tF ;L
2
0(Ω)), respectively. In order to write a weak
formulation of this poro-elastic problem, we define
U := H10 (Ω), P := H
1(Ω), (2.1)
where in the case c0 = 0 we require additionally that P = H
1(Ω) ∩ L20(Ω), and introduce the
following Bochner spaces:
X := L2(0, tF ;U)× L2(0, tF ;P ), (2.2a)
Y := H1(0, tF ;U)×H1(0, tF ;P ). (2.2b)
Let u, v ∈ U and p, q ∈ P . We define the bilinear forms
a(u, v) := (σ(u), ε(v)), (2.3a)
b(v, q) := −(q,∇ · v), (2.3b)
c(p, q) := (c0p, q), (2.3c)
d(p, q) := (κ∇p,∇q). (2.3d)
Then, we consider the following weak formulation: find (u, p) ∈ Y , verifying the initial condition
(1.1e) with u0 ∈ H10 (Ω) and (1.4) with p0 ∈ H1(Ω) if c0 > 0, and such that, for a.e. t ∈ (0, tF ),
a(u(t), v) + b(v, p(t)) = (f(t), v) ∀v ∈ U, (2.4a)
−b(∂tu(t), q) + c(∂tp(t), q) + d(p(t), q) = (g(t), q) ∀q ∈ P. (2.4b)
The well-posedness of Biot’s consolidation problem in slightly different weak formulations is
shown in [38, 41]. The uniqueness of the solution to (2.4) can be shown by energy arguments.
Assuming the existence of the solution in Y , we denote by σ(u) the resulting effective stress
tensor, by θ(u, p) = σ(u)− pI2 the total stress tensor and by φ(p) = −κ∇p the Darcy velocity.
They verify the following properties:
θ(u, p) ∈ L2(0, tF ;Hs(div,Ω)), −∇ · θ(u, p) = f, (2.5a)
φ(p) ∈ L2(0, tF ;H0(div,Ω)), ∇ · φ(p) = g − ∂t(∇ · u+ c0p). (2.5b)
2.2 Discrete setting
For the time discretization, we consider a sequence of discrete times (tn)0≤n≤N such that t
i <
tj whenever i < j, t0 = 0, and tN = tF . For each 1 ≤ n ≤ N , let In := (tn−1, tn) and
τn := t
n − tn−1. For a space-time function v, we denote vn := v(·, tn) and define the backward




At each time step 1 ≤ n ≤ N , the space discretization is based on a conforming triangulation
T nh of Ω, i.e. a set of closed triangles with union equal to Ω and such that, for any distinct
T1, T2 ∈ T nh , the set T1 ∩ T2 is either a common edge, a vertex or the empty set. We assume
that T nh verifies the minimum angle condition, i.e., there exists αmin > 0 uniform with respect
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to all considered meshes such that the minimum angle αT of each triangle T ∈ T nh satisfies
αT ≥ αmin. The set of vertices of the mesh is denoted by Vnh ; it is decomposed into interior
vertices Vn,inth and boundary vertices V
n,ext
h . For any subdomain ω ⊂ Ω we denote V
n
ω the set
of vertices in ω. For all a ∈ Vnh , T na is the patch of elements sharing the vertex a, and ωa the
corresponding open subset of Ω. For all T ∈ T nh , VnT denotes the set of vertices of T , hT its
diameter and nT its unit outward normal vector.
For all n ∈ N and all k ∈ N, we denote by Pk(T ) the space of bivariate polynomials in T ∈ T nh of
total degree at most k and by Pk(T nh ) = {ϕ ∈ L2(Ω) | ϕ|T ∈ Pk(T ) ∀T ∈ T nh } the corresponding
broken space over T nh .
The following Poincaré’s inequality holds for all T ∈ T nh :
‖v −Π0,T v‖T ≤ CP,ThT ‖∇v‖T ∀v ∈ H1(T ), (2.6)
where Π0,T : L
1(T ) → P0(T ) is such that
∫
T (v − Π0,T v)dx = 0 and CP,T = 1/π owing to the
convexity of the mesh elements (see e.g. [5]). Let
RM := {b+ c(x2,−x1)T | b ∈ R2, c ∈ R} (2.7)
denote the space of rigid body motions. We have the following Korn’s inequality, again valid
for all T ∈ T nh :
‖∇(v −ΠRM,T v)‖T ≤ CK,T ‖ε(v)‖T ∀v ∈ H1(T ), (2.8)
where ΠRM,T : H
1(T )→ RM is such that
∫
T (v−ΠRM,T v)dx = 0 and
∫
T rot(v−ΠRM,T v)dx = 0




Combining (2.6) and (2.8), and accounting for the bounds on the corresponding constants, we
infer that, for all T ∈ T nh ,






‖ε(v)‖T ∀v ∈ H1(T ). (2.9)
2.3 Discrete problem
We will focus on the conforming Taylor–Hood finite element method using for each time step
1 ≤ n ≤ N the spaces
Unh := Pk+1(T nh ) ∩ U, Pnh := Pk(T nh ) ∩ P, (2.10)
with k ≥ 1. This method was first proposed in [39] for incompressible flows and is known to
provide stable pore pressure approximations (cf. [30] and [37, 43]) and is a classical choice for
the discretization of poro-mechanical problems by conforming finite elements.
Assumption 2.1 (Piecewise-constant-in-time source terms). For simplicity of exposition, we
assume henceforth that the functions f and g are constant-in-time on each time interval In and
denote fn := f |In and gn := g|In.
Using the Taylor–Hood finite element spaces and a backward Euler scheme to march in time, the






h) ∈ Unh × Pnh , for all 1 ≤ n ≤ N ,
such that
a(unh, vh) + b(vh, p
n
h) = (f
n, vh) ∀vh ∈ Unh , (2.11a)
−b(∂tunhτ , qh) + c(∂tpnhτ , qh) + d(pnh, qh) = (gn, qh) ∀qh ∈ Pnh , (2.11b)
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where we denote by uhτ , phτ the discrete space-time functions which are continuous and piece-
wise affine in time, and such that, for each 0 ≤ n ≤ N , (uhτ , phτ )(·, tn) = (unh, pnh), so that
∂tu
n
hτ := ∂tuhτ |In = τ−1n (unh − u
n−1
h ) and ∂tp
n
hτ := ∂tphτ |In = τ−1n (pnh − p
n−1
h ).
3 Quasi-static flux reconstructions
In contrast to (2.5), we have in general θ(unh, p
n
h) /∈ Hs(div,Ω) and φ(pnh) /∈ H0(div,Ω). In
this section, we restore these properties by reconstructing H(div)-conforming discrete fluxes.
These reconstructions are devised locally on patches of elements around mesh vertices. We first
present the reconstructions in an abstract setting; then we apply these reconstructions to Biot’s
poro-elasticity problem. Since the time variable is irrelevant in devising the reconstructions, we
drop the index n in the abstract presentation.
3.1 Darcy velocity
We reconstruct the Darcy velocity using mixed Raviart–Thomas finite elements of order l ≥ 0.
For each element T ∈ Th, the local Raviart–Thomas polynomial spaces are defined by
WT := Pl(T ) + xPl(T ), (3.1a)
QT = Pl(T ). (3.1b)
Figure 1 shows the corresponding degrees of freedom for l = 0 and l = 1. For each vertex a ∈ Vh,
the mixed Raviart–Thomas finite element spaces on the patch domain ωa are then defined as
W̃ ah := {vh ∈ H(div, ωa) | vh|T ∈WT ∀T ∈ Ta}, (3.2a)
Q̃ah := {qh ∈ L2(ωa) | qh|T ∈ QT ∀T ∈ Ta}. (3.2b)
We need to consider the following subspaces associated with the setting where a zero normal
component is enforced on the velocity:
W ah := {vh ∈ W̃ ah | vh · nωa = 0 on ∂ωa}, (3.3a)
Qah := {qh ∈ Q̃ah | (qh, 1)ωa = 0}. (3.3b)
The distribution of the degrees of freedom of functions in W ah is presented in Figure 2. Note
that we enforce the zero normal condition also on patches associated with boundary vertices
since a zero normal Darcy velocity is prescribed in the exact problem; see Remark 3.3 for other
types of boundary conditions.
Figure 1: The mixed Raviart–Thomas finite element for l = 0 (left) and l = 1 (right)
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Construction 3.1 (Darcy velocity φh). For each a ∈ Vh, let γa ∈ L2(ωa) be such that
(γa, 1)ωa = 0, and let Γa ∈ L
2(ωa). Consider the following constrained minimization problem:
ϕah = argmin
wh∈Wah , ∇·wh=ΠQahγa
‖wh − Γa‖ωa , (3.4)
where ΠQah denotes the L
2–orthogonal projection on Qah. Then, extending ϕ
a






Since functions in W ah have zero normal component on ∂ωa, condition (γa, 1)ωa = 0 is crucial for
the well-posedness of the constrained minimization problem (3.4). This problem is classically




− (sah,∇ · wh)ωa = (Γa, wh)ωa ∀wh ∈W
a
h , (3.6a)(
∇ · ϕah, qh
)
ωa
= (γa, qh)ωa ∀qh ∈ Q
a
h. (3.6b)
This problem is well-posed owing to the properties of mixed Raviart–Thomas finite elements,
and we obtain the following result (cf. [9, 11,21]):
Lemma 3.2 (Properties of φh). Let φh be prescribed by Construction 3.1. Then, φh ∈ H0(div,Ω),
and letting γh ∈ L2(Ω) be defined such that γh|T =
∑
a∈VT γa for all T ∈ Th, we have
(γh −∇ · φh, q)T = 0 ∀q ∈ QT ∀T ∈ Th. (3.7)
Remark 3.3 (Other boundary conditions). Suppose that we are given a partition of the bound-
ary as ∂Ω = ∂ΩN,P ∪ ∂ΩD,P (the subsets ∂ΩN,P and ∂ΩD,P are conventionally closed in ∂Ω,
i.e., ∂ΩN,P ∩ ∂ΩD,P is the common boundary of the two subsets) and that an inhomogeneous
Neumann condition is enforced on the flux φ(p) on ∂ΩN,P (and a Dirichlet condition is enforced
on p in ∂ΩD,P ). Assume that the mesh is fitted to the boundary partition, so that any mesh edge
on the boundary belongs to either ∂ΩN,P or ∂ΩD,P . As detailed in [17], this situation can be ac-
commodated in Construction 3.1 up to minor modifications for all a ∈ Vexth (the construction is
unmodified for all a ∈ V inth ). For the flux, we consider for the trial and test spaces, respectively,
W ah,N := {wh ∈ W̃ ah | wh · nωa |∂ωa\∂Ω = 0, wh · nωa |∂ωa∩∂ΩN,P = Φa,N},
W ah,0 := {wh ∈ W̃ ah | wh · nωa |∂ωa\∂Ω = 0, wh · nωa |∂ωa∩∂ΩN,P = 0},




h if a lies on some edge
in ∂ΩD,P and Q
a




Figure 2: The degrees of freedom of the space W ah in the case l = 0 on a patch for a ∈ V inth
(left) and a ∈ Vexth (right)
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3.2 Total stress tensor
We reconstruct the total stress tensor using mixed Arnold–Winther finite elements of order m ≥
1. One advantage of using these elements is that the reconstructed stress tensor is symmetric.
For each element T ∈ Th, the local Arnold–Winther polynomial spaces are defined by
ΣT := Ps,m+1(T ) + {τ ∈ Ps,m+2(T ) | ∇ · τ = 0} (3.8a)
= {τ ∈ Ps,m+2(T ) | ∇ · τ ∈ Pm(T )},
VT := Pm(T ), (3.8b)
where Ps,m(T ) denotes the subspace of Pm(T ) composed of symmetric-valued tensors. Figure
3 shows the corresponding degrees of freedom in the cases m = 1 and m = 2. The dimension
of VT is (m + 1)(m + 2), and it is shown in [4] that dim(ΣT ) = (3m
2 + 17m + 28)/2. For the
lowest-order case m = 1, the 24 degrees of freedom in ΣT are
• The values of the three components of the (symmetric) stress tensor at each vertex of the
triangle (9 dofs);
• The values of the moments of degree 0 and 1 of the normal components of the stress tensor
on each edge (12 dofs);
• The value of the moment of degree 0 of each component of the stress tensor on the triangle
(3 dofs).
For each vertex a ∈ Vh, the mixed Arnold–Winther finite element spaces on the patch domain
ωa are defined as
Σ̃ah := {τh ∈ Hs(div, ωa) | τh|T ∈ ΣT ∀T ∈ Ta}, (3.9a)
Ṽ ah := {vh ∈ L2(ωa) | vh|T ∈ VT ∀T ∈ Ta}. (3.9b)
We need to consider subspaces where a zero normal component is enforced on the stress tensor.
Since the boundary condition in the exact problem prescribes the displacement and not the
normal stress, we distinguish the case whether a is an interior vertex or a boundary vertex (see
Remark 3.6 for other types of boundary conditions). For a ∈ V inth , we set
Σah := {τh ∈ Σ̃ah | τhnωa = 0 on ∂ωa, τh(b) = 0 ∀b ∈ Vωa ∩ ∂ωa}, (3.10a)
V ah := {vh ∈ Ṽ ah | (vh, z)ωa = 0 ∀z ∈ RM}, (3.10b)
and for a ∈ Vexth , we set
Σah := {τh ∈ Σ̃ah | τhnωa = 0 on ∂ωa\∂Ω, τh(b) = 0 ∀b ∈ Vωa ∩ (∂ωa\∂Ω)}, (3.11a)
V ah := Ṽ
a
h . (3.11b)
Figure 3: Element diagrams for the pair (ΣT , VT ) in the cases m = 1 (left) and m = 2 (right)
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Note that, as argued in [4], the nodal degrees of freedom on ∂ωa are set to zero if the vertex
separates two edges where the normal stress is enforced to be zero. The distribution of the
degrees of freedom in Σah is presented in Figure 4.
Construction 3.4 (Total stress tensor θh). For each a ∈ Vh, let λa ∈ L2(ωa) be such that
(λa, z)ωa = 0 for all z ∈ RM and all a ∈ V
int
h , and let Λa ∈ L2(ωa). Consider the following
constrained minimization problem:
ϑah = argmin
τh∈Σah, ∇·τh=ΠV ah λa
‖τh − Λa‖ωa , (3.12)
where ΠV ah denotes the L
2-orthogonal projection onto V ah . Then, extending ϑ
a






The condition on λa for all a ∈ V inth ensures that the constrained minimization problem (3.12)














∀τh ∈ Σah, (3.14a)(
∇ · ϑah, vh
)
ωa
= (λa, vh)ωa ∀vh ∈ V
a
h . (3.14b)
This problem is well-posed (see [4]), and we obtain the following result:
Lemma 3.5 (Properties of θh). Let θh be prescribed by Construction 3.4. Then, θh ∈ Hs(div,Ω),
and letting λh ∈ L2(Ω) be defined such that λh|T =
∑
a∈VT λa for all T ∈ Th, we have
(λh −∇ · θh, v)T = 0 ∀v ∈ VT ∀T ∈ Th. (3.15)
Proof. All the fields ϑah are in Hs(div, ωa) and satisfy appropriate zero normal conditions so
that their zero-extension to Ω is in Hs(div,Ω). Hence, θh ∈ Hs(div,Ω). Let us prove (3.15).
Let a ∈ V inth . Since (λa, z)ωa = 0 for all z ∈ RM , we infer that (3.14b) actually holds for all
vh ∈ Ṽ ah . The same holds true if a ∈ Vexth by definition of V ah . Hence,
(




for all vh ∈ Ṽ ah and all a ∈ Vh. Since Ṽ ah is composed of piecewise polynomials that can be
chosen independently in each cell T ∈ Ta, we conclude that (3.15) holds.
Remark 3.6 (Other boundary conditions). In the spirit of Remark 3.3 with the boundary
partition ∂Ω = ∂ΩN,U ∪ ∂ΩD,U , the minor modifications of Construction 3.4 are as follows for
a
∂Ω
Figure 4: The degrees of freedom of the space Σah in the case m = 1 on a patch for a ∈ V inth
(left) and a ∈ Vexth (right)
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all a ∈ Vexth (the construction is unmodified for all a ∈ V inth ): For the stress tensor, we consider
for the trial and test spaces, respectively,
Σah,N := {τh ∈ Σ̃ah | τhnωa |∂ωa\∂Ω = 0, τhnωa |∂ωa∩∂ΩN,U = Θa,N ,
τh(b) = 0 ∀b ∈ Vωa ∩ (∂ωa\∂Ω), τh(b) = θa,N ∀b ∈ Vωa ∩ (∂Ω \ ∂ΩD,U )},
Σah,0 := {τh ∈ Σ̃ah | τhnωa |∂ωa\∂Ω = 0, τhnωa |∂ωa∩∂ΩN,U = 0,
τh(b) = 0 ∀b ∈ Vωa ∩ (∂ωa\∂Ω), τh(b) = 0 ∀b ∈ Vωa ∩ (∂Ω \ ∂ΩD,U )},
with Θa,N and θa,N related to the Neumann condition, whereas we set V
a
h as in (3.11b) if a lies
on some edge in ∂ΩD,U and V
a
h as in (3.10b) otherwise.
Remark 3.7 (Extension to 3D). The extension of Construction 3.4 to three dimensions hinges
on the existence of mixed finite element spaces producing three dimensional, H(div)-conforming,
symmetric tensors. These were introduced in [3], but are complex to implement and require
significant computational effort, due to the high number of degrees of freedom per element (162
for the stress tensor).
3.3 Application to Biot’s poro-elasticity problem
In this section, we apply the above constructions to the discrete Biot poro-elasticity prob-
lem (2.11). The reconstructed Darcy velocity and total stress tensor are space-time functions
that are piecewise constant in time, i.e. these functions are calculated at every time step. We use
Constructions 3.1 and 3.4 where we now specify the data γa, Γa, λa, and Λa for each 1 ≤ n ≤ N .
For this purpose, we consider for any mesh vertex a ∈ Vnh , the piecewise affine “hat” function
ψa ∈ P1(Th) ∩H1(Ω) supported in ωa, which takes the value 1 at the vertex a and zero at the
vertices lying on the boundary of ωa; cf. Figure 5. An important property for our constructions
is the following partition of unity:∑
a∈VnT
ψa|T = 1 ∀T ∈ T nh . (3.16)
Construction 3.8 (Darcy velocity and total stress reconstructions). Let 1 ≤ n ≤ N . Define
for all a ∈ Vnh ,
γa = ψag
n − ψa∂t(∇ · uhτ + c0phτ )n +∇ψa · φ(pnh), Γa = ψaφ(pnh), (3.17a)
λa = −ψafn + θ(unh, pnh)∇ψa, Λa = ψaθ(unh, pnh), (3.17b)
where we recall that φ(pnh) = −κ∇pnh and θ(unh, pnh) = σ(unh)−pnhI2. Then define φnh ∈ H0(div,Ω)
and θnh ∈ Hs(div,Ω) using Constructions 3.1 and 3.4, respectively, with l ∈ {k−1, k} and m = k,
where k is the degree of the used Taylor–Hood element in (2.11).
a
ψa
Figure 5: Hat function
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Remark 3.9 (Choice of l and m in Construction 3.8). The polynomial degree k in the Taylor–
Hood finite element method (2.10) corresponds to degree k for the pressure and degree k + 1
for the displacement, implying polynomial degree k − 1 for φ(ph) and k for θ(uh, ph). Thus, it
seems reasonable that the polynomial degree for the reconstruction of the velocity is one lower
than for the reconstruction of the total stress tensor. It has been shown in [8, 21] that k − 1 or
k are suitable choices for the velocity reconstruction, and for k = 1 we can observe the expected
convergence rates for l = 0 and m = 1 in the numerical test of Section 5.2.
Lemma 3.10 (Darcy velocity and total stress reconstructions). Construction 3.8 is well defined,
and the following holds:
(−∇ · θnh , z)T = (fn, z)T ∀T ∈ T nh , ∀z ∈ RM, (3.18a)
(∇ · φnh, 1)T = (gn − ∂t(∇ · uhτ + c0phτ )n, 1)T ∀T ∈ T nh . (3.18b)
Proof. Construction 3.1 is well defined provided (γa, 1)ωa = 0 holds for all a ∈ Vh, and this
follows by taking qh = ψa in (2.11b) (this is possible since hat functions are contained in the
discrete space for the pressure). Construction 3.4 is well defined provided (λa, z)ωa = 0 for all
z ∈ RM and all a ∈ Vn,inth , and this follows by taking vh = ψaz in (2.11a) (recall that k ≥ 1 in
(2.10), so that this choice is legitimate) and using that
(θ(unh, p
n











Finally, the properties on the divergence follow from Lemmas 3.5 and 3.2 and the partition of




Remark 3.11 (Other boundary conditions). If inhomogeneous Neumann boundary conditions
φ(p) · nΩ = ΦN or θ(u, p)nΩ = ΘN are imposed on ∂ΩN,P and ∂ΩN,U , respectively, we modify
the constructions using Remarks 3.3 and 3.6. In particular, in Remark 3.3, Φa,N is the L
2-
projection of ψaΦN onto W̃
a
h · nΩ, whereas in Remark 3.6, Θa,N is the L2-projection of ψaΘN
onto Σ̃ahnΩ.
4 A posteriori error analysis and space-time adaptivity
In this section, we derive an a posteriori error estimate at every time step n based on the quasi-
equilibrated flux reconstructions of Section 3.3 for Biot’s poro-elasticity problem. Using these
estimators, we devise an adaptive algorithm including the adaptive choice of the mesh size and
of the time step.
4.1 A posteriori error estimate
To derive the a posteriori error estimate, we consider the residual of the weak formulation
(2.4). To combine the two equations in (2.4) into a single residual, the two equations must be
written using the same physical units. Therefore, we introduce a reference time scale t? and
a reference length scale l? which we will use as scaling parameters together with the Young
11
modulus E = µ(3λ + 2µ)(λ + µ)−1. Defining the bilinear map B : Y ×X → L2(0, tF ;R) such
that
B((u, p), (v, q))(t) := a(u, v)(t) + b(v, p)(t) + t? (−b(∂tu, q)(t) + c(∂tp, q)(t) + d(p, q)(t)) , (4.1)
we can restate (2.4) as follows: find (u, p) ∈ Y , verifying the initial condition (1.1e), and (1.4)
if c0 > 0, and such that for a.e. t ∈ (0, tF ),
B((u, p), (v, q))(t) = (f, v)(t) + t?(g, q)(t) ∀(v, q) ∈ X. (4.2)
For any pair (uhτ , phτ ) ∈ Y , we define the residual R(uhτ , phτ ) ∈ X ′ of (4.2) as
〈R(uhτ , phτ ), (v, q)〉X′,X :=
∫ tF
0
B((u− uhτ , p− phτ ), (v, q))(t)dt.
Its dual norm is defined as
‖R(uhτ , phτ )‖X′ := sup
(v,q)∈X,‖(v,q)‖X=1






We first derive a local-in-time a posteriori error estimate. Let the time step 1 ≤ n ≤ N be
fixed. Let us set
Xn := L
2(In;U)× L2(In;P ) and Yn := H1(In;U)×H1(In;P ),
and define the norm ‖·‖Xn on Xn in the same way as ‖·‖X on X. The local error measure for


















(θ(u, p)− θ(uhτ , phτ ), ε(v))(t)dt, (4.4a)













where we recall that In = (t
n−1, tn) and that both uhτ and phτ are continuous, piecewise affine
functions in time.
For all 1 ≤ n ≤ N , let φnh and θnh be the constant in time fields over In defined by Construc-













‖gn − ∂nt (∇ · uhτ + c0phτ )−∇ · φnh‖T , (4.5b)
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where αT denotes the minimum angle of the triangle T , and the flux estimators η
n
F,T,U (t),
ηnF,T,P (t), t ∈ In, by
ηnF,T,U (t) := E




‖φnh − φ(phτ )(t)‖T . (4.6b)
Theorem 4.1 (Local-in-time a posteriori error estimate). Let (u, p) ∈ Y be the weak solution
of (2.4) and let (uhτ , phτ ) ∈ Y be the discrete solution of (2.11). Let 1 ≤ n ≤ N . Let en be






{(ηnR,T,U + ηnF,T,U (t))2 + (ηnR,T,P + ηnF,T,P (t))2}dt
1/2 . (4.7)



































where we have used (2.4a) to pass to the second line and we have inserted (∇ · θnhτ , v) +








where we have used (3.18a) to insert ΠK,T v inside the integral and (2.9) to conclude. For the























Proceeding in a similar way for enP using (3.18b) and Poincaré’s inequality (2.6) in place of
















Combining these results and using again the Cauchy-Schwarz inequality yields












1/2 × ‖(v, q)‖Xn ,
and passing to the supremum concludes the proof.
Remark 4.2 (Data oscillation). Lemmas 3.2 and 3.5, and the mixed finite element space prop-













‖gn − ∂nt (∇ · uhτ + c0phτ )−ΠQnh(T )(g
n − ∂nt (∇ · uhτ + c0phτ ))‖T .
For the sake of convenience, we assumed the source terms f and g to be piecewise constant
in time. When this is not the case, an additional data time-oscillation term appears in the
right-hand side of the bound (4.7).
Remark 4.3 (Other types of boundary conditions). If we consider inhomogeneous Neumann
boundary conditions θ(u, p)nΩ = θN on ∂ΩN,U ⊆ ∂Ω and φ(p) · nΩ = φN on ∂ΩN,P ⊆ ∂Ω, two
more error estimators appear in (4.7). The details of how they are obtained for the hydraulic
part are shown in [17] and can be directly applied to linear elasticity. For each T ∈ T nh , let E
N,U
T
and EN,PT be the set of edges lying on ∂ΩN,U and ∂ΩN,P respectively, and let θnh and φnh be the














‖φnh · nΩ − φN‖e,






{(ηnR,T,U + ηnF,T,U (t) + ηnN,T,U )2 + (ηnR,T,P + ηnF,T,P (t) + ηnN,T,P )2}dt
1/2 .
To define a global-in-time a posteriori error estimate, we additionally define the initial condition



























We define the global error as
e := ‖R(uhτ , phτ )‖X′ + eIC. (4.11)
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{(ηnR,T,U + ηnF,T,U (t))2 + (ηnR,T,P + ηnF,T,P (t))2}dt
1/2 + ηIC. (4.12)




B((u− uhτ , p− phτ ), (v, q))dt. Then the function ξ ∈ X defined by ξ|In := ξn will
be the Riesz-representative of J : X → R with (v, q) 7→
∫ tF
0 B((u − uhτ , p − phτ ), (v, q))dt, so
that










Inserting this result into (4.11) and applying Theorem 4.1 concludes the proof.
4.2 Distinguishing the space and time error components
The goal of this section is to elaborate the error estimate (4.7) so as to distinguish the error
components resulting from the spatial and the temporal discretization. This is essential for
the development of Algorithm 4.6 below, where the space mesh and the time step are chosen
adaptively. Therefore, we add and subtract the discrete fluxes in the flux estimators (4.6) and











‖φnh − φ(pnh)‖T , (4.14b)
ηntm,T,U (t) := E




‖φ(pnh)− φ(phτ )(t)‖T . (4.14d)











Inserting them into (4.7) and applying the triangle inequality yields the following result.
Theorem 4.5 (A posteriori error estimate distinguishing the error components). Let 1 ≤ n ≤
N . Let (u, p) be the weak solution of (2.4) and let (uhτ , phτ ) ∈ Y n be the discrete solution
of (2.11). Let θnh , φ
n
h be the equilibrated fluxes of Construction 3.8. Then the following holds
for the error en defined by (4.3) with estimators defined by (4.14) and (4.15):
en ≤ ηnsp,U + ηnsp,P + ηntm,U + ηntm,P . (4.16)
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4.3 Adaptive algorithm
Based on the error estimate of Theorem 4.5, we propose an adaptive algorithm where the
mesh size and time step are locally adapted. The idea is to compare the estimators for the
two error sources with each other in order to concentrate the computational effort on reducing
the dominant one. Thus, both the spatial mesh and the time step are adjusted until space
and time discretization contribute nearly equally to the overall error. For this purpose, let
Γtm > 1 > γtm > 0 be user-given weights and crit
n, for all 0 ≤ n ≤ N , a chosen threshold that
the error on the time interval In should not exceed. For each of the considered error sources we
define the corresponding estimator as η• := η•,U + η•,P , so that (4.16) becomes
en ≤ ηnsp + ηntm (4.17)
Algorithm 4.6 (Adaptive algorithm).
1. Initialisation
(a) Choose an initial triangulation T 0h , an initial time step τ0, and set t0 := 0
(b) Initial mesh adaptation loop
• Calculate ηIC,U and ηIC,P
• Refine or coarsen the mesh T 0h such that the local initial condition error estima-
tors ηIC,T,• are distributed equally
End of the loop if ηIC ≤ crit0
2. Time loop
(a) Set n := n+ 1, T nh := T
n−1
h , and τn := τn−1
(b) Calculate (unh, p
n





(c) Space refinement loop










tm: Set τn :=
1
2τn
End of the space-time error balancing loop if
γtmη
n
sp ≤ ηntm ≤ Γtmηnsp or τn ≤ τmin
ii. Refine or coarsen the mesh T nh such that the local spatial error estimators ηnsp,T
are distributed equally
End of the space refinement loop if
ηnsp + η
n
tm ≤ critn (4.18)
End of the time loop if tn ≥ tF
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In order to keep computational costs in the algorithm low, the initial mesh and time step
should be chosen in a way that they match the criteria crit0 and crit1. This can be achieved
by performing only one time step before running the whole computation, and by modifying the
initial discretization if they do not.
5 Numerical results
In this section we illustrate numerically our theoretical results on four test cases. For all tests
we use the Taylor–Hood finite elements (2.10) with k = 1 and Construction 3.8 with l = 0
and m = 1. In the first two test cases, analytical solutions are known; the first one is a purely
elastic, stationary problem and the second one a Biot’s poro-elasticity problem. We analyze
the convergence rates of the error estimators and compare them to those of an energy-type
norm of the analytical error. The third test is the quarter five-spot problem, where we compare
the results of the adaptive algorithm to a “standard” solution with fixed mesh and time steps.
In the fourth test, the excavation of two parallel tunnels is simulated. It shows an industrial
application of the error estimators used for remeshing and again compares the performance of
Algorithm 4.6 to a standard resolution.
5.1 Purely mechanical analytical test
For this stationary, purely mechanical test we consider the mode I loading of a cracked plate,
corresponding to pure tension at the top and the bottom applied at the infinity. Following [42],









− cos( θ2)(3− 4ν − cos(θ))
sin( θ2)(3− 4ν − cos(θ))
)
, (5.1)
leading to a singularity of the stress tensor at the crack tip. For our test, we restrain ourselves






2) with a straight crack from (−
1
2 , 0) (cf. Figure 6), and
impose the analytical solution (5.1) as Dirichlet boundary condition on ∂Ω and the crack faces
to obtain the discrete solution uh. The Young modulus and the Poisson ratio are set to E = 1





Figure 6: Loading of a cracked plate
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Figure 7: Error estimation (left) and analytical error (right) on an initial mesh and after three
mesh refinements
test case there is no need for nondimensionalization, we omit the scaling factor E−1 in the
error estimators. Figure 7 compares the distribution of the error estimators and the analytical
error measured in the energy norm ‖u − uh‖en = a(u − uh, u − uh)1/2. Besides detecting the
dominating error at the crack tip due to the singularity of σ(u), the error estimators reflect the
distribution of the analytical error in the whole domain, as can be seen in the lower panel for
the finer mesh.
5.2 Poro-elastic analytical test
Let Ω = (0, 1)×(0, 1). Following [7,18], we consider the analytical solution of Biot’s consolidation
problem (1.1)





, p(t, x, y) = sin(−πt) sin(πx) sin(πy),
with κ = 1, c0 = 0, and the Lamé coefficients µ = λ = 0.4, yielding a Young modulus E = 1
and a Poisson ratio ν = 0.25. The resulting source terms are given by






and g = 0.
To evaluate convergence rates under space or time uniform refinement, we measure the analytical




B((v, q), (t?∂tv, q))dt =
1
2





h−1 ηsp,U ηsp,P ‖u− uhτ‖U ‖p− phτ‖P een Ieff
4 3.45e-2 — 1.58 — 3.44e-2 — 4.67e-1 — 5.12e-1 3.15
8 8.13e-3 2.09 7.62e-1 1.05 8.11e-3 2.08 2.33e-1 1.07 2.46e-1 3.14
16 1.96e-3 2.05 3.76e-1 1.02 2.00e-3 2.02 1.10e-1 1.02 1.21e-1 4.04
32 4.85e-4 2.01 1.87e-1 1.01 9.03e-4 1.15 5.46e-2 1.01 6.03e-2 3.16
Table 1: Error estimators and analytical errors under space refinement with tF = 0.5, τ = 5e-5
τ−1 ηtm,U ηtm,P ‖u− uhτ‖U ‖p− phτ‖P een Ieff
4 4.73e-1 — 2.54e-1 — 1.96e-1 — 2.09e-1 — 2.32e-1 3.34
8 2.40e-1 0.78 1.40e-1 0.86 9.88e-2 1.00 1.14e-1 0.87 1.27e-1 3.35
16 1.20e-1 1.00 7.31e-2 0.94 4.94e-2 1.00 6.03e-2 0.92 6.94e-2 3.46
32 6.00e-2 1.00 3.74e-2 0.97 2.47e-2 1.00 3.17e-2 0.93 3.85e-2 3.76
Table 2: Error estimators and analytical errors under time refinement with tF = 0.5, h = 1/128








where in this dimensionless test, the nondimensionalization parameters t? and l? are both equal
to one, and we also omit the factor E.
Tables 1 and 2 compare the convergence rates under space and time refinement of the corre-
sponding error estimators to the analytical error in the norms defined by (5.2) and (5.3). The
last column shows the effectivity index defined by
Ieff :=
ηsp,U + ηsp,P + ηtm,U + ηtm,P
|||(u− uhτ , p− phτ )|||en
. (5.4)
For both the spatial and the temporal refinement, we obtain the expected convergence rates
of the Taylor–Hood finite element method (2.10) with k = 1, and a backward Euler scheme in
time. The last value of the analytical mechanical error under space refinement is due to the
error in time discretization which starts playing a role for the finest mesh. We observe that
the orders of magnitude of the mechanical and hydraulic part are comparable in this test, and
that the effectivity index is dominated by the hydraulic part under space refinement, and by
the mechanical part under time refinement.
5.3 Quarter five-spot problem
In this standard configuration considered in petroleum engineering, the injection of water at the
center of a square domain and the production at the four corners is simulated on a quarter of
the domain. In our test, this quarter is a square of 100m side length, divided into two parts with
different mobilities; a circle around the injection point of radius 50m with κ = 8·10−9m2Pa−1s−1,
and κ = 10−9m2Pa−1s−1 in the rest of the domain. The Young modulus and the Poisson ratio
are given by E = 109Pa, ν = 0.3, and we set c0 = 0. The initial state is given by θ0 = 0,
φ0 = 0 and p0 = 10
5Pa. During the computation time of 30 days, we set p = p0 in the top right
corner and p = 4 · 105Pa in the bottom left corner, simulating the production and the injection
respectively. The nondimensionalization parameters are l? = 140m and t? = 1h. The problem
is dominated by hydraulic processes.
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# space-time unknowns # iterations ηsp ηtm ηsp+ηtm
reference 13,754,520 120 0.204 0.315 0.519
equivalent 973,620 45 1.14 1.54 2.68
adaptive 846,174 71 0.462 0.507 0.969
Table 3: The three computations in our test for the quarter five-spot problem




















Figure 8: Left: Comparison of the pressure in the quarter five-spot problem along the diagonal
between the three algorithms in Table 3. Right: An adapted mesh at time t = 10 days
We use Algorithm 4.6 to perform space-time adaptivity. We start with an initial mesh of 10,638
vertices and with an initial time step of τ0 = 12h. For the space-time error balancing, we set
γtm = 0.8 and Γtm = 1.3 and fix the error limit for each time step to crit
n = 0.005τn. We
compare the performance of the adaptive algorithm to two static computations (i.e. with fixed
meshes and time steps), one, called equivalent, where the discretization is chosen in a way to have
approximately the same number of space-time unknowns as in the adaptive algorithm, and one
where the discretization is very fine, so its solution can be taken as a reference solution. Table 3
compares the number of space-time unknowns and performed iterations (i.e. the number of time
steps, counting repetitions in the adaptive algorithm), and the values of the error estimators of
the three computations.
The left graphic in Figure 8 shows the discrete pressure along the diagonal going from the
bottom left to the top right of the domain (as indicated in the right graphic) at three different
times obtained by the static computations (solid and dotted lines) and the adaptive algorithm
(dashed lines). The loosely dotted vertical line marks the edge between the two parts of Ω with
different permeabilities. At each of these times, the discrete solution of the adaptive algorithm
is closer to the reference solution than the equivalent computation using a fixed mesh and time
step. At the last time step, all the results get closer as the solution converges in time to a
constant state.
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Figure 9: Initial mesh (left) and meshes at the end of the first (center) and the second (right)
excavation in the adaptive algorithm
5.4 Excavation damage test
In the context of the conception of a radioactive waste repository site, the excavation of tunnels
destined to contain waste packages is numerically simulated. The domain Ω is a 80m × 60m
quadrilateral, vertical cutout of the rock, in which two galleries are digged time-delayed in the
z-direction, first left, then right. Both excavations take 17.4 days (1.5 · 106s) and the second
one starts 11.6 days (106s) after the end of the first one. For both excavations we first calculate
the initial total equilibrium of the hole-free geometry. Then the digging is simulated by linearly
decreasing boundary conditions on the tunnel (convergence confinement method). These are of
Neumann type for the mechanical part and of Dirichlet type for the hydraulic part and start with
the total stress measured at the equilibrium state and the pressure p0 = 4.7MPa. Homogeneous
Dirichlet boundary conditions for the y-component of the displacement and p = p0 are imposed
on the bottom of Ω (except for the tunnel parts), while on the top, the left and the right sides of
Ω, we set θn = θrefn with (θref,xx, θref,yy, θref,xy) := (−11MPa,−15.4MPa, 0) and p = p0. These
boundary conditions have to be taken into account for the stress reconstruction (cf. Remark 3.6)
and the a posteriori error estimate (cf. Remark 4.3). The initial fluxes are given by θ0 = θref
and φ0 = 0, while the initial pressure is p0. The parameters describing the rock are the Young
modulus E = 5800MPa, the Poisson ratio ν = 0.3, the specific storage coefficient c0 = 0, and
the hydraulic mobility κ = 10−13m2Pa−1s−1. For the nondimensionalization of the problem, we
used, along with E, the parameters t? = 1h and l? = 100m.
Figure 10: Spatial discretization error estimators at tF on a fixed mesh (left, 29,275 dofs)








































Figure 11: Comparison between a static algorithm with fixed mesh and time step and the
adaptive algorithm 4.6 for the excavation damage test
The performance of Algorithm 4.6 is tested on four different initial meshes with critn = 7·10−3τn
for the coarsest one and, with the mesh getting finer, critn = 4 · 10−3τn, critn = 2 · 10−3τn and
critn = 1 · 10−3τn. In all the calculations we fix γtm = 0.8, Γtm = 1.5 and τ0 = 3.9d. Figure 9
illustrates the evolution of the second coarsest mesh with critn = 4 · 10−3τn. During the first
excavation, the refinement takes only place around the left tunnel, whereas the area around
the right tunnel is only refined after the beginning of the second excavation. The calculations
resulting from the adaptive algorithm are compared to calculations with fixed meshes and time
steps. Each of these meshes is slightly finer around the tunnels than in the rest of Ω, and the
time steps are chosen in a way that ηsp ≈ ηtm. Figure 10 compares the spatial discretization
error estimators at the final time tF of the static algorithm to those of the adaptive algorithm,
which are much more evenly distributed over the domain. Furthermore, the left graphic in
Figure 11 shows that in our test, the use of the adaptive algorithm reduces the number of
space-time-unknowns for a similar value of the error estimator.
In the right graphic of Figure 11, we plot the evolution of the error estimators in the two
computations circled in the left graphic. Each mark stands for an iteration and shows the error
estimate en of the current time interval divided by τn. For the plain algorithm, an iteration is
equal to a time step. The adaptive algorithm recalculates the solution at a time step whenever
the error estimate lies over critn (illustrated by the dashed line) by refining τn or the mesh
(or both). Thus, only the square shaped points in the graphic contribute to the overall error
estimate. In the consolidation phase between the two excavations (from t = 17.4 days to
t = 29 days), the mesh is slightly coarsened and the time step considerably increased, since the
dominating error source in this phase is the spatial discretization.
5.5 Conclusion
The analytical test cases show that the distribution and convergence rates of our error estima-
tors reflect those of the analytical error. The efficiency of Algorithm 4.6 has been illustrated
in industrial tests, where the number of space-time unknowns is considerably decreased for a
comparable overall error estimate. We also observe that the price for computing the flux re-
constructions can be substantially reduced by pre-processing, a task that is fully parallelizable.
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As shown in the first test, the stress reconstruction and a posteriori estimate presented in this
work are directly applicable to pure linear elasticity problems. The second test shows that the
presented error estimate also delivers sharp bounds (as reflected by moderate effectivity indices)
of more accessible error measures computed using energy-type norms. In the third and fourth
tests, comparing the proportions of the estimators for the hydraulic and the mechanical parts
reflects the physical properties of the problem: in the quarter five-spot test, the dominating
estimators are those for the hydraulic part; for the excavation damage test, they are approxi-
mately of the same order of magnitude, with the mechanical estimator dominating in regions
of stress concentration.
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[15] D. A. Di Pietro, M. Vohraĺık, and S. Yousef. An posteriori-based, fully adaptive algorithm for thermal
multiphase compositional flows in porous media with adaptive mesh refinement. Comput. and Math. with
Appl., 68(12):2331–2347, 2014.
23
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Code Aster. PhD thesis, École des Ponts ParisTech, 2007.
[28] M. A. Murad and A. F. D. Loula. Improved accuracy in finite element analysis of Biot’s consolidation
problem. Comput. Meth. Appl. Mech. Engrg., 95:359–382, 1992.
[29] M. A. Murad and A. F. D. Loula. On stability and convergence of finite element analysis of Biot’s consoli-
dation problem. Internat. J. Numer. Methods Engrg., 37:645–667, 1994.
[30] M. A. Murad, V. Thomée, and A. F. D. Loula. Asymptotic behaviour of semidiscrete finite-element approx-
imations of Biot’s consolidation problem. SIAM J. Numer. Anal., 33(3):1065–1083, 1996.
[31] S. Nicaise, K. Witowski, and B. Wohlmuth. An a posteriori error estimator for the lamé equation based on
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[41] A. Žeńı̌sek. The existence and uniqueness theorem in Biot’s consolidation theory. Aplikace Matematiky,
29:194–211, 1984.
[42] M. Williams. On the stress distribution at the base of a stationary crack. J. Appl. Mech., 24:109–114, 1957.
[43] Y. Yokoo, K. Yamagata, and H. Nagaoka. Finite element method applied to Biot’s consolidation theory.
Soils and Foundations, 11:29–46, 1971.
24
