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www.rsc.org/crystengcommHow focussing on hydrogen bonding interactions
in amino acids can miss the bigger picture: a high-
pressure neutron powder diffraction study of
ε-glycine†
Stephen A. Moggach,a William G. Marshall,b David M. Rogersa and Simon Parsons*a
The crystal structures of amino acids, which are composed of molecules in their zwitterionic tautomers,
are usually interpreted in terms of strong NH⋯O hydrogen bond formation between the ammonium and
carboxylate groups supported by weaker dispersion or CH⋯O interactions. This view of the factors which
promote thermodynamic stability in the crystalline amino acids has been re-examined in two phases of
glycine, the trigonal γ-form, which is the thermodynamically most stable form under ambient conditions,
and the ε-form, which is generated from γ-glycine at high pressure. A combination of Hirshfeld surface
analysis, periodic DFT, PIXEL and symmetry-adapted perturbation theory calculations indicates that the
conventional interpretation of intermolecular interactions in crystalline amino acids phases fails to recog-
nise the over-whelming significance of Coulombic attraction and repulsion. There are no intermolecular
interactions in either phase that can plausibly be described as dispersion-based. The interaction energies of
molecules connected by so-called CH⋯O H-bonds are far in excess of accepted values for such interac-
tions. Of the 14 closest intermolecular contacts in both phases, six have destabilizing interaction energies:
in γ-glycine a hydrogen bond with ‘text-book’ NH⋯O contact geometry is part of a destabilising mole-
cule–molecule interaction. The relative stabilities of the phases are best understood not in terms of a series
of stabilising atom–atom contacts, but rather as a balance between efficient filling of space in the high-
pressure ε-phase, and more weakly repulsive electrostatic whole–molecule interactions in the γ-phase.Introduction
The thermodynamic stability of a crystal structure is conven-
tionally rationalised by analysis of short, ‘structure-directing’,
intermolecular atom–atom contacts such as hydrogen bonds,
halogen bonds, π-stacking and so on.1 Although the simplicity
of this approach is very appealing, stability is a thermody-
namic concept which depends on relative energies, and so it
is necessary to assume that short inter-atomic contacts are
evidence of stabilising intermolecular interactions. Under
some circumstances this assumption may either not be cor-
rect, or may obscure a more complex picture.2 Calculation ofaccurate intermolecular interaction energies from crystal
structure data is now routinely possible using empirical
atom–atom potentials, semi-empirical approaches such as the
PIXEL method, or using quantum mechanical methods
including DFT or symmetry-adapted perturbation theory.3,4 In
this paper we compare conventional distance-based analysis
with the results of intermolecular energy calculations in the
case of two phases of one of the most extensively studied
compounds, the simplest amino acid glycine.
Glycine crystallises in the zwitterionic form +H3N–CH2–COO
−.
Three polymorphs are known under ambient conditions.
The α5,6 and β7,8 forms are both monoclinic with crystal
structures exhibiting hydrogen-bonded layers. In contrast,
the crystal structure of the γ-form9,10 is trigonal and dis-
plays a three-dimensional H-bonded network featuring
chains of molecules disposed about 3-fold screw axes. Of
the three polymorphs, γ-glycine is considered to be the
most thermodynamically stable form,11 though the α poly-
morph is the form usually obtained from aqueous
solution.
The effect of pressure on different polymorphs of glycine
has been extensively investigated by single-crystal and powder, 2015, 17, 5315–5328 | 5315
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View Article OnlineX-ray diffraction, Raman spectroscopy and inelastic neutron
scattering.12–22 Single-crystal X-ray diffraction data are avail-
able for α-glycine (P21/n) at 6.2 GPa.
12 The principal effect of
compression is to close-up the voids which exist within the
R-type hydrogen bonding motifs. No phase transformations
have been observed by compression of α-glycine, even up to
23 GPa.20
β-Glycine (P21) is metastable at all temperatures at ambi-
ent pressure.11 Although it has a layered structure in some
ways similar to that of α-glycine, it undergoes a phase transi-
tion at just 0.8 GPa to a high pressure monoclinic (P21/a)
phase, δ-glycine.12,18,19 This single-crystal to single-crystal
transition is displacive and fully reversible. The non-
destructive nature of the β-to-δ transition may be ascribed to
the topological similarity of the two phases, as the transfor-
mation involves only an inversion in molecular conformation
of half the molecules.
Application of pressure to γ-glycine (space group P31/P32)
leads to ε-glycine.12,14 The transition is sluggish at room-
temperature and reconstructive in nature, so that an initial
single-crystal sample becomes polycrystalline upon comple-
tion of the transition. The transition has been observed to
begin at 2 GPa and to be 95% complete by 4.3 GPa, with mix-
tures of γ and ε phases being obtained at intermediate pres-
sures.12 Boldyreva et al. give the onset transition pressure as
2.6–2.7 GPa, and they did not obtain a pure sample of
ε-glycine even at 7.85 GPa.14 The work just described was
carried-out using a mixture of methanol and ethanol as a
hydrostatic medium, yet the same transformation has been
observed at 0.8 GPa when Fluorinert was used as a hydro-
static medium and the sample was allowed to sit for 1 hour
in a neutron beam.16 The transition is thus sluggish, and to
some extent sample-dependent. On decompression to ambi-
ent pressure ε-glycine slowly transforms back to the γ-phase,
proceeding via a ζ-phase.17 The structure of this phase has
not been determined, though it is thought on the basis of
vibrational data to consist of layers like the α, β, γ and ε
phases.16
The unit cell dimensions of ε-glycine were first deter-
mined by Boldyreva,15 but the coordinates initially published
(and still available as CSD refcode GLYCIN35) correspond to
a structure containing contacts which are plainly far too
short. More convincing structural models were presented
later by Boldyreva14 and us.12 Based on the admittedly impre-
cise X-ray powder structures available it seemed that one of
the H-atoms attached to the NH3
+ group is not involved in a
close, well-directed, H-bonding contact. This is rather surpris-
ing in an amino acid structure, where H-bonding is expected
to be very efficient. The aims of this present study are (i) to
confirm the structure of the ε-polymorph of glycine using
neutron powder diffraction, which is sensitive to all the
atoms in the structure, (ii) to develop a more detailed picture
of the nature and strengths of the intermolecular interactions
present in γ and ε glycine, and (iii) to obtain physical insight
into the thermodynamic driving forces of transitions between
the phases.5316 | CrystEngComm, 2015, 17, 5315–5328Phase nomenclature used for high-pressure polymorphs of
glycine
Much of the crystallographic work on pressure-induced poly-
morphism in glycine has been carried out in parallel by two
groups: our own and that led by Boldyreva. There has devel-
oped a confusing difference in phase-nomenclature. In our
publication on glycine,12 reporting the crystal structures of
phases obtained by compression of β and γ-glycine, we
referred to the phase obtained on compression of β-glycine
as δ-glycine, and that obtained from γ-glycine as ε-glycine. In
ref. 14 the phase obtained by compression of γ-glycine is
labelled δ-glycine (we called it ε-glycine). In a Raman study,
the phase obtained by compression of β-glycine is referred to
as β'-glycine.18 Yet another phase, ζ-glycine, has been pro-
posed on the basis of X-ray powder diffraction and Raman
studies of the phase obtained on decompression of com-
pressed γ-glycine.17 Boldyreva's scheme does not designate
any phase ε.
All of this is certainly confusing to anyone trying to under-
stand the differing behaviour of the high-pressure poly-
morphs of glycine, but it has arisen because the first papers
in which the names were proposed, ref. 12, 14, and 18, were
all submitted at about the same time, August, September and
October 2004. But to summarise: the usage in Boldyreva's
papers is: β → β' and γ → δ → ζ (on decompression); that in
our own is: β → δ and γ → ε (→ζ on decompression). The sec-
ond labelling scheme is arguably simpler, makes use of a
contiguous series of Greek letters and avoids the somewhat
arbitrary use of primes. For these reasons we continue to
apply it in the present paper.
Experimental
Glycine-d5 was purchased from CDN Isotopes (catalogue
number D-277, 98.2 atom% D). γ-Glycine-d5 was prepared by
first dissolving glycine-d5 (1.56 g) in D2O (5 ml). A solution of
NaOD in D2O was then added drop-wise to raise the pH to 10
and the resulting solution was left to evaporate over the
course of one week. Crystals of γ-glycine were identified opti-
cally, and checked by single-crystal diffraction.
Neutron powder diffraction at high pressure
Ambient temperature, high-pressure neutron powder diffrac-
tion data were collected by the time-of-flight technique on
the PEARL beamline at ISIS.23,24 Approximately 30 mm3 of
γ-glycine-d5 was gently ground into a fine powder and loaded
into a null-scattering Ti–Zr alloy capsule gasket.25 A ~5 mm3
pellet of lead was included as a pressure marker and a 4 : 1
mixture of MeOD : EtOD was used as a hydrostatic medium.
The gasket assembly was loaded into a type V3b Paris-
Edinburgh (P-E) press in which the ram pressure was moni-
tored and adjusted by means of a computer-controlled
hydraulic system.26–28
Time-of-flight (TOF) neutron powder diffraction data suit-
able for structure refinement were obtained by electronicallyThis journal is © The Royal Society of Chemistry 2015
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View Article Onlinefocusing the 1080 individual detector element spectra of the
main PEARL detector bank centred at 2θ = 90°. The intensity
scale of the summed pattern was then normalised with
respect to the incident beam monitor and the scattering from
a standard vanadium calibration sample. Lastly, the intensi-
ties were corrected for the wavelength and scattering-angle
dependence of the neutron attenuation by the P-E cell anvil
(WC/Ni-binder) and gasket (TiZr) materials.Structure solution and refinement
Diffraction data were collected in steps of approximately
0.5 GPa, a phase-pure sample of ε-glycine being obtained at
4.3 GPa. Data were collected at this pressure and at 5.3 GPa
before decompressing the sample. Data were collected at
0.55 GPa before finally releasing the load altogether. Rietveld
refinements of the structure of ε-glycine were carried-out
using TOPAS-Academic (Coelho, 2005) starting from the coor-
dinates in ref. 12. Lead, tungsten carbide and nickel were
also included in the refinement models. The weak tungsten
carbide and nickel peaks originate from the P-E cell anvil
cores which consisted of cemented WC with a Ni binder. The
refined cell dimensions of lead were used to calculate the
applied pressure using a Birch–Murnaghan equation of
state29,30 with Vo = 30.3128 Å
3, Bo = 41.92 GPa, B' = 5.72.
These parameters were derived by Fortes31,32 by refitting data
reported in three earlier studies.33–35
All intramolecular bond distances and angles were
constrained to their ambient pressure values, with all N–D
and C–D distances fixed at 1.05 Å and 1.09 Å, respectively.
Torsion angles were refined. This strategy was validated by
optimizing the atomic coordinates using periodic DFT (seeThis journal is © The Royal Society of Chemistry 2015
Fig. 1 The observed time-of-flight neutron powder diffraction pattern of ε
ment fits.below). Between 0.55 and 4.3 GPa the largest change in calcu-
lated bond distance and angle were 0.013 Å (for C1–C2) and
0.88° (for <C2–N1–H5), respectively. Such calculations have
been shown to reproduce experimentally determined atomic
positions with crystal packing similarity values36 of <0.1 Å.37
All non-hydrogen atoms were refined with a common iso-
tropic thermal parameter and the displacement parameters
of the D-atoms were set equal to 1.5 times this value. The
final Rietveld38 fits for ε-glycine at 4.3 and 0.55 GPa are
shown in Fig. 1. Unit cell dimensions and refinement parame-
ters are presented in Table 1. Crystallographic information
files can be obtained from the Cambridge Crystallographic Data
Centre, quoting deposition numbers 1048931 and 1048932.
Crystal structures were visualized using the programs
MERCURY,36 SHELX-TL XP,39 CAMERON40 and DIAMOND.41
Analyses were carried out using PLATON,42 as incorporated
in the WIN-GX suite.43 Searches of the Cambridge Crystallo-
graphic Database were carried out using CONQUEST 1.17
with CSD updates to November 2014.44,45
PIXEL, symmetry-adapted perturbation theory calculations
and Hirshfeld analysis
Molecular electron densities were obtained using the pro-
gram GAUSSIAN09 revision A.0246 at the MP2 level with the
6-31G** basis set. The electron density was then analysed
using the PIXELc module47–50 of CLP program package51
which allows the calculation of dimer and lattice energies.
Symmetry-adapted perturbation theory calculations4,52
were carried-out with the PSI4 code (version Beta5)53 using
the SAPT2+3 method54,55 with the aug-cc-pVDZ basis set.
δEHF
Ĳ3) corrections were applied to induction energies in all
cases.56CrystEngComm, 2015, 17, 5315–5328 | 5317
-glycine at (a) 4.3 GPa, and (b) 0.55 GPa showing Rietveld profile refine-
Table 1 Refinement data for ε-glycine at 4.3 and 0.5 GPa
Phase ε ε
Load (tonnes) 50 2
Pressure (GPa) 4.275(15) 0.547(16)
Temperature (K) 298
Formula C2D5NO2
Mr 80.0974
Crystal system Monoclinic
Space group Pn
a, b, c (Å), β (°) 4.8695(4) 5.0092(6)
5.7118(3) 5.9924(6)
5.4416(4) 5.4976(5)
117.468(6) 115.298Ĳ10)
V (Å3) 134.289Ĳ18) 149.20(3)
Z 2
Dx (Mg m
−3) 1.981 1.783
Radiation Neutron
Sample volume (mm3) 30
d-spacing range (Å) 0.4–4.0 0.4–4.0
R factors (%) and goodness of fit Rp = 2.52 Rp = 4.85
Rwp = 2.17 Rwp = 3.83
Rexp = 1.54 Rexp = 3.46
S = 1.41 S = 1.11
No. parameters 47 47
Weighting scheme Based on measured s.u.s
Max (Δ/σ) <0.0001
CrystEngCommPaper
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View Article OnlineHirshfeld surface calculations57 were performed with
CrystalExplorer version 3.1.58 TONTO was used for calcula-
tion of electrostatic potentials59 with the cc-pVDZ basis set at
the HF level.Periodic DFT calculations
Geometry optimisations were carried-out using the plane-
wave pseudopotential method in the CASTEP code60 as incor-
porated into Materials Studio version 7.61 The PBE exchange-
correlation functional was used62 with norm-conserving
pseudopotentials and a basis set cut-off energy of 830 eV.
Brillouin zone integrations were performed with a
Monkhorst–Pack63 k-point grid spacing of 0.08 Å−1. The
starting structures were taken from the experimental struc-
ture of ε-glycine at 0.55 GPa and, for γ-glycine, CSD refcode
GLYCIN16.10 The coordinates and unit cell dimensions were
optimised using the Tkatchenko–Scheffler correction for dis-
persion (DFT-D).64,65 Zero pressure was applied in all calcula-
tions with the aim of obtaining coordinates for both phases
under identical conditions. The total energy convergence tol-
erance was 5 × 10−6 eV per atom, with a maximum force toler-
ance of 0.01 eV Å−1, maximum stress component 0.02 GPa
and a maximum displacement of 5 × 10−4 Å. The SCF conver-
gence criterion was 5 × 10−7 eV per atom, and the space
group symmetry was retained during geometry optimisation.
The optimised cell parameters and volume for γ-glycine
were: a = 7.0806 [expt at 83 K: 6.975(2)] Å, c = 5.4889
[5.473(2)] Å and V = 238.31 [230.6(2)] Å3. The corresponding
figures for ε-glycine were a = 5.1039, b = 6.0437, c = 5.4760 Å,
β = 112.7°, V = 155.8 Å3. Optimised coordinates are given in
Tables S1 and S2 of the ESI.†5318 | CrystEngComm, 2015, 17, 5315–5328For lattice dynamics calculations the coordinates were
reoptimised with tighter convergence criteria: energy conver-
gence tolerance was 1 × 10−7 eV per atom, with a maximum
force tolerance of 0.005 eV Å−1 and a maximum displacement
of 1 × 10−5 Å; the SCF convergence criterion was 1 × 10−10 eV
per atom. The maximum force on any atom at convergence
was 0.00013 eV Å−1. Phonon density-of-states and dispersion
curves were calculated with Fourier interpolation.66,67 Fre-
quencies were calculated for the h5 isotopologues to facilitate
comparisons with previously published data.
Calculated and observed68 INS spectra for γ-glycine are
shown in Fig. 2a, and the calculated density of states for both
forms are compared in Fig. 2b. Data for these figures were
processed using A-Climax,69 and the observed data were
downloaded from the TOSCA INS database (http://www.isis.
stfc.ac.uk/instruments/tosca/ins-database/ins-database9060.html).
Results
The effect of increasing pressure
At ambient pressure a powder pattern of pure γ-glycine was
obtained, confirming the starting phase. On increasing pres-
sure to 3.5 GPa the sample was seen to have begun the phase
transition to ε-glycine. On increasing the pressure to 4.3 GPa
a single-phase powder pattern of ε-glycine was obtained.
Intermolecular interactions in ε-glycine
The structure of ε-glycine-d5 at 4.3 GPa is largely consistent
with our previously published structure at the same pres-
sure.12 The molecular coordination number is 14 with a
topology reminiscent of body-centred cubic packing, an
arrangement inherited from the parent γ-phase. Inter-
molecular contacts are listed in Table 2.
Chains of molecules generated by lattice repeats along c
are connected by head-to-tail N1H3⋯O2 hydrogen bonds,
which exhibit asymmetric bifurcation to O1. The graph set
motif for these chains (ignoring the bifurcation) is CĲ5).
The N1H3⋯O2 H-bond distance (interaction A in Table 2) in
the chains is 2.7797(8) Å, and this is comparable to the
H-bond length from our previously-reported X-ray structure
(2.81(4) Å).
The chains are connected by N1H5⋯O1 H-bonds to equiv-
alent chains, related by lattice translations along a. This
builds layers which are parallel to the ac planes containing
secondary-level R44(16) motifs (Fig. 3a). The layers stack along
the b-axis. With an N⋯O separation of 2.59(4) Å, the
N1H5⋯O1 H-bond (interaction B in Table 2) formed along a
appeared to be very short in our previous study; a more ‘nor-
mal’ value of 2.733(12) Å was obtained in this determination.
There is nothing out of the ordinary in these interactions,
and distances similar to these are seen in amino acid crystal
structures even at ambient conditions.
PIXEL3,50 calculations enable intermolecular interaction
energies to be estimated (Table 2). The energies obtained
refer to total interactions between pairs of molecules,
partitioned into electrostatic, polarisation, dispersion andThis journal is © The Royal Society of Chemistry 2015
Fig. 2 (a) Comparison of observed (red) and calculated (blue) phonon densities of states for γ-glycine-h5. (b) Calculated density of states for
γ-glycine-h5 (blue) and ε-glycine-h5 (red).
Table 2 Intermolecular contacts in ε-glycine at 4.3 GPa. All energies are in kJ mol−1. Intramolecular C–H and N–H distances were constrained to 1.09
and 1.05 Å, respectively
# Contact Operation H⋯O/Å N/C⋯O/Å <N/C–H⋯O/°
Contacts formed within layers
A N1H3⋯O2 x, y, −1 + z 1.828(2) 2.7797(8) 148.8(3)
N1H3⋯O1 x, y, −1 + z 2.213(8) 3.080(6) 138.5(2)
PIXEL energies Eelec = −123.1; Epol = −40.6; Edisp = −17.1; Erep= 72.3; Etot = −108.5
B N1H5⋯O1 1 + x, y, z 1.683(12) 2.733(12) 177.5(10)
PIXEL energies Eelec = −43.0; Epol = −49.2; Edisp = −17.4; Erep= 82.2; Etot = −27.4
C C2H1⋯O2 −1 + x, y, −1 + z 2.359(4) 3.436(6) 169.2(4)
PIXEL energies Eelec = 15.3; Epol = −6.9; Edisp = −5.2; Erep = 7.8; Etot = +11.1
Contacts formed between layers mediated by N1–H4
D N1H4⋯O1 1/2 + x, 1 − y, −1/2 + z 2.08(3) 2.970(19) 140.9(2)
PIXEL energies Eelec = −50.7; Epol = −19.2; Edisp = −11.3; Erep = 21.4; Etot = −59.8
E N1H4⋯O2 −1/2 + x, 1 − y, −1/2 + z 2.279(9) 3.008(9) 125.1(6)
C2H1⋯O2 −1/2 + x, 1 − y, −1/2 + z 2.484(18) 2.908(15) 101.7(2)
PIXEL energies Eelec = 54.0; Epol = −32.0; Edisp = −21.5; Erep = 30.6; Etot = +31.0
Contacts formed between layers mediated by C2–H2
F C2H2⋯O1 1/2 + x, 2 − y, −1/2 + z 2.205(16) 3.024(17) 130.1(3)
PIXEL energies Eelec = −37.1; Epol =−15.6; Edisp = −11.1; Erep = 23.4; Etot = −40.4
G C2H2⋯O2 −1/2 + x, 2 − y, −1/2 + z 2.184(11) 3.107(14) 141.0(7)
PIXEL energies Eelec = 52.0; Epol = −20.2; Edisp = −19.9; Erep= 38.8; Etot = +51.2
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View Article Onlinerepulsion contributions. Although the N⋯O distances in
N1H3⋯O2/1 and N1H5⋯O1 interactions are quite similar,
PIXEL calculations show that the interaction energies areThis journal is © The Royal Society of Chemistry 2015very different: −108.5 and −27.4 kJ mol−1. While the
polarisation, dispersion and repulsion terms are comparable,
the electrostatic component in interaction A (incorporatingCrystEngComm, 2015, 17, 5315–5328 | 5319
Fig. 3 (a) Layers formed parallel to the ac planes in ε-glycine at 4.3
GPa. (b) Stacking of layers along b.
CrystEngCommPaper
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View Article OnlineN1H3⋯O2/1) is almost three times that in B (N1H5⋯O1).
The electrostatic enhancement of the energy of interaction A5320 | CrystEngComm, 2015, 17, 5315–5328
Fig. 4 Contacts A–G in ε-glycine depicted with electrostatic potentials ma
positive and negative regions in blue and red, respectively.can be traced to the complementarity of the electrostatic
potentials70 (shown mapped onto Hirshfeld surfaces in
Fig. 4) where the positively-charged domain of one molecule
is in contact only with the negative region of the other; in
interaction B like-charged regions are more closely located.Intermolecular interactions between the layers
The interlayer spacing along b alternates between 2.80 and
2.91 Å depending on whether the layers are separated by
ammonium (H4) or alkyl (H2) hydrogen atoms (Fig. 3b). Con-
ventional H-bonding analysis suggests that the layers sepa-
rated by H4 are connected by N1H4⋯O1/2 H-bonds (D and E
in Table 2 and Fig. 5a), while those separated by H2 are
connected by weaker C2H2⋯O1 contacts (F and G in Table 2
and Fig. 5b). This ‘bilayer’ structure is reminiscent of the
structure of α-glycine, where alternate layers are connected
either by NH⋯O H-bonds or by what have been described as
weak CH⋯O H-bonds12,71 or van der Waals interactions.16
We commented in ref. 12 that the H-bonding contacts in
ε-glycine involving H4 seemed rather long by comparison
with the other hydrogen bonds in the structure. There was
even a suggestion, albeit tentatively made on the basis of
quite imprecise contact distances, that CH⋯O interactions
had replaced NH⋯O hydrogen bonds in the transition from γ
to ε-glycine.
The more precise data derived from the present study, in
combination with PIXEL calculations, enable a more detailed
and different picture to emerge. The N1H4⋯O1 contact (D in
Table 2, Fig. 5a) is somewhat longer than those involving H3
and H5, though at 2.970(19) Å the N⋯O distance is not
unusual for a H-bond. There is some bifurcation to O2 in a
neighbouring molecule (contact E), but the angles subtendedThis journal is © The Royal Society of Chemistry 2015
pped onto Hirshfeld surfaces. The colour scheme spans ±0.01 au with
Fig. 5 Inter-layer interactions. (a) Contacts between layers connected
by interactions involving H4. (b) Contacts between layers connected
by H2.
‡ 1 meV = 8.066 cm−1
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View Article Onlineat H4 [140.9(2) and 125.1Ĳ6)°] are small for a conventional
H-bond.72 PIXEL and Hirshfeld surface calculations indi-
cate that the intermolecular interaction energy in contact
D is −59.8 kJ mol−1, showing that even though the geome-
try of the interaction is less than ideal for a H-bond, it is
still a strong interaction because of the complementarity
of the electrostatic potentials of the interacting molecules
(Fig. 4).
The intermolecular interaction labelled E in Table 2 com-
prises NH⋯O and CH⋯O interactions (Fig. 5a), but the
PIXEL calculations indicate that the overall interaction
between the molecules forming the contact is actually repul-
sive (+31.0 kJ mol−1). Repulsive contacts in glycine structures
have been noted previously,73–75 and this feature can be
traced to electrostatic repulsions which occur as the result of
contact between like-charged regions of the electrostatic
potentials shown in Fig. 4.
The layers mediated by the alkyl hydrogen atoms (H2)
appear to be held together by CH⋯O H-bonds (contacts F
and G in Table 2, Fig. 5b). PIXEL calculations show that the
total intermolecular energy in contact F is −40.4 kJ mol−1,
and is much more energetic than would be expected on the
basis of CH⋯O contacts, which typically have energies of 10
kJ mol−1 or less. As with the other interactions described
here, there is a substantial electrostatic attraction between
ammonium and carboxylate groups, and this is more accu-
rately described as another Coulombic interaction rather
than a CH⋯O interaction. The intermolecular energy of con-
tact G is strongly repulsive.This journal is © The Royal Society of Chemistry 2015Beyond the first coordination sphere there are numerous
electrostatic interactions in the range −19.9 to +32.9 kJ mol−1
mostly formed between the layers.
The effect of decreasing pressure
The sample was decompressed in stages from 5.3 GPa and it
was found that the transition shows substantial hysteresis,
with single-phase ε-glycine persisting down to 0.55 GPa. A
table of intermolecular contacts at 0.55 GPa is available in
the ESI† (Table S3); H⋯O distances are longer by between
0.02 and 0.30 Å than those at 4.3 GPa. The smallest change,
from 1.828 to 1.845 Å occurs in the strongest head-to-tail
H-bonding interaction (A), while the largest changes occur in
repulsive interactions C (0.30 Å), G (0.24 Å) and E (0.17 and
0.14 Å). Interaction energies mostly change by less than 5 kJ
mol−1, the exception being repulsive interaction G, which
becomes around 8 kJ mol−1 less positive.
Upon releasing pressure from the sample completely, the
peaks corresponding to ζ-glycine17 were observed at
d-spacings of 4.14, 3.91, 3.31, 3.08, 2.77, 2.55, 2.37 and 1.95
Å. Statistics were quite poor because the phase is short-lived,
and after 30 minutes peaks from the ζ-polymorph dimin-
ished. And the sample transformed fully to γ-glycine over the
course of the following hour.
Phonon calculations
Calculation of phonon dispersion and density of states was
carried-out for ε glycine using a structure where both cell
dimensions and atomic coordinates had been allowed to
optimise with the aim of detecting any mechanical instabil-
ities. Parallel calculations were carried out on the γ-form with
the aim of validating the methodology by comparison of cal-
culated and observed inelastic neutron scattering (INS)
spectra.
Observed68 and calculated INS spectra for γ-glycine are
shown in Fig. 2a. Peak positions generally agree well, with
the exception of the band calculated at 665 cm−1 and
observed at 610 cm−1. Animation of this mode indicates that
it corresponds to the NH3 torsional oscillations. The very low
frequency envelope, corresponding to ‘external’ or ‘lattice’
modes, and which is satisfactorily reproduced, determines
mechanical stability and is the region which contributes
most to entropy.
Fig. 2b shows an overlay of the density of phonon states
for ε and γ glycine. Experimental INS spectra for both phases
are available in ref. 16 and Fig. 2b is shown as a function of
energy loss in meV‡ to enable comparison with data in that
paper. Peak positions in Fig. 8a of ref. 16 agree with those on
Fig. 2b. No phonons were calculated to have imaginary fre-
quencies in either phase, showing that both are predicted to
be mechanically stable at 0 K and 0 GPa. This observation is
consistent with the persistence of the ε-form on decompres-
sion to near ambient pressure.CrystEngComm, 2015, 17, 5315–5328 | 5321
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View Article OnlineThe frequency calculations enable the zero point energy +
thermal contribution to enthalpy and entropy of the γ-phase
to be estimated as 228.0 kJ mol−1 and 101.8 J mol−1 K−1 at
298 K; the experimental value of the entropy of γ-glycine at
298.15 K is 103.35 J mol−1 K−1.76 The corresponding calcu-
lated figures for ε-glycine are 228.0 kJ mol−1 and 100.6 J
mol−1 K−1. The higher entropy of the γ-form is the result of
the lower phonon frequencies evident in Fig. 2b.Fig. 6 Comparison of the first coordination spheres in (a) ε- and (b)
γ-glycine. The view in (a) is along [010] and in (b) along [110]. The coor-
dinates plotted in this and subsequent figures are taken from periodic
DFT geometry optimisations. H-atoms are omitted in the interests of
clarity. In (a) the layer of Fig. 3a contains the central molecule together
with molecules A, B, C, H, I and J.Discussion
The ε-γ phase transition
The space groups of γ- and ε-glycine (P32 and Pn, respectively)
are not directly related by a group–subgroup relationship.
The transition pressures between the γ- and the ε-forms are
subject to a large hysteresis. The γ → ε transformation pres-
sure is sample-dependent, but in this study occurred between
3.5 and 4.3 GPa; by contrast the reverse transformation was
only observed on complete decompression. According to DFT
phonon calculations all phonons have real frequencies, indi-
cating that the ε-phase is mechanically stable. The transfor-
mations between γ and ε glycine are therefore reconstructive
rather than displacive.
The thermodynamic stability of ε-glycine at high pressure
Fig. 6 shows the first coordination sphere of a central refer-
ence molecule in each phase; the molecules shown all form
an interatomic contact with the central reference molecule
measuring 3 Å or less. In each phase there are 14 mole-
cules falling into seven pairs of symmetry-equivalent inter-
actions. The labelling in Fig. 6 is intended to enable simi-
lar positions in the two phases to be correlated, so that
molecules A, B, C⋯N in ε-glycine (Fig. 6a) are respectively
in similar positions to molecules 1, 2, 3⋯14 in γ-glycine
(Fig. 6b). In ε-glycine interaction A is equivalent to H, B
to I and so on.
Although the transition between ε and γ-glycine is recon-
structive, the phases share a number of common features.
Both phases consist of head-to-tail chains of H-bonded gly-
cine molecules; both structures are polar with all chains run-
ning in the same sense parallel to the crystallographic c-axes.
The repeat distance in the H-bonded chains correspond to
the c-axis lengths in both cases, and the similarity of these
parameters [5.473(2) Å for γ10 and 5.4976(5) Å for ε] demon-
strates that this motif is essentially the same in both phases,
and indeed in many amino acid structures.
The phases differ in both the relative orientations of the
chains and in the relative positions of molecules in
neighbouring chains, a relationship which is made clearer in
an animation available in the ESI† (Movie1.gif). In γ-glycine
neighbouring chains are generated by 32 screw axes and their
orientations are therefore related by 120° rotations about the
chain axis (Fig. 6b). In ε-glycine the difference in orientation
is of the order of 30° (Fig. 6a). Comparison of Fig. 7a and b,
which show c-axis projections of the first coordination5322 | CrystEngComm, 2015, 17, 5315–5328spheres of both phases in which molecular envelopes are rep-
resented by inertial tensor ellipsoids,40 demonstrates that
packing seems more efficient in the ε-phase. The greater
packing efficiency arises because the orientations of the mol-
ecules in γ-glycine give Fig. 7b a greater vertical height than
Fig. 7a, while there are smaller and more evenly distributed
interstitial voids in ε-glycine. The packing efficiency is some-
what more obvious in Hirshfeld fingerprint plots (Fig. 8),77
the high de/di region which corresponds to contacts formed
across interstitial voids being more diffuse for the γ-form
(Fig. 8a) than for the ε-form (Fig. 8b). The same plots show a
narrower distribution of H⋯H contacts, seen in the area
between the H-bond spikes and on the main ‘body’ of the
plots.
Experimentally γ-glycine at room temperature and ambient
pressure (CSD refcode GLYCIN15)10 has a volume of 76.9 Å3
per molecule; the corresponding figure for ε-glycine at room
temperature and 0.55 GPa is 74.6 Å3 per molecule, though
this difference is misleading because of the difference in
pressure. In the absence of an equation-of-state for each
phase the unit cell dimensions and atomic coordinates of
both structures were optimised at zero applied pressure by
DFT. The optimised molecular volumes were 79.4 (γ) and
77.9 (ε) Å3 per molecule. The lower molecular volume ofThis journal is © The Royal Society of Chemistry 2015
Fig. 7 (a) ε-glycine projected along [001] with molecules shown as
inertial tensors. (b) The corresponding view for γ-glycine, also viewed
along [001]. Both figures are on the same scale.
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View Article Onlineε-glycine gives it a thermodynamic advantage over the γ-form
at high pressure through the pressure × volume contribution
to the free energy.This journal is © The Royal Society of Chemistry 2015
Fig. 8 Hirshfeld fingerprint plots of (a) γ-glycine and (b) ε-glycine.The thermodynamic stability of γ-glycine at ambient pressure
Full interaction maps78 calculated for ε and γ-glycine are
shown in Fig. 9a and b, respectively. The map for γ-glycine
(Fig. 9b) shows good overlap between optimal acceptor den-
sity and the positions of carboxylate oxygen atoms. By con-
trast one of the three carboxylate acceptors in ε-glycine
(Fig. 9a) is displaced away from its full interaction map maxi-
mum. Features such as this are associated with polymorphic
instability,78 and suggest that at ambient pressure γ-glycine
intermolecular interactions are more optimal than in the
ε-form. A plot of intermolecular energy against centroid–cen-
troid distance (Fig. 10) shows a rather similar pattern for
both phases; differences are quite subtle, but a number of
contacts in the ε-form are more destabilising than in the
γ-form. The γ-to-ε transition has been observed at pressures
as low as 0.8 GPa. A volume change of −1.5 Å3 at 0.8 GPa
would contribute less than 1 kJ mol−1 to the free energy of
the γ → ε phase transition, and, in view of the similar entro-
pies of the two phases, the lattice energies of the two forms
must be quite finely balanced.
Quantification of intermolecular interaction energies
(again using the optimised structures) was investigated using
both PIXEL and symmetry-adapted perturbation theory
(Tables S4 and S5†). The SAPT calculations were carried out
at the SAPT2+3 level with the aug-cc-pVDZ basis set, condi-
tions which have been found to reproduce CCSD(T) complete
basis set limit energies for the S22 test database79 of inter-
molecular interaction energies with a mean unsigned error in
the region of 1 kJ mol−1.56 The total energies can be fitted to
the straight line ETOTAL,PIXEL = 0.94 ETOTAL,SAPT with a correla-
tion coefficient of 0.998 (Fig. S1†). The value of the gradient
shows that PIXEL energies are systematically lower than the
SAPT energies; a fit of PIXEL and experimental sublimation
energies was found to have a similar gradient (0.96).3CrystEngComm, 2015, 17, 5315–5328 | 5323
Fig. 9 Full interaction maps for (a) ε- and (b) γ-glycine. The procedure
for plotting the maps follows that described in ref. 78, and only the
highest maxima are shown. Blue and red correspond to optimal sites
for hydrogen bond donors and acceptors.
Table 3 Comparison of equivalent intermolecular energies (kJ mol−1) in ε
and γ glycine
ε-glycine γ-glycine Δ(ε → γ)
Contact PIXEL SAPT Contact PIXEL SAPT PIXEL SAPT
A −103.3 −112.6 1 −103.9 −110.6 −0.6 2.0
B −37.3 −37.4 2 −29.4 −30.4 7.9 7.0
C 19.2 17.4 3 37.6 38.8 18.4 21.4
D −66.7 −63.9 4 9.0 18.5 75.7 82.4
E 46.1 48.7 5 −44.8 −49.3 −90.9 −98.0
F −30.7 −33.1 6 −34.0 −35.3 −3.3 −2.2
G 41.0 43.0 7 4.9 4.2 −36.1 −38.8
Totals −131.7 −137.9 −160.6 −164.1 −28.9 −26.2
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View Article OnlineThe pattern of attractive and repulsive energies in ε gly-
cine mirrors that described above for the structure at 4.3
GPa, with 6/14 interactions having positive energies. In
γ-glycine there are also 6 repulsive interactions, though two
(7 and 14) have energies of less than 5 kJ mol−1. A balance-
sheet of related interaction energies is shown in Table 3. Four
out of the seven unique contacts in the first coordination5324 | CrystEngComm, 2015, 17, 5315–5328
Fig. 10 Plot of contact energies (kJ mol−1) against centroid⋯centroid
distance (Å) in ε (filled circles) and γ-glycine (open triangles). Energies
were calculated using the PIXEL method.sphere are destabilised during the transition, but the
magnitude of the combined energy penalty is less than
for the three contacts which are stabilised, so that
together the seven unique interactions have a combined
energy which is of the order of 30 kJ mol−1 more nega-
tive in γ-glycine (−28.9 when calculated with PIXEL and
−26.2 by SAPT).
The largest changes occur for the transformations of
molecules C, D, E and G in ε-glycine into 3, 4, 5 and 7 in
γ-glycine. Molecule E, though it is hydrogen-bonded to the
central reference molecule, forms a destabilising contact in
ε-glycine as the result of the close proximity of like charges
(Fig. 11). In the transformation to γ-glycine molecule E
rotates, moving its ammonium group further away from
that of the central molecule, and translates to form the
stabilising carboxylate–ammonium interaction 5 (Fig. 11).
In interaction 5 the closest NH⋯O distance is 2.77 Å, the
NH⋯O angle 99.3° and the CO⋯H angle 170.2° which
deviate substantially from optimal hydrogen bonding
values. Paradoxically, it seems that the largest stabilising
term in the ε to γ transformation is conversion of a repul-
sive interaction which incorporates a hydrogen bond (albeit
with a small NH⋯O angle) into a contact which is longer-
range but stabilising on account of its more favourable
electrostatic interactions.
Destabilising terms in Table 3 arise from the transforma-
tion of other contacts. Notably contact D in ε-glycine, which
is strongly stabilising but features a sub-optimal hydrogen
bonding geometry, is converted into contact 4 in γ-glycine
which has apparently ideal hydrogen bonding parameters
(NH⋯O = 1.95 Å, <NH⋯O = 178.6°, <CO⋯H = 135.4°),
but which is destabilising as the result of the close proxim-
ity of the ammonium groups (Fig. 11). Presumably the
NH⋯O interaction taken on its own is stabilising in terms
of isolated atom–atom energies, acting to attenuate the
effect of the repulsion between the ammonium groups of
the two molecules. But characterising the whole of interac-
tion 4 only on the basis of the hydrogen bond fails to rec-
ognise that overall the molecule–molecule interaction is
repulsive.
Beyond the first shell, long-range electrostatic interactions
have energies of tens of kJ mol−1, and the procedure outlined
above neglects these important interactions. It also fails toThis journal is © The Royal Society of Chemistry 2015
Fig. 11 Changes in contacts C, D, E and G of ε-glycine (shown on the
left) on transformation to contacts 3, 4, 5 and 7 in γ-glycine (right)
depicted using electrostatic potentials mapped onto Hirshfeld surfaces.
Colour scheme as Fig. 4.
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View Article Onlinecapture the many-body nature of the polarisation energy,
which is likely to be important in such a polar structure.
While estimation of the ε → γ transition enthalpy based
only on the first coordination sphere is thus too severe an
approximation, it does seem that the model gives some
physical insight into the largest changes in intermolecular
energy terms of the ε → γ transition. The large sign rever-
sals occur as a result of molecular reorientations which
move two like-charged centres away from each other, to be
replaced by an interaction involving two oppositely charged
centres. These features suggest that the optimal inter-
molecular interactions in γ-glycine occur at the expense of
efficient packing of space, and this is why the ε-form is
preferred at high pressure, while the γ-form is preferred at
ambient pressure.
The discussion above has quoted figures obtained using
the structures optimised by periodic DFT, but use of experi-
mental structural data for ε-glycine at RT and 0.55 GPa and
γ-glycine at RT and ambient pressure (GLYCIN15) leads to
the same conclusions. Data equivalent to those presented in
Table 3 but using the experimental structural data are
presented in Table S6.†This journal is © The Royal Society of Chemistry 2015Conclusions
The crystal structure of ε-glycine-d5 has been determined by
high-pressure neutron powder diffraction at room tempera-
ture. The structural data are consistent with those previously
determined using X-ray powder diffraction, but the precision
is superior. Structural simulations using periodic DFT sug-
gest that the structural data obtained here are also more
accurate. Application of intermolecular energy calculations
has enabled the features responsible for the stability of the γ-
and ε-phases under different conditions to be identified, and
have also led to substantial modification of our original inter-
pretation of the structures.
The on-set of the transformation from γ to ε glycine was
3.5 GPa, but the sample was mixed-phase at this pressure,
and only became phase-pure at 4.3 GPa. The transition dis-
plays hysteresis, and diffraction data for the pure ε-phase
could be collected at 0.55 GPa. On return to ambient pressure
the sample transformed back to γ-glycine via the short-lived
ζ-phase. The structure of the ζ-phase remains unsolved. This
phase is only observed on release of pressure from the
ε-phase, and is not observed during compression of the
γ-phase. Such behaviour is unusual, though it has also been
observed in L-cysteine, where decompression of the high-
pressure form-III proceeds to phase-I via an intermediate
phase-IV.80
ε-Glycine is formed at high pressure because it has a
lower molecular volume than the γ form. Though the mole-
cules in ε-glycine are more efficiently packed, high pressure
distorts the geometry of the intermolecular contacts. Well-
directed H-bonds are usually formed in amino acid crystal
structures between the ammonium and carboxylate groups,
but in ε-glycine the hydrogen bonds around one NH group
are distinctly non-linear. This distortion can be clearly visual-
ized in full interaction maps, which are likely to become a
valuable tool for the analysis of high-pressure crystal struc-
tures. The H-bond geometry in γ-glycine is much more opti-
mal, and this too, is clear from the full interaction map
analysis.
The analysis of the crystal structures of amino acids
presented in the paragraph above and in the literature
emphasizes the importance of hydrogen bonding and hydro-
gen bond geometry. Regions of structures not connected by
hydrogen bonds have been described as interacting through
dispersion forces or CH⋯O contacts. The results of the pack-
ing energy calculations presented here illustrate the hazards
of over-simplifying intermolecular interactions on the basis
of prominent atom–atom contacts. Such analysis can
completely miss the bigger picture, which in the case of gly-
cine is the dominating importance of electrostatics. In the
forms of glycine studied here, dispersion plays a negligible
role, and there are no motifs that can plausibly be described
as dispersion-based. Molecules connected by CH⋯O contacts
have energies far in excess of accepted values for such inter-
actions. Hydrogen bonds with ideal NH⋯O contact geometry
are part of destabilising interactions. The interpretation ofCrystEngComm, 2015, 17, 5315–5328 | 5325
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View Article Onlinethe structure presented here is thus a substantial revision to
that presented in our original report of ε-glycine, and we
anticipate that the conclusions are likely to be relevant to
other amino acids. Hydrogen bonds have distinctive geomet-
rical characteristics, and the ease with which they can be
identified can lead the significance of other types of interac-
tion to be missed.81 Glycine would appear to illustrate this
perfectly.
In a recent paper exploring intermolecular interactions in
croconate ĲC5O5
2−) salts, Dunitz, Gavezzotti and Rizzato82
noted that the interpretation of stability in ionic crystals dif-
fers radically from the corresponding exercise for crystals of
neutral molecules. Equally, it is misleading to treat crystals
of zwitterionic species such as amino acids as though they
were constructed of non- or moderately polar molecules.
Whereas in crystals of non- or moderately polar neutral
molecules short intermolecular contacts are usually attrac-
tive, short range intermolecular interactions in ionic crystals
can be strongly repulsive. This is well known in simple salts,
such as the repulsion of chloride anions in NaCl. Cation–
anion interactions can pull like-charged species into close
proximity, a feature described as ‘electrostatic compression’
by Braga and co-workers.83,84 Crystal structures of croconate
salts feature stacks of di-anions with interplanar distances of
3.1–3.4 Å which, though they would be highly unstable in iso-
lation, nevertheless exhibit metrics characteristic of graphitic
stacking.84 Similarly, in glycine the text-book geometry of a
NH⋯O hydrogen bond disguises underlying intermolecular
repulsion, giving quite a misleading view of the structural
motifs which promote thermodynamic stability. It seems par-
adoxical that full interaction maps predict correct inter-
molecular environments even for repulsive interactions, and
this is a feature which merits further investigation.
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