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Abstract 
The Chrysalis™ project is a proposed method for post-quantum cryptography using the Riemann sphere.  
To this end, Riemann primitives are introduced in addition to a novel implementation of this new method.  
Chrysalis™ itself is the first cryptographic scheme to rely on Holomorphic Learning with Errors, which is 
a complex form of Learning with Errors relying on the Gauss Circle Problem within the Riemann sphere.  
The principle security reduction proposed by this novel cryptographic scheme applies complex analysis of 
a Riemannian manifold along with tangent bundles relative to a disjoint union of subsets based upon a 
maximal element.  A surjective function allows the mapping of multivariate integrals onto subspaces.  
The proposed NP-Hard problem for security reduction is the non-commutative Grothendieck problem.  
The reduction of this problem is achieved by applying bilinear matrices in terms of the holomorphic 
vector bundle such that coordinate systems are intersected via surjective functions between each 
holomorphic expression.  The result is an arbitrarily selected set of points within constraints of bilinear 
matrix inequalities approximate to the non-commutative problem.  This is achieved by applying the 
quadratic form of bilinear matrices to a linear matrix inequality. 
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The proposed scheme reduces the k-clique problem as an input function, resulting in the 
generation of a quadratic used as parameters for the lattice.  By virtue of Grothendieck’s inequality, the 
principle NP-Hard problem for the security reduction, satisfiability of lattice constraints in terms of NP-
Hard and NP-Complete bounds is provably congruent to a closest vector problem in lattice ℒ3, where the 
base vectors of ℒ3 are treated as a holomorphic vector bundle.  This vector bundle is denoted as the unit 
ball with congruent topology to the Riemann sphere, symbolized as ℛ3.  For the Grothendieck 
constraints, the relative vector norms necessarily result in satisfaction of NP-Hard requirements for 
shortest vector problems in the lattice ℒ2.  The vector constraints are expressed as |𝑥|, |𝑦| < 1.  
Understanding that the Riemann sphere has values approaching both 0 and ∞, the lattice ℒ3 may be 
treated using an ℓ1-ball and ℓ∞-ball as subsets of the Riemann sphere to extend the dimension of the 
lattice as needed. 
The novel scheme proposed makes use of a vector bundle, such that a principle bundle may be 
derived.  This principle bundle, treated as the unit sphere, has as homeomorphisms an equivalence of the 
derivatives shared by two holomorphic vector fields, wherein the holomorphic vector bundle may be 
trivially derived.  In this manner, the achievement is such that a single vector bundle may be applied as 
the generator of base vectors, while simultaneously maintaining the capability of being folded into any of 
the other two vector bundles.  The use of the Closest Vector Problem (CVP) and the Shortest Vector 
Problem (SVP) introduce further security as well as stronger adaptability in terms of adjustments to the 
overall scheme.  The SVP states, for a randomized reduction with constraints of a lattice 𝔏, the norm of 
the lattice is 1.82 with respect to the constant e for 𝑒 > 𝑂.  Finding a vector with length longer than the 
shortest vector by a factor of 1 + 2 − 𝑛′ is NP-Hard, and NP-Complete for randomized reductions in 
terms of decidability (Ajtai, 1998). 
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For any given vector in ℒ3, the corresponding decision problem of finding a vector which is 
longer than the shortest vector by a factor of  1 + 𝑛𝜀 for the shortest nonzero vector with absolute 
constant 𝜀 > 0 is NP-Hard if, and only if, the problem is congruent to the factor constraint of 1 + 2−𝑛
4
 
with respect to the lattice with ℒ2 norm.  The manifold 𝔐 shall be defined as a closed and open set, using 
the principles of holomorphic vector bundles to introduce a Hermitian metric within the complex vector 
space.  The tangent bundle is a disjoint union of the tangent spaces, such that the maximal element is 
within the complex vector space.  The image 𝑓⋆ and preimage 𝑓⋆ derived from the complex space is based 
upon simple substitutions of the principle holomorphic function.  The differentiable manifold allows for 
multivariate analysis which lends itself towards the principle bundle of frames relative to the tangent 
bundle. 
The security reduction proposed is derived from the NP-Hard Non-Commutative Grothendieck 
problem which states that “…for any 𝜀 > 0 it is NP-Hard to approximate the non-commutative 
Grothendieck problem to within a factor of (
1
2
+ 𝜀)” (Briet, Regev, & Saket, 2015).  Hermitian matrices 
may be derived as Hermitian matrices of norm 1 with a loss factor of √2 in the approximation, but still 
allow for proof of the non-commutative Grothendieck inequality as has been demonstrated 
algorithmically (Naor, Regev, & Vidick, 2012). 
Applications to a dense regularity for algorithmic non-commutation result in recasting the 
problem as a semidefinite program (Naor, Regev, & Vidick, 2012).  A linear map in ℂ𝑛 to any Banach 
space reframes the problem computing the norm of the linear map for any 𝜀′ < 0, such that it is NP-Hard 
to approximate the norm of the explicitly given linear operator ℱ: 𝐿2 → 𝐿2(𝑋𝑛) to within a factor greater 
than (
𝜏
𝜂
) + 𝜀′ for positive integer 𝑛 (Briet Regev, Saket).  The strength of any quantum computer hinges 
upon the advanced capabilities to process large datasets of combinations, permutations, and enumerations 
through superposition of a multi-qubit system.  The proposed security reduction of a Grothendieck 
problem uses this very component of quantum computing to mitigate cryptanalysis based on future and 
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known threats posed by quantum computers by framing resilience as a function of optimization in a 1:1 
correspondence to the Bloch sphere. 
Bi-affine, or bilinear matrix inequalities (BMI) allow the use of both vectors and symmetric 
matrices, opening the path to Pauli matrices based upon a Hermitian metric (Boyd & Vandenberghe, 
1997).  A linear matrix inequality as a relaxation of a BMI can be defined as the BMI problem introduced 
by Boyd and Vandenberghe, where the BMI problem is expressed as: 
minimize 𝑐𝑇𝑥 
subject to 𝐹0 +∑𝑥𝑖𝐹𝑖
𝑚
𝑖=1
+ ∑ 𝑤𝑗𝑘𝐺𝑗𝑘
𝑚
𝑗,𝑘=1
≥ 0 
𝑤𝑗𝑘 = 𝑥𝑗𝑥𝑘 , 𝑗, 𝑘 = 1,… ,𝑚 
Within the constraint (𝑤𝑗𝑘), if (𝑗 ≠ 𝑘) the necessary conditions for bilinear matrix inequalities 
may be satisfied by quadratic formulations.  This method of relaxation focuses on a second constraint to 
derive a linear matrix inequality (LMI): 
minimize 𝑐𝑇𝑥 
subject to 𝐹0 +∑𝑥𝑖𝐹𝑖
𝑚
𝑖=1
+ ∑ 𝑤𝑗𝑘𝐺𝑗𝑘
𝑚
𝑗,𝑘=1
≥ 0 
[
𝑊 𝑥
𝑥𝑇 1
] ≥ 0 
A symmetric matrix may be positive semi-definite if the quadratic form associated with the 
matrix is non-negative.  It is useful at this point to refer to the interchangeability of the term eigenvalue 
with characteristic value, noting for Hermitian matrices that for any Hermitian matrix where the 
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eigenvalue is non-negative, the matrix is positive semi-definite (Cullen, 1990).  The semi-definite cone is 
associated with several semidefinite programming problems, including optimization, denoted as 𝑆+, 
which is an intersection of half-spaces in the subspace 𝑆𝑛 of the symmetric, semi-definite matrix.  Given 
a symmetric matrix, the square root of the largest eigenvalues which are all non-negative is used to derive 
the linear operator norm. 
Quadratic form allows one to transform a curve by introducing a new coordinate system using a 
coordinate transformation (Shilov, 1977).  A quadratic form is defined on a linear space such that an 
argument of a vector is obtained by changing 𝑦 to 𝑥 in any bilinear form defined on the linear space.  The 
necessary and sufficient condition for a symmetric matrix in defining positive definite bilinear form 
requires the descending principal minors of the matrix be positive (Shilov, 1977).  In the case of 
Hermitian matrices of which the bilinear form is symmetric, and is based upon a positive-definite form, 
the bilinear form is derived as a scalar product via substitution, i.e., 𝐁(𝑥, 𝑥) is positive definite, the 
bilinear form 𝐁(𝑥, 𝑦) is the scalar product (Shilov, 1977).  This results in an orthonormal canonical basis 
derived from the scalar product, and it is also worth noting that with any non-symmetric bilinear form the 
derived quadratic form cannot be used to re-construct the bilinear form that generated it (Shilov, 1977). 
The base manifold 𝔐 shall be defined as a closed and open set; the principles of holomorphic 
vector bundles introduce a Hermitian metric defined by the partition of unity within the complex vector 
space.  The oriented vector bundle is unstable given the dependence of degree on the dimension of the 
tangent bundle.  The tangent bundle, by definition, is a disjoint union of the tangent spaces of the 
manifold of which the maximal expression utilizes the image of 𝑥 and preimage of 𝜋 using substitution.  
The differentiable manifold allows for multivariate analysis which lends itself towards the principle 
bundle of frames relative to the tangent bundle. 
By analyzing the polar plots of the analytic functions within subspaces, the ability for a security 
reduction of the non-commutative problem based on the Grothendieck inequality appears feasible.  
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Within the parametric plot range (0, 𝜋) for the domain (0, 2), the initial entropy derived from the 
modified analytic function produces the image for projection.   
Equation 1 - Principle Holomorphic Expression 
(12.511 −
𝑧4
𝜋3
) 
Equation 2 - Alternate Complex Expression 
(12.511 −
𝑛4𝑥
𝜋3
) 
Analyzing the alternate complex expression as a preimage 𝑓⋆ results in intersections of all roots in 
the complex plane equivalent to all roots principle holomorphic expression.  The resulting intersections 
allow implementation of surjective functions within the roots of both the principle holomorphic 
expression and the congruent form relative to the maximal element.  The arc length within the range of 
(0, 2𝜋) relative to the parametric curve, with respect to the doubling of the roots of Equation 1 is 
approximately equal the value of the parametric arc.  The parametric curve is generated by the adjusted 
Gaussian sine expression, denoted as Equation 3 in complex form.  From the doubling of roots with 
respect to Equation 1, the approximation of the arc allows the introduction of torsion. 
Equation 3 - Gaussian Expression 
𝑖𝑒−𝑖𝜃 − 𝑖𝑒𝑖𝜃 
The Gaussian expression can be formulated as a function of 𝑠𝑖𝑛 and 𝑐𝑜𝑠𝑖𝑛 in another 
representation, using the parameters of (0, 2𝜋) as a range for the variable (𝑡). 
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Equation 4 - Adjusted Gaussian Expression 
{
1
2
(4(sin (𝑡) )  
cos(𝑡)
} , 𝑡 = 0 𝑡𝑜 2𝜋 
The arc length of Gaussian expression is an integral over the range of the values of (𝑡).  This 
Gaussian integral results in the value of approximately 9.68845. 
Equation 5 - Gaussian Arc Length 
∫ √4cos2(𝑡) + sin2(𝑡)
2𝜋
0
𝑑𝑡 = 8𝐸
3
4
≈ 9.68845 
The arc length of the parametric plot generated by the Gaussian expression is applied to the 
system as the outer-structure of an onion.  The goal of the overall system is to set a group of linear 
equations of integer manipulations as a function of slight noise perturbations within an internal subset of 
ring structures.  While this may or may not be considered an accurate use of co-set functions, the use of 
sufficient minute values of noise within lattice-based cryptography confirm that it is an acceptable post-
quantum cryptographic method. 
Introduction 
Relying on the polar coordinates shown as Equation 6, the operator ∇ can function as both a curl 
and tensor derivative to introduce a 9-term second rank tensor or three-by-three matrix.  This has a 
twofold purpose, first to introduce Pauli matrices and secondly to apply Jacobi matrix iteration.   
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Equation 6 - Polar Coordinates 
(−
𝑖𝑒180°𝜋
√2
+ 𝑒−180°𝑖𝑥) 
With ∇ as a tensor derivative of the vector field ℱ, the field is a 9-term second-rank tensor 
denoted as (∇⨂?⃑?) where ⨂ is the dyadic product with quantity equal to the transpose of the Jacobian 
matrix with respect to space.  Hermitian matrices allow the introduction of complex conjugates to vector 
spaces.  This is done via a conjugate transposition.  Pauli matrices are complex vectors in three, two-by-
two matrices.  Pauli matrices are methods used to analyze spin in quantum mechanics, which has high 
fidelity to Bloch spheres and the onions engineered for this paper.  The following equations define Pauli 
matrices. 
Equation 7 - Pauli Spin Matrices 
𝜎1 = 𝜎𝑥 ≡ 𝑃1 ≡ [
0 1
1 0
] 
𝜎2 = 𝜎𝑦 ≡ 𝑃2 ≡ [
0 −𝑖
𝑖 0
] 
𝜎3 = 𝜎𝑧 ≡ 𝑃3 ≡ [
1 0
0 −1
] 
 
Pauli spin matrices satisfy the Pauli identities. 
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Equation 8 - Pauli Identities 
𝜎𝑖
2 = I 
𝜎𝑖𝜎𝑗 + 𝜎𝑗𝜎𝑖 = 2𝛿𝑖𝑗I 
𝜎𝑖𝜎𝑗 = I𝛿𝑖𝑗 + 𝑖𝜀𝑖𝑗𝑘𝜎𝑘 
For the identity matrix denoted as 𝐼, 𝛿 is the Kronecker delta and 𝜀 is the permutation tensor.   
The Kronecker delta is used for calculating contour integrals in the complex plane.  It is worth noting, 
however, that every complex linear space is twice the size if regarded as a real-valued space rather than 
strictly complex.  The Kronecker delta is formally expressed as Equation 13.  Equation 13 is also a tensor, 
enabling calculation of contour integrals in a complex plane. 
Equation 9 - Kronecker Delta 
𝛿𝑖𝑗 ≡ {
0 for 𝑖 ≠ 𝑗
1 for 𝑖 = 𝑗
 
A permutation cycle is a subset of permutations whose elements trade places with one-another.  
These cycles may generally be referred to as orbits.  A pseudo-tensor, or tensor-density and tensor-like 
objects for transformations are determinants of complex conjugates equal to the complex conjugate of the 
determinant.  For a pseudo-tensor, acting as tensor-density for a tensor-like object, a transformation 
matrix (𝐴) has properties shown by the equation for orbit tensor. 
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Equation 10 - Orbit Tensor 
?̇?𝑖𝑗 = det|𝐴|𝑎𝑖𝑘𝑎𝑗𝑙𝐴𝑘𝑙 
Where det is the determinant, and the determinant of a complex conjugate is equal to the complex 
conjugate of the determinant, this relationship may be formalized as the following equality. 
Equation 11 - Determinant 
|?̅?| = |?̅?| 
The pseudo-tensor is a generalization of an arbitrary basis shown by set of permutation tensors.  
This use of epsilon to express linearly independent vectors may be treated as a permutation tensor of rank 
4. 
Equation 12 - Permutation Tensors 
𝜀𝛼,𝛽…𝜇 = √|𝑔|[𝛼, 𝛽 …𝜇] 
𝜀𝛼,𝛽…𝜇 =
[𝛼, 𝛽 …𝜇]
√|𝑔|
 
[𝛼, 𝛽 …𝜇] = {
1 even permuation
−1 odd permutation
0 two or more equal args
 
Therefore, the metric tensor 𝑔 ≡ det (g𝛼,𝛽), and the expression 𝜀(𝑥1…𝑥𝑛) is non-zero for all 
linearly independent vectors.  The permutation tensor shown by system of permutation tensor must satisfy 
the constraints listed.  The purpose for including permutation tesnors is to introduce orbits as function 
which advances system components based on their respective periodicity. 
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Equation 13 - Tensor Constraints 
𝜀𝛼𝛽𝛾𝛿 = −𝜀
𝛼𝛽𝛾𝛿 
𝜀𝛼𝛽𝛾𝛿 = {
1 if (𝛼𝛽𝛾𝛿) are even permuation of (0,1,2,3)
−1 if (𝛼𝛽𝛾𝛿) are odd permutation of (0,1,2,3)
0 otherwise
 
The entire set as a complete system shall be defined as open, resulting in an empty and open 
complement, thereby defining the system as both closed and open.  The primary analytic expression is 
taken from Malloy (2016) and will be applied throughout the methodology as the principle expression 
adapted to the maximal element.  It was determined in Malloy (2016) that the existence of this analytic 
function is unique, or holomorphic, and a continuation of an Abelian-Banach space for a Riemann-Hilbert 
intersection (Malloy, 2016).  These properties will be assumed throughout the methods of the security 
reduction described herein.  Given that the system is within a Hilbert space, the Grothendieck constant is 
inherent within the scope of this novel cryptographic scheme.  This has as a requirement, which needs to 
be satisfied, norms relative to the vectors of (𝑥1, 𝑥2, … 𝑥𝑚) and (𝑦1, 𝑦2, … 𝑦𝑛) such that 
|𝑥𝑖| ≤ 1, |𝑦𝑗| ≤ 1 
For the purposes of this reduction, the vectors (𝑥𝑖𝑦𝑗) with respect to covariance maintain 
symmetry.  Therefore, any adjustment to either vector which removes the co-variance may result in an 
asymmetric inequality, which prevents reconstructing the generative bilinear form based on any quadratic 
form that follows.  This capability is achieved by treating 𝜀 as a permutation tensor which also introduces 
arbitrarily small noise.  Such use of 𝜀 results from treating 𝜃 as a point of reflection, or curl, based upon 
polar coordinates. 
The manifold 𝔐 is boundedly compact.  Given this compactness, 𝔐 possesses a metric tensor 
where the metric shall be defined according to its inner product of the tangent space.  Within the tangent 
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space, the Riemannian metric results, thereby introducing the positive-definite metric tensor along with 
the real-valued metric.  Given any metric space ℛ within 𝔐, conditions for boundedness for an 𝜀-net, 
such that (𝑥 ∈  𝔐) and (𝑎 ∈  𝐴) where (𝐴 ⊂ ℛ), there exists a point 𝑝(𝑎, 𝑥) < 𝜀 (Kolmogorov & 
Fomin, 1999).  The value 𝑝(𝑥) may be selected arbitrarily if there exists at least one 𝑝(𝑎) which satisfies 
this condition (Kolmogorov & Fomin, 1999).  Boundedness is both necessary and sufficient for 
compactness (Kolmogorov & Fomin, 1999).  The value of 𝑝(𝑎) shall be the arc length derived from the 
geodesic, ensuring satisfaction of the constraint that 𝑝(𝑎, 𝑥) < 𝜀 given that the upper bound of the vector 
is |𝑥𝑖| ≤ 1 and 𝜀 ≤ 2. 
The Riemannian metric may be regarded as weak, implying a positive definite property while 
allowing looser requirements for Riemannian metric satisfiability such as isomorphism between the 
tangent and cotangent spaces.  The geodesic of 𝔐 is graphically represented as osculating circles to 
calculate the shortest arc length of the maximal element, generating the tangent bundle.  The necessary 
conditions of the Hermitian inner product specific to this reduction of the Grothendieck problem chosen 
requires commutative properties of the inner product for relaxation of the Bilinear Matrix Inequality 
(BMI) problem (Boyd & Vandenberghe, 1997).  The BMI shall be implemented to reduce Grothendieck’s 
Non-Commutative (GNC) problem for the proposed cryptographic scheme. 
The Hermitian inner product, generalized, has a symmetric positive-definite real part while the 
imaginary component is symplectic.  Using the tangent bundle, a Jacobian may be derived as an iterative 
method for floating-point operations.  This allows use of ℚ to reduce the integers accordingly, relative to 
the constant 𝑘𝑅(𝑛) and vectors (𝑥𝑚, 𝑦𝑛).  The appropriate 𝑛-values within the context of the GNC 
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problem is traditionally known to be √2, and any value less than 2 results in NP-Hard approximations 
(Briet, Regev, & Saket, 2015).   
The parametric arc length of 𝔐 is derived from the Gaussian expression, which shall be 
demonstrated not to be the smallest arc length of 𝔐.  We begin by introducing hyperbolic geometry, 
requiring values of 𝜃 be less than 180°.  The justification for this value is explored in Malloy (2016). 
Equation 14 - Gaussian Coordinates 
𝑖𝑒179.21°(−𝑖) − 𝑖𝑒179.21°(𝑖) 
The holomorphic vector bundle is a set of expressions where each produces a unique orientation 
of its respective polar graph.  This uniqueness in orientation, as well as identical aspects shared by each, 
allows more straightforward implementations of problems such as the closest vector problem. 
Equation 15 - Holomorphic Vector Bundle 
𝔒 =
{
  
 
  
 𝑓(𝑥, 𝑦, 𝑧), −
4𝑧3
𝜋3
𝑔(𝑥, 𝑦, 𝑧), 12.511 −
𝑧4
𝜋3
ℎ(𝑥, 𝑦, 𝑧), −
𝑧4
𝜋3
 
Between each onion, the primary difference is orientation, while further uniqueness is relative to 
the range of each function.  Apart from differences in range and orientation, the domain remains the same 
with respect to all three holomorphic expressions.  The applications of each onion are presented as an 
ability to structure bilinear forms within and between functions and composite functions, such that 
identification of the bilinear form based on the generated quadratic form is computationally difficult.  The 
extension this has towards the security reduction applies the bilinear form as a matrix inequality such that 
the roots of each function is applied as a value of |𝑥𝑖| ≤ 1 and |𝑦𝑗| ≤ 1.  
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Figure 1 - Holomorphic f(x,y,z) 
 
 
Figure 2 – Holomorphic g(x,y,z) 
 
Figure 3 - Holomorphic h(x,y,z) 
  Further applications of the quadratic form extend to changes in coordinate systems between each 
polar coordinate derived from the holomorphic vector bundle.  By projecting the concentric circles 
through a hyper-plane, an osculating circle for 𝑥0 enables the calculation of both the maximal element as 
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well as reduction of the parametrized arc length based upon the geodesic.  The resulting arc length based 
upon the geodesic is the minimized arc length of the Riemannian metric. 
Equation 16 - Maximal Element 
12𝜋6𝑥2
(16𝑥6 + 𝜋6)3/2
 
 
 
 
Figure 4 – Geodesic 
The geodesic depicted results from a center, radius, and equation derived from the principle 
analytic function.  The center of the geodesic is expressed as: 
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Equation 17 - Geodesic Center 
(
2𝑥0(𝜋
6 − 8𝑥0
6)
3𝜋6
, 12.511 − 0.0752536𝑥0
4 −
2.58386
𝑥0
2 ) 
Equation 18 - Geodesic Radius 
(16𝑥0
6 + 𝜋6)3/2
12𝜋6𝑥0
2  
Equation 19 - Geodesic Equation 
(−12.511 + 𝑦 +
2.58386
𝑥0
2 + 0.0752536𝑥0
4)2 + (𝑥 −
2𝑥0(𝜋
6 − 8𝑥0
6)
3𝜋6
) =
(𝜋6 + 16𝑥0
6)3
144𝜋12𝑥0
4  
Osculating circles occur at a specific point, the uniqueness of which allows noise within the polar 
coordinates of the holomorphic vector bundle.  A quasigeodesic may be generated in strictly polynomial 
time, though this currently remains an open problem.  Assuming a quasigeodesic may be generated in 
polynomial time, implementing the minimizing arc length as a function of key generation may reduce 
performance costs associated with floating-point operations.  A quasigeodesic in a metric space (𝑋, 𝑑) is a 
quasi-isometric embedding of ℝ into 𝑋.  A Riemannian manifold is determined by a quadratic formula for 
the infinitesimal change in distance (𝑑𝑠). The lines of a Riemannian manifold are the geodesics of the 
manifold, where the geodesics are paths that minimize arc lengths. If the curvature of the manifold is 
positive, the geodesics are of finite length. 
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Equation 20 - Geodesic Arc Length 
∫ 24𝜋6√
𝑥2(32𝜋6𝑥6(−32 + 𝑥2) + 𝜋12(4 + 𝑥2) + 256𝑥12(256 + 𝑥2))
(𝜋6 + 16𝑥6)8
𝑑𝑥 ≈ 0.000172061
100
−100
 
Reduction: 
The entirety of the system treated as a consistent set shall also be defined as open, which results 
in an empty and open complement.  The primary analytic function taken from Malloy (2016) is applied 
throughout with respect to the maximal element, any rigorous definition of a sheaf is yet to be 
determined.  It was shown in Malloy (2016) that the existence of the principle analytic function is unique, 
or holomorphic, and a continuation of an Abelian-Banach space with respect to a Riemann-Hilbert 
intersection.  These properties will be assumed throughout the security reduction described herein. 
Given that the system is within a Hilbert space, the Grothendieck constant as proven by Briet, 
Regev, and Saket to be NP-Hard is inherent within the scope of this novel cryptographic scheme.  This 
has as a requirement, which needs to be satisfied, norms relative to the vectors of (𝑥1, 𝑥2, … 𝑥𝑚) and 
(𝑦1, 𝑦2, … 𝑦𝑛) such that |𝑥𝑖| ≤ 1 and |𝑦𝑗| ≤ 1.  The existence of the analytic function with properties of 
an Abelian monoid, or commutative monoid, was also determined in Malloy as per the satisfiability of 
commutation set forth in the Hilbert space of which the Riemann-Hilbert intersection resulted.  The 
contour plot for values of 𝑥 with respect to range and the y-axis is a constant binary field with elasticity 
given an arbitrary range. 
Through derivations of three distinct NP-Hard problems, adjusted as NP-Complete in terms of 
randomized search and decidability, the goal is stated as a form of mitigation against hybrid attacks 
relying on implementations of Shor’s factoring algorithm and Grover search algorithms for known and 
unknown numbers of solutions.  The given problem is as follows: “For any arbitrary bilinear quadratic 
in ℂ4, find any set of points in ℂ such that the original graph of the bit map is calculable using only the 
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homeomorphism of an arbitrary k-clique of unknown graph (𝐺).”  Given that the least lower bound 
(LLB) in queries to an arbitrary Grover oracle requires 𝑂(√𝑁) evaluations for finding solution 𝑘0, and 
the probability of success within 𝑡 queries for 𝑡 solutions has a work factor function 𝑓 to return decisions 
of 𝑂(√𝑁/𝑡) (Pittenger, 2000). 
Riemann Primitives 
Alice represents the server and Bob represents the client.  The arc length of the geodesic is fixed 
and public.  Bob chooses a vector within the geodesic, and chooses a region along the surface of the 
Riemann sphere. The corresponding real-valued coordinates are paired with the coordinates within the 
region of the stereographic projection relative to the Riemann sphere.  The geodesic point is represented 
as a zero of 𝑥0. The corresponding vectors from (𝑧, 𝑧̅) are then used to generate a bilinear inequality 
where (𝑥0 < 𝑧, 𝑧̅).  A RACK is generated as an undirected graph. By a fair coin toss, integers are either 
an element of 𝑋 or an element of 𝑌. The vectors of 𝑥-coordinates have a periodicity of 2𝜋, periodic in 𝑋. 
The 𝑦-coordinate vectors are periodic in 𝑌 with a period of 2.  Once a rack is “PEN’d,” Bob chooses 
private angle (∢w ∈ W) of the Riemann primitive (𝑧, 𝑧̅). He then computes the orthogonal projection of 
the vectors (𝑧 = 𝑧𝑊 + 𝑧𝑊⏊), using 〈𝑧, 𝑃𝑤〉 = 〈𝑣𝑤 , 𝑃𝑤〉 = 〈𝑃𝑣 , 𝑤〉. 
For a projection of parallel rays, tangencies are preserved. For an arbitrary triangle, the respective 
shadow under an orthogonal projection is equilateral. The orthogonal transformation is a linear 
transformation 𝑇: 𝑉 → 𝑉 which preserves a symmetric inner product. This orthonormal transformation 
also preserves lengths of vectors and angles 〈𝑣, 𝑤〉 = 〈𝑇𝑣 , 𝑇𝑤〉. The orthogonal group is the set of 
orthonormal transformations.  The orthonormal group fixes Hollenbeck points (ℭ1, ℭ2, ℭ3) ∈ 𝐹𝑤,𝑧?̅?, and 
the resulting spherical straight lines are orthogonal to the imaginary unit circle.  The orthogonal 
transformation preserves the length of the vectors, the angle 𝑤, and the tangents of (𝜔, 𝑧𝑧̅).  Introducing 
the geodesic converts (𝑧𝑤 , 𝑧?̅?
⏊) to their respective antipodes 𝑥0: 𝑧 → (
1
𝑧
, −
1
?̅?
).  Antipodes are computed, 
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for remainder (𝑟), through the modular definitions 𝑎 = 𝑝𝑛 + 𝑟 and 𝑏 = 𝑞𝑛 + 𝑟. Both may be 
equivalently expressed as 𝑎 = 𝑘𝑛 + 𝑏.  Recall that 𝕖−𝕚𝜃 may be treated modulo 1. 
Any two spherical straight lines intersect through a pair of antipodal points. Let (𝑃1, 𝑃2) be 
stereographic images of (𝑧1, 𝑧2) on the unit sphere ℛ
3.  The Euclidean distance measured along the 
geodesic through ℭ3(ℎ3) is two-point invariant with respect to the rotations of the sphere. If (𝑃1, 𝑃2) are 
not coincident or diametrically opposite, the two different values offer themselves as distance between 
(𝑃1, 𝑃2) with respect to the magnitude (𝜔12(0 ≤ 𝜔12 < 𝜋)) given the two vectors (𝑂𝑃1, 𝑂𝑃2) and the 
value (2𝜋 − 𝜔12).  For arbitrary (𝑘 ∈ ℤ), the magnitude of angles (𝜔12 + 2𝑘𝜋, −𝜔12 + 2𝑘𝜋) as values 
of ?̃?(𝑧1, 𝑧2) indicate 𝑧1 = 𝑧2 for instances when ?̃?(𝑧1, 𝑧2) = 2𝑘𝜋. 
For any three points (𝑧1, 𝑧2, 𝑧3) in the spherical plane, each may be treated as a linear inequality.  
This inequality ensures a bilinear matrix inequality may be generated and ensures a value less than the 
parametric system periodicity.  For the following inequality, care must be taken to avoid any potential 
weakness introduced by an integer coefficient of 𝜋.  Given the following inequality, 
𝐷(𝑧1, 𝑧3) ≤ 𝐷(𝑧1, 𝑧2) + 𝐷(𝑧2, 𝑧3) ≤ 2𝜋 − 𝐷(𝑧1, 𝑧3) 
 a rule must be defined such that for arbitrary (𝑘 ∈ ℤ), ?̃?(𝑧1, 𝑧2) ≠ 2𝜋𝑘, and magnitude 
(𝜔12 + 2𝑘𝜋,−𝜔12 + 2𝑘𝑛), all elements must be members of real-valued or rational numbers.  With 
respect to the Riemann primitive, treating all elements as either rational or real numbers avoids integral 
multiples of 𝜋.  This rule may be best defined as a rational subset of real numbers, ℚ ⊂ ℝ.  For any three 
points under the given inequality, the sign of the equality is valid if, and only if, (𝑧1, 𝑧2, 𝑧3) lie on a 
spherical straight line in the order of their indices and the following conditions hold: 
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Equation 21 - Hyperbolic Inequality 
𝐷(𝑧1, 𝑧2) + 𝐷(𝑧2, 𝑧3) = 𝐷(𝑧𝑖 , 𝑧𝑗, 𝑧𝑘), {
𝐷(𝑧𝑖 , 𝑧𝑗, 𝑧𝑘) ≤ 𝜋, in the first case
𝐷(𝑧𝑖, 𝑧𝑗, 𝑧𝑘) ≥ 𝜋, in the second case
 
The Gauss circle problem asks how many integer lattice points are in a circle centered at the origin 
for radius (𝑟) . The problem is thus determining an accurate bound on the error term relative to the 
approximate area of the circle to identify the relative difference from area. For a circle ℝ2 with center at 
the origin and radius 𝑟 ≥ 0 , determine the number of points (𝑚, 𝑛) ∈ ℤ such that 𝑚2 + 𝑛2 ≤ 𝑟2  for 
Cartesian coordinates 𝑥2 + 𝑦2 = 𝑟2.  The number of points is conjectured to be 𝑁(𝑟) = 𝜋𝑟2 + 𝐸(𝑟).  The 
lower bound discovered by Hardy states |𝐸(𝑟)| ≠ 𝑜(𝑟1 2⁄ (log 𝑟)1 4⁄ ).  It is conjectured that the correct 
bound is |𝐸(𝑟)| = 𝑂(𝑟1 2⁄ +𝜀).  The ring of Gaussian integers provide quadratic, cubic, and biquadratic 
reciprocity: 
Equation 22 - Gaussian Reciprocity 
(𝑥2 ≡ 𝑝(𝑚𝑜𝑑(𝑞))) = (𝑥2 ≡ 𝑞(𝑚𝑜𝑑(𝑝))) 
(𝑥3 ≡ 𝑝(𝑚𝑜𝑑(𝑞))) = (𝑥3 ≡ 𝑞(𝑚𝑜𝑑(𝑝))) 
(𝑥4 ≡ 𝑝(𝑚𝑜𝑑(𝑞))) = (𝑥4 ≡ 𝑞(𝑚𝑜𝑑(𝑝))) 
Every complex number is at most a maximal distance of 
√2
2
√𝑁(𝑧) units to some multiple of 𝑧.  
ℤ[𝑖] is thus a Euclidean domain where 𝑣(𝑧) = 𝑁(𝑧). The ring of Gaussian integers is the integral closure 
of ℤ in the field of Gaussian rationals { 𝑎, 𝑏 ∈ ℚ(𝑖) | 
𝑎
𝑏
, 𝑏 ≠ 0}.  The congruence relation defines Gaussian 
integers as ℤ[𝑖] ≡ {𝑎, 𝑏 ∈ ℤ|𝑎 + 𝑏𝑖}, where 𝑖2 = −1.   
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Defining Hollenbeck Points 
The modulus of (𝑧) is |𝑍| = √(𝑥2 + 𝑦2) = 𝑟 ≥ 0.  Polar coordinates (𝑟, 𝜃) for Z in trigonometric 
form is 𝑍 = 𝑟(cos𝜃 + 𝑖 sin𝜃).  The angular factor cos 𝜃 + 𝑖 sin𝜃 of (𝑍) and is a complex number 
modulo 1, bearing in mind that  𝑒𝑖𝜃is defined as complex, modulo 1. 
Equation 23 - Hollenbeck Points 
ℭ1(ℎ1): (−
387.9 − 𝑍4
𝜋3
) ∝ (
𝑑
𝑑𝑧
(4(179.21°) − (
𝑍4
𝜋3
))) = −
𝑍4
𝜋3
 
ℭ2(ℎ2): −
4𝑧3
𝜋3
 
0ℭ3(ℎ3): 12.511 −
𝑧4
𝜋3
 
If ∆𝑗≠ 0, and ∆12= 0 then (ℭ1, ℭ2) are orthogonal circles, either real or imaginary valued.  This 
condition holds if, and only if, 𝛿2 = 𝜌1
2 + 𝜌2
2.  For ℭ1 and ℭ2 as real circles, let the following hold: 
1. ∆1= |ℭ1|, ∆2|ℭ2|, 2∆12= 𝐴1𝐷2 + 𝐴2𝐷1 − 𝐵1𝐶2 − 𝐵2𝐶1 
2. 𝐴1𝐴2 ≠ 0.     ℭ1 = (𝛾1, 𝜌1), ℭ2 = (𝛾2, 𝜌2) 
3. 𝐴 = ±
1
𝜌
√(−∆), 𝐵 = −𝐴?̅?, 𝐶 = −𝐴𝛾 = ?̅?, 𝐷 = 𝐴(𝛾?̅? − 𝜌2) 
4. ∆1= −𝐴1
2𝜌1
2, ∆2= −𝐴2
2𝜌2, 2∆12= 𝐴1𝐴2(𝛿
2 − 𝜌1
2 − 𝜌2
2) where 
𝛿 = |𝛾1 − 𝛾2| is the distance between centers (𝛾1, 𝛾2). 
5. (𝐴𝑗 ≠ 0, ∆𝑗< 0, 𝑗 = 1,2) and ℭ1 and ℭ2 have at least one point in common.  
An orientation is fixed on these circles by the sign of the coefficients (𝐴𝑗). The angle (𝜔) between 
the two directed circles (ℭ1, ℭ2) is defined as the angle between the tangents at a common point taken in 
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the direction defined by the orientation. For the real circles ℭ1, ℭ2 it is necessary and sufficient that (𝜔) is 
a real angle.  −1 ≤ cos(𝜔) ≤ 𝑉1. If cos(𝜔) = +1, then (𝜔) = 𝜃 and 𝑆
2 = (𝜌1 − 𝜌2)
2 for both having 
positive orientation. Then the smaller circle touches the greater from inside. If cos(𝜔) = −1, then (𝜔) =
𝜋, 𝑆 = 𝜌1
1𝜌2 and the two circles touch each other from the outside. 
Green Hollenbeck Points 
For ℭ1(ℎ1) = −
𝑧4
𝜋3
, the inverse ℭ1
−1(ℎ1) is a reflection about a point such the relation to the axes 
is nearly uniform. The domain of ℭ1(ℎ1) assuming the function is defined over the reals, is 
∀𝑛{𝑛 ∈ ℝ | ℝ → ℝ}. Given the constraint of having domain over the reals, the range is all non-positive 
reals. {𝑦 ∈ ℝ | y ≤ 0}.  The polynomial discriminant for ℭ1 is ∆= 0, the polynomial degree is 4, and the 
root of ℭ1 = 0.  The coefficient of the highest degree term is (−
1
𝜋3
𝑧4) while the function is entire, and 
has an even parity.  The derivative of ℭ1(ℎ1) = ℭ2(ℎ2),   or  
𝑑
𝑑𝑧
(−
𝑧4
𝜋3
) = −
4𝑧3
𝜋3
 
Red Hollenbeck Points 
For ℭ2(ℎ2) = −
4𝑧3
𝜋3
, the inverse ℭ2
−1(ℎ2) is a reflection about a point 𝑃0 such that ℭ2(ℎ2) 
adheres to the z-axis, and the inverse ℭ2
−1(ℎ2) =
𝜋 √𝑧
3
22 3⁄
 adheres to a translation upon the vertical axis. The 
domain of ℭ2(ℎ2) is the set of real numbers assuming a function from ℝ → ℝ.  Assuming a function from 
ℝ → ℝ, the range is all real numbers.  The polynomial discriminant is ∆= 0, and the polynomial degree is 
3.  The root of ℭ2(ℎ2) is 𝑧 = 0, while the coefficient of the highest degree term is (−
4
𝜋3
𝑧3).  This 
function is entire, and has odd parity.  The function is also bijective from its domain to ℝ.  The indefinite 
integral is ∫−
4𝑧3
𝜋3
𝑑𝑧 = −
𝑧4
𝜋3
+ 𝑘, or alternatively symbolized as ∫ℭ2(ℎ2)𝑑𝑧 = ℭ1(ℎ1) + k.  The 
intersections of ℭ2 are expressed as: 
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Equation 24 - ℭ2 Intersections 
𝑧 = (0,4)
{
 
 𝑦1 = ℭ1(ℎ1),−
𝑧4
𝜋3
𝑦2 = ℭ2(ℎ2),−
4𝑧3
𝜋3
 
Blue Hollenbeck Points 
ℭ3(ℎ3)  is defined by the expression 12.511 −
𝑧4
𝜋3
.  The inverse of ℭ3
−1(ℎ3) =
±(0.419626√12511 − 1000𝑧
4
).  The roots of  ℭ3(ℎ3) are: 
Re(𝑧) = (−4.43798), Re(𝑧) = (4.43798), 𝑧̅ = (−4.43798𝑖), 𝑧̅ = (4.43798𝑖) 
The polynomial discriminant for ℭ3 is ∆= −16.8177, while the function is entire with even parity.  The 
derivative of ℭ3(ℎ3) : 
𝑑
𝑑𝑧
ℭ3(ℎ3) = ℭ2(ℎ2) =
𝑑
𝑑𝑧
(12.511 −
𝑧4
𝜋3
) = −
4𝑧3
𝜋3
.  And ℭ3  is defined as the 
function ℭ3(ℎ3) ≔ (12.511 −
𝑧4
𝜋3
) .  The definite integral, after subtracting the divergent parts is 
∫ (ℭ3(ℎ3) − ℭ3(ℎ3))
∞
0
𝑑𝑧 = 0.  For the definite integral area, above the axis given Re(min, max) roots, the 
result is ∫ (ℭ3(ℎ3)𝜃ℭ3(ℎ3)) = 88.8377
4.43798
−4.43798
.  A series expansion for the arctan (ℭ3(ℎ3)) at 𝑧 = ∞, 
after dropping all constants, is 𝑂 (
1
𝑧
)
6
.  An orthogonal projection for arbitrary vector (𝑣) can be written as 
?⃑? = 𝑣𝑤⃑⃑ ⃑⃑ ⃑ + 𝑣𝑤⃑⃑ ⃑⃑ ⃑
⏊
, so 〈?⃑?, 𝑃?⃑⃑⃑?〉 = 〈𝑣𝑤⃑⃑ ⃑⃑ ⃑, 𝑃?⃑⃑⃑?〉 = 〈𝑃?⃑?, ?⃑⃑⃑?〉. 
The projection matrix 𝑃 is orthogonal if and only if the adjoint matrix 𝑃∗of 𝑃 equals 𝑃, or 𝑃∗ = 𝑃. 
If and only if the vector space projection is orthogonal, (𝑃) is then a symmetric matix. If and only if the 
vector space projection satisfies 〈?⃑?, 𝑃?⃑⃑⃑?〉 = 〈𝑣𝑤⃑⃑ ⃑⃑ ⃑, 𝑃?⃑⃑⃑?〉 = 〈𝑃?⃑?, ?⃑⃑⃑?〉  then (𝑃)  is a Hermitian matrix. These 
inner products are the Hermitian inner products.  Any (?⃑⃑⃑? ∈ 𝑊) is fixed by (𝑃𝑤 = 𝑤) for any (?⃑⃑⃑? ∈ 𝑊). 
Thus, the projection matrix (𝑃)  which fixes (?⃑⃑⃑? ∈ 𝑊)  has norm equal to one, unless 𝑃 = 0 . ‖𝑃‖ =
𝑠𝑢𝑝
|𝑥|=1
|𝑃𝑥| ≥ 1. 
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If 𝑊 is a 𝐾-dimensional subspace of a vector space 𝑉 with inner product 〈⃑⃑⃑⃑ , ⃑⃑ ⃑⃑ 〉 , ?⃑?𝑤 ∈ 𝑊 then 
𝑣𝑤⃑⃑ ⃑⃑ ⃑
⏊
 is an element of the orthogonal subspace 𝑊⏊. Any arbitrary projection is a linear transformation if it 
can be represented by a projection matrix. For an arbitrary projection, there is an inner product for which 
the projection may be defined as an orthogonal projection.  A geodesic is derived from (ℭ3(ℎ3)).  Given 
(ℭ1, ℭ2, ℭ3) all coincide with Taylor series expansions in the neighborhood ((𝑥0) = 𝑥 = 0), each function 
is analytic, and the respective series for real coefficients is convergent to 𝑓(𝑥) for (𝑥) in a neighborhood 
of 𝑥0.  Furthermore, ℭ1, ℭ2, ℭ3 are smooth, or (𝐶
∞) infinitely differentiable.  A function is analytic if, and 
only if, the Taylor Series about (𝑥0) converges to the function in some neighborhood for every 𝑥0 in its 
domain.  These functions are harmonic morphisms in the complex plane, and complex vector space ℂ𝑛. 
Bilinear Constraints 
Given the bilinear matrix inequality constraint with respect to the relative norm of 𝑦, and the 
same constraint applied to the relative norm of x, both conditions may be satisfied for positive values of n.  
As far as satisfying the condition for the values of x with respect to (𝑛 ∈ ℤ), the primary index for x is 
zero.  Otherwise, the parent function of X for 𝑛 ∈ ℤ is expressed as: 
Equation 25 - Parent Function X 
𝐗: 𝑒−𝑖𝑥 − 2𝑖 = −2𝑖 + ∑
(−𝑖𝑥)𝑘
𝑘!
∞
𝑘=0
 
With y-intercepts located at: 
(0,1) ∈ ℝ, (0, −2) ∈ ℂ 
Given the root of X: 
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1
2
(4𝜋𝑛 − 𝜋 + 2𝑖 log 2) 
The utility of the series of Y as a period of 2 with respect to the y-intercepts of X allow efficient 
use of the TAP algorithm, along with verifying the key lengths with respect to the PEN algorithm.  The 
TAP algorithm couples (𝑥, 𝑦, 𝜃) between the ranges of values for y along a dependent axis, where the 
dependent axis is a transition vector used by TAP.  Since TAP occurs with respect to all zeroes of the 
system, TAP results in a coordinate shift between X and Y for (𝒪,𝔐).  The series X is periodic in (𝑥) 
with period 2𝜋 while the series Y is periodic in (𝑦) with period 2.  Both series are with respect to a 
universal constant (𝐾 = ∞) as a function of the unit ball ℛ3. 
The series representation of Y is equated to the following function: 
Equation 26 - Parent Function Y 
𝐘: 2𝑒−𝑦𝜋𝑖 = 2∑
𝜋𝑘(−𝑖𝑦)𝑘
𝑘!
∞
𝑘=0
 
No roots exist for the expression of Y.  The reduction of the non-commutative Grothendieck 
inequality centers on vector constraints and conditional values of tensor products applicable through the 
scheme’s architecture.  For a given linear operator ℱ, let the following hold: 
𝑤𝑗,𝑘 , 𝐗 , 𝐘 
For any arbitrary vector 𝑋 = [
𝑥𝑖
𝑥𝑗
𝑥𝑚
], the tensor product of 𝑋 ⊗𝑌 as permutation of the vector  
𝑌 = [
𝑦𝑗
𝑦𝑛
𝑦𝑚
] 
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may be expressed as 
𝑋 ⊗ 𝑌 = {
𝑥𝑗, 𝑦𝑗  for 𝑗 ≠ 𝑘 
𝑤𝑗𝑘 , otherwise
 
For the vector of 𝑤𝑗,𝑘, let the following hold: 
𝑤𝑗,𝑘 = {
𝑥𝑗,𝑘
𝑗
𝑘
 
The given linear operator is a function of the vector of 𝑤𝑗,𝑘 and is treated as the bijective 
function: 
𝑤𝑗,𝑘
ℱ
→ 𝑥0 = [
𝑥𝑗
𝑦𝑗
] 
For any constant, 𝑘 = 1,… ,𝑚 given 𝐾 = ∞, then 𝑛 = (−1,1), 𝑥 = 0, and 𝑝: 𝑥 = 𝑛 → 𝑛 = 0. 
Implementation: 
Quadratic form allows one to transform a curve by introducing a new coordinate system using a 
coordinate transformation (Shilov, 1977).  A quadratic form is defined on a linear space such that an 
argument of a vector is obtained by changing (y) to (x) in any bilinear form defined on the linear space.  
The necessary and sufficient condition for a symmetric matrix in defining positive definite bilinear form 
requires the descending principal minors of the matrix be positive (Shilov, 1977).  In the case of Hermitian 
matrices of which the bilinear form is symmetric and is based upon a positive-definite form, the bilinear 
form is derived as a scalar product via substitution, i.e., 𝐵(𝑥, 𝑥) is positive definite, the bilinear form 
𝐵(𝑥, 𝑦) is the scalar product (Shilov, 1977).  This results in an orthonormal canonical basis derived from 
the scalar product, and it is also worth noting that with any non-symmetric bilinear form the derived 
quadratic form cannot be used to re-construct the bilinear form that generated it (Shilov, 1977). 
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Further applications of the quadratic form extend to changes in coordinate systems between each 
polar coordinate derived from the holomorphic vector bundle.  By projecting the concentric circles through 
the hyper-plane, an osculating circle for 𝑥0 enables the calculation of both the maximal element as well as 
reduction of the parametrized arc length based upon the geodesic.  Bob, regarded as the client, wishes to 
exchange messages securely with Alice acting as the server.  A message is encrypted with Alice’s public 
key, and only Alice’s private key can decode any message sent using her public key. 
To produce the O-clique, the onions are converted into a matrix, and then translated into the secret 
(𝑠).  Once this is complete, the clique is “PEN’d” to add arbitrary nodes within the graph.  The H-clique is 
then obfuscated with shifting weights through the introduction of an error-term, which attenuates the angle 
and radius.  The resulting clique is now Alice’s TOP expressed as TOP𝐴.  Using TOP𝐴, Alice then shares 
her public key, denoted as a BLIP.  Bob then uses Alice’s BLIP to encode his message to Alice.  Alice takes 
the message from Bob and extracts the message by using her TAP, operating upon the BLIP with respect 
to TOP.  Since TOP is a vector field, using TAP with BLIP produces the H-Clique, which allows recovery 
of the final plain-text.  The quadratic form from the onion matrices used to create the O-clique is 
incalculable from the quadratic given the asymmetric form used to generate it.  Since Alice is the only one 
who knows the quadratic form and base matrices, only she knows which nodes to subtract from the H-
clique. 
The implementation of the Riemann primitives and reduction of the NCG problem follow the steps 
as outlined for server authentication and key generation.  The algorithm for key generation is outlined in 
the following steps: 
The suggested algorithmic implementation of Riemann primitives is proposed as a formulation of Learning 
with Errors, relying on error terms introduced with respect to the radius of the unit ball.  The process of key 
generation is outlined in the following seven steps. 
Step 1: Choose a plane 𝛾 on the Riemann sphere and points (𝑃1, 𝑃2, 𝑃3). 
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Step 2: The vectors (?⃑? ∈ 𝑋, ?⃑⃑⃑? ∈ 𝑌) are populated during the PEN step. 
Step 3: (?⃑?123 ∈ 𝑃123) are generated based on onion orientation, spin, and color. 
Step 4: An angle (𝜔 ∈ 𝜃) such that ∑ 𝜔𝑖𝑗𝑘 ≤ 179.21°
𝜃
𝜔  is selected. This angle is kept secret. 
Step 5: The orthonormal projections and antipodes are calculated for (𝑃1, 𝑃2, 𝑃3). 
Step 6: Secret key is computed as 𝑠 ∈ ℤ[𝑖], derived by 𝑔𝜔 = (𝑠, 𝑥𝑖) + 𝐸(𝑟), where 𝜔 is the private angle 
from Step 4.  The relative error with respect to radius is 𝐸(𝑟) given (𝑥𝑖 ∈ 𝑋). 
Step 7: The message is keyed using the antipode and orthogonal projection of the key which fixes (𝑚).  
The Key Encapsulation Mechanism proposed for H-LWE uses a different NP problem compared 
to R-LWE and H-LWE.  Rather than structuring all functions of the scheme on the GapCVP, CVP, 
GapSVP, and SVP we opt to frame the H-KEM as a clique problem.  A RACK is chosen, composed of 
unique onions.  This rack forms the O-Clique, which is then keyed as a k-clique input along with an 
arbitrary number of nodes.  After the newly formed clique is generated, the graph is referred to as an H-
clique.  The H-clique is transformed into elements of the irreducible quotient based on the parent 
functions of (𝑋, 𝑌), and replaces nodes with functions rather than fixed values.  Additional nodes are then 
generated along edges of the H-clique arbitrarily.  The NP-Complete decision problem asks to determine 
whether the subgraph of the H-clique is a homeomorphism of the O-clique.  The search problem asks to 
identify the k-clique given the final H-clique. 
The overall process for server authentication between Alice and Bob is as follows: 
1: Each choose a set of onions and a clique – “Alice Racks the Onions” 
2: Each transport their key by generating a homeomorphism of the rack – “Alice PENs her Key” 
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3: Taking the H-clique, Alice then uses a TAP to generate a TOP – “Alice TAPs the PEN” 
4: After the TOP vector field is produced, Alice can transmit her BLIP – “Alice’s BLIP is up.” 
5: Bob uses Alice’s BLIP to initiate a response – “Bob BLIPS Alice” 
6: Alice responds to Bob using a TOP  
7: Bob pairs the TAP, TOP, and BLIP for key exchange – “Bob TAPs the BLIP” 
8: Alice uses the H-Clique and PEN to verify Step 7 
9: Alice and Bob now have an authenticated connection. 
The process of choosing a private angle to compute a public point on the surface of ℛ3 follows 
similar lines of reasoning in selecting integers as basis vectors.  Rather than relying on the difficulty of 
the SVP or CVP, we ask an attacker to first locate the points and basis vectors which produce the private 
angle via transversal.  We also ask that the attacker chooses the correct intersection, while also requiring 
the removal of error terms which effect the radius and size of the private angle.  These problems are made 
more difficult by an injective mapping of lattice points which are nearly uniform within the unit ball. 
Key Lengths of O-cliques and H-cliques 
The default input value of a RACK is configured to treat all onions as red onions.  This is 
achieved by taking the first derivative of the blue and green onions to derive the root holomorphic 
function of the red onion.  To isolate the worst-case representation of this default feature, the standard 
RACK will be treated as an undirected graph.   For any arbitrary homeomorphism, there exists a 
holomorphic vector bundle as a range within the parametrized Gaussian domain in ℂ.  Knowing any 
solution to the problem is necessarily within the constraint 𝑂(𝜃𝑛), where the worst-case time complexity 
may be derived from the permutation and combinatorics of the holomorphic vector bundles in conjunction 
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with the parametrized Gaussian function 𝜃.  The variable 𝜃 is defined as an element of the Gaussian sine 
function. 
Given that the Gaussian function is periodic in 𝜃, with period 2𝜋, the constant 𝜋 may be ignored 
and the value of 2 substituted for 𝜃.  Given this normalization and substitution, the worst-case complexity 
for everywhere-defined functions of an m-element set to an n-element set is 63 where the m-element set is 
congruent to the size of a RACK, and the n-element set is the relative value of each onion within the 
RACK treated as a Cartesian coordinate system in two-dimensions.  Using this value as the default 
RACK, the possible permutations without repetition, treated as input to the PEN algorithm, results in the 
expression: 
Equation 27 - Clique Permutations 
63!
(63 − 4)!
sin (𝜃) 
Subsequently treating this as input to a homeomorphism of the O-clique RACK, and by adding 
further constraints of relative coordinates to the derived H-clique, the worst-case time complexity is the 
number of permutations of three onions, a single node within each onion, and two points which are 
representative of the parent functions.  The constant value that results from these additional constraints 
is 4.0320 ×104.  Removing the two points, but retaining three onions with one node per onion, the 
number of distinct permutations is then 720.  The values of key length have domain in 𝜃, which 
demonstrates their expression in terms of degree.  The properties of a default RACK when treated as an 
undirected graph are derived by treating each onion as a single node, with two nodes having edges in 
common.  For the key encapsulation referred to as H-KEM, the integers produced by the public point 
relative to the private angles are placed as nodes within the H-clique. 
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Figure 5 - Undirected RACK 
Conclusion 
There are several aspects of this work in need of verification, and rigorous proof.  Despite this 
need for formalism, the principle discoveries remain.  Primarily, it is the opinion of the authors that 
framing post-quantum schemes as a subset of the Riemann sphere provides several advances to the field.  
Not only will this allow deeper understanding of the relationship between post-quantum schemes and 
quantum algorithms, but it also provides avenues for current schemes generally accepted as post-
quantum.  This occurs as either quadratic functions as a subset of multivariate cryptography, or use of the 
Gauss circle problem as a method for implementing lattice cryptography.  Secondly, by focusing the 
security reduction on an optimization problem as opposed to problems which are framed as 
computationally difficult, an additional layer for security proofs is offered.  While it is generally 
understood that security reductions are not in strict 1:1 correspondence between the computational 
problem and proof, the ability to reduce an optimization problem as a means of illustrating security has 
been demonstrated in the past.  Such proofs offer additional generalization of the bounds and constraints 
for such optimized computations used in reductions. 
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Appendix: Relevant Theorems and Concepts 
Classification of Circles 
1. Imaginary Unit Circle ℭ has pure imaginary radius (𝜌) and real center (𝛾). The Hermitian matrix 
ℭ = [
𝐴 𝐵
𝐶 𝐷
]  is defined as ℭ(𝑧, 𝑧̅) = 𝐴𝑧𝑧̅ + 𝐵𝑧 + 𝐶𝑧̅ + 𝐷 = 0  for Re(𝐴, 𝐷)  and complex 
conjugate numbers (𝐵, 𝐶). 
2. Two Hermitian matrices represent the same circle if and only if ℭ1 = ƛℭ for Re(ƛ) ≠ 0. 
3. The determinant ∆= |ℭ| = 𝐴𝐷 − 𝐵𝐶 =  𝐴𝐷 − |𝐵|2. 
4. For imaginary unit circle 𝑧𝑧̅ + 1 = 0, ℂ = [
1 0
0 1
]. 
5. Where 𝐴 = ±
1
𝜌
√(−∆) , then 
𝐴 ≠ 0: ∆< 0 real circle  𝜌2 > 0 
∆= 0 point circle  𝜌2 = 0 
∆> 0  imaginary circle 𝜌2  < 0 
6. And 
𝐴 = 0: then ∆= −|𝐵|2 ≤ 0 always 
∆< 0 straight line 
∆= 0 no circle 𝐵 = 𝐶 = 0 
Two unique circles ℭ1, ℭ2  have Hermitian matrices that are not proportional and therefore linearly 
independent. 
The pencil of the circle is a one-parameter family of circles  
ℭ = ƛ1ℭ1 + ƛ2ℭ2, Re(ƛ1, ƛ2) ≠ 0 
The discriminant of ℭ is the determinant |ℭ| = ∆1ƛ1
2 + 2∆12ƛ1ƛ2 + ∆2ƛ2
2. 
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1. For Re(ℭ1, ℭ2) having the property (𝐴𝑗 ≠ 0, ∆𝑗< 0, 𝑗 = (1,2))  Re(ℭ1, ℭ2) have at least one real 
point in common. These are defined as the Hollenbeck Points Re(0) . This is the only 
Re(𝑃ℎ) of (ℭ1, ℭ2). 
2. Parametric System {𝑥, 12.511𝑦 −
𝑧4
𝜋3
,
−𝑧4
𝜋3
, −4
𝑧3
𝜋3
, 𝑖𝑒−𝑖𝜃 − 𝑖𝑒𝑖𝜃} . These five expressions can be 
reduced to 𝑖𝑒−𝑖𝜃 − 𝑖𝑒𝑖𝜃 + 𝑥 + 12.511𝑦 −
2𝑧4
𝜋3
−
4𝑧3
𝜋3
. The roots of the system are: (𝑥 = 0), (𝑦 =
0), (𝑧 = 0), (𝜃 ≈ 𝜋𝑛), 𝑛 ∈ ℤ. The integer roots of the system are: (𝑥 = 0), (𝑦 = 0), (𝑧 = 0), (𝜃 =
𝜋). 
3. Non-parametric system: {𝑥, 12.511𝑦 −
𝑧
𝜋3
,
−𝑧4
𝜋3
, −
4𝑧3
𝜋3
} reduces to approximately (𝑥 + 12.511𝑦 −
0.0645𝑧4 − 0.129𝑧3) . The average value is (
1
4
(𝑥 + 12.511𝑦 − 0.0645𝑧4 − 0.129𝑧3)) . The 
roots are (𝑥 = 0), (𝑦 = 0), (𝑧 = 0). 
General Theorems 
§ Inversion of Circles and Angles 
1. Every inversion carries circles into circles, real circles and real straight lines into real circles, and 
imaginary circles into imaginary circles. 
2. The inversion is an isogenal transformation changing the angle between two curves into the 
negation angle 𝜔∗ = −𝜔. 
§ Let Γ be a circle on the unit sphere in Cartesian coordinate system (ξ2 + η2 + ς2 = 1), putting the 
complex z-plane into the ξ, η-plane, so that for a point 𝑧 = 𝑥 + 𝑦𝑖 in this plane is defined as ξ = x, η =
y, ς = 0. The stereographic image 𝑃(ξ, η, ς) on this unit sphere of the point 𝑧 = 𝑥 + 𝑖𝑦 in the plane is found 
as the second intersection with the sphere of the straight line through the south pole 𝑆(0,0, −1) of the sphere 
and point (𝑧). For every (𝑧) in the plane there is a unique corresponding point (𝑃) on the sphere. 
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§ For circle Γ on unit sphere, 𝛾 is the plane of Γ with point on 𝑃 the sphere, but not on Γ. The inverse 
𝑃∗ of 𝑃 with respect to Γ is obtained as the second intersection of on the sphere of the straight line through 
(𝐶) and (𝑃) with the sphere. 
§ Four points (𝑧1, 𝑧2, 𝑧3, 𝑧4) of the completed plane lie on one and the same circle if and only if their 
cross ratio (𝑧1, 𝑧2; 𝑧3, 𝑧4) is real. 
§ For roots (𝑎, 𝑏)  of irreducible polynomial 𝑝(𝑥)  in 𝐹[𝑥] , there is an isomorphism 𝑔: 𝐹(𝑎) →
𝐹(𝑏) such that ∀(𝑥){𝑥|𝑔(𝑥) = 𝑥, 𝑔(𝑎) = 𝑏} ∈ 𝐹.  Let (𝐾, 𝐾′) be finite extensions of (𝐹) with common 
extension (𝐸). If ℎ: 𝐾 → 𝐾′ is an isomorphism such that ℎ(𝑥) = 𝑥 for every (𝑥) in (𝐹), we say (ℎ) fixes 
(𝐹) . 
 
§ For (𝐾, 𝐾′) as finite extensions of (𝐹), assume (𝐾) is the root field of some polynomial over (𝐹). 
If (ℎ: 𝐾 → 𝐾′)  is an isomorphism which fixes (𝐹) , then (𝐾 = 𝐾′) . 
 
§ Let (𝐿, 𝐿′) be finite extensions of (𝐹). For K-extension of (𝐿), let (𝐾) be the root field over (𝐹). 
Any isomorphism (ℎ: 𝐿 → 𝐿′) which fixes (𝐹)  can be extended to an isomorphism, which is also an 
automorphism ℎ:̅ 𝐾 → 𝐾 . 
 
§ Central Limit Theorem for Closed Geodesics:  Assume that (𝑓) is not cohomologous to a constant. 
If geodesic (𝛾) is randomly chosen from among all closed geodesics of length less than (𝐿), then as 
(𝐿 → ∞) , 
𝑆𝐿𝑓(𝛾)−𝐿𝑓̅
√𝐿
→ 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 (0, 𝜎𝑓
2) . Limit variance 𝜎𝑓
2  coincides with Ratner’s Central Limit 
Theorem for the variance limit in the geodesic flow. 
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§ Theorem of Three Geodesics: In differential geometry, every Riemannian Manifold with the 
topology of a sphere as with ℭ2(ℎ2), then ℭ2(ℎ2) has three closed geodesics that form simple closed curves 
without self-intersections. This can be extended to quasi-geodesics on a convex polyhedral. 
 
§ Jordan Curve Theorem: Let (𝐶) be a Jordan curve in the plane ℝ2. Its complement (𝑅2\𝐶) consists 
of exactly two components. One component is bounded, which is the interior, and the exterior is unbounded. 
The curve (𝐶) is the boundary of each component. 
§ ℎ: 𝐹1 → 𝐹2 is an isomorphism, and 𝑝(𝑥) is irreducible in 𝐹1[𝑥]. The root of 𝑝(𝑥) is (𝑎), and (𝑏) 
is a root of (ℎ𝑝(𝑥)). Then (ℎ) can be extended to an isomorphism ℎ̅: 𝐹1(𝑎) → 𝐹2(𝑏) ∴ ℎ̅(𝑎) = 𝑏. 
 
Neutral Geometry 
§ Alternate Interior Angle Theorem: If two lines cut by a transversal have a pair of congruent 
alternate interior angles, then the two lines are parallel. 
§ Exterior Angle Theorem: An exterior angle of a triangle is greater than either remote 
interior angle. 
§ Measure of Angles: There is a unique way of assigning a degree measure to each angle 
such that the following properties hold. 
• Angle with vertex (𝐴), (∢A)° ∈ ℝ such that 0 ≤ (∢A)° < 180° 
• (∢A)° = 90° if and only if ∢A is a right angle 
• (∢A)° =  (∢B) if and only if ∢A ≅ ∢B 
• If 𝐴𝐶̅̅ ̅̅  is interior to ∢DAB, then(∢DAC)° + (∢CAB)° 
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• ∀(𝑥)(𝑥 ∈ ℝ) in the interval (0° ,180°) there exists an angle ∢A such that (∢A)° = 𝑥° 
• If ∢B is supplementary to ∢A, then (∢A° + ∢B° = 180°) 
• (∢A)° > (∢B)° if and only if (∢A > ∢B). 
§ Measure of segments: Given a segment OI, called a unit segment, there is a unique way of 
assigning a length 𝐴𝐵̅̅ ̅̅  to each segment AB such that the following properties hold: 
1. 𝐴𝐵̅̅ ̅̅  is a positive real number and 𝑂𝐼̅̅ ̅ = 1. 
2. 𝐴𝐵̅̅ ̅̅ = 𝐶𝐷̅̅ ̅̅  if and only if 𝐴𝐵 ≅ 𝐶𝐷 
3. 𝐴 ∗ 𝐵 ∗ 𝐶 if and only if 𝐴𝐶̅̅ ̅̅ = 𝐴𝐵̅̅ ̅̅ + 𝐴𝐶̅̅ ̅̅ . 
4. 𝐴𝐵̅̅ ̅̅ < 𝐶𝐷̅̅ ̅̅  if and only if 𝐴𝐵 < 𝐶𝐷. 
5. For every positive real number 𝑥, there exists a segment 𝐴𝐵 such that 𝐴𝐵̅̅ ̅̅ = 𝑥. 
§ Saccheri-Legendre Theorem: The sum of the degree measures of the three angles in any 
triangle is less than or equal to 180°. 
§ Convex Axiom: Quadrilateral ⏍ABCD is convex if it has a pair of opposite sides, e.g. 
(𝐴𝐵), (𝐶𝐷) such that (𝐶𝐷) is contained in one of the half-planes bounded by 𝐴𝐵⃡⃑⃑⃑  ⃑ and 𝐴𝐵 is contained in 
one of the half-planes bounded by 𝐶𝐷⃡⃑⃑⃑  ⃑. The interior of a convex quadrilateral is a convex set. 
§ Euclid’s Postulate V: Two lines transversed such that the sum of the degree measures of 
the two interior angles on one side of the transversal is less than 180°, then the two lines meet on that side 
of the transversal. 
§ Angle Sum of a Triangle: Let ∆𝐴𝐵𝐶 be any triangle and (𝐷) a point between (𝐴) and (𝐵). 
Then defect(∆𝐴𝐵𝐶) = defect(∆𝐴𝐶𝐷) + defect(∆𝐵𝐶𝐷). This an additivity of defect. 
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§ If a triangle exists whose angle sum is 180°, then a rectangle exists. If a rectangle exists, 
then every triangle has an angle sum equal to 180°. 
 
Hyperbolic Geometry 
§ Hyperbolic Axiom: In hyperbolic geometry, there exists a line (𝑙) and a point (𝑃) not on 
line (𝑙) such that at least two distinct lines parallel to (𝑙) pass through (𝑃). 
§ Universal Hyperbolic Theorem: In hyperbolic geometry for every line (𝑙) and every point 
(𝑃) not on (𝑙) there pass through (𝑃) at least two distinct parallels to (𝑙). 
§ Angle Sum Theorem: In hyperbolic geometry rectangles do not exist and all triangles have 
angle sums less than 180°. 
§ Corollary: In hyperbolic geometry, all convex quadrilateral have angle sums less than 360°. 
§ Similar Triangle Theorem: In hyperbolic geometry if two triangles are similar, they are 
congruent. 
§ Parallel and Common Perpendicular Theorem: (1): In hyperbolic geometry if (𝑙) and (𝑙′) 
are any distinct parallel lines, then any set of points on (𝑙) equidistant from (𝑙′) has at most two points in 
it. 
§ Parallel and Common Perpendicular Theorem: (2): In hyperbolic geometry if (𝑙) and (𝑙′) 
are parallel lines for which there exists a pair of points (𝐴, 𝐵) on (𝑙) equidistant from (𝑙′), then (𝑙) and (𝑙′) 
have a common perpendicular segment that is also the shortest segment between (𝑙) and (𝑙′). 
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§ Limiting Parallel Rays Theorem: For every line (𝑙) and every point (𝑃) not on line (𝑙), let 
(𝑄) be the foot of the perpendicular from (𝑃) to (𝑙). Then there are two unique rays 𝑃𝑋⃑⃑⃑⃑  ⃑  and 𝑃𝑋′⃑⃑ ⃑⃑ ⃑⃑   on 
opposite sides of 𝑃𝑄⃡⃑⃑⃑  ⃑ that do not meet (𝑙) and have the property that a ray emanating from (𝑃) meets (𝑙) if 
and only if it is between 𝑃𝑋⃑⃑⃑⃑  ⃑ and 𝑃𝑋′⃑⃑ ⃑⃑ ⃑⃑  . Moreover, these limiting rays are situated symmetrically about 𝑃𝑄⃡⃑⃑⃑  ⃑ in 
the sense that ∢XPQ ≅ ∢X′PQ. 
§ Parallel Classification Theorem: Given (𝑚) parallel to (𝑙) such that (𝑚) does not contain 
a limiting parallel ray to (𝑙) in either direction. Then there exists a common perpendicular to (𝑚) and (𝑙) 
which is unique per the next theorem. 
§ Parallel and Common Perpendicular Theorem (3): In hyperbolic geometry if lines (𝑙) and 
(𝑙′) have a common perpendicular segment (𝑀𝑀′), then they are parallel and (𝑀𝑀′) is unique. Moreover, 
if (𝐴) and (𝐵) are any points on (𝑙) such that (𝑀) is the midpoint of segment (𝐴𝐵), then (𝐴) and (𝐵) are 
equidistant from (𝑙′). 
