We study the following nonlinear critical curl-curl equation
Introduction
In this paper, we consider the following nonlinear critical curl-curl equation
where V (x) ∈ L ∞ (R 3 ) is the external potential, p ∈ (2, 6) is of subcritical growth. Equation (1.1) is related to the standing waves of nonlinear Maxwell's equation for an inhomogeneous medium. For more physical backgrounds one can refer to [4, 5, 6] , etc. Solution U ∈ H(curl; R 3 ) of (1.1) is in general a critical point of the energy functional
The main difficulty for dealing with equation (1.1) lies in the presence of the curl-curl operator, which causes the energy functional I is strong indefinite in some sense. To overcome this difficulty, there are many researches studied the following equation
where g(x, U ) is a subcritical nonlinearity. For the case of V (x) ≡ 0, Benci, Fortunato [6] and Azzollini et al. [1] studied equation (1.2) in a cylindrically symmetric vector space which is instructed with divergence free elements. In a different symmetric space D'April and Siciliano also obtained in [9] nontrivial solutions for (1.2). When V (x) ≡ 0 is cylindrically symmetric, solutions have some kind symmetries were also studied in [4, 10] . Recently, Bartch and Mederski [5] developed the Nehari-Pankov method [21] and considered the ground state and bound state of (1.2) in a bounded domain with the boundary condition ν × U = 0. Based on this work, Mederski [12] further studied (1.2) where, e.g., g ∼ |U | q−1 U if |U | ≪ 1 and g ∼ |U | q−1 U if |U | ≫ 1 for 1 < p < 5 < q and
The main contribution of [5, 12] is that they can treat equation (1.2) without any assumption on the symmetry of U . For the case that g is asymptotically linear growth at infinity, we would like to mention some existence results in the paper [14] by Qin and Tang as well as [16, 17, 18, 19] by Stuart and Zhou for some related topics.
Very recently, Mederski considered the Brezis-Nirenberg problem for equation (1.1)(i.e., removing the term |U | p−2 U ) in a bounded domain, and obtained some existence and noexistence results of cylindrically symmetric ground state solutions for (1.1) in [13] . In this paper, we focus on problem (1.1) in a suitable cylindrically symmetric space. We always assume that V (x) satisfies
One can search for solutions of the form [1, 4] U
Taking the fact div U = 0 into account, it follows from (1.1) that u(r, x) satisfies 4) where ∆ = ∂ 2 r + 1 r ∂ r + ∂ 2 x 3 . Correspondingly, we also have
where J ∈ C 2 (E, R) is the energy functional of (1.4) and given by
and its derivative J ′ (u) ∈ E * is given by
Here, the space E is defined by
and endowed with the norm of
.
. We call u ∈ E \ {0} a nontrivial weak solution of (1.4) if J ′ (u), φ = 0 for any φ ∈ E and denote by S = u : u is a nontrivial solution of (1.4) the nontrivial solution set of (1.4). Correspondingly, u ∈ E is said to be a ground state solution of (1.4) if u ∈ u ∈ S and J(u) ≤ J(v) for any v ∈ S .
Remark 1.1. In view of the change (1.3), one can search cylindrically symmetric solution of (1.1) by studying equation (1.4) . Moreover, the ground state solution of (1.1) can be defined similarly as that of (1.4). As a consequence of (1.5), any ground state solution of (1.4) corresponds to a ground state solution of (1.1). For these reasons, instead of directly studying equation (1.1), we shall focus ourself on equation (1.4) in what follows.
Then our main result can be stated as follows. We intend to prove the above theorem by using Nehari-Pankov method as in [4] where the subcritical case was studied. Let E(λ) λ∈R be the spectral family of L.
Then there exists an inner product ( , ) such that the corresponding norm · is equivalent to · E and for any u = u + + u − ∈ E + + E − there holds that
We note that if σ(L) ⊂ (0, ∞) then dim E − = 0. Upon the above decomposition for E, functional J defined in (1.6) can be written as
In section 2 we will consider the following minimization problem 8) where N is the Nehari-Pankov manifold and defined as
If we can prove that problem (1.8) is attained by some u ∈ E, then it is a nontrivial solution, indeed, is a ground state solution of (1.4) since all nontrivial solutions of (1.4) belong to N . Theorem 1.1 thus can be obtained. We also note that in view of the existence of Sobolev critical exponent in equation (1.4), to study problem (1.8), formally we need to prove the energy of J is strictly less than some critical value, which is related to the following minimization problem.
(1.9)
Repeating the argument of [8, Theorem 3] , one can prove that (1.9) can be achieved by a nonnegative minimizer Φ ∈ E and Φ satisfies the following equation
From (1.9) and (1.10) one can easily check that
Moreover, the results of [2, propositons 5 and 6] indicate that Φ ∈ L ∞ (R 3 ) and
In what follows we denote by C the universal positive constant unless specified. The open ball centered at x 0 with radius R is denoted by B R (x 0 ) and | · | L q means the norm in L q (R 3 ) .
Proof of Theorem 1.1
In this section we give the proof of Theorem 1.1 by using the Nehari-Pankov method. For this purpose, we recall tow key lemmas which have been proved in previous papers, so we omit the proof here. Firstly, similar to the argument of [7, proposition 2.2], we have the following lemma.
Repeating the argument of [4, lemmas 19-21] one can prove that for any u ∈ N the norm of ∇J(u) can be controlled by its tangential component. Here ∇J(u) denotes the unique correspondence of J ′ (u) in E. Precisely, we have Lemma 2.2. Let N 0 be a bounded subset of N . There exists C 0 > 0 such that the following holds: for any u ∈ N 0 , ∇J(u) = τ + σ where τ ∈ T u N is the tangential component of ∇J(u) and σ⊥τ is the transversal component of ∇J(u), then,
The following lemma tells that the norm u and J(u) are both bounded below on the manifold N .
for all u ∈ N .
(2.1)
Proof. For any u ∈ N , then
Therefore, we have u − ≤ u + n . Moreover, it follows from J ′ (u), u + = 0 that for any δ > 0,
, we then deduce that there exists C 1 > 0 such that
Furthermore, it follows from (2.2) and (2.3) that
This indicates that u ≤ C 2 (J(u)) 2 and p ∈ (2, 6), then problem (1.8) can be achieved by some u ∈ E. Moreover, u is a ground state solution of (1.4).
Proof. Using Ekeland's variational principle [15] , there exists a minimizing sequence {u n } ⊂ N of c such that J(u n ) → c and (J| N ) ′ (u n ) → 0. Furthermore, from Lemma 2.3 we see that {u n } is bounded in E. Thus, J ′ (u n ) → 0 by applying Lemma 2.2. In summary, we obtained a Palais-Smale sequence
We first rule out the case of vanishing. 
Thus,
From (2.6) and Lemma 2.1 we deduce from the fact J ′ (u n ), u − n = 0 that
(2.8)
Rewrite u + n = w n + z n , where w n ∈ E(µ)L 2 cyl ∩ E and z n ∈ (I − E(µ))L 2 cyl ∩ E, µ > 0 is larger enough (which will be determined later). As a consequence of (2.4) we have J ′ (u n ), w n = o(1). Similar to the argument of (2.8), one can obtain that
Therefore,
(2.10)
This implies that
We deduce from (2.6)-(2.11) that
From (2.1) we see that c > β > 0 for some β > 0. Letting n → ∞, the above inequality thus implies that c ≥ 1
2 for all δ > 0. This leads to a contradiction for the condition c < 1 3Ŝ 3 2 is assumed. Now, since we have proved that vanishing (2.5) cannot occur. Thus, there exist R, η > 0 and a sequence {x n = (y n , x 3n )} ⊂ R 3 (without loss of generality, we assume that x n ∈ Z 3 ) such that lim sup
We claim that lim sup
Firstly, since u n (x) = u n (|y|, x 3 ) is cylindrically symmetric, thus
where O(2) is the orthogonal group of R 2 . On the contrary, if (2.13) is false, i.e., there exists a subsequence, still denoted by n, such that lim n→∞ |y n | = ∞. It follows from [2, proposition 17] that for any l ∈ N \ {0, 1}, there exist n l > 0 and g 1 , g 2 , . . . , g l ∈ O(2) such that when n > n l , there holds that
Together with (2.12) and (2.14) this yields that
This is impossible and thus claim (2.13) is proved. Letx n = (0, x 3n ), in view of (2.13) we may assume that (2.12) still holds by replacing x n withx n . Setū n (x) = u n (x +x n ), then lim sup
Moreover, since V (r, x 3 ) is 1-periodic in x 3 direction, we see that {ū n } ⊂ N satisfies
Hence, by passing to subsequence, there exists u ∈ E such thatū n n ⇀ u in E and J ′ (u) = 0. From (2.15) we see that u ≡ 0, so u is a nontrivial solution of (1.4) by (2.16) . Furthermore, in view of u,ū n ∈ N , it follows from Fatou's lemma that
This implies that u is a minimizer of (1.8), so it is a ground state solution of (1.4).
From Theorem 2.1 we see that, to finish the proof of Theorem 1.1 it remains to show that the energy value c < 1 3Ŝ 
Morever, in view of V ∈ L ∞ (R 3 ) there holds that
Thus (2.19) is obtained.
To prove (2.20), we first deduce from the convexity of | · | L 6 and Lemma 2.1 that 
This together with (2.21) yields (2.20) . (ii) There exists 0 < ρ < R such that J(u) ≥ α for all u ∈ E + ∩ ∂B ρ (0).
Proof. (i).
To prove (2.22) it is sufficient to prove that there exists R = R(ε) > 0 large enough such that This together with (2.24) gives (2.23). From (2.23) we see that sup u∈∂Mε J(u) ≤ 0. Moreover, since J maps bounded sets into bounded sets, therefore sup u∈M ε J(u) < ∞.
(ii). Since |u| L q ≤ C u for any q ∈ [2, 6] . For any u ∈ E + ∩ ∂B ρ (0) we have (i) V (r, x 3 ) satisfies (V ) and p ∈ (4, 6);
(ii) V (r, x 3 ) ∈ L ∞ (R 3 ) satisfies 0 < σ(−∆ + 1 r 2 + V ) and p ∈ (2, 6).
