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Einleitung
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”
Evolutiona¨re Algorithmen zwischen experimentel-
ler und theoretischer Analyse“ des Lehrstuhles 2 der Universita¨t Dortmund dient dazu, den
Verlauf und die Ergebnisse der Lehrveranstaltung aus dem Sommersemester 2003 und dem
Wintersemester 2003/2004 vorzustellen.
Im Wesentlichen bestand die Aufgabe des ersten Projektgruppensemesters darin, ein Soft-
wareprodukt zu entwickeln, mit dem das Testen von Hypothesen u¨ber evolutiona¨re Algorith-
men effizient und benutzerfreundlich ermo¨glicht wird. Das erstellte Softwareprodukt bekam
nach langer Diskussion den Namen FrEAK, ein Akronym fu¨r
”
Free Evolutionary Algorithm
Kit“.
Das anschließende zweite Projektgruppensemester war dann dafu¨r vorgesehen, das im ers-
ten Semester erstellte Programmpaket zu benutzen, um theoretisch begru¨ndete Vorhersagen
experimentell zu u¨berpru¨fen und durch weitergehende Experimente neue Voraussagen zu
machen. In diesem Zusammenhang wurde FrEAK um einige Features erweitert.
Wa¨hrend der Projektgruppe galt es, ein Minimalziel zu erfu¨llen, das in Kapitel 2 vorgestellt
wird. Die folgenden Kapitel geben die chronologische Reihenfolge der Arbeitsphasen wieder,
wie sie im selbst erstellten Zeitplan in Abschnitt 2.3 beschrieben sind.
Die Projektgruppenarbeit startete mit einem Blockseminar im April 2003, zu dem jeder
Teilnehmende einen Vortrag zu einem ausgewa¨hlten Thema beitrug. Eine kurze Zusammen-
fassung der einzelnen Vortra¨ge, die insgesamt einen Einstieg in das Thema
”
Evolutiona¨re
Algorithmen“ bieten, findet man in Kapitel 3. Die anschließenden Kapitel widmen sich den
u¨blichen Phasen beim Softwareentwurf: In der Analyse- und Designphase (Kapitel 4) wurden
die wesentlichen Konzepte von FrEAK erarbeitet. Anschließend folgte die Implementierungs-
phase, in der neben der eigentlichen Implementierung einige wenige grundlegende Designent-
scheidungen wieder verworfen wurden. U¨ber vorgenommene A¨nderungen und Gru¨nde dafu¨r
informiert Kapitel 5. Zum Ende des Semesters begann zeitgleich mit dem Ausklingen der Im-
plementierungsphase die Test- und Dokumentationsphase, deren Beschreibung in Kapitel 6
zu finden ist.
Im zweiten Semester fand eine zweite Seminarphase statt, in der wo¨chentlich Referate u¨ber re-
levante Themen von PG-Teilnehmern gehalten wurden. Die Zusammenfassungen der Vortra¨ge
5
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sind in Kapitel 7 zu finden. Parallel dazu wurden Experimente zu verschiedenen Themenge-
bieten durchgefu¨hrt, die in den Kapiteln 8 und 9 beschrieben werden.
Zusa¨tzlich zu den Vortra¨gen und den Experimenten wurde FrEAK weiterentwickelt, um die
Experimente zu unterstu¨tzen. In diesem Zusammenhang wurden auch viele neue Features
implementiert. Die Beschreibung der wesentlichen Weiterentwicklungen im zweiten Projekt-
gruppensemester ist in die Kapitel 4 und 5 eingebettet.
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2.1 Minimalziel. . .
Folgendes Minimalziel ist im Projektgruppenantrag vorgesehen:
Minimalziel ist die Implementierung einer Plattform, welche die Kombination
einiger Operatoren zu lauffa¨higen evolutiona¨ren Algorithmen erlaubt. Es sind
mindestens Bitstrings fester La¨nge und Permutationen als Suchra¨ume und da-
zu passende Variationsoperatoren zu implementieren. Es sind Fitnessfunktionen
fu¨r einige wichtige Probleme zu implementieren und Experimente mit den Algo-
rithmen auf diesen Problemen mu¨ssen mit verschiedenen Parametereinstellungen
mo¨glich sein und durchgefu¨hrt werden. Notwendig ist schließlich eine Analyse der
durchgefu¨hrten Experimente sowie die U¨berpru¨fung einiger Hypothesen.
Die geforderten Ziele bezu¨glich der Plattform wurden im ersten Semester mit der Erstel-
lung von FrEAK erfu¨llt. Die Durchfu¨hrung von Experimenten und deren Analyse sowie die
U¨berpru¨fung von Hypothesen fand im zweiten Semester statt.
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2.2 . . . und daru¨ber hinaus
FrEAK bietet noch weit u¨ber das Minimalziel hinausgehende Funktionalita¨t. Neben Bit-
strings fester La¨nge und Permutationen unterstu¨tzt FrEAK auch Zyklen, Kantenauswahlen
auf Graphen und Strings mit endlichem Alphabet als weitere Suchra¨ume. Es ko¨nnen zudem
unproblematisch weitere endliche Suchra¨ume durch Anwender implementiert werden.
Es sind deutlich mehr als nur einige Fitnessfunktionen und Variationsoperatoren implemen-
tiert.
Der Entwurf evolutiona¨rer Algorithmen mit FrEAK muss nicht, wie gewohnt, einem festen
Schema (Initialisierung, wiederholte Anwendung von Selektion zur Reproduktion, Variation
und Selektion zur Ersetzung) folgen, sondern geschieht mittels einer intuitiven graphischen
Oberfla¨che. Die Algorithmen werden dabei durch Graphen modelliert. Knoten dieser Graphen
entsprechen den Operatoren des Algorithmus wie zum Beispiel Mutation, Selektion, Rekom-
bination. Die gerichteten Kanten symbolisieren den zeitlichen Ablauf des Algorithmus, wobei
Individuen den Kanten folgen. So ko¨nnen beliebige evolutiona¨re Algorithmen einfach per
Drag&Drop zusammengestellt werden. Details finden Sie in Abschnitt 4.1.5.
Ein interessantes Feature von FrEAK ist die Replayfunktion zum Reproduzieren von Simula-
tionsla¨ufen der erstellten Algorithmen. Wie dies genau funktioniert, steht im Abschnitt 4.1.4.
Des Weiteren ko¨nnen mit so genannten Batches mehrere a¨hnliche Simulationen automatisch
ausgefu¨hrt werden. Außerdem bietet FrEAK die Mo¨glichkeit, mehrere Stoppkriterien zu kom-
binieren, und unterstu¨tzt auch multikriterielle Optimierung.
Die graphische Oberfla¨che ist darauf ausgelegt, dem Anwender einen leichten Einstieg zu
ermo¨glichen, bietet aber dem erfahrenen Benutzer eine unkomplizierte Nutzung aller Features.
Zur einfachen Auswertung der Analysedaten stellt FrEAK eine Vielzahl von Visualisierungen
zur Verfu¨gung.
Zusa¨tzlich existiert eine Mo¨glichkeit, FrEAK ohne die graphische Oberfla¨che zu starten. Die-
ser Modus ist nicht interaktiv und dient dazu, langwierige Simulationen u¨ber Nacht oder im
Hintergrund laufen lassen zu ko¨nnen.
Eine wichtige Eigenschaft von FrEAK ist seine Flexibilita¨t. Der Anwender kann relativ un-
problematisch Module seiner Wahl implementieren und diese werden von FrEAK automa-
tisch eingebunden. Insbesondere Fitnessfunktionen, Variationsoperatoren, Auswertungsmo-
dule (so genannte Observer), Visualisierungen (im Folgenden Views genannt), Stoppkriteri-
en und Suchra¨ume ko¨nnen jederzeit erga¨nzt werden. Um dies zu gewa¨hrleisten, wurde eine
ausfu¨hrliche Dokumentation geschrieben. Des Weiteren ist ein Handbuch fu¨r die Benutzung
von FrEAK verfu¨gbar.
Zum Ende des ersten Semesters wurde FrEAK im Rahmen des Diplomandenseminars des
Lehrstuhls 2 vorgestellt, um einem Großteil der potentiellen Benutzer der Software den Ein-
stieg zu erleichtern.
2.3. ZEITPLAN 9
2.3 Zeitplan
Folgende Tabelle zeigt den geplanten Zeitverlauf des ersten Semesters nach der Seminarphase.
Die vorgegebenen Deadlines haben die Teilnehmenden sich selber gesetzt und sich bemu¨ht,
diese einzuhalten.
Deadline Aufgabe Zeitrahmen
16.5.2003 Analyse abgeschlossen 3,5 Wochen
30.5.2003 Design abgeschlossen 2 Wochen
20.6.2003 Implementierung abgeschlossen 3 Wochen
11.7.2003 Handbuch fertig 3 Wochen
11.7.2003 Tests abgeschlossen –
1.8.2003 Zwischenbericht fertig 3 Wochen
Sowohl die Deadline der Analysephase als auch die der Designphase wurde eingehalten. Ohne
eine Deadline ha¨tte die Gefahr bestanden, dass die Teilnehmenden sich sowohl fu¨r die Analyse-
wie auch der Designphase mehr Zeit gelassen und etliche zusa¨tzliche Features modelliert
ha¨tten. Aus diesem Grund ha¨tte dann womo¨glich nicht mehr genu¨gend Zeit zur Verfu¨gung
gestanden, um FrEAK bis zum Semesterende mit dem damaligen Funktionsumfang zu reali-
sieren. In dieser Hinsicht hat sich der selbst gesteckte Zeitplan als sehr nu¨tzlich erwiesen.
Ab der Implementierungsphase konnten die hoch gesteckten Ziele nicht mehr eingehalten
werden. Zum vorgesehenen Ende der Implementierungsphase war FrEAK zwar bereits in
einer Minimalversion benutzbar, aber noch nicht fu¨r eine tatsa¨chliche Analyseaufgabe ein-
setzbar. Allerdings ist die Implementierungsphase bei FrEAK aufgrund der ausdru¨cklichen
Erweiterbarkeit nicht endgu¨ltig abzuschließen.
Die weiteren Phasen Handbuch, Testen und Zwischenbericht gingen ineinander u¨ber und
hielten sich nur noch grob an die vorgesehenen Zeitra¨ume. Die Priorita¨ten der unerledigten
Aufgaben wurden aber immer im Hinblick auf die Deadlines vergeben.
Im zweiten Semester wurden keine expliziten Deadlines mehr gesetzt. Durch die Termine der
Vortra¨ge der zweiten Seminarphase wurde aber implizit der zeitliche Ablauf der Experimente
bestimmt.
Datum Teil 1 Datum Teil 2 Vortrag
16.10.2003 23.10.2003 Minimale Spannba¨ume
30.10.2003 6.11.2003 Das Ising-Modell
11.12.2003 18.12.2003 Maximale Matchings
7.1.2004 22.1.2004 Multikriterielle Optimierung
Eine Ausnahme bildeten die letzten Wochen des Semesters, als die dra¨ngende Zeit doch
einige Deadlines notwendig machte. So wurden fu¨r die einzelnen Bereiche Endbericht, FrEAK-
Release 0.2 und Vortrag innerhalb des Diplomandenseminars gezielt Deadlines bestimmt.
Diese wurden aber alle eingehalten.
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2.4 Gruppeneinteilung und Arbeitsweise
In den ersten beiden Phasen der Analyse und des Design wurde u¨berwiegend im Plenum
gearbeitet. Lediglich Teilaufgaben sind an kleinere Gruppen oder Einzelpersonen delegiert
worden. Dazu geho¨rten unter anderem
• graphische Darstellungen von evolutiona¨ren Algorithmen in Operatorgraphen,
• Zufallszahlengeneratoren,
• Installation der Softwaretools (siehe Abschnitt 2.5.5),
• zu realisierende Module: Fitnessfunktionen, Operatoren, Observer/Views (diese Begriffe
werden im Kapitel 4 genauer erla¨utert).
In der Implementierungsphase stellten die Teilnehmenden fest, dass sich die zu erledigenden
Aufgaben gut in folgende Teilbereiche aufteilen ließen, die inhaltlich zusammen geho¨ren:
Core: Kernfunktionalita¨t von FrEAK (z. B. Ablaufsteuerung, Replay, . . . )
GUI: Graphisches Userinterface
Observer: Erstellen von Modulen zur Berechnung und Visualisierung von Analysedaten
Rest: sonstige Module, um die FrEAK erweitert werden kann
Die Gruppengro¨ßen orientierten sich an dem erwarteten Arbeitsaufwand. Der GUI-Gruppe
wurden zuna¨chst drei Teilnehmer fest zugeordnet, der Coregruppe vier, der Observergruppe
zwei und der Restgruppe drei Personen. Tatsa¨chlich haben sich die Gruppen bezu¨glich der
Personen dynamisch vera¨ndert, wa¨hrend die Aufgaben den einzelnen Gruppen weiterhin fest
zugeordnet blieben.
In der Test- und Dokumentationsphase haben sich die Arbeitsgruppen nahezu automatisch
dadurch ergeben, dass viele Aufgaben durch diejenigen Personen erledigt wurden, die auch
zuvor die zu testenden bzw. zu dokumentierenden Programmteile erstellt haben. Die ver-
bliebenen Aufgaben, wie zum Beispiel der Zwischenbericht, wurden von Teilnehmern u¨ber-
nommen, die nicht mehr in der Fehlerbehebung eingebunden waren. Bei der Dokumentation
haben sich die Teilnehmenden den Dokumentkapiteln entsprechend in Gruppen aufgeteilt.
Im zweiten Projektgruppensemester wurde vor den Vortra¨gen, zu denen Experimente vor-
gesehen waren, die Teilnehmer zufa¨llig in drei etwa gleich große Kleingruppen aufgeteilt,
die bestimmte Fragestellungen im Vorhinein bearbeitet haben. Unmittelbar vor den Vor-
tra¨gen wurden die Ergebnisse der theoretischen U¨berlegungen verglichen. Fast immer er-
gaben sich dann hieraus und aus den jeweiligen Vortra¨gen weitergehende Fragestellungen,
zu denen dann Experimente geplant wurden. Der zugeho¨rige Experimentaufbau wurde von
Kleingruppen geplant, die aus Teilnehmern bestanden, die an dem jeweiligen Experiment
besonderes Interesse hatten. Meistens wurden die Experimente dann auch von den selben
Teilnehmern durchgefu¨hrt und ausgewertet. Zwischen den verschiedenen Experimentphasen
wurde der Fortschritt jeweils im Plenum vorgestellt und das weitere Vorgehen diskutiert. Die
gewu¨nschten Anpassungen von FrEAK wurden in diesem Zusammenhang meistens auch von
den jeweiligen Teilnehmern vollzogen, die diese auch beno¨tigten.
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2.5 Organisatorisches
2.5.1 Gruppentreffen
Von jedem Treffen im Plenum wurde ein Protokoll angefertigt, um die gefassten Beschlu¨sse
zu dokumentieren. Des Weiteren wurde die Diskussion von einem Moderator geleitet und
zu Beginn einer jeden Sitzung eine Tagesordnung festgelegt. Protokollant und Moderator
wurden bei den Sitzungen nach einem festen Schema gewechselt, so dass jeder Teilnehmende
mehrfach protokollierte und moderierte.
In der Analyse- und Designphase fanden die Treffen zuna¨chst dreimal wo¨chentlich statt. In
den nachfolgenden Phasen hat sich die Hauptarbeit auf die Kleingruppen verlagert und die
Plenumssitzungen fanden nur noch zweimal wo¨chentlich statt.
Im zweiten Projektgruppensemester fand ein vierstu¨ndiges wo¨chentliches Plenumtreffen statt,
in dem auch jeweils ein etwa 60-minu¨tiger Vortrag von einem Teilnehmer gehalten wurde.
2.5.2 Programmiersprache
Fru¨h haben sich die Teilnehmenden auf Java als Sprache geeinigt, da sie die einzige Program-
miersprache ist, die prinzipiell bereits jeder Teilnehmende durch sein Studium in Dortmund
zu Beginn der Projektgruppe beherrschen sollte. Aus den gleichen Gru¨nden wurde als GUI-
Toolkit Java Swing gewa¨hlt.
Der relativ hohe Plattformunabha¨ngigkeit von Java hat sich wa¨hrend der PG als großer
Vorteil erwiesen. Leider ergaben sich jedoch mit Swing eine Reihe von schwerwiegenden Pro-
blemen, die nur mit großem Aufwand umgangen werden konnten.
2.5.3 Softwarevertrag
Alle Beteiligten und Betreuer waren sich einig, dass FrEAK frei zur Verfu¨gung stehen soll-
te. Daher wird FrEAK unter der GNU General Public License (GPL) vero¨ffentlicht. Das
Copyright an FrEAK wurde durch die Unterzeichnung eines Softwarevertrages an die Grup-
pe abgetreten. Lizenza¨nderungen sind damit in Zukunft zwar mo¨glich, ko¨nnen aber nur im
Plenum beschlossen werden. Inzwischen gibt es auch zwei Releases von FrEAK.
2.5.4 Name
Ein wochenlanger Findungsprozess war vonno¨ten, um einen geeigneten Namen fu¨r das ge-
plante Softwareprodukt zu finden, der alle zufrieden stellt. Das Ergebnis, FrEAK, ist ein
Akronym fu¨r
”
Free Evolutionary Algorithm Kit“ und steht symbolisch fu¨r die Teilnehmen-
den der Projektgruppe.
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2.5.5 Tools
Als erstes einigten sich die Teilnehmenden auf das gemeinsame Dokumentenformat LATEX
bzw. PDF. Dieses gestattet die einfache elektronische U¨bertragung von erstellten Dokumen-
ten, sowie die Benutzung auf verschiedenen Betriebssystemen.
Um die erstellten Dokumente gemeinsam nutzen zu ko¨nnen, wurde das Revisionsverwaltungs-
system CVS benutzt. Wa¨hrend der Analyse- und Designphase war Together das unterstu¨tzen-
de Tool, mit dem die gesamten UML-Diagramme erstellt wurden.
In der Implementierungsphase kamen dann Eclipse und Netbeans als Entwicklungsumgebun-
gen zum Einsatz. Zur Gestaltung der graphischen Oberfla¨che wurden allerdings Netbeans
und JBuilder benutzt, da Eclipse eine komfortable Gestaltung mittels Drag&Drop nicht un-
terstu¨tzt. Ebenfalls wurde das Tool Javadoc eingesetzt, um ein einheitliches Dokument u¨ber
die Programmcodedokumentation zu erstellen.
Bei der Durchfu¨hrung der Experimente kam, wie geplant, FrEAK zum Einsatz. Sehr rechen-
aufwa¨ndige Experimente mussten allerdings manchmal separat implementiert werden und
verwendeten nur noch Komponenten von FrEAK.
Die statistische Auswertung der Ergebnisse geschah mit SPSS, OpenOffice und Gnuplot.
Kapitel 3
Erste Seminarphase
3.1 Einfu¨hrung, Suchra¨ume, Fitness, Restriktionen, NFL
Vortragender: Bastian Degener
Literatur: Der Abschnitt 3.1.5 basiert auf den Arbeiten [15], [49], [40] und [4].
Dieser erste Vortrag der Seminars stellt eine kurze Einfu¨hrung in das Thema
”
Evolutiona¨re
Algorithmen“ dar, in dem einige grundlegende Begriffe erla¨utert werden.
3.1.1 Einfu¨hrung
Evolutiona¨re Algorithmen sind allgemeine randomisierte Algorithmen fu¨r Optimierungspro-
bleme, die in immer gleichen, diskreten Runden arbeiten. Sie lehnen sich in der Arbeitsweise
an die Evolution der Natur an und haben deshalb folgende Form:
1. Initialisierung
2. Selektion zur Reproduktion
3. Variation
4. Selektion zur Ersetzung
5. Falls Stoppkriterium nicht erreicht, weiter bei 2.
Die zu optimierende Funktion ist dem Algorithmus nicht direkt bekannt und Informationen
u¨ber sie ko¨nnen nur durch Funktionsauswertungen an ausgewa¨hlten
”
Suchpunkten“ erlangt
werden, wobei man den jeweiligen Funktionswert
”
Fitness“ nennt. Bei den betrachteten Such-
punkten spricht man auch von Individuen, von denen mehrere eine Population bilden, die
man innerhalb eines Schleifendurchlaufes auch Generation nennt. Es wird erwartet, dass sich
Individuen mit einem guten Fitnesswert tendenziell
”
na¨her“ an einem Optimum befinden als
Individuen mit schlechten Fitnesswerten. Deshalb werden bei der Selektion zur Reproduktion
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gute Individuen bevorzugt und in der Hoffnung, eine weitere Verbesserung zur erzielen, vari-
iert. Anschließend werden von den so neu erzeugten Individuen eventuell einige ausgewa¨hlt,
die alte Indivduen ersetzen.
3.1.2 Suchra¨ume
Bei der praktischen Anwendung von evolutiona¨ren Algorithmen kommt es vor, dass der Such-
raum, auf dem das Problem beschrieben ist, nicht dem Suchraum entspricht, auf dem der
Algorithmus arbeitet. Eine geeignete Codierung zu finden ist fu¨r den mo¨glichen Erfolg des
Algorithmus unabdingbar. Insbesondere muss beachtet werden, dass in dem Suchraum vor-
handene Semantik nicht verloren geht und syntaktisch eng beieinander liegende Information
auch semantisch verknu¨pft ist.
3.1.3 Fitness
Fitnessfunktionen sollten mo¨glichst effizient auswertbar sein. Manchmal gibt es keine abso-
lut definierte Fitness, oder sie la¨sst sich nicht effizient evaluieren. Dies ist zum Beispiel bei
Spielstrategien der Fall. Dann wird eine relative Fitness berechnet oder durch Experimente,
wie zum Beispiel Turniere, ein Scha¨tzwert ermittelt.
3.1.4 Restriktionen
Fitnessfunktionen ko¨nnen unter Umsta¨nden nur auf Teilen des Suchraumes definiert sein. Die
Erzeugung unzula¨ssiger Lo¨sungen durch die Variationsoperatoren muss dann entweder ver-
mieden, oder auf andere Art nachtra¨glich behandelt werden. Das kann unter anderem dadurch
geschehen, dass inkorrekte auf korrekte Lo¨sungen abgebildet werden, die dabei mo¨glichst
”
a¨hnlich“ sein sollen. Eine breite Streuung ist von Vorteil, um Diversita¨t zu erhalten. Falls
unzula¨ssige Lo¨sungen einen natu¨rlichen Fitnesswert haben, ko¨nnen Restriktionen alternativ
auch durch die Addition eines Strafbetrages im Fitnesswert erzwungen werden.
3.1.5 Das NFL Theorem
Das No Free Lunch Theorem ist einer der zentralen Sa¨tze im Gebiet der evolutiona¨re Algo-
rithmen und zersto¨rte die großen Erwartungen, die in der Pionierzeit in sie gesetzt wurden.
Viele Wissenschaftler teilten anfangs die Auffassung, die von Goldberg [15] und Anderen
vertreten wurde, dass evolutiona¨re Algorithmen Wunderwaffen fu¨r algorithmische Probleme
seien.
Die Kernaussage war, dass spezielle Suchverfahren zwar auf dem jeweiligen Problem, fu¨r das
sie konzipiert wurden, extrem gut seien, aber auf anderen Optimierungsproblemen versagen.
Geeignete allgemeine Suchverfahren, wie zum Beispiel evolutiona¨re Algorithmen seien da-
gegen im Mittel auf allen Problemen zumindest gut, obwohl man natu¨rlich nicht erwarten
ko¨nne, dass sie die speziellen Suchverfahren auf ihrem jeweilgen Problem, wie zum Beispiel
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Heapsort auf dem Sortierproblem, schlagen ko¨nnten. Das ko¨nne man aber selbstversta¨ndlich
auch nicht fordern.
Goldberg [15] hat seine These a¨ußerst vage formuliert. Wolpert und Macready [49] waren
die ersten, die die Aussage
”
alle Probleme“ formalisiert und damit die Behauptung auch
widerlegt haben. Folgendes Szenario wird No Free Lunch Szenario genannt:
Definition NFL-Szenario:
• Sei F = {f : S →W}, wobei der Suchraum S und der Wertebereich W endlich sind.
• Wa¨hle Algorithmus A auf F .
• A(f) ist die Anzahl der verschiedenen Suchpunkte, bis ein Optimum gefunden wurde.
Bei Randomisierung ist A(f) der entsprechende Erwartungswert.
• AS,W ist der Durchschnitt aller A(f), f ∈ F .
Satz (NFL Theorem): Im NFL-Szenario gilt: Fu¨r zwei beliebige Algorithmen A und A′
ist AS,W = A
′
S,W
Der Beweis von diesem auf den ersten Blick erstaunlichen Theorem ist relativ einfach. Aller-
dings sind die Voraussetzungen unrealistisch, was schon dadurch ersichtlich wird, dass eine
beliebige Aufza¨hlung des Suchraumes in diesem Szenario optimal wa¨re, was unseren Alltags-
erfahrungen widerspricht.
Spa¨ter haben Schumacher, Vose und Whitley [40] das Theorem folgendermaßen verscha¨rft:
Das NFL gilt genau dann, wenn die Menge der betrachteten Funktionen gegen Permutationen
abgeschlossen ist. Dabei heißt eine Menge von Funktionen gegen Permutationen abgeschlos-
sen, wenn fu¨r eine beliebige Funktion aus der Menge gilt, dass auch die Funktion, die sich
durch Permutation des Suchraumes ergibt, zu der Menge geho¨rt. Anschaulich bedeutet das,
dass diese Mengen eine Struktur haben, die einem Algorithmus keinerlei Anhaltspunkte bie-
tet, wo das Optimum liegen ko¨nnte.
Daraufhin haben Igel und Toussaint [4] u¨ber Abza¨hlargumente gezeigt, dass es nur wenige
Klassen von Funktionen gibt, die gegen Permutationen abgeschlossen sind. Diese Klassen seien
außerdem semantisch nicht interessant, so ihre Einscha¨tzung, da jeder nichttriviale Nachbar-
schaftsbegriff voraussetzt, dass die Funktionenklasse nicht gegen Permutationen abgeschlos-
sen ist, Nachbarschaftsbegriffe aber bei fast allen typischerweise betrachteten Funktionen
implizit vorkommen.
3.2 Selektionsoperatoren und multikriterielle Optimierung
Vortragender: Patrick Briest
Literatur: Der Vortrag basiert auf [2], [24] und [44].
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Der Vortrag gliedert sich in zwei mehr oder weniger disjunkte Teile. Im ersten Teil werden das
Prinzip der Selektion und eine Reihe u¨blicher Selektionsoperatoren vorgestellt. Der zweite Teil
befasst sich mit dem Problem der multikriteriellen Optimierung. Hier liegt der Schwerpunkt
beim Prinzip der Pareto-Konzepte und den Mo¨glichkeiten der Anwendung von evolutiona¨ren
Algorithmen.
3.2.1 Selektionsoperatoren
Auf dem Weg von einer Population zu ihrer Nachfolgepopulation werden Selektionsoperato-
ren in der Regel an zwei Stellen eingesetzt. Zuna¨chst wird entschieden, welche Individuen
Nachkommen produzieren du¨rfen und wie die Nachkommen auf die Gesamtpopulation ver-
teilt werden. In einem zweiten Schritt wird entschieden, welche (durch Mutation und Re-
kombination vera¨nderten) Nachkommen tatsa¨chlich in die neue Population aufgenommen
werden. Selektionsoperatoren bestimmen also wesentlich das Verhalten eines Algorithmus,
da sie daru¨ber entscheiden, wie heterogen die Population zu bestimmten Zeiten des Laufes
zusammengesetzt sein darf.
Im Grunde bedeutet Selektion das Festlegen einer Wahrscheinlichkeitsverteilung auf der Po-
pulation. Jedem Individuum wird eine Target-Sampling-Rate zugeordnet, die die erwartete
Anzahl von Nachkommen in der na¨chsten Generation beschreibt. Selektion erfolgt i. A. als
zuvor festgelegtes Zufallsexperiment, durch das diese Wahrscheinlichkeitsverteilung implizit
festgelegt wird. Ein anderes Vorgehen beschreibt das Prinzip des Stochastic Universal Samp-
ling. Hier wird jedem Individuum (bis auf Rundung) exakt die erwartete Anzahl von Nach-
kommen zugewiesen, was die Selektion im Wesentlichen zu einem deterministischen Prozess
macht.
Eine entscheidende Frage bei der Bestimmung einer Nachfolgepopulation ist, ob auch Indi-
viduen aus der vorherigen Generation wieder aufgenommen werden ko¨nnen oder nicht. Man
unterscheidet hier zuna¨chst zwischen (µ, λ)- und (µ+ λ)-Algorithmen, die sich in der Frage
unterscheiden, ob die Elterngeneration bei der Selektion zur Aufnahme in die nachfolgende
Generation beteiligt wird. Einen Kompromiss zwischen beiden Verfahren stellt die Parental
Gap Method dar, die das Alter der Individuen beru¨cksichtigt und nur hinreichend jungen
Individuen eine Aufnahme in die na¨chste Generation ermo¨glicht.
Zwei wichtige Kenngro¨ßen von Selektionsoperatoren sind Takeover-Time und Selektionsin-
tensita¨t. Die Takeover-Time beschreibt die Anzahl von Generationen, die no¨tig ist, bis ein
anfa¨nglich einzelnes Individuum mit u¨berlegener Fitness die gesamte Population einnimmt.
Die Selektionsintensita¨t ist definiert als I = Φ(P
′)−Φ(P )
σ(P ) , wobei Φ(P ) und Φ(P
′) die durch-
schnittliche Fitness in der Population P und der Nachfolgepopulation P ′ und σ(P ) die Vari-
anz der Fitnesswerte in P beschreiben. Es wird also die Verbesserung der durchschnittlichen
Fitness unter Beru¨cksichtigung ihrer Varianz gemessen.
Im Folgenden werden nun einige u¨bliche Selektionsoperatoren vorgestellt.
Bei der proportionalen Selektion (Roulette-Wheel-Sampling) wird jedem Individuum eine
Selektionswahrscheinlichkeit proportional zu seiner Fitness zugeordnet. Dann wird wiederholt
entsprechend dieser Wahrscheinlichkeitsverteilung ein Individuum zufa¨llig gewa¨hlt und erha¨lt
einen Nachkommen in der Nachfolgepopulation.
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Bei der Turnierselektion werden aus der Population zuna¨chst zufa¨llig q Individuen ausgewa¨hlt.
Unter diesen wird dann ein Turniersieger bestimmt, der einen Nachkommen in der Nachfol-
gepopulation erha¨lt. Dieser zweite Schritt erfolgt in der Regel deterministisch, d. h. es wird
das Individuum mit der gro¨ßten Fitness gewa¨hlt. Ist dieses nicht eindeutig bestimmt, so kann
natu¨rlich wieder eine zufa¨llige Auswahl erfolgen.
Bei der rangbasierten Selektion wird anhand der Fitnesswerte zuna¨chst fu¨r jedes Individuum
dessen Rang innerhalb der Population bestimmt. Die Selektionswahrscheinlichkeit der Indi-
viduen ha¨ngt nun nur noch von deren Rang und nicht mehr von den konkreten Fitnesswerten
ab. Verha¨lt sich die Selektionswahrscheinlichkeit proportional zum Rang eines Individuums,
sprechen wir von Linear Ranking, ansonsten von Nonlinear Ranking. Einen Spezialfall bildet
die so genannte Threshold Selection. Eine feste Anzahl von besten Individuen wird hierbei
mit gleicher Wahrscheinlichkeit selektiert, wa¨hrend der Rest der Population von vornherein
von der Reproduktion ausgeschlossen wird.
Die Boltzmann Selektion ist eine adaptive Selektionsstrategie. Sie orientiert sich am Prinzip
des Simulated Annealing. Das bedeutet, dass zu Beginn eines Laufes Individuen fast gleich-
verteilt zur Reproduktion ausgewa¨hlt werden, was sehr heterogene Populationen zula¨sst. Mit
fortschreitender Zeit werden bessere Individuen dann immer sta¨rker bevorteilt, was die Po-
pulation dann sehr schnell auf die besten bisher gefundenen Individuen konzentriert.
Alle vorgestellten Selektionsstrategien sind darauf ausgelegt, die Population in Richtung des
globalen Optimums der Zielfunktion zu lenken, so lange die Fitnesswerte der Individuen un-
mittelbar von den Zielfunktionswerten abha¨ngen. Wenn Teile der Population sich auch auf
lokale Optima konzentrieren sollen, so mu¨ssen hierzu die Fitnesswerte transformiert werden.
Niching bedeutet, dass die Fitnesswerte von Individuen reduziert werden, wenn viele Indivi-
duen auf sehr engem Raum zusammen liegen. Dies verschafft Individuen, die vom Rest der
Population entfernt liegen, einen Vorteil bei der Selektion und sorgt dafu¨r, dass die Popu-
lation sich auf mehrere lokale Optima verteilen kann, wobei die Anzahl der Individuen an
den verschiedenen Punkten im Erwartungswert zusammen mit der absoluten Fitness dieser
Punkte steigt.
3.2.2 Multikriterielle Optimierung
Ein multikriterielles Optimierungsproblem (MOP) besteht aus einer Zielfunktion F : Ω→ Rm
sowie Einschra¨nkungen gi(x) ≤ 0, i = 1, . . . , k. Ziel ist es, die Funktion F zu maximieren (bzw.
minimieren).
Ein naheliegender Ansatz zur Lo¨sung eines MOP besteht darin, es in ein eindimensionales
Optimierungsproblem zu transformieren, indem z. B. die Funktion f(x) := ||F (x)||2 optimiert
wird. Im Allgemeinen kann es aber beliebig viele Funktionswerte von F mit identischer Norm
geben, ohne dass a priori entscheidbar ist, welcher der Werte zu bevorzugen wa¨re. Abgesehen
davon ko¨nnen Werte existieren, die bzgl. f nicht optimal sind, aber F dennoch in einigen
Komponenten optimieren.
Dies motiviert die Einfu¨hrung der sogenannten Pareto-Konzepte. Wir sagen, ein Funkti-
onswert (u1, . . . , um) dominiert einen Funktionswert (v1, . . . , vm) genau dann, wenn gilt:
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∀i ∈ {1, . . . ,m} : ui ≥ vi und ∃i ∈ {1, . . . ,m} : ui > vi. Ein Funktionswert heißt pareto-
optimal, wenn er von keinem anderen Funktionswert dominiert wird. Das Pareto-Optimal-Set
P ∗ ist definiert als die Menge aller x ∈ Ω, fu¨r die F (x) pareto-optimal ist. Die Menge der
Funktionswerte aller x ∈ P ∗ wird als Pareto-Front PF ∗ bezeichnet.
Offenbar ist das Ziel der multikriteriellen Optimierung nun, die Pareto-Front zu bestimmen.
Da diese (abha¨ngig von der zu optimierenden Funktion) durchaus unendlich viele Vektoren
enthalten kann, wird eine mo¨glichst gute Approximation gesucht. Wenn evolutiona¨re Algo-
rithmen zur Lo¨sung eines MOP eingesetzt werden sollen, kann wie folgt vorgegangen werden.
Zuna¨chst erga¨nzen wir den Algorithmus um eine zweite Population P ∗. In P ∗ werden alle
gefundenen Individuen gespeichert, deren Funktionswerte bisher von den Funktionswerten
keines anderen Individuums dominiert wurden. Die Funktionswerte der Individuen in P ∗
stellen also die Approximation an die Pareto-Front dar. Es wird erwartet, dass diese Appro-
ximation sich im Laufe der Zeit immer weiter der tatsa¨chlichen Pareto-Front anna¨hert.
Ein ga¨ngiges Selektionsverfahren fu¨r multikriterielle evolutiona¨re Algorithmen ist das Pareto-
Ranking, das der rangbasierten Selektion (siehe Abschnitt 3.2.1) a¨hnelt. Man definiert hier
den Rang eines Individuums als die Anzahl der Individuen, von deren Funktionswerten der
Funktionswert des betrachteten Individuums dominiert wird. La¨sst man jetzt nur noch Indi-
viduen mit Rang 0 zur Selektion zu, entspricht dies der Threshold Selection.
Wu¨nschenswert ist letztendlich noch ein Mechanismus, der dafu¨r sorgt, dass die berechne-
te Lo¨sungsmenge eine mo¨glichst a¨quidistante Approximation an die Pareto-Front darstellt.
Zu diesem Zweck eignet sich das bereits erwa¨hnte Prinzip des Niching, wobei das Prinzip
nun im Raum der Funktionswerte angewandt wird. Das fu¨hrt dazu, dass die Funktionswerte
dazu neigen, sich entlang der Pareto-Front zu verteilen, da eng zusammenliegende Punkte
zur Reduzierung der Fitness fu¨hren. Das Verfahren ist allerdings sehr rechenzeitintensiv, da
die Absta¨nde zwischen allen Vektoren berechnet werden. Abgesehen davon ist eine gewis-
se Kenntnis der Struktur der Pareto-Front no¨tig, um entscheiden zu ko¨nnen, wie nah die
einzelnen Vektoren sinnvollerweise beieinander liegen sollen.
Abhilfe schafft die Idee der Adaptive Grid Algorithmen. U¨ber den gesamten Bereich, in dem
pareto-optimale Funktionswerte liegen, wird hierbei ein Gitter von gleich großen mehrdimen-
sionalen Wu¨rfeln gelegt. Die Aufteilung wird feiner, je na¨her die Funktionswerte beieinan-
der liegen. Fu¨r jedes Individuum in P ∗ wird bestimmt, in welchem Wu¨rfel der zugeho¨rige
Funktionswert liegt. Die Fitnesswerte von Individuen werden nun verringert, wenn mehrere
Funktionswerte innerhalb desselben Wu¨rfels liegen.
3.3 Mutationsoperatoren und Diversita¨tserhaltung
Vortragender: Michael Leifhelm
Literatur: Handbook of Evolutionary Computation[2], Kapitel C3 und C6.
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3.3.1 Mutationsoperatoren
Mutationsoperatoren sind una¨re Variationsoperatoren, die aus einem Individuum neue Indi-
viduen erzeugen, unabha¨ngig von den anderen Individuen der Population. Die neu erzeugten
Individuen gelten als Nachkommen, das urspru¨ngliche Individuum als Elter der aus ihm er-
zeugten Individuen. Fu¨r die lokale Suche wird es gewu¨nscht, dass jeder Nachfahre im Durch-
schnitt nur sehr kleine Unterschiede zu seinem Elter aufweist und somit im Suchraum in
der Na¨he seines Elters liegt. Trotzdem aber mu¨ssen auch große Vera¨nderungen mit kleiner
Wahrscheinlichkeit mo¨glich sein, damit der Nachkomme ein lokales Maximum verlassen kann.
Im Folgenden werden nun einige Mutationsoperatoren auf verschiedenen Suchra¨umen vorge-
stellt:
Bit Strings Die am ha¨ufigsten verwendete Mutation fu¨r Bitstrings, die Standardbitmutati-
on, flippt jedes Bit mit Wahrscheinlichkeit pm. Der Parameter pm macht nur im Intervall
[0; 0,5] Sinn, wobei der Operator mit pm = 0,5 komplett zufa¨llige Individuen erzeugt.
Meistens wird pm aber auf den Wert
1
n (n ist Dimension des Suchraums) gesetzt, da
dann im Durchschnitt genau ein Bit flippt.
Ein weiterer Operator ist k-Bit-Mutation. Wie es der Name schon sagt, werden genau
k verschiedene Bits zufa¨llig ausgewa¨hlt und geflippt. Allerdings kann ein Individuum
nie aus einem lokalen Maximum heraus springen, wenn alle Punkte mit Hammingab-
stand kleiner gleich k schlechtere Fitnesswerte aufweisen und der Nachkomme direkt
mit seinem Elter konkurriert.
Permutationen Mutationsoperatoren fu¨r den Suchraum der Permutationen sind etwas pro-
blematisch, da die Semantik von Fitnessfunktion zu Fitnessfunktion stark variieren
kann. Beim TSP stellt die Permutation eine Rundreise in Form eines Zyklus dar, beim
Sortierproblem allerdings ist die Permutation eine Zuweisungsregel aus der Menge Sn.
Beim Zyklus kann jede Rundreise durch n verschiedene Permutationen (z. B. {123, 231,
312}) dargestellt werden, die in Sn n verschiedene Bedeutungen haben.
Ein Operator fu¨r Zyklen ist k-Opt, der die Permutation in k Teilstu¨cke zerschneidet und
sie in zufa¨lliger Reihenfolge wieder zusammensetzt, wobei die Teilstu¨cke auch verdreht
werden ko¨nnen.
Allgemeine Operatoren fu¨r Permutationen sind Jump und Exchange. Bei Jump wird ein
zufa¨llig gewa¨hltes Element an eine andere Stelle gebracht, alle Elemente zwischen den
beiden Positionen werden passend verschoben. Beim anderen Operator Exchange findet
ein einfacher Austausch von zwei Elementen statt. Damit durch diese Operatoren nicht
nur lokale Suche mo¨glich ist, werden die Mutationsschritte in vielen Implementierungen
poissonverteilt ha¨ufig wiederholt.
R
n Fu¨r reellwertige Vektoren ist die einfache Addition x′ = x + M (Elter x, Nachkomme
x′) eines Vektors M ∈ Rn fu¨r Operatoren sehr geeignet. Dabei kann M viele Formen
haben, z. B. als eine Zufallsvariable U(a, b)n oder noch einfacher als U(−b, b)n. Es sei
dabei a die Untergrenze und b die Obergrenze der Zufallswerte. Ein Problem ergibt sich
hier, da das Individuum nicht aus einem lokalen Maximum heraus kommt, das breiter
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ist als die Schrittweite b. Als Lo¨sungsausweg hilft bei der Berechnung der einzelnen Ele-
mente des Additionsvektors die unbegrenzte Gaußverteilung. Damit es im Durchschnitt
keinen Unterschied zwischen Elter und Nachkomme gibt, wird der Parameter µ fu¨r den
Erwartungswert gleich 0 gesetzt. Die Varianz σ2 wird ha¨ufig im Verlauf immer kleiner
gewa¨hlt.
Syntaxba¨ume Mutation wird bei Syntaxba¨umen sehr selten eingesetzt, statt dessen wird
meistens die Populationsgro¨ße einfach stark erho¨ht. Trotzdem vertreten einige Wis-
senschaftler die Meinung, dass Mutation auch bei Syntaxba¨umen wichtig ist. Die vier
Mutationsoperatoren grow, shrink, switch und cycle werden im Folgenden kurz be-
schrieben.
grow: Es wird zufa¨llig ein Blatt ausgewa¨hlt und durch einen zufa¨llig erzeugten Unter-
baum ersetzt.
shrink: Ein innerer Knoten wird zufa¨llig ausgewa¨hlt und durch ein zufa¨llig generiertes
Blatt ersetzt.
switch: Ein innerer Knoten wird zufa¨llig ausgewa¨hlt und die Positionen zweier seiner
Unterba¨ume werden vertauscht.
cycle: Ein zufa¨lliger Knoten wird ersetzt durch einen zufa¨lligen Knoten des gleichen
Typs (Blatt/innerer Knoten). Der Typ des Ru¨ckgabewertes muss der Gleiche bleiben.
3.3.2 Diversita¨tserhaltung
Diversita¨t steht u. a. fu¨r die Vielfalt in o¨kologischen Systemen, d. h. fu¨r die Artenvielfalt der
beteiligten Lebensgemeinschaft. Ra¨umliche oder strukturelle Diversita¨t bedeutet die Vielfalt
der o¨kologischen Nischen.
Traditionelle evolutiona¨re Algorithmen fu¨hren Optimierungen aus, ohne auf die Struktur des
Problems einzugehen. Auf multimodalen Funktionen eignen sich Nischenmethoden (Niching)
gut, da sie Diversita¨t innerhalb der Population erhalten und somit die Wahrscheinlichkeit,
das globale Optimum zu finden, meistens erho¨hen.
Fitness Sharing
Fitness Sharing senkt die Fitnesswerte von Individuen, von denen sich a¨hnliche Individuen in
der Population befinden. Es werden also Individuen bestraft, die sich in der gleichen Nische
befinden. Die Nische wird definiert u¨ber eine Distanzfunktion d, z. B. den Hammingabstand
und den Parameter σshare. Alle Individuen, die sich innerhalb des Radius σshare eines In-
dividuums befinden, erho¨hen je nach Entfernung dessen Nischenza¨hler, durch den der echte
Fitnesswert dann geteilt wird. Auf einige von vielen a¨hnlichen Individuen kann eher verzichtet
werden, als auf Individuen, die alleine einen Teil des Suchraums erforschen.
Nachteile von Fitness Sharing bestehen hauptsa¨chlich in der zusa¨tzlichen, quadratisch zur
Populationsgro¨ße beno¨tigten Rechenzeit. Außerdem versammeln sich Individuen unter Ein-
satz von Fitness Sharing nicht ganz oben auf den lokalen Maxima, es muss am Ende noch
Hill Climbing durchgefu¨hrt werden.
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Crowding
Bei Crowding-Verfahren werden Individuen nur durch a¨hnliche Individuen ersetzt. Die Di-
versita¨t nimmt so beim Crowding nur langsam ab und die Konvergenz zum Optimum wird
verzo¨gert.
Beim deterministischen Crowding findet paarweises Crossover statt, bei dem je zwei Nach-
kommen erzeugt und direkt noch mutiert werden. Jedes der beiden Elternteile wird nur dann
in der Population durch einen der Nachkommen ersetzt, wenn dieser dem Elter am a¨hnlichsten
ist und keinen schlechteren Fitnesswert aufweist.
Artenbildung
In der Natur ist die Paarung nur zwischen Individuen der gleichen Art mo¨glich, Kreuzungen
zwischen verschiedenen Arten fu¨hren zu nicht lebensfa¨higen Individuen. Da mit Nischenme-
thoden wie Fitness Sharing mehrere lokale Maxima in Form von Nischen gleichzeitig besetzt
werden, kommt es bei Kreuzungen zwischen Individuen verschiedener Nischen oft zu sehr
schlechten Nachfahren, die unno¨tige Ressourcen- und Zeitverschwendung bedeuten. Nachfah-
ren von Individuen aus derselben Nische befinden sich allerdings auch in dieser und helfen, die
Nische besser zu untersuchen. Die Beschra¨nkung der Rekombination auf Individuen derselben
Nische bzw. gleichen Art ist eine Erweiterung der Nischenmethoden.
Eine Mo¨glichkeit, eine Artbildung zu erzwingen, ist es, nur die Rekombination von Individuen
mit einem Maximalabstand σmating zu erlauben. Falls kein anderes Individuum im Umkreis
von σmating gefunden wird, wird ein Individuum rein zufa¨llig ausgewa¨hlt. Ein nahe liegender
Wert fu¨r σmating ist der Parameter σshare aus der Methode Fitness Sharing.
Inselmodell
Beim Inselmodell gibt es mehrere Subpopulationen (Inseln), die auf dem gleichen Suchraum
unabha¨ngig voneinander nach dem Optimum suchen. Die Evolution findet also separat statt.
Nach einer festen Anzahl von Generationen, Epoche genannt, wird allerdings ein Austausch
von Individuen zwischen Inseln durchgefu¨hrt. Die Inseln sind in einer Topologie (Ring, kom-
plett vernetzt, . . . ) angeordnet, nur mit direkten Nachbarn in dieser Topologie darf der Indi-
viduenaustausch stattfinden.
Diffusionsmodell
Im Diffusionsmodell werden alle Individuen in einer Topologie (Gitter, Torus, . . . ) ange-
ordnet und haben somit nur eine sehr begrenzte Anzahl von Nachbarn. Nur innerhalb der
Nachbarschaft darf Rekombination stattfinden. Es gibt viele Arten fu¨r die Form der zur
Rekombination zugelassenen Nachbarn.
Da die Rekombination sehr lokal begrenzt ist, findet nur eine langsame Diffusion der Ge-
ne durch die Struktur statt. Je gro¨ßer allerdings die Nachbarschaft ist [7], desto schneller
verbreiten sich auch die Gene.
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3.4 Rekombination und Schema Theorie
Vortragender: Oliver Heering
Literatur: Teile des Vortrages beruhen auf [8], [22] und [23].
3.4.1 Einleitung
Evolutiona¨re Algorithmen machen sich Prinzipien aus der Natur zunutze, indem sie be-
stimmte, zufa¨llig ausgewa¨hlte Individuen einer Population eines Suchraumes mutieren und
miteinander rekombinieren. Der Vortrag Rekombination und Schema Theorie beschreibt im
Wesentlichen das Verfahren der Rekombination zweier oder mehrerer Individuen nach unter-
schiedlichen Methoden in verschiedenen Suchra¨umen. Des Weiteren behandelt er die Schema
Theorie, die auf Holland beruht und vermutet, dass sich eine gute Gesamtlo¨sung durch die
Rekombination von mehreren kleineren guten Teil-Lo¨sungen erstellen la¨sst, die sogenannte
Building-Block-Hypothese. Schließlich werden noch einige Beispiele aufgefu¨hrt, an denen nach-
gewiesen wurde, dass Rekombination tatsa¨chlich zu verbesserter erwarteter Optimierungszeit
fu¨hrt.
3.4.2 Rekombination im {0,1}n
Im Suchraum der Bitstrings {0,1}n unterscheidet man zwischen folgenden Rekombinationsty-
pen, denen gemeinsam ist, dass jeweils ein Teil eines Eltern-Individuums einen entsprechenden
Teil des Kindes ergibt. Demnach lassen sich Rekombinationen im {0,1}n stets als Bina¨rmaske
m ∈ {0,1}n darstellen. Es ist stets zu unterscheiden, welches der beiden mo¨glichen Kinder x′
oder x′ gewa¨hlt wird, oder ob beide gewa¨hlt werden.
Einpunktkreuzung: Bei diesem Rekombinationstyp wird eine Trennstelle zufa¨llig gema¨ß
Gleichverteilung gewa¨hlt. Der linke Teil des ersten Elters und der rechte Teil des zweiten
Elters ergeben dann das Kind.
Mehrpunktkreuzung: Funktioniert wie die Einpunktkreuzung, allerdings werden mehrere
Trennstellen gewa¨hlt und abwechselnd Teile des ersten und zweiten Elternteils rekom-
biniert.
Gleichma¨ßige Kreuzung: Jedes Bit wird mit Wahrscheinlichkeit 12 aus dem einen oder
(mit gleicher Wahrscheinlichkeit) aus dem anderen Elternteil gewa¨hlt.
Poissonkreuzung: Die Poissonkreuzung ist identisch zur Mehrpunktkreuzung mit dem Un-
terschied, dass jede Bitposition mit einer Wahrscheinlichkeit p∗ zur Trennstelle wird.
Die Distanzen zwischen den Trennstellen sind somit poissonverteilt. U¨blicherweise wird
p∗ < 12 gewa¨hlt. p
∗ = 12 entspricht der gleichma¨ßigen Kreuzung.
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3.4.3 Rekombination im Rn
Im Rn sind alle oben genannten Rekombinationstypen grundsa¨tzlich ebenfalls anwendbar.
Zusa¨tzlich gibt es jedoch auch die Mo¨glichkeit, einen Punkt aus dem von den Eltern x und y
aufgespannten n-dimensionalen Rechteck zu wa¨hlen. Dabei kann man deterministisch vorge-
hen und das arithmetische oder geometrische Mittel errechnen, oder man wa¨hlt einen Punkt
zufa¨llig gema¨ß Gleichverteilung.
3.4.4 Rekombination bei Permutationen
Mo¨chte man Individuen aus dem Raum der Permutationen rekombinieren, hat man bei oben
genannten Verfahren das Problem, dass die so erzeugten Kinder nicht zwingend wieder Per-
mutationen ergeben. Aus diesem Grund mu¨ssen andere Rekombinationsverfahren eingesetzt
werden. Alle Permutationen seien hierbei in Zyklenschreibweise angegeben.
Order Crossover: Bei dieser Rekombination werden zwei Trennstellen gewa¨hlt und der
mittlere Teil aus dem Elternteil x in das Kind u¨bernommen. Die fehlenden Werte werden
einem zyklischen Durchlauf des Elternteils y entnommen, wobei hinter der zweiten
Trennstelle von y begonnen wird.
Partially Mapped Crossover: Auch hier werden zwei Trennstellen gewa¨hlt und der mitt-
lere Teil aus dem Elternteil x u¨bernommen. An den fehlenden Stellen wird versucht,
mo¨glichst viele Werte vom Elternteil y direkt zu u¨bernehmen. Bei schon belegter Posi-
tion i wird die na¨chste Position pix(i) getestet, bis eine freie Stelle gefunden wird.
Order Crossover 2: Hier werden k Positionen zufa¨llig gewa¨hlt und die nicht gewa¨hlten aus
Elternteil y in das Kind u¨bernommen. Die restlichen Positionen werden aus x in der
Reihenfolge u¨bernommen, in der sie in x vorkommen.
Maximal Preservative Crossover: Die Permutationen werden als Rundreisen betrachtet.
Zuna¨chst wird eine Teiltour aus y u¨bernommen. Diese wird dann durch Kanten erga¨nzt
zu einer gesamten Tour. Dabei haben Kanten aus x Vorrang.
3.4.5 Die Schema Theorie
In der Informatik werden oft umfangreiche Probleme gelo¨st, indem sie in kleinere Probleme
aufgeteilt, separat gelo¨st und anschließend die Lo¨sungen zusammengefu¨gt werden (beispiels-
weise bei branch-and-bound und divide-and-conquer Verfahren oder bei der dynamischen Pro-
grammierung). Daher dra¨ngt sich die Frage auf, ob diese Vorgehensweise auch auf evolutiona¨re
Algorithmen u¨bertragen werden kann. Die auf Holland zuru¨ckgehende Schema Theorie unter-
sucht diese Fragestellung. Hierbei werden folgende Bezeichnungen benutzt. S = S1×· · ·×Sn
sei der betrachtete Suchraum.
Gen: Teil xi eines Individuums x = (x1, . . . , xn).
Definierende Positionen: festgelegte Positionen eines Individuums.
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Schema: Menge der mo¨glichen verschiedenen Individuen bei beliebiger Belegung der freien
Bitpositionen.
Ordnung des Schemas: Anzahl der definierenden Positionen.
Definierende La¨nge eines Schemas: Abstand zwischen erster und letzter definierenden
Position.
Probleme bei dieser Betrachtungsweise sind unter anderem die Frage nach dem Sinn der
Aufteilung in Schemata, die gegenseitige Beeinflussung einzelner Bitpositionen und die im-
plizite Voraussetzung an die Fitnessfunktion, dass diese separabel ist.
Das Schema Theorem von Holland beschreibt als lokales Maß fu¨r klassische genetische Algo-
rithmen die Entwicklung eines Schemas in einem Schritt. Es liefert dabei eine untere Schranke
fu¨r E(NP∗(ξ))NP (ξ) . Dabei ist ξ ein Schema, P , P
∗ die aktuelle bzw. nachfolgende Population, NP (ξ)
die Anzahl der Individuen in P , die zu ξ geho¨ren, und E(NP ∗(ξ)) die erwartete Anzahl Indivi-
duen in der Nachfolgepopulation P ∗, die zu ξ geho¨ren. Die von Holland aufgestellte Schranke
lautet:
E(NP ∗(ξ))
NP (ξ)
≥ fP (ξ)
f(P )
· (1−Dc(ξ)) · (1−Dm(ξ))
Dabei ist f(P ) die durchschnittliche Fitness aller Individuen aus P , fP (ξ) die durchschnittli-
che Fitness aller Individuen aus P ∩ ξ, Dc(ξ) die Wahrscheinlichkeit, dass die Rekombination
von x ∈ ξ mit einem beliebigen Suchpunkt ein Kind x′ /∈ ξ erzeugt und Dm(ξ) die Wahr-
scheinlichkeit, dass die Mutation von x ∈ ξ ein Kind x′ /∈ ξ erzeugt.
Diese Schranke la¨sst sich unter gewissen Umsta¨nden (genaue Kenntnis der gewa¨hlten Mu-
tations- und Rekombinationsoperatoren) noch pra¨zisieren, jedoch gibt es berechtigte Kritik
an der Schema Theorie. Zum einen sagt ein lokales Maß wie das Schema Theorem nichts
u¨ber das Verhalten des Algorithmus in den folgenden Schritten aus, sondern nur im na¨chsten
Schritt. Ein gutes Schema kann sich durchaus im na¨chsten Schritt vergro¨ßern, aber im darauf
folgenden Schritt bereits wieder ausgelo¨scht sein. Zum anderen sind die Schemata oft nur
ku¨nstlich herbeigefu¨hrt. Der tatsa¨chliche Nutzen der Schema Theorie ist also fraglich.
3.4.6 Nutzen von Rekombination
Im letzten Teil des Vortrags wurde der Nutzen von Rekombination fu¨r einige beispielhafte
Fitnessfunktionen verdeutlicht. Sie kann bei diesen Funktionen nachweislich zu geringerer
erwarteter Optimierungszeit fu¨hren.
Die Funktion H-IFF
Die Funktion H-IFF ist auf die Building-Block-Hypothese zugeschnitten. Sie erha¨lt einen Bit-
string der La¨nge 2k als Eingabe und berechnet ihren Fitnesswert aus der Anzahl und La¨nge
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von zusammenha¨ngenden 0- oder 1-Blo¨cken an bestimmten Positionen. Dabei stellt man sich
die Funktionsweise am besten als einen bina¨ren Baum mit n = 2k Bla¨ttern mit Fa¨rbung 0 oder
1 vor. Ein innerer Knoten wird gefa¨rbt, wenn seine Kinder ebenfalls gefa¨rbt sind und zwar
in der selben Farbe. Der Funktionswert berechnet sich dann aus der Anzahl und Ho¨he der
gleichgefa¨rbten Teilba¨ume. Die Optima dieser Funktion sind offensichtlich 0n und 1n. Muta-
tionsbasierte Algorithmen haben kaum eine Chance, die Anzahl oder die La¨nge dieser Blocks
zu erho¨hen, daher wird anhand eines rekombinativen hill-climbers gezeigt, dass rein rekom-
binationsbasierte Algorithmen effizient sein ko¨nnen. Dazu wird Einpunktkreuzung benutzt,
um ein Individuum mit seinem Komplement zu kreuzen. So werden alle Bits auf der rechten
Seite der Trennstelle mitgeflippt, was die Wahrscheinlichkeit erho¨ht, zusammenha¨ngende 0-
und 1-Blo¨cke zu verla¨ngern. Bei der Analyse dieses Algorithmus unterscheidet man zwischen
zwei Varianten, einer mit sogenannten Trittbrettfahrern, und einer ohne Trittbrettfahrer [8].
Folgende untere Schranken wurden gezeigt:
Variante 1: n lnn+ 12n log n−O(n) ≈ 1,193n log n
Variante 2: n lnn+ n log n−O(n) ≈ 1,693n log n
Fu¨r beide Varianten gilt die obere Schranke:
O(n log n) + o(n)
Gegenu¨ber einer erwarteten exponentiellen Laufzeit eines mutationsbasierten evolutiona¨ren
Algorithmus la¨sst sich somit eine deutliche Verbesserung feststellen.
Real Royal Road Funktionen
Nach einem vergeblichen Versuch, mit den Royal Road Funktionen einen
”
Ko¨nigsweg”, al-
so ein Beispiel mit besonderem Demonstrationscharakter fu¨r rekombinative Algorithmen zu
finden, wurden die sog. Real Royal Road Funktionen entwickelt. Rein mutationsbasierte Al-
gorithmen haben auch hier eine erwartete exponentielle Laufzeit. Ein Steady State GA ange-
wandt auf solch eine Real Royal Road Funktion hingegen ist effizient [22].
Real Royal Road Funktion fu¨r Einpunktkreuzung
Wird beim Steady State GA Einpunktkreuzung benutzt, so zeigt folgende Fitnessfunktion,
dass Rekombination zu effizienter Laufzeit fu¨hren kann:
Rn,m(x)
m≤dn
3
e
:=

2n2 falls x = 1n
n · |x|+ b(x) falls |x| ≤ n−m
0 sonst
Hierbei ist b(x) die La¨nge des la¨ngsten zusammenha¨ngenden Blocks aus Einsen. Fu¨r die
Analyse des Algorithmus wird ein Lauf in sechs Phasen unterteilt, in denen die Individuen der
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Population an den Rand der Senke (Individuen mit Funktionswert 0) gefu¨hrt, alle mo¨glichen
Belegungen von 1-Blo¨cken der La¨nge n−m abgedeckt und schließlich mit einem Individuum
die Senke u¨berwunden wird. Dieser Suchpunkt ist dann optimal. Der Kreuzungsoperator
kommt im letzten Schritt zum Zuge und ermo¨glicht das U¨berwinden der Senke.
Insgesamt ergeben die sechs Phasen eine Laufzeit von O(n · s(n)2 · log s(n) + n2 · s(n) ·m).
Real Royal Road Funktion fu¨r gleichma¨ßige Kreuzung
Wird gleichma¨ßige Kreuzung als Rekombination eingesetzt, empfiehlt sich eine andere Funk-
tion als die oben beschriebene Real Royal Road Funktion. Um zu verstehen, wie diese funk-
tioniert, sind allerdings einige Definitionen notwendig.
Individuen x werden wie folgt aufgeteilt (m = n2 ; k =
m
3 ; k gerade):
x :
m Bits
x′︷ ︸︸ ︷
110101011010100110
mBits
x′′︷ ︸︸ ︷
011010︸ ︷︷ ︸
k Bits
x′′
1
101001︸ ︷︷ ︸
k Bits
x′′
2
100101︸ ︷︷ ︸
k Bits
x′′
3
Optimale Punkte sind hierbei nicht mehr nur der einzige Punkt 1n, sondern alle Punkte
in der Menge T := {x = (x′, x′′) | |x′′1 | = |x′′2 | = |x′′3| = k2}. Des Weiteren existiert ein
Zwischengebiet C := {x′′ | x′′ = 0i1m−i ∨ x′′ = 1i0m−i} (Kreis der La¨nge 2m = n), in
das die Individuen von der Funktion zuna¨chst gelenkt werden. Die Real Royal Road Funktion
sieht somit wie folgt aus:
R∗n(x
′, x′′) :=

n−H(x′′, C) falls x′ 6= 0m und x′′ /∈ C
2n−H(x′,0m) falls x′′ ∈ C
0 falls x′ = 0m und x′′ /∈ C ∪ T
3n falls x′ = 0m und x′′ ∈ T
Hierbei ist H(x′′, C) der minimale Hammingabstand zwischen x′′ und C und H(x′,0m) der
Hammingabstand zwischen x′ und 0m.
Die Analyse des GAs la¨uft wie bei den Real Royal Road Funktionen fu¨r Einpunktkreuzung
u¨ber mehrere Phasen. Zuna¨chst landen alle Individuen im Zwischengebiet, dem Kreis C, bis
dieser ganz u¨berdeckt wird und x′ = 0m ist. Danach wird fu¨r sie das Optimum, (x′ = 0m und
x′′ ∈ T ) attraktiv. Letzten Endes ist ein Suchpunkt optimal. Addiert man die Laufzeiten der
einzelnen Phasen, ergibt dies O(n2 · s(n)).
Die Funktion JUMPn,m
Ein Vorla¨ufer der Real Royal Road Funktionen ist die Funktion JUMPn,m. Die Funktions-
werte der Individuen wachsen linear mit der Anzahl der Einsen, allerdings sind die letzten
n−m Funktionswerte vor dem Optimum 0, so dass die Individuen eine Senke u¨berspringen
mu¨ssen, um optimal zu werden [23].
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JUMPn,m :=

n falls x = 1n
|x| falls |x| ≤ n−m
0 sonst
Im Folgenden wird ein Steady State GA analysiert und auch hier erfolgt die Analyse, in-
dem der Algorithmus in Phasen eingeteilt wird und diese separat analysiert werden. Mu-
tationsbasierte Algorithmen haben Probleme beim U¨berwinden der Senke, daher liegt ihre
erwartete Optimierungszeit bei Ω(nm). Die Analyse des Steady State GAs mit Rekombina-
tion ergibt schließlich eine erwartete Optimierungszeit von O(n2 log n) fu¨r m konstant und
O(n log3 n(n log2 n+ 22m)) fu¨r m = O(log n).
3.5 Parametrisierung und Parametersteuerung
Vortragender: Dimo Brockhoff
Literatur: Handbook of Evolutionary Computation [2].
Der fu¨nfte Vortrag
”
Parametersteuerung und Parametrisierung“ war der letzte von fu¨nf eher
einleitenden Vortra¨gen in der ersten Seminarphase.
Zuerst wurden einige typische bei evolutiona¨ren Algorithmen vorkommende Parameter vorge-
stellt und in globale und modulare Parameter unterteilt. Anschließend wurden mit der stati-
schen, der dynamischen und der adaptiven Parametersteuerung, sowie der Selbst-Adaptation
vier Parametersteuerungsarten angesprochen und mit Beispielen erkla¨rt. Am Ende des Vor-
trages wurde dann der Zusammenhang zwischen diesen vier Parametersteuerungsarten erla¨u-
tert.
Bei der statischen Parametersteuerung handelt es sich um die einfachste Form der Parame-
tersteuerungsarten. Die Parameter werden vor dem Lauf eines EA festgesetzt und bleiben
wa¨hrend des Laufs konstant. Im Vortrag wurden dazu zwei Versuche vorgestellt, wie in den
1970ern (von DeJong) und in den 1980ern (von Grefenstette [16]) durch Experimentieren
eine optimale Parametereinstellung zu finden erwartet wurde. Diese Vorstellung, optimale
Parametereinstellungen fu¨r eine große Klasse von Problemen angeben zu ko¨nnen, erwies sich
aber als unmo¨glich, was dazu fu¨hrte, andere Mo¨glichkeiten bei der Parametereinstellung auf-
zuspu¨ren.
Eine erweiterte Parametersteuerungsart ist die dynamische Parametersteuerung, bei der die
Parameter wa¨hrend eines EA-Laufes durch zeitabha¨ngige Funktionen beschrieben werden
ko¨nnen. Die Zeit darf dabei sowohl in Sekunden als auch in Generationen oder erzeugten
Individuen geza¨hlt werden. Als Beispiele hierfu¨r wurde der dynamische (1+1) EA und Simu-
lated Annealing vorgestellt. Wichtig ist, dass bei der dynamischen Parametersteuerung keine
anderen Faktoren als die Zeit selbst Einfluss auf die Parametereinstellungen haben.
Dies entspra¨che na¨mlich der adaptiven Parametersteuerung. Hierbei kann jegliche Informa-
tion, die aus dem EA-Lauf gewonnen werden kann, zur Steuerung der Parameter verwendet
werden. Konkret ko¨nnte dies etwa die Fitness der erzeugten Individuen sein, aber auch etwaige
Zufallsentscheidungen. Hier wurde als Beispiel die 15 -Regel von Ingo Rechenberg vorgestellt.
28 KAPITEL 3. ERSTE SEMINARPHASE
Diese heuristische Regel versucht, den Parameter Mutationswahrscheinlichkeit bei Evoluti-
onsstrategien zu vera¨ndern. Gesteuert wird die Mutationswahrscheinlichkeit u¨ber den Anteil
an Verbesserungen gegenu¨ber Verschlechterungen in den letzten Generationen.
Als letzte Parametersteuerungsart wurde mit der Selbst-Adaptation eine neue Mo¨glichkeit
vorgestellt, Parameter zu steuern. Informell als
”
Evolution der Evolution“ bezeichnet, ver-
sucht man bei der Selbst-Adaptation die Parameter ebenfalls durch die Evolution zu steuern.
Jedem Individuum werden dafu¨r Parametereinstellungen mit in die Gene codiert, die ebenfalls
der Evolution (also Mutation und Rekombination) unterworfen sind. Technisch gesehen wird
der Suchraum um den Raum der mo¨glichen Parametereinstellungen erga¨nzt. Die Parameter
der Individuen haben aber keinen direkten Einfluss auf deren Fitness. Erst die Hoffnung, dass
Individuen mit guten Parameterwerten ho¨here U¨berlebenschancen haben als Individuen mit
schlechten Parametern, gibt der Selbst-Adaptation einen Sinn. Die u¨bliche Vorgehensweise
ist die Folgende: Wird ein Individuum zur Reproduktion selektiert, so werden zuna¨chst mit
den dem Individuum eigenen Parametereinstellungen die Codierungen dieser Parameter der
Evolution unterworfen und erst dann wird mit diesen neuen Parametereinstellungen das In-
dividuum selbst mutiert und rekombiniert. Im Vortrag gab es insgesamt drei Beispiele fu¨r
selbst-adaptive Parametersteuerung. In einem Beispiel wurde die Mutationswahrscheinlich-
keit, in einem anderen die Wahl der Crossoverpunkte und im dritten Beispiel die Art des
angewandten Crossoveroperators mit Hilfe von Selbst-Adaptation gesteuert.
Zum Schluss des Vortrages wurde der Zusammenhang zwischen den verschiedenen Parame-
tersteuerungsarten durch ein Diagramm hergestellt. Bis auf die Selbst-Adaptation bilden
die Steuerungsarten eine Hierarchie: Jede statische Parametersteuerung ist (im Prinzip) dy-
namisch und jede dynamische Parametersteuerung kann auch als eine adaptive angesehen
werden.
3.6 Einfu¨hrung in statistische Methoden und Wahrscheinlich-
keitsrechnung
Vortragende: Christian Gunia (Abschnitte 3.6.1, 3.6.2 und 3.6.4), Andrea Schweer (Ab-
schnitt 3.6.3)
Literatur: Fu¨r den gesamten Abschnitt das Statistiklehrbuch [32]; speziell fu¨r Abschnitt 3.6.3
das Lehrbuch [3].
3.6.1 Einfu¨hrung in die Wahrscheinlichkeitsrechnung
Die Wahrscheinlichkeitsrechnung arbeitet mit Ereignissen, die eintreten oder ausbleiben ko¨n-
nen. Diese werden im Allgemeinen durch Mengen dargestellt. Die Menge aller mo¨glichen
Ereignisse ist die zu Grunde liegende Obermenge und heißt Wahrscheinlichkeitsraum Ω. Alle
Ereignisse bzw. Mengen stammen aus dieser.
Offensichtlich bestehen diese Ereignisse aus
”
kleinsten, nicht weiter zerlegbaren Teilen”, den
Elementarereignissen ei (z. B. die Ereignisse 1 bis 6 beim Wu¨rfeln, oder die reellen Zahlen,
bei einer Wahrscheinlichkeitsverteilung u¨ber [0,1]). Im diskreten Fall reicht es, jedem dieser
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Ereignisse eine Elementarwahrscheinlichkeit pi zuzuweisen. Dadurch ergibt sich dann kano-
nisch eine Wahrscheinlichkeitsverteilung auf dem gesamten Wahrscheinlichkeitsraum Ω durch:
Prob(A) =
∑
i:ei∈A pi. Natu¨rlich sind an solche Wahrscheinlichkeitsverteilungen Bedingungen
geknu¨pft:
∑
i pi = 1 und ∀i : pi ≥ 0.
Im kontinuierlichen Fall (z. B. Verteilung in den reellen Zahlen u¨ber [0,1]) reicht dies nicht
aus. Daher definiert man dann eine Dichtefunktion f und eine Verteilungsfunktion F , wobei
F (x) =
∫ x
−∞ f(y) dy. Die Dichtefunktion u¨bernimmt die Aufgabe der Elementarereignisse.
Nun wird also die Wahrscheinlichkeit eines Ereignisses A definiert als Prob(A) =
∫
x∈A f(x) dx
(wobei wir davon ausgehen, dass die Menge A die notwendigen Bedingungen erfu¨llt, um
u¨berhaupt integrierbar zu sein).
Wie erwa¨hnt, u¨bernimmt die Dichtefunktion die Aufgabe der Elementarereignisse. Dement-
sprechend u¨bertragen sich auch die Bedingungen passend auf sie:
∫
Ω f(x) dx = 1 und ∀x ∈
Ω : f(x) ≥ 0.
Nun haben wir zwar eine Wahrscheinlichkeitsverteilung auf Ω definiert, also Wahrscheinlich-
keiten fu¨r jedes mo¨gliche Ereignis A, aber diese interessieren uns vielleicht nicht, sondern nur
davon abgeleitete Gro¨ßen. Nehmen wir z. B. eine Folge von Mu¨nzwu¨rfen mit den Ausga¨ngen
Kopf (K) und Zahl (Z) an. Ein typischer Versuchsausgang lautet nun ZZZK, eine typische
Fragestellung hingegen
”
Wie groß ist die Wahrscheinlichkeit, dass wir o¨fter als 4-mal eine
Zahl erhalten, wenn wir 10-mal werfen?”.
Daher definieren wir Zufallsvariablen X : Ω→ R. Wir bilden also von unserem Ereignisraum
in einen Raum ab, der uns interessiert. Dabei erha¨lt jede Menge aus R als Wahrscheinlichkeit
die Wahrscheinlichkeit der Ereignisse, die unter X zu dieser Menge fu¨hren.
Diese Zufallsvariablen haben einige interessante Kenngro¨ßen. Zwei davon sind der Erwar-
tungswert E(X) = µ und die Varianz V (X) = σ2. Ihre Definitionen lauten
E(X) =
∑
x
x · Prob(X = x) und V (X) =
∑
x
(x−E(X))2 · Prob(X = x)
im diskreten bzw.
E(X) =
∫
x
x · f(x) dx und V (x) =
∫
x
(x−E(X))2 f(x) dx
im kontinuierlichen Fall. Gibt man die Art der Verteilung (Gleichverteilung, Normalvertei-
lung, Poissonverteilung, . . . ), den Erwartungswert und die Varianz an, so liefert das ein gutes
Bild der vorliegenden Verteilung (definiert sie sogar ha¨ufig vollsta¨ndig).
Das Gesetz der großen Zahlen stellt die Verbindung zwischen konkreten Messwerten und
den zugeho¨rigen Wahrscheinlichkeiten her. Es besagt, dass die Wahrscheinlichkeit, im Mit-
tel von dem Erwartungswert der Zufallsvariable abzuweichen, gegen 0 konvergiert. Eine an-
dere asymptotische Behauptung stellt der Zentrale Grenzwertsatz auf: Die Verteilung der
(passend) skalierten Summe von beliebig identisch verteilten Zufallsvariablen Xi konvergiert
gegen die Standardnormalverteilung, falls die Zufallsvariablen unabha¨ngig sind, also
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n∑
i=1
Xi −E(Xi)√
V (Xi)
→ N0,1.
3.6.2 Statistik
Wa¨hrend man bei der Wahrscheinlichkeitsrechnung die Verteilung der Zufallsvariablen kennt
und Aussagen u¨ber die zu erwartenden Ergebnisse machen mo¨chte, ist die Situation in der
Statistik genau gegenteilig. Wir haben konkrete Messwerte vorliegen und mo¨chten nun Aussa-
gen u¨ber die zu Grunde liegende Verteilung machen. Dabei geht man im Allgemeinen davon
aus, dass die
”
Art der Verteilung” (also Binomial-, Normal-, Gleichverteilung, etc.) schon
bekannt ist und nur noch die konkreten Parameter der Verteilung ermittelt werden mu¨ssen.
Dies sind meistens der Erwartungswert und die Varianz.
Dabei gibt es prinzipiell zwei Mo¨glichkeiten. Entweder wir geben (mo¨glichst wahrscheinliche)
Werte fu¨r die gesuchten Parameter an oder wir geben ein Intervall und eine Wahrscheinlichkeit
an, dass unsere Parameter in diesem Intervall liegen. Der erste Fall heißt Punktscha¨tzung und
der zweite aus nahe liegenden Gru¨nden Intervallscha¨tzung.
Bei der Punktscha¨tzung gibt es mehrere Mo¨glichkeiten einen passenden Scha¨tzer, also eine
deterministische Funktion u¨ber den eingegebenen Messwerten, zu finden. Man kann einen
beliebigen Scha¨tzer bestimmen und dessen Erwartungswert berechnen, denn die eingegebe-
nen Messwerte sind ja Zufallsvariablen. Die Abweichung zwischen diesem Erwartungswert
und der zu messenden Gro¨ße nennt man dann Bias. Ist das Bias Null, so haben wir einen
erwartungstreuen Scha¨tzer gefunden.
Eine weitere (nahe liegende) Mo¨glichkeit einen solchen Scha¨tzer zu finden ist das Maximum-
Likelihood-Prinzip. Bei diesem wa¨hlen wir die gesuchten Parameter so, dass die erhaltene
Stichprobe die gro¨ßte Wahrscheinlichkeit hat aufzutreten (unter allen zula¨ssigen Parameter-
einstellungen).
Bei kontinuierlichen Zufallsvariablen hat aber eine solche Punktscha¨tzung (außer in trivialen
Fa¨llen) die Wahrscheinlichkeit Null, den korrekten Wert zu liefern. Daher legen wir lieber ein
Intervall (ein so genanntes Konfidenzintervall) fu¨r die gesuchten Parameter fest und geben
dann eine Wahrscheinlichkeit an, mit der der reale Wert in diesem Intervall liegt (Inter-
vallscha¨tzung).
Eine offensichtliche und ha¨ufig genutzte Methode, solch ein Intervall zu finden, ist die Folgen-
de. Man bestimmt mittels Punktscha¨tzung Werte fu¨r die gesuchten Parameter und schla¨gt
anschließend ein Intervall um jeden Wert. Dadurch erhalten wir einen mehrdimensionalen
Wu¨rfel, in dessen Inneren die gesuchten Parameter mit einer gewissen Wahrscheinlichkeit
liegen (die berechnet werden bzw. die Wahl der Intervalle an diese Wahrscheinlichkeit an-
gepasst werden kann). Diese Wahl ist natu¨rlich nicht eindeutig, man mo¨chte allerdings die
Gro¨ße dieses Hyperwu¨rfels mo¨glichst minimieren. Ein wichtiges Prinzip dazu ist die Pivotal
Quantity, bei der man die Verteilung so modifiziert, dass sie von den gesuchten Parametern
unabha¨ngig wird und dann daraus die passenden Grenzen berechnet. Konkrete Beispiele fu¨r
die Berechnung von Erwartungswert und Varianz befinden sich in dem Vortrag.
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Kann man die Gro¨ße der Stichprobe (passend groß) wa¨hlen, so liefert der Zentrale Grenzwert-
satz eine Mo¨glichkeit, diese Grenzen viel einfacher zu bestimmen, da man dann die Verteilung
”
kennt” (Large-Sample-Konfidenzintervalle).
3.6.3 Hypothesentests
Wa¨hrend typische Fragestellungen der Wahrscheinlichkeitsrechnung ausgehend von einer be-
kannten Wahrscheinlichkeitsverteilung nach der Wahrscheinlichkeit suchen, dass ein bestimm-
tes Ereignis eintritt, wird bei Hypothesentests gerade der umgekehrte Fall betrachtet: Ein be-
stimmtes Ereignis ist eingetreten, und man mo¨chte auf der Grundlage dieses Ereignisses mit
mo¨glichst großer Sicherheit Ru¨ckschlu¨sse auf die zugrunde liegende Wahrscheinlichkeitsvertei-
lung ziehen ko¨nnen. Im Gegensatz zum Scha¨tzen hat man allerdings schon Vermutungen u¨ber
diese Verteilung und benutzt Hypothesentests, um sich fu¨r eine der Mo¨glichkeiten entscheiden
zu ko¨nnen.
Eine Hypothese ist einfach eine Aussage u¨ber die Verteilung einer oder mehrerer Zufallsvaria-
blen. Ein Test einer Hypothese ist eine Vorschrift, ob die Hypothese zuru¨ckgewiesen werden
soll. Das Vorgehen bei Hypothesentests ist also eher indirekt: anstatt zu testen, ob die Rich-
tigkeit einer Hypothese angenommen werden kann, wird getestet, ob man eine Hypothese
ablehnen kann, ohne dass der dabei entstehende Fehler allzu groß wird.
Oft gibt es genau zwei sich gegenseitig ausschließende Hypothesen. In diesem Fall nennt man
die beiden Hypothesen die Nullhypothese und die Alternativhypothese, wobei man u¨blicher-
weise die Formulierungen so wa¨hlt, dass die Nullhypothese diejenige ist, die verworfen werden
soll (im Folgenden wird immer, soweit nicht anders erwa¨hnt, von diesem Fall ausgegangen).
Die Fehlerwahrscheinlichkeiten fu¨r die sich dabei ergebenden zwei Mo¨glichkeiten werden Feh-
ler 1. Art (die Nullhypothese wird verworfen, obwohl sie wahr ist) und Fehler 2. Art (die
Nullhypothese wird angenommen, obwohl sie falsch ist) genannt. Der Bereich, in dem die
Nullhypothese abgelehnt wird, heißt auch kritischer Bereich und der Bereich, in dem sie
angenommen wird, entsprechend Annahmebereich.
Finden und Bewerten von Hypothesentests
Wie findet man nun einen Hypothesentest? Eine grundsa¨tzliche Idee ist, eine Eigenschaft der
Zufallsvariablen zu finden, die sich unter den beiden Hypothesen unterschiedlich verha¨lt. Aus
diesem unterschiedlichen Verhalten la¨sst sich dann ein Test ableiten. Ein Beispiel fu¨r eine
solche Eigenschaft bei einer normalverteilten Zufallsvariablen ist der Mittelwert.
In den meisten Fa¨llen wird man nicht damit zufrieden sein, irgendeinen Test zu finden, son-
dern mo¨chte verschiedene Tests bewerten und miteinander vergleichen ko¨nnen. Dazu werden
Gu¨tekriterien fu¨r Hypothesentests beno¨tigt.
Eine Eigenschaft von Hypothesentests ist die Operationscharakteristik (OC). Fu¨r von einem
Parameter abha¨ngige Verteilungen gilt Folgendes: Die Operationscharakteristik bildet die
Werte des Parameters ab auf die Wahrscheinlichkeit, die Nullhypothese zu akzeptieren. Im
Idealfall nimmt die Operationscharakteristik daher im kritischen Bereich den Wert 0 und im
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Annahmebereich den Wert 1 an. In der Literatur findet man oft noch den Begriff Gu¨tefunkti-
on, die analog auf die Wahrscheinlichkeit abbildet, dass die Nullhypothese angenommen wird,
daher also 1−OC ist.
Die Gro¨ße eines Tests ist ein auf der Operationscharakteristik aufbauendes Gu¨tekriterium
fu¨r Hypothesentests. Sie ist definiert als 1 minus dem Infimum der Operationscharakteristik
fu¨r alle zur Nullhypothese geho¨renden Parameterwerte annimmt.
Im Folgenden sei nun der Fall angenommen, dass eine Stichprobe gegeben ist, fu¨r die ent-
schieden werden soll, aus welcher von zwei bekannten Verteilungen sie stammt. Bei einer
einzigen Beobachtung ist eine intuitive Entscheidungsregel, sich fu¨r diejenige Verteilung zu
entscheiden, die fu¨r diese Beobachtung den gro¨ßeren Wert annimmt. Diese Intuition erweist
sich als brauchbar in verallgemeinerter Form.
Ein Test heißt einfacher Likelihood-Ratio-Test, wenn er die folgende Form hat: Betrachte
das Verha¨ltnis λ der Wahrscheinlichkeit, dass die Beobachtung aus der Verteilung der Null-
hypothese stammt, zu der Wahrscheinlichkeit, dass die Beobachtung aus der Verteilung der
Alternativhypothese stammt. Wa¨hle eine Konstante. Verwirf die Nullhypothese, wenn das
Verha¨ltnis λ kleiner als die Konstante ist; akzeptiere die Nullhypothese, wenn dieses Verha¨lt-
nis gro¨ßer als die Konstante ist. Im Falle der Gleichheit spielt es keine Rolle, ob der Test
immer verwirft, immer akzeptiert oder randomisiert entscheidet.
Optimalita¨t von Hypothesentests
Ein einfaches Gu¨tekriterium eines Tests ist ein niedriger Fehler 1. bzw. 2. Art. Um beide Fehler
mit einzubeziehen, kann man die Summe der Fehlerwahrscheinlichkeiten minimieren oder
bei fester Wahrscheinlichkeit fu¨r einen Fehler 1. Art (der u¨blicherweise als der Schlimmere
angesehen wird) die fu¨r einen Fehler 2. Art minimieren.
Die Definition eines Most Powerful Test orientiert sich an der zweiten dieser Mo¨glichkeiten:
Ein Most Powerful Test einer gegebenen Gro¨ße α ist ein Test mit Gro¨ße α und einer unter
allen anderen Tests mit dieser Gro¨ße maximalen Wahrscheinlichkeit, die Nullhypothese zu
verwerfen, wenn sie falsch ist. Das Neyman-Pearson-Lemma gibt an, wie man einen Most
Powerful Test zu einer vorgegebenen Gro¨ße konstruieren kann.
Ein anderes Gu¨tekriterium eines Tests ist das von
”
geringstem Verlust“: Man definiert eine
Verlustfunktion, die den Verlust einer Entscheidung bei gegebenem wahren Wert angibt.
U¨blicherweise hat eine richtige Entscheidung einen Verlust von 0, alle anderen Entscheidungen
haben positiven Verlust.
Intuitiv wird man bei einem Vergleich von mehreren Tests denjenigen Test bevorzugen, der
den geringsten Verlust verursacht. Das Problem dabei ist, dass es selten einen Test geben wird,
der in allen Fa¨llen den geringsten Verlust hat. Daher wird der
”
durchschnittliche Verlust“ be-
trachtet. Dazu definiert man die Risikofunktion als den erwarteten Verlust. Ein Minimax-Test
ist dann ein Test mit minimalem gro¨ßten Risiko. Auch hier la¨sst sich wieder eine Konstruk-
tionsvorschrift fu¨r Tests mit dieser Eigenschaft angeben.
Alle Tests mit den bisher vorgestellten Eigenschaften (Most Powerful Test, Minimax-Test)
sind Likelihood-Ratio-Tests.
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Im Falle zusammengesetzter Hypothesen (d. h. die Hypothese bestimmt die Verteilung nicht
vollsta¨ndig) la¨sst sich a¨hnlich vorgehen, so dass eine Verallgemeinerung des Likelihood-Ratio-
Prinzips zur Definition eines Uniformly Most Powerful Test fu¨hrt.
3.6.4 Zusammenhang zwischen Konfidenzintervallen und Tests
Tests und Konfidenzintervalle stehen in einem engen Zusammenhang. Zum einen kann man
aus einem Konfidenzintervall einen Test auf Θ = Θ0 gegen Θ 6= Θ0 erhalten, indem wir
u¨berpru¨fen, ob der Wert Θ0 in unserem Konfidenzintervall liegt. Falls das Konfidenzintervall
eine Fehlerwahrscheinlichkeit von α hatte, so erhalten wir dabei einen Test der Gro¨ße α.
Es ist aber andererseits auch mo¨glich, aus einer Reihe von Tests der Art Θ = Θ0 gegen Θ 6= Θ0
ein Konfidenzintervall zu bestimmen (wobei das Θ0 bei den Tests wa¨hlbar sein muss).
Da große Testreihen jedoch meist mit erheblichem Aufwand verbunden sind, wu¨nscht man
sich mo¨glichst kleine, aber dennoch aussagekra¨ftige Tests (also Tests mit kleiner Fehler-
wahrscheinlichkeit). Zwischen diesen beiden Gro¨ßen besteht natu¨rlich ein Trade-Off. Aber
manchmal gelangt man in die Situation, dass ein Teil der Stichprobe bereits ausreicht, um
ein
”
richtiges” Ergebnis zu nennen. Dies ist jedoch erst bei der Auswertung der konkreten
Stichprobe erkennbar, muss also wa¨hrend der
”
Laufzeit” des Tests geschehen. Dies fu¨hrt zu
sequenziellen Tests, die nach jeder betrachteten Stichprobe u¨berpru¨fen, ob eine gewisse
”
Si-
cherheit” des Ergebnisses vorliegt und nur dann die na¨chste Probe betrachten, falls dies nicht
erfu¨llt ist.
3.7 Black-Box Komplexita¨t
Vortragender: Kai Plociennik
Literatur: Der Vortrag basiert auf der Arbeit [9].
Die Motivation fu¨r den Vortrag mit dem Thema Black-Box Komplexita¨t war, dass im Bereich
der evolutiona¨ren Algorithmen, mit denen wa¨hrend der Projektgruppe im Wesentlichen um-
gegangen werden wu¨rde, eine speziell an das Szenario dieser Algorithmen und der von ihnen
behandelten Probleme angepaßte Komplexita¨tstheorie vonno¨ten ist, um Aussagen u¨ber die
Performanz solcher Algorithmen angemessen beurteilen zu ko¨nnen.
Diese Notwendigkeit entsteht aus mehreren Gru¨nden:
• Im Bereich evolutiona¨rer Algorithmen wird die Rechenzeit anders beurteilt als in der
klassischen algorithmischen Komplexita¨tstheorie. Die Rechenzeit wird u¨ber die Zahl der
Funktionsauswertungen bestimmt, die ein Algorithmus zum Optimieren einer Funktion
beno¨tigt, anstelle zum Beispiel der Zahl der Rechenschritte einer Turingmaschine.
• Die Informationen, die ein solcher Algorithmus u¨ber seine Eingabe erha¨lt, sind ande-
re. Eingaben sind Funktionen auf einem Suchraum und die einzige Mo¨glichkeit, die
ein evolutiona¨rer Algorithmus besitzt, um Informationen u¨ber eine solche Funktion zu
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bekommen, ist die Funktion an einzelnen Punkten des Suchraumes auszuwerten. Dem
gegenu¨ber steht die kompakte Beschreibung einer Eingabe in der klassischen Komple-
xita¨tstheorie.
• Evolutiona¨re Algorithmen zeichnen sich ha¨ufig durch bestimmte Eigenschaften ihrer
Arbeitsweise aus. Beispielsweise werden ha¨ufig in Algorithmen, die auf Bitstrings als
Suchraum arbeiten, Nullen und Einsen symmetrisch behandelt und es wird keine be-
sondere Ordnung der einzelnen Bits des Suchraums vorausgesetzt.
Alle drei Punkte mu¨ssen also bei einer fairen Bewertung der Rechenzeit evolutiona¨rer Algo-
rithmen beru¨cksichtigt werden, und dies leistet die Theorie der Black-Box Komplexita¨t.
3.7.1 Die Theorie
Die vorgestellte Theorie ist in der erwa¨hnten Arbeit beschrieben. Das Rechenmodell welches
zur Messung der Rechenzeit benutzt wird ist nichtuniform und es wird fu¨r solche Rechner
und Klassen von Problemen die bestmo¨gliche Worst-Case erwartete Laufzeit gemessen. Das
bedeutet man betrachtet fu¨r einen (randomisierten) Algorithmus die schlechteste Laufzeit
bezu¨glich aller Eingaben aus der Problemklasse und die Bildung des Erwartungswertes der
Laufzeit eines Algorithmus auf einem Problem bezieht sich auf die mo¨glichen Abla¨ufe des Al-
gorithmus. U¨ber alle mo¨glichen Algorithmen wird dann das Minimum der erzielten Laufzeiten
benutzt, um die Komplexita¨t einer Problemklasse festzulegen.
Der Vorteil dieser Theorie (das heißt der Verwendung des benutzten (nichtuniformen) Re-
chenmodelles und der in der Theorie benutzten Definition von Komplexita¨t) liegt darin, dass
die einzige bis heute bekannte Methode zur Bestimmung von unteren Schranken fu¨r den Res-
sourcenverbrauch randomisierter Algorithmen benutzt werden kann, um untere Schranken
fu¨r die Black-Box-Komplexita¨t zu zeigen. Diese Methode ist das Minimax-Prinzip von Yao
[35]. In vielen Fa¨llen ist es mit dieser Methode einfach, untere Schranken fu¨r die Komplexita¨t
eines Problems (Problemklasse) zu zeigen.
3.7.2 Vorgestellte Teile der Theorie
Es wurden die Grundlagen der Theorie zusammen mit der erwa¨hnten Methode vorgestellt,
welche an einigen Beispielen demonstriert wurde und zeigte, dass der Beweis von unteren
Schranken der Komplexita¨t in einigen Fa¨llen tatsa¨chlich kurz und einfach ist. Des Weiteren
wurde angerissen, wie die Theorie auf Szenarien ausweitbar ist, die nicht immer vollsta¨ndig
mit dem eigentlichen Szenario u¨bereinstimmen. Dies bezieht sich zum Beispiel darauf, dass die
Klassen von Problemen, die behandelt werden, im Sinne der Definition endlich sein mu¨ssen. Es
gibt aber die Mo¨glichkeit, im Einzelfall auch Ergebnisse u¨ber unendlich große Problemklassen
zu erhalten.
3.7.3 Ergebnisse
Unter den vorgestellten Ergebnissen waren einige, die das Verhalten von Algorithmen auf
bestimmten Funktionen in ein neues Licht ru¨cken. Beispielsweise gibt es Funktionen, die
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als eine Art Beispielfunktion fu¨r schlechtes Verhalten evolutiona¨rer Algorithmen konstruiert
wurden, und es ist auch mo¨glich, eine hohe Laufzeit von evolutiona¨ren Algorithmen auf
solchen Funktionen zu beweisen. Mit den Ergebnissen der Black-Box-Komplexita¨t erkennt
man aber, dass diese hohe (exponentielle) Laufzeit nicht aufgrund des schlechten oder nicht fu¨r
diese Probleme geeigneten Verhaltens der Algorithmen entsteht, sondern probleminha¨rent ist.
Das heißt, dass diese Probleme eine exponentielle Black-Box-Komplexita¨t besitzen und man
fairerweise also gar nicht erwarten kann, dass evolutiona¨re Algorithmen, deren Performanz
mit dieser Komplexita¨tstheorie relativ fair bewertet wird, sich besser verhalten.
Dem gegenu¨ber stehen andere Ergebnisse, die das etablierte Versta¨ndnis und die Intuition
u¨ber das Verhalten evolutiona¨rer Algorithmen korrigieren. Beispielsweise ist eine oft gea¨ußer-
te Meinung u¨ber Probleme (Funktionen), dass diese fu¨r evolutiona¨re Algorithmen nur dann
schwierig sein ko¨nnen, wenn sie viele lokale Optima besitzen. Dies entsteht aus der Beobach-
tung, dass evolutiona¨re Algorithmen Probleme damit haben, aus lokalen Optima heraus zu
gelangen, aber meistens mit Funktionen, fu¨r die es in nicht optimalen Punkten immer bessere
Nachbarn gibt, keine Probleme haben.
Im Vortrag wurde erwa¨hnt, dass man fu¨r die Klasse unimodaler Funktionen (das sind solche
Funktionen, wie sie eben erwa¨hnt wurden) eine exponentielle Black-Box-Komplexita¨t zeigen
kann, was im krassen Gegensatz zur hergebrachten Einscha¨tzung des Verhaltens evolutiona¨rer
Algorithmen auf solchen Funktionen steht.
3.7.4 Erkenntnisse
Die Theorie der Black-Box-Komplexita¨t zusammen mit den vorgestellten Ergebnissen ru¨ckt
das Laufzeitverhalten einiger evolutiona¨rer Algorithmen auf bestimmten Funktionen in ein
neues Licht. Diese Dinge sollten helfen, ein tieferes Versta¨ndnis des Verhaltens evolutiona¨rer
Algorithmen zu entwickeln und die Laufzeit solcher Algorithmen realistischer einscha¨tzen zu
ko¨nnen.
3.8 Methoden zur Analyse evolutiona¨rer Algorithmen
Vortragende: Heiko Ro¨glin, Dirk Sudholt
Literatur: Das Referat beruhte zu großen Teilen auf [46]. Dort findet man auch weitere Lite-
raturverweise.
3.8.1 Einleitung
In diesem Referat wurden Methoden vorgestellt, wie man das globale Verhalten evolutiona¨rer
Algorithmen analysieren kann. Von besonderem Interesse war die Zufallsvariable Xf , die an-
gibt, wie viele Schritte der untersuchte evolutiona¨re Algorithmus braucht, um die Funktion f
zu optimieren. Es wurden Methoden vorgestellt, um den Erwartungswert und die Verteilung
von Xf zu untersuchen. Diese Methoden wurden dann auf ausgewa¨hlte einfache Funktionen
angewendet, die in abstrakter Form typische Eigenschaften praktischer Probleme widerspie-
geln und fu¨r die eine vollsta¨ndige Analyse bereits gelungen ist.
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3.8.2 Die Methode der Fitnessschichten
Die Methode der Fitnessschichten wurde vorgestellt als eine einfache, aber effektive Methode
zur Berechnung oberer Schranken fu¨r die erwartete Optimierungszeit.
Der Suchraum wird partitioniert in Fitnessschichten, das sind Mengen von Suchpunkten,
die sich bezu¨glich ihrer Fitness total ordnen lassen. Dann errechnen sich die gewu¨nschten
Schranken aus den erwarteten Zeiten, bis Fitnessschichten zu Gunsten besserer Schichten
verlassen werden.
Die Methode der Fitnessschichten wurde daraufhin auf einige einfache Beispielfunktionen
angewendet und es wurden Simulationen des (1+1) EAs vorgefu¨hrt.
3.8.3 Tail Inequalities
An einem Beispiel wurde aufgezeigt, dass es im Allgemeinen nicht ausreicht, nur die erwartete
Optimierungszeit zu berechnen. Eine Funktion, deren erwartete Optimierungszeit exponen-
tiell ist, kann unter Umsta¨nden durch unabha¨ngige Multistarts in polynomieller erwarteter
Zeit optimiert werden. Deswegen ist es wichtig, auch die Verteilung der Optimierungszeit zu
untersuchen.
Zu diesem Zweck wurden zwei so genannte Tail Inequalities vorgestellt. Das sind Ungleichun-
gen, mit denen man fu¨r eine Zufallsvariable abscha¨tzen kann, wie wahrscheinlich Abweichun-
gen vom Erwartungswert sind.
Zuerst wurde die Markoff-Ungleichung vorgestellt; diese la¨sst sich auf alle Zufallsvariablen
anwenden, die nur nicht-negative Werte annehmen. Da die Voraussetzung fu¨r die Anwendung
der Markoff-Ungleichung derart allgemein ist, kann man nicht erwarten, dass sie in speziellen
Situationen gute Abscha¨tzungen liefert.
Wir haben die Markoff-Ungleichung am Beispiel der Einsen in einem zufa¨lligen Suchpunkt
aus {0,1}n angewendet. Diese Anzahl ist binomialverteilt, wir haben also wesentlich mehr
Informationen zur Verfu¨gung als in der Markoff-Ungleichung ausgenutzt werden. Deswegen
ist das Ergebnis auch nicht besonders u¨berzeugend.
Um bessere Ergebnisse zu erzielen, haben wir die Chernoff-Ungleichung vorgestellt. Diese ist
speziell fu¨r binomialverteilte Zufallsvariablen ausgelegt und liefert deswegen auch ein deut-
lich besseres Ergebnis: beim Beispiel sind Abweichungen vom Erwartungswert n2 um einen
additiven Term der Gro¨ßenordnung nε mit ε > 12 exponentiell unwahrscheinlich.
Als letztes Beispiel wurde die Chernoff-Ungleichung noch dazu benutzt, um zu zeigen, dass
die obere Schranke O(n2) fu¨r die erwartete Optimierungzeit von LeadingOnes mit einer
Wahrscheinlichkeit exponentiell nahe an 1 eingehalten wird.
3.8.4 Das Coupon Collector’s Theorem
Zuna¨chst wurde die folgende Fragestellung untersucht: Ein Sammler mo¨chte n verschiedene
Objekte (z. B. Fußball-Bilder) sammeln. Beim Kauf sieht er nicht, welches der n Objekte er
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erwirbt, aber jedes ist mit gleicher Wahrscheinlichkeit in der Verpackung. Wie viele Objekte
muss er dann im Erwartungswert kaufen, bis er jedes der n Objekte mindestens einmal
besitzt?
Die Antwort auf diese Frage lautet: n · lnn+O(n). Weiterhin wurde gezeigt, dass Abweichun-
gen vom Erwartungswert in diesem Szenario sehr unwahrscheinlich sind.
Dieses Ergebnis kann man z. B. dafu¨r benutzen, um eine untere Schranke fu¨r die erwartete
Optimierungszeit des (1+1) EA auf Funktionen mit eindeutigem Optimum zu zeigen. Bei
einer zufa¨lligen Initialisierung sind im Erwartungswert n2 viele Bits nicht so belegt wie im
optimalen Suchpunkt. A¨hnlich wie der Sammler muss nun der (1+1) EA jedes dieser falsch
belegten Bits einmal
”
sammeln“, d. h. in diesem Kontext, dass jedes falsche Bit einmal ge-
flippt werden muss. Im Erwartungswert flippt pro Schritt ein Bit. Mit ein paar technischen
Tricks kann man nun das obige Theorem anwenden und zeigen, dass der (1+1) EA im Er-
wartungswert Ω(n log n) viele Schritte braucht, um das Optimum zu erreichen.
3.8.5 Typische La¨ufe
Eine wichtige Idee bei der Analyse evolutiona¨rer Algorithmen ist, typische La¨ufe zu betrach-
ten: Die erwartete Optimierungszeit eines typischen Laufs wird abgescha¨tzt und mit der
Wahrscheinlichkeit verrechnet, dass ein Lauf nicht typisch ist.
Dabei la¨sst sich ein Lauf oft in mehrere Phasen einteilen, die unterschiedliche Ziele haben
und die in gewissen Grenzen separat analysiert werden ko¨nnen. Der Vorteil ist, dass man bei
einem fehlerfreien Lauf in einer Phase voraussetzen kann, dass das Ziel der vorigen Phase
erreicht worden ist.
Diese Ideen wurde erkla¨rt und auf ausgewa¨hlte Funktionen angewendet, um den praktischen
Einsatz zu zeigen. Das Beispiel einer so genannten Pfadfunktion mit einem Pfad benach-
barter Punkte in Richtung des Optimums stellte gleichzeitig eine U¨berleitung zum na¨chsten
Abschnitt dar.
3.8.6 Plateaus und Gambler’s Ruin
In diesem Abschnitt wurde der Frage nachgegangen, wie evolutiona¨re Algorithmen sich ver-
halten, wenn die Fitnessfunktion keinerlei Hinweise gibt, in welcher Richtung das Optimum
liegt. So genannte Plateaus sind Mengen von benachbarten Suchpunkten mit gleicher Fitness.
Als Anwendungsbeispiel wurde die Pfadfunktion aus dem vorigen Abschnitt leicht modifiziert,
so dass der Pfad keine ansteigende Fitness aufweist, sondern ein Plateau mit n Suchpunkten
darstellt. Mit Hilfe von
”
Gambler’s Ruin“, ein Theorem aus der Wahrscheinlichkeitstheo-
rie, und einer Simulation wurde gezeigt, dass der (1+1) EA eine Irrfahrt auf dem Plateau
durchfu¨hrt und bei polynomiell kleinen Plateaus die gegebene Fitnessfunktion effizient opti-
miert.
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3.8.7 Analysen mit Potenzialfunktionen
Die Funktion BinaryValue wurde betrachtet, diese interpretiert Bitstrings aus {0,1}n als
Bina¨rzahlen und ordnet ihnen den Wert als Bina¨rzahl als Fitness zu. Die Analyse des Ver-
haltens des (1+1) EA auf dieser Funktion gestaltet sich zuna¨chst als schwierig. Das Problem
ist na¨mlich, dass der Fitnesswert kein guter Indikator dafu¨r ist, wie nah man dem Optimum
ist. Das Optimum ist der String 1n, der String 01n−1 hat aber eine kleinere Fitness als der
String 10n−1, obwohl der Hamming-Abstand des letzteren Strings vom Optimum deutlich
gro¨ßer ist.
Lo¨sung des Problems ist es, eine Potenzialfunktion einzufu¨hren. Diese Funktion ordnet den
Individuen Potenzialwerte zu, die den Abstand zum Optimum besser beschreiben als die
eigentliche Fitnessfunktion. In diesem Fall bietet es sich an, die Anzahl der Einsen als Poten-
zialfunktion zu nehmen. Aus technischen Gru¨nden unterteilt man die Optimierung in zwei
Phasen. Die erste Phase ist beendet, wenn die erste Ha¨lfte des Strings nur noch aus Einsen
besteht. Deswegen nimmt man in der ersten Phase als Potenzial die Anzahl der Einsen in
der ersten Ha¨lfte des Strings und in der zweiten Phase die Anzahl der Einsen in der zweiten
Ha¨lfte.
Das Problem ist nun aber, dass sich der (1+1) EA nicht an der Potenzialfunktion, sondern an
der eigentlichen Fitnessfunktion orientiert, d. h. insbesondere, dass das Potenzial in einzelnen
Schritten auch wieder sinken kann. Es wurde jedoch gezeigt, dass man im Erwartungswert nur
konstant viele erfolgreiche Schritte braucht, um das Potenzial um 1 zu erho¨hen. Erfolgreiche
Schritte sind im Wesentlichen diejenigen, bei denen ein neuer Suchpunkt erzeugt wird, den
der (1+1) EA akzeptiert.
Als Ergebnis erhalten wir, dass BinaryValue vom (1+1) EA in erwarteter Zeit O(n log n)
optimiert wird. Diese Analyse la¨sst sich auch auf alle linearen Funktionen erweitern.
3.8.8 Analysen mit Rekombination
Zu guter Letzt wurde die Analyse evolutiona¨rer Algorithmen angesprochen, die mit Rekom-
bination arbeiten. Hier entstehen Abha¨ngigkeiten zwischen Individuen der Population, die
die Analyse gegenu¨ber dem (1+1) EA stark erschweren.
Als Beispiel fu¨r eine Analyse mit Rekombination wurden Funktionen ausgewa¨hlt, die speziell
fu¨r den Einsatz von Rekombination ausgelegt sind und nur mit Hilfe von Rekombination
effizient zu optimieren sind.
Dies war gleichzeitig ein weiteres Beispiel fu¨r eine Analyse typischer La¨ufe mit einer Einteilung
in Phasen. Der Optimierungsprozess wurde dabei durch eine Simulation veranschaulicht.
3.9 (1+λ) EA
Vortragender: Matthias Englert
Literatur: Der Vortrag basiert auf [20].
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In der Analyse des (1+λ) EA [20] wird das asymptotische Laufzeitverhalten des (1+λ) EA
in Abha¨ngigkeit von λ und der Suchraumdimension untersucht. Hierzu wird die Laufzeit des
(1+λ) EA mit der des (1+1) EA auf drei ausgewa¨hlten Funktionen verglichen.
Es zeigt sich, dass der (1+λ) EA dem (1+1) EA auf den einfachen Funktionen Leading-
Ones und OneMax fu¨r kein λ u¨berlegen ist. Wa¨hlt man λ zu groß, optimiert der (1+λ) EA
die Funktionen sogar langsamer als der (1+1) EA. Den Punkt, bis zu dem man λ erho¨hen
kann, ohne einen signifikanten Laufzeitverlust gegenu¨ber dem (1+1) EA zu erleiden, asympto-
tisch genau zu bestimmen, ist ein vorrangiges Ziel der durchgefu¨hrten Analyse. Ein weiteres
wichtiges Ziel ist, nachzuweisen, dass es Funktionen gibt, die von dem (1+λ) EA deutlich
schneller optimiert werden als von dem (1+1) EA. Die zu diesem Zweck konstruierte Funk-
tion, die im folgenden als ErringLights bezeichnet wird, ist komplexer als LeadingOnes
und OneMax und besitzt eine Vielzahl lokaler Optima.
3.9.1 Der (1+λ) EA
Der Algorithmus verla¨uft wie folgt:
1. Wa¨hle x = (x1, . . . , xn) ∈ {0,1}n zufa¨llig gleichverteilt.
2. Erzeuge unabha¨ngig λ Mutanten y1, . . . , yλ aus x, indem die Bits von x unabha¨ngig
voneinander mit Mutationswahrscheinlichkeit 1/n geflippt werden.
3. Ermittle den maximalen Funktionswert unter den Mutanten:
m := max{f(y1), . . . , f(yλ)}.
4. Falls m ≥ f(x) gilt, ersetze x durch ein Individuum, welches aus der Menge der yi mit
maximalem Funktionswert {yi | f(yi) = m} zufa¨llig gewa¨hlt wird.
5. Weiter bei Schritt 2.
Die Optimierungszeit wird in Funktionsauswertungen, nicht in Generationen gemessen. Daher
sollte λ immer polynomiell beschra¨nkt sein. Es gibt also eine Konstante k, so dass λ ≤ nk
gilt.
3.9.2 LeadingOnes
Fu¨r die erwartete Laufzeit des (1+λ) EA auf LeadingOnes gilt E(XLeadingOnes)= Θ(n
2 +
n ·λ). Die obere Schranke la¨sst sich leicht durch die Methode der fitnessbasierten Partitionen
zeigen. Die untere Schranke erha¨lt man, indem man zuna¨chst davon ausgeht, dass mit wenigs-
tens n/2 Nullen gestartet wird und in n2 Generationen kein Mutant durch das Flippen von
mehr als k + 3 Nullen gebildet wird. Entsprechend der Methode des typischen Laufes muss
man anschließend noch nachweisen, dass die Wahrscheinlichkeit, dass eine dieser Annahmen
verletzt wird, nicht u¨berma¨ßig groß ist. Nicht u¨berma¨ßig groß bedeutet hierbei, dass die Sum-
me der Wahrscheinlichkeiten (im Folgenden Fehlerwahrscheinlichkeiten genannt) durch eine
Konstante echt kleiner eins nach oben beschra¨nkt sein sollte. Die Fehlerwahrscheinlichkeit
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fu¨r eine Initialisierung mit weniger als n/2 Nullen ist ho¨chstens 1/2. Fu¨r die Fehlerwahr-
scheinlichkeit, dass es unter n2 Generationen eine Generation gibt, in der mehr als k + 3
Nullen geflippt werden, erha¨lt man 1/n als obere Schranke. Die beiden Annahmen sind daher
zula¨ssig.
Die Optimierungszeit des (1+1) EA auf LeadingOnes betra¨gt Θ(n2). Der kritische Punkt
fu¨r λ ist also λ = Θ(n). Fu¨r λ = ω(n) ist der (1+λ) EA deutlich schlechter als der (1+1) EA.
Fu¨r kleinere λ sind beide Algorithmen asymptotisch gleichwertig.
Dies la¨sst sich auch anschaulich begru¨nden. Die Wahrscheinlichkeit, durch eine Mutation eine
Verbesserung zu erzielen, ist wa¨hrend der gesamten Laufzeit etwa 1/n. Demnach erwarten wir
unter nMutanten etwa einen mit verbessertem Funktionswert. Es sollte also keinen deutlichen
Unterschied machen, ob wir erst n Mutanten erzeugen und dann den einen Besseren suchen
oder ob wir immer nur einen Mutanten erzeugen und diesen gleich u¨berpru¨fen.
3.9.3 OneMax
Bei OneMax verhalten sich die Dinge a¨hnlich wie bei LeadingOnes. Lediglich die Analyse
gestaltet sich schwieriger, da sich bei OneMax die Wahrscheinlichkeit ein Kind zu erzeugen,
das besser als sein Elter ist, im Laufe der Zeit stark a¨ndert.
Als erste obere Schranke fu¨r die Optimierungszeit des (1+λ) EA auf OneMax kann man mit
Hilfe der fitnessbasierten Partitionen nachweisen, dass E(XOneMax)= O(nλ+ n log n) gilt.
Die weitere obere Schranke E(XOneMax) = O(n log n) wird fu¨r λ = O
(
lnn·ln ln n
ln ln ln n
)
nachgewie-
sen. Hierzu wird der Lauf in zwei Phasen unterteilt. In der ersten Phase gilt OneMax(x) ≤
n − nln lnn wa¨hrend die zweite Phase durch OneMax(x) > n − nln ln n charakterisiert wird.
Die zweite Phase ist so kurz, dass mit Standardmethoden die gewu¨nschte obere Schranke
nachgewiesen werden kann. In der ersten Phase macht man sich dagegen zu Nutzen, dass
die Wahrscheinlichkeit, eine Verbesserung zu erzielen, groß ist. Beide Phasen lassen sich nun
unabha¨ngig voneinander analysieren. Sowohl fu¨r die erste als auch fu¨r die zweite Phase er-
gibt sich eine Laufzeit von O(n log n) und somit ist auch die erwartete Gesamtlaufzeit durch
O(n log n) nach oben beschra¨nkt.
Um als erste untere Schranke E(XOneMax)= Ω(λ
n
log n) nachzuweisen, bedient man sich wieder
der Methode des typischen Laufs. Die beiden Annahmen sind diesmal:
1. Wir starten mit wenigstens n/2 Nullen.
2. Unter n Generationen reduziert keine die Distanz zum Optimum um mehr als log n.
Die Fehlerwahrscheinlichkeit zu 1. ist bekanntermaßen ho¨chstens 1/2. Fu¨r die Fehlerwahr-
scheinlichkeit von 2. ergibt sich nach kurzer Rechnung e−Ω(log(n) log log n). Damit sind die bei-
den Annahmen zula¨ssig und man erha¨lt als erwartete Laufzeit unmittelbar E(XOneMax) =
Ω
(
λ nlog n
)
.
Um sicher zu sein, dass der (1+λ) EA dem (1+1) EA fu¨r kein λ u¨berlegen ist, zeigt man die
weitere untere Schranke E(XOneMax)= Ω(n log n) fu¨r λ = o
( √
n
log n
)
. Wieder geht man von
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einem typischen Ereignis aus, na¨mlich, dass es einen Zeitpunkt gibt, an dem OneMax(x) ∈
{n− d√ne , . . . , n− d√n/2e} gilt. Ab diesem Zeitpunkt ist die Wahrscheinlichkeit, in n log n
Generationen einen Mutanten y von x mit OneMax(y) ≥ OneMax(x)+3 zu erzeugen, o(1)
(fu¨r λ = o
( √
n
log n
)
). Auch dieses Ereignis kann daher vernachla¨ssigt werden und es folgt das
gewu¨nschte Ergebnis.
Man weiß nun, dass der (1+λ) EA auf OneMax fu¨r λ = O
(
lnn·ln ln n
ln ln ln n
)
asymptotisch die
gleiche erwartete Laufzeit wie der (1+1) EA hat und dass er fu¨r λ = ω(log2 n) dem (1+1) EA
unterlegen ist. Auch wurde gezeigt, dass er nie eine bessere erwartete Laufzeit besitzt als
der (1+1) EA. Es zeigt sich außerdem, dass der (1+λ) EA fu¨r λ = ω
(
lnn·ln ln n
ln ln ln n
)
tatsa¨chlich
langsamer als der (1+1) EA wird.
3.9.4 Zusammenfassung bisheriger Ergebnisse
Folgende Schranken wurden fu¨r den (1+λ) EA gezeigt:
Funktion Schranke Bedingung
LeadingOnes O(n2 + nλ)
LeadingOnes Ω(nλ)
LeadingOnes Ω(n2)
OneMax O(n log n+ nλ)
OneMax Ω(λ n
log n
)
OneMax Ω(n logn)
OneMax Θ(n logn) λ = O( ln n·ln ln n
ln ln ln n
)
3.9.5 ErringLights
Bisher wurden nur sehr einfache Funktionen untersucht, auf denen der (1+1) EA bereits gute
Optimerungszeiten zeigt. Es war nicht zu erwarten, dass der (1+1) EA auf diesen Funktionen
von dem (1+λ) EA geschlagen wird. Es ist aber mo¨glich, eine Funktion ErringLights zu
konstruieren, bei der, fu¨r gut gewa¨hltes λ, eine erwartete Laufzeit von O(n2) des (1+λ) EA
einer erwarteten exponentiellen Laufzeit des (1+1) EA gegenu¨ber steht.
Zuna¨chst wird eine Funktion entworfen, die die entscheidenen Kernelemente von Erring-
Lights entha¨lt. Fu¨r diese Kernfunktion setzt man allerdings voraus, dass nicht zufa¨llig son-
dern mit 0n initialisiert wird.
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• Die Funktion hat einen Hauptpfad
0i1n−i.
• Auf dem Hauptpfad befinden sich etwa√
n
2
Verzweigungspunkte.
• An den Verzweigungspunkten wird der
Funktionswert auch durch das Flippen
eines der b√nc linkesten Bits erho¨ht.
An Verzweigungspunkten gibt es also eine
ganze Reihe von Pfaden, von denen aber nur
einer zum globalen Optimum fu¨hrt.
Die Wahrscheinlichkeit, dass der (1+1) EA diese Funktion in polynomieller Zeit optimiert, ist
ho¨chstens 2−Ω(
√
n log n). Die Wahrscheinlichkeit, dass der (1+λ) EA mit λ = nλ′, λ′ ∈ N diese
Funktion in O(n2λ′) Schritten optimiert, ist mindestens 1− ε fu¨r alle ε > 0. Der Vorteil des
(1+λ) EA ist, dass er, im Gegensatz zum (1+1) EA, normalerweise keins der lokalen Optima
erreicht. An Verzweigungspunkten gibt es sehr viel mehr Wege zum lokalen, als zum globalen
Optimum. Es ist also sehr viel wahrscheinlicher, dass ein (1+1) EA zum lokalen Optimum
la¨uft. Der (1+λ) EA erzeugt dagegen mit großer Wahrscheinlichkeit zumindest einen Nach-
fahren, der eine geringer Distanz zum globalen Optimum hat und da die Funktionswerte in
Richtung des Hauptpfades sta¨rker ansteigen, wird dieser Nachfahre bevorzugt.
3.10 Maximale Matchings
Vortragender: Stefan Tannenbaum
Literatur: Die Grundlage dieses Seminarvortrags bildet [14].
Zum Abschluss der Seminarreihe behandelten wir das Verhalten des (1+1) EA auf maximalen
Matchings.
3.10.1 Zielsetzung
Das Problem, ein maximales Matching zu berechnen, ist Teil einiger kombinatorischer Fra-
gestellungen und tritt beispielsweise bei Packet-Switching Netzwerken auf. Auf den ersten
Blick a¨hnelt es typischen NP-harten Problemen, dennoch existieren zur Berechnung von ma-
ximalen Matchings bereits effiziente deterministische Algorithmen. Daher mag die Verwen-
dung von EAs zur Berechnung von maximalen Matchings zuerst sinnlos erscheinen. Sie ist
es auch, ebenso wie die Verwendung von EAs auf Problemen wie Sortieren, OneMax oder
Trap vollkommen sinnlos ist. Unser Ziel ist nicht die Anwendung, sondern die Analyse von
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evolutiona¨ren Algorithmen, um ihr Verhalten besser zu verstehen und so zu Voraussagen u¨ber
das Verhalten bei in der Realita¨t interessanten Problemen kommen zu ko¨nnen.
Das Problem maximale Matchings zu berechnen ist in diesem Zusammenhang besonders
interessant. Es ist so komplex, dass es ein realistisches Modell fu¨r andere praktische Optimie-
rungsprobleme liefert, dabei aber dennoch so gut verstanden, dass eine Analyse zumindest
einiger wichtiger Eigenschaften gelingen konnte. Es stellt eine erste Anwendung der zuvor an
abstrakten Funktionen entwickelten Analysemethoden an einem realistischen Problem dar.
3.10.2 Ergebnisse
Im Vortrag wurde zuerst gezeigt, wie das Problem maximale Matchings, das ja auf Graphen
definiert ist, geeignet fu¨r einen (1+1) EA kodiert werden kann. Dazu wird jeder Kante ein
Bit zugeordnet, alle Kanten deren Bits gesetzt sind, bilden dann das Matching. Die Fitness
eines Matchings entspricht der Zahl der gewa¨hlten Kanten. Ungu¨ltige Matchings erhalten
allerdings statt dessen eine negative Fitness, deren Betrag der Zahl sich u¨berschneidender
Kantenpaare entspricht.
Mit dieser Kodierung kann gezeigt werden, dass der (1+1) EA eine optimale Lo¨sung in
polynomieller erwarteter Zeit bis auf einen konstanten Faktor approximieren kann. Dies ist
ein gutes Kriterium dafu¨r, ob ein Problem durch einen EA sinnvoll gelo¨st werden kann, denn
das Ziel einer Optimierung mit evolutiona¨ren Algorithmen ist im Allgemeinen, eine gute
Lo¨sung in akzeptabler Zeit zu finden.
Ferner wurde im Vortrag der (1+1) EA auf einer Linie, also einem Graph, der nur aus einem
einfachen Pfad besteht, analysiert. Der (1+1) EA berechnet hier ein optimales Matching in
erwarteter Zeit O(n4).
Zum Abschluss wurde noch ein Beispiel fu¨r ein Klasse von Graphen gegeben, die nur in
exponentieller erwarteter Zeit optimiert werden ko¨nnen. Die genaue Klasse der Graphen, die
in polynomieller erwarteter Zeit optimiert werden ko¨nnen, ist noch unbekannt. Das Beispiel
fu¨r exponentielle Laufzeit ist allerdings gradbeschra¨nkt mit Grad 3, bipartit und planar und
schließt damit die genannten Klassen als Entscheidungskriterium aus.
3.10.3 Experimente
Im zweiten PG-Semester wurde eine Unterstu¨tzung fu¨r Matchings in FrEAK eingebaut. Die
durchgefu¨hrten Experimente stu¨tzen die Annahme, dass der (1+1) EA Linien in erwarteter
Zeit Θ(n4) optimiert (Abschnitte 8.3.1 und 9.3.1). In einem weiteren Vortrag wurde zusa¨tz-
lich eine Analyse auf Ba¨umen gezeigt (Abschnitt 7.8), zu der ebenfalls experimentelle Un-
tersuchungen durchgefu¨hrt wurden. Langfristig hoffen wir, u¨ber das Thema Matchings einen
Einstieg in die Analyse praktisch relevanter Probleme zu finden.
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Kapitel 4
Analyse- und Designphase
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4.1 Analyse-Phase
4.1.1 Anforderungsdefinition
Die erste Aufgabe der Analysephase war es, die Anforderungen an unser Projekt festzulegen.
Dazu unterschieden wir vier verschiedene Rollen, die der Benutzer unserer Experimentier-
umgebung einnehmen kann. Dies ko¨nnen verschiedene Benutzer mit verschiedenen Intentio-
nen sein oder ein und derselbe Benutzer, der im Laufe der Benutzung seine Rolle wechselt.
Dazu erarbeiteten wir Aufgaben fu¨r die verschiedenen Rollen, die mit unserem Programm
durchfu¨hrbar sein sollten.
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Der Programmpaketentwickler
Der Programmpaketentwickler ist ein Programmierer, der unseren Quellcode erweitern mo¨ch-
te, um neue Komponenten (im Folgenden Module genannt) zu implementieren.
Er soll die Mo¨glichkeit haben, neue Suchra¨ume zu erstellen, neue Fitnessfunktionen zu im-
plementieren und neue Operatoren, Observer und Views zu entwerfen. Spa¨ter kam die Im-
plementation eigener Stoppkriterien, Populationsmodelle, Mapper und Parameter Controller
hinzu. Die erwa¨hnten Klassen werden in Abschnitt 4.1.8 zum Problembereichsmodell na¨her
erla¨utert.
Unser Ziel war, dass das System von Grund auf erweiterbar sein sollte, wozu unter anderem
klare Hierarchien und Strukturen und eine ausfu¨hrliche und versta¨ndliche Dokumentation
geho¨rten.
Der Algorithmendesigner
Der Algorithmendesigner mo¨chte die graphische Oberfla¨che unseres Programms nutzen, um
Algorithmen zu erstellen. Anders als der Programmpaketentwickler mo¨chte er keine Quell-
texte schreiben, sondern nur mit Mitteln arbeiten, die die GUI bereit stellt.
Fu¨r den Algorithmendesigner sollte unser System die Mo¨glichkeit bieten, die verschiedenen
Komponenten eines Algorithmus auszuwa¨hlen und zu konfigurieren. Dazu za¨hlt sowohl die
Auswahl von Suchra¨umen, Fitnessfunktionen, Operatoren und Stoppkriterien als auch die
Einstellung der Parameter.
Der Optimierer
Der Optimierer sieht seine Hauptaufgabe weniger im Design der Algorithmen, sondern eher
in der Steuerung des Optimierungsprozesses.
Unser Programm sollte die Mo¨glichkeit bieten, mit vorgefertigten Algorithmen schnell zu
einem laufenden Algorithmus vorstoßen zu ko¨nnen, damit der ungeduldige Benutzer nicht
die Geduld verliert.
Danach mo¨chte der Optimierer verschiedene La¨ufe des Algorithmus starten, an beliebigen
Stellen anhalten und schließlich eine mo¨glichst optimale Lo¨sung erhalten.
Der Auswerter
Der Auswerter mo¨chte einen laufenden Algorithmus analysieren und auswerten.
Dazu soll ein Replay-Modus implementiert werden, mit dem man jederzeit zu bereits vergan-
genen La¨ufen und Generationen zuru¨ck springen kann, um interessante Stellen aufzuspu¨ren.
Unser Programm sollte weiterhin die Auswahl und Anzeige verschiedener Daten und Maße
unterstu¨tzen und eine persistente Speicherung der La¨ufe ermo¨glichen.
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Grenzen
Zusa¨tzlich zu den gewu¨nschten Funktionen erstellten wir eine Liste von nicht erwu¨nschten
Funktionen, um uns selbst Grenzen zu setzen und keine Energie auf die Realisierung unwich-
tiger Funktionen zu verschwenden.
• Wir waren uns einig, dass wir kein verteiltes System realisieren wollten, da dies in
Anbetracht der a¨ußerst knappen Zeitvorgabe den Rahmen sprengen wu¨rde.
• Eine Grenze, die bereits im PG-Antrag vorgegeben war, war die Beschra¨nkung auf
endliche, diskrete Suchra¨ume, da unendliche Suchra¨ume diverse Probleme nach sich
ziehen, mit denen wir uns nicht bescha¨ftigen wollten.
• Der Gedanke an Suchra¨ume, die sich aus einem kartesischen Produkt beliebiger Un-
terra¨ume zusammen setzen lassen (z. B. eine Permutation mit einem Bitstring), wurde
verworfen, da auch die Operatoren aus Teiloperatoren fu¨r die Unterra¨ume zusammen
gesetzt werden mu¨ssten.
• Selbstadaptation, Co-Evolution und Meta-Evolution sollten keine vorrangigen Ziele
sein, da ihre hohe Komplexita¨t den Rahmen deutlich sprengen wu¨rde.
4.1.2 Pseudozufallszahlengeneratoren
Da Zufall bei evolutiona¨ren Algorithmen eine zentrale Rolle spielt, suchten wir nach einer
einfachen Mo¨glichkeit, gute Pseudozufallszahlengeneratoren in FrEAK zu integrieren. Wir
informierten uns u¨ber ga¨ngige Zufallszahlengeneratoren und suchten nach einer freien Biblio-
thek, die einige allgemein als gut anerkannte effiziente Generatoren entha¨lt. Wir entschieden
uns dann dafu¨r, die Colt Bibliothek von Hoschek (siehe auch Abschnitt 5.4.1) zu verwenden,
da sie unseren Anforderungen am besten entspricht.
Zusa¨tzlich beinhaltet die Colt Bibliothek effziente Methoden um die ga¨ngigsten Verteilun-
gen zu erzeugen. Wir haben uns in FrEAK fu¨r den Pseudozufallszahlengenerator Mersenne
Twister [30] entschieden, da dieser schnell ist und relativ gute Pseudozufallszahlen liefert.
Es war angedacht, bei einem Lauf den Pseudozufallszahlengenerator mit auswa¨hlen zu ko¨n-
nen. Diese Option wa¨re noch leicht zu implementieren, wurde von uns aber wieder verworfen,
da sie sich als nicht notwendig erwiesen hat.
4.1.3 Multikriterielle Optimierung
Im Hinblick auf den Vortrag u¨ber multikriterielle Optimierung im zweiten PG-Semester
entschlossen wir uns nachtra¨glich, die Unterstu¨tzung multikriterieller Fitnessfunktionen in
FrEAK zu integrieren. Dieses Ziel geht u¨ber das Minimalziel der Projektgruppe hinaus, in
Anbetracht des Nutzens und des geringen Aufwandes seiner Umsetzung erschien es uns aber
wu¨nschenswert.
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4.1.4 Ablaufsteuerung
Die Ablaufsteuerung wurde bereits sehr fru¨h ausgearbeitet, da sie sehr zentral ist und viele
Teile des Programms bestimmt. Einige Anforderungen standen bereits vor der Diskussion
fest und bestimmten das Design.
• FrEAK musste in der Lage sein, mehrere La¨ufe eines evolutiona¨ren Algorithmus mit
jeweils anderen Pseudozufallszahlen zu simulieren.
• Die La¨ufe sollten exakt reproduzierbar sein.
• Der Benutzer sollte den Algorithmus auswerten ko¨nnen. Sinnvoll wa¨re besonders eine
Anzeige von Ergebnissen bereits wa¨hrend des Laufs.
Wir entschieden uns, zur Erfu¨llung der ersten Anforderungen ein Scheduleobjekt zu verwen-
den. Der Algorithmus wird als Satz von Modulen, die Teil des Schedule sind, repra¨sentiert.
Beispielsweise entha¨lt jedes Schedule eine Fitnessfunktion und eine Menge an Stoppkriterien.
Die konkrete Wahl und Konfiguration der Module bestimmen den konkreten Algorithmus.
Durch die ebenfalls im Schedule enthaltenen Batches wird auch die genaue Anzahl der zu
simulierenden La¨ufe bestimmt.
Zur Erfu¨llung der zweiten Anforderung fu¨gten wir den Pseudozufallszahlengenerator als Mo-
dul in das Schedule ein. Ein bestimmtes Schedule erzeugt damit immer denselben Ablauf.
Nachdem ein Schedule zusammengestellt worden ist, kann es als Datei gespeichert werden.
Dadurch ist es auch spa¨ter mo¨glich, den Ablauf zu reproduzieren. Zusa¨tzlich kann eine Be-
rechnung auch leicht auf entfernt stehenden Rechnern gestartet werden, indem nur das ent-
sprechende Schedule auf den Rechner kopiert wird.
Zur Auswertung der Ergebnisse entwickelten wir das Konzept der Observer. Ein Observer
ist ein Modul, das Informationen aus dem Ablauf extrahieren und darstellen kann. Um einen
Ansatzpunkt zum Einfu¨gen der Observer in den Ablauf zu haben, versenden die Module
des Schedule Events, auf die sich Observer registrieren ko¨nnen. Observer werden in Ab-
schnitt 4.1.7, das Eventsystem in Abschnitt 4.2.1 na¨her erla¨utert.
Zusa¨tzlich zu diesen Mindestanforderungen entschieden wir uns, einige weitere Funktionen
zu bieten.
• Die La¨ufe sollten wie ein Video zu steuern sein. Sie sollen jederzeit unterbrochen werden
ko¨nnen, vergangene Abschnitte sollten jederzeit wiederholbar sein.
• Die La¨ufe in einem Schedule sollten sich in gewissen Aspekten unterscheiden ko¨nnen.
Gewu¨nscht waren beispielsweise Gro¨ße der Population und Dimension des Suchraums.
Um den ersten Punkt zu realisieren, wird in gewissen Zeitabsta¨nden eine Kopie des Schedules
gespeichert. Ausgehend von diesen Kopien ko¨nnen alle Zusta¨nde schnell erreicht werden.
Dieses Feature erschien zuerst als Spielerei, aber vor allem die Fa¨higkeit, kurz zuru¨ck zu
springen und eine interessante Stelle nochmal zu wiederholen, erwies sich als sehr nu¨tzlich.
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Kontrovers diskutiert wurde die Frage, ob zwischen den verschiedenen La¨ufen eines Schedule
ein Unterschied im Algorithmus bestehen darf, und falls ja, wie viel Flexibilita¨t gewu¨nscht
wird. Zur Diskussion stand, fu¨r jeden Lauf neue Instanzen der Module anzulegen, und damit
eventuell auch ein Modul zu wechseln. Dieses Vorgehen ist jedoch problematisch, da die
Observer, die nicht in jedem Lauf neu erzeugt werden sollen, ihre Eventquellen verlieren.
Wir entschieden uns dafu¨r, alle La¨ufe mit denselben Instanzen durchzufu¨hren, diese Instanzen
aber wa¨hrend der Simulation umkonfigurierbar zu halten. Mittlerweile existiert mit dem
Eventcontroller ein System, dass den Austausch der Module doch erlaubt. Es wird jedoch
nur beim Zusammenstellen des Schedules und nicht wa¨hrend der Simulation genutzt.
Im Laufe der PG sind die Anforderungen an die Flexibilita¨t der Module erheblich u¨ber das
urspru¨nglich angepeilte Maß hinaus gestiegen. Relativ bald wurde das System der Batches
eingefu¨hrt, das eine A¨nderung der Konfiguration eines Moduls wa¨hrend der Simulation ge-
stattet.
Die gesamte Simulation wird in mehrere Batches zu je mehreren La¨ufen aufgeteilt. Die Konfi-
guration eines Moduls la¨sst sich dann pro Batch einstellen. Zuerst waren nur A¨nderungen an
bestimmten Modulen erlaubt. Durch ein umfangreiches Redesign der Initialisierung der Mo-
dule im zweiten PG-Semester sind mittlerweile beliebige A¨nderungen an beliebigen Modulen
mo¨glich.
4.1.5 Operatorgraphen
Gleich in der zweiten PG-Sitzung stellte ein PG-Teilnehmer, der nach bestehenden Paketen zu
evolutiona¨ren Algorithmen recherchiert hatte, die Idee vor, Algorithmen als Operatorgraphen
zu realisieren. Weitere Anregungen hierzu lieferte unter anderem ein Artikel von Rummler
und Scarbata [38] und die diesem Artikel zugrunde liegende Bibliothek eaLib [37].
Die Knoten in einem solchen Graphen stellen Operatoren dar, die die eingehenden Individuen
verarbeiten und weiterleiten. Die Individuen der aktuellen Generation werden zur Erzeugung
einer neuen Generation auf Kanten von einem Startknoten zu einem Zielknoten geleitet, an
dem die neue Generation abgelesen wird.
Optional kann ein graphischer Editor bereitgestellt werden, mit dem man Operatorgraphen
zusammenstellen kann.
Diese Idee fand neben anfa¨nglicher Bedenken zur Realisierbarkeit und zum mo¨glichen Mehr-
aufwand großen Anklang, da sie eine sehr flexible und leicht erweiterbare Realisierung evolu-
tiona¨rer Algorithmen darstellt, die weit u¨ber die Mindestanforderungen der PG hinaus geht.
Ein Komitee aus vier interessierten Freiwilligen sollte das Konzept durchdenken, ausarbeiten
und die Frage der effizienten Realisierbarkeit kla¨ren.
Ma¨chtigkeit der Operatorgraphen
Zum einen stand die Frage im Raum, ob das System ma¨chtig genug ist, um unsere Anspru¨che
zu erfu¨llen. Dazu wurden ga¨ngige Algorithmen beispielhaft durch Operatorgraphen modelliert
50 KAPITEL 4. ANALYSE- UND DESIGNPHASE
und vorgestellt. Es zeigte sich, dass die betrachteten Algorithmen (u. a. der (µ + λ) EA und
der (µ, λ) EA) relativ einfach und elegant modelliert werden konnten.
Bei exotischen Algorithmen oder starken Abha¨ngigkeiten der Operatoren untereinander ist
es zudem stets mo¨glich, einen ganzen Algorithmus als Knoten zu modellieren. Dies ist zwar
nicht Sinn und Zweck der Operatorgraphen, aber es zeigt zumindest die Existenz einer schnell
umsetzbaren Lo¨sung. Das Graph-Komitee empfindet eine solche Lo¨sung jedoch nur als letzten
Ausweg; das Ziel muss sein, hierfu¨r elegantere Lo¨sungen zu finden.
Parameter Controller
Als mo¨gliche Lo¨sung fu¨r Abha¨ngigkeiten zwischen Operatoren kam die Idee auf, unabha¨ngige
Kontrollobjekte einzufu¨hren, die Werte von Operatoren kontrollieren ko¨nnen. Diese Parame-
ter Controller, wie wir sie nannten, sollen auf Ereignisse (Events) im Graphen lauschen und
die Werte der kontrollierten Operatoren entsprechend anpassen.
Wir wa¨hlten diese Lo¨sung, da so die Parameterkontrolle getrennt von den Operatoren abla¨uft.
Dies hat mehrere Vorteile:
• Der Benutzer kann genau die gewu¨nschten Parameter kontrollieren.
• Die Operatoren mu¨ssen nur entsprechende Schnittstellen bereit stellen, beno¨tigen aber
keinerlei Logik zur Parameterkontrolle.
• Parameter Controller sind erweiterbar, man kann ohne Probleme neue Parameter Con-
troller implementieren.
Graphische Oberfla¨che
Der Plan, eine graphische Oberfla¨che fu¨r die Operatorgraphen bereit zu stellen, klang anfangs
fu¨r die PG-Teilnehmer recht abenteuerlich. Allerdings wird die Komplexita¨t eingeschra¨nkt
durch die Bedingungen, die an die Graphen gestellt werden: da die Graphen nur fu¨r die
Erzeugung einer Generation verwendet werden, mu¨ssen die Operatorgraphen azyklisch sein
und die Individuen laufen immer vom Startknoten zum Endknoten.
Andere Softwarepakete zu evolutiona¨ren Algorithmen modellieren den gesamten Ablauf vom
Start des Algorithmus bis hin zur Erfu¨llung des Stoppkriteriums als Graphen. Dieser entha¨lt
dann meist einen Zyklus, in dem aus der alten Generation die neue Generation erzeugt wird.
Wir wa¨hlten jedoch den Weg, Ablaufsteuerung und Erzeugung der neuen Generation von-
einander zu trennen. Unser Graph stellt also nur einen Teil des erwa¨hnten Zyklus’ dar, der
aus der alten Generation die neue Generation erzeugt. Dies hat den Vorteil, dass so fu¨r die
Graphen die oben genannten Bedingungen gelten und sie daher einfacher und u¨bersichtlicher
sind als zyklische Graphen, die die Ablaufsteuerung direkt integrieren.
Angedacht war eine schichtweise Darstellung der Operatoren, bei der Operatoren entspre-
chend ihrer (maximalen) Entfernung zum Startknoten gezeichnet werden. Diese Idee wurde
jedoch spa¨ter wieder verworfen, da mit der spa¨teren Realisierung Knoten beliebig verschoben
werden konnten und eine Einschra¨nkung nach Schichten nicht notwendig war.
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Klassifikation der Operatoren
Wir unterteilten die Operatoren in folgende Klassen:
Crossover: Crossover-Operatoren haben bis auf ein paar Ausnahmen (z. B. Genpool-Cross-
over) mehrere Einga¨nge. Bei paarweisen Crossover-Operationen werden Paare von In-
dividuen aus den beiden Einga¨ngen miteinander rekombiniert; hierzu ist es notwendig,
dass die Individuen in einer geordneten Datenstruktur vorliegen.
Mutation: alle eingehenden Individuen werden unabha¨ngig voneinander einer Mutation un-
terzogen; die so erzeugten Kinder werden ausgegeben.
Selection: eine bestimmte Anzahl von Individuen wird selektiert. Zur Steigerung der Perfor-
manz werden außerdem die eingehenden Individuen zu einem Ausgang durchgeschleift,
so dass sie nicht vorher dupliziert werden mu¨ssen, falls sie spa¨ter noch einmal beno¨tigt
werden. Dies ist nu¨tzlich z. B. bei (µ + λ)-Strategien, wenn wenige Individuen aus einer
großen Population selektiert werden sollen und die eingehende Population noch beno¨tigt
wird; ansonsten mu¨sste man die große Population vorher duplizieren.
Split: verteilt die eingehenden Individuen auf mehrere Ausga¨nge und ero¨ffnet so mehrere
Wege.
In der Version FrEAK 0.1 waren noch zwei Operatoren Merge und Duplication vorhanden, die
den Fluss der Individuen steuern und Individuen von mehreren Einga¨ngen zusammenfu¨gen
bzw. fu¨r mehrere Ausga¨nge duplizieren. Im zweiten PG-Semester wurde diese Funktionalita¨t
in die Ein- und Ausga¨nge der Operatoren verlagert, so dass diese beiden Operatoren nicht
mehr no¨tig waren.
4.1.6 Bedienung der graphischen Oberfla¨che
Die Bedienung von FrEAK muss alle Mo¨glichkeiten widerspiegeln, die zur Umsetzung der
Ablaufsteuerung no¨tig sind. Dazu entwickelten wir am Ende der Analysephase einen groben
Ablaufsplan fu¨r die graphische Oberfla¨che.
Der Start
Nach dem Start von FrEAK kann der Benutzer natu¨rlich ein neues Schedule mit allen no¨tigen
Einstellungen erzeugen. Zusa¨tzlich sollte es mo¨glich sein, ein schon erzeugtes Schedule oder ein
Replay zu laden, also eine Art
”
Video“ eines schon berechneten Laufs. Um den Benutzer nicht
unno¨tig zu verwirren, werden ein Schedule und das dazugeho¨rige Replay immer zusammen
gespeichert.
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Schedule erzeugen
Als erstes muss ein Suchraum aus einer Liste ausgewa¨hlt werden, da so gut wie alle anderen
Einstellungen von dem gewa¨hlten Suchraum abha¨ngig sind. Danach gelangt man zur Auswahl
und Konfiguration der Fitnessfunktion. Von hier aus sollte es dann direkt mo¨glich sein, die
La¨ufe bzw.
”
Batches“ zu editieren, den Graphen festzulegen, den Random Seed zu setzen,
und zum Schluss die Observer einzurichten.
Batches
Fu¨r statistische Analysezwecke beno¨tigt man Informationen u¨ber mehrere La¨ufe. Außerdem
ist es wu¨nschenswert, mehrere La¨ufe mit verschiedenen Parametereinstellungen zu testen.
Zu diesem Zweck kann man in FrEAK mehrere jeweils verschieden konfigurierte Batches
erstellen, die nacheinander abgearbeitet werden. Zusa¨tzlich kann in jedem Batch die Anzahl
der La¨ufe eingestellt werden.
Die geplante Mo¨glichkeit, die Konfiguration der Batches zu laden und speichern wurde nicht
umgesetzt, da dies durch das Laden und Speichern des Schedules abgedeckt wird.
Der Graph
Am Ende der Analysephase stand die genaue Struktur des Graphen noch nicht 100%ig fest.
Deshalb bezogen sich die Planungen an der graphischen Oberfla¨che nur auf das Laden und
Abspeichern des Graphs. Auch soll natu¨rlich ein neuer Graph angelegt und ein bestehender
Graph editiert werden ko¨nnen.
Random Seed
Ein Random Seed ist ein Wert, mit dem der Pseudozufallszahlengenerator initialisiert werden
kann und der danach bestimmte und reproduzierbare Pseudozufallszahlen liefert. Es war
geplant, den Random Seed direkt angeben zu ko¨nnen, um La¨ufe exakt wiederholen zu ko¨nnen.
Da die direkte Eingabe eines Random Seeds durch den Benutzer ansonsten relativ wenig Sinn
macht, wurde er in den Hintergrund verbannt und wird nun aus einem durch die Systemzeit
generierten, globalen Random Seed erzeugt. Der Schedule speichert den Random Seed mit
und man kann mit Hilfe der Replay-Funktion La¨ufe exakt wiederholen.
Observer auswa¨hlen
Zur Observer-Auswahl sollte man kommen, nachdem man die Fitnessfunktion bestimmt, den
Graphen festgelegt und die Batches konfiguriert hat. Spa¨ter allerdings wurden die Batches
nach ganz hinten in der Konfigurationsreihenfolge verlegt. Zur Auswahl stehen sollen auf jeden
Fall nur Observer, die mit der aktuellen Konfiguration kompatibel sind. Einige Observer sind
abha¨ngig von der Fitnessfunktion, weil sie z. B. die Distanz zum Optimum berechnen, aber
nicht jede Fitnessfunktion ihr Optimum auch kennt. Zusa¨tzlich beno¨tigen viele Observer den
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Graphen, da sie ihre Daten von Events erhalten, die dort erzeugt werden, aber die genaue
Eventquelle erst vom Benutzer spezifiziert werden muss.
Das Observer-Setup gliedert sich in zwei Listen von Observern, eine in der alle verfu¨gbaren
Observer bzw. Views angezeigt werden und eine in der alle ausgewa¨hlten Observer mit hin-
zugefu¨gten Views stehen. Jeder Observer bzw. View kann beliebig oft hinzugefu¨gt werden.
Außerdem ist es natu¨rlich mo¨glich, jeden Observer zu konfigurieren und dessen Eventquellen
festzulegen.
Eine genauere Beschreibung der Observer befindet sich im na¨chsten Abschnitt (4.1.7).
Das Hauptfenster
Das zentrale Fenster wa¨hrend des Laufes beinhaltet alle Views aller ausgewa¨hlten Observer
und ein Steuerungspanel. In diesem kann ein Lauf angehalten und fortgesetzt werden, die
maximale Geschwindigkeit in Generationen pro Sekunde gesetzt werden und es werden der
aktuelle Batch, der aktuelle Lauf und die aktuelle Generation angezeigt.
Ebenfalls sind vom Hauptfenster Standardaufgaben, wie das Laden, Speichern und Aufrufen
der integrierten Hilfefunktion mo¨glich.
Schedule editieren
Auch wa¨hrend eines angehaltenen Laufes soll es mo¨glich sein, den Operatorgraphen zu edi-
tieren und Parameter der Operatoren zu a¨ndern. Weiterhin sollen Observer hinzugefu¨gt oder
entfernt und zusa¨tzliche Batches angelegt werden ko¨nnen. Viel spa¨ter entschlossen wir uns,
dass die erst in der Implementierungsphase hinzugekommenden Stoppkriterien auch wa¨hrend
eines Laufes gewechselt werden ko¨nnen.
Replaymodus
Es ist in FrEAK jederzeit mo¨glich, bereits vergangene Abschnitte einer Simulation zu betrach-
ten (Replay). Dazu kann man schrittweise vor und zuru¨ck springen, den gewu¨nschte Zeitindex
direkt eingeben oder ihn innerhalb des aktuellen Laufs per Slider auswa¨hlen. Tatsa¨chlich ist,
anders als bei Fußballu¨bertragungen, sogar das Anspringen zuku¨nftiger Stellen mo¨glich, was
aber selten genutzt wird.
Headless Mode
Die ersten Versionen von FrEAK waren auf eine graphische Oberfla¨che angewiesen. Da dazu
auf den Unix-Rechnern der Universita¨t der pro Rechner nur einmal vorhandene X-Server u¨ber
Tage blockiert werden musste, wurde eine Mo¨glichkeit geschaffen FrEAK ohne graphische
Oberfla¨che zu starten.
Im Headless Mode wird FrEAK beim Start eine Datei mit einem bereits fertig definierten
Schedule u¨bergeben. FrEAK berechnet dieses Schedule und kann dabei u¨ber Observer
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gewu¨nschten statistischen Daten in Dateien schreiben. Zusa¨tzlich wird im Headless Mode in
regelma¨ßigen Absta¨nden eine Sicherheitskopie des aktuellen Schedules geschrieben, so dass
bei einem Absturz des Rechners nicht die gesamte Berechnung neu gestartet werden muss.
4.1.7 Observer
Zur Auswertung der Ergebnisse entwickelten wir das Konzept der Observer. Ein Observer
ist ein Modul, das eine bestimmte interessante Information aus dem Ablauf extrahieren und
mit Hilfe eines Views darstellen kann. Diese Information ko¨nnte beispielsweise die Liste der
Fitnesswerte aller Individuen der aktuellen Generation oder der Genotyp des besten bisher
bekannten Individuums sein.
Observer mit Views ko¨nnen ihre Informationen auf dem Bildschirm anzeigen oder zur spa¨teren
Analyse in eine Datei schreiben. Um einen Ansatzpunkt zum Einfu¨gen der Observer in den
Ablauf zu haben, versenden die Module des Schedule Events, auf die sich Observer registrieren
ko¨nnen. Der Vorteil dieses Systems gegenu¨ber den verbreiteten Logfiles ist, dass nur genau
die Informationen aufgezeichnet werden, die auch tatsa¨chlich beno¨tigt werden.
Im Folgenden findet sich eine Auflistung aller Observer, die am Ende der Analysephase zum
Grundumfang des Programms geho¨ren sollten.
Die Observer
Durchschnittliche Fitness Die durchschnittliche Fitness aller Individuen der aktuellen
Generation wird berechnet.
Bestes je gesehenes Individuum Das beste im Rahmen eines Laufes bisher aufgetretene
Individuum wird gespeichert. Insbesondere sollten hier auch Individuen beru¨cksichtigt
werden, die durch Mutation oder Rekombination zwar kurzzeitig entstehen, aber aus
Gru¨nden der Selektion nicht in die folgende Generation aufgenommen wurden.
Aktuelle Population Dieser Observer speichert lediglich die gesamte Population. Er macht
prinzipiell nichts, ist aber einer der wichtigsten Observer u¨berhaupt.
Diversita¨t Es wird die Diversita¨t innerhalb der Population berechnet.
Bestes Individuum der aktuellen Generation In jeder Generation wird das beste Indi-
viduum bzw. dessen Fitness gespeichert.
Fitnessvarianz Es wird die Stichprobenvarianz aus der Liste der Fitnesswerte der aktuellen
Population berechnet.
Neuer Genotyp Fu¨r jede Generation wird bestimmt, welche neu entstandenen Genotypen
der Population hinzugefu¨gt wurden.
Selektionsintensita¨t Die Selektionsintensita¨t bei den Generationsu¨berga¨ngen wird berech-
net.
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Sortiert nach Fitness Dieser Observer sollte durch den gesamten Lauf eine Liste der exis-
tierenden Genotypen, sortiert nach ihrem Fitnesswert fu¨hren. Zu jedem Genotyp soll-
te gespeichert werden, wie viele Individuen dieses Typs der aktuellen Generation an-
geho¨ren. Dieser Observer war in erster Linie nicht von unabha¨ngigem Interesse, sondern
sollte vor allem die effiziente Berechnung der durchschnittlichen Fitness, der Fitnessva-
rianz und des fittesten Individuums vereinfachen.
Aufwa¨ndige Berechnungen, die von mehreren aktiven Observern beno¨tigt werden, sollen nur
einmal zentral durchgefu¨hrt werden, indem Observer auf die Daten anderer Observer zugreifen
ko¨nnen. Dies wurde spa¨ter wieder verworfen.
Die Views
Da nicht jeder Observer mit jedem View kombiniert werden kann, soll jeder einzelne Observer
Information enthalten, welche Views mit ihm funktionieren. Jeder Observer kann aber auch
mit mehreren kompatiblen Views kombiniert werden.
Beno¨tigte Events
Fu¨r die bisherige Liste von Observern genu¨gt es in fast allen Fa¨llen, sie einmalig am Ende eines
Generationsu¨bergangs zu informieren. Dies setzt allerdings voraus, dass aus den Eigenschaften
der Individuen ersichtlich ist, ob sie beim letzten Generationsu¨bergang entstanden sind. Eine
Ausnahme bildete
”
Bestes je gesehenes Individuum“. Wenn nicht ausgeschlossen werden kann,
dass auch beste Individuen der Selektion zum Opfer fallen ko¨nnen, mu¨sste ein entsprechendes
Event schon bei der Erzeugung jedes Individuums generiert werden. Dies wurde aber spa¨ter
wieder verworfen.
4.1.8 Problembereichsmodell
Aus den bisherigen Erkenntnissen wurde ein Problembereichsmodell erstellt, ein erstes ab-
straktes und stark vereinfachtes Modell der wichtigsten Klassen und Hierarchien. Modelliert
wurde es als UML-Klassendiagramm.
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Das Herzstu¨ck des Problembereichsmodells ist der Schedule, der Referenzen auf alle Kom-
ponenten des Algorithmus verwaltet und z. T. die Ablaufsteuerung des Algorithmus umsetzt.
Der Schedule besitzt eine Referenz zum OperatorGraph, dessen Knoten Operator-Objekte
sind. Der OperatorGraph erha¨lt eine Multimenge von Individuen, fu¨hrt diese durch die Ope-
ratoren und liefert Individuen der neuen Generation zuru¨ck. Daneben entha¨lt der Graphen
noch ParameterController, die Parameter von Operatoren steuern ko¨nnen.
Individuen werden durch die Klasse Individual repra¨sentiert. Ein Individuum entha¨lt ne-
ben seinem Geburtsdatum und einem Cache fu¨r den aktuellen Fitnesswert ein Genotype-
Objekt, das die reinen Gendaten repra¨sentiert. Semantisch geho¨ren Genotypen dem Genotyp-
Suchraum an, eine Instanz der Klasse SearchSpace. Diese liefert sowohl allgemeine Infor-
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mationen zur Dimension und Gro¨ße des Suchraums, als auch die Mo¨glichkeit, gleichverteilt
zufa¨llige Genotypen zu erzeugen. Neben dem Genotyp-Suchraum gibt es auch den Pha¨notyp-
Suchraum, der zur Fitnessauswertung verwendet wird. Ein optionaler Mapper sorgt fu¨r die
Abbildung von Genotypen zu Pha¨notypen. Falls kein Mapper vorhanden ist, entspricht der
Pha¨notypsuchraum dem Genotypsuchraum.
Individuen werden in Populationen der Klasse Population gespeichert, was sowohl fu¨r die
aktuelle Population des Algorithmus gilt als auch fu¨r Individuen, die durch den Graphen
wandern. Zwischen den Schedule und den OperatorGraph wurde eine Klasse Population-
Manager geschaltet. Dieser bekam die Funktion, Populationsmodelle zu realisieren und aus der
aktuellen Generation die Individuen der neuen Generation zu erzeugen: der Schedule erteilt
dem PopulationManager die Anweisung, die na¨chste Generation zu erzeugen. Dazu wa¨hlt
sich der PopulationManager die aktuelle Population oder beliebige Teilmengen daraus und
la¨sst diese Individuen durch den Operatorgraphen laufen. So lassen sich Populationsmodelle
realisieren: beispielsweise werden parallele Multistarts einzelner Individuen dadurch umge-
setzt, dass der entsprechende PopulationManager die Individuen nacheinander und separat
durch den Operatorgraphen laufen la¨sst. Die initiale Population des PopulationManagers
wird durch einen Initialization-Operator erstellt, so dass man hier beliebige Strategien
zur Erzeugung der initialen Population einbinden kann.
Zur Fitnessauswertung entwarfen wir die folgenden Klassen: die Klasse FitnessFunction
ist eine allgemeine Oberklasse fu¨r Fitnessfunktionen, die die Auswertungen von Individuen
ermo¨glicht. Sie liefert optionale zusa¨tzliche Informationen u¨ber die Fitnessfunktion wie z. B.
obere und untere Schranken fu¨r den Fitnesswert und das eindeutige globale Optimum, falls
existent und bekannt. Bei der Fitnessauswertung wird zusa¨tzlich zu dem Individuum, dessen
Fitness bestimmt werden soll, die zugeho¨rige Population u¨bergeben, so dass auch Fitness-
werte, die von den umgebenden Individuen abha¨ngen (z. B. beim Niching), berechnet werden
ko¨nnen. Eine Abgrenzung von statischen Fitnessfunktionen, die nur vom aktuellen Individu-
um abha¨ngen, wird zu diesem Zeitpunkt abgelehnt. Erst in der Testphase wird eine solche
Unterscheidung realisiert, um den Fitness-Cache der Individuen ausnutzen zu ko¨nnen und
dadurch die Performanz zu steigern.
Von FitnessFunction abgeleitet sind die beiden spezielleren Klassen SingleObjective-
FitnessFunction und MultiObjectiveFitnessFunction. Diese bieten Methoden an, die
weitere zusa¨tzliche Informationen liefern. Bei monokriteriellen Fitnessfunktionen ist das der
optimale Fitnesswert, falls es einen solchen gibt und er bekannt ist, und bei multikriteriellen
Funktionen werden die Dimension des Bildbereiches als Information zur Verfu¨gung gestellt
und eine Methode, die fu¨r eine gegebene Population testet, ob sie Individuen entha¨lt, die die
komplette Pareto-Front repra¨sentieren.
Das Interface FitnessTransformer repra¨sentiert spezielle Fitnessfunktionen, die eine ande-
re Fitnessfunktion umschließen und deren Fitnesswerte transformieren. Dies kann verwendet
werden, um beispielsweise affine Transformationen anzuwenden oder Fitness-Sharing zu rea-
lisieren.
Die eigentliche Ablaufsteuerung wird von der Klasse RunControl u¨bernommen, der der mo-
mentan aktive Schedule zugeordnet ist. Urspru¨nglich waren zwei Subklassen fu¨r die zwei
Modi RunMode und ReplayMode geplant, diese wurden jedoch spa¨ter in die RunControl di-
rekt integriert. Dazu gibt es einen CheckPointer, der in bestimmten Absta¨nden den aktuellen
Schedule speichert und daraus Replays erzeugt. Replays werden durch die Klasse Replay
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repra¨sentiert.
Die Klasse StoppingCriterion realisiert Stoppkriterien, die den Algorithmus beim Eintreten
einer festgelegten Bedingung stoppen. Die Klasse wurde in der Designphase entfernt, da
prinzipiell jedes Modul zu jeder Zeit in der Lage sein sollte, den Lauf zu stoppen. Zu diesem
Zweck erhielt der Schedule eine entsprechende triggerStop-Methode, die einen Abbruch des
Laufs nach der aktuell bearbeiteten Generation auslo¨st.
Gegen Ende der Implementierungsphase wurde aber ersichtlich, dass es fu¨r den Benutzer
mehr als nur wu¨nschenswert ist, Stoppkriterien in einem eigenen Panel direkt auswa¨hlen zu
ko¨nnen. Daher wurde eine Reihe von Stoppkriterien implementiert, die sich automatisch auf
ein passendes Event registrieren und dann, falls ihre Bedingung erfu¨llt ist, den Lauf durch
Aufruf der Methode im Schedule stoppen.
Im zweiten Semester wurde zusa¨tzlich ermo¨glicht, mehrere Stoppkriterien gleichzeitig zu
wa¨hlen. Boolsche Funktionen auf Stoppkriterien wurden diskutiert, aber wegen des Aufwands
nicht eingefu¨hrt. Außerdem machen sie nur dann Sinn, wenn alle Stoppkriterien zur selben
Zeit gepru¨ft werden.
Des Weiteren gibt es noch Pseudozufallszahlengeneratoren der Klasse RandomGenerator, die
von einer zugeho¨rigen RandomGeneratorFactory erzeugt werden. Das Konzept der Factories
ist ein Entwurfsmuster, das hier eingesetzt wurde, um die Erzeugung der Pseudozufallszah-
lengeneratoren fu¨r die einzelnen La¨ufe flexibel zu gestalten. Momentan wird zwar nur ein
Typ von Factory eingesetzt, der aus der Systemzeit einen globalen Random Seed generiert
und damit fu¨r jeden Lauf neue Pseudozufallszahlengeneratoren mit eigenem Random Seed
erzeugt. Es ist aber im Nachhinein stets mo¨glich, mit einer eigenen Factory die Erzeugung
der Pseudozufallszahlengeneratoren zu vera¨ndern. So ko¨nnen neue Pseudozufallszahlengene-
ratoren integriert werden oder die Erzeugung der Random Seeds kann vera¨ndert werden.
Das Problembereichsmodell entha¨lt außerdem einige Klassen zum Event-System, das in Ab-
schnitt 4.2.1 na¨her erla¨utert wird.
Die Klasse Observer spielt eine wichtige Rolle bei der Anzeige und Auswertung der Algo-
rithmen. Observer empfangen Events aus anderen Teilen des Systems und berechnen daraus
Daten wie z. B. bestimmte lokale oder globale Maße oder Informationen u¨ber die aktuelle
Population.
Zu Anfang sollten diese Observer die Daten fu¨r den Benutzer selbst visualisieren, spa¨ter wur-
den jedoch die Observer nach dem Model-View-Konzept in reine Datensammler (Observer)
und Views unterteilt. Das hat den großen Vorteil, dass das Sammeln von Daten (Model)
relativ unabha¨ngig von der Visualisierung der Daten (Views) geschieht.
Der Benutzer hat daher die Freiheit, die Art der Visualisierung frei zu wa¨hlen und kann
die gleichen Daten mit mehreren verschiedenen, parallel laufenden Views anzeigen. Instan-
zen einer Klasse von Views ko¨nnen mit verschiedenen Observern zusammen arbeiten, falls
sie auf den gleichen Datentypen arbeiten; man kann also bestehende Visualisierungen wieder
verwenden.
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4.1.9 Package-Struktur
Die Klassen des Problembereichsmodells wurden daraufhin in Java-Pakete eingeteilt. Die
Einteilung diente dazu, logische hierarchische Strukturen fu¨r die Klassen des Systems zu
finden und gleichzeitig Hinweise fu¨r eine sinnvolle Gruppeneinteilung zu liefern.
Zuerst standen wir vor der Frage, welche Dimension im Hinblick auf Suchraum-abha¨ngige
Module die oberste Ebene bilden sollte: der semantische Typ des Moduls (z. B. Fitness) oder
der Suchraum?
Vorschlag A war, dass der Suchraum an oberster Stelle stehen sollte, wie in folgender Skizze
veranschaulicht:
[bitstring]
[fitness]
[operator]
...
[permutation]
[fitness]
[operator]
...
...
Der Vorteil dieser Anordnung ist, dass es leicht ist, Suchra¨ume hinzuzufu¨gen oder zu entfer-
nen, da alle Klassen im Verzeichnis ihres Suchraums liegen.
Vorschlag B sah die Suchra¨ume auf der untersten Ebene:
[fitness]
[bitstring]
[permutation]
...
[operator]
[bitstring]
[permutation]
...
...
Diese Konstruktion ist eleganter im Sinne der objektorientierten Programmierung, da es bei
Suchraum-abha¨ngigen Modulen gemeinsame abstrakte Oberklassen geben kann, die dann fu¨r
verschiedene Suchra¨ume implementiert werden. Man kann die Vererbungshierarchie beliebig
tief ausbauen und erst zum Schluss erfolgt die Unterteilung in Suchra¨ume.
Dadurch wird zudem die Realisierung Suchraum-unabha¨ngiger Module erleichtert: im Falle,
dass alle Module eines bestimmten Typs Suchraum-unabha¨ngig sind (z. B. bei Selektionsope-
ratoren), entfa¨llt einfach die Differenzierung auf der untersten Ebene.
Wir entschieden uns fu¨r Vorschlag B, da die Vorteile aus unserer Sicht u¨berwogen. Fu¨r
Module, die zwar generell Suchraum-abha¨ngig sind, aber auf mehrere Suchra¨ume anwendbar
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sind (z. B. auf Permutationen und Zyklen), wurden Packages common angelegt, die auf der
gleichen Ebene wie die Suchra¨ume liegen.
Die Grobstruktur sah wie folgt aus:
[lib]
[src]
[freak]
[core]
[gui]
[module]
[test]
[freak]
[core]
[gui]
[module]
Im Verzeichnis lib sollten alle eingebundenen Pakete von Fremdanbietern untergebracht wer-
den, wie z. B. Pseudozufallszahlengeneratoren. Die Quelltexte der eigentlichen Klassen liegen
in src, das Verzeichnis test kopiert die Package-Struktur von src und entha¨lt Testtreiber
zum Test der Klassen in src.
Im Package core waren zuna¨chst nur einige Klassen eingeplant, die fu¨r die grundlegenden
Funktionen des Systems notwendig sind und die der Benutzer nicht ohne weiteres modifizieren
sollte. Das Package gui sollte sa¨mtliche Klassen der GUI enthalten und module die Module
und deren konkrete Implementationen
Fu¨r die restliche Gliederung innerhalb der einzelnen Packages waren die jeweiligen Gruppen
zusta¨ndig, unter Beachtung von Vorschlag B.
Weitere Entwicklungen
Im Laufe der Entwicklung vera¨nderte sich die Package-Struktur allma¨hlich. Die Trennung
von Core und Module wurde konsequenter umgesetzt, indem sa¨mtliche Interfaces und ab-
strakte Oberklassen fu¨r Module in das Package Core wanderten. Damit entha¨lt das Module
Package nur noch die konkreten Realisierungen der Module, die Schnittstellen und abstrakten
Oberklassen sind in gleichnamigen Unter-Packages von Core zu finden.
Zu jedem Typ von Modul gibt es nun ein Interface, z. B. FitnessFunction, und eine abstrakte
Oberklasse, hier AbstractFitnessFunction. Das Interface stellt die schlanke Schnittstelle
zu den u¨brigen Teilen des Systems dar, wa¨hrend die abstrakte Oberklasse zur leichteren
Implementierung eigener Module gedacht ist; sie stellt grundlegende Funktionen bereit, die
allen Modulen dieses Typs gemein ist.
Diese Trennung von Interface und abstrakter Klasse hat den Vorteil, dass das Interface nur
die Methoden enthalten muss, die zur externen Schnittstelle geho¨ren; alle u¨brigen Methoden
werden erst in der abstrakten Klasse spezifiziert. Zweitens ist es jederzeit mo¨glich, eigene
Realisierungen der Interfaces zu implementieren, ohne die abstrakten Oberklassen erweitern
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zu mu¨ssen. Dies ist nu¨tzlich, wenn man grundlegend andere Funktionalita¨t beno¨tigt oder
wenn eine Klasse nicht von der abstrakten Oberklasse erben kann, da sie bereits von einer
anderen Klasse erbt.
4.2 Design-Phase
4.2.1 Core
Die Core-Gruppe bescha¨ftigte sich mit der Entwicklung des Programmkerns. Dazu geho¨rte
die Ablaufsteuerung, die Realisierung der Operatorgraphen, das Event-System und die Rea-
lisierung und Behandlung von Individuen und Populationen.
Eine zweite wichtige Aufgabe der Core-Gruppe war es, Schnittstellen fu¨r die anderen Gruppen
bereit zu stellen. Dazu erstellte sie die zugeho¨rigen Interfaces und abstrakte Oberklassen aus
dem Problembereichsmodell, die dann von den anderen Gruppen verwendet wurden.
Da die anderen Gruppen auf die Resultate der Core-Gruppe angewiesen waren, begann die
Core-Gruppe fru¨hzeitig mit der Implementierung, so dass die Datenmodelle und Kontroll-
klassen zu Beginn der offiziellen Implementationsphase bereits fertig waren.
Ablaufsteuerung
Die erste Aufgabe im Design der Ablaufsteuerung war der Entwurf des Main Loop fu¨r die
Klasse Schedule. Da der Benutzer die Simulation jederzeit unterbrechen ko¨nnen soll, musste
der Main Loop an definierten Punkten (Points) unterbrochen und spa¨ter fortgefu¨hrt werden
ko¨nnen. Eine Unterbrechung zu volkommen beliebigen Zeitpunkten war praktisch unmo¨glich,
da mo¨glicherweise wichtige Informationen u¨ber den Zustand des Schedule im Callstack gelegen
ha¨tten und durch das Speichern des Scheduleobjekts alleine nicht erfasst worden wa¨ren.
Das Finden von geeigneten Points erwies sich als sehr einfach, da die Generationen von
evolutiona¨ren Algorithmen den Main Loop in natu¨rlicher Weise in Abschnitte teilen. Jeder
Zeitpunkt zwischen zwei Generationen oder zwischen zwei La¨ufen wurde ein Point. Jedem
Point wurde zur Identifikation ein Zeitindex aus Batchnummer, Laufnummer und Generati-
onsnummer zugeordnet. Das Schedule erhielt eine Methode step, die die Simulation jeweils
genau bis zum jeweils na¨chsten Point fortsetzt. Eine Unterbrechungsanfrage des Benutzers
fu¨hrt dann dazu, dass der aktuell laufende Step abgearbeitet, der na¨chste aber noch nicht
begonnen wird. Weitergehende Informationen zu Unterbrechungsanfragen finden sich im Ab-
schnitt 5.4.6.
Alle passierten Points werden in einem Replayobjekt vermerkt. Gelegentlich wird dabei
zusa¨tzlich das komplette Schedule kopiert und im Replay als so genannter Checkpoint gespei-
chert. Die Checkpoints dienen als Wiederaufsetzpunkte, um ein videoartig steuerbares Replay
zu ermo¨glichen. Um einen beliebigen vergangenen Point anzusteuern, ist es nur erforderlich,
das Schedule vom letzten Checkpoint vor dem gewu¨nschten Point aus dem Replay zu laden
und dann die verbleibenden Steps zum gewu¨nschten Ziel zu berechnen.
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Obwohl noch nicht vollkommen klar war, ob Benutzer ein Schedule auch nach seinem Start
noch editieren ko¨nnen sollen, sahen wir eine Unterstu¨tzung dafu¨r vor. Editiert der Benutzer
ein Schedule, wa¨hrend es auf einem Point unterbrochen ist, wird ein Editpoint angelegt.
Ein Editpoint ist ein speziell markierter Checkpoint. Wird ein Replay u¨ber einen Editpoint
hinweg gespielt, wird der Editpoint grundsa¨tzlich geladen und ersetzt das laufende Schedule.
Dadurch kann das Replay eine Simulation mit beliebigen Benutzereingriffen reproduzieren.
Bereits in der Designphase wurde dieses System implementiert, um seine Realisierbarkeit zu
testen. Dazu wurde eine einfache Benutzeroberfla¨che erstellt, die auch gleichzeitig die Kom-
munikation der endgu¨ltigen Benutzeroberfla¨che mit der Ablaufsteuerung testet. Das System
wurde in der Implementierungsphase fertig gestellt, zwischen dem ersten und zweiten Semes-
ter aber neu entworfen, um mehr als nur simple Unterbrechungsanfragen wa¨hrend des Laufs
behandeln zu ko¨nnen (siehe Abschnitt 5.4.6).
Ein geeigneter Algorithmus, der Checkpoints in geeigneten Absta¨nden erstellt und auch bei
Speicherplatzmangel wieder lo¨schen kann, wurde auf die Implementierungsphase aufgescho-
ben, da er kompliziert und fu¨r den Rest der Implementierung nicht wesentlich war. Mittler-
weile ist auch dieser implementiert.
Das Event-System
Geplant war ein gebra¨uchliches Event-System, wie es u. a. in Java Swing verwendet wird:
Eventquellen versenden bei bestimmten Ereignissen Events, das sind Objekte, die ein Ereignis
repra¨sentieren und meist zusa¨tzliche Informationen zu diesem beinhalten.
So genannte Eventlistener ko¨nnen diese Events empfangen. Dazu mu¨ssen sie ein entsprechen-
des Interface implementieren, das sie als Listener auszeichnet und Methoden bereit stellt, die
beim Eintreffen eines Events aufgerufen werden.
Ein Eventlistener kann sich nun als Listener bei einer Eventquelle registrieren. Wenn ein
Ereignis auftritt, feuert die Eventquelle Events, indem sie alle registrierten Listener u¨ber das
Ereignis informiert. Dies geschieht, indem die entsprechende durch das Eventlistener-Interface
spezifizierte Methode aufgerufen wird; meist mit dem eingetretenen Event als Parameter.
Die Event-Klassen werden nach verschiedenen Event-Typen unterteilt, so dass es verschiedene
Events gibt, zu denen jeweils spezielle Eventquellen und spezielle Eventlistener geho¨ren.
Spa¨ter musste die direkte Kommunikation zwischen Eventlistener und Eventquelle teilweise
einer indirekten Kommunikation u¨ber eine zentrale Kontrollklasse weichen, da es Probleme
beim Austausch von Eventquellen gab, siehe Abschnitt 5.4.4.
Operatorgraphen
Die Operatorgraphen wurden zu Beginn der Designphase innerhalb der Core-Gruppe kon-
trovers diskutiert. Insbesondere stellte sich die Frage, wie der Ablaufsteuerung des Graphen
funktionieren sollte.
Es standen mehrere Vorschla¨ge zur Diskussion:
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1. In einem Preprocessing ermittelt der Graph eine Aufteilung der Knoten in Schichten
und arbeitet sie schichtweise ab.
2. Die Knoten steuern sich untereinander: der aktive Knoten ruft seine Folgeknoten auf
und u¨bergibt ihnen seine Ausgabedaten. Diese speichern die eingehenden Daten fu¨r all
ihre Einga¨nge und werden genau dann aktiviert, wenn alle Einga¨nge mit Daten gefu¨llt
sind.
3. Verwendung einer Queue: der Graph erha¨lt eine Queue mit den Knoten, die bearbeitet
werden ko¨nnen. Begonnen wird mit dem Start-Knoten. Der gerade bearbeitete Knoten
u¨bergibt seine Daten seinen Folgeknoten. Wenn ein solcher Folgeknoten merkt, dass
all seine Einga¨nge belegt sind, meldet er sich beim Graphen als fertig und wird in die
Queue fertiger Knoten eingefu¨gt.
Wir entschieden uns schließlich fu¨r den dritten Vorschlag, da die anderen beiden Vorschla¨ge
folgende Nachteile besitzen.
• Der Nachteil an Vorschlag 1 ist, dass der Graph inkonsistente Daten enthalten kann, falls
zur Laufzeit Knoten entfernt werden oder neu hinzukommen. Zweitens ist es im Sinne
der objektorientierten Programmierung angemessener, wenn die Knoten untereinander
direkt die Individuen verarbeiten.
• Der zweite Vorschlag hat den Nachteil, dass der Call-Stack fu¨r die aufgerufenen Me-
thoden sehr groß wird, da die Methodenaufrufe fu¨r alle Knoten ineinander geschachtelt
werden. Das wa¨re bei Graphen realistischer Gro¨ße nicht weiter schlimm, doch werden
auch die jeweiligen Individuen stets mit gespeichert. Eine vorzeitige Freigabe dieser ist
nicht mo¨glich, da sie als Parameter im Call-Stack fest integriert sind.
Der gewa¨hlte Vorschlag 3 hat die Flexibilita¨t von Vorschlag 2 ohne die Nachteile des großen
Call-Stacks.
Eine weitere Diskussion war die Frage, ob Kanten als eigene Objekte repra¨sentiert werden
sollten oder ob die Kanten implizit durch (geordnete) Adjazenzlisten in den Knoten darge-
stellt werden sollen.
Wir entschieden uns fu¨r die folgende Modellierung: Knoten besitzen Inports und Outports, die
eingehende und ausgehende Endpunkte der inzidenten Kanten darstellen. Eine Kante (u, v)
wird somit durch einen Inport am Knoten u und einen Outport am Knoten v repra¨sentiert.
Mit dieser Lo¨sung ist eine geordnete Zuordnung der Kanten gewa¨hrleistet. Zweitens ko¨nnen
die Inports und Outports als eigensta¨ndige Objekte die Logik fu¨r das Versenden und Zwi-
schenspeichern der Individuen u¨bernehmen. Dies ist besonders wichtig im Hinblick auf Events,
da Outports Eventquellen darstellen und man so Individuen beobachten kann, die u¨ber eine
bestimmte Kante laufen.
Individuen und Populationen
Auch bei diesem Thema gab es einigen Diskussionsstoff, der im Folgenden erla¨utert wird.
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Datenstruktur fu¨r Populationen: Als erstes musste die Frage gekla¨rt werden, mit wel-
cher Datenstruktur die Individuen gespeichert werden sollen. Aus theoretischer Sicht ist eine
Population eine Multimenge, weshalb der erste Entwurf eine solche Datenstruktur war. Al-
lerdings mussten wir einsehen, dass die Operatoren im Operatorgraph eine geordnete und
stabile Reihenfolge der Individuen beno¨tigten.
Der na¨chste Gedanke ging daher in Richtung einer linearen Liste, da die Vereinigung zweier
Populationen wichtig erschien und eine solche Operation sich mit einer Liste in konstanter
Zeit realisieren la¨sst.
Auch dieser Gedanke wurde dann verworfen, da eine lineare Liste keine effiziente Aus-
wahl eines zufa¨lligen Individuums erlaubt. Da auch andere Operationen außer der Verei-
nigung wichtig waren und effizient ausfu¨hrbar sein sollten, kamen wir schließlich zur Klasse
java.util.ArrayList, die a¨hnlich zu einem Array einen adressierbaren Speicherzugriff er-
laubt und einige gebra¨uchliche Operationen in amortisierter konstanter Laufzeit realisieren
kann.
Rangbasierter Zugriff: Die Population sollte außerdem Zugriffsmethoden bereit stellen,
die Individuen nach ihrem Rang zu selektieren. Dabei war unklar, ob die Population die Indi-
viduen stets nach ihrer Fitness sortiert speichern oder erst bei einer Anfrage die Berechnungen
starten soll.
Wir entwarfen eine Datenstruktur, die die Individuen auf zwei Arten speichert: zum einen
nach einem festen und stabilen Index, zum anderen nach ihrem Rang. Allerdings entschieden
wir uns schließlich gegen eine solche kombinierte Datenstruktur, da der Overhead zu groß
wa¨re und der Rang von Individuen nicht immer beno¨tigt wird.
Statt dessen wird nun bei der Anfrage ein Quickselect-Algorithmus gestartet, der die ge-
wu¨nschten Individuen in erwarteter linearer Zeit liefert.
Verwendung von Interfaces: Ein Interface namens IndividualList repra¨sentiert eine
Liste von Individuen. Die Population implementiert dieses Interface und verwendet intern
die vorhin besprochene Datenstruktur.
Die Frage, die sich uns stellte war, in welchen Teilen des Systems lediglich das Interface
verwendet werden sollte und wann es no¨tig war, die Klasse Population zu verwenden. Um
das System mo¨glichst abstrakt und damit flexibel und erweiterbar zu halten, beschlossen
wir, in Operatorgraphen ausschließlich das Interface zu verwenden. So bleibt die Mo¨glichkeit,
alternative Implementationen einer Population einzusetzen (z. B. eine Implementation, die
die Individuen nach ihrer Fitness sortiert speichert).
Notizen: Ein weiteres erwu¨nschtes Feature war, dass Individuen Notizen (auch als
”
kleine
gelbe Klebezettel“ und spa¨ter als Tags bezeichnet) in einer offenen Map speichern sollten.
Damit ko¨nnen Individuen z. B. von ParameterControllern oder Observern markiert und auf
dem Weg durch den Graphen verfolgt werden, um Abla¨ufe sichtbar zu machen oder adaptive
Strategien zu realisieren.
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Heftig diskutiert wurde die Frage, ob und wie Tags bei Variationen auf Kinder vererbt werden
sollen. Dagegen spricht, dass die Kinder neue Individuen sind, die mit ihren Eltern nicht viel
zu tun haben mu¨ssen, so dass eventuell Informationen in vererbten Tags ungu¨ltig werden.
Andererseits wird Vererbung beno¨tigt, um die Entstehung der Individuen zuru¨ckverfolgen zu
ko¨nnen. Die erste Realisierung sah vor, dass bei der Erzeugung eines neuen Individuums die
Eltern mit angegeben werden sollen und das Kind eine Kopie ihrer Tags erhalten soll. Spa¨ter
wurden die Tags um ein zusa¨tzliches Attribut erweitert, dass angibt, ob das entsprechende
Tag vererbt werden soll oder nicht.
Vervielfa¨ltigung von Individuen und Populationen: Die na¨chste Frage war, welche
Teile von Individuen und Populationen kopiert werden mu¨ssen, wenn eine Kopie angelegt
werden soll. Aus Performanzgru¨nden sollen Genotypen und Tags von Individuen nur gelesen
werden ko¨nnen. Soll schreibend zugegriffen werden, mu¨ssen neue Individuen erzeugt werden.
Diese Lo¨sung ist zwar nicht sehr elegant, aber sie verhindert, dass Komponenten sta¨ndig ko-
piert werden, obwohl sie fast nie gea¨ndert werden mu¨ssen. Dies spart in einfachen Szenarien
Laufzeit und Speicherplatz: es reicht na¨mlich nun aus, bei der Vervielfa¨ltigung von Populatio-
nen lediglich die Datenstruktur (Liste) an sich zu duplizieren. Die Individuen bleiben gleich
und sind daher u.U. in mehreren Populationen vorhanden.
Spa¨ter wurde dieses Konzept auf die IndividualLists ausgedehnt, da die Listen von In-
dividuen in Operatoren nicht vera¨ndert wurden. So ist es nun mo¨glich, zur Vervielfa¨ltigung
von IndividualLists lediglich Referenzen zu u¨bergeben. Bei A¨nderungen an der Liste muss
dann eine neue IndividualList erstellt werden.
4.2.2 GUI
Die GUI-Gruppe entwarf in der Designphase erste Prototypen fu¨r die spa¨teren GUI-Elemen-
te. Die Arbeit wurde in drei Teile aufgeteilt, wobei jeder der drei Mitglieder der Gruppe einen
Teil bearbeitete.
Schedule Editor: Der Schedule Editor ist ein Assistent (Wizard), der zur Erstellung und
spa¨teren Editierung eines Schedule inklusive aller beno¨tigten Einstellungen dient. Damit
verbunden war auch die aufwa¨ndige Arbeit, im Hintergrund aus mehreren Komponen-
ten, die teilweise stark voneinander abha¨ngig sind, einen funktionsfa¨higen Schedule zu
erzeugen.
Graph Editor: Der Graph Editor wird aus dem Schedule Editor heraus aufgerufen und
dient, wie der Name schon sagt, zur Erstellung des Operatorgraphen in einer graphi-
schen Oberfla¨che. Als Grundlage diente das unter der GNU Lesser General Public Li-
cense vero¨ffentlichte Graph-Paket JGraph [1].
RunFrame: Der RunFrame repra¨sentiert das Haupt-Fenster von FrEAK, das vom Start an
angezeigt wird. Er zeigt die Resultate der aktuellen La¨ufe an und bietet Operationen
zur Verwaltung des Schedules und zur Steuerung der Simulation.
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Um ein mo¨glichst konsistentes Aussehen der Benutzungsoberfla¨che von FrEAK zu erreichen,
haben wir uns sehr fru¨h dafu¨r entschieden, uns so weit wie mo¨glich an das Java Look&Feel,
wie es in den Java Look&Feel Design Guidelines [41] beschrieben ist, zu halten. Als Grafiken
fu¨r GUI-Elemente sollen vorzugsweise Bilder aus dem von Sun zu Verfu¨gung gestellten Java
Look&Feel Graphics Repository [42] verwendet werden. Die Sprache der Benutzungsober-
fla¨che wurde auf amerikanisches Englisch festgelegt.
Die GUI-Gruppe begann die Arbeit fru¨hzeitig und implementierte Prototypen der Fenster
und Elemente der Oberfla¨che. Diese waren nicht auf Funktionalita¨t des Programms ange-
wiesen, wodurch sehr schnell ein Eindruck der Bedienung des Programms gewonnen werden
konnte. Dadurch konnte getestet werden, ob die in der Analyse- und Designphase entwickelten
Konzepte der Bedienung in der Praxis gut funktionieren wu¨rden.
4.2.3 Observer
Die Observer-Gruppe stieß in ihrer Planung auf unerwartete Schwierigkeiten. Urspru¨nglich
war geplant, dass Observer auf den Daten anderer Observer aufbauen sollten. Hier war je-
doch unklar, wie dies genau realisiert werden sollte. Als Abhilfe wurde ein ObserverManager
vorgeschlagen, der alle aktiven Observer kennt und alle Events empfa¨ngt. Diese werden dann
in einer sinnvollen Reihenfolge an die Observer weitergegeben.
Diese Idee wurde jedoch spa¨ter fallen gelassen, da sie eine sehr umsta¨ndliche Realisierung
erfordert und geteilte Daten zu selten beno¨tigt werden.
Der ObserverManager wurde trotzdem beibehalten und um Funktionalita¨t erweitert, mit der
er alle implementierten Observer in den entsprechenden Verzeichnissen suchen und auflisten
konnte. Da auch andere Module auf die gleiche Art und Weise gefunden werden mussten,
wurde in der Implementierungsphase die Funktionalita¨t in eine neue Klasse ModuleCollector
u¨bertragen, die mit allen Klassen von Modulen arbeitet.
Parallel dazu suchte die Observer-Gruppe nach einem Plotter, der als Ausgabemodul einge-
bunden werden konnte. Das unter der GNU General Public License stehende Paket JPlotter
wurde zu diesem Zweck ausgewa¨hlt und getestet. In den spa¨teren Phasen stellten sich jedoch
diverse Schwierigkeiten ein, so dass JPlotter einem selbst gebastelten, besser angepassten
Plotter weichen musste.
4.2.4 Sonstige Module
Das liebevoll als Rest-Gruppe bezeichnete Arbeitsteam bescha¨ftigte sich mit der Auswahl
und Dokumentation der spa¨ter zu implementierenden Suchra¨ume, Fitnessfunktionen und
Operatoren im Operatorgraphen. Die genauen Operatoren (in Abschnitt 4.1.5 beschrieben),
mit denen sich die Rest-Gruppe befasste, waren die Mutations-, Selektions-, Rekombinati-
ons/Crossover- und Split-Module.
Als erstes galt es, die Suchra¨ume auszuwa¨hlen. Da unser Programm (vorerst) nur diskrete und
endliche Suchra¨ume unterstu¨tzen sollte, wurden Suchra¨ume wie Rn oder Syntaxba¨ume weg
gelassen. Als Suchra¨ume wurden Bitstrings {0,1}n und Permutationen in der Form Sn und
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Cyclen ausgewa¨hlt, wobei Cyclen ⊂ Sn ist und alle Zyklen auf n Knoten beschreibt. Etwas
spa¨ter wurde dann noch das kartesische Produkt in der Form {0, . . . , l − 1}n hinzugefu¨gt.
Die Fitnessfunktionen haben wir in echte Fitnessfunktionen und Fitnesstransformer aufge-
teilt, wobei Fitnesstransformer nur vor eine echte Fitnessfunktion oder andere Fitnesstrans-
former geschaltet werden ko¨nnen. Bei dem Suchraum {0,1}n haben wir uns fu¨r die relativ
einfach zu analysierenden und bekannten Fitnessfunktionen JumpK, LeadingOnes, Long-
PathK, Needle, OneMax, PathToJump, PathWithTrap, Plateau und Ridge ent-
schieden. Des Weiteren haben wir fu¨r diesen Suchraum zwei Standardtestfunktionen fu¨r mul-
tikriterielle Optimierung implementiert, na¨mlich Lotz und SineCosine bzw. Moco. Fu¨r den
Suchraum Sn wurde das Sortierproblem ausgewa¨hlt, fu¨r Cyclen das wohl jedem Informatiker
bekannte Travelling Salesperson Problem TSP, und fu¨r {0, . . . , l − 1}n das Meisterschafts-
problem Champ. In der Implementierungsphase und im zweiten PG-Semester folgten dann
noch weitere Fitnessfunktionen.
Als Fitnesstransformer planten wir Fitness Sharing, das nur auf Suchra¨umen mit einer
Metrik funktioniert und einen Affine Transformer, der die Fitness eines Individuums
nach der Formel a ·Fitness(Individuum)+b transformiert. Weitere Informationen zu
”
Fitness
Sharing” befinden sich in Abschnitt 3.3.2.
Alle Operatoren, die fu¨r die Erzeugung von neuen Individuen nur die Informationen eines
Elters beno¨tigen, sind reine Mutationsoperatoren. Fu¨r die Suchra¨ume {0,1}n und {0, . . . , l−
1}n wurden Standardbitmutation und k-Bit-Mutation gewa¨hlt. Die beiden Suchra¨ume Sn
und Cyclen bekamen die poissonverteilten Operatoren Jump, Exchange und einen, der
Jump und Exchange kombiniert. Da Sn und Cyclen syntaktisch identisch sind, semantisch
allerdings nicht, wirken die Operatoren natu¨rlich auch semantisch anders. Nur fu¨r Cyclen
wurde zusa¨tzlich noch der Operator k-Opt gewa¨hlt, da dieser auf Sn semantisch keinen Sinn
macht.
Alle Operatoren, die zum Erzeugen von Individuen mehrere Eltern beno¨tigen, sind Rekom-
binationsoperatoren. Fu¨r die Suchra¨ume {0,1}n und {0, . . . , l − 1}n wa¨hlten wir die Stan-
dardoperatoren uniformes Crossover, k-Punkt-Crossover, poissonsverteiltes Crossover und
Genpool-Crossover. Viele Rekombinationsoperatoren machen aber auf Permutationen we-
nig Sinn, da durch sie viele Informationen verloren gehen. Trotzdem haben wir uns fu¨r die
Rekombinationsoperatoren Order Crossover, Partially Mapped Crossover und Ma-
ximal Preservative Crossover entschieden, die in dem Referat
”
Rekombination” (Ab-
schnitt 3.4) beschrieben werden. Zusa¨tzlich wurde ein spezieller Operator fu¨r Cyclen namens
Inver-Over implementiert, da er relativ schnell ein TSP optimieren kann.
Als Selektionsoperatoren u¨bernahmen wir aus dem gleichnamigen Referat die Operatoren
fitnessproportionale Selektion, Turnier-Selektion, uniforme Selektion und Schnittselektion.
In der Designphase sahen wir nur einen Split-Operator vor, der alle eingehenden Individuen
zufa¨llig auf alle seine Ausga¨nge verteilt. Weitere Split-Operatoren wurden erst in der Imple-
mentierungsphase hinzugefu¨gt.
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5.1 Allgemeines
In diesem Abschnitt werden einige allgemeine Punkte beschrieben, wie sie zu Beginn der Im-
plementierungsphase festgelegt wurden, wie Aufgabenverteilung, Konventionen zum Schrei-
ben des Codes und verwendete Tools.
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5.1.1 Verteilung der Aufgaben
Vor Beginn der Implementierung wurde eine Einteilung in vier Gruppen vorgenommen. Diese
Einteilung folgte der in der Designphase festgelegten Struktur des Programmes, sowohl vom
Standpunkt der Funktionalita¨t als auch vom Standpunkt der Einteilung des Source Codes in
Packages. Die Gruppen waren:
• Core
• GUI
• Observer
• Rest/Modules
Es wurden den Gruppen die in Abschnitt 2.4 beschriebenen Anzahlen von Teilnehmern zu-
geordnet. Ein Grund fu¨r die Zuweisung von mehr Teilnehmern zur Core-Gruppe als zu allen
anderen Gruppen war der Gedanke, den Kern des Programms, also die Ablaufsteuerung, das
Event-System und andere zentrale Komponenten, die unbedingt zum Betrieb des Systems
notwendig sind, mo¨glichst schnell in einen lauffa¨higen Zustand zu verwandeln, damit erste
Erkenntnisse u¨ber die Qualita¨t des Designs und demzufolge u¨ber die weitere Durchfu¨hrbarkeit
des Projektes fru¨hzeitig vorliegen wu¨rden.
Die Einteilung in diese Gruppen erwies sich als sinnvoll. Zwar wurden die Grenzen und
Zusta¨ndigkeiten der Gruppen im Verlauf der Implementierung zunehmend aufgelo¨st, doch zu
Beginn sorgte die eindeutige Zuweisung der Zusta¨ndigkeiten zu einem relativ raschen Voran-
kommen bei der Implementierung. Die Notwendigkeit fu¨r eine Aufweichung der Gruppenein-
teilung ergab sich einerseits aus der schnellen Fertigstellung von Teilen des Cores, wodurch
Ressourcen frei wurden. Des Weiteren implementierten beispielsweise Teilnehmer Code aus
dem Zusta¨ndigkeitsbereich anderer Gruppen, weil sie aufgrund ihrer Spezialisierung effizienter
im Schreiben der konkreten Klassen waren.
Des Weiteren ergaben sich gerade in der spa¨teren Implementierungsphase, in der bereits viele
Bugs ausgebessert wurden, Situationen, in denen der Entdecker eines Fehlers am besten dazu
geeignet war, diesen im Programm zu lokalisieren und zu beheben.
Schließlich wurde es wa¨hrend der Implementierungsphase notwendig, in bestimmten Situatio-
nen demjenigen eine Arbeit zuzuweisen, der zum entsprechenden Zeitpunkt Arbeitszeit frei
hatte.
5.1.2 Code Konventionen
Um die Lesbarkeit des Codes fu¨r alle Teilnehmer zu erho¨hen und um ein insgesamt einheit-
liches Layout des Codes zu erreichen, wurden einige Konventionen beschlossen, die das eben
Genannte festlegen.
Im Wesentlichen wurde festgelegt, wie Code eingeru¨ckt und formatiert wird, wie javadoc-
Kommentare benutzt werden (d. h. welche Tags benutzt werden und wie die Informationen
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zu den einzelnen Tags formatiert werden bzw. welche Informationen aufzulisten sind), sowie
einige kleinere Dinge. Richtlinie war, dass alle o¨ffentlichen Attribute und Methoden in Klassen
sowie die Funktion von Klassen dokumentiert werden sollten.
Die Festlegungen erwiesen sich im Verlauf der Implementierung als nu¨tzlich, wenn auch nicht
alle Konventionen sta¨ndig eingehalten wurden. Insbesondere diejenigen, die sich auf die Kom-
mentierung des Codes beziehen, wurden nicht sehr diszipliniert eingehalten, was dazu fu¨hrte,
dass die Kommentare teils zu wenig detailliert und informativ sind, als dass jeder diese sofort
verstehen ko¨nnte. Dies fu¨hrte nicht zu gro¨ßeren Problemen, weil durch Kommunikation zwi-
schen den einzelnen Entwicklern die meisten offenen Fragen bereits gekla¨rt waren, bevor eine
einem Teilnehmer unbekannte Klasse benutzt wurde. Des Weiteren wurden vereinzelt tutorial-
artige Dokumente verfasst, die recht genau beschreiben, wie bestimmte Klassen funktionieren
und anzuwenden sind.
5.1.3 CVS und andere benutzte Tools
Es wurden Dokumentenstandards sowie die Verwendung einiger Tools beschlossen, um eine
reibungslose Kommunikation zu ermo¨glichen und um einige komplexe Probleme und Aufga-
ben wie die Verwaltung von Bugs zu lo¨sen.
Versionskontrolle
Aus Gru¨nden der Wiederherstellbarkeit vergangener Versionen des Programms und der Re-
gelung von Konflikten beim gleichzeitigen Editieren an Klassen wurde ein Versionskontroll-
system benutzt. Die Entscheidung fiel auf CVS, da einige der Teilnehmer bereits Erfahrungen
mit diesem System wa¨hrend des Softwarepraktikums gesammelt hatten. Ein Teilnehmer u¨ber-
nahm die Aufgabe des Aufsetzen des Systems sowie des Anlegens neuer Projektverzeichnisse.
Die Benutzung dieser Versionskontrolle erwies sich im Verlaufe der Implementierung als nu¨tz-
lich, da dadurch ohne gro¨ßere Probleme ein gleichzeitiges Arbeiten an Klassen mo¨glich war.
Des Weiteren erwies sich das System als nu¨tzlich, als wa¨hrend der Implementierung ein
Plattencrash des Dateiservers eine Installation des Backups von der vorherigen Nacht no¨tig
machte. Durch die lokal auf den Rechnern der Teilnehmer liegenden, aktuellen Versionen
des Programms und die versandten A¨nderungs-emails, aus denen die einzelnen A¨nderungen
und ihre Reihenfolge hervorgingen, konnten die meisten A¨nderungen des betreffenden Tages
wiederhergestellt werden.
Dokumentenerstellung
Fu¨r die Erstellung der wa¨hrend des Projektes anfallenden Dokumente wie Tutorials, Hand-
bu¨cher und des Zwischenberichtes wurde LATEX benutzt. Die Entscheidung fu¨r dieses System
fiel unter anderem wegen der Verfu¨gbarkeit fu¨r alle Systeme, der leichten Erlernbarkeit und
der Tatsache, dass einige Teilnehmer bereits vor der Projektgruppe damit gearbeitet hatten.
Des Weiteren ist der Arbeitsaufwand zur Erstellung gut aussehender Dokumente gering.
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Bugtracking System
Es wurde zu Beginn der Implementierungsphase beschlossen, ein System zur Verwaltung
der Bugs des Programms zu benutzen. Die Entscheidung fiel auf das System Mantis. Dieses
System war von einem der Teilnehmer bereits verwendet worden. Nach der Anregung, dieses
System zu benutzen, erkla¨rte sich ein Teilnehmer bereit, es zu installieren und zu warten.
Die Entscheidung, ein solches System zu benutzen, erwies sich im Verlauf der Implementierung
als sehr nu¨tzlich, da es einen einfachen U¨berblick u¨ber die vorhandenen Bugs ermo¨glicht. Es
stellt alle Funktionen bereit, die man beno¨tigt um den Status von Bugs (Bearbeitungszustand,
Schwere, Reproduzierbarkeit usw.), zusa¨tzliche beno¨tigte Informationen und die Zuweisung
von Bugs zu Bearbeitern zu verwalten. Das System wurde wa¨hrend der Implementierung und
auch danach intensiv genutzt.
5.2 Ablauf
Die Implementierung ging zu Beginn der Implementierungsphase sehr schnell voran. Bereits
nach wenigen Tagen waren große Teile des Core implementiert. Lauffa¨hig war das Programm
aber zu diesem Zeitpunkt nicht, weil große Teile der Module noch nicht implementiert waren.
Wa¨hrend der Implementierung ergaben sich sta¨ndig neue Anforderungen an das Programm,
so dass neue Klassen und Methoden hinzugefu¨gt werden mussten, um die beno¨tigte interne
oder externe Funktionalita¨t bereitzustellen. Externe Funktionalita¨t meint hier solche, die
vom Benutzer in der GUI sichtbar ist, interne dagegen solche, die innerhalb des Programms
benutzt wird, wie z. B. diejenige des Eventsystems.
Beispielhaft sollen einige der aufgetretenen Anforderungen zusammen mit ihren Lo¨sungen
besprochen werden.
5.2.1 Konfigurierbare Objekte
Es fiel auf, dass keine Unterstu¨tzung dafu¨r vorhanden war, Module des Systems zu konfigurie-
ren. Deshalb wurde ein Interface (Configurable) eingefu¨gt, das eine konfigurierbare Klasse
implementieren sollte. In diesem Interface existiert eine Methode, die per Konvention ein in
der GUI anzeigbares Panel zuru¨ckliefert, in dem der Benutzer alle Konfigurationseinstellun-
gen vornehmen kann. Normalerweise entha¨lt das Panel fu¨r alle konfigurierbaren Attribute des
Objektes den Namen des Attributs zusammen mit dem aktuellen Wert in einer Tabelle. Teil
der Konvention ist, dass die Funktionalita¨t, mit der A¨nderungen an den Einstellungen in das
Objekt zuru¨ckgeschrieben werden, ebenfalls vorhanden sein muss.
Damit die Implementierung dieser Methode nicht bei jedem Modul viel Arbeit darstellt, wur-
de eine Klasse eingefu¨hrt, die eine Methode besitzt, die zu einem u¨bergebenen Objekt ein
solches Panel liefert, das Standardinspector genannt wird. Diese automatische Generierung
funktioniert mit allen Attributen, die der Konvention der Properties folgen. Das sind solche
Attribute, fu¨r die es get- und set-Methoden gibt, deren Name mit getProperty oder setPro-
perty beginnt. Zusa¨tzlich ko¨nnen Methoden implementiert werden, die dem Benutzer in der
GUI Informationen daru¨ber liefern, welche Auswirkungen das Setzen einer Property hat.
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5.2.2 Persistenz
Es musste eine Mo¨glichkeit geschaffen werden, die vom Benutzer erstellten Graphen zu spei-
chern und wieder zu laden. Die erste Mo¨glichkeit, die als Lo¨sung in Betracht gezogen wurde,
war, die von Java bereitgestellte Fa¨higkeit zur Serialisierung zu benutzen. Diese erwies sich
als nicht sehr gut benutzbar, da Objekte, in deren Klassen wesentliche Vera¨nderungen vor-
genommen wurden, nicht mehr ladbar sind.
Deshalb wurde ein eigenes Speicher- und Ladeverfahren entwickelt, das nicht (bzw. nur ein-
geschra¨nkt) die Java-Serialisierung benutzt und deshalb nicht so anfa¨llig gegen A¨nderungen
in den Klassen ist. Im Folgenden wird das Verfahren beschrieben.
Das Persistenzverfahren
Das Speichern und spa¨tere Laden eines Objektes erfordert, alle Attribute des Objektes abzu-
speichern, damit das Objekt spa¨ter vollsta¨ndig rekonstruiert werden kann. Solche Attribute
ko¨nnen von primitivem Typ sein, was einfach zu handhaben ist, aber es ko¨nnen auch Referen-
zen auftreten. Insbesondere die Verkettung von Objekten im System durch diese Referenzen
muss konsistent wiederherstellbar sein. Es muss also die komplette verkettete Struktur aller
Objekte, die von einem zu speichernden Objekt u¨ber Referenzen erreichbar sind, abgespei-
chert werden.
Die Lo¨sung dieses Problems ist eine Art Graphdurchlauf, startend bei einem zu speichernden
Objekt, der alle auftretenden Referenzen verfolgt und die erreichten Objekte abspeichert.
Dabei ist zu beachten, dass keine bereits gespeicherten Objekte wiederholt gespeichert wer-
den.
Das in FrEAK angewandte Verfahren wird von einem Persistenz-Manager (Klasse Persis-
tenceManager) koordiniert. Als Dateiformat wurde XML gewa¨hlt, da es gute Bibliotheken
gibt, mit denen solche Dateien gelesen, geschrieben und ausgewertet werden ko¨nnen. Die hier
benutzte Bibliothek ist jdom.
Einzelne Objekte werden als so genannte XML-Elemente gespeichert. Das bedeutet, dass
schließlich eine Textdatei entsteht, in der zwischen XML-Tags Zeichen stehen, die den Zustand
eines Objektes angeben. Jedes gespeicherte Objekt erha¨lt eine Identifikationsnummer, anhand
derer es eindeutig identifiziert werden kann und anhand derer auch die Referenzen zwischen
Objekten wiederhergestellt werden.
Die Umwandlung eines Objektes in ein XML-Element und zuru¨ck wird von Persistenz-
Handlern erledigt. Ein Problem bei der Bestimmung des fu¨r ein Objekt zusta¨ndigen Handlers
besteht darin, den Typ eines Objektes zu bestimmen. Dies geschieht mit den Reflection-Fa¨hig-
keiten von Java. Schwierigkeiten treten hierbei aber dadurch auf, dass die Klasse eines Objekts
mo¨glicherweise verschiedene Interfaces implementiert und es nicht mehr einfach festzustellen
ist, welcher Handler fu¨r das Objekt zusta¨ndig ist.
5.2.3 Nichteinhaltung der Deadline
Im Gegensatz zur Analyse- und zur Designphase kam es ab der Implementierungsphase zu
Verzo¨gerungen und Nichteinhaltung von Deadlines. Dies resultierte aus verschiedenen Tatsa-
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chen.
Wa¨hrend der erst genannten Phasen ließen sich Deadlines besser einhalten, weil es kein hartes
Kriterium dafu¨r gab, wann die zu erstellenden Dinge in einem fertigen Zustand waren. Sicher
ha¨tte noch la¨nger und detaillierter entworfen werden ko¨nnen, aber bei Erreichen des Endter-
mins waren Analyse und Design in einem von der Gruppe insgesamt akzeptierten Zustand,
trotz einiger Ma¨ngel wie zu undetaillierter Beschreibungen einzelner Dinge. Beispielsweise
fehlte eine genaue, formale Spezifikation des Verhaltens der Operatoren im Graphen.
Dagegen war es in der Implementierungsphase klar, ob sie als abgeschlossen gelten kann
oder nicht. So lange das Programm noch in der Designphase festgelegte Eigenschaften und
Fa¨higkeiten nicht besaß, konnte die Phase nicht als abgeschlossen bezeichnet werden.
Des Weiteren bestand in der Implementierungsphase der Zwang, bestimmte Ma¨ngel auszu-
bessern, um Fortschritte zu machen. Sehr viel Zeit wurde mit der Beseitigung von Fehlern
verbracht. Schließlich kamen erst in der Implementierungsphase Fehler im Design zu Tage,
die dann in einer Erweiterung des Designs, der Ausbesserung von Fehlern oder dem Hin-
zufu¨gen von weiterer Funktionalita¨t mu¨ndeten. Aufgrund all dieser Tatsachen verzo¨gerte sich
die Fertigstellung des Programms und fu¨hrte zur Nichteinhaltung von Terminen, an denen
bestimmte Dinge ha¨tten fertig sein sollen.
5.3 Testen
Das Testen des Programms gliederte sich in zwei wesentliche Phasen. Im urspru¨nglichen
Zeitplan waren drei Wochen fu¨r die Implementierung und daran anschließend zwei Wochen
fu¨r Tests und Dokumentation veranschlagt worden. Tatsa¨chlich zog sich die Fertigstellung
einiger Programmteile (z. B. des Graph Editors) dann aber doch etwa zwei Wochen u¨ber
das geplante Ende der Implementierungsphase hinaus. Auf der anderen Seite wurden die
Klassentests fu¨r viele Klassen aber bereits wa¨hrend der Implementierungsphase fertiggestellt,
so dass sich Implementierung und Test anders als geplant deutlich u¨berschnitten.
Wa¨hrend der ersten drei Wochen lag das Hauptziel darin, mo¨glichst schnell einen funktionie-
renden Programmkern zu erstellen und diesen dann nach und nach um die weitere geplante
Funktionalita¨t zu erga¨nzen. Klassentests der wichtigsten Klassen wurden bereits zu dieser
Zeit parallel zur Implementierung vorgenommen. So waren z. B. die meisten Klassen des
Core-Paketes bereits mit JUnit getestet, bevor weitere Module hinzugefu¨gt wurden. JUnit
ist ein frei verfu¨gbares Framework zur Erstellung von Klassentests. In einem Testtreiber wird
hierbei wie u¨blich ein Testszenario implementiert, in dem dann die Methoden der zu testen-
den Klasse aufgerufen und das Verhalten des Programms u¨berpru¨ft wird. Hierzu werden in
den Testtreibern Anforderungen an den Programmzustand nach einem Methodenaufruf bzw.
die Ru¨ckgabewerte einzelner Methoden formuliert. Mit Hilfe der von JUnit bereitgestellten
assert()-Methode wird dann u¨berpru¨ft, ob die gestellten Anforderungen erfu¨llt sind. JUnit
bietet fu¨r diese Tests eine graphische Oberfla¨che und die Mo¨glichkeit, aufgetretene Fehler zu
protokollieren. Alle Module, die anschließend implementiert wurden, wurden ebenfalls sofort
Klassentests unterzogen, soweit dies bereits mo¨glich war. Zu diesem Zweck wurde innerhalb
der FrEAK-Verzeichnisstruktur ein Test-Verzeichnis angelegt, in dem bereits existierende Tei-
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le des Programms zusammen mit entsprechenden Testtreibern und Dummy-Klassen abgelegt
wurden.
Am Ende der Implementierungsphase lag eine ausfu¨hrbare Version des Programms vor,
so dass Tests nun am eigentlichen Programm durchgefu¨hrt werden konnten. Um alle PG-
Teilnehmer mo¨glichst schnell u¨ber gefundene Bugs informieren zu ko¨nnen, wurde das Bug-
Tracking System Mantis installiert. Die Spanne der innerhalb der zwei Wochen entdeckten
Fehler reicht von fehlenden sinnvollen Features bis zu ernsthaften Programmabstu¨rzen. Die
meisten Bugs, die ernsthaftere Probleme verursachten, konnten innerhalb kurzer Zeit beho-
ben werden. Gro¨ßeren Aufwand bei der Behebung verursachten vor allem zwei Bugs. Zum
einen erwies es sich als problematisch, beim Erzeugen und anschließenden Editieren eines
Schedules den U¨berblick daru¨ber zu behalten, wie die Module des Programms untereinander
auf Events registriert waren. Abhilfe schaffte in diesem Fall nur das nachtra¨gliche Einfu¨hren
eines zentralen Event Controllers. Zum anderen fu¨hrte zuna¨chst die Benutzung von Views
unweigerlich zum Programmabsturz. Die letztendliche Behebung dieser beiden Probleme ist
im Abschnitt 5.4 beschrieben.
Aber auch an diversen Kleinigkeiten musste noch gefeilt werden, da diese zum Teil doch sehr
ernsthafte Folgen nach sich zogen. So tauchte z. B. das Problem auf, dass einige Views sich in
bestimmten Situationen wa¨hrend des Laufes nicht mehr konfigurieren ließen, da schon beim
O¨ffnen des entsprechenden Dialogs das Programm mit einem OutOfMemoryError abstu¨rzte.
Wie sich heraus stellte, lag dies an der Art und Weise, wie Konfigurationen in existierende
Module geschrieben werden. Im Dialog zur Konfiguration eines Moduls konnte der Benutzer
zu diesem Zeitpunkt eine neue Konfiguration vollsta¨ndig eingeben und diese anschließend
u¨bernehmen oder verwerfen. Um zu u¨berpru¨fen, ob die Eingaben gu¨ltige Werte darstellten,
mussten diese bereits wa¨hrend der Eingabe in das Modul geschrieben werden. Da aber nicht
alle A¨nderungen wieder ru¨ckga¨ngig zu machen waren, konnte diese nicht in das eigentlich zu
konfigurierende Objekt geschrieben werden, weil sonst ein Klick auf den Cancel-Button nicht
zwangsla¨ufig noch das gewu¨nschte Ergebnis erzielt ha¨tte. Um dieses Problem zu umgehen,
wurde also beim O¨ffnen des Konfigurationsdialogs zuna¨chst grundsa¨tzlich eine Kopie des zu
konfigurierenden Objektes erzeugt, die beim Klick auf den OK-Button dann das urspru¨ngliche
Objekt ersetzen sollte. Im Fall der Views bedeutete dies aber, dass auch alle enthaltenen Daten
kopiert werden mussten, was bei la¨ngeren La¨ufen eine immense Datenmenge bedeuten kann.
Aufgrund der wenigen zur Verfu¨gung stehenden Zeit und dem Aufwand, den es bedeutet
ha¨tte, das gesamte Verfahren zum Setzen einer Konfiguration zu u¨berarbeiten, wurde im
Plenum beschlossen, das Problem durch Entfernung des Cancel-Buttons zu lo¨sen.
5.4 Implementierungsdetails
In diesem Abschnitt wird auf einige Implementierungsdetails na¨her eingegangen, dabei werden
nur die relevanten Details na¨her beleuchtet. Relevant heißt in diesem Kontext, dass zum
einen die Lo¨sungen von komplizierten Problemen beschrieben werden, die sich im Laufe der
Implementierung ergaben. Zum anderen wird auf Dinge eingegangen, die fu¨r FrEAK spezifisch
sind, also z. B. die Erweiterbarkeit.
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5.4.1 Verwendete Bibliotheken
Bei der Implementierung von FrEAK wurden fu¨r einige Aufgaben bestehende Bibliotheken
eingesetzt. Auf diejenigen, welche besonders wichtig fu¨r FrEAK sind, wird in diesem Abschnitt
na¨her eingegangen.
Colt
Fu¨r die Simulation evolutiona¨rer Algorithmen ist es notwendig, Zufallsentscheidungen zu tref-
fen. Das ist mit Computern nicht mo¨glich, da diese deterministisch arbeiten. Es gibt jedoch
so genannte Pseudozufallszahlengeneratoren, das sind Algorithmen, die aus einem vorgegebe-
nen Startwert (der z. B. mit der Systemzeit initialisiert werden kann) eine Sequenz von Bits
erzeugen, die fu¨r die Simulation
”
hinreichend zufa¨llig“ ist. Siehe hierzu auch Abschnitt 4.1.2.
Das Entwickeln und Implementieren effizienter und guter Pseudozufallszahlengeneratoren ist
eine hochgradig nicht triviale Aufgabe. Es war nicht das Ziel der PG, eigene Generatoren
zu entwickeln, deswegen haben wir nach bereits verfu¨gbaren Implementierungen bekannter
Generatoren gesucht. Dabei haben wir zahlreiche Implementierungen gefunden, unter ande-
rem die Bibliothek Colt (siehe [18]). Diese wurde am CERN entwickelt und entha¨lt bereits
Implementierungen zahlreicher guter Generatoren, insbesondere ist ein Mersenne Twister
(siehe [30] und [29]) integriert.
Wir haben uns dafu¨r entschieden, die Colt-Bibliothek zu verwenden, da sie außer den eigent-
lichen Generatoren auch Klassen zur Verfu¨gung stellt, mit denen man verschiedene Verteilun-
gen realisieren kann, z. B. (negative) Binomialverteilungen und Poisson-Verteilungen. Ferner
steht Colt unter einer sehr freien Lizenz, es darf frei benutzt, kopiert, vera¨ndert, verteilt und
in kommerzielle Produkte integriert werden.
In der Analysephase gab es den Vorschlag, dass der Benutzer den in FrEAK benutzen Pseu-
dozufallszahlengenerator auswa¨hlen kann. Dieser wurde vorerst nicht umgesetzt, um den Be-
nutzer nicht mit zu vielen Einstellungsmo¨glichkeiten zu konfrontieren. Die Architektur ist
so gestaltet, dass es kein Problem darstellt, dieses Feature bei Bedarf noch zu erga¨nzen. Im
Nachhinein zeigte sich jedoch, dass die Auswahl verschiedener Pseudozufallszahlengenerato-
ren nicht beno¨tigt wurde.
JGraph
Ein wesentlicher Bestandteil von FrEAK ist der Operatorgraph, der einen evolutiona¨ren Algo-
rithmus modelliert. Da der Benutzer in der GUI den Graphen editieren ko¨nnen soll, bestand
die Notwendigkeit, diesen graphisch anzeigen zu ko¨nnen.
Es wurde recherchiert, ob zu diesem Zweck verwendbare Bibliotheken existieren. Die einzige
gefundene Bibliothek, die fu¨r das Projekt geeignet erschien, war JGraph, da sie frei benutzbar
und ma¨chtig genug erschien. Es wurde beschlossen, JGraph zu benutzen.
Diese Entscheidung erwies sich aus mehreren Gru¨nden als problematisch: Zum einen verha¨lt
sich die Bibliothek unter einigen Betriebssystemen merkwu¨rdig (siehe auch Abschnitt 5.4.2).
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Zum anderen erschwerte die unzureichende und oft veraltete Dokumentation die Anbin-
dung an FrEAK. JGraph ha¨lt sich an das bekannte Model-View-Prinzip, das auch in Ja-
va Swing benutzt wird. Um einen Graphen mit der JGraph-Bibliothek anzeigen zu ko¨nnen,
muss ein Model erstellt werden, dass das Interface GraphModel der Bibliothek implementiert.
Dieses Interface und auch die von der Bibliothek bereitgestellte Default-Implementierung
DefaultGraphModel enthalten allerdings sehr viele, teilweise schlecht dokumentierte Metho-
den.
Zuna¨chst wurde versucht, GraphModel direkt vom FrEAK-Operatorgraphen zu implementie-
ren. Zu dem Problem der unzureichenden Dokumentation kam dabei noch, dass in FrEAK
die Kanten implizit, nicht aber – wie in der JGraph-Bibliothek – explizit durch Objekte
dargestellt werden.
Daher wurde dieser Versuch recht bald aufgegeben und zu Gunsten der folgenden Lo¨sung
fallen gelassen: Zur JGraph-View gibt es zwei Model-Objekte, und zwar eines einer eigenen
Model-Implementierung von GraphModel und ein FrEAK-Operatorgraph-Objekt. Die View-
Komponente kennt nur das erste dieser beiden Modelle. Das FrEAK-Modell wird durch einen
GraphModelListener (ein EventListener, der von der JGraph-Bibliothek bereitgestellt wird)
u¨ber A¨nderungen im JGraph-Modell versta¨ndigt und mit diesem synchronisiert.
Dieser Ansatz ist anwendbar, da der Graph nur u¨ber die GUI gea¨ndert werden kann. Es kann
ho¨chstens der Fall eintreten, dass zu einem schon bestehenden FrEAK-Modell ein JGraph-
Modell erzeugt werden muss. Die selbst geschriebene, GraphModel implementierende Klasse
stellt eine Methode dafu¨r zur Verfu¨gung, so dass dieser Fall abgedeckt ist.
5.4.2 Gestaltung der GUI
Die GUI-Gruppe begann die Arbeit fru¨hzeitig und implementierte Prototypen der Fenster
und Elemente der Oberfla¨che. Diese waren nicht auf Funktionalita¨t des Programms ange-
wiesen, wodurch sehr schnell ein Eindruck der Bedienung des Programms gewonnen werden
konnte. Dadurch konnte getestet werden, ob die in der Analyse- und Designphase entwickelten
Konzepte der Bedienung in der Praxis gut funktionieren wu¨rden.
Wa¨hrend der Implementierungsphase wurden ha¨ufig Ma¨ngel in der Bedienbarkeit sichtbar
und es stellte sich heraus, dass zusa¨tzliche Funktionalita¨t beno¨tigt wurde. Die Ma¨ngel be-
zogen sich zum Beispiel darauf, dass bestimmte, immer wieder kehrende Operationen nur
sehr umsta¨ndlich ausfu¨hrbar waren, oder dass immer wieder von Hand ein Layout der GUI
durchgefu¨hrt werden musste. Diese Dinge mussten wa¨hrend der Implementierung korrigiert
bzw. implementiert werden.
JGraph
JGraph als Bibliothek zur Anzeige des Graphen erwies sich abgesehen von den aufgetretenen
Problemen bei der Implementierung als fu¨r unsere Zwecke ausreichend.
Ein Problem, welches sich mit der Verwendung von JGraph ergab, war, dass die GUI des
Programms nicht auf allen Systemen richtig funktionierte. Probleme ergaben sich auf Mac OS,
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hier konnten die Editierungsfunktionen des Graphen nicht normal benutzt werden, da die GUI
extrem selten aktualisiert wurde, was zum Beispiel beim Verschieben von Knoten dazu fu¨hrte,
dass man nicht mehr richtig erkennen konnte, wohin man einen Knoten verschoben hatte.
Verwendete Tools
Es wurden Hilfsprogramme benutzt, um die GUI zu erzeugen. Die meisten Teilnehmer, die
an der Erstellung der Oberfla¨che beteiligt waren, entschieden sich fu¨r die Verwendung von
NetBeans als Entwicklungsumgebung, aber auch JBuilder kam zum Einsatz. Ein Grund fu¨r
die Verwendung von NetBeans war, dass die Trennung von Code fu¨r den Aufbau der GUI
und deren Funktionalita¨t in NetBeans sauberer ist als in JBuilder. Dadurch konnte die von
den meisten Teilnehmern verwendete Entwicklungsumgebung Eclipse fu¨r die Funktionalita¨t
der GUI verwendet werden, wa¨hrend NetBeans nur zum Editieren des Aussehens der GUI
verwendet wurde.
Eclipse sowie NetBeans wurden unter anderem deshalb benutzt, weil diese Entwicklungsplatt-
formen frei verfu¨gbar sind.
Bedienbarkeit der GUI
Ein wesentliches Problem der GUI-Gestaltung war die Tatsache, dass das Programm auf-
grund seiner Funktion inha¨rent eine gewisse Komplexita¨t aufweist. Trotzdem sollte die Be-
dienung einfach und schnell erlernbar sein, auch wenn potentielle Benutzer eher der Gruppe
der erfahrenen Rechneranwender zuzuordnen sind. Deshalb wurde sich schließlich fu¨r eine
wizard-artige Erstellung eines Schedules entschieden, bei der der Benutzer durch eine Folge
von Fenstern navigieren kann, in deren Verlauf alle beno¨tigten Einstellungen vorgenommen
werden. Dadurch ist eine korrekte und einfache Konfiguration sichergestellt.
Zuna¨chst wurde der gesamte Wizard in einer einzigen Klasse implementiert. Dieser Ansatz
fu¨hrte zu zwei Problemen, zum einen zu einer unu¨berschaubar großen Klasse und zum anderen
zu einer langen Ladezeit beim Anzeigen des Wizards. Diese Probleme wurden spa¨ter dadurch
gelo¨st, dass zuna¨chst ein Framework erstellt wurde, in dem Panels des Wizards angezeigt
werden konnten. Dann wurden die einzelnen Schritte bei der Erstellung eines Schedules auf
verschiedene, einzelne Panels aufgeteilt und diese in das Framework eingefu¨gt. Die einzelnen
Klassen besaßen dann eine u¨berschaubare Gro¨ße und konnten auch schneller geladen werden.
Ein Problem, welches sich bei der Benutzung des Programms herausstellte, war das Verloren-
gehen von geta¨tigten Einstellungen beim Zuru¨ck-Navigieren durch die Dialoge. Einstellungen
wurden zuru¨ckgesetzt, wenn aus ihrem Dialog zuru¨ck navigiert und dort etwas gea¨ndert wur-
de. Dies war anfangs auf Grund der komplexen Abha¨ngigkeiten zwischen den Einstellungen
auch so geplant, stellte sich aber beim Arbeiten mit dem Programm als enervierend heraus.
Erst im zweiten PG-Semester wurde eine umfassende Lo¨sung dieses Problems realisiert: Die
Module wurden um Methoden erweitert, die testen, ob sie in einem vera¨nderten Schedule
noch lauffa¨hig sind. Zweitens bekam jedes Modul die Mo¨glichkeit, sich in einer zweiten neu-
en Methode neu zu initialisieren, falls es beispielsweise von Einstellungen anderer Module
abha¨ngig ist und sich diese Einstellungen vera¨ndert haben.
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5.4.3 Erweiterungsmo¨glichkeiten
Bei der Planung und Implementierung von FrEAK wurde Wert darauf gelegt, dass das Pro-
gramm leicht und ohne großen Aufwand erweitert werden kann, denn Benutzer, die das Pro-
gramm ernsthaft einsetzen wollen, werden in jedem Falle neue Fitnessfunktionen implementie-
ren mu¨ssen, die die von ihnen untersuchten Probleme widerspiegeln. Ebenfalls nicht untypisch
du¨rfte die Implementierung neuer Operatoren und anderer Module sein.
Die erweiterbaren Programmteile sind in erster Linie die so genannten Module. Das sind
Suchra¨ume, Fitnessfunktionen, Mapper, Operatoren, Parametercontroller, Stoppkriterien,
Populationsmodelle, Observer und Views. Fu¨r jeden der o. g. Modultypen gibt es ein In-
terface und eine abstrakte Oberklasse. Fu¨r die Implementierung eines neuen Moduls reicht es
aus, eine neue Klasse zu erstellen, die das entsprechende Interface implementiert. Es ist aber
in der Regel deutlich unkomplizierter, einfach eine neue Klasse von der abstrakten Oberklasse
erben zu lassen, denn die abstrakten Oberklassen bieten bereits Standard-Implementierungen
wichtiger Methoden. Die neuen Klassen mu¨ssen nicht im Programm angemeldet werden, son-
dern werden automatisch vom Module Collector (siehe Abschnitt 5.4.4) verwaltet.
Die meisten Module sind konfigurierbar, d. h. sie haben Parameter, die vom Benutzer in der
GUI eingestellt werden ko¨nnen. In Abschnitt 5.2.1 wurde beschrieben, wie die Konfigurier-
barkeit von Modulen in das System integriert wurde, und dass es einen Standardinspector
gibt, den man sich fu¨r ein konfigurierbares Modul konstruieren lassen kann.
Die Generierung des Standardinspectors ist optional, der Benutzer hat stets die Mo¨glichkeit,
fu¨r spezielle Module eigene Inspectors zum Editieren der Properties bereit zu stellen. Ferner
gibt es noch die Mo¨glichkeit, den Standardinspector zu erweitern. Der Standardinspector
stellt bereits Mo¨glichkeiten zur Verfu¨gung, ha¨ufig vorkommende Typen von Properties (also
z. B. Integer, Boolean, etc.) anzuzeigen und zu bearbeiten. Wird ein Modul entworfen, das
eine Property hat, die einen anderen Typ hat (z. B. ein Array), so kann der Modulentwickler
den Standardinspector leicht so erweitern, dass er auch mit dem neuen Datentyp klar kommt.
Die Erweiterung erfolgt Java-typisch durch die Erga¨nzung eines Renderers und eines Editors
fu¨r Tabelleneintra¨ge, die beim Standardinspector angemeldet werden ko¨nnen.
Ein Problem, das sich im Laufe der Zeit herausstellte, war der Cancel-Knopf im Standardin-
spector. A¨nderungen des Wertes einer Property im Standardinspector werden sofort an das
entsprechende Modul weitergereicht, da zum einen eine Bereichspru¨fung durchgefu¨hrt werden
soll, ob der eingegebene Wert gu¨ltig ist, und zum anderen, weil das Setzen einer Property
auch andere Properties beeinflussen kann. Dieses Vorgehen fu¨hrte jedoch zu Problemen. Wird
bei einem Observer, der eine History einstellbarer La¨nge verwalten kann, die La¨nge dieser
History verku¨rzt, so wird diese Verku¨rzung sofort durchgefu¨hrt und ein Zuru¨cknehmen beim
Klick auf Cancel ist nicht mo¨glich. Da es prinzipiell keine Lo¨sung gibt, die auf das Kopieren
von Modul und/oder seiner Konfiguration verzichten kann, wurde dieses Problem dadurch
gelo¨st, den Cancel-Knopf zu entfernen.
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5.4.4 Verwaltung von Modulen und Events
Module
Aus der flexiblen Erweiterbarkeit von FrEAK ergibt sich die Notwendigkeit einer dynamischen
Verwaltung der integrierten Module. Module, die von Benutzern des Programms hinzugefu¨gt
werden ko¨nnen, sind u. a. Suchra¨ume, Fitnessfunktionen, Mapper, Operatoren, Stoppkriteri-
en, Populationsmodelle, Observer und Views. Es wurde darauf geachtet, dass das Hinzufu¨gen
so einfach wie mo¨glich ist, d. h. insbesondere auch, dass es nicht notwendig ist, neue Module
in einer Konfigurationsdatei o. a¨. anzumelden.
Statt dessen wurde ein so genannter
”
Module Collector“ implementiert. Dieser hat die Auf-
gabe dynamisch zur Laufzeit die Verzeichnisstruktur nach Modulen zu durchsuchen. Imple-
mentiert man nun ein neues Modul vom Typ xy, so muss man lediglich eine Klasse schreiben,
die das zu xy geho¨rende Interface implementiert, und diese im Package freak.module.xy
oder in einem seiner Unterpackages ablegen.
Bei der Implementierung des Module Collectors kam die Reflection-API von Java zum Ein-
satz. Mit dieser ist es mo¨glich, .class-Dateien auf vorhandene Methoden, implementierte In-
terfaces etc. zu u¨berpru¨fen. Dadurch wurde es mo¨glich, die Module dynamisch zu verwalten.
Dabei u¨bernimmt der Module Collector auch die Aufgabe eines Filters. Wird eine Liste aller
verfu¨gbaren Module eines Typs erstellt, so werden die weiteren bereits vorhandenen Einstel-
lungen beachtet, und es werden nur diejenigen Module der Liste hinzugefu¨gt, die kompatibel
mit den weiteren Einstellungen sind. Abha¨ngigkeiten treten zum Beispiel bei der Liste der
Stoppkriterien auf. Wurde eine Fitnessfunktion ausgewa¨hlt, die ihren optimalen Fitnesswert
nicht kennt, so werden diverse Stoppkriterien nicht in die Liste aufgenommen.
Module mancher Typen werden in Packages gespeichert, die nach Suchra¨umen unterteilt
sind. Das Filtern funktioniert bei solchen Modulen zweistufig. Aus der Liste aller Modu-
le eines solchen Typs werden zuna¨chst diejenigen entfernt, die nicht kompatibel mit dem
aktuellen Genotyp- bzw. Pha¨notypsuchraum sind. Die Kompatibilita¨t mit einem Suchraum
erkennt man entweder an dem Verzeichnis, in dem das Modul liegt, oder daran, dass es ein
Interface implementiert, mit dessen Hilfe man die Kompatibilita¨t zu einem Suchraum testen
kann. Danach befinden sich nur noch Module in der Liste, die mit dem gewa¨hlten Suchraum
kompatibel sind.
Um die weiteren Abha¨ngigkeiten in den Griff zu bekommen, wird die Methode testSchedule
des erzeugten Moduls aufgerufen. Module, die nicht kompatibel mit der bisher gewa¨hl-
ten Konfiguration des Schedules sind, mu¨ssen dann in dieser Methode eine Unsupported-
EnvironmentException werfen. Solche Module werden dann auch aus der Liste gelo¨scht.
Events
Die Kommunikation zwischen Modulen und anderen Teilen des Programms verla¨uft in FrEAK
zu einem großen Teil u¨ber Events. Fu¨r eine ausfu¨hrliche Beschreibung siehe Abschnitt 4.2.1.
Nachdem die Implementierungsphase etwas fortgeschritten war, wurde die Notwendigkeit ei-
ner globalen Verwaltung der Zuordnung von Event-Quellen und Empfa¨ngern deutlich. Es
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trat na¨mlich u. a. folgendes Problem auf: Das gewa¨hlte Populationsmodell sendet nach je-
der erzeugten Generation ein Event aus, auf das sich z. B. Observer registrieren ko¨nnen, die
nach jeder Generation die aktuelle Population brauchen. Das Populationsmodell kann je-
doch nachtra¨glich noch gea¨ndert werden, in diesem Fall mu¨ssen auch die festgelegten Event-
Zuordnungen aktualisiert werden und das alte Populationsmodell muss als Event-Quelle durch
das neue ersetzt werden. A¨hnliche Probleme traten auch bei anderen Modulen auf.
Deswegen wurde ein Event-Controller entworfen, der die festgelegten Event-Zuordnungen glo-
bal speichert. D. h. jedes Modul, das ein Event von einer bestimmten Quelle haben mo¨chte
(z. B. dem aktuellen Populationsmodell), muss sich beim Event-Controller darauf anmel-
den. Wird dann das Populationsmodell gea¨ndert, so kann der Event-Controller alle Event-
Zuordnungen auf den neuesten Stand bringen.
Des Weiteren bietet der Event-Controller Unterstu¨tzung bei der Verdrahtung so genannter
nicht statischer Events. Das sind Event-Zuordnungen, bei denen die Event-Quelle aus Sicht
des Event-Listeners variabel ist. Bestes Beispiel ist ein Observer, der alle Individuen anzeigt,
die u¨ber eine bestimmte Kante des Operatorgraphen laufen. Die mo¨glichen Event-Quellen sind
dann die Outports, die zu den Kanten geho¨ren. Die Outports melden sich bei ihrer Erzeugung
beim Event-Controller als mo¨gliche Event-Quellen an. Der Event-Controller liefert dann auf
Wunsch eine Liste mo¨glicher Event-Quellen fu¨r einen gewissen Event-Typ zuru¨ck. Diese Liste
kann von der GUI angezeigt werden, und der Benutzer kann dann eine der mo¨glichen Event-
Quellen auswa¨hlen.
5.4.5 Performance-U¨berlegungen
In diesem Abschnitt sollen einige der U¨berlegungen dargelegt werden, die gemacht wurden,
um die Effizienz des Programms auf ein zufrieden stellendes Niveau zu heben.
Fitnessfunktionen
Bei der Implementierung von FrEAK wurde auch Wert auf Effizienz gelegt. Die Auswertung
von Fitnessfunktionen sollte so schnell wie mo¨glich sein, damit die Simulation nicht aus-
gebremst wird. Das Konzept der Fitnessfunktionen ist in FrEAK sehr allgemein gehalten,
d. h. die Fitness eines Individuums ha¨ngt im Allgemeinen nicht nur von seinem Genotyp ab,
sondern auch von seinen Tags (siehe Abschnitt 4.2.1) und den anderen Individuen in der Po-
pulation. Die Fitness darf sogar von beliebigen Informationen aus dem Schedule abha¨ngen,
z. B. von der Nummer der aktuellen Generation. Damit kann FrEAK auch eingesetzt werden,
um beispielsweise Simulated Annealing zu implementieren.
Viele Fitnessfunktionen machen von diesen Mo¨glichkeiten jedoch keinen Gebrauch und der
Fitnesswert, den sie einem Individuum zuordnen, ha¨ngt ausschließlich von dem Genotyp
des Individuums ab. Solche Fitnessfunktionen bezeichnen wir als statisch. Der Vorteil dieser
Fitnessfunktionen ist, dass ein einmal ausgerechneter Fitnesswert fu¨r ein Individuum zwi-
schengespeichert werden kann und nicht jedes Mal neu ausgerechnet werden muss, weil es
keine Rolle spielt, ob sich die Umgebung gea¨ndert hat.
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Es wurden zwei abstrakte Oberklassen eingefu¨hrt, von denen statische monokriterielle bzw.
multikriterielle Fitnessfunktionen erben ko¨nnen. Diese enthalten bereits Methoden, die auto-
matisch dafu¨r sorgen, dass Fitnesswerte zwischengespeichert werden.
Graphdurchlauf
Das Erzeugen einer neuen Generation aus der aktuellen, also die Auswertung des Operator
Graphen, ist die zentrale Aufgabe wa¨hrend der Simulation. Abgesehen von der Auswertung
des Laufes durch Observer und die Darstellung dieser Auswertungen in der GUI, wird die
komplette Rechenzeit wa¨hrend der Simulation fu¨r den Graphdurchlauf verwendet.
Aus diesem Grund wurde bei der Implementierung des Graphdurchlaufes besonders auf Ef-
fizienz geachtet. Eine Beschreibung, wie der Durchlauf organisiert ist, findet man in Ab-
schnitt 4.2.1.
5.4.6 Threads
Auf Grund einiger besonderer Eigenschaften von FrEAK ergab sich besonderer Entwurfs-
und Implementierungsaufwand bezu¨glich der Thread-Struktur des Programms.
Eine der grundlegenden Zielsetzungen von FrEAK war, dass wa¨hrend der rechenaufwa¨ndi-
gen und lange dauernden Simulation der Algorithmen regelma¨ßig GUI-Updates durchgefu¨hrt
werden sollten, um die Ergebnisse der Berechnungen dem Benutzer anzuzeigen. Des Weiteren
sollte wa¨hrend einer Simulation das Programm mo¨glichst gut bedienbar bleiben, das heißt
lange Wartezeiten zwischen Eingaben in der GUI und der Reaktion des Programms auf diese
Eingaben sollten vermieden werden.
Aus diesem Grund war die einfache Methode, das Programm durch nur einen Thread zu
organisieren, nicht akzeptabel. Dies ha¨tte bedeutet, das Programm komplett im Event Dis-
patching Thread der GUI laufen zu lassen. Dem zu Folge wa¨re zum Beispiel nach Beta¨tigen
des Start-Buttons die Simulation gestartet worden und bis zum Ende der Simulation wa¨ren
weder GUI-Updates durchgefu¨hrt worden, noch ha¨tte das Programm wa¨hrend des Laufes
einer Simulation auf Benutzereingaben reagiert.
Alte Architektur
Das Programm wurde in zwei Threads aufgeteilt. Ein Thread ist der Event-Dispatching-
Thread, der von Java organisiert wird. Der andere Thread ist der Simulationsthread, in dem
die Simulation der Algorithmen abla¨uft. Dies schafft die Mo¨glichkeit, die oben angefu¨hrten
Probleme zu lo¨sen, da die Berechnungen der Simulation die GUI nicht blockieren.
Es musste eine Kontrollmo¨glichkeit eingefu¨hrt werden, mit der die Simulation vom Benutzer
gesteuert, das heißt zum Beispiel angehalten und gestartet werden kann. Dies fu¨hrte zu den
in der Multithreadprogrammierung allgegenwa¨rtigen Synchronisationsproblemen.
In einem ersten Ansatz wurde der Simulationssthread beim Klick auf Start gestartet und
dann jede Benutzerinteraktion mit Ausnahme des Unterbrechens der Simulation unterbunden.
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Diese Unterbrechung wurde mit Hilfe des Interrupted-Bit des Simulationsthread realisiert.
Dadurch war es leicht mo¨glich, eine ausgelaufene Simulation von einer unterbrochenen zu
unterscheiden.
Diese Architektur funktionierte zwar, erlaubte aber nicht ohne sta¨ndiges Unterbrechen der
Simulation den Replaymodus bequem zu nutzen. Insbesondere folgte die Simulation nicht
dem Generationsslider. Zwischen dem ersten und dem zweiten Semester wurde die Threadar-
chitektur daher neu entworfen.
Neue Architektur
Der Simulationsthread wird nun nicht gestartet und gestoppt, sondern ist als dauerhaft lau-
fender Thread realisiert. Die RunControl, die diesen Thread entha¨lt, wird von der GUI durch
eine Reihe von Anfragen gesteuert. Die Anfragen sind in synchrone und asynchrone Anfragen
unterteilt.
Synchrone Anfragen ko¨nnen nur gestellt werden, wenn die Simulation unterbrochen ist. Eine
synchrone Anfrage ist beispielsweise das Laden eines neuen Schedules. Synchrone Anfragen
werden innerhalb des Event-Dispatching-Thread ausgefu¨hrt.
Asynchrone Anfragen sind jederzeit mo¨glich und werden dem Simulationsthread u¨ber eine
Queue zugestellt. Es gibt dazu Start- und Stoppanfragen sowie Anfragen zum Anspringen
einer bestimmten Position im Replay. Das Abschicken einer asynchronen Anfrage wechselt
immer in den asynchronen Modus. Der asynchrone Modus wird vom Simulationsthread nach
Ablauf des Schedules oder Empfang einer Stoppanfrage an einem definierten Punkt in der
Simulation wieder verlassen. Der Event-Dispatching-Thread wird daru¨ber in der Event-Queue
informiert und kann danach wieder synchrone Anfragen stellen.
5.4.7 GUI-Updates
Durch die Trennung wird das Zeichnen der GUI asynchron zu eventuellen A¨nderungen ihres
Inhaltes durchgefu¨hrt, weil diese beiden Aufgaben auf zwei verschiedene Threads fallen. Eine
A¨nderung der angezeigten Daten wa¨hrend deren Neuzeichnung kann zu Abstu¨rzen fu¨hren,
weswegen ein Synchronisationsmechanismus benutzt werden musste.
Eines der schwer wiegendsten Probleme, die bereits die ersten Testla¨ufe des Programms zu
Tage fo¨rderten, waren die Updates der graphischen Ausgabe der Views. Die erste Implemen-
tierung dieses Programmteils hielt sich exakt an die von Sun vorgeschlagene Vorgehenswei-
se. Die Swing-Dokumentation besagt, dass Updates von bereits
”
realisierten“ (d. h. sicht-
baren oder anzeigbaren) GUI-Komponenten nur im Event-Dispatching-Thread ausgefu¨hrt
werden du¨rfen. Dies stellt kein Problem dar, so lange Updates von Standardevents (wie z. B.
Mausklicks innerhalb der GUI) ausgelo¨st werden, da diese ohnehin im Event-Dispatching-
Thread behandelt werden. Im Fall der Views stammen die Events aber aus dem Simulati-
onsthread des Programms, so dass die resultierenden GUI-Updates von Hand in den Event-
Dispatching-Thread verschoben werden mussten. Java stellt zu diesem Zweck die Methode
invokeLater() zur Verfu¨gung, die die notwendigen Methodenaufrufe (in einem Runnable-
Objekt verpackt) in die Event Queue dieses Threads schreibt.
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Beim Ausfu¨hren des Programms fu¨hrte dieses Vorgehen zu Abstu¨rzen mit einem OutOf-
MemoryError. Auf Grund der großen Anzahl von zu Stande kommenden repaint()-Aufrufen
wurde die Event Queue offensichtlich u¨berhaupt nicht mehr abgearbeitet. In einem zweiten
Versuch wurde statt der Methode invokeLater() die Methode invokeAndWait() verwen-
det. Diese Methode platziert analog zur vorherigen Methodenaufrufe im Event-Dispatching-
Thread, blockiert den aufrufenden Thread dann allerdings so lange, bis das Repaint aus-
gefu¨hrt wurde. Dies hatte zur Folge, dass alle GUI-Updates nun zwar unmittelbar erfolgten,
allerdings nicht, ohne den Großteil der Rechenzeit hierfu¨r in Anspruch zu nehmen.
Es war also eine Lo¨sung gefragt, die die Anzahl der GUI-Updates auf das unbedingt not-
wendige Maß reduzieren wu¨rde. Um dies zu erreichen, wurde das Programm gegen Ende des
ersten Semesters um einen UpdateManager und jede View um ein entsprechendes DataModel
erga¨nzt. Views schreiben ihre Daten nicht unmittelbar in die GUI, sondern in ihr DataModel
und markieren dieses als gea¨ndert. Dieser Vorgang hat noch kein GUI-Update zur Folge.
Der UpdateManager la¨uft als unabha¨ngiger Thread und kontrolliert in festen Zeitabsta¨nden
alle DataModels im Programm. Wird ein DataModel als vera¨ndert erkannt, so wird ein ent-
sprechendes GUI-Update ausgelo¨st. Die Zugriffe der Views und des UpdateManagers auf die
DataModels sind synchronisiert, so dass stets ein konsistenter Datensatz ausgegeben wird.
Wird wa¨hrend eines Laufes in den Suspended-Modus gewechselt, so werden alle Daten aus
den DataModels in die GUI geschrieben. Dies stellt sicher, dass im Suspended-Mode stets die
aktuellsten Daten angezeigt werden.
Dieses Verfahren wurde anschließend auf weitere Teile der GUI ausgeweitet, um unter ande-
rem den Generationsza¨hler weniger rechenzeitaufwa¨ndig zu gestalten. Leider wird die Kom-
munikation vom Simulationssthread zum Event-Dispatching-Thread noch nicht vollsta¨ndig
u¨ber den UpdateManager ausgefu¨hrt. Insbesondere beim Erzeugen von neuen Panels fu¨r
Views wa¨hrend der Simulation muss der Simulationsthread fu¨r einen Moment angehalten
werden, bis die Erzeugung abgeschlossen ist, da sonst Updates von Panels deren eigentliche
Erzeugung u¨berholen ko¨nnten.
5.4.8 Headless Mode
Der nachtra¨glich eingefu¨gte Headless Mode konnte in die Architektur sehr einfach eingefu¨gt
werden. Im Headless Mode wird das Hautpfenster durch eine einfache Klasse ersetzt, die zu
Beginn ein Schedule la¨dt und dann eine Startanfrage stellt. Nachdem die Simulation ausge-
laufen ist, wird diese Klasse vom Simulationsthread benachrichtigt und kann das Programm
beenden.
Die Klasse erzeugt, im Gegensatz zum Hauptfenster, keine Panels fu¨r Views. Dadurch werden
alle Updates der DataModels wie geplant durchgefu¨hrt, auch der UpdateManager la¨uft, aber
die DataModels schreiben ihren Daten nie in eine Swing-Komponente.
Leider wurde dabei ein interner Fehler im Event-Dispatching-Thread sichtbar. Swing beno¨tigt
nicht nur einen X-Server, wenn es Fenster darstellen soll, sondern schon, wenn ein Event in
die Event Queue gestellt wird. Erstaunlicherweise la¨uft das Programm, wenn die auftretende
Exception schlicht ignoriert wird, jedoch trotzdem wie gewu¨nscht.
Kapitel 6
Dokumentationsphase
Da man FrEAK sowohl nur zur Simulation bestehender EAs benutzen als es auch um wei-
tere Module (Operatoren, Suchra¨ume, Observer, etc.) erweitern kann, haben wir uns dazu
entschlossen, dies auch in den Dokumentationen deutlich werden zu lassen.
Zum einen gibt es das Benutzerhandbuch (User’s Guide). Dieses beschreibt die Benutzung des
Programms und geht dabei teilweise auch etwas daru¨ber hinaus, um grundlegende Prinzipien
einzufu¨hren und zu erla¨utern. Die Einleitung gibt eine Einfu¨hrung in FrEAK, die Realisierung
von Algorithmen mittels Operatorgraphen und die Bedienung des Programms.
In Kapitel 2 wird das Anlegen eines Schedules ausfu¨hrlich besprochen, einschließlich der
genauen Beschreibung jedes einzelnen Schrittes. Es werden ebenfalls die Bedeutungen der
einzelnen Module (Graph, Observer, Views, etc.) erla¨utert.
Kapitel 3 widmet sich dann ganz der Bedienung von FrEAK wa¨hrend eines Simulationslaufes.
Hierbei kommt es besonders auf die Replay-Funktion und die Navigation durch die bereits
simulierten La¨ufe an, da diese ein wichtiges Feature von FrEAK darstellt.
In Kapitel 4 wird das Prinzip der Operator-Graphen und deren Erstellung erkla¨rt. Da es sich
hierbei um eine wenig verbreitete und nicht vo¨llig kanonische Darstellung von EAs handelt,
bedarf es hier auch einiger Erla¨uterungen.
Die Entwicklung eigener Module wird im Entwicklerhandbuch (Module Developer’s Guide)
erkla¨rt. In ihm wird der Entwickler an die Hand genommen und ihm Schritt fu¨r Schritt
erkla¨rt, wie man die einzelnen Module implementieren kann und worauf dabei zu achten ist.
Nach einer kurzen Einleitung erkla¨rt Kapitel 2 die Grundkonzepte von FrEAK, mit deren
Hilfe man die folgenden Kapitel leichter verstehen kann.
Die weiteren Kapitel 3–11 erla¨utern dem Leser dann die Erzeugung von eigenen Suchra¨um-
en, Fitnessfunktionen, Mappern, Operatoren, Parametersteuerungen, Populationsmodelle,
Stoppkriterien, Observer und Views. Wir haben uns bewusst fu¨r diese Reihenfolge entschie-
den, da dies den logischen Aufbau des Programm widerspiegelt. Allem zu Grunde liegen die
Suchra¨ume, auf denen dann die Fitnessfunktionen basieren, etc. Außerdem ist das die Reihen-
folge, die der Entwickler schon von der Benutzung des Programms durch den Schedule-Editor
gewohnt ist.
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In Kapitel 12 werden dann weitergehende Konzepte erkla¨rt und besprochen, die fu¨r den
fortgeschrittenen Entwickler interessant sind, die jedoch nicht fu¨r das Versta¨ndnis der vorigen
Kapitel notwendig sind.
Die beiden oben genannten Dokumente sind natu¨rlich statisch, d. h. als Anleitung gedacht,
also in gedruckter Form zu lesen. Da Benutzer aber auch wa¨hrend der Ausfu¨hrung des Pro-
gramms spezifische Informationen gewinnen ko¨nnen sollen, haben wir uns dazu entschieden,
eine zusa¨tzliche HTML-Hilfe bereit zu stellen. Prinzipiell handelt es sich dabei momentan
nur um die umgewandelte Version des Benutzerhandbuchs, allerdings ist es mit Hilfe der
Hyperlinks wesentlich schneller mo¨glich, die gesuchten Informationen zu finden. Auch das
Aussehen ist dem typischen Layout eines
”
Online-Textes” angepasst und la¨sst sich somit
besser am Bildschirm lesen.
Die bereits in der Implementierungsphase entstandenen
”
How-To”s (z. B. u¨ber die Implemen-
tierung der Parametersteuerung) sind in die Dokumente eingeflossen bzw. wurden teilweise
u¨bernommen.
Kapitel 7
Zweite Seminarphase
7.1 Minimale Spannba¨ume
Vortragender: Kai Plociennik
Literatur: [33]
Es wurde ein Vortrag gehalten, der das Verhalten randomisierter Suchheuristiken bzw. evolu-
tiona¨rer Algorithmen auf dem Problem der Berechnung minimaler Spannba¨ume zum Thema
hatte.
7.1.1 Einleitung/Motivation
Es wurde das Verhalten zweier typischer randomisierter Suchheuristiken (RSH), randomi-
sierte lokale Suche (RLS) und des (1+1) EA, auf dem bekannten, effizient lo¨sbaren und gut
verstandenen Optimierungsproblem der Berechnung von minimalen Spannba¨umen (MST,
minimal spanning trees) untersucht. Die Motivation fu¨r diesen Ansatz war, etwas u¨ber das
Verhalten und die Analyse von RSH zu lernen.
Interessant waren hier beispielsweise die folgenden beiden Punkte. Das MST Problem la¨sst
sich mit Greedy-Algorithmen effizient lo¨sen, d. h. in gewissem Sinne
”
lokal“. Lokalita¨t ist
hier aber eher zeitlich zu verstehen, denn die (Greedy-) Algorithmen von Kruskal und Prim
benutzen Informationen u¨ber viele Knoten und Kanten, die im ganzen Graphen verteilt sind.
Es ist auch nur anhand von einer Kante und der Nachbarschaft der Endknoten nicht ent-
scheidbar, ob die Kante zu einem MST geho¨rt. Unsere Algorithmen dagegen arbeiten eher
lokal im eigentlichen Sinne: RLS mutiert nur ein oder zwei Bits pro Schritt (der Algorithmus
musste fu¨r dieses Problem aufgrund des Festha¨ngens in lokalen Optima bei ausschließlicher
Benutzung von 1-Bit-Mutationen angepasst werden) und auch beim (1+1) EA sind
”
große“
Mutationen eher selten. Interessant war also, wie gut diese
”
lokalen“ Algorithmen mit dem
Problem
”
fertig werden“.
Des Weiteren ist es so, dass viele effizient lo¨sbare Optimierungsprobleme (so auch das MST)
NP-harte Verallgemeinerungen haben. Beim MST ist das z. B. die Berechnung von grad-
beschra¨nkten Spannba¨umen oder eine multikriterielle Version, in der eine Kante mehrere
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Gewichte hat und nach einer pareto-optimalen Lo¨sung gefragt wird. Bei solchen Problemen
ko¨nnen evolutiona¨re Algorithmen konkurrenzfa¨hig sein. Um die Optimierungszeit auf solchen
Problemen aber abscha¨tzen zu ko¨nnen, ist es no¨tig (zumindest hilfreich), das Verhalten auf
den einfachen Varianten verstanden zu haben.
7.1.2 Ergebnisse
Um die Laufzeiten der RSH besser einscha¨tzen zu ko¨nnen, wurde wiederholt, dass der Algo-
rithmus von Kruskal eine Laufzeit von O((m+ n) log n) besitzt.
Das MST Problem wurde fu¨r das Szenario RSH so kodiert, dass Punkte des Suchraums
Bitstrings sind und Kantenauswahlen eines Graphen beschreiben. Es wurden zwei verschie-
dene Fitnessfunktionen analysiert. Die eine bewertet Suchpunkte nach den folgenden drei
Kriterien: Zahl der entstehenden Zusammenhangskomponenten, Zahl der ausgewa¨hlten Kan-
ten und schließlich Gewicht ausgewa¨hlter Kanten. Dabei dominiert ein Kriterium in dieser
Reihenfolge alle nachfolgenden. In der zweiten Funktion fehlt die Bewertung der Zahl aus-
gewa¨hlter Kanten. Interessant fu¨r die Analyse war, ob dieses
”
weniger an Informationen“ zu
einer (asymptotisch) anderen Laufzeit fu¨hrt.
Die Analyse war insofern interessant, als dass sie auf eine neue Art und Weise funktioniert.
Sie basiert darauf, lokale Verbesserungen, d. h.
”
gute“ Mutationen zu betrachten, die den
Funktionswert eines Individuums senken. Dabei wurde die erwartete Verbesserung des Funk-
tionswertes bestimmt, genauer gesagt der erwartete Faktor der Verbesserung. Hierbei beob-
achtete man einen Tradeoff zwischen Wahrscheinlichkeit einer Mutation und dem Grad an
Verbesserung. Große Verbesserungen haben kleine Wahrscheinlichkeit und kleine Verbesse-
rungen große Wahrscheinlichkeit. Im Durchschnitt ergibt sich eine genu¨gend große erwartete
Verbesserung pro guter Mutation, d. h. ein genu¨gend kleiner Faktor. Nach einer genu¨gend
großen Anzahl guter Mutationen ergibt sich durch die fortgesetzte Verbesserung, d. h. die
fortgesetzte Multiplikation mit dem erhaltenen Faktor eine so große Verbesserung, dass man
das Optimum mit hoher Wahrscheinlichkeit gefunden hat.
Als Ergebnis erhielt man fu¨r beide Funktionen und beide Algorithmen eine obere Schranke
von O(m2(log n+ logwmax)) fu¨r die im Worst-Case (u¨ber alle Eingaben) erwartete Laufzeit
bis zum Erreichen des Optimums. Fu¨r die erste Funktion wurde fu¨r den Fall polynomiell
beschra¨nkter Kantengewichte auch ein Worst-Case-Beispiel angegeben, auf dem beide Algo-
rithmen diese Laufzeit erreichen. Die Analyse ist also scharf.
7.2 Experimentbewertung
Vortragende: Andrea Schweer
Literatur: [27]
7.2.1 Einleitung
Dieses Referat stellte einen Beitrag von Sean Luke und Liviu Panait zur Konferenz GECCO
2002 vor, in dem die Autoren die ga¨ngige Vorgehensweise, evolutiona¨re Algorithmen (vor
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allem in der Forschung zum genetischen Programmieren) zu vergleichen, kritisieren und eigene
Verbesserungsvorschla¨ge vorstellen.
7.2.2 Ga¨ngige Vorgehensweise
Wenn die Qualita¨t zweier evolutiona¨rer Algorithmen miteinander verglichen werden soll, un-
terscheidet sich die ga¨ngige Vorgehensweise danach, ob dies im Kontext der Forschung zum
genetischen Programmieren geschieht oder nicht.
Außerhalb dieses Kontextes wird als Kriterium fu¨r den Vergleich die durchschnittliche beste
Fitness auf einer großen Stichprobe verwendet. Begleitet wird dieser Wert meist von einem
Test auf Verschiedenheit der Mittelwerte.
Im Kontext des genetischen Programmierens werden stattdessen ha¨ufig Maße benutzt, die
messen, wie viele Individuen ausgewertet werden mu¨ssen, bis mit gegebener Wahrscheinlich-
keit die ideale Lo¨sung gefunden worden ist.
7.2.3 Kritik an der Vorgehensweise
Die Autoren des referierten Beitrags haben drei große Kritikpunkte an der vorgestellten
Vorgehensweise im Kontext des genetischen Programmierens. Diese Punkte ergeben sich aus
statistischen Gesichtspunkten, der hinter der Vorgehensweise stehenden Motivation sowie aus
der mangelnden Korrelation mit anderen Maßen.
Statistische Gesichtspunkte. Die verwendeten Maße basieren auf Punkt-Stichproben. Fu¨r
diese Art von Stichproben gibt es keinen Test auf signifikanten Unterschied, so dass
Werte dieses Maßes fu¨r zwei verschiedene Algorithmen nicht verglichen werden ko¨nnen.
Außerdem sind einige der Maße abha¨ngig zwischen den Generationen. U¨blicherweise
werden fu¨r Aussagen u¨ber verschiedene Generationen aber keine getrennten, unabha¨ngi-
gen Stichproben verwendet, was deshalb eigentlich no¨tig wa¨re. Dazu kommt, dass kleine
A¨nderungen in der Anzahl idealer Lo¨sungen große A¨nderungen in den Werten einiger
der Maße verursachen.
Motivation. Im genetischen Programmieren wird u¨blicherweise versucht, Algorithmen zu
entwickeln, die mo¨glichst gute Fitness erreichen. In diesem Licht erscheint es seltsam,
als Gu¨tekriterium die Anzahl der idealen Lo¨sungen zu verwenden.
Die Autoren erkla¨ren sich das mit einer vorherrschenden philosophischen Ta¨uschung,
beim genetischen Programmieren ginge es darum, korrekte Programme zu finden. Ein
Optimum oft genug zu erreichen, dass eine statistische Aussage daru¨ber mo¨glich ist,
gehe aber nur bei
”
Spielzeugproblemen“, nicht bei echten Optimierungsaufgaben.
Korrelation mit anderen Maßen. Die Intuition ko¨nnte vielleicht zu folgender Annahme
verleiten: Ein System, das bei der Suche nach Lo¨sungen mit hoher Fitness gut ist, sollte
auch mehr ideale Lo¨sungen finden.
Die Autoren haben allerdings Experimente durchgefu¨hrt, die diese Annahme wider-
legen. Diese Experimente haben drei verschiedene Szenarien untersucht. Da bei der
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Evolution von Syntaxba¨umen die Anzahl der hintereinander verschachtelten Crossover-
Operatoren entscheidend ist, wurden fu¨r jedes Szenario 500 unabha¨ngige La¨ufe fu¨r je-
weils 1 bis 10 Operatoren durchgefu¨hrt. Mit steigender Anzahl der Operatoren fa¨llt die
durchschnittliche beste Fitness; die Anzahl der gefundenen idealen Lo¨sungen verha¨lt
sich fu¨r jedes Szenario unterschiedlich, ebenso wie die Werte der darauf basierenden
Maße.
7.2.4 Lo¨sungsvorschlag
Um die beschriebenen Probleme mit den u¨blicherweise im Kontext des genetischen Pro-
grammierens verwendeten Maßen zu umgehen, empfehlen die Autoren folgendes: Die Anzahl
gefundener idealer Lo¨sungen sollte nur dann verwendet werden, wenn das Finden einer per-
fekten Lo¨sung wichtig ist, und auch dann nicht als einziges Maß. Fu¨r andere Fa¨lle haben die
Autoren ein neues Maß definiert: die erwartete maximale beste Fitness eines Laufs. Dieses
Maß hat aber ebenfalls statistische Probleme und sollte daher nur zusa¨tzlich zur Angabe der
besten Fitness eines Laufs verwendet werden.
7.3 Das Ising-Modell auf dem Ring
Vortragender: Dirk Sudholt
Literatur: [11]
7.3.1 Einleitung
In diesem Referat wurde das Ising-Modell vorgestellt und das Verhalten randomisierter und
evolutiona¨rer Algorithmen auf dem Ising-Modell auf speziellen Graphen untersucht.
Ising-Modelle haben ihren Ursprung in der statistischen Physik und beschreiben das Verhal-
ten von magnetischen Teilchen mit zwei Ausrichtungen (spins), die die Tendenz besitzen, ihre
Ausrichtung ihren Nachbarn anzugleichen. Solche Teilchen und ihre Nachbarschaftsbeziehun-
gen lassen sich durch Graphen modellieren. Aus Sicht der Informatik ist das Ising-Modell
daher ein umgedrehtes Fa¨rbbarkeitsproblem mit dem Ziel, mo¨glichst viele adjazente Knoten
gleich zu fa¨rben.
Wir betrachten die so genannte Ising-Funktion auf Graphen, die fu¨r jede Kante den Wert
1 zur Fitness beitra¨gt, wenn die beiden Endpunkte gleich gefa¨rbt sind, und 0 sonst. Die
Graphen beschra¨nken wir auf Ringe, das sind Graphen, die nur aus einem Kreis der La¨nge
n = |V | bestehen. Suchpunkte sind Knotenfa¨rbungen x = (x1, . . . , xn), wobei wir uns auf die
Betrachtung zweier Farben 0 und 1 beschra¨nken. Damit gilt x ∈ {0, 1}n.
Obwohl die Optima, alle einheitlichen Fa¨rbungen der Knoten, das Problem trivial erscheinen
lassen, ist die Optimierung nicht unproblematisch: die Ising-Funktion ist spin-flip-symmetrisch,
d. h. es gilt f(x) = f(x) fu¨r die Fitness eines Individuums x und seines bitweisen Komple-
ments x. Auf Ringen gilt diese Symmetrie auch fu¨r bestimmte Teile des Genotyps, so dass
die Gefahr besteht, dass sich Teile des Genotyps in unterschiedliche Richtungen entwickeln
und letztendlich komplexe Variationen no¨tig sind, um das globale Optimum zu erreichen.
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7.3.2 Die Analyse mutationsbasierter Algorithmen
Nach dieser allgemeinen Einfu¨hrung in die Problematik wurden verschiedene Algorithmen
vorgefu¨hrt und analysiert. Der einfachste Algorithmus ist die (1+1) randomisierte lokale
Suche (RLS), bei der zur Erzeugung des Nachkommens ein uniform zufa¨llig gewa¨hltes Bit
geflippt wird. Bei der Optimierung entstehen Plateaus von Suchpunkten mit i Blo¨cken, wobei
wir mit Blo¨cken maximale zusammenha¨ngende Folgen gleich gefa¨rbter Knoten bezeichnen.
Blo¨cke ko¨nnen ihre La¨nge vera¨ndern, wenn ein Bit an einem der beiden Enden geflippt wird.
Damit wird die Zeit, bis ein Block verschwindet und die Fitness dadurch erho¨ht wird, durch
einen Random Walk bestimmt. Eine einfache, aber genaue Analyse des Random Walks fu¨r
einen ausgewa¨hlten kleinen Block B liefert eine obere Schranke O(n3) fu¨r die erwartete Op-
timierungszeit.
Der (1+1) EA la¨sst sich nur sehr aufwa¨ndig direkt analysieren, daher wurde ein Vergleich des
(1+1) EA mit der Analyse der (1+1) RLS durchgefu¨hrt. In verschiedenen Zwischenschritten
wurden dabei Algorithmen betrachtet, die
”
zwischen“ dem (1+1) EA und der (1+1) RLS
liegen, in dem Sinne, dass sie Komponenten von beiden Algorithmen beinhalten. Im Unter-
schied zur (1+1) RLS kann der (1+1) EA mehrere Bits auf einmal flippen. Da sich jedoch
relativ schnell Blo¨cke bilden und Bitflips innerhalb von Blo¨cken die Fitness verringern, sind
Mehrbitmutationen meist wenig hilfreich. Zudem ist es in manchen Situationen wahrschein-
licher, einen Block um k Bits zu verla¨ngern, als ihn um k Bits zu verku¨rzen.
Allerdings zeigt sich, dass große A¨nderungen der Blockla¨nge unwahrscheinlich sind und die
Wahrscheinlichkeiten nur bei sehr kurzen und sehr langen Blo¨cken asymmetrisch sind, so dass
sich die Laufzeit hier nur um einen zusa¨tzlichen Faktor o(1) vergro¨ßert. Insgesamt unterschei-
den sich (1+1) EA und (1+1) RLS nur um ho¨chstens konstante Terme, so dass auch fu¨r den
(1+1) EA die obere Schranke O(n3) fu¨r die erwartete Optimierungszeit gilt.
7.3.3 Die Analyse paralleler mutationsbasierter Algorithmen
Auf dem Weg zu genetischen Algorithmen wurde ein paralleler mutationsbasierter Algorith-
mus untersucht, die (1+λ) RLS. Die Schwierigkeit bei Populationen ist die Selektion des
neuen Individuums: da viele Nachkommen die gleiche Fitness haben, erha¨lt der Algorithmus
keine Informationen daru¨ber, welches Individuum selektiert werden soll. Daher selektiert der
Algorithmus eines der fittesten Nachkommen zufa¨llig oder u¨bernimmt den Elter, falls alle
Nachkommen schlechter sind.
Wir betrachten wie bei der Analyse der (1+1) RLS einen kleinen Block B und scha¨tzen die
erwartete Zeit ab, bis B verschwindet. Ein gu¨nstiger Fall wa¨re daher, dass eine Mutation
einen Nachkommen x erzeugt, in dem die La¨nge von B vera¨ndert wurde, da dieses Ereignis
den Random Walk von B voran treibt. Allerdings schla¨gt sich diese bessere Pseudo-Fitness
i. A. nicht in der Fitness des Nachkommens nieder, so dass wir darauf hoffen mu¨ssen, dass sich
x gegenu¨ber den Nachkommen mit gleicher Fitness durchsetzt und als neuer Elter selektiert
wird.
Es zeigt sich jedoch, dass fu¨r λ := n die Zahl no¨tiger Generationen durch O(n2 log n) be-
schra¨nkt ist und sich die Zahl an Fitnessauswertungen mit O(n3 log n) nur um einen Faktor
log n von der (1+1) RLS unterscheidet.
Mit einer besseren Wahl von λ la¨sst sich diese Zahl auf ebenfalls O(n3) senken.
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Diese Ergebnisse fu¨r die (1+λ) RLS lassen sich direkt auf den (1+λ) EA u¨bertragen.
7.3.4 Die Analyse genetischer Algorithmen
Als na¨chstes wurde ein spezieller, angepasster genetischer Algorithmus vorgestellt: der so
genannte (1+1) GIGA (Gene Invariant Genetic Algorithm) verwaltet eine Population, die
stets aus einem Individuum x und seinem bitweisen Komplement x besteht und die damit
stets maximale Diversita¨t aufweist. In einem Schritt werden x und xmiteinander rekombiniert
und die Nachkommen y und y u¨bernommen, falls sie nicht schlechter sind als ihre Eltern.
Da x und x redundant sind, kann die Rekombination von x mit x auch als Mutation von x
angesehen werden.
Der (1+1) GIGA wurde daraufhin fu¨r Two-Point-Crossover und Ein-Punkt-Crossover unter-
sucht. Mit Zwei-Punkt-Crossover wird eine Fitnessverbesserung erreicht, wenn beide Kreu-
zungspunkte auf Trennstellen, das sind Zwischenra¨ume zwischen zwei Blo¨cken, treffen. Die
Bits innerhalb der beiden Kreuzungspunkte werden geflippt, wodurch beide Trennstellen ver-
schwinden und sich die Fitness um 2 erho¨ht. U¨ber alle Fitnessschichten von Suchpunkten mit
i Blo¨cken hinweg erhalten wir eine erwartete Optimierungszeit von O(n2).
Fu¨r Ein-Punkt-Crossover erhalten wir die gleiche asymptotische Laufzeit. Da in jedem Schritt
die Bits rechts des einzigen Kreuzungspunktes geflippt werden, wird in jedem Schritt die Kan-
te {xn, x1} umgefa¨rbt. Ein-Punkt-Crossover kann daher als spezielles Zwei-Punkt-Crossover
mit festem Kreuzungspunkt an {xn, x1} angesehen werden. Um die Fitness zu erho¨hen, muss
der Algorithmus i. A. nacheinander zwei Schritte ausfu¨hren, bei denen der Kreuzungspunkt
eine Trennstelle trifft: im ersten solchen Schritt wird {xn, x1} zweifarbig und im zweiten
Schritt werden die Trennstelle an {xn, x1} und die Trennstelle am Kreuzungspunkt entfernt,
wodurch sich die Fitness um 2 erho¨ht. Auch hier erhalten wir die asymptotische Laufzeit von
O(n2).
Da der (1+1) GIGA ein an Spin-Flip-Symmetrie angepasster Algorithmus ist und die Diver-
sita¨t
”
ku¨nstlich“ aufrecht erhalten wird, wurde zum Schluss die Frage besprochen, ob eine
ausreichende Diversita¨tserhaltung auch mit Standardmethoden wie Fitness Sharing mo¨glich
ist.
Beim Fitness Sharing werden nahe beieinander liegende Suchpunkte bestraft und die Fitness
eines Individuums wird an der Population gemessen. Ein einfacher genetischer Algorithmus
mit Populationsgro¨ße 2 wurde vorgestellt, der mit Fitness Sharing arbeitet. Erwa¨hnenswert
dabei ist der Selektionsoperator, der aus der Menge P von Eltern und Nachkommen eine
zweielementige Teilmenge P ′ wa¨hlt, die die Fitness der Population maximiert. Die Fitness
der Individuen wird dabei also anhand von P ′ gemessen und nicht anhand der Gesamtpopu-
lation aus Eltern und Nachkommen. Die Laufzeit fu¨r diesen Schritt ist hier konstant, da P
nur 4 Individuen entha¨lt.
In der Analyse betrachten wir die Fitness der Population P = {x, y}, da diese aufgrund
der Selektion monoton steigend ist. Um die Fitness der Population zu erho¨hen, kann der
Algorithmus die Zahl der Blo¨cke in x und y verringern oder den Hammingabstand von x
und y vergro¨ßern. Mit der Buchhaltermethode kann die Laufzeit auf verschiedene Typen
von Populationen verteilt werden: Falls der Hammingabstand nicht maximal ist, gilt x 6= y
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und die Fitness kann durch eine gute 1-Bit-Mutation um eine Konstante erho¨ht werden.
Ansonsten gilt x = y und wir sind in der gleichen Situation wie der (1+1) GIGA. Fu¨r beide
Fa¨lle erhalten wir erwartete Zeiten von jeweils O(n2).
Das u¨berraschende Ergebnis lautet also, dass sich auch mit Fitness Sharing eine erwartete
Optimierungszeit von O(n2) erreichen la¨sst.
7.4 Das Ising-Modell auf dem quadratischen Torus
Vortragender: Matthias Englert
Literatur: [10]
Die Analyse des (1+1) EA auf der Ising-Funktion des quadratischen Torus mit zwei Farben
gestaltet sich anders als die anderen Analysen dieses Semesters. Statt der Suche nach unteren
und oberen Schranken fu¨r die Laufzeit bis zum Erreichen des Optimums, wird eine obere
Schranke der Zeit bis zum Erreichen eines stabilen Zustands ermittelt. Das kann entweder
das globale Optimum sein oder ein Zustand, in dem kein 1-Bit-Flip mehr akzeptiert werden
kann.
Beim Ising-Modell auf dem quadratischen Torus ergeben sich, im Gegensatz zum Ising-Modell
auf dem Ring, lokale Optima, aus denen der (1+1) EA nur durch das gleichzeitige Flippen
sehr vieler Bits wieder entkommen kann. Experimente zeigen, dass diese stabilen Zusta¨nde
nicht selten erreicht werden.
7.4.1 Klassifizierung von Fa¨rbungen
Definition. Ein Graph heißt quadratischer Torus, wenn V = {0, · · · ,√n−1}×{0, · · · ,√n−
1} ist und zwei verschiedene Knoten (x1, y1) und (x2, y2) genau dann durch eine ungerichtete
Kante verbunden werden, wenn gilt:
(x1 = x2 ∨ x2 = (x1 + 1) mod
√
n ∨ x1 = (x2 + 1) mod
√
n) ∧
(y1 = y2 ∨ y2 = (y1 + 1) mod
√
n ∨ y1 = (y2 + 1) mod
√
n)
Man kann sich den Torus als quadratisches Gitter von Knoten vorstellen, in dem jeder Knoten
mit seinen acht Nachbarn u¨ber Kanten verbunden ist. Dabei werden Knoten des oberen
Randes mit Knoten des unteren Randes und Knoten des rechten Randes mit Knoten des
linken Randes verbunden.
Man kann stabile Fa¨rbungen des quadratischen Torus charakterisieren, d. h. Fa¨rbungen, in
denen keine 1-Bit-Mutationen mehr akzeptiert werden (tatsa¨chlich mu¨ssen meist sehr viele
Bits zugleich geflippt werden, um aus stabilen Zusta¨nden, die nicht dem Optimum entspre-
chen, zu entkommen). Hierzu werden einige Begriffe eingefu¨hrt, die hier nur kurz skizziert
werden sollen:
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Ein verbessernder Block ist eine horizontale, vertikale oder diagonale Reihe zusammenha¨ngen-
der Knoten gleicher Farbe. Ein verbessernder Block ist dergestalt, dass das Flippen aller sei-
ner Knoten zu einer Verbesserung der Fitness fu¨hrt. Außerdem kann ein verbessernder Block
durch 1-Bit-Flips verku¨rzt und u.U. auch verla¨ngert werden.
Eine Blu¨te entsteht, wenn sich eine Kante, die zwei 1-gefa¨rbte Knoten verbindet, mit einer
Kante die zwei 0-gefa¨rbte Knoten verbindet, kreuzt.
Ringe sind einfarbige Gebiete, die sich ein- oder mehrmals um den Torus wickeln.
Zusta¨nde, die nur aus Ringen bestehen, welche sich einmal um den Torus wickeln und die
außerdem keine verbessernden Blo¨cke enthalten, sind stabil (vorausgesetzt alle Ringe haben
eine Dicke von wenigstens zwei).
7.4.2 Analyse
Folgender Satz wird in der Analyse gezeigt:
Satz. Sei G ein quadratischer Torus. In O(n3) Generationen findet der (1+1) EA auf IsingG
eine Fa¨rbung, die optimal oder stabil ist.
Gibt es in einer Fa¨rbung verbessernde Blo¨cke und/oder Blu¨ten, erreicht man nach O(n3)
Generationen eine Fa¨rbung ohne verbessernde Blo¨cke und ohne Blu¨ten. Eine solche Fa¨rbung
besteht nur noch aus Ringen.
Es genu¨gt nachzuweisen, dass sich nach O(n2) Generationen die Fitness erho¨ht, denn nach
spa¨testens 4n Fitnesserho¨hungen wa¨re das Optimum erreicht.
Eine hilfreiche Beobachtung ist, dass es genu¨gt, sich auf die Betrachtung von Mutationen zu
beschra¨nken, die eine zusammenha¨ngende Menge von gleich gefa¨rbten Knoten flippen.
Im Falle der Blu¨ten kann man nun eine einfache (wenn auch nicht unbedingt kurze) Fall-
unterscheidung vornehmen, um die Fitnessverbesserung nach O(n) Generationen zu zeigen.
Im Fall der verbessernden Blo¨cke zeigt man, dass man mit einer ausreichend kleinen Feh-
lerwahrscheinlichkeit entweder die Fitness verbessert oder in keiner der O(n2) Generationen
den verbessernden Block zersto¨rt. Analog zur Analyse des Ising-Modells auf einem Ring kann
man dann mit einem Random-Walk-Argument nachweisen, dass der verbessernde Block in
O(n2) Generationen verschwindet und sich damit auch die Fitness erho¨ht.
Damit ist der Nachweis erbracht, dass man nach O(n3) Generationen eine Fa¨rbung erha¨lt,
die nur noch aus Ringen besteht. Diese Ringe sind allerdings nicht stabil, wenn sie sich mehr
als einmal horizontal und/oder vertikal um den Torus wickeln. Gibt es i solche Ringe, bricht
einer nach O(n5/2i−2) Generationen auf und es entsteht ein verbessernder Block, der dann,
wie bereits gesehen, mit ausreichender Wahrscheinlichkeit nach O(n2) Generationen zu einer
Fitnesserho¨hung fu¨hrt.
Man kann weiter zeigen, dass man ho¨chstens 4
√
n-mal aus einer Situation mit i instabilen
Ringen entkommen muss und die Anzahl der Ringe außerdem durch
√
n beschra¨nkt ist.
Summieren wir all dies auf, erhalten wir hier die gewu¨nschte obere Schranke von
∑√n
i=1 4
√
n ·
O(n5/2i−2) = O(n3) Generationen fu¨r die Zeit, in der wir das Optimum oder einen stabilen
Zustand erreichen.
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7.4.3 Approximation
Eine einfache Beobachtung ist, dass die Fitness einer stabilen Fa¨rbung hauptsa¨chlich von der
Anzahl der Ringe abha¨ngt. Gibt es viele Ringe, ist die Fitness schlecht, andererseits muss es
dann aber du¨nne Ringe geben und du¨nne Ringe werden verha¨ltnisma¨ßig schnell aufgebrochen.
Gibt es nur wenige Ringe, ko¨nnen diese zwar dicker sein, die Fitness liegt aber auch sehr nahe
beim Optimum. Also sind Fa¨rbungen mit schlechter Fitness zwar keine gute Lo¨sung, sie lassen
sich aber auch relativ schnell verbessern.
7.5 Parametrisierung
Vortragender: Oliver Heering
Literatur: [17], [34] und [21]
7.5.1 Einleitung
Dieses Referat behandelte das Thema der unterschiedlichen Parametrisierungsmo¨glichkeiten
von evolutiona¨ren Algorithmen. In drei Teilen wurden sowohl theoretische als auch experi-
mentelle Analysen auf einigen Beispielproblemen durchgefu¨hrt und ausgewertet.
Evolutiona¨re Algorithmen sind von einer Vielzahl von Parametern abha¨ngig, beispielsweise
Populationsgro¨ße, Mutationswahrscheinlichkeit oder Selektionsdruck. Der erste Teil des Re-
ferates befasst sich mit der Aussage, eine Mutationswahrscheinlichkeit von 1/n sei in der
Regel eine gute Wahl und beweist anhand eines theoretischen Beispiels, dass dies in manchen
Fa¨llen durchaus sogar sehr ungeeignet sein kann. Des Weiteren wird erla¨utert, wie man dem
Problem der unbekannten optimalen Mutationswahrscheinlichkeit begegnen kann.
Der zweite und dritte Teil des Vortrags erla¨utert, wie unterschiedliche Wissenschaftler an
realen Problemen auf experimentellem Wege Hypothesen bezu¨glich optimaler Parameterwerte
u¨berpru¨fen und zu welchen Schlussfolgerungen sie dadurch kommen.
7.5.2 Teil 1: U¨ber die Wahl der Mutationswahrscheinlichkeit des (1+1) EA
Zuna¨chst wird anhand einiger trivialer Beispiele gezeigt, dass die oft empfohlene Mutati-
onswahrscheinlichkeit von p = 1/n schlechter sein kann als eine zufa¨llige Suche mit Mutati-
onswahrscheinlichkeit p = 1/2 ist. Dieses Pha¨nomen tritt bei Funktionen auf, bei denen es
beispielsweise keinen (oder einen falschen) Hinweis auf die Richtung, in der das Optimum
liegt, gibt (Needle), oder aber bei Funktionen, bei denen eine Falle zu u¨berwinden ist,
um zum Optimum zu gelangen (Trap). In beiden Fa¨llen ko¨nnen nur gro¨ßere Spru¨nge zum
Optimum fu¨hren.
Aus dieser Beobachtung wird eine nicht-triviale Funktion PathToJump konstruiert, die aus
analytischer Sicht die Individuen zuna¨chst auf einem Pfad entlang laufen la¨sst, um anschlie-
ßend in die Menge der Optima zu springen. Die Analyse des (1+1) EA auf dieser Funktion
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erfolgt in mehreren Schritten entsprechend der Teilmengen, die bei der Definition der Funk-
tion benutzt werden. Sie dient dem Beweis der Behauptung, dass der Algorithmus im Er-
wartungswert superpolynomiell viele Schritte beno¨tigt, falls die Mutationswahrscheinlichkeit
p(n) stark von (log n)/n abweicht. Im Weiteren wird noch eine obere Schranke von O(n2,361)
fu¨r die erwartete Laufzeit und eine untere Schranke von 1 − e−Ω(n) fu¨r die Wahrscheinlich-
keit, dass der (1+1) EA fu¨r eine geeignete Mutationswahrscheinlichkeit p(n) ein Optimum in
O(n3+c ln−1 n+ n1+c−log c−log ln 2) Schritten findet, gezeigt.
Aber auch bei nicht bekannter guter oder optimaler Mutationswahrscheinlichkeit la¨sst sich
eine Modifikation des (1+1) EA angeben, die bessere Laufzeiten garantiert. Die Rede ist
hierbei vom dynamischen (1+1) EA, dessen Mutationswahrscheinlichkeit zyklisch Werte zwi-
schen 1/n und 1/2 durchla¨uft. Fu¨r den dynamischen (1+1) EA wird eine obere Schranke
fu¨r die erwartete Anzahl von Schritten von O(n2 log n) gezeigt und die untere Schranke fu¨r
die Wahrscheinlichkeit, dass der (1+1) EA ein Optimum in O(n3+c ln−1 n+n1+c−log c−log ln 2)
Schritten findet, liegt beim dynamischen (1+1) EA ebenfalls bei 1− e−Ω(n).
7.5.3 Teil 2: Geltungsbereich und Einschra¨nkungen der 1/n Heuristik
Der zweite Teil des Referats bescha¨ftigte sich mit einer Arbeit, die sich ebenfalls um die Be-
hauptung, 1/n sei eine ausreichend gute Mutationswahrscheinlichkeit, dreht. Diesmal wurden
allerdings zwei konkrete Probleme, eines real aus dem Maschinenbau (WingBox) und eines
aus der Kombinatorik (Multiple Knapsack) stammend, anhand von Experimenten und
Statistiken untersucht. Dazu wurden jeweils aus 50 La¨ufen mit unterschiedlicher Mutati-
onswahrscheinlichkeit der Mittelwert und die Standardabweichung gebildet und miteinander
verglichen. Heraus kam, dass in de facto allen Testreihen und auf beiden Problemen die
Mutationswahrscheinlichkeit von 1/n die beste Wahl darstellte.
Daraufhin variierte man einige andere Parameter des zugrunde liegenden genetischen Algo-
rithmus und untersuchte, ob sich dadurch andere Mutationswahrscheinlichkeiten als gu¨nstiger
erwiesen. Die variierten Parameter waren zum einen der Selektionsdruck, realisiert durch ei-
ne Turnierselektion mit Turniergro¨ßen 2 und 4, und zum anderen die Populationsgro¨ße. Man
fand heraus, dass die Mutationswahrscheinlichkeit von 1/n bis auf Ausnahmen stets eine gute
Wahl war. Ungu¨nstig soll sich diese Wahl bei folgenden drei Szenarien auswirken: schwacher
Selektionsdruck, extrem starker Selektionsdruck oder sehr kleine Population.
Als Schlussfolgerung wurde gesagt, dass diese Untersuchung die Behauptung unterstu¨tze, 1/n
sei stets eine gute Wahl der Mutationswahrscheinlichkeit. Man beachte hierbei, dass Teil 1
des Referats ein Gegenbeispiel gezeigt hat.
7.5.4 Teil 3: Erforschung des Parameterraums eines genetischen Algorith-
mus fu¨r das Training eines neuronalen Netzes
Der dritte Teil des Referates behandelt ebenfalls ein real existierende Problem, na¨mlich das
Trainieren eines neuronalen Netzes mit Hilfe eines genetischen Algorithmus. Das Netz wird
auf die bekannten Probleme 4 Bit Parity (4BP) und 5 Bit Parity (5BP) angewandt. Dabei re-
pra¨sentieren die Synapsengewichte des Netzwerkes ein Individuum. Die Fitness eines solchen
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Individuums wiederum wird berechnet, indem geza¨hlt wird, wie oft die Ausgabe des Netz-
werks mit den Synapsengewichten des Individuums bezu¨glich der soeben genannten Probleme
korrekt ist. Der genetische Algorithmus verwendet One-Point Crossover, Standard-Mutation
und rangbasierte Selektion. Die variierten Parameter sind hierbei die Populationsgro¨ße φ, der
Ersetzungsanteil ρ der Selektion und die Mutationswahrscheinlichkeit µ. Ein Lauf des GA
wird wie folgt bewertet: Der Lauf wird terminiert nach einer bestimmten Anzahl Fitness-
auswertungen. Falls der Mittelwert der Fitnesswerte des besten Individuums der letzten fu¨nf
Generation u¨ber einem bestimmten Threshold-Wert liegt, gilt der Lauf als
”
erfolgreich“. Von
einer gewissen Anzahl NE von La¨ufen werden die erfolgreichen La¨ufe NS geza¨hlt. Somit stellt
der Quotient p = NE/NS die Erfolgswahrscheinlichkeit dar. Fu¨r die Experimente wird nun
der Yield-Wert Y = p · 100 betrachtet.
Im ersten Experiment wurde der Einfluss unterschiedlicher Populationsgro¨ßen φ und Muta-
tionswahrscheinlichkeiten µ auf Y untersucht. Die so bestimmten Messwerte wurden durch
mathematische Kurven approximiert und man kam zu dem Schluss, dass bei konstantem
Ersetzungsanteil von ρ = 20% und starker Abha¨ngigkeit von Rekombination eine Populati-
onsgro¨ße von 15 und Mutationsraten um die 1% die besten Ergebnisse erzielt.
Das zweite Experiment betrachtete den Einfluss des Ersetzungsanteils und der Mutations-
rate auf Y . Die Population war festgelegt auf 100 Individuen. Das Resultat war, dass die
Performance des Algorithmus mit zunehmendem Ersetzungsanteil und dadurch reduziertem
Einfluss der Rekombination auf die Population steigt. In diesem Fall mu¨ssen allerdings auch
ho¨here Mutationsraten benutzt werden.
7.6 Stoppkriterien
Vortragender: Michael Leifhelm
Literatur: [12], [26], [19] und [6]
7.6.1 Einleitung
Bei schwierigen Problemen finden evolutiona¨re Algorithmen in einem Lauf selten ein globa-
les Optimum. In der Regel ist es nicht einmal mo¨glich zu sagen, ob ein globales Optimum
u¨berhaupt schon entdeckt wurde. Aus diesem Grund werden Neustartstrategien verwendet.
Da ein Lauf i. d. R. selten ein Optimum findet, wird in der Praxis ein Algorithmus periodisch
mit anderen Zufallszahlen neu gestartet. Um den Zeitpunkt zu bestimmen, zu dem ein Al-
gorithmus neu gestartet werden soll, werden Stoppkriterien eingesetzt. Diese starten einen
Lauf neu, wenn sie z. B. auf einer Metrik die Stagnation der Population erkennen, wenn der
Algorithmus u¨ber einen la¨ngeren Zeitraum keinen Fortschritt mehr zeigt oder wenn einfach
ein bestimmter Grenzwert (z. B. bei der Fitness, Zeit oder Generationenanzahl) u¨berschritten
wurde.
Es gibt eine Hierarchie der Neustartstrategien. Die statischen Strategien sind eine Untermenge
der dynamischen Strategien und diese eine Untermenge der adaptiven Strategien. Außerdem
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gibt es noch selbst-adaptive Strategien, die eine andere Untermenge der adaptiven Strategien
darstellen.
Dieses Referat bescha¨ftigt sich nun mit drei Papern. Das erste von Sean Luke [26] versucht
eine optimale Strategie mit statischen Stoppkriterium zu finden, das zweite von Erick Cantu´-
Paz und David E. Goldberg [6] versucht zu belegen, dass i. d. R. ein Lauf mit gro¨ßtmo¨glicher
Population besser ist als mehrere La¨ufe mit kleineren Populationen. Im letzten Paper von
Thomas Jansen [19] werden zwei dynamische Neustartstrategien untersucht.
7.6.2 Mehrere kurze La¨ufe schlagen lange La¨ufe
In dem Paper When Short Runs Beat Long Runs [26] stellt Sean Luke Mo¨glichkeiten vor, um
zu bestimmen, ob ein Schedule (Ablaufplan) besser ist als ein anderer. Besonders bescha¨ftigte
er sich mit der Frage, ob es nun sinnvoll ist, einen einzelnen langen Lauf mit n Generationen
durchzufu¨hren oder stattdessen besser m La¨ufe mit nm Generationen.
Um zwei Schedules miteinander vergleichen zu ko¨nnen, muss der Erwartungswert der besten
Fitness aus m La¨ufen bekannt sein. Sean Luke unterscheidet dabei zwei Fa¨lle. Im konti-
nuierlichen Fall muss die komplette Dichtefunktion der besten Fitness von allen mo¨glichen
Populationen fu¨r verschiedene Generationenanzahlen bekannt sein. Da dies leider praktisch
nicht mo¨glich ist, analysiert er zusa¨tzlich den diskreten Fall: Wenn man viele La¨ufe bei einer
gegebenen La¨nge durchfu¨hrt, kann man das erwartete Ergebnis bei nur n durchgefu¨hrten
La¨ufen dieser La¨nge abscha¨tzen und so bestimmen, ob ein Schedule besser ist als ein anderer.
Dies geht allerdings von der Annahme aus, dass alle La¨ufe, die durchgefu¨hrt werden, exakt
repra¨sentativ fu¨r alle Populationen aller La¨ufe dieser La¨nge sind.
Um nun statistisch unabha¨ngige La¨ufe mit unterschiedlichen La¨ngen zu bekommen, muss
man diese fu¨r jede untersuchte La¨nge separat durchfu¨hren. Da dies den Rechenaufwand stark
erho¨hen kann, beschra¨nkt sich Luke auf Laufla¨ngen von Zweierpotenzen bis zur maximalen
Laufla¨nge. Zwei statistische Probleme bleiben allerdings: Es fehlt ein Test auf Abweichung
vom Mittelwert, da keiner fu¨r diese Art der Ordnungsstatistik bekannt ist und es gibt einen
erho¨hten Alpha-Fehler, da Daten von einem Schedule wiederholt mit mehreren anderen Sche-
dules verglichen werden.
Sean Luke fu¨hrte nun Experimente basierend auf seiner Analyse durch. Dazu wa¨hlte er die
drei verschiedene Probleme Symbolic Regression, Artificial Ant und Even-10 Parity aus. Die
Ergebnisse von Symbolic Regression und Artificial Ant zeigen, dass es bei diesen Problemen
keinen Sinn macht, La¨ufe la¨nger als eine bestimmte Zahl von Generationen (16 fu¨r Symbolic
Regression und zwischen 32 und 64 fu¨r Artificial Ant) laufen zu lassen, da mehrere La¨ufe
mit ku¨rzerer La¨nge mindestens genauso gut sind, wenn nicht besser. Nur bei Even-10 Parity
seien lange La¨ufe vielen kurzen u¨berlegen.
7.6.3 Große La¨ufe schlagen mehrere kleine La¨ufe
In Are Multiple Runs of Genetic Algorithms Better than One? [6] bescha¨ftigten sich Erick
Cantu´-Paz und David E. Goldberg mit der Frage, ob mehrere unabha¨ngige La¨ufe mit kleinen
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Populationen bessere Ergebnisse oder schneller akzeptable Lo¨sungen finden als ein einzelner
Lauf mit einer großen Population. Sie untersuchten dies auf additiv-separablen Funktionen.
Unter der Begrenzung einer festen Anzahl von Funktionsauswertungen sehen die Autoren
zwei Mo¨glichkeiten, um die erwartete Qualita¨t zu maximieren. Entweder alle Auswertungen
in einen Lauf stecken mit gro¨ßtmo¨glicher Population oder mehrere unabha¨ngige La¨ufe mit
kleinen Populationen starten. Bei letztgenannter ist die erwartete Qualita¨t pro Lauf zwar
niedriger, aber es gibt mehr Mo¨glichkeiten, eine gute Lo¨sung zu finden.
Ihre Experimente beziehen sich auf sehr einfache Funktionen, wie z. B. OneMax mit Dimensi-
on 25. Dazu verwenden sie paarweise Turnierselektion ohne Ersetzung, Ein-Punkt-Crossover
mit Wahrscheinlichkeit 1 und schließen Mutation aus. Als Populationsgro¨ßen wa¨hlen sie Wer-
te zwischen 2 und 50 und fu¨hren 1 bis 8 La¨ufe je Populationsgro¨ße durch. Die Ergebnisse ihrer
Experimente zeigen, dass in allen Fa¨llen ein einzelner großer Lauf mehreren kleinen La¨ufen
u¨berlegen ist.
7.6.4 Zwei einfache dynamische Neustartstrategien
Thomas Jansen analysiert in seinem Paper On the Analysis of Dynamic Restart Strategies for
Evolutionary Algorithms [19] zwei einfache dynamische Neustartstrategien fu¨r den (1+1) EA
auf drei ku¨nstlichen Beispielfunktionen.
Als Neustartstrategien wa¨hlt er eine additive und eine multiplikative Variante. Bei der Addi-
tiven darf jeder Lauf um eine festgelegte Anzahl von Generationen la¨nger laufen als der Lauf
zuvor. Bei der Multiplikativen darf jeder Lauf doppelt so lange laufen wie der Lauf zuvor.
Die ku¨nstlichen Beispielfunktionen gliedern sich in eine mit einem relativ leicht zu erreichen-
den globalen Optimum, eine, bei dem die Wahrscheinlichkeit, das globale Optimum direkt zu
finden und nicht
”
ha¨ngen zu bleiben“, bei 1/2 liegt und eine Beispielfunktionen a¨hnlich der
zweiten, allerdings mit polynomiell gegen Null konvergierender Chance, das globale Optimum
direkt zu finden.
Ohne und mit additiver und multiplikativer Neustartstrategie hat die erste Beispielfunktion
eine polynomielle erwartete Optimierungszeit.
Ohne Neustartstrategie beno¨tigt die zweite in ca. der Ha¨lfte aller La¨ufe exponentielle Zeit,
um das Optimum zu finden. Mit additiver und multiplikativer Neustartstrategie hat sie wie
die erste Funktion nur noch eine polynomielle erwartete Optimierungszeit. Hierbei sei anzu-
merken, dass es bei Verwendung der additiven und multiplikativen Neustartstrategie keinen
Unterschied beim Erwartungswert macht, ob die Erfolgswahrscheinlichkeit gegen 1 oder eine
andere positive Konstante konvergiert.
Bei der dritten ku¨nstlichen Beispielfunktionen ohne Neustartstrategie konvergiert die Wahr-
scheinlichkeit, das Optimum in polynomieller Zeit zu finden, polynomiell gegen Null. Mit
additiver Strategie wird die erwartete Optimierungszeit polynomiell, mit multiplikativer al-
lerdings exponentiell, da man polynomiell viele La¨ufe beno¨tigt, deren La¨nge exponentiell
anwa¨chst. Geht die Erfolgswahrscheinlichkeit gegen Null, so ist die multiplikative Neustart-
strategie der additiven deutlich unterlegen.
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7.7 Evolutiona¨re Algorithmen und Pseudozufallszahlengene-
ratoren
Vortragender: Patrick Briest
Im Rahmen des Vortrags werden zwei Artikel vorgestellt, die sich mit dem Einfluss von Pseu-
dozufallszahlengeneratoren (PRNGs) auf die Performance evolutiona¨rer Algorithmen befas-
sen [28] [5]. Die Ergebnisse dieser Artikel finden sich im zweiten und dritten Teil des Vortrags
wieder. Der erste Teil bildet eine Einfu¨hrung in die theoretische Analyse des Simple Gene-
tic Algorithm (SGA) nach Michael D. Vose [45], dessen Ergebnisse im Rahmen des ersten
vorgestellten Artikels als Ausgangspunkt experimenteller Untersuchungen verwendet werden.
7.7.1 Michael D. Vose - The Simple Genetic Algorithm
Ziel dieses Abschnittes ist es, das Verhalten des SGA in Form einer Markoff-Kette zu beschrei-
ben und Aussagen u¨ber das erwartete Verhalten zu treffen. Wir betrachten den Suchraum
Ω und eine Population P ⊆ Ω, wobei |Ω| = n gelte. Dann ko¨nnen wir P als Element des
n-dimensionalen Simplex Λn = {(x1, . . . , xn) | ∀ 1 ≤ j ≤ n, 1Tx = 1, xj ≥ 0} auffassen. Wir
identifizieren P mit einem Vektor p ∈ Λn, indem wir pj als Anteil des j-ten Elementes von Ω an
P interpretieren. Formal mu¨ssen wir hier natu¨rlich auch die Populationsgro¨ße beru¨cksichtigen.
Bei Populationsgro¨ße r beschreibt 1rX
r
n :=
1
r{(x1, . . . , xn) | ∀ 1 ≤ j ≤ n, 1Tx = r, xj ∈ N0}
die Menge der zula¨ssigen Populationen, wobei 1rX
r
n ⊂ Λn.
Deterministische Suchheuristiken lassen sich offenbar als Transition τ : Λn → Λn auf diesen
Vektoren beschreiben. Im Fall von randomisierten Suchheuristiken ergibt sich τ als Kombi-
nation aus einer deterministischen Heuristik G : Λn → Λn und einer randomisierten Kompo-
nente. Formal wenden wir zuna¨chst G auf eine Population p an. Das Ergebnis G(p) interpre-
tieren wir dann nicht als Population, sondern als Wahrscheinlichkeitsverteilung u¨ber Ω. Die
randomisierte Komponente entspricht dann einem Sampling gema¨ß der Verteilung G(p). Im
Folgenden betrachten wir solche randomisierte Suchheuristiken.
Wir sind an der Wahrscheinlichkeit interessiert, mit der bei einem Generationsu¨bergang die
Population q aus der Population p entsteht. Eine einfache Rechnung liefert:
P (q = τ(p)) =
n∏
j=1
(
r − rq1 − · · · − rqj−1
rqj
)
(G(p)j)
rqj = · · · = r!
n∏
j=1
(G(p)j)
rqj
(rqj)!
Was ko¨nnen wir nun aber u¨ber die erwartete Nachfolgepopulation von p aussagen? Durch
eine etwas trickreichere Rechnung und unter Ausnutzung des Multinomialtheorems erha¨lt
man
E(τ(p)) = G(p),
was sicherlich auch der Intuition entspricht.
Die Wahrscheinlichkeit P (q = τ(p)) la¨sst sich mit Hilfe der Stirlingschen Formel approximie-
ren:
P (q = τ(p)) = exp
−r n∑
j=1
qj log
qj
G(p)j
−
n∑
j=1
(
log
√
2pirqj +
1
12rqj + Φ(rqj)
)
+O(log r)

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Der Ausdruck
∑n
j=1 qj log
qj
G(p)j
wird als Vose Discrepancy bezeichnet. Eine genauere Un-
tersuchung der Vose Discrepancy zeigt, dass diese ein Maß fu¨r den Abstand zwischen q
und E(τ(p)) = G(p) darstellt. Es sei erwa¨hnt, dass eine Berechnung der Vose Discrepan-
cy natu¨rlich mo¨glich ist, allerdings eine in der La¨nge der Individuen exponentielle Rechenzeit
beno¨tigt.
7.7.2 Mark M. Meysenburg, Dan Hoelting, Duane McElvain: How Ran-
dom Generator Quality Impacts Genetic Algorithm Performance
Motivation des Artikels sind fru¨here Experimente der Autoren [31], in denen ein statisti-
scher Zusammenhang zwischen der Wahl eines PRNGs und der Performance evolutiona¨rer
Algorithmen festgestellt wurde. Der festgestellte Zusammenhang war allerdings weit weniger
intuitiv, als man dies erwartet ha¨tte. So fu¨hrte auf einigen der Testfunktionen der Einsatz von
schlechten PRNGs zu einer verbesserten Performance gegenu¨ber dem Einsatz guter PRNGs.
Die Qualita¨t von PRNGs wird hierbei anhand eines ebenfalls von den Autoren entwickelten
Tests gemessen.
Ziel der folgenden Experimente ist es, die beobachteten Performanceverbesserungen zu er-
kla¨ren. Vose beschreibt in seiner Arbeit sog. Fixpunkte pf ∈ Λn, d. h. Punkte, die von Punk-
ten in ihrer Umgebung aus mit hoher Wahrscheinlichkeit erreicht, aber nur mit sehr kleiner
Wahrscheinlichkeit wieder verlassen werden. Dies sind solche Punkte, in denen die gesamte
Population aus wenigen verschiedenen suboptimalen Individuum besteht, entsprechen also
gerade der Konzentration der Population auf lokale Optima. Man ko¨nnte nun vermuten,
dass schlechte PRNGs dazu fu¨hren, dass der Lauf eines EAs weit von seinem erwarteten
Pfad abweicht und somit Fixpunkte erreicht, die im erwarteten Lauf nicht erreicht wu¨rden.
Bei Experimenten, in denen kein Lauf mit einem guten PRNG das globale Optimum er-
reicht, ko¨nnte dies die beobachtete Performanceverbesserung erkla¨ren. Im Folgenden wird
also folgende Hypothese untersucht: PRNGs schlechterer Qualita¨t verursachen ho¨here Vose
Discrepancy.
Im Rahmen der Experimente wird der SGA wie von Vose beschrieben mit 14 verschiedenen
PRNGs auf 42 Testfunktionen untersucht. Jeder Lauf wird 32-mal mit verschiedenen Random
Seeds wiederholt. Fu¨r jede Kombination aus Funktion und Random Seed wird die Population
identisch (bezogen auf alle getesteten PRNGs) mit echten Zufallszahlen von random.org in-
itialisiert. In jedem Lauf wird fu¨r jeden Generationsu¨bergang die Vose Discrepancy berechnet.
Aufgrund des bereits erwa¨hnten Rechenaufwands arbeiten alle Funktionen auf Genotypen mit
einer La¨nge zwischen 8 und 20 Bits.
Die gemessenen Unterschiede werden bei der Experimentauswertung nach dem nichtpara-
metrischen Wilcoxon-Rangsummentest auf statistische Signifikanz getestet. Die Ergebnisse
stimmen auf allen getesteten Funktionen im Wesentlichen u¨berein. Lediglich einer der ein-
gesetzten PRNGs verursacht auf allen Funktionen statistisch signifikante Performanceab-
weichungen. Hierbei handelt es sich um den Java-Zufallszahlengenerator, dessen Periodizita¨t
ku¨nstlich auf 1000 herabgesetzt wird, indem nach jeweils 1000 Anfragen eine Reinitialisierung
mit dem urspru¨nglichen Random Seed vorgenommen wird.
Nach Ansicht der Autoren belegen die Ergebnisse, dass die Qualita¨t des gewa¨hlten PRNGs
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und die zu erwartende Vose Discrepancy offenbar (positiv) korreliert sind. In weiteren Expe-
rimenten soll dieser Zusammenhang weitergehend untersucht werden.
7.7.3 Erick Cantu-Paz: On Random Numbers and the Performance of Ge-
netic Algorithms
Ausgangspunkt dieses Artikels ist ebenfalls der in fru¨heren Experimenten beobachtete Zu-
sammenhang zwischen der Wahl des verwendeten PRNGs und der Performance evolutiona¨rer
Algorithmen. Mit Hilfe der folgenden Experimente soll gekla¨rt werden, wie die Qualita¨t ei-
nes PRNGs sich auf die verschiedenen Komponenten (Initialisierung, Selektion, Mutation,
Crossover) eines EAs auswirkt.
Der getestete Algorithmus entspricht im Wesentlichen wieder dem SGA wie von Vose be-
schrieben. Die untersuchten Quellen fu¨r (Pseudo-)Zufallszahlen sind echte Zufallszahlen von
random.org (True), der Mersenne Twister (MT) und eine Variante des Mersenne Twister
(MT1000), bei der wie eben nach jeweils 1000 Anfragen eine Reinitialisierung mit dem ur-
spru¨nglichen Random Seed vorgenommen wird, um die Periodizita¨t ku¨nstlich zu verku¨rzen.
Als Fitnessfunktion dient bei allen Experimenten die Konkatenation von Trap-Funktionen.
Die Fitness eines Individuums erho¨ht sich hierbei mit der Anzahl enthaltener Nullen, wobei
das globale Optimum jedoch bei dem Bitstring, der nur Einsen entha¨lt, liegt. La¨nge und
Anzahl dieser sog. Building Blocks variieren von Experiment zu Experiment.
In einer ersten Experimentreihe werden Algorithmen, die ausschließlich MT bzw. MT1000
verwenden, mit Algorithmen verglichen, die fu¨r drei von vier Komponenten MT und fu¨r die
verbleibende Komponente MT1000 verwenden. Die La¨ufe werden nach 500 Generationen ge-
stoppt und die Anzahl der optimalen Building Blocks gemessen. Die Ergebnisse werden mit
z-Tests auf statistische Signifikanz getestet. In der graphischen Darstellung der Ergebnisse
finden sich nur zwei Kurven wieder. Die Verwendung von MT1000 fu¨r Selektion, Mutation
oder Crossover fu¨hrt nicht zu einer Abweichung von der Erfolgsrate des Algorithmus, der
lediglich MT verwendet. Der Einsatz von MT1000 fu¨r die Initialisierung erzeugt die gleichen
Ergebnisse wie der Einsatz von MT1000 fu¨r alle Komponenten des Algorithmus. Bei der
vorgestellten Auswahl der Ergebnisse tritt dieser Effekt allerdings nur dann auf, wenn die
La¨nge der Building Blocks als Teiler von 1000 gewa¨hlt wird. Fu¨r La¨nge 7 z. B. ist die Per-
formance aller getesteten Konstellationen im Wesentlichen gleich. Dies la¨sst sich vermutlich
dadurch erkla¨ren, dass in diesen Fa¨llen die Periodizita¨t von MT1000 nicht unmittelbar auf
das Verhalten des Algorithmus auf den einzelnen Building Blocks u¨bertragbar ist.
Die Ergebnisse legen die Vermutung nahe, dass der Einfluss von verschiedener PRNG-Qualita¨t
auf die Performance evolutiona¨rer Algorithmen hauptsa¨chlich von Unterschieden bei der In-
itialisierung herru¨hrt. Diese Hypothese soll in den folgenden drei Experimenten weiter unter-
mauert werden.
Im ersten Experiment soll untersucht werden, warum der Crossover-Operator von schlechter
PRNG-Qualita¨t scheinbar nicht beeinflusst wird. In einem Lauf u¨ber 500 Generationen wird
gemessen, wie ha¨ufig jeder der mo¨glichen Crossoverpunkte gewa¨hlt wird. Fu¨r einen guten
PRNG erwarten wir eine anna¨hernde Gleichverteilung. Tatsa¨chlich zeigen die Ergebnisse
aber, dass MT1000 im Gegensatz zu MT und True sehr stark von der erwarteten Verteilung
abweicht.
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Das zweite Experiment soll den Einfluss des PRNGs auf den Selektions-Operator na¨her un-
tersuchen. Hierzu wird der Selektionsoperator einmalig auf eine sehr große Population ange-
wandt. Gemessen wird dann die durchschnittliche Fitness der selektierten Population. Keiner
der getesteten PRNGs weicht in diesem Test statistisch signifikant von den erwarteten Werten
ab.
Mit dem dritten und letzten Experiment soll der scheinbar gravierende Einfluss des PRNGs
auf die Initialisierung der Population besta¨tigt werden. Wir lassen jeden PRNG fu¨r verschie-
den lange Building Blocks eine Population initialisieren und bestimmen jeweils die Anzahl der
optimal initialisierten Building Blocks. Es wird wieder eine sehr große Population gewa¨hlt,
um zu erzwingen, dass MT1000 mehrfach reinitialisiert werden muss. Das Ergebnis zeigt, dass
die mit MT1000 erzielten Werte wieder nicht statistisch signifikant von den Werten der an-
deren PRNGs abweichen. Allerdings weisen die Ergebnisse fu¨r MT1000 eine erheblich ho¨here
Standardabweichung auf, als dies fu¨r MT und True der Fall ist.
Als Fazit stellen die Autoren fest, dass die Wahl verschiedener PRNGs offenbar erheblichen
Einfluss auf die Performance evolutiona¨rer Algorithmen hat, wobei diese scheinbar vor allem
bei der Initialisierung der Population zustande kommen. Aus diesem Grunde sollte darauf
geachtet werden, bei allen Experimenten die verwendeten PRNGs zu dokumentieren.
7.8 Maximale Matchings
Vortragender: Stefan Tannenbaum
Dieser Vortrag u¨ber maximale Matchings ist eine direkte Fortsetzung des Vortrags aus der
ersten Seminarreihe. Er basiert ebenfalls auf [14], sowie auf einer bislang noch unvero¨ffent-
lichten Fortsetzung dieser Arbeit.
7.8.1 Worst-Case-Beispiel
Zu Beginn des zweiten Vortrags wurde eine Klasse von Graphen, die bereits im ersten Vortrag
kurz angesprochen wurde, genauer untersucht. Die Graphklasse hat zwei freie Parameter, die
Graphen bestehen aus k Linien der La¨nge 2l+ 1. Entlang der Linien sind jeweils im Wechsel
entweder alle Knoten benachbarter Schichten oder nur Knoten aus derselben Linie verbunden
(Abbildung 7.1).
Fu¨r den (1+1) EA und RLS konnte bei k > 2 eine exponentielle, fu¨r k = 2 eine superpoly-
nomielle erwartete Laufzeit in der La¨nge der Linien bewiesen werden. Der Vortrag gab einen
U¨berblick u¨ber den Beweis und ging dabei auf einige besonders interessante Aspekte genauer
ein.
Die Graphen der Klasse sind bipartit und gradbeschra¨nkt durch k + 1, fu¨r k = 2 zusa¨tz-
lich auch noch planar. Dadurch schließt der Beweis, insbesondere fu¨r den Fall k = 2, eine
polynomielle erwartete Zeit fu¨r eine Reihe von wichtigen Graphklassen aus. Eine genaue Ka-
tegorisierung aller Graphklassen, die nicht in polynomieller erwarteter Zeit optimiert werden
ko¨nnen, ist noch nicht gefunden und dies scheint auch nicht realistisch.
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Abbildung 7.1: Graph mit 3 Linien der La¨nge 11 und sein perfektes Matching.
7.8.2 Ba¨ume
Um einer Kategorisierung aber zumindest ein Stu¨ck na¨her zu kommen, wurden Ba¨ume unter-
sucht. Im Vortrag, aber auch in der Vorbesprechung wurde versucht eine Klasse von Ba¨umen
zu finden, die fu¨r den (1+1) EA besonders schwierig zu optimieren sind, was jedoch nie-
mandem u¨berzeugend gelang. Die im ersten Teil untersuchten Graphen sind (fu¨r k, l > 1)
jedenfalls keine Ba¨ume, eine U¨bertragung ihrer besonderen geometrischen Eigenschaften auf
Ba¨ume erscheint auch nicht mo¨glich.
Wir vermuten, dass alle Ba¨ume in erwarteter Zeit O(n4) durch den (1+1) EA und die RLS
optimiert werden ko¨nnen. Im Vortrag wurden dann wesentliche Teile eines Beweises fu¨r eine
erwartete Laufzeit von O(n6) fu¨r die RLS vorgefu¨hrt. Fu¨r vollsta¨ndige k-a¨re Ba¨ume wurde
zusa¨tzlich eine bessere Laufzeitschranke von O(n4) gezeigt. Ein Beweis fu¨r den (1+1) EA ist
in beiden Fa¨llen noch nicht gelungen.
7.8.3 Experimente
Fu¨r Experimente mit FrEAK bietet sich besonders ein Vergleich zwischen verschiedenen
Ba¨umen an. Wir vermuten, dass die Linie unter allen Ba¨umen gleicher Gro¨ße die la¨ngste
erwartete Laufzeit hat, und dass diese bei Θ(n4) liegt. Es ko¨nnte aber auch Klassen von
Ba¨umen geben, deren erwartete Laufzeit zwischen Ω(n4) und O(n6) liegt. Ebenfalls denkbar
wa¨re, dass Linien prinzipiell in erwarteter Zeit o(n4) optimiert werden.
FrEAK bietet die Mo¨glichkeit, einen Term fu¨r die erwartete Laufzeit von Linien durch Expe-
rimente zu bestimmen. FrEAK kann ebenfalls die erwartete Laufzeit auf zufa¨lligen Ba¨umen
einer bestimmten Gro¨ße experimentell bestimmen und ermo¨glicht, diese mit den Laufzeiten
der entsprechenden Linie zu vergleichen. Gibt es die Vermutung, dass ein bestimmter Baum
besonders schwer optimiert werden kann, so kann FrEAK dazu eingesetzt werden, diese An-
nahme statistisch zu besta¨tigen oder zu widerlegen.
7.9 Multikriterielle Optimierung
Vortragende: Dimo Brockhoff und Heiko Ro¨glin
Literatur: Ausgangspunkt des Vortrages sind die Arbeiten von Giel [13], Laumanns, Thiele,
Zitzler, Welzl und Deb [25] sowie Scharnow, Tinnefeld und Wegener [39].
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SEMO
wa¨hle x ∈ {0,1}n uniform gleichverteilt
berechne f(x)
A← {x}
loop
selektiere ein x ∈ A uniform gleichverteilt
erzeuge durch Mutation x′ aus x
berechne f(x′)
if ∀z ∈ A : x′ 6f z
A← {z ∈ A | z 6f x′} ∪ {x′}
end if
end loop
Algorithmus 1: SEMO (simple evolutionary multi-objective optimizer).
Der Vortrag u¨ber multikriterielle Optimierung war in kleinere Abschnitte gegliedert, die sich
die beiden Vortragenden sowohl in der Vorbereitung als auch im Vortrag selbst untereinander
aufteilten. Nach einer kurzen Einleitung in das Thema multikriterielle Optimierung stellten
die Vortragenden vier verschiedene Funktionen (Ku¨rzeste Wege (SSSP), MOCO, LOTZ und
eine Testfunktion) und zugeho¨rige theoretische Ergebnisse vor. Dabei diente nur der Teil
u¨ber SSSP als Ausgangspunkt fu¨r Experimente, die u¨brigen Vortragsthemen waren eher wei-
terfu¨hrender Natur.
7.9.1 Einfu¨hrung in multikriterielle Optimierung
Der Grund, u¨berhaupt einen Vortrag u¨ber multikriterielle Optimierung innerhalb der Pro-
jektgruppe zu halten, ist die Tatsache, dass konkrete Probleme aus dem Alltag fast nie mo-
nokriteriell sind. Als Beispiel diente im Vortrag der Autokauf, bei dem einige Kriterien, wie
Preis, Verbrauch, Komfort, etc. die Kaufentscheidung beeinflussen.
Um fu¨r die folgenden Vortragsthemen die Grundlage zu schaffen, wurden Begriffe wie Domi-
nierung, maximale Elemente, Decision und Objective Space, Pareto Front usw. erkla¨rt.
Ebenso wurden einige Algorithmen fu¨r die multikriterielle Optimierung vorgestellt, darunter
auch der Algorithmus SEMO, wobei genauer auf die Unterscheidung zwischen local und global
SEMO eingegangen wurde. Die beiden Algorithmen unterscheiden sich nur in ihren Mutati-
onsoperatoren, wobei der local SEMO einfache 1-Bit-Mutation verwendet, der global SEMO
hingegen Standardbitmutation als Mutationsoperator benutzt. Der local SEMO ist damit ei-
ne multikriterielle Version der RLS und der global SEMO entspricht der Verallgemeinerung
des (1+1) EA auf mehrere Kriterien.
Weiterhin wurde bemerkt, dass sich die erwartete Worst-Case-Rechenzeit fu¨r den global SE-
MO asymptotisch nicht von der des (1+1) EAs unterscheidet.
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7.9.2 Ku¨rzeste Wege
Das Problem, in einem Graphen ku¨rzeste Wege ausgehend von einem ausgezeichneten Knoten
zu allen anderen Knoten des Graphen zu finden (das so genannte Single Source Shortest Path
Problem), ist ein typisches Problem der kombinatorischen Optimierung, das in den Vorlesun-
gen des Grundstudiums behandelt wird. Dort lernt man auch den Algorithmus von Dijkstra
kennen, der dieses Problem fu¨r Graphen mit n Knoten in Laufzeit Θ(n2) lo¨st. Basierend auf
der Arbeit von Scharnow et al [39] wurde vorgestellt, wie dieses Problem mit einem einfachen
evolutiona¨ren Algorithmus gelo¨st werden kann.
Eine Probleminstanz ist gegeben durch eine n × n Distanzmatrix D = (dij) mit Eintra¨gen
aus N ∪ {∞}, die die
”
Absta¨nde“ der Knoten angeben. Ein Eintrag dij = ∞ ist dabei so
zu verstehen, dass es keine Kante vom Knoten i zum Knoten j im Graphen gibt. Weiterhin
wird o. B. d.A. davon ausgegangen, dass der Quellknoten, von dem aus die ku¨rzesten Wege
berechnet werden, der Knoten n ist und dass es von n aus zu jedem anderen Knoten einen
Pfad mit einer endlichen La¨nge gibt.
Bevor eine geeignete Fitnessfunktion definiert werden kann, muss zuna¨chst der Suchraum
festgelegt werden. Schaut man sich eine Lo¨sung an, die vom Dijkstra-Algorithmus berechnet
wird, so stellt man fest, dass die ku¨rzesten Wege dort zusammengenommen einen Baum
bilden, dessen Wurzel n ist. Man ko¨nnte also als Suchraum einfach die Menge aller Ba¨ume
nehmen, deren Wurzel n ist und die alle Knoten des Graphen enthalten. Um diese Menge im
Hinblick auf eine Implementierung greifbarer zu machen, u¨berlegt man sich, dass man solche
Ba¨ume eindeutig rekonstruieren kann, wenn man den Vorga¨nger jedes Knotens i 6= n kennt.
Da als mo¨gliche Vorga¨nger eines Knotens alle anderen Knoten in Frage kommen und kein
Knoten sein eigener Vorga¨nger sein soll, fu¨hrt diese Idee auf den Suchraum
S = {(x1, . . . , xn−1) ∈ {1, . . . , n}n−1 | ∀i : xi 6= i}.
Man stellt fest, dass die Menge S zwar alle Ba¨ume mit Wurzel n entha¨lt, jedoch auch weitere
Elemente, die keine Ba¨ume repra¨sentieren, sondern Graphen, in denen es Kreise geben kann
und Knoten, die von n aus gar nicht erreicht werden. Das ist kein Fehler der Definition von S,
sondern lediglich eine Eigenschaft des Suchraums, die bei der Definition der Fitnessfunktionen
beru¨cksichtigt werden muss.
Sei li : S → N ∪ {∞} die Funktion, die einem Suchpunkt die La¨nge des durch ihn repra¨sen-
tierten Weges von n nach i zuweist. li(x) sei unendlich, wenn x entweder gar keinen Weg
von n nach i beschreibt, oder der Weg von n nach i, der durch x beschrieben wird, eine
Kante mit Kosten unendlich beinhaltet. Ein erster Ansatz fu¨r die Fitnessfunktion wa¨re es,
einfach f(x) := l1(x) + . . . + ln−1(x) zu definieren. Das ist aber deswegen nicht ratsam, weil
es dann ein großes Plateau mit dem Fitnesswert unendlich gibt, fu¨r dessen Verlassen im
Erwartungswert lange gebraucht wird. Der Worst-Case dabei ist, dass der Graph nur aus
einer Linie besteht, auf der alle Knoten liegen, und keine anderen Kanten existieren. Dann
gibt es nur einen Suchpunkt mit einem endlichen Fitnesswert, wir haben also eine Situation
analog zu Needle vorliegen. Sei d∗ der gro¨ßte Eintrag in der Distanzmatrix D, der kleiner
als unendlich ist. Dann gibt es zu jedem Knoten von n aus einen Weg mit Kosten kleiner als
nd∗. Wenn wir f(x) so definieren, dass wir fu¨r jeden Knoten, der von n aus in der Lo¨sung x
nicht erreichbar ist, anstatt unendlich die Strafkosten n2d∗ addieren und fu¨r jeden Knoten,
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der in der Lo¨sung x zwar erreichbar ist, aber u¨ber eine Kante mit Kosten unendlich, anstatt
unendlich die Strafkosten nd∗ addieren, geben wir dem Algorithmus Hinweise, das fru¨here
Plateau zu verlassen.
Die auf diese Weise entstehende Fitnessfunktion wurde nicht weiter theoretisch analysiert,
weil der folgende multikriterielle Ansatz fu¨r das Problem viel natu¨rlicher erscheint. Wir
definieren die multikriterielle Fitnessfunktion f ′ : S → (N ∪ {∞})n−1 einfach durch x 7→
(l1(x), . . . , ln−1(x)), denn im Grunde ist das Problem inha¨rent multikriteriell. Untypisch fu¨r
multikriterielle Probleme ist jedoch die Tatsache, dass es genau einen pareto-optimalen Fit-
nessvektor gibt.
Wegen der Eigenschaft, dass die Pareto-Front nur aus einem einzigen Punkt besteht, ko¨nnen
wir eine Version des (1+1) EA zur Optimierung benutzen, was fu¨r multikriterielle Probleme
untypisch ist, weil dort in der Regel populationsbasierte Lo¨sungen zum Finden der Pareto-
Front benutzt werden. Der fu¨r unseren Suchraum S angepasste Mutationsoperator wa¨hlt
zuna¨chst die Anzahl von lokalen Mutationen poissonverteilt mit λ = 1, in Analogie zur Stan-
dardmutation auf Bitstrings, die asymptotisch ebenfalls so viele Bitflips durchfu¨hrt. Eine
lokale Mutation besteht dabei aus der Vera¨nderung einer uniform zufa¨llig gewa¨hlten Stelle.
Der analysierte Algorithmus ist der (1+1) EA mit obigem Mutationsoperator und der Kon-
vention, dass in dem Falle, dass die Fitness des neuen Individuums unvergleichbar mit der
seines Elters ist, das neu erzeugte Individuum in der Selektion unterliegt.
Die zur Analyse dieses abgea¨nderten (1+1) EA auf der multikriteriellen Fitnessfunktion not-
wendigen Methoden haben wir bereits in der ersten Seminarphase kennen gelernt. Die Analyse
ist sehr einfach und basiert im Wesentlichen auf der Methode der Fitnessschichten. Sie liefert
fu¨r die erwartete Zeit, bis die Pareto-Front gefunden wurde, auf jeder Instanz eine obere
Schranke von O(n3). Die eigentlich gezeigte Schranke ha¨ngt vom betrachteten Graphen ab
und liegt bei
”
typischen“ vollsta¨ndigen Graphen in der Gro¨ßenordnung O(n2 log n).
Es wurden im zweiten PG-Semester Experimente gemacht werden, um den (1+1) EA auf
der einkriteriellen Fitnessfunktion mit dem abgea¨nderten (1+1) EA auf der multikriteriellen
Fitnessfunktion zu vergleichen.
7.9.3 Moco
Multi-objective Counting Ones (kurz Moco) ist eine weitere der vier vorgestellten multikri-
teriellen Fitnessfunktionen (siehe Giel [13]). Mit ϕ(x) := 2pi ‖x‖n ist sie fu¨r alle n = 4k definiert
als:
Moco(x) := (cosϕ(x), sinϕ(x)) .
Der Vortrag versuchte die graphische Veranschaulichung aus Abbildung 7.2 durch eine ein-
gehendere Betrachtung der Pareto Front und der Pareto Set von Moco zu vertiefen.
Zur weiteren Veranschaulichung wurde anschließend die Optimierung der Funktion Moco
mittels local und global SEMO mit FrEAK vorgefu¨hrt, obwohl multikriterielle Optimierung
nach anfa¨nglicher Absprache nicht in FrEAK integriert werden sollte.
Falsche Vermutungen u¨ber die erwartete Optimierungszeit, wie sie in der Literatur geta¨tigt
wurden (Thierens [43]), sind sowohl in Giel [13] als auch im Vortrag theoretisch widerlegt
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Abbildung 7.2: Anschauliche Darstellung der Funktion Moco fu¨r n = 16.
worden. Dazu geho¨rte die Vorhersage, dass die erwartete Optimierungszeit sowohl fu¨r den
local als auch fu¨r den global SEMO im Bereich n2 log n liegt. Die Realita¨t ist, dass Moco, was
die erwartete Optimierungszeit angeht, eine Art Worst-Case-Beispiel darstellt. Local SEMO
hat gar keine endliche erwartete Optimierungszeit und die erwartete Optimierungszeit fu¨r
global SEMO liegt bei nΩ(n).
Die Optimierungszeit von O(n2 log n) wird fu¨r den global SEMO mit einer polynomiell na-
he bei Eins liegenden Wahrscheinlichkeit angenommen. Eine Erkla¨rung dafu¨r ist, dass die
Funktion Moco sich im Wesentlichen wie Onemax verha¨lt. Der zusa¨tzliche Faktor n in der
Laufzeit wird no¨tig, weil im letzten Abschnitt der Optimierung die Population die Gro¨ße
Θ(n) besitzen kann. Die Wahrscheinlichkeit, nun Punkte an den Ra¨ndern der Population
auszuwa¨hlen, liegt im Bereich O(1/n). Diese Randpunkte ko¨nnen nun durch einen 1-Bit-Flip
in die neue Population aufgenommen werden. Von Punkten innerhalb der Population ist es
nur durch Mehrbit-Flips mo¨glich, Suchpunkte zu generieren, die auch in die neue Population
aufgenommen werden.
7.9.4 Eine Testfunktion
Die so genannte Testfunktion (siehe Giel [13]) wurde ebenfalls im Vortrag vorgestellt. In der
Praxis wird die Funktion
x 7→ (x2, (x− 2)2)
ha¨ufig benutzt, um Algorithmen in reellwertigen Ra¨umen zu testen. Die vorgestellte Testfunk-
tion stellt eine Verallgemeinerung dieser reellwertigen Funktion im diskreten Raum {0,1}n
dar.
Dabei gibt es zwei unterschiedliche Interpretationen des Bitvektors x = (x0, . . . , xn−1) als
Zahl: Auf der einen Seite ist es die bekannte Bina¨rdarstellung BV(x) :=
∑
0≤i≤n−1 xi ·2i einer
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Zahl, auf der anderen Seite kann der Bitvektor durch die Anzahl der Einsen als Codierung
einer Zahl angesehen werden: ‖x‖ := ∑0≤i≤n−1 xi
So gibt es also zwei verschiedene Verallgemeinerungen der oben vorgestellten reellwertigen
Funktion, bei der wir an einer Minimierung beider Kriterien interessiert sind:
fa,b =
(
(‖x‖ − a)2, (‖x‖ − b)2) 0 ≤ a < b ≤ n,
ga,b =
(
(BV(x)− a)2, (BV(x)− b)2) 0 ≤ a < b ≤ 2n − 1.
Im Vortrag wurden zusa¨tzlich zu den Pareto Fronten der beiden Funktionen auch die Lauf-
zeiten vorgestellt. Die erwartete Laufzeit der Algorithmen local SEMO und global SEMO
auf der Funktion fa,b ist O (n log n+ n(b− a) log(b− a)). Die erwartete Laufzeit des global
SEMO auf ga,b ist Θ(n
k+1), wenn man a = 2k − 1, b = 2k und 1 ≤ k ≤ n − 1 wa¨hlt. Die
Beweisideen fu¨r die Laufzeiten wurden ebenfalls kurz angeschnitten.
7.9.5 Lotz
Dieser Teil des Referats basierte auf den Arbeiten von Laumanns et al [25] und von Giel [13].
Zuna¨chst wurde die pseudoboolesche Funktion Lotz : {0,1}n → N2 vorgestellt. Dabei handelt
es sich um eine sehr einfache Testfunktion, die durch folgende Abbildungsvorschrift definiert
ist:
(x1, . . . , xn) 7→
 n∑
i=1
i∏
j=1
xj,
n∑
i=1
n∏
j=i
(1− xj)
 .
Die erste Komponente der Funktion entspricht also der bekannten Funktion LeadingOnes,
wa¨hrend die zweite Komponente der Funktion TrailingZeroes entspricht.
Bevor wir mit der Analyse eines konkreten Algorithmus auf dieser Funktion beginnen, ist es
nu¨tzlich, zuna¨chst einige strukturelle Eigenschaften der Funktion zu untersuchen. Offenbar
besteht die Pareto-Front genau aus den Fitnessvektoren (l, z) mit l + z = n, also aus genau
n + 1 vielen Elementen. Eine weitere wichtige Eigenschaft, die bei der Analyse ausgenutzt
wird, ist, dass eine Population P , die keine Individuen x, x′ ∈ P mit x ≺ x′ entha¨lt, aus
ho¨chstens n+ 1 vielen Elementen besteht.
Die vorgestellten Analysen sind alle sehr einfach und beruhen auf Standardmethoden wie
z. B. der Methode der Fitnessschichten und der Methode der typischen La¨ufe. Dennoch gab
es bis zum Jahr 2002 keine theoretischen Analysen von evolutiona¨ren Algorithmen auf mul-
tikriteriellen Problemen, in denen Aussagen u¨ber die erwartete Optimierungszeit getroffen
wurden. Die Arbeit von Laumanns et al [25] war die erste, die sich mit solchen Fragestellun-
gen bescha¨ftigte und die erwartete Laufzeit des lokalen SEMO und eines weiteren Algorithmus
auf der Funktion Lotz untersuchte.
Es wurde gezeigt, dass der lokale SEMO im Erwartungswert O(n2) viele Fitnessauswertun-
gen beno¨tigt, um einen pareto-optimalen Suchpunkt zu finden, und dann nochmal O(n3)
viele Schritte, um die komplette Pareto-Front zu finden. Diese Analyse nutzt zwei spezielle
Eigenschaften des lokalen SEMO auf Lotz aus und la¨sst sich deswegen nicht direkt auf den
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globalen SEMO u¨bertragen. Die erste dieser Eigenschaften ist, dass in der ersten Phase, die
beendet ist, sobald der erste pareto-optimale Suchpunkt gefunden wurde, die Population aus
genau einem Individuum besteht. Das liegt daran, dass eine 1-Bit-Mutation nicht sowohl eine
A¨nderung des Blocks der fu¨hrenden Einsen als auch eine A¨nderung der Zahl der Nullen am
Ende gleichzeitig bewirken kann, solange kein pareto-optimales Individuum mutiert wird. Die
zweite Eigenschaft, die in der Analyse ausgenutzt wird, ist, dass wegen der 1-Bit-Mutationen
der gefundene Teil der Pareto-Front zu jedem Zeitpunkt einen zusammenha¨ngenden Block
bildet.
Es wurde eine Analyse des globalen SEMO basierend auf der Arbeit von Giel [13] vorgestellt.
Es zeigt sich, dass auch der globale SEMO mit einer erwarteten Zahl O(n3) an Fitnessaus-
wertungen auskommt. Die entscheidende Eigenschaft, um das zu zeigen, ist, dass die Popula-
tionsgro¨ße zu jedem Zeitpunkt durch n+ 1 beschra¨nkt ist. Die Schranke fu¨r die erste Phase
verschlechtert sich allerdings ebenfalls zu O(n3).
Die beiden SEMO-Varianten wa¨hlen jeweils uniform zufa¨llig aus der aktuellen Population ein
Individuum, das einen Nachkommen erzeugen darf. Betrachtet man den lokalen SEMO, so
stellt man fest, dass lediglich die beiden Individuen, die zu den Randpunkten des bisher ge-
fundenen Blocks der Pareto-Front geho¨ren, durch eine 1-Bit-Mutation einen neuen Punkt auf
der Pareto-Front erzeugen ko¨nnen. Deswegen beschreiben Laumanns et al in ihrer Arbeit den
Algorithmus FEMO. Dieser ist bis auf die Selektion des Individuums, das einen Nachkommen
erzeugen darf, identisch mit dem lokalen SEMO. Es wird beim FEMO ein Individuum als
Elter gewa¨hlt, das bisher unter allen Individuen in der Population am wenigsten oft gewa¨hlt
wurde. Wird also ein neuer Punkt der Pareto-Front gefunden, so wird das zu ihm geho¨rige
Individuum, sofort zur Mutation ausgewa¨hlt. Das senkt die erwartete Anzahl an Fitnessaus-
wertungen auf O(n2 log n). Eine Analyse der globalen Variante des FEMO auf Lotz gibt es
bisher nicht.
7.10 Nutzen von Crossover und echten Populationen am Bei-
spiel der Funktion Jump
Vortragender: Christian Gunia
Dieser Vortrag basiert vollsta¨ndig auf [23].
Evolutiona¨re Algorithmen werden in der Theorie oft
”
nur“ ohne echte Populationen, d. h. mit
einer Populationsgro¨ße von 1, analysiert. In der Praxis hingegen werden fast immer Populati-
onsgro¨ßen von ω(1) (in der Regel O(n)) verwendet. Diese haben (abgesehen von der erho¨hten
Schwierigkeit der Analyse) einen gro¨ßeren Rechenaufwand pro Generation. Des Weiteren gibt
es dann zwar einen neu anwendbaren Operator Crossover, allerdings erweist es sich als schwie-
rig, einen passenden fu¨r die jeweiligen Probleme zu finden. Es scheint als u¨berwo¨gen auf den
ersten Blick die Nachteile. Daher wird in dem vorliegenden Paper von Thomas Jansen und
Ingo Wegener [23] ein Beweis gefu¨hrt, dass echte Populationen und insbesondere der Operator
Crossover von Nutzen sein ko¨nnen, also die Anzahl an Generationen, die ein evolutiona¨rer
Algorithmus braucht, bis er erstmals das globale Optimum gefunden hat, deutlich senken
kann. Der Effekt ist so groß, dass auch die Anzahl an Funktionsauswertungen sinkt.
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Um den Vorteil von Crossover richtig nutzen zu ko¨nnen, schafft man (ku¨nstlich) eine Situa-
tion, in der viele Bits gleichzeitig flippen mu¨ssen, um einen Fortschritt zu erzielen. Dies ist
fu¨r evolutiona¨re Algorithmen i. A. schwierig. Fu¨r einen Algorithmus, der Crossover und da-
mit echte Populationen verwendet, darf man jedoch die Hoffnung haben, dass der mit einem
Crossover von zwei passenden (in der Population vorhandenen) Individuen, dieses Ziel viel
schneller erreicht.
Eine mo¨gliche Realisierung ist die folgende Fitnessfunktion mit n ∈ N und k ∈ {1, . . . , n}:
Jumpn,k(x) :=
{
k+ ‖x‖1 falls ‖x‖1≤ n− k oder ‖x‖1= n
n− ‖x‖1 sonst
wobei ‖x‖1:= x1 + x2 + · · ·+ xn = OneMax(x).
Im Prinzip entspricht diese Funktion der bekannten Fitnessfunktion OneMax, allerdings exis-
tiert
”
vor dem Optimum“ eine Streifen der Breite k mit den niedrigsten Fitnesswerten, der
von einem evolutiona¨ren Algorithmus ohne Crossover in einem Schritt u¨bersprungen werden
muss. Im Fall k > 1 bestimmt die Wartezeit auf diesen Schritt die Optimierungszeit O(nk)
und im Fall k = 1 entspricht die Funktion OneMax, so dass wir O(n log n) als Optimie-
rungszeit erhalten. Insgesamt beno¨tigt ein (1+1) EA fu¨r die Optimierung der Funktion eine
Laufzeit von Θ(n log n+ nk).
In dem Paper wird ein Steady-State GA als Gegenstu¨ck betrachtet. Dieser ist im Wesentlichen
ein (µ+1) EA, der eine beinahe beliebige Selektion verwendet, die lediglich bessere Individuen
nicht benachteiligen darf, ein uniformes Crossover mit Wahrscheinlichkeit pc und auf jeden
Fall eine Standardbitmutation ausfu¨hrt. Sollte nur die Mutation ausgefu¨hrt werden, kann
man optional verhindern, dass das Individuum unvera¨ndert bleibt.
Fu¨r eine nicht zu große Lu¨cke kn = O(log n), eine geringe Crossoverwahrscheinlichkeit pc ≤
1
Const·knn und eine Populationsgro¨ße µ, die den Ungleichungen µ ≥ kn log2 n und µ = nO(1)
genu¨gt, betra¨gt die erwartete Laufzeit des Steady-State GAs auf Jumpn,k unter Vermeidung
von Kopien
O
(
µn
(
k2n + log(µn)
)
+
22kn
pc
)
.
Ohne die Vermeidung von Kopien kann man die obere Schranke
O
(
µn2k3 +
22k
pc
)
zeigen. Insgesamt sind beide Laufzeiten jedoch im Allgemeinen deutlich unter der Laufzeit
des (1+1) EAs, somit hat das Crossover eine Wirkung erzielt.
Zum Beweis wird der Lauf des Algorithmus in drei typische Phasen eingeteilt. Eine Phase
beginnt, sobald die vorherige endet und die erste beginnt sofort. Die Phasen lauten:
• Erreichen der Sprungstelle, d. h. ‖x‖1= n − k fu¨r alle Individuen der Population bzw.
Optimum erreicht.
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• Verteilen an der Sprungstelle, d. h. die nicht gesetzten Bits verteilen sich in den Indivi-
duen
”
gleichma¨ßig“ bzw. Optimum erreicht.
• Sprung ins Optimum.
In den ersten beiden Phasen werden Crossoverschritte dadurch analysiert, dass ihre positiven
Effekte nicht beru¨cksichtigt werden, und nur die dritte Phase verwendet Crossover, um die
Laufzeit abzuscha¨tzen. Die Analyse der Phase 1 ist recht kanonisch und einfach. Es reicht
eine passende 1-Bit-Mutation aus, um den Funktionswert zu erho¨hen, da die Funktion in
Phase 1 im Wesentlichen OneMax entspricht. Daher erhalten wir aus dem Coupon-Collectors-
Theorem die Schranke O(µn log µn). In Phase 3 mu¨ssen wir lediglich zwei passende Individuen
selektieren und ein passendes Crossover durchfu¨hren. Die Individuen du¨rfen an keiner Stelle
gemeinsame Nullen haben. Danach wa¨hlen wir in dem uniformen Crossover an jeder Stelle
eine der mindestens zwei vorhandenen Einsen. Da die Wahrscheinlichkeit fu¨r solche eine Wahl
durch pc · 12 · 2−2k · 12e beschra¨nkt ist, reichen dafu¨r mit großer Wahrscheinlichkeit O
(
22k
pc
)
Generationen aus.
Lediglich Phase 2 bereitet etwas Schwierigkeiten, da die gu¨nstigen bzw. ungu¨nstigen Er-
eignisse nicht leicht zu u¨berblicken und somit deren Wahrscheinlichkeiten auch nicht leicht
abzuscha¨tzen sind. Daher werden diese
”
unu¨bersichtlichen“ Ereignisse in kleinere, u¨bersicht-
lichere zerlegt, deren Wahrscheinlichkeiten bekannt sind, und dann aus diesen zusammenge-
setzt.
Wir betrachten die Population als µ×n-Matrix. Damit entha¨lt jede Zeile k Nullen (in dieser
Phase) und wir haben insgesamt somit µk Nullen in der Matrix. Nun zeigen wir, dass die
Anzahl die Nullen sich u¨ber die Spalten
”
verteilen“, wir also mit großer Wahrscheinlichkeit
nach O(µnk2) Generationen (unter Kopienvermeidung) nur noch ho¨chstens µ4k Nullen pro
Spalte haben. Dazu betrachten wir nur die erste Spalten und multiplizieren die Fehlschlag-
wahrscheinlichkeit hinterher als Ausgleich mit n. Dies ist offensichtlich korrekt, da die Spalten
vo¨llig a¨quivalent sind.
In einem Schritt des Algorithmus kann sich die Anzahl der Nullen pro Spalte ho¨chstens
um 1 vera¨ndern. Es gelingt uns nachzuweisen, dass die Anzahl der Nullen tendenziell sinkt,
solange ihre Anzahl mindestens µ8k betra¨gt. Chernoff-Schranken ermo¨glichen es uns die Wahr-
scheinlichkeit abzuscha¨tzen, dass ihre Anzahl in den O(µnk2) Generationen nicht unter die
gewu¨nschte Schranke fa¨llt. Diese Wahrscheinlichkeit ist nach unten durch eine positive Kon-
stante beschra¨nkt und das Argument der unabha¨ngigen Wiederholungen liefert uns die er-
wartete Phasenla¨nge von O(µnk2). Den Fall ohne Kopienvermeidung beweisen wir vo¨llig
analog.
Wir haben also gesehen, dass echte Populationen und Crossover eine superpolynomielle Lauf-
zeit zu einer polynomiellen vera¨ndern ko¨nnen. Leider ist der betrachtete Steady-State GA
insofern untypisch, dass die Crossoverwahrscheinlichkeit von 1Const·knn extrem niedrig und vor
allem nicht durch eine Konstante nach unten beschra¨nkt ist.
7.11 Monotone Polynome
Vortragender: Bastian Degener
7.11. MONOTONE POLYNOME 113
Literatur: Der gesamte Vortrag beruht auf [48].
Die Analyse evolutiona¨rer Algorithmen auf der Klasse der monotonen Polynome ist dadurch
motiviert, dass diese Klasse eine große Funktionenmenge umfasst, die Suche auf Plateaus
mo¨glich ist und der Hammingabstand zum Optimum sich wa¨hrend der Suche vergro¨ßern kann.
Andererseits ist die Optimierung von monotonen Polynomen algorithmisch einfach genug, so
dass wir auch mit EAs auf gute Laufzeiten hoffen ko¨nnen. Bei der Analyse wurden erstmals
Techniken angewendet, die auch in Zukunft bei der Analyse evolutiona¨rer Algorithmen von
Vorteil sein ko¨nnen.
Pseudoboolesche Polynome haben die Form
f(x) =
∑
A⊆{1,...,n}
wA ·
∏
i∈A
xi.
Bei monotonen Polynomen sind entweder alle Gewichte positiv oder alle Gewichte negativ.
Im Folgenden werden o. B. d.A. nur Polynome mit positiven Gewichten untersucht, die ihr
Optimum bei 1n haben. Den gro¨ßten Grad bezeichnen wir als d.
Zuna¨chst wird die Optimierung von Monomen betrachtet, da Polynome aus Monomen beste-
hen. Das Ziel ist die Analyse des (1+1) EAs, die allerdings recht schwierig ist, und erst am
Ende des Vortrags vorgestellt wird. Die RLS ist im Prinzip einfacher zu analysieren. Um die
Lu¨cke zwischen diesen beiden Algorithmen zu schließen, wird RLSp betrachtet. Dies ist eine
Modifikation von RLS. Zusa¨tzlich einem Bit, das auf jeden Fall flippt, flippt jedes weitere
Bit mit Wahrscheinlichkeit p. Fu¨r p = 0 entspricht dies der RLS, bei p = 1n ist RLSp dem
(1+1) EA sehr a¨hnlich. Daher werden Werte zwischen 0 und 1/n betrachtet.
7.11.1 Monome
Bei der Analyse von Monomen werden die entstehenden Markovketten der betrachteten Al-
gorithmen ohne den Selektionsoperator untersucht. Die erwartete Zeit fu¨r den U¨bergang von
jedem Zustand in den na¨chst ho¨heren Zustand wird abgescha¨tzt und anschließend wird u¨ber
alle diese U¨berga¨nge summiert. Dabei ergibt sich eine obere Schranke von O( nd · 2d). Diese
Schranke ist asymptotisch optimal, wie sich aus der Betrachtung der Blackbox-Komplexita¨t
ergibt.
7.11.2 RLS
Die RLS ist einfach zu untersuchen, da einmal aktivierte Monome, das heißt, alle Bits im
Monom sind 1, nicht mehr deaktiviert werden. Außerdem sorgen aktivierte Monome dafu¨r,
dass andere Monome, die von ihnen u¨berlappt werden, im Grad verringert werden, da diese
Stellen fest auf 1 bleiben. Es ergibt sich eine obere Schranke von O( nd · log(nd + 1) · 2d). Dass
diese Schranke auch scharf ist, zeigt der na¨chste Abschnitt.
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7.11.3 Worst-Case-Beispiel
Wie aus den U¨berlegungen zur RLS deutlich wird, hat ein Worst-Case-Beispiel viele nicht-
u¨berlappende Monome von mo¨glichst großem Grad. Dies wird von Royal Road Funktionen
erfu¨llt. Tatsa¨chlich la¨sst sich hiermit eine untere Schranke von Ω( nd · log(nd + 1) · 2d) fu¨r die
RLS zeigen. Auch RLSp und der (1+1) EA brauchen asymptotisch im Wesentlichen genauso
lange.
7.11.4 RLSp
Die Analyse wird deutlich schwieriger, wenn drei oder mehr Bits flippen ko¨nnen, weil aktive
Monome wieder deaktiviert werden ko¨nnen, und sich die Analyse der Monome nicht mehr
auf einfache Markovketten beschra¨nkt. Aus den bisherigen U¨berlegungen folgt, dass wir uns
auf d = O(log(n)) beschra¨nken ko¨nnen, und ho¨chstens O(nd ·2d) fu¨r die erwartete Zeit bis zur
Optimierung eines Monoms erwarten ko¨nnen. Fu¨r kleine p kann dies bewiesen werden.
Im Beweis wird die Wahrscheinlichkeit von Fehlschlagsereignissen abgescha¨tzt. Eines dieser
Ereignisse ist, dass drei oder mehr Bits in einer Phase flippen. Ist dies nicht der Fall, ko¨nnen
die bereits betrachteten, sowie weitere Ergebnisse aus der Theorie der einfachen Markovketten
benutzt werden. Tatsa¨chlich ist der Vergleich zweier Markovketten in diesem Beweis ein
wesentliches Analysetool.
Der Optimierungsfortschritt eines monotonen Polynoms wird mit Hilfe einer Pseudofitness,
die die essenziellen Einsen za¨hlt, gemessen. Essenziell sind Einsen in aktivierten Monomen.
Mit Hilfe einer Driftanalyse wird eine Schranke von O( n
2
d · 2d) gezeigt. Wesentlich ist, dass
die Wahrscheinlichkeit fu¨r flippende Einsbits bei gleichzeitig flippenden Nullbits durch die
Beschra¨nkung auf kleine p sehr gering gehalten wird.
7.11.5 (1+1) EA
Die Analyse der durchschnittlichen Wartezeit bis zur Aktivierung eines Monoms verla¨uft
analog zur Analyse von RLSp.
Ein analoges Resultat fu¨r das gesamte Polynom la¨sst sich nicht erzielen, da die Flip-Wahr-
scheinlichkeit zu hoch ist. Allerdings la¨sst sich eine Schranke von O(N · nd · 2d) mit Hilfe von
Fitnessschichten zeigen. Dabei ist N die Anzahl der nichttrivialen Monome. Es wird aber
vermutet, dass die Schranke noch deutlich verbessert werden kann.
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In der zweiten Seminarphase der Projektgruppe wurden wo¨chentlich Vortra¨ge zu verschie-
denen Themen gehalten und diese Themen anschließend ausfu¨hrlich diskutiert. Einige dieser
Vortra¨ge bescha¨ftigten sich mit Fragen der Methodik wissenschaftlicher Untersuchungen, an-
dere wiederum mit der Analyse evolutiona¨rer Algorithmen auf konkreten Problemen. Aus
den Vortra¨gen, die konkrete Probleme behandelten, entwickelten sich interessante Fragestel-
lungen, die daraufhin na¨her untersucht wurden.
In einer ersten Phase wurden nach dem Vortra¨gen zu den einzelnen Themen Erkundungsexpe-
rimente durchgefu¨hrt, die zur Hypothesenfindung dienten. Die Experimente waren durch die
Ergebnisse und die aufgeworfenen Fragen aus den Vortra¨gen und den dazu geho¨rigen Diskus-
sionen motiviert und waren dementsprechend breit angelegt. Dadurch wurde viel Information
zu den Themengebieten erworben und es ergaben sich neue Einsichten und Fragestellungen,
die zu konkreten Hypothesen und demzufolge zielgerichteten Experimenten fu¨hrten.
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Anschließend wurden alle Hypothesen gesammelt und die Hypothesen heraus gesucht, die
durch umfassendere Experimente und fundierte Hypothesentests weiter untersucht werden
sollten.
In diesem Kapitel werden zuna¨chst die auf diese Weise gefundenen Hypothesen motiviert
und erla¨utert. In Kapitel 9 ist dann die konkrete Durchfu¨hrung der geplanten Experimente
beschrieben.
8.1 Das Ising-Modell
Das Ising-Modell wurde bereits in zwei Seminarvortra¨gen behandelt, die in den Abschnit-
ten 7.3 und 7.4 beschrieben sind. Auf dem Ring wurde das Ising-Modell von Simon Fischer
und Ingo Wegener [11] bereits umfassend analysiert, wa¨hrend auf dem Torus noch einige
Fragen offen waren. Diese Fragen wurden daraufhin in der PG diskutiert, u. a. die Frage, un-
ter welchen Umsta¨nden und mit welcher Wahrscheinlichkeit verschiedene Typen von Ringen
entstehen ko¨nnen.
Auch andere Typen von Graphen wurden in die Diskussionen mit einbezogen. Dies sind
zum einen Graphen, die aus zwei miteinander verbundenen Cliquen bestehen, da man auf
ihnen gut beobachten kann, wie sich das Ising-Modell auf dichten Komponenten verha¨lt. Eine
weitere spannende Frage ist hier, in wie weit sich die Cliquen gleichartig fa¨rben und wann es
vorkommt, dass nur ein lokales Optimum erreicht wird, bei dem die Cliquen unterschiedlich
gefa¨rbt sind.
Zum anderen wurde der boolesche Hypercube betrachtet, da Hypercubes eine kanonische
Erweiterung des Torus und des Ringes sind. Auf dem Torus ko¨nnen sich Ringe als stabile
Unterstrukturen entwickeln, die den weiteren Optimierungsprozess erschweren ko¨nnen. Inter-
essant war daher u. a. die Frage, wie solche stabilen Unterstrukturen in ho¨herdimensionalen
Ra¨umen aussehen.
Die Hypothesen, die sich im Laufe der Diskussionen und in Gruppenarbeit entwickelt haben,
sollen im Folgenden motiviert und beschrieben werden.
8.1.1 Das Ising-Modell auf Cliquen
Einleitung und Motivation
Das Ising-Modell mit zwei Farben 0 und 1 wurde auf GraphenG = (V,E), V := {v0, . . . , vn−1}
untersucht, die aus zwei Cliquen C1 := {v0, . . . , vn/2−1}, C2 := {vn/2, . . . , vn−1} mit jeweils
n/2 Knoten bestehen. Dabei betrachten wir nur gerade n, um Cliquen gleicher Gro¨ße zu
erhalten. Zusa¨tzlich enthalten die betrachteten Graphen Kanten, die Knoten verschiedener
Cliquen miteinander verbinden. Diese Kanten bezeichnen wir im Folgenden als Bru¨ckenkan-
ten.
Knotenfa¨rbungen notieren wir durch x = (x0, . . . , xn−1) ∈ {0, 1}n, wobei xi die Fa¨rbung
des Knotens vi ist. Insbesondere beziehen sich also x0, . . . , xn/2−1 auf die erste Clique und
xn/2, . . . , xn−1 auf die zweite Clique.
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Auf Graphen G ohne Bru¨ckenkanten ist die Ising-Funktion separabel: die Fitness einer Clique
ist unabha¨ngig von der Fitness der anderen Clique. Zudem ist die Ising-Funktion auf einzelnen
Cliquen spin-flip symmetrisch, d. h. wenn xi die Fa¨rbung der i-ten Clique ist, gilt
fG(x
1x2) = fG(x1x
2) = fG(x
1x2) = fG(x1x2).
Allgemeine Suchheuristiken wie die randomisierte lokale Suche oder der (1+1) EA haben
daher eine Wahrscheinlichkeit von genau 1/2, einen einheitlich gefa¨rbten Graphen zu erhal-
ten. Wenn man die Cliquen jedoch durch Bru¨ckenkanten verbindet, erho¨ht sich die Tendenz
des Ising-Modells, beide Cliquen gleichartig zu fa¨rben. Hier ergeben sich interessante Frage-
stellungen nach Anzahl und Struktur der Bru¨ckenkanten. Welche Strategie fu¨r die Wahl der
Bru¨ckenkanten hat den gro¨ßten Einfluss auf das Verhalten der betrachteten Algorithmen und
die gro¨ßte Chance, eine einheitliche Fa¨rbung des Graphen zu erreichen?
Beobachtungen und Folgerungen
Anfangs wurden Erkundungsexperimente durchgefu¨hrt, um Hypothesen zu entwickeln. Dazu
wurden in FrEAK entsprechende Module implementiert: eine Fitnessfunktion fu¨r das Ising-
Modell auf Cliquen, ein Stoppkriterium, das den Lauf abbricht, sobald alle Cliquen jeweils
einheitlich gefa¨rbt sind und ein Anzeigemodul (View), das die Cliquen und die Knotenfa¨rbun-
gen grafisch darstellt.
U¨ber die Konfiguration des Suchraums kann man die Zahl der Knoten und der Farben ein-
stellen. Die Fitnessfunktion la¨sst sich wie folgt parametrisieren: die Zahl der Cliquen la¨sst
sich einstellen (sofern die Zahl der Cliquen ein Teiler der Knotenzahl ist, da alle Cliquen die
gleiche Gro¨ße haben sollen), ebenso die Zahl der Bru¨ckenkanten und die Verteilungsstrate-
gie fu¨r die Bru¨ckenkanten. Bru¨ckenkanten ko¨nnen gleichverteilt zufa¨llig gewa¨hlt werden oder
mo¨glichst gleichma¨ßig auf alle Knoten verteilt werden, so dass alle Knoten einen mo¨glichst
a¨hnlichen Grad bekommen. Unabha¨ngig von der Verteilungsstrategie gibt es die Mo¨glichkeit,
die Knotenmenge fu¨r Anfangs- und Endpunkte von Bru¨ckenkanten einzuschra¨nken, so dass
sich Bru¨ckenkanten auf Teilmengen der Cliquenknoten konzentrieren lassen.
Sowohl der (1+1) EA als auch die (1+1) randomisierte lokale Suche (RLS) wurden darauf-
hin mit Hilfe dieser Module simuliert und der Verlauf des Optimierungsprozesses in FrEAK
beobachtet.
Dabei wurden folgende Beobachtungen gemacht, aus denen spa¨ter teilweise Hypothesen ent-
standen sind.
Beobachtung 1. Wenn die maximale Zahl adjazenter Bru¨ckenkanten d fu¨r alle Knoten
nicht zu groß ist, haben die Bru¨ckenkanten keinen großen Einfluss auf das Verhalten der
Algorithmen.
Dies kann man wie folgt erkla¨ren: jeder Knoten ist zu maximal d Knoten in der anderen
Clique adjazent und zu n/2 − 1 Knoten in der eigenen Clique. Wenn d daher klein ist, fa¨llt
der Anteil der Kanten in der anderen Clique kaum ins Gewicht.
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Beobachtung 2. Sowohl der (1+1) EA als auch die (1+1) RLS na¨hern sich einem lokal op-
timalen Punkt recht schnell an. In einem Lauf steht daher schon fru¨h fest, in welche Richtung
sich die Fa¨rbung der Cliquen entwickeln wird.
Betrachtet man die Zahl 1-gefa¨rbter Knoten in einer Clique, so stellt man fest, dass sich
dieser Wert u¨ber die Zeit auffallend monoton verha¨lt und bis auf kleine Abweichungen ent-
weder monoton steigt oder monoton sinkt. Wenn also zu einem Zeitpunkt eine ausreichend
große Mehrheit der Knoten in der Clique mit einer Farbe c gefa¨rbt ist, dann ist es sehr
wahrscheinlich, dass die gesamte Clique nach und nach mit dieser Farbe gefa¨rbt wird.
Theoretische Ergebnisse fu¨r die (1+1) RLS
Fu¨r die randomisierte lokale Suche und Graphen mit beschra¨nkter Zahl adjazenter Bru¨cken-
kanten fu¨r jeden Knoten la¨sst sich diese Beobachtung theoretisch untermauern. Man kann
sogar leicht beweisen, dass ab einer genu¨gend großen Mehrheit einer Farbe c, o. B. d.A. c = 1,
das erreichte lokale Optimum deterministisch vorherbestimmt ist.
Lemma 1. Sei Ci eine Clique mit k := n/2 Knoten, bei dem jeder Knoten zu ho¨chstens d
Bru¨ckenkanten inzident ist. Dann gilt: wenn ||Ci||1 ≥ k/2+d/2+1, dann fa¨rbt die (1+1) RLS
Ci mit Farbe 1 mit Wahrscheinlichkeit 1 in erwarteter Zeit O(n log n).
Beweis. Der Beweis ist einfaches Rechnen.
Wenn ein 0-gefa¨rbter Knoten geflippt wird, erho¨ht sich die Fitness um mindestens
||Ci||1 − (||Ci||0 − 1)− d = 2||Ci||1 − k − d+ 1 ≥ 3
und der Nachkomme wird akzeptiert. Wenn ein 1-gefa¨rbter Knoten geflippt wird, vera¨ndert
sich die Fitness um ho¨chstens
−(||Ci||1 − 1) + ||Ci||0 + d = −2||Ci||1 + k + d+ 1 ≤ −1
und der Nachkomme wird nicht akzeptiert.
Induktiv folgt, dass die Bedingung ||Ci||1 ≥ k/2+d/2+1 fu¨r den jeweils aktuellen Suchpunkt
stets erfu¨llt bleibt, was zu der Wahrscheinlichkeit von 1 fu¨hrt. Die Fitness kann durch das
Flippen 0-gefa¨rbter Knoten erho¨ht werden. Wenn i die Zahl 0-gefa¨rbter Knoten ist, betra¨gt
die Wahrscheinlichkeit einer solchen Verbesserung i/n. Die erwartete Zeit, bis Ci mit Farbe 1
gefa¨rbt ist, ist daher nach oben beschra¨nkt durch
k−1∑
i=k/2+d/2+1
n
i
= O(n log n).
Das Lemma ko¨nnen wir nun anwenden, um auch Beobachtung 1 in folgendem Korollar theo-
retisch zu begru¨nden: bei einer kleinen Zahl von Bru¨ckenkanten kommt es sehr oft vor, dass
bei der (1+1) RLS das Ergebnis des Laufs bei der Initialisierung bereits fest steht, so dass
die Bru¨ckenkanten in diesem Fall keinen Einfluss auf das Ergebnis haben.
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Korollar 1. Wenn 0 < d <
√
k, erreicht die (1+1) RLS entweder ein lokales oder ein globales
Optimum mit jeweils konstanter Wahrscheinlichkeit in erwarteter Zeit O(n log n).
Beweis. Die Farbverteilung in beiden Cliquen bei der zufa¨lligen Initialisierung kann durch
zwei unabha¨ngige Binomialverteilungen beschrieben werden, mit Parametern jeweils k/2 und
1/2. Die Wahrscheinlichkeiten fu¨r die Ereignisse ||Ci||1 ≤ k/2 −
√
k und ||Ci||1 ≥ k/2 +√
k sind beide durch eine Konstante 0 < c < 1/2 nach unten beschra¨nkt. Wenn fu¨r beide
Cliquen jeweils eines dieser beiden Ereignisse eintritt, ko¨nnen wir Lemma 1 anwenden. Aus
Symmetriegru¨nden erreicht die (1+1) RLS daher mit einer Wahrscheinlichkeit von mindestens
2c2 ein lokales Optimum und mit einer Wahrscheinlichkeit von mindestens 2c2 ein globales
Optimum in erwarteter Zeit O(n log n).
U¨bertragung der Ergebnisse auf den (1+1) EA
Wir vermuten, dass eine zu Lemma 1 a¨hnliche Aussage auch fu¨r den (1+1) EA gilt, wenn
man die Schranke k/2 + d/2 + 1 um einen kleinen sublinearen Term erho¨ht. Dieser Term
wird vermutlich no¨tig sein, um die Wahrscheinlichkeit zu senken, dass die Mehrheit in einem
Schritt durch eine Mutation mehrerer Bits verloren geht.
Wenn in einer Clique Ci ein Knoten mit Farbe c geflippt wird und die Mehrheit dieser Farbe
groß genug ist, ||Ci||c ≥ k/2 + d/2 + 1, zeigt der Beweis von Lemma 1, dass der Nach-
komme mit Wahrscheinlichkeit 1 nicht akzeptiert wird, da die Fitness verschlechtert wird.
Der (1+1) EA kann solche Schritte akzeptieren, wenn gleichzeitig die Fitness in der anderen
Clique entsprechend erho¨ht wird. Es ist daher nicht auszuschließen, dass die Mehrheit der
Farbe c in mehreren solcher Schritte verloren geht, was eine theoretische Analyse wesentlich
erschwert.
Eine U¨bertragung der Ergebnisse von der (1+1) RLS auf den (1+1) EA ist daher noch nicht
gelungen.
Lokale Optima und der Treppengraph
In den meisten Szenarien von Bru¨ckenkanten gibt es beim Ising-Modell auf zwei verbundenen
Cliquen vier lokale Optima, von denen zwei globale Optima sind, na¨mlich die beiden einheit-
lichen Fa¨rbungen 0n und 1n. Rein lokale Optima sind die Fa¨rbungen 0n/21n/2 und 1n/20n/2,
in denen beide Cliquen jeweils einheitlich, jedoch voneinander verschieden gefa¨rbt sind.
Von dieser Faustregel gibt es jedoch mehrere Ausnahmen, die hier aufgefu¨hrt werden sollen.
1. Wenn es keine Bru¨ckenkanten gibt, gibt es keine rein lokalen Optima, sondern vier
globale Optima.
2. Wenn die Zahl an Bru¨ckenkanten das Maximum n2/4 annimmt, bilden die beiden Cli-
quen und die Bru¨ckenkanten den vollsta¨ndigen Graphen auf n Knoten und es gibt nur
zwei globale Optima. Dieser Effekt kann auch bei einer kleineren Zahl von Bru¨ckenkan-
ten auftreten.
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Abbildung 8.1: Eine Visualisierung des Treppengraphen Gstairs fu¨r n = 20 mit zufa¨lliger Wahl
der Endpunkte in der unteren Clique. Die Cliquen sind durch Kreise symbolisiert; lediglich
die Bru¨ckenkanten sind eingezeichnet.
3. Wenn die Bru¨ckenkanten stark konzentriert sind (z. B. wenn sie eine Clique bilden,
deren Gro¨ße im Intervall (n/3, n/2) liegt), ko¨nnen neue lokale Optima entstehen, bei
denen innerhalb einer Clique die zu vielen Bru¨ckenkanten adjazenten Knoten anders
gefa¨rbt sind als die zu wenigen Bru¨ckenkanten adjazenten Knoten.
Ein Beispiel fu¨r das zweite Szenario mit einer stark verringerten Zahl an Bru¨ckenkanten
ist der von uns als
”
Treppengraph“ bezeichnete Graph Gstairs. Dieser entha¨lt zwei Cliquen
{v0, . . . , vn/2−1}, {vn/2, . . . , vn−1} und fu¨r 0 ≤ i < n/4 gilt: vi ist zu n/2−2i beliebigen Knoten
der anderen Clique adjazent; die Knoten vn/4, . . . , vn/2−1 haben keine Bru¨ckenkanten. Der
Graph Gstairs ist exemplarisch fu¨r n = 20 in Abbildung 8.1 dargestellt, wobei die Endpunkte
in der zweiten Clique zufa¨llig gewa¨hlt wurden.
Die Zahl der Bru¨ckenkanten in Gstairs betra¨gt n2/16 + n/4, was in etwa einer Kantendichte
von 1/4 entspricht, bezogen auf die maximal mo¨gliche Zahl n2/4 von Bru¨ckenkanten.
Wenn der (1+1) EA auf Gstairs den Punkt 0n/21n/2 erreicht hat (1n/20n/2 analog), kann die
Fitness verbessert und ein globales Optimum erreicht werden, indem die Knoten v0, . . . , vn/4−1
in dieser Reihenfolge geflippt werden. Daraus folgt: Das Ising-Modell auf Gstairs ist unimo-
dal und entha¨lt zwei symmetrische Pfade (0n/21n/2, 10n/2−11n/2, . . . , 1n/4−10n/4+11n/2) und
(1n/20n/2, 01n/2−10n/2, . . . , 0n/4−11n/4+10n/2) der La¨nge n/4 mit streng monoton steigenden
Fitnesswerten.
Wenn sich zeigen ließe, dass der (1+1) EA mit konstanter Wahrscheinlichkeit einen Punkt
auf der ersten Ha¨lfte eines Pfades erreicht, ließe sich daraus eine untere Schranke Ω(n2) fu¨r
die erwartete Zeit ableiten, bis zum ersten Mal ein lokales Optimum erreicht wird. Dies wu¨rde
anfa¨ngliche Vermutungen widerlegen, dass der (1+1) EA nur O(n log n) erwartete Schritte
braucht, um ein lokales Optimum zu erreichen.
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Hypothese 1. Die Wahrscheinlichkeit, dass der (1+1) EA hat auf dem Ising-Modell auf dem
Treppengraphen Gstairs einen Punkt auf der ersten Ha¨lfte eines der beiden Pfade erreicht, ist
durch eine Konstante c > 0 nach unten beschra¨nkt.
Es ist prinzipiell nicht mo¨glich, diese Hypothese experimentell zu besta¨tigen, da wir mit
Experimenten keine asymptotischen Aussagen machen ko¨nnen. Wenn wir jedoch annehmen,
dass diese Hypothese fu¨r alle n gilt, la¨sst sich die Schranke Ω(n2) fu¨r beide Algorithmen wie
folgt zeigen.
Definition. Wir bezeichnen mit xi fu¨r 0 ≤ i ≤ n−1 den Suchpunkt, der aus x = (x0, . . . , xn−1)
dadurch entsteht, dass xi flippt: x
i := (x0, . . . , xi−1, xi, xi+1, . . . , xn−1).
Dann sei g(x, i) fu¨r 0 ≤ i ≤ n− 1 die Vera¨nderung der Fitness, wenn nur das i-te Bit flippt:
g(x, i) := f(xi)− f(x).
Theorem 1. Unter der Annahme, dass die (1+1) RLS auf dem Ising-Modell auf Gstairs mit
einer durch eine Konstante c > 0 nach unten beschra¨nkten Wahrscheinlichkeit einen Punkt
auf der ersten Ha¨lfte eines Pfades erreicht, ist die erwartete Zeit, bis die (1+1) RLS einen
optimalen Punkt findet, nach unten beschra¨nkt durch Ω(n2).
Beweis. Wir nehmen an, dass die (1+1) RLS einen Suchpunkt x auf der ersten Ha¨lfte eines
Pfades erreicht hat. Falls dieses Ereignis nicht eintritt, scha¨tzen wir die Laufzeit mit der
trivialen Schranke 0 ab.
Fu¨r den i-ten Suchpunkt eines Pfades, x = 1i0n/2−i1n/2 oder x = 0i1n/2−i0n/2 fu¨r 0 ≤ i < n/4
gelten nach Konstruktion von Gstairs folgende Werte von g fu¨r alle Knoten der ersten Clique.
∀0 ≤ j < n/2 g(x, j) =

−2(i− j) + 1, 0 ≤ j < i
1, j = i
−2(j − i) + 1, i < j < n/4
−n/2 + 2i+ 1, n/4 ≤ j < n/2
Fu¨r alle Knoten der zweiten Clique, n/2 ≤ j < n, gilt g(x, j) ≤ n/4− (n/2− 1) = −n/4 + 1,
denn da nur n/4 Knoten der ersten Clique zu Bru¨ckenkanten inzident sind, ist jeder Knoten
vn/2, . . . , vn−1 zu maximal n/4 0-gefa¨rbten Knoten adjazent.
Die einzige Mutation, die zu einer nicht negativen Fitnessvera¨nderung fu¨hrt und die daher als
einzige akzeptiert wird, ist daher die Mutation des Bits xi. Die erwartete Zeit, bis die zweite
Ha¨lfte des Pfades durchquert wird, ist nach unten beschra¨nkt durch c · (1/8)n2 = Ω(n2).
Um fu¨r den Beweis der Schranke fu¨r den (1+1) EA Abha¨ngigkeiten zwischen mehreren flip-
penden Bits in den Griff zu bekommen, beno¨tigen wir folgendes Lemma, das Fitnessvera¨nde-
rungen an mehreren Stellen auf lokale A¨nderungen zuru¨ck fu¨hrt.
Lemma 2. Sei V ′ ⊆ V eine Menge von Knoten und x′ der Suchpunkt, der aus x entsteht,
indem genau die Bits xi mit vi ∈ V ′ flippen. Dann gilt
f(x′)− f(x) ≤
∑
vi∈V ′
g(x, i) + |V ′|(|V ′| − 1)
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Beweis. Fu¨r eine Kante e = {vi, vj} notieren wir f(x, e) := 1 genau dann, wenn xi = xj , und
f(x, e) := 0 sonst. Weiterhin sei d(e) := f(x′, e)− f(x, e). In der folgenden Rechnung nutzen
wir aus, dass die Endpunkte von zu vi inzidenten Kanten {vi, vj} in xi genau so gefa¨rbt sind
wie in x′, falls vj /∈ V ′. Dann ko¨nnen wir g(x, i) fu¨r vi ∈ V ′ schreiben als
g(x, i) =
∑
vj∈Adj(vi)
(
f(xi, {vi, vj})− f(x, {vi, vj})
)
=
∑
vj∈Adj(vi)\V ′
(
f(xi, {vi, vj})− f(x, {vi, vj})
)
+
∑
vj∈Adj(vi)∩V ′
(
f(xi, {vi, vj})− f(x, {vi, vj})
)
≥
∑
vj∈Adj(vi)\V ′
d({vi, vj})− |V ′|+ 1
Wir nutzen aus, dass sich x und x′ nur auf Kanten unterscheiden, die zu genau einem Knoten
in V ′ inzident sind. Fu¨r alle anderen Kanten e gilt d(e) = 0.
f(x′)− f(x) =
∑
e∈E
(
f(x′, e)− f(x, e)) = ∑
e∈E
d(e)
=
∑
vi∈V ′
∑
vj∈Adj(vi)\V ′
d({vi, vj})
≤
∑
vi∈V ′
(
g(x, i) + |V ′| − 1)
=
∑
vi∈V ′
g(x, i) + |V ′|(|V ′| − 1)
Theorem 2. Unter der Annahme, dass der (1+1) EA auf dem Ising-Modell auf Gstairs mit
einer durch eine Konstante c > 0 nach unten beschra¨nkten Wahrscheinlichkeit einen Punkt
auf der ersten Ha¨lfte eines Pfades erreicht, ist die erwartete Zeit, bis der (1+1) EA einen
optimalen Punkt findet, nach unten beschra¨nkt durch Ω(n2).
Beweis. Da die Ising-Funktion spin-flip symmetrisch ist, betrachten wir o. B. d.A. nur einen
der beiden Pfade. Weiterhin gehen wir davon aus, dass die folgenden Ereignisse eintreten.
Falls eines dieser Ereignisse nicht eintritt, scha¨tzen wir die erwartete Optimierungszeit mit
der trivialen Schranke 0 ab.
E1: Der (1+1) EA erreicht einen Punkt x = 1
i0n/2−i1n/2 mit 0 ≤ i ≤ n/8. Die Zeit bis zum
Erreichen dieses Punktes scha¨tzen wir mit 0 ab.
E2: Es kommt in polynomiell vielen Schritten nicht vor, dass in einem Schritt Ω(n
1/3) Bits
flippen.
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E1 hat nach Voraussetzung eine Wahrscheinlichkeit von mindestens c, Prob(E2) la¨sst sich
durch poly(n) · 1/(n1/3)! = poly(n) · 2−Ω(n1/3) abscha¨tzen. Damit la¨sst sich Prob(E1 ∩ E2)
nach unten abscha¨tzen durch 1− (Prob(E1) + Prob(E2)) = Ω(1).
Wir zeigen, dass der (1+1) EA unter den genannten Annahmen genu¨gend lange auf dem
Pfad verbleibt und daher im Erwartungswert Ω(n2) Generationen beno¨tigt, um die ersten
drei Viertel des Pfades zu verlassen.
Wenn der aktuelle Suchpunkt x der i-te Punkt des Pfades ist, 0 ≤ i ≤ (3/16)n, und der
Nachkomme x′ aus x durch Flips von o(n1/3) Bits entsteht und V ′ die Menge flippender
Knoten bezeichnet, ko¨nnen die drei folgenden Fa¨lle eintreten.
Fall 1 V ′ ∩ {vn/4, . . . , vn−1} 6= ∅
Wir zeigen, dass ein Schritt, bei dem Bits flippen, die nicht zum Pfad geho¨ren, nicht akzeptiert
wird. Fu¨r alle Bits xj mit n/4 ≤ j < n gilt g(x, j) ≤ −(1/8)n + 1. Die maximale lokale
Fitnessverbesserung u¨ber alle Knoten j ist g(x, j) = 1. Nach Lemma 2 ist damit
f(x′)− f(x) ≤
∑
vl∈V ′
g(x, l) + |V ′|(|V ′| − 1)
≤ −(1/8)n+ 1 +
∑
vl∈V ′, l 6=j
g(x, l) + |V ′|(|V ′| − 1)
≤ −(1/8)n+ 1 + (|V ′| − 1) + o(n2/3) = −Ω(n).
Der Suchpunkt x′ wird also nicht akzeptiert.
Fall 2 V ′ ⊆ {v0, . . . , vn/4−1}, vi /∈ V ′
Wir zeigen, dass ein Schritt mit flippenden Bits auf dem Pfad nicht akzeptiert wird, wenn
dabei xi nicht flippt. Fu¨r alle Punkte x
′, die wir dabei durch jeweilige V ′ erzeugen ko¨nnen,
ist eine wichtige Beobachtung, dass die Fitness bei fester Zahl an Einsen maximal ist, wenn
alle Einsen im Bitstring mo¨glichst weit links stehen.
Sei also S := {x ∈ {0, 1}n | xi = 0 ∧ xn/4 = · · · = xn/2−1 = 0 ∧ xn/2 = · · · = xn−1 = 1} die
Menge aller mo¨glichen x′, die durch V ′ ⊆ {v0, . . . , vn/4−1}, vi /∈ V ′ aus x entstehen ko¨nnen.
Fu¨r 0 ≤ l < n/4 seien zl die Punkte aus S, die auf den ersten n/4 Positionen l Einsen
enthalten und bei denen die Einsen mo¨glichst weit links stehen unter der Nebenbedingung
zli = 0. Formal:
z0 := 0n/21n/2
...
zi := 1i0n/2−i1n/2
zi+1 := 1i010n/2−i−21n/2
...
zn/4−1 := 1i01n/4−i−10n/41n/2
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Wenn wir mit s(x) die Zahl der Einsen auf den ersten n/4 Bitpositionen von x bezeichnen,
dann gilt
∀x∗ ∈ S : f(x∗) ≤ f(zs(x∗))
Dies ist leicht einzusehen: ein Punkt x∗ 6= zs(x∗) entha¨lt zwei Bitpositionen j < k, j 6= i, bei
denen eine Null vor einer Eins steht, x∗j = 0, x
∗
k = 1. Wenn wir diese beiden Bits vertauschen,
bleibt die Zahl der Einsen konstant, die Fitness erho¨ht sich aber um 2(k−j), da v∗j zu 2(k−j)
mehr Bru¨ckenkanten inzident ist und alle Knoten der zweiten Clique 1-gefa¨rbt sind. Durch
Iteration ko¨nnen wir somit x∗ in zs(x∗) u¨berfu¨hren und die Fitness erho¨hen.
Wenn wir also zeigen ko¨nnen, dass die Fitness aller z l, l 6= i kleiner ist als die Fitness des
aktuellen Suchpunkts x = zi, folgt daraus, dass kein Suchpunkt aus S akzeptiert wird.
Fu¨r zl und l < i ist zl der l-te Punkt auf dem Pfad und da die Fitnesswerte auf dem Pfad
streng monoton sind, gilt f(zl) < f(zi) fu¨r l < i.
Damit der Punkt zl mit l > i aus x erzeugt wird, mu¨ssen k := |V ′| = l − i Bits flippen. Fu¨r
alle Bitpositionen i < j < n/4 gilt g(x, j) = −2(j − i) + 1. Die Fitnessdifferenz zwischen z l
und x la¨sst sich damit wie folgt nach Lemma 2 abscha¨tzen.
f(zl)− f(x) ≤
k∑
d=1
(−2d+ 1) + |V ′|(|V ′| − 1)
= k − 2
k∑
d=1
d+ k(k − 1)
= k − k(k + 1) + k(k − 1)
= −k
Die Punkte zl fu¨r l > i werden daher auch nicht akzeptiert und insgesamt folgt, dass der
(1+1) EA keinen anderen Suchpunkt als x aus S akzeptiert.
Fall 3 V ′ ⊆ {v0, . . . , vn/4−1}, vi ∈ V ′
Falls xi flippt, erho¨ht dieser Bit-Flip die Fitness um 1 und falls im gleichen Schritt andere Bits
flippen, ko¨nnen Schritte akzeptiert werden, die zusammen betrachtet eine Fitnessvera¨nderung
von mindestens −1 ergeben. Wir betrachten nun die Anwendung der einzelnen Bit-Flips in
einem Mutationsschritt nacheinander und addieren die Fitnessvera¨nderungen aller Bit-Flips.
Als erstes flippen wir xi. Dadurch erreichen wir den (i+1)-ten Punkt auf dem Pfad und falls
i+ 1 ≤ (3/16)n gilt, wiederholen wir nun unsere Betrachtungen mit V ′′ := V ′ \ {vi}.
Da das Flippen von xi die Fitness bereits um 1 erho¨ht hat, akzeptiert der (1+1) EA diesen
Schritt, wenn alle weiteren Bit-Flips zusammen die Fitness um mindestens −1 erho¨hen. Da
xi in einem Schritt nicht zwei Mal geflippt wird, kommen nur Mengen von Bit-Flips in Frage,
fu¨r die gilt: V ′′ = {vi+2} (aus Fall 2) oder vi+1 ∈ V ′′ (aus Fall 3), da alle u¨brigen V ′′ die
Fitness um mehr als 1 senken.
Einen Schritt, in dem xi flippt, bezeichnen wir als erfolgreich. Falls die genannten beiden
Mo¨glichkeiten von Bit-Flips in einem erfolgreichen Schritt auftreten, scha¨tzen wir die er-
wartete Optimierungszeit ab durch die Zahl der bisher beno¨tigten Generationen, d. h. wenn
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in einem Schritt xi und xi+1 oder xi und xi+2 flippen, sehen wir den Optimierungsprozess
als beendet an, da wir die Auswirkungen dieser Bit-Flips nicht kontrollieren ko¨nnen. Dieses
Ereignis bezeichnen wir mit E3.
Die bedingten Wahrscheinlichkeiten, dass xi+1 bzw. xi+2 flippt unter der Bedingung, dass xi
flippt, sind jeweils 1/n. Damit gilt Prob(E3) ≤ 2/n. Da wir, falls E3 nicht eintritt, insgesamt
noch mindestens n/16 erfolgreiche Schritte beno¨tigen, um die ersten drei Viertel des Pfades
zu verlassen, folgt eine erwartete Zahl erfolgreicher Schritte, bis die ersten drei Viertel des
Pfades verlassen werden oder E3 eintritt von mindestens
E(T (n)) ≥
n/16∑
t=1
t · (1− Prob(E3))t−1 · Prob(E3)
≥ 2
n
n/16∑
t=1
t ·
(
1− 2
n
)t−1
≥ 2
n
n/16∑
t=1
t ·
(
1− 2
n
)n
2
−1
≥ 2
n
n/16∑
t=1
t · e−1 ≥ 2
en
· (n/16)2 = 1
128 · e · n
Ein erfolgreicher Schritt hat eine Wahrscheinlichkeit von ho¨chstens 1/n, daher folgt die untere
Schranke von Ω(1) · n · T (n) = Ω(n2) erwarteten Schritten.
Ergebnisse der Erkundungsexperimente
Das Ziel der ersten Erkundungsexperimente war es, fu¨r den (1+1) EA und die (1+1) RLS den
Zusammenhang zu untersuchen zwischen der Anzahl bzw. der Anordnung der Bru¨ckenkan-
ten und der Wahrscheinlichkeit, dass beide Cliquen mit der gleichen Farbe gefa¨rbt werden.
Wir haben Experimente fu¨r zwei Cliquen mit je 50 Knoten bzw. je 75 Knoten durchgefu¨hrt
und jeweils die Anzahl m der Bru¨ckenkanten von 0 bis zur maximalen Anzahl 2500 bzw.
5625 kleinschrittig variiert. Es wurden Experimente mit drei verschiedenen Strategien zur
Anordnung der Bru¨ckenkanten durchgefu¨hrt:
• Zufa¨llig: Eine Teilmenge der Menge aller mo¨glichen Bru¨ckenkanten mit m Elementen
wird uniform zufa¨llig aus der Menge aller Teilmengen mit m Elementen ausgewa¨hlt.
• Gleichma¨ßig: Die Idee ist, die Bru¨ckenkanten gleichma¨ßig auf die Knoten aufzuteilen.
Bei m zu verteilenden Bru¨ckenkanten erha¨lt also jeder Knoten entweder d 2mn e oder b 2mn c
Nachbarn in der anderen Clique.
• Konzentriert: So wenig Knoten wie mo¨glich sollen Nachbarn in der anderen Clique
haben. Bei m zu verteilenden Bru¨ckenkanten erhalten also nur d√me viele Knoten in
jeder Clique Nachbarn in der anderen Clique.
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Wir haben dann beobachtet, wie groß die Wahrscheinlichkeit ist, dass ein globales Optimum
erreicht wird, ohne vorher ein lokales Optimum erreicht zu haben. Diese Wahrscheinlichkeit
werden wir im Folgenden auch als Erfolgswahrscheinlichkeit bezeichnen. Um Experimente mit
verschiedenen Cliquengro¨ßen miteinander vergleichen zu ko¨nnen, haben wir uns die Erfolgs-
wahrscheinlichkeit in Abha¨ngigkeit von dem Quotienten aus m und der maximalen Anzahl
an Bru¨ckenkanten, also n2/4 bei zwei Cliquen mit je n/2 Knoten, angeschaut. Wir stellten
fest, dass die Kurven, die sich fu¨r 50 und 75 Knoten pro Clique ergaben, in jedem getesteten
Szenario in etwa u¨bereinstimmten, was die folgende Hypothese motivierte.
Hypothese 2. Fu¨r den (1+1) EA und die (1+1) RLS und fu¨r jede der drei Strategien
zur Anordnung der Bru¨ckenkanten ist die Erfolgswahrscheinlichkeit nur abha¨ngig von dem
Quotienten q(m,n) aus der Anzahl der Bru¨ckenkanten m und der maximalen Anzahl n2/4
an Bru¨ckenkanten.
Ferner verglichen wir das Verhalten der Algorithmen auf Graphen, bei denen die Bru¨cken-
kanten zufa¨llig gewa¨hlt wurden, mit dem Verhalten auf Graphen mit gleichma¨ßig verteilten
Bru¨ckenkanten und stellten fu¨r beide Algorithmen fest, dass beide Strategien zur Kantenaus-
wahl zu sehr a¨hnlichen Ergebnissen fu¨hren.
Hypothese 3. Fu¨r den (1+1) EA und die (1+1) RLS ist die Erfolgswahrscheinlichkeit fu¨r
jede feste Anzahl an Bru¨ckenkanten und fu¨r jede Cliquengro¨ße unabha¨ngig davon, ob die
Bru¨ckenkanten gleichma¨ßig oder zufa¨llig verteilt werden.
Die Erfolgswahrscheinlichkeiten bei konzentrierten Bru¨ckenkanten verhielten sich anders als
bei zufa¨lligen oder gleichma¨ßigen Bru¨ckenkanten. Folgende Hypothesen ergaben sich.
Hypothese 4. Fu¨r den (1+1) EA ist die Erfolgswahrscheinlichkeit fu¨r jede Cliquengro¨ße bei
konzentrierten Bru¨ckenkanten gro¨ßer als bei zufa¨llig oder gleichma¨ßig verteilten Bru¨ckenkan-
ten, falls die Anzahl der Bru¨ckenkanten nicht zu klein ist und nicht so groß, dass fast immer
eine Gleichfa¨rbung beobachtet wird.
Hypothese 5. Fu¨r die (1+1) RLS ist die Erfolgswahrscheinlichkeit fu¨r jede Cliquengro¨ße
bei konzentrierten Bru¨ckenkanten fu¨r wenige Bru¨ckenkanten kleiner als bei zufa¨llig oder
gleichma¨ßig verteilten Bru¨ckenkanten. Erho¨ht man die Anzahl der Bru¨ckenkanten, so be-
obachtet man, dass die Erfolgswahrscheinlichkeit bei konzentrierten Bru¨ckenkanten zuna¨chst
gro¨ßer wird als bei zufa¨llig oder gleichma¨ßig verteilten Bru¨ckenkanten, aber ab einer bestimm-
ten Anzahl an Bru¨ckenkanten wieder darunter fa¨llt.
Weiterhin verglichen wir die Erfolgswahrscheinlichkeiten des (1+1) EA und die der (1+1) RLS.
In den Erkundungsexperimenten stellte sich heraus, dass der (1+1) EA oft eine ho¨here Er-
folgsrate erreichte als die (1+1) RLS. Daraus resultiert folgende Hypothese.
Hypothese 6. Fu¨r jede der drei Strategien zur Anordnung der Bru¨ckenkanten und fu¨r jede
Cliquengro¨ße ist die Erfolgswahrscheinlichkeit des (1+1) EA gro¨ßer als die der (1+1) RLS,
sofern die Anzahl der Bru¨ckenkanten nicht zu klein ist und nicht so groß, dass bei beiden
Algorithmen fast immer eine Gleichfa¨rbung beobachtet wird.
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Erfolgsvorhersage mittels Potenzialfunktionen
Die Beobachtungen und U¨berlegungen in Abschnitt 8.1.1 haben die Vermutung nahe gelegt,
dass der (1+1) EA relativ schnell und geradlinig zu einem lokalen Optimum gelangt, sobald
eine entsprechende Mehrheit an Farben vorhanden ist.
Eine Funktion mit a¨hnlichem Verhalten wurde bereits vollsta¨ndig untersucht: Wegener und
Witt [47] definieren die quadratische Funktion CHk(y, x) (”
Choice“) auf einem Bit y und n
Bits x = (x1, . . . , xn). Abha¨ngig von der Belegung von y entspricht die Funktion CHk|y bei
passender Wahl des Parameters k im Wesentlichen den Funktionen OneMax oder −OneMax,
d. h. abha¨ngig von y soll die Zahl der Einsen in x entweder maximiert oder minimiert werden.
Beide Subfunktionen sind affin transformiert, so dass es nur ein globales Optimum gibt und
dass sie sich bei ||x||1 = n/2 schneiden.
Wenn wir die Ising-Funktion auf Graphen G mit nur einer Bru¨ckenkante betrachten, haben
die Ising-Funktion auf G und CHk folgende Gemeinsamkeiten.
1. Beide Funktionen sind anna¨hernd spin-flip symmetrisch und besitzen jeweils gleich viele
rein lokale und globale Optima. Alle Optima haben einen linearen Hammingabstand
voneinander.
2. Bei beiden Funktionen sind die Wahrscheinlichkeiten, in ein rein lokales oder ein globales
Optimum zu laufen, jeweils ungefa¨hr 1/2.
3. Die Fitnesslandschaften sind multimodal und bieten fast keine Plateaus; beide Funk-
tionen geben gute Hinweise in Richtung des na¨chst gelegenen Optimums.
Wenn wir Graphen mit mehr Bru¨ckenkanten betrachten, vera¨ndert sich nur die Wahrschein-
lichkeit, in ein rein lokales Optimum zu laufen; die anderen Charakteristika bleiben erhalten,
so lange sich die Menge der lokalen Optima nicht vera¨ndert.
Wegener und Witt zeigen fu¨r den (1+1) EA auf CHk, dass sich in einer Anfangsphase von
n3/4 entscheidet, in welche Richtung der Optimierungsprozess la¨uft: der (1+1) EA startet
mit einer erwarteten Zahl von n/2 Einsen in x und nach n3/4 Schritten hat der (1+1) EA mit
einer Wahrscheinlichkeit von 1 − o(1) einen Suchpunkt erzeugt, in dem x entweder weniger
als n/2−n2/3 oder mehr als n/2+n2/3 Einsen entha¨lt. Wenn eine solche Mehrheit an Nullen
bzw. Einsen vorherrscht, kann der (1+1) EA diese Mehrheit nur noch dadurch verringern,
dass in einem Schritt die Mehrheit auf ho¨chstens n/2 Nullen bzw. Einsen verringert wird; ein
Ereignis, das nur mit exponentiell kleiner Wahrscheinlichkeit auftritt.
Aufgrund der genannten A¨hnlichkeiten zwischen den beiden Fitnesslandschaften vermuten
wir ein a¨hnliches Ergebnis fu¨r den (1+1) EA auf dem Ising-Modell auf zwei verbundenen
Cliquen. Wir vermuten, dass nach einer kleinen Anfangsphase der (1+1) EA einen Such-
punkt erreicht hat, in dem in jeder Clique jeweils eine Farbe mit genu¨gend großer Mehrheit
vorherrscht, so dass nach dieser Anfangsphase das Ergebnis des Laufs bereits mit hoher
Wahrscheinlichkeit feststeht, wobei der Lauf abgebrochen wird, sobald alle Cliquen jeweils
einheitlich gefa¨rbt sind.
Diese Vermutung soll nun zu einer u¨berpru¨fbaren Hypothese konkretisiert werden, die dann
experimentell untersucht wird.
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Dazu definieren wir eine Potenzialfunktion, die die Fa¨rbung der Knoten misst:
ϕ(x) := ||x||0 − n/2.
Bei der Initialisierung ist E(ϕ(x)) = 0 und fu¨r Suchpunkte, in denen beide Cliquen jeweils
einheitlich mit verschiedenen Farben gefa¨rbt sind, gilt ϕ(0n/21n/2) = ϕ(1n/20n/2) = 0. Die
beiden einheitlichen Fa¨rbungen des gesamten Graphen haben die Werte ϕ(1n) = −n/2 und
ϕ(0n) = +n/2.
In Experimenten konnte beobachtet werden, dass sich der Wert der Potenzialfunktion u¨ber
die Zeit entweder bei Werten nahe 0 bewegt oder sich sehr monoton vera¨ndert, je nachdem,
ob in beiden Cliquen die gleiche Farbe vorherrscht oder ob sich unterschiedliche Fa¨rbungen
entwickeln.
Aus dieser Beobachtung entstand ein Test, der schon fru¨h vorhersagt, ob der Lauf erfolg-
reich sein wird: nach n3/4 Generationen wird fu¨r den aktuellen Suchpunkt x getestet, ob
|ϕ(x)| ≥ n3/4/8 ist. Der Exponent 3/4 ist einerseits groß genug, um zuverla¨ssige Vorher-
sagen zu ermo¨glichen und gleichzeitig klein genug, um einen greifbaren Vorteil gegenu¨ber
der erwarteten Laufzeit zu bieten. Die Schranke n3/4/8 hat sich in vorab durchgefu¨hrten
Erkundungsexperimenten als geeignet erwiesen.
Da nach unseren Vorbetrachtungen wenige Bru¨ckenkanten keinen großen Einfluss haben,
konzentrieren wir uns dabei nur auf quadratische Zahlen von Bru¨ckenkanten.
Hypothese 7. Sei G ein Graph mit Θ(n2) Bru¨ckenkanten und x der Suchpunkt, den der
(1+1) EA auf dem Ising-Modell auf G nach n3/4 Generationen erreicht. Dann gilt mit Wahr-
scheinlichkeit 1 − o(1): |ϕ(x)| ≥ n3/4/8 ⇔ der (1+1) EA erreicht ein globales Optimum 0n
oder 1n, ohne einen Punkt 0n/21n/2 oder 1n/20n/2 zu erreichen.
Bru¨ckenbasierte Erfolgsvorhersage
In unsere ersten theoretische U¨berlegungen, Lemma 1 und Korollar 1, ging die genaue Fa¨rbung
der Bru¨ckenkanten nicht ein; der Einfluss der Bru¨ckenkanten wurde lediglich grob abgescha¨tzt.
Wenn die maximale Anzahl an Bru¨ckenkanten pro Knoten durch einen kleinen Wert d be-
schra¨nkt ist, wenn also wenige Bru¨ckenkanten vorhanden sind, erhalten wir mit dieser Stra-
tegie aussagekra¨ftige Resultate.
Falls der Graph jedoch viele Bru¨ckenkanten entha¨lt oder falls einzelne Knoten eine hohe
Anzahl von Bru¨ckenkanten haben, ist es fu¨r eine theoretische Analyse wenig sinnvoll, die
Fa¨rbung der Bru¨ckenkanten außer Acht zu lassen. Statt dessen bietet es sich an, eine weitere
Potenzialfunktion zu untersuchen: den Anteil korrekt gefa¨rbter Bru¨ckenkanten.
ψ(x) :=
Zahl korrekt gefa¨rbter Bru¨ckenkanten
Zahl der Bru¨ckenkanten
Den Bru¨ckenkanten kommen hier zweierlei Funktionen zu: zum einen beeinflussen die Bru¨cken-
kanten die Fitness. Insbesondere wenn die Zahl der Bru¨ckenkanten Θ(n2) ist und die Kanten
gleichma¨ßig oder zufa¨llig verteilt sind, ist jeder Knoten zu einer erwartet linearen Zahl von
Bru¨ckenkanten inzident, so dass der Einfluss der Bru¨ckenkanten nur um einen konstanten
Faktor kleiner ist als der Einfluss der Knoten innerhalb der Clique.
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Zum anderen fungieren Bru¨ckenkanten als Indikatoren dafu¨r, wie a¨hnlich die beiden Cliquen
gefa¨rbt sind. Bei zufa¨lliger Initialisierung ist E(ψ(x)) = 1/2, fu¨r verschieden farbige Cliquen
gilt ψ(0n/21n/2) = ψ(1n/20n/2) = 0 und fu¨r einheitliche Fa¨rbungen gilt ψ(0n) = ψ(1n) = 1.
Anders als bei der Knotenfa¨rbung ϕ gibt es hier also zwei Richtungen, in die sich der Wert
von ψ nach der Initialisierung entwickeln kann.
Um den Einfluss und die Aussagekraft dieser Potenzialfunktion zu untersuchen und damit
vielleicht eine spa¨tere theoretische Analyse zu erleichtern, wurden auch mit dieser Potenzial-
funktion Tests durchgefu¨hrt. Nach einer Anfangsphase von n3/4 Schritten wurde getestet, ob
ψ(x) > 1/2 ist. Falls ja, ist die Mehrheit der Bru¨ckenkanten korrekt gefa¨rbt und wir sagen
deshalb einen Erfolg des Laufs voraus. Anderenfalls wird ein Misserfolg vorhergesagt.
Auch bei diesem Test vermuten wir, dass die Wahrscheinlichkeit einer falschen Vorhersage
mit wachsendem n gegen 0 konvergiert.
Hypothese 8. Sei G ein Graph mit Θ(n2) Bru¨ckenkanten und x der Suchpunkt, den der
(1+1) EA auf dem Ising-Modell auf G nach n3/4 Generationen erreicht. Dann gilt mit Wahr-
scheinlichkeit 1 − o(1): ψ(x) > 1/2 ⇔ der (1+1) EA erreicht ein globales Optimum 0n oder
1n, ohne einen Punkt 0n/21n/2 oder 1n/20n/2 zu erreichen.
8.1.2 Das Ising-Modell auf Tori
Wie schon bei den Cliquen, so betrachten wir auch hier das Ising-Modell mit nur 2 Farben.
Allerdings wa¨hlen wir als zugrunde liegenden Graphen den zweidimensionalen Torus. Dieser
besteht aus Knoten, die in einer regelma¨ßigen Gitterstruktur (entsprechend einer Matrix)
angeordnet und horizontal und vertikal – oder zusa¨tzlich noch diagonal – mit ihren direkten
Nachbarn verbunden sind. Dementsprechend hat jeder Knoten exakt Grad 4 bzw. 8.
Es gibt natu¨rlich wiederum zwei triviale Maxima, die Fa¨rbungen 0n und 1n, wobei die Co-
dierung als Bitstring kanonisch zeilenweise geschieht. In der der Seminarphase zugrunde lie-
genden Diplomarbeit von Simon Fischer [10] wurde vor allem das Modell mit Diagonalkanten
(also Grad 8) untersucht, wobei die Vermutung gea¨ußert wurde, dass es keinen gravierenden
Unterschied zwischen den Tori mit und den Tori ohne Diagonalkanten ga¨be. Unsere Experi-
mente sollten dies besta¨tigen bzw. widerlegen.
Es ist bekannt, dass der (1+1) EA eine lange erwartete Laufzeit hat, wenn er wa¨hrend
typischer La¨ufe viele Bits auf einmal flippen muss, es also gut erreichbare lokale Optima
gibt, die nicht einfach zu verlassen sind. In der Diplomarbeit wurde gezeigt, dass es solche in
der Tat gibt: stabile Ringe. Diese sind in Abbildung 8.2 beispielhaft dargestellt (wobei Typen
3a und 3b nur mit Diagonalkanten stabil sind). Aufgrund der Symmetrie des Suchraums ist
es relativ leicht zu sehen, dass sich horizontale von vertikalen Ringen nicht unterscheiden, sie
also insbesondere mit gleicher Wahrscheinlichkeit auftreten.
In dieser Situation muss der (1+1) EA O(
√
n) Kanten flippen, um einen Fortschritt zu er-
zielen, was im Erwartungswert Zeit Ω(n
√
n) beno¨tigt. Weiterhin hat Simon Fischer gezeigt,
dass man im Erwartungswert nach O(n3) Generationen entweder die Funktion optimiert hat
oder in einer solchen Situation fest steckt.
Ungekla¨rt blieben aber unter anderem folgende Fragestellungen:
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Abbildung 8.2: Die verschiedenen stabilen Ringtypen.
1. Wie groß ist die Wahrscheinlichkeit in einem lokalen Optimum ha¨ngen zu bleiben, das
kein globales Optimum ist?
2. Ist diese Wahrscheinlichkeit unabha¨ngig von der Suchraumdimension?
3. Was a¨ndert sich beim U¨bergang zwischen Tori mit und ohne Diagonalkanten?
4. Unterscheidet sich beim Ising-Modell mit Diagonalkanten die Wahrscheinlichkeit, einen
diagonalen Ring zu erreichen, von der Wahrscheinlichkeit, einen horizontalen oder ver-
tikalen Ring zu erreichen?
5. Beno¨tigt der (1+1) EA wirklich O(n3) Generationen bis zu einem stabilen Zustand?
Zuna¨chst widmeten wir uns der Frage nach der Wahrscheinlichkeit, mit der stabile Ringe
auftreten. Um die Anzahl der Parameter mo¨glichst gering zu halten, beschra¨nkten wir uns
hier zuna¨chst auf quadratische Tori. Eine erste Experimentreihe mit Tori verschiedener Kan-
tenla¨nge fu¨hrte unmittelbar zu einer ersten Hypothese im Bezug auf diese Fragestellung.
Hypothese 9. Die Wahrscheinlichkeit, einen Ring zu erreichen, ist bei quadratischen To-
ri konstant, also unabha¨ngig von der Suchraumdimension. Dies gilt fu¨r Tori mit und ohne
Diagonalkanten.
Unserer Intuition (und den bereits gemachten Experimenten) folgend stellten wir eine Hypo-
these u¨ber die zu erwartende Ringbreite auf.
Hypothese 10. Die erwartete Breite der Ringe ist linear in der Kantenla¨nge des Torus,
d. h.
E(Breite des Rings) = c · √n,
wobei c eine geeignete Konstante ist. Dies gilt fu¨r Tori mit und ohne Diagonalkanten.
In Bezug auf diagonale Ringe fu¨hrten unsere Experimente zu einer weiteren Beobachtung,
die sich in der folgenden Hypothese wiederfindet.
Hypothese 11. Auf dem Torus mit diagonalen Kanten ist die Wahrscheinlichkeit, einen dia-
gonalen Ring zu erreichen, signifikant kleiner als die Wahrscheinlichkeit, einen horizontalen
oder vertikalen Ring zu erreichen.
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Entgegen der ersten Intuition ist der Torus mit Diagonalkanten nicht vo¨llig rotationssymme-
trisch. Diagonale Ringe unterscheiden sich also maßgeblich von horizontalen bzw. vertikalen
Ringen. Man kann dies folgendermaßen einsehen. Betrachten wir den Rand eines solchen Rin-
ges – genauer gesagt die Anzahl an Knoten, die einen Nachbarn anderer Farbe haben. Bei
horizontalen und vertikalen Ringen (mit Breite mindestens 4) ist diese 4d, wobei d die Kan-
tenla¨nge des quadratischen Torus ist. Diese Anzahl ist jedoch bei diagonalen Ringen (auch
Breite mindestens 4) 8d. Vergleiche dazu Abbildung 8.3.
Abbildung 8.3: Nachbarschaften bei Ringen.
Hypothese 12. Der (1+1) EA erreicht auf dem quadratischen Torus bereits nach O(n3/2)
Generationen einen stabilen Zustand, also entweder ein globales Optimum oder einen stabilen
Ring.
Wa¨hrend unserer Experimente beobachteten wir auch weitere Pha¨nomene, die sich allerdings
nur schwer in Hypothesen fassen lassen und vermutlich auch schwer zu untersuchen sind. Bei-
spielsweise ergaben sich in den Laufzeiten der La¨ufe auf Tori ohne Diagonalkanten ab und an
Ausreißer, die extrem hohe Generationenzahlen bis zum Optimum beno¨tigten. Sie beno¨tigten
mitunter auch 5- bis 6-mal so lange wie die durchschnittlichen La¨ufe. Eine etwas genauere
Betrachtung dieser La¨ufe zeigte, dass stets ein Plateau erheblicher Gro¨ße betreten wurde. Der
aktuelle Suchpunkt war zu diesem Zeitpunkt einem diagonalen Ring nicht una¨hnlich. Es zog
sich ein diagonales Band durch den Torus. Die Ra¨nder dieses Bandes waren in sta¨ndiger Be-
wegung, es flippten also immer wieder einige Bits gleichzeitig, so dass der Funktionswert nicht
vera¨ndert wurde. Erst nach einiger Zeit gelang es dem (1+1) EA, diese Situation aufzuheben,
indem der
”
Ring“ aufgebrochen wurde.
Ein weiteres Pha¨nomen betrifft die noch grob untersuchten nicht-quadratischen Tori. Ein
Versuch auf einem Torus mit unterschiedlich langen Seiten (im Verha¨ltnis von 1:4) ergab,
dass die Ringwahrscheinlichkeit auf 88 Prozent stieg und das Auftreten mehrerer paralleler
Ringe nicht unwahrscheinlich wurde. Im Gegensatz hierzu haben wir immer nur einen Ring
bei quadratischen Tori beobachtet.
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8.1.3 Das Ising-Modell auf booleschen Hypercubes
Die in der Seminarphase bezu¨glich der Ising-Funktion behandelten Graphen umfassten Ringe
und Tori. Es lag also nahe, als Verallgemeinerung auch ho¨herdimensionale Tori zu betrachten.
Die strukturell einfachsten dieser Tori erha¨lt man, indem man ihre Kantenla¨nge durch 2
begrenzt. Dies entspricht gerade den booleschen Hypercubes beliebiger Dimension.
Im Gegensatz zu den vorhergehenden Experimenten zum Ising-Modell ist uns keine Arbeit
bekannt, die sich mit der Analyse des Verhaltens von evolutiona¨ren Algorithmen auf der zwei-
farbigen Ising-Funktion auf booleschen Hypercubes bescha¨ftigt. Entsprechend basieren unsere
Experimente zu diesem Thema auch nicht auf vorherigen theoretischen oder experimentellen
Erkenntnissen.
Unsere ersten Experimente und U¨berlegungen basieren hier viel mehr auf den Ergebnissen,
die fu¨r zweidimensionale quadratische Tori existieren. Analog zu diesen Ergebnissen ergeben
sich sofort eine ganze Reihe von interessanten Fragen:
• Gibt es (analog zu Ringen auf dem Torus) stabile nichtoptimale Fa¨rbungen des Hyper-
cubes?
• Welche Struktur haben diese Fa¨rbungen?
• Wie oft wird eine nichtoptimale stabile Fa¨rbung erreicht?
• Wie groß ist die Fitness in diesen stabilen Fa¨rbungen und wie schnell bricht der (1+1) EA
die stabile Fa¨rbung wieder auf?
Natu¨rlich spielt bei all diesen Fragen die Dimension des Hypercubes eine Rolle. Es ist wichtig,
zwischen der Dimension des Suchraums und der Dimension des Hypercubes zu unterscheiden.
Hat der Hypercube die Dimension d, so entspricht dies 2d Knoten und damit der Suchraum-
dimension 2d. Wenn wir von Dimension sprechen, meinen wir hier immer die Dimension des
Hypercubes, nicht die des Suchraums.
Es ist hilfreich, sich zuna¨chst ein Bild u¨ber die Struktur des Hypercubes der Dimension d zu
machen. Jeder Knoten hat genau d Nachbarn. Wird die Farbe genau eines Knotens geflippt,
wird dieser Flip genau dann akzeptiert, wenn ho¨chstens die Ha¨lfte der Nachbarknoten die
gleiche Farbe hat wie der betrachtete Knoten vor seinem Flip. Sei e(v) die Anzahl der gleich-
farbigen Nachbarn des Knotens v. Ein Knoten v kann also nur mit einem akzeptierenden
1-Bit-Flip geflippt werden, wenn e(v) ≤ d/2 gilt.
Wir widmen uns zuna¨chst der Frage nach der Existenz stabiler nichtoptimaler Fa¨rbungen.
Wir bezeichnen im Folgenden eine Fa¨rbung als stabil, wenn kein 1-Bit-Flip mehr mo¨glich ist,
der eine Fitnessverbesserung zur Folge hat. Dieses Vorgehen orientiert sich an den Ergebnissen
unserer ersten Experimente. Es wa¨re natu¨rlich nahe liegend, eine Fa¨rbung erst dann als stabil
anzusehen, wenn keine 1-Bit-Flips mehr akzeptiert werden ko¨nnen, also auch solche Flips nicht
mehr existieren, die die Fitness unvera¨ndert lassen. In Hypercubes gerader Dimension gibt
es jedoch Plateaus, die in vielen Fa¨llen erreicht werden. Einige dieser Plateaus ko¨nnen durch
eine Folge von akzeptierenden 1-Bit-Flips wieder verlassen werden, andere jedoch nicht. Diese
zweite Art von Plateaus entsprechen also ebenfalls dem, was man anschaulich als ein lokales
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Optimum verstehen ko¨nnte. Der Lauf muss in solchen Situationen gestoppt werden, da der
(1+1) EA sonst unter Umsta¨nden sehr lange (la¨nger als es die uns zu Verfu¨gung stehende
Rechenzeit erlaubt) auf dem Plateau verweilt. Die RLS wu¨rde ein solches Plateau nie mehr
verlassen. Das Erkennen solcher Situationen dauerte im Allgemeinen zu lange, so dass wir
uns entschlossen haben einen Lauf bereits in nach obiger Definition stabilen Fa¨rbungen zu
stoppen. Dieses Stoppkriterium wurde in allen Experimenten verwendet.
Betrachten wir also die Frage nach der Existenz solcher stabiler Zusta¨nde. Nach obiger U¨ber-
legung zeichnen sich diese durch die Tatsache aus, dass fu¨r jeden Knoten v die Bedingung
e(v) ≥ d/2 erfu¨llt ist. Dies fu¨hrt sofort zu einer Charakterisierung der Struktur einer ganzen
Reihe stabiler Zusta¨nde.
Beobachtung 3. Ist jeder Knoten v in einem Subwu¨rfel gleicher Fa¨rbung der Dimension
mindestens d/2 enthalten, so entspricht dies einer stabilen nichtoptimalen Fa¨rbung.
Die Korrektheit dieser Beobachtung ist leicht einzusehen. Insbesondere ist festzuhalten, dass
wir hier nicht von einer disjunkten Zerlegung in Subwu¨rfel ausgehen ko¨nnen. Aus diesem
Grunde erweist sich auch die Frage nach der Anzahl der so charakterisierten Fa¨rbungen
als a¨ußerst schwierig. Es stellt sich weiterhin die Frage, ob sich auf diese Art und Weise
zugleich auch alle stabilen Fa¨rbungen beschreiben lassen. Abbildung 8.4 zeigt jedoch, dass
dies nicht der Fall ist. Das kleinste Gegenbeispiel la¨sst sich fu¨r den Hypercube der Dimension 4
konstruieren.
Abbildung 8.4: Stabile Fa¨rbung des Hypercube der Dimension 5 mit Subwu¨rfeln der Dimen-
sion 2.
Um einen Eindruck davon zu bekommen, welcher Anteil stabiler Fa¨rbungen sich entspre-
chend Beobachtung 3 charakterisieren la¨sst, wurde FrEAK um die entsprechenden Modu-
le erga¨nzt. Implementiert wurden ein Stoppkriterium, dass den Lauf beim Erreichen eines
stabilen Zustands stoppt, sowie ein Algorithmus, der zu jedem Knoten des Hypercube den
umschließenden gleich gefa¨rbten Subwu¨rfel maximaler Dimension bestimmt.
Die Ergebnisse liegen hier nur fu¨r Hypercubes bis Dimension 12 vor, da der Zeitaufwand
fu¨r die Berechnung der umschließenden Subwu¨rfel bereits fu¨r Dimension 13 erheblich ist.
Beru¨cksichtigt sind nur La¨ufe, in denen das globale Optimum nicht erreicht wurde. Zu jeder
Dimension wurden 1000 La¨ufe durchgefu¨hrt. Der (1+1) EA erreichte nur 4-mal einen stabilen
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Zustand, der Subwu¨rfel der Dimension kleiner als d/2 enthielt. In jedem der vier Fa¨lle han-
delte es sich um La¨ufe auf dem Hypercube der Dimension 4. Die RLS erreichte 5-mal einen
stabilen Zustand, der Subwu¨rfel der Dimension kleiner als d/2 enthielt. Zwei dieser La¨ufe fan-
den ebenfalls auf dem Hypercube der Dimension 4 statt, zwei fanden auf dem Hypercube der
Dimension 11 statt und einer auf dem Hypercube der Dimension 6. Die Mehrheit der erreich-
ten stabilen Zusta¨nde scheint also tatsa¨chlich entsprechend Beobachtung 3 charakterisiert zu
sein.
Man ko¨nnte nun vermuten, dass diese Ergebnisse Ru¨ckschlu¨sse daru¨ber zulassen, mit welcher
Wahrscheinlichkeit der (1+1) EA stabile Zusta¨nde wieder aufbricht. Dies ist aber leider nicht
der Fall. Mit einer leichten Variation unseres Algorithmus zur Suche maximaler Subwu¨rfel
haben wir Teile der stabilen nichtoptimalen Ergebnisse erneut untersucht, wobei diesmal
eine Zerlegung in disjunkte gleich gefa¨rbte Subwu¨rfel berechnet wurde. Es wurde getestet, ob
eine Fitnessverbesserung durch Flippen eines vollsta¨ndigen Subwu¨rfels erzielt werden konnte.
Die Ergebnisse variieren sehr stark. So finden sich sowohl Individuen, bei denen durch einen
2-Bit-Flip Fitnessverbesserungen erzielt werden ko¨nnen, als auch solche, bei denen hierzu
mindestens 2d/2 Bits flippen mu¨ssen.
Welcher Anteil aller La¨ufe erreicht nun aber u¨berhaupt ein globales Optimum? Experimente
mit dem (1+1) EA und der RLS zeigen deutlich, dass die Wahrscheinlichkeit, ein Optimum
zu erreichen, mit wachsender Dimension abzunehmen scheint. Des Weiteren haben die ersten
Experimente deutliche Unterschiede zwischen Hypercubes gerader und ungerader Dimension
sowie zwischen dem (1+1) EA und der RLS gezeigt. Dies fu¨hrte zu den drei Hypothesen 13,
14 und 15 und vor allem zur allgemein getrennten Betrachtung von geraden und ungeraden
Dimensionen.
Hypothese 13. Die Wahrscheinlichkeit, ein globales Optimum zu erreichen, sinkt mit wach-
sender Dimension.
Hypothese 14. Die Wahrscheinlichkeit, ein globales Optimum zu erreichen, ist fu¨r die RLS
geringer als fu¨r den (1+1) EA.
Hypothese 15. Die Wahrscheinlichkeit, ein globales Optimum zu erreichen, ist fu¨r ungerade
Dimensionen i geringer als fu¨r die geraden Dimensionen i− 1 und i+ 1.
Weiterhin stellt sich nun die Frage, wie nahe wir der Fitness eines optimalen Individuums
kommen, wenn wir das Optimum nicht erreichen. Dazu definieren wir die Approximationsgu¨te
als Quotient aus erreichtem Fitnesswert und dem optimalen Fitnesswert. Die ersten Experi-
mente fu¨hrten auch hier zu drei Hypothesen:
Hypothese 16. Die Approximationsgu¨te steigt mit wachsender Dimension.
Hypothese 17. Die Approximationsgu¨te ist fu¨r die RLS geringer als fu¨r den (1+1) EA.
Hypothese 18. Die Approximationsgu¨te ist fu¨r ungerade Dimensionen i geringer als fu¨r die
geraden Dimensionen i− 1 und i+ 1.
Neben den Fragestellungen, die am Anfang unserer Experimente standen, konnten wir zwei
weitere interessante Beobachtungen machen. Zuna¨chst stellte sich heraus, dass die La¨ufe
8.1. DAS ISING-MODELL 135
sowohl mit dem (1+1) EA als auch mit der RLS bei ungerader Dimension anscheinend la¨nger
waren als bei gerader Dimension.
Weiterhin zeigt sich, dass die RLS im Vergleich zum (1+1) EA offensichtlich schneller stabile
Zusta¨nde erreicht. Da es nahe liegt, davon auszugehen, dass im Optimierungsprozess prak-
tisch nur die 1-Bit-Flips relevant sind, gab es die Vermutung, dass der Faktor zwischen der
Laufzeit des (1+1) EA und der Laufzeit der RLS e ist. Obwohl dieser Eindruck von den
ersten Experimentdaten weiter gesta¨rkt wurde, stellte sich schnell heraus, dass die Daten der
Experimente nicht stabil genug waren um eine Hypothese zu formulieren, die sich auf diesen
Faktor bezieht.
Hypothese 19. Zum Erreichen eines stabilen Zustands beno¨tigt die RLS weniger Genera-
tionen als der (1+1) EA.
Zu guter Letzt sei noch bemerkt, dass es gewisse Anzeichen dafu¨r gibt, dass La¨ufe, die zu
einem Optimum fu¨hren, weniger Generationen beno¨tigen als solche, die in einen suboptimalen
stabilen Zustand fu¨hren und dort durch unser Stoppkriterium angehalten werden. Leider
wurde auch hierzu keine Hypothese formuliert, da die ersten Experimente keinen deutlichen
Unterschied erkennen ließen. Sollte sich dies aber doch noch besta¨tigen lassen, wu¨rde das
darauf hindeuten, dass sich in aller Regel nicht erst kurz vor Ende eines Laufes entscheidet,
ob dieser das Optimum erreicht oder nicht.
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8.2 Minimale Spannba¨ume
Die Experimente zum Problem
”
Minimale Spannba¨ume“ (MST, minimal spanning trees)
wurden durch den Vortrag motiviert, der in Abschnitt 7.1 beschrieben ist. Im Vortrag wurde
die Laufzeit des (1+1) EA und der RLS auf dem Problem asymptotisch bestimmt. Man
erhielt die gleiche obere Schranke fu¨r beide Algorithmen und fu¨r kleine Kantengewichte auch
ein Worst-Case-Beispiel, fu¨r welches diese Laufzeit auch erreicht wird.
Es stellten sich verschiedene Fragen:
• Wie verhalten sich zufa¨llige Graphen gegenu¨ber den Worst-Case-Graphen aus dem Vor-
trag?
• Was ist der Einfluss von großen Kantengewichten?
• Gibt es konstante Faktoren oder additive Terme zwischen den Laufzeiten der beiden
betrachteten Algorithmen (die ja asymptotisch gleich sind)?
• Inwieweit hat die Darstellung der Spannba¨ume, d. h. die Wahl des Suchraums, einen
Einfluss auf die Laufzeit?
Im Folgenden werden die ersten Experimente zu den genannten Fragestellungen beschrieben.
Alle Experimente wurden, sofern nicht anders beschrieben, mit der natu¨rlichen Fitnessfunk-
tion w′ durchgefu¨hrt.
8.2.1 Experimente auf einem asymptotischen Worst-Case-Beispiel
In Abschnitt 7.1 wurde in der Analyse des (1+1) EA auf minimalen Spannba¨umen eine
Schranke von O(m2(log(n)+ log(wmax)) fu¨r die erwartete Laufzeit des Algorithmus im Worst
Case u¨ber alle Eingaben gezeigt. Dabei stellt m die Kantenzahl und damit auch die Dimension
der Repra¨sentation von Individuen als Bitstrings dar, n die Knotenzahl und wmax das ho¨chste
auftretende Kantengewicht.
Es stellte sich automatisch die Frage, ob diese Schranke bis auf konstante Faktoren exakt ist.
Zu dieser Frage konnte eine Graphklasse, in der PG auch Ingo’s Graph genannt, gefunden
werden, die eine Laufzeit von Θ(m2 log(n)) erreicht [33]. Sie ist unter allen Graphklassen mit
polynomiell beschra¨nkten Kantengewichten ein asymptotisches Worst-Case-Beispiel.
Ingo’s Graph hat neben seiner Knotenzahl noch einen weiteren freien Parameter, die Vertei-
lung der Knoten auf die Dreiecke und die Clique. Um mehr u¨ber Ingo’s Graph zu erfahren,
haben wir bei fester Knotenzahl die Verteilung der Knoten variiert und auf den entstehenden
Graphen die Laufzeit des (1+1) EA gemessen.
Ingo’s Graph degeneriert zu einer Kette von Dreiecken oder zu einer Clique, wenn alle Knoten
vollsta¨ndig auf die eine oder andere Gruppe verteilt werden. Da sich diese beiden Graphen
in Zeit o(n4 log(n)) optimieren lassen, die Laufzeit von Ingo’s Graph bei jedem anderen
konstanten Verha¨ltnis aber Θ(n4 log(n)) ist, erwarteten wir fu¨r die Laufzeit in Abha¨ngigkeit
von der Verteilung einen Abfall zu beiden Enden und ein Maximum in der Mitte.
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Zur Untersuchung des Einflusses der Verteilung auf die Laufzeit wurden alle mo¨glichen Instan-
zen von Ingo’s Graph mit 29 Knoten getestet. Es kann 0 bis 14 Dreiecke in einer Dreieckskette
mit maximal 29 Knoten geben. Die u¨brigen Knoten bilden entsprechend die Clique, wobei
ein Knoten immer Teil von beiden Strukturen ist. Die Instanzen mit 13 und 14 Dreiecken
sind allerdings identisch, da eine Clique mit drei Knoten ein Dreieck ist.
Es ergeben sich 14 Graphen, die jeweils 100-mal mit dem (1+1) EA optimiert wurden (siehe
Tabelle 8.1). Die 14 Graphen haben sehr unterschiedliche Kantenzahlen und entsprechen
damit auch sehr unterschiedlichen Dimensionen fu¨r den (1+1) EA. Daher u¨berrascht es nicht,
dass der schwierigste Graph (zwei Dreiecke) ein Graph mit eher wenigen Dreiecken und damit
vielen Kanten ist.
Dreiecke Mittelwert Standardfehler
0 2755,68 1,61%
1 86221,54 13,45%
2 412586,03 9,99%
3 370540,72 8,34%
4 293531,26 6,01%
5 212822,48 6,98%
6 166540,49 6,66%
7 105377,22 6,04%
8 64335,79 5,15%
9 44835,65 5,90%
10 17196,18 5,05%
11 15287,86 4,95%
12 12650,93 4,17%
13 12259,28 4,67%
Tabelle 8.1: Ingo’s Graph mit 29 Knoten: Mittelwert und Standardfehler.
Um zu verstehen, welchen Einfluss die Dimension auf die Ergebnisse hat, wollten wir untersu-
chen, wie schwierig oder einfach der jeweilige Graph gegenu¨ber anderen Graphen mit gleicher
Dimension ist. Zu diesem Zweck haben wir zufa¨llige Graphen untersucht.
Zu jeder der 14 bisher untersuchten Graphen wurden 100 zufa¨llige Graphen gleichverteilt
unter allen zusammenha¨ngenden Graphen mit gleicher Knoten- und Kantenzahl gewa¨hlt. Das
Kantengewicht fu¨r jede Kante wurde zufa¨llig zwischen 1 und 1000 gewa¨hlt, wobei 1000 eine
relativ willku¨rliche Obergrenze ist. Die Laufzeiten des (1+1) EA auf diesen Graphen geben
uns eine Scha¨tzung fu¨r den Average-Case u¨ber alle Graphen, die den ersten 14 untersuchten
Graphen in ihrer Dimension entsprechen (siehe Tabelle 8.2).
Die Ergebnisse fu¨r 354 und 406 Kanten wurden nicht mehr berechnet, da die Berechnungen
zu viel Zeit in Anspruch genommen ha¨tten. Auch ohne diese ist aber an der Grafik in Ab-
bildung 8.5 sofort ersichtlich, dass die am la¨ngsten laufende Instanz von Ingo’s Graph im
Vergleich mit zufa¨lligen Graphen nicht mehr die schwierigste Instanz darstellt.
Besonders u¨berrascht hat uns aber die Tatsache, dass in jedem einzelnen Fall zufa¨llige Gra-
phen schwieriger zu optimieren waren als das asymptotische Worst-Case-Beispiel. Dies wirft
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Kantenzahl =̂Dreiecke Mittelwert Standardfehler
406 0
354 1
306 2 22374901,32 5,11%
262 3 6625366,52 5,35%
222 4 2294090,36 4,55%
186 5 986531,96 5,03%
154 6 434350,52 4,65%
126 7 184285,64 5,05%
102 8 93647,26 4,26%
82 9 47224,92 4,82%
66 10 33744,61 4,50%
54 11 21591,49 4,71%
46 12 16327,17 4,96%
42 13 12268,23 5,37%
Tabelle 8.2: Zufa¨llige Graphen mit 29 Knoten: Mittelwert und Standardfehler.
 0
 500000
 1e+06
 1.5e+06
 2e+06
 0  2  4  6  8  10  12
La
uf
ze
it
Dreiecke
Ingo’s Graph
Zufälliger Graph
Abbildung 8.5: Durchschnittliche Laufzeiten des (1+1) EA auf Ingo’s Graph mit variierender
Dreieckszahl und auf zufa¨lligen Graphen mit jeweils gleicher Dimension.
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eine interessante These auf. Sollten zufa¨llige Graphen grundsa¨tzlich eine ho¨here erwartete
Laufzeit haben als Ingo’s Graph gleicher Dimension, wa¨ren der Worst Case und der Average
Case fu¨r das MST Problem asymptotisch identisch.
Da uns diese These sehr viel interessanter als die urspru¨ngliche Frage erschien, haben wir in
den folgenden Experimenten versucht zusa¨tzliche Daten zu ihrer Besta¨tigung zu sammeln.
8.2.2 Experimente zu Kantengewichten
Was haben wir gemacht?
Es galt in diesem Experiment, den Einfluss von Graphen mit unterschiedlichen Kantenge-
wichten auf die Laufzeit des (1+1) EAs beim Problem der minimalen Spannba¨ume (MST) zu
untersuchen. In ersten Experimenten wurde versucht, exponentielle Kantengewichte mit poly-
nomiellen Kantengewichten zu vergleichen. Als Ausgangspunkt hatte die gesamte Experimen-
treihe eine Diskussion u¨ber Worst-Case-Eingabegraphen. Nach dem ersten Herumprobieren
wurden Hypothesen aufgestellt und diese anschließend statistisch ausgewertet.
Erste Experimente zur Hypothesenfindung
In [33] findet sich ein Beispiel fu¨r einen asymptotischen Worst-Case-Graphen und der zu-
geho¨rige Beweis (siehe auch Abschnitt 7.1). Der dort angegebene Graph ist aber nur ein
asymptotisches Worst-Case-Beispiel fu¨r Graphen mit polynomiellen Kantengewichten. Im
Laufe der Diskussion u¨ber Worst-Case-Eingaben stießen wir auf die These, dass der ange-
sprochene Worst-Case-Graph wirklich nur fu¨r polynomielle Kantengewichte ein Worst-Case-
Beispiel darstellt. Im Vergleich mit exponentiellen Kantengewichten sollte er aber besser ab-
schneiden.
Um diese Vermutung zu besta¨tigen, sollte ein Experiment durchgefu¨hrt werden, dass zwei
Typen von Graphen miteinander vergleicht. Auf der einen Seite zufa¨llige Graphen mit Ge-
wichten von 1 oder 2, wobei wir zufa¨llige Graphen dadurch erzeugen, dass zwischen allen
Knotenpaaren mit einer Kantenwahrscheinlichkeit von p = 1/2 eine Kante eingefu¨gt wird.
Auf der anderen Seite zufa¨llige Graphen mit Kantengewichten, die exponentielle Werte ha-
ben. Die erste Kante hat Gewicht 1, die i-te Gewicht 2i−1. Diese Gewichtsverteilung nennen
wir im Folgenden Binary-Value-Gewichte. Schnell stellte sich heraus, dass das gesteckte Ziel
nur fu¨r kleine Graphen mo¨glich war, ohne wesentliche A¨nderungen an FrEAK herbeizufu¨hren,
da die exponentiell großen Fitnesswerte nicht mehr mit den primitiven Datentypen von Ja-
va dargestellt werden konnten. Ebenfalls zeigte sich, dass unsere eigentliche Vorstellung von
Binary-Value-gewichteten Graphen nicht realisierbar war. Dabei schwebte uns ein Graph vor,
bei dem im Optimierungsprozess mit dem (1+1) EA in einem Schritt fu¨r eine in den Spann-
baum flippende Kante beliebig viele, bereits optimale Kanten wieder heraus flippen ko¨nnen.
Nach einer la¨ngeren Diskussion einigte sich die Kleingruppe MST darauf, die Experimente
abzua¨ndern, um geeignete Hypothesen aufstellen zu ko¨nnen und statistisch zu untermauern.
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8.2.3 Experimente zum Vergleich der Algorithmen (1+1) EA und RLS
Was haben wir gemacht?
Wir haben die Laufzeiten verschiedener Algorithmen wie des (1+1) EA, der RLS und von
populationsbasierten Plusstrategien miteinander vergleichen.
Erste Experimente zur Hypothesenfindung
Ausgangspunkt dieses Experimentes waren theoretische Aussagen u¨ber die Laufzeit der RLS
und des (1+1) EAs sowie Vermutungen u¨ber Laufzeiten des (1+λ) EAs mit λ > 1 (siehe [33]).
Mit RLS ist hier die randomisierte lokale Suche mit angepasstem Mutationsoperator aus [33]
gemeint, die sowohl 1-Bit- als auch 2-Bit-Flips erlaubt. Die Erweiterung um 2-Bit-Flips ist
zwingend notwendig, da die RLS sonst schnell in lokalen Optima ha¨ngen bleibt, andererseits
kann auch auf 1-Bit-Flips nicht vollsta¨ndig verzichtet werden.
In den ersten Experimenten wurden die vier Algorithmen (1+1) EA, (1+10) EA, (1+100) EA
sowie RLS auf Graphen mit Knotenzahl 10, 15, 20, 25, 30 und 35 untersucht. Dabei wurden
jeweils 10 unterschiedliche zufa¨llige Graphen in 100 La¨ufen betrachtet. Fu¨r jede Kante war
die Wahrscheinlichkeit, im Graphen zu existieren, gleich 1/2. Die Kantengewichte wurden
aus dem Intervall [1,Knotenzahl] ausgewa¨hlt.
Die ersten Ergebnisse zeigten, das die RLS als einzige Strategie unserer Auswahl mit problem-
angepasster Komponente den anderen Suchstrategien in Bezug auf die Fitnessauswertungen
u¨berlegen ist. Die (1+λ) EA unterscheiden sich (in Bezug auf die Anzahl der Fitnessauswer-
tungen) nicht großartig voneinander.
Als erste Erweiterungen der Experimente wurde vorgeschlagen, sich bei der Auswertung
den Faktor zwischen den Fitnessauswertungen der RLS und den Fitnessauswertungen des
(1+1) EA genauer anzuschauen. Theoretisch sollte er bei e = 2,71 . . . liegen, da Spannba¨ume
im Wesentlichen lokal, mit 2-Bit-Flips, optimiert werden ko¨nnen: Die Wahrscheinlichkeit fu¨r
einen solchen 2-Bit-Flip ist beim (1+1) EA durch 1/2e nach unten beschra¨nkt, bei der RLS
ist er gleich 1/2. Deshalb vermuten wir, dass man gegenu¨ber dem (1+1) EA einen Faktor von
fast 2e erreichen kann, wenn man bei der RLS die Wahrscheinlichkeit fu¨r 2-Bit-Flips erho¨ht.
1-Bit-Flips mu¨ssen mo¨glich bleiben, um die richtige Anzahl von ausgewa¨hlten Kanten bei
einer
”
schlechten“ Initialisierung erreichen zu ko¨nnen.
Um diese Vermutung experimentell zu untermauern, wurden erste La¨ufe der RLS mit an-
deren 2-Bit-Flip-Wahrscheinlichkeiten gestartet. Schon 2-Bit-Flip-Wahrscheinlichkeiten von
95% bzw. 90% fu¨hrten zu einem Rechenzeitgewinn von fast 2e gegenu¨ber dem (1+1) EA.
Weil die Experimente abha¨ngige Datenreihen lieferten, wurden die echten Experimente fu¨r
den Hypothesentest (siehe Abschnitt 9.2.3) mit etwas anderen Voraussetzungen geta¨tigt.
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8.2.4 Experimente zur Darstellung von Spannba¨umen als Pru¨fernummern
Was haben wir gemacht?
Die Darstellung von Spannba¨umen vollsta¨ndiger Graphen als Pru¨fernummer ist eine Bijektion
und eignet sich daher gut zum Kodieren von Spannba¨umen. Eine Pru¨fernummer ist dabei
in FrEAK ein Individuum des GeneralString-Suchraums. Es gab Vermutungen, aber auch
Zweifel, dass der (1+1) EA mit Hilfe der Pru¨fernummer-Darstellung schneller zum Optimum
findet als der (1+1) EA mit Hilfe der u¨blichen Bitstring-Darstellung, die fu¨r jede Kante angibt,
ob sie gewa¨hlt oder nicht gewa¨hlt ist. Das war Grund genug fu¨r uns, dieser Fragestellung
experimentell nachzugehen. Motivation fu¨r diese Untersuchung stammt aus [36].
Erste Experimente zur Hypothesenfindung
Da wir keinerlei theoretische Aussagen oder Analysen bezu¨glich dieses Problems vorliegen hat-
ten, ließen wir erst einmal einige Durchga¨nge mit Pru¨fernummer-Darstellung laufen. Schon
bald beobachteten wir, dass die Laufzeiten stark variierten. Teilweise war ein Lauf nach we-
nigen Sekunden beim Optimum angelangt, teilweise mussten wir aber auch den Lauf nach
Stunden abbrechen, da er sonst zu lange gedauert ha¨tte. Dieses Pha¨nomen erforderte eine
Umstrukturierung des Versuchsaufbaus. Zuna¨chst einmal beschra¨nkten wir die Knotenzahl
der Graphen auf 10 Knoten. Dies schien uns im Hinblick auf die teilweise extrem langen
Laufzeiten bei Pru¨fernummer-Darstellung als hinreichend. Normalerweise ha¨tten wir diese
Laufzeiten der Algorithmen miteinander verglichen, allerdings mussten wir nun damit rech-
nen, die La¨ufe in Pru¨fernummer-Darstellung nicht in akzeptabler Zeit zu beenden.
Da wir ebenfalls nicht auf eine ausreichend große Stichprobenmenge verzichten wollten, ent-
schlossen wir uns, die Rechenzeit bei Pru¨fernummern ku¨nstlich zu beschra¨nken und anstelle
der Laufzeiten Erfolgswahrscheinlichkeiten innerhalb eines festgelegten Zeitrahmens zu be-
trachten. Dazu bestimmten wir von einer genu¨gend großen Anzahl von La¨ufen in Bitstring-
Darstellung die mittlere Anzahl von Generationen bis zum Optimum und generierten daraus
eine maximale Anzahl von Generationen fu¨r die La¨ufe auf Pru¨fernummern. Im Weiteren wur-
de geza¨hlt, wie oft der (1+1) EA auf Pru¨fernummern unterhalb dieser Grenze lag und daraus
die Erfolgswahrscheinlichkeit gebildet.
Einige weitere Versuche zeigten allerdings schnell, dass die Pru¨fernummer-La¨ufe lediglich eine
Erfolgswahrscheinlichkeit von ca. 20% hatten, das Optimum zu erreichen, so dass eine einfa-
che vorla¨ufige Hypothese lautete: Der (1+1) EA optimiert das MST-Problem auf Ba¨umen als
Pru¨fernummer kodiert denkbar schlecht. Es sei bemerkt, dass wir es der Bitstring-Darstellung
schwerer als no¨tig gemacht haben, da wir stets bei einer rein zufa¨lligen Kantenbelegung be-
gonnen haben. Diese muss kein Spannbaum sein, wohingegen bei der Darstellung als Pru¨fer-
nummer stets bei einem solchen begonnen wird. Man ha¨tte gleiche Start-Bedingungen schaf-
fen ko¨nnen, indem man bei Bitstring-Darstellung ebenfalls bei einem Spannbaum begonnen
ha¨tte, jedoch wa¨ren damit die Bitstring-La¨ufe beschleunigt worden und ha¨tten damit den
Pru¨fernummer-La¨ufen noch weniger Zeit/Generationen pro Lauf gegeben. Dies ha¨tte die Er-
gebnisse nur besta¨tigt.
Aufgrund der langen Laufzeit bei Pru¨fernummer-Darstellung testeten wir lediglich vollsta¨ndi-
ge Graphen mit 10 Knoten. Einige Versuche zeigten uns, dass schon mit wenig mehr Knoten
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die Laufzeit unter Pru¨fernummer-Darstellung rapide ansteigt und somit die Zeit zur eigent-
lichen Experimentdurchfu¨hrung knapp werden ko¨nnte. Dazu wurden jedoch im Folgenden
keine weiteren Experimente durchgefu¨hrt.
In einem vollsta¨ndigen Graphen, in dem jede Kante Gewicht 1 hat, ist jeder Spannbaum ein
optimaler Spannbaum. Daher interessierte uns die Frage, was passieren wu¨rde, wenn wir die
Anzahl mo¨glicher unterschiedlicher Kantengewichte erho¨hen wu¨rden. Dies fu¨hrte zu folgender
Hypothese.
Hypothese 20. Sei w ∈ {2, 4, 6, . . . , 50} die maximale Anzahl unterschiedlicher Kanten-
gewichte in einem vollsta¨ndigen Graphen. Unter Verwendung von Pru¨fernummern als Dar-
stellung von Spannba¨umen eines vollsta¨ndigen Graphen beno¨tigt der (1+1) EA fu¨r alle w
deutlich la¨nger zur Optimierung des MST-Problems als unter der Verwendung von Bitstrings
zur Darstellung beliebiger Kantenauswahlen.
Nun kam die Frage auf, auf welchen Graphen Pru¨fernummern sinnvoll sein ko¨nnen. Wir
experimentierten mit vollsta¨ndigen Graphen, deren einziger minimaler Spannbaum aus einem
Stern aus Kanten mit Gewicht 1 um einen einzigen Knoten herum besteht, und entschieden
uns, diese Graphen na¨her zu untersuchen.
Hypothese 21. Unter Verwendung von Pru¨fernummern als Darstellung von Spannba¨umen
eines oben beschriebenen sternfo¨rmigen Graphen beno¨tigt der (1+1) EA deutlich weniger Ge-
nerationen zur Optimierung des MST-Problems als auf vollsta¨ndigen Graphen mit zufa¨lligen
Kantengewichten.
Es wurde vermutet, dass die Pru¨fernummer-Darstellung in diesem Fall sogar bessere Lauf-
zeiten erzielt als die Bitstring-Darstellung.
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8.3 Maximale Matchings
Die Experimente zum Problem
”
Maximale Matchings“ wurden durch zwei Vortra¨ge motiviert,
die in den Abschnitten 3.10 und 7.8 beschrieben sind. Der erste Vortrag aus der ersten
Seminarphase diente dabei als Einleitung in das Thema und zeigte uns insbesondere eine
Analyse des (1+1) EA auf Pfaden und eine Klasse von Graphen, die nur in exponentieller
Zeit optimiert werden ko¨nnen.
Der zweite Vortrag fand in der zweiten Seminarphase statt und schloss an den ersten Vortrag
an. Darin wurde versucht, Graphklassen nach ihrer Schwierigkeit fu¨r den (1+1) EA zu ka-
tegorisieren; insbesondere drehte sich der Vortrag um die Betrachtung und die Analyse von
Ba¨umen.
Aus den Vortra¨gen und den zugeho¨rigen Diskussionen entstanden folgende Ideen fu¨r Experi-
mente:
• Wie verha¨lt sich der (1+1) EA auf Pfaden und zufa¨lligen Ba¨umen?
• Ko¨nnte eine RLS, die sich nur auf 1- und 2-Bit-Flips beschra¨nkt, bessere Laufzeiten auf
Pfaden erreichen?
• Gibt es andere Graphklassen, die, wie der Pfad, ebenfalls schwer sein ko¨nnten?
• Bringt uniformes Crossover Vorteile, insbesondere auf Pfaden?
• Wie verha¨lt sich der (1+1) EA auf sogenannten
”
Semi-Random-Graphen“, d. h. auf
zufa¨lligen Graphen mit einem ku¨nstlich eingepflanzten perfekten Matching?
Im Folgenden werden die ersten Erkundungsexperimente zu den genannten Fragestellungen
beschrieben.
8.3.1 Matchings auf Ba¨umen und Pfaden
Der Vortrag u¨ber maximale Matchings (Abschnitt 7.8) lieferte natu¨rlich gleich Stoff fu¨r Expe-
rimente. Es wurde im Besonderen u¨ber Ba¨ume und Linien bzw. Pfade referiert und in diesem
Zusammenhang die Frage aufgestellt, ob Pfade die schwersten Ba¨ume sind. Dazu gab es in
kleinen Untergruppen die Aufgabe, sich Graphen zu u¨berlegen, die mo¨glicherweise schwer
zu optimieren sind. Leider gelang es keiner der Gruppen, sich einen schwereren Baum als
Pfade auszudenken. Als erstes wollten wir nun den (1+1) EA gegen die randomisierte lokale
Suche (RLS) auf den vermutlich schwersten Ba¨umen fu¨r maximale Matchings, den Pfaden
vergleichen.
Die Struktur des Matching-Problems legt nahe, dass 1- und 2-Bit-Flips die am ha¨ufigsten
beno¨tigten Flips sind, um gegen Ende des Laufs das entstandene Matching zu einem opti-
malen Matching werden zu lassen. Daher wa¨hlten wir eine RLS, die lediglich diese beiden
Mutationstypen erlaubt und jeweils mit Wahrscheinlichkeit 0,5 durchfu¨hrt. Daraus resultierte
unsere erste Hypothese.
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Hypothese 22. Die auf 1- und 2-Bit-Flips beschra¨nkte RLS optimiert das Problem der
maximalen Matchings auf Pfaden schneller als der (1+1) EA.
Wir nahmen uns vor, bei der Untersuchung die Anzahl der Knoten des Pfades zu variieren
und die sich so entwickelnden Laufzeiten mit unserer Theorie in Verbindung zu bringen.
Des Weiteren wurde im Vortrag vermutet, dass der Pfad unter allen Ba¨umen gleicher Gro¨ße
die la¨ngste erwartete Laufzeit hat und dass diese bei Θ(n4) liegt. Dies fu¨hrt unmittelbar zu
folgenden beiden Hypothesen.
Hypothese 23. Der (1+1) EA optimiert das Problem der maximalen Matchings auf Pfaden
in erwarteter Laufzeit von Θ(n4).
Natu¨rlich wollten wir im Experiment nicht an allen mo¨glichen Ba¨umen zeigen, dass der
(1+1) EA auf ihnen schneller arbeitet als auf Pfaden, daher beschra¨nkten wir uns auf zufa¨llig
gewa¨hlte Ba¨ume. Ein zufa¨llig gewa¨hlter Baum wird dabei aus einer uniform zufa¨llig aus-
gewu¨rfelten Pru¨fer-Nummer generiert. So wird gewa¨hrleistet, dass wirklich jeder mo¨gliche
Baum mit gleicher Wahrscheinlichkeit gewa¨hlt wird.
Hypothese 24. Der (1+1) EA optimiert das Problem der maximalen Matchings auf Pfaden
langsamer als auf zufa¨llig gewa¨hlten Ba¨umen gleicher Gro¨ße.
Auch hier wurde natu¨rlich die Anzahl der Knoten als variabler Parameter definiert.
Erste Versuche besta¨tigten, dass der (1+1) EA auf Pfaden in der Tat la¨nger lief als beispiels-
weise auf zufa¨lligen Ba¨umen. Wir erwarteten keine großen U¨berraschungen diesbezu¨glich.
Da im Vortrag ebenfalls vollsta¨ndige k-a¨re Ba¨ume angesprochen wurden, wollten wir diese
natu¨rlich auch untersuchen. Da wir die Ergebnisse allerdings direkt mit den vorherigen Er-
gebnissen vergleichen wollten, waren wir gezwungen, auch nicht vollsta¨ndige k-a¨re Ba¨ume
zuzulassen. Unsere erste Implementierung folgte der Idee, die unterste Ebene des k-a¨ren Bau-
mes so weit wie mo¨glich von links nach rechts mit Knoten bzw. Bla¨ttern zu fu¨llen, bis die
passende Knotenzahl erreicht wurde.
Interessanterweise ahnte zu diesem Zeitpunkt noch niemand, welch verheerende Auswirkung
diese Entscheidung auf die Laufzeiten hatte. Es wurden daraufhin zusa¨tzliche, das Ergeb-
nis verfeinernde Experimente durchgefu¨hrt, die die festgestellte Anomalie jedoch nur noch
besta¨tigten. Daraufhin wurde ein zweiter Implementierungsansatz gewa¨hlt, der zwar eben-
falls die unterste Ebene des Baumes mit den u¨brigen Knoten bzw. Bla¨ttern fu¨llt, allerdings
an zufa¨lligen Stellen und nicht linear von einer Seite.
Da wir aus diesen Ergebnissen leider nicht wirklich schlau wurden, entschlossen wir uns,
diesbezu¨glich keine Hypothese aufzustellen, sondern nur die Beobachtungen zu formulieren.
Die Experimentdurchfu¨hrung ist in Abschnitt 9.3.1 nachzulesen.
8.3.2 Nutzen von Uniform Crossover bei Matchings auf Pfaden
Wa¨hrend unserer U¨berlegung zu maximalen Matchings kam die Vermutung auf, dass unifor-
mes Crossover auf kurzen Pfaden sinnvoll sein ko¨nnte. Da kurze Pfade nicht wirklich schwer
8.3. MAXIMALE MATCHINGS 145
zu optimieren sind, wollten wir nachpru¨fen, ob uniformes Crossover auf schwierigen Instanzen
u¨berhaupt einen Nutzen bringt.
Um diese Frage zu beantworten, musste ein geeigneter Versuchsaufbau gefunden werden.
Als Populationsgro¨ße wa¨hlten wir nur zwei Individuen. Gro¨ßere Populationen verursachen
mehr Fitnessauswertungen, bei nur einem Individuum ist uniformes Crossover natu¨rlich nicht
mo¨glich. Wenn uniformes Crossover auf maximalen Matchings einen Nutzen hat, sollte es auch
bei nur zwei Individuen sichtbar sein.
Uniformes Crossover hat u¨berhaupt nur Sinn, wenn sich die beiden Eltern nur leicht vonein-
ander unterschieden. Die Anzahl mo¨glicher verschiedener Nachkommen steigt exponentiell
mit dem Hammingabstand der beiden Eltern, wobei die Anzahl gu¨ltiger Matchings, die min-
destens so gut sind wie einer der beiden Eltern, nur sehr langsam ansteigt. Somit ist es
wu¨nschenswert, dass die beiden Individuen nur einen kleinen Hammingabstand voneinander
haben.
Um dies zu erreichen, haben wir mit Fitness Sharing experimentiert. Es zeigte sich leider,
dass unser Ansatz von Fitness Sharing komplett ungeeignet war, eine leichte Diversita¨t in
der Population zu erhalten und gleichzeitig in akzeptabler Zeit das Optimum zu finden. Bei
Einsatz von Fitness Sharing versammelten sich die Individuen um das Optimum, wirklich
schnell erreichte es aber kein Individuum, da sie sich gegenseitig vom Optimum abhielten.
Ein weiteres Problem bestand im Finden eines geeigneten Operatorgraphen. Ein (2+2) EA,
um uniformes Crossover erweitert, liefert eine Population mit sehr kleiner Diversita¨t, die
fast nur aus Replikanten besteht. Um diese Replikanten zu verhindern, erweiterten wir ei-
ne (2+2) RLS um uniformes Crossover. Aus jedem der beiden Individuen wird mit gleicher
Wahrscheinlichkeit ein Nachkomme durch eine 1-Bit-Mutation oder eine 2-Bit-Mutation er-
zeugt. Mit beiden Eltern wird zusa¨tzlich durch uniformes Crossover ein dritter Nachkomme
generiert. Eine Schnittselektion liefert aus den drei Kindern und ihren beiden Eltern die bes-
ten beiden Individuen fu¨r die na¨chste Population, wobei bei gleicher Fitness die ju¨ngeren
Individuen bevorzugt werden.
Nun ko¨nnte man diesen Operatorgraphen mit einer einfachen (1+1) RLS vergleichen. Dies
ist aber eigentlich kein fairer Vergleich, da der Operatorgraph drei Individuen pro Generation
auswertet, die (1+1) RLS aber nur eins. Man ko¨nnte dann einfach eine (2+3) RLS nehmen,
die aber keine gute Vergleichsmo¨glichkeit bietet. Aus diesem Grund haben wir uns fu¨r den
Vergleich der (2+2) RLS und der (2+2) RLS mit zusa¨tzlichem uniformen Crossover, im
Folgenden als (2+3) RLS+Uniform bezeichnet, entschieden.
Hypothese 25. Der Algorithmus (2+3) RLS+Uniform beno¨tigt fu¨r maximale Matchings auf
Pfaden im Durchschnitt weniger Generationen als die (2+2) RLS.
8.3.3 Matchings auf Semi-Random-Graphen
Nachdem wir wa¨hrend der beiden Seminarphasen bereits einige Ergebnisse u¨ber allgemeine
Graphen und Pfade (als strukturell
”
einfachste“ Ba¨ume) gesehen haben, wollten wir mit
diesen Experimenten erste Ergebnisse u¨ber Semi-Random-Graphs sammeln.
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Dabei handelt es sich um ein allgemeines Modell, nach dem
”
zufa¨llige“ Instanzen erzeugt
werden. Zuna¨chst wird deterministisch eine Instanz kreiert und anschließend werden nach
einer bekannten Verteilung Komponenten randomisiert hinzugefu¨gt.
Auf Graphen angewendet bedeutet das in unserem Fall, dass wir einen Graphen mitmKanten
erzeugen, in dem ein perfektes Matching mit n/2 Kanten vorgegeben ist. Die untersuchten
Instanzen entstanden also nach folgendem Prinzip.
• Erzeuge ein perfektes Matching auf n Knoten, indem fu¨r jedes i ∈ {1, . . . , n2} der
Knoten 2i mit dem Knoten 2i+ 1 verbunden wird.
• Fu¨ge uniform zufa¨llig m− n2 noch nicht bestehende Kanten hinzu.
Unser Suchraum besteht demnach aus einem Bitstring der La¨nge m, wobei jede Auswahl
einer Kante durch ein Bit dargestellt ist. Wir ko¨nnen also in unserem Semi-Random-Graphen
die Suchraumdimension konstant halten, wobei wir die Gro¨ße des vorgegebenen Matchings
variieren.
In jeder gegebenen Instanz existiert mindestens ein perfektes Matching, das alle n Knoten
abdeckt. Dies wird jedoch durch die zusa¨tzlich eingefu¨gten Kanten
”
verschleiert“. Jedoch
ko¨nnte es durch die zugefu¨gten Kanten auch passieren, dass es mehrere perfekte Matchings
gibt, die dann vielleicht einfacher zu finden sind. Dies passiert vor allem im Extremfall, wenn
wir den vollsta¨ndigen Graphen vorliegen haben.
Unser Ziel ist es also herauszufinden, wie sich diese beiden Effekte verhalten, bis zu welcher
Gro¨ße n eines perfekten Matchings (Anzahl der Knoten) bei vorgegebener Kantenzahl m im
Graphen ein evolutiona¨rer Algorithmus
”
schnell“ das Optimum findet. Andererseits wollen
wir auch untersuchen, ab welcher Gro¨ße es dann wieder
”
schnell“ geht.
Dies impliziert eine gewisse Vorstellung der erwarteten Kurve, tra¨gt man die Gro¨ße des vor-
gegebenen Matchings gegenu¨ber der mittleren Generationenzahl bis zum Optimum auf. Fol-
gende Hypothese formalisiert unsere Erwartung.
Hypothese 26. Sei G = (V,E) ein nach dem obigen Algorithmus gewa¨hlter Graph. Wir hal-
ten im Folgenden |E| = m fest. Sei A ein (1+1) EA, der auf dem Bitstring der Kantenauswahl
operiert, n0 = min
{
n | (n2) ≥ m} und n1 = 2m. Tra¨gt man die erwartete Generationenzahl
von A bis zum Erreichen des Optimums gegenu¨ber der Gro¨ße des gegebenen Matchings im
Bereich von n0 bis n1 auf, so gibt es eine Zahl k fu¨r die gilt:
• Im Bereich n0 bis k steigt die Kurve.
• Im Bereich k bis n1 fa¨llt die Kurve.
Offensichtlich beschreibt die Hypothese die oben genannte Erwartung. Der Parameterbereich
n0 und n1 spiegelt die natu¨rlich gegebenen Grenzen wider. Wir beno¨tigen mindestens n0
Knoten, um m Kanten in dem Graphen zu haben und sobald die Grenze von n1 Knoten
erreicht ist, ist jede vorhandene Kante eine Matching-Kante. Dann ist lediglich noch OneMax
zu optimieren und bei gro¨ßeren Knotenzahlen a¨ndert sich nichts Wesentliches mehr.
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In diesem Kapitel werden nun die Tests der in Kapitel 8 vorgestellten Hypothesen beschrieben.
Viele dieser Hypothesen wurden mit Methoden aus der Statistik getestet. Wie schon in Ka-
pitel 2 erwa¨hnt, wurden dazu die Programme SPSS, OpenOffice und Gnuplot verwendet. In
einigen Hypothesen wurden Wahrscheinlichkeiten abgescha¨tzt, mit denen bestimmte Ereig-
nisse in einem Lauf des (1+1) EA oder der randomisierten lokalen Suche (RLS) eintreten.
Dazu wurde die Rate simulierter La¨ufe gemessen, in denen dieses Ereignis beobachtet wurde.
Dies entspricht einem Bernoulli-Versuch mit fester Erfolgswahrscheinlichkeit, der binomial-
verteilte Werte liefert. Um diese Werte zu analysieren, wurden separate Java-Programme fu¨r
Binomialtests geschrieben und verwendet.
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Unter dem Begriff
”
Signifikanz“ verstehen wir im Folgenden die Wahrscheinlichkeit, dass
die gemessenen Werte erhalten wurden, unter der Annahme, dass die Nullhypothese gilt.
Eine Signifikanz von p ≤ 0,05 bezeichnen wir dabei, wie allgemein u¨blich, als
”
statistisch
signifikant“ (*). Als
”
sehr signifikant“ (**) gelten Tests mit p ≤ 0,01 und als
”
hoch signifikant“
(***) gelten Tests mit p ≤ 0,001.
9.1 Das Ising-Modell
9.1.1 Das Ising-Modell auf Cliquen
Test von Hypothese 1: Mit konstanter Wahrscheinlichkeit erreicht der (1+1) EA
auf dem Treppengraphen die erste Ha¨lfte eines Pfades.
Um Hypothese 1 fu¨r einige Knotenzahlen durch Experimente zu untermauern, wurden fu¨r
Treppengraphen mit verschiedenen Knotenzahlen n = 128, . . . , n = 2048 jeweils 10.000 La¨ufe
des (1+1) EA simuliert und gemessen, in wie vielen La¨ufen der (1+1) EA einen der Punkte
0i1n/2−i0n/2 oder 1i0n/2−i1n/2 mit 0 ≤ i < n/8 erreicht. Die gemessenen Daten sind in
Tabelle 9.1 aufgefu¨hrt.
Knoten Rate
128 0,1115
256 0,1220
384 0,1229
512 0,1237
640 0,1243
768 0,1203
896 0,1228
1024 0,1199
1152 0,1208
1280 0,1233
1408 0,1176
1536 0,1223
1664 0,1278
1792 0,1206
1920 0,1257
2048 0,1185
Tabelle 9.1: Die gemessene Rate von La¨ufen, in denen der (1+1) EA auf dem Treppengraphen
die erste Ha¨lfte eines Pfades erreicht hat.
Wie man sieht, liegen die Werte recht nahe beieinander. Daher vermuten wir, dass mit statis-
tischer Signifikanz auch die den gemessenen Raten zugrunde liegenden Wahrscheinlichkeiten
in einem kleinen Intervall (l, r) liegen.
Zur Auswertung wurde ein Binomialtest verwendet, der die Signifikanz bestimmt, mit der
die den gemessenen Raten ri zugrunde liegenden Wahrscheinlichkeiten pi von konstanten
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Schranken nach oben bzw. nach unten abweichen. Fu¨r ein pi wurde die Wahrscheinlichkeit,
dass l < pi < r nicht gilt, berechnet durch die Summe der Wahrscheinlichkeiten, dass beide
Einzelereignisse nicht gelten:
Prob(l ≥ pi ∨ pi ≥ r) = Prob(l ≥ pi) + Prob(pi ≥ r)
Da die Ereignisse l < pi < r fu¨r alle i paarweise unabha¨ngig sind, ergibt sich die Wahrschein-
lichkeit, dass alle pi im Intervall (l, r) liegen durch
Prob(∀i l < pi < r) =
∏
i
Prob(l < pi < r) =
∏
i
(1− (Prob(l ≥ pi) + Prob(pi ≥ r)))
Fu¨r gegebene Schranken l, r wurden dann fu¨r alle Raten mit Binomialtests die Signifikanzen
fu¨r die Hypothesen l < pi und pi < r ermittelt und nach den obigen Formeln miteinander ver-
rechnet um die Signifikanz der Gesamthypothese zu erhalten, dass alle Wahrscheinlichkeiten
pi im Intervall (l, r) liegen.
Mit dieser Methode wurden daraufhin passende Werte fu¨r l, r ermittelt, bei denen die Ge-
samthypothese noch mit statistischer Signifikanz besta¨tigt werden kann. Es zeigte sich, dass
mit einer Signifikanz von (gerundet) p = 0,000 besta¨tigt werden konnte, dass die zu den
gemessenen Raten geho¨renden Wahrscheinlichkeiten im Intervall (0,10, 0,14) liegen.
Test der Hypothesen 2 bis 6
Da die Hypothesen 2 bis 6 alle strukturell a¨hnliche Aussagen u¨ber die Entwicklung der Er-
folgswahrscheinlichkeiten in verschiedenen Szenarien treffen, haben wir sie durch Experimen-
te mit sehr a¨hnlichen Versuchsanordnungen getestet. Wir haben Versuchsreihen mit Cliquen
verschiedener Gro¨ße durchgefu¨hrt. Dabei begannen wir mit zwei Cliquen mit je 30 Knoten
und erho¨hten die Knotenzahl in jeder Clique jeweils um 10, solange bis jede Clique aus 100
Knoten bestand. Weiterhin untersuchten wir Cliquen mit 150, 200 und 300 Knoten. In jeder
dieser Versuchsreihen sollte der Einfluss der drei Strategien zur Anordnung von Bru¨ckenkan-
ten und der Einfluss der Anzahl der Bru¨ckenkanten auf die Erfolgswahrscheinlichkeiten des
(1+1) EA und der (1+1) RLS untersucht werden. Deswegen fu¨hrten wir fu¨r jede Kombina-
tion aus Algorithmus und Strategie zur Kantenanordnung eine Messreihe durch, in der wir
die Kantenzahl von 0 bis zur maximal mo¨glichen Anzahl mmax in 501 Schritten variierten.
Im i-ten Schritt (0 ≤ i ≤ 500) betrug die Kantenzahl round(i · mmax/500) und es wurden
jeweils 2000 La¨ufe durchgefu¨hrt. Dabei ist zu beachten, dass bei der zufa¨lligen Strategie zur
Kantenwahl fu¨r jeden Lauf eine neue Instanz ausgewu¨rfelt wurde.
Ein festgelegtes Szenario bestehend aus Algorithmus, Cliquengro¨ße, Bru¨ckenkantenzahl und
Strategie zur Wahl der Bru¨ckenkanten entspricht einem Bernoulli-Versuch mit einer bestimm-
ten Erfolgswahrscheinlichkeit. Jeden dieser Bernoulli-Versuche haben wir also unabha¨ngig
2000-mal wiederholt und erhielten somit Scha¨tzwerte fu¨r die Erfolgswahrscheinlichkeiten.
Test von Hypothese 2: Die Erfolgswahrscheinlichkeit ist bei konstantem q(m, n)
unabha¨ngig von der Cliquengro¨ße.
Diese Hypothese erwies sich bei genauerer Betrachtung der Daten als nicht haltbar. Die ge-
messenen Erfolgswahrscheinlichkeiten schienen sogar systematisch fu¨r gro¨ßer werdende Cli-
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quen bei konstantem Koeffizienten q(m,n) zu fallen. Um die Erfolgswahrscheinlichkeiten fu¨r
verschiedene Cliquengro¨ßen fu¨r zwei Messreihen zu vergleichen, haben wir den Wilcoxon-
Rangsummentest auf die 501 verschiedenen Paare von Scha¨tzwerten, die sich aus den beiden
Messreihen ergeben, angewandt. Wir haben dabei zuna¨chst alle Messreihen mit der Messrei-
he fu¨r zwei Cliquen mit je 30 Knoten verglichen und anschließend haben wir alle Paare von
aufeinander folgenden Messreihen verglichen. Die Ergebnisse dieser Tests sind in Tabelle 9.2
dargestellt.
Richtung der Abweichung und Signifikanz
(1+1) RLS (1+1) EA
Cliquengro¨ßen zufa¨llig gleichm. konz. zufa¨llig gleichm. konz.
40− 30 − 0,000 − 0,000 − 0,000 − 0,000 − 0,003 − 0,057
50− 30 − 0,000 − 0,000 − 0,000 − 0,000 − 0,000 − 0,000
60− 30 − 0,000 − 0,000 − 0,000 − 0,000 − 0,000 − 0,005
70− 30 − 0,000 − 0,000 − 0,000 − 0,000 − 0,000 − 0,001
80− 30 − 0,000 − 0,000 − 0,000 − 0,000 − 0,000 − 0,015
90− 30 − 0,000 − 0,000 − 0,000 − 0,000 − 0,000 − 0,014
100 − 30 − 0,000 − 0,000 − 0,000 − 0,000 − 0,000 − 0,004
150 − 30 − 0,000 − 0,000 − 0,000 − 0,000 − 0,000 − 0,049
200 − 30 − 0,000 − 0,000 − 0,000 − 0,000 − 0,000 − 0,511
300 − 30 − 0,000 − 0,000 − 0,000 − 0,000 − 0,855 + 0,764
40− 30 − 0,000 − 0,000 − 0,000 − 0,000 − 0,003 − 0,057
50− 40 − 0,075 − 0,003 − 0,000 − 0,000 − 0,000 − 0,094
60− 50 − 0,000 − 0,740 − 0,000 − 0,000 − 0,120 + 0,198
70− 60 − 0,840 − 0,015 − 0,000 − 0,015 − 0,025 − 0,386
80− 70 − 0,002 − 0,006 − 0,000 − 0,305 − 0,073 + 0,274
90− 80 − 0,505 − 0,036 − 0,000 − 0,070 − 0,884 + 0,958
100 − 90 − 0,011 − 0,259 − 0,007 − 0,001 − 0,062 − 0,504
150− 100 − 0,000 − 0,001 − 0,000 − 0,000 − 0,008 − 0,973
200− 150 − 0,150 − 0,022 − 0,000 − 0,000 − 0,005 + 0,008
300− 200 − 0,001 − 0,010 − 0,000 − 0,000 + 0,000 + 0,980
Tabelle 9.2: Die Ergebnisse der Wilcoxon-Rangsummentests. In der Zeile mit den Cliquen-
gro¨ßen
”
x − y“ bedeutet ein −, dass die Messreihe mit zwei Cliquen mit je x Knoten zu
durchschnittlich kleineren Scha¨tzwerten gefu¨hrt hat als die Messreihe mit y Knoten pro Cli-
que. Ein + bedeutet das Gegenteil. Die Signifikanzen sind auf drei Stellen gerundet.
U¨berraschenderweise weichen die Ergebnisse in den verschiedenen Szenarien deutlich von-
einander ab. Betrachtet man zuna¨chst die Ergebnisse fu¨r die (1+1) RLS, so stellt man fest,
dass die Messreihen mit Cliquen mit mehr als 30 Knoten alle zu signifikant kleineren Scha¨tz-
werten gefu¨hrt haben als die Messreihe mit zwei Cliquen der Gro¨ße 30. Ferner sieht man,
dass auch die Tests von benachbarten Messreihen stets das Ergebnis geliefert haben, dass mit
steigender Cliquengro¨ße die Erfolgswahrscheinlichkeit bei konstantem q(m,n) sinkt. Fu¨r kon-
zentriert gewa¨hlte Bru¨ckenkanten ist letzteres in jedem Falle a¨ußerst signifikant, fu¨r zufa¨llig
und gleichma¨ßig gewa¨hlte Bru¨ckenkanten gibt es einige Paare von Messreihen, bei denen das
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Ergebnis weniger bis gar nicht signifikant ist.
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Abbildung 9.1: Entwicklung der Erfolgswahrscheinlichkeit fu¨r steigende Cliquengro¨ßen.
Beim (1+1) EA bietet sich bei zufa¨llig gewa¨hlten Bru¨ckenkanten ein sehr a¨hnliches Bild zu
den beschriebenen Ergebnissen der (1+1) RLS, denn auch hier konnte bis auf zwei Mess-
reihen signifikant nachgewiesen werden, dass die durchschnittliche Erfolgswahrscheinlichkeit
mit steigender Cliquengro¨ße in dem von uns untersuchten Bereich fa¨llt.
Bei gleichma¨ßig verteilten Bru¨ckenkanten gilt die gleiche Aussage, solange die Cliquengro¨ße
kleiner oder gleich 200 bleibt. Das U¨berraschende ist jedoch, dass beim Vergleich der Mess-
reihen fu¨r je 200 und je 300 Knoten pro Clique gezeigt wurde, dass die Messreihe mit Cliquen
der Gro¨ße 300 a¨ußerst signifikant eine gro¨ßere durchschnittlich Erfolgswahrscheinlichkeit zeigt
als die Messreihe mit Cliquen der Gro¨ße 200. Der Anstieg der Erfolgswahrscheinlichkeit in
diesem Bereich ist sogar so groß, dass kein signifikanter Unterschied mehr zwischen der Mess-
reihe mit Cliquen der Gro¨ße 30 und der Messreihe mit Cliquen der Gro¨ße 300 gezeigt werden
konnte (siehe Abbildung 9.1).
Bei konzentriert gewa¨hlten Bru¨ckenkanten zeigt sich zwar, dass die Messreihen mit ho¨chstens
150 Knoten pro Clique zu signifikant kleineren Scha¨tzwerten als die Messreihe mit 30 Knoten
gefu¨hrt haben, jedoch werden die Absta¨nde von der Messreihe mit 30 Knoten pro Clique
zu den beiden letzten Messreihen mit 200 bzw. 300 Knoten pro Clique auch hier wieder so
klein, dass mit dem Wilcoxon-Rangsummentest keine signifikante Aussage getroffen werden
kann. Außerdem scheinen die Unterschiede zwischen benachbarten Messreihen bis auf eine
Ausnahme so klein zu sein, dass keine signifikanten Aussagen u¨ber ihr Verhalten gemacht
werden ko¨nnen.
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Test von Hypothese 3: Es macht keinen Unterschied, ob die Bru¨ckenkanten
zufa¨llig oder gleichma¨ßig verteilt werden.
Um diese Hypothese zu besta¨tigen, haben wir die Messreihen mit zufa¨llig gewa¨hlten Bru¨cken-
kanten mit denen mit gleichma¨ßig verteilten Bru¨ckenkanten paarweise verglichen. Als erstes
haben wir auch hier Wilcoxon-Rangsummentests durchgefu¨hrt und stellten zu unserer U¨ber-
raschung fest, dass sie fu¨r viele Messreihen einen signifikanten Unterschied zwischen den
beiden Strategien zur Bru¨ckenkantenwahl zeigen. Die Ergebnisse finden sich in Tabelle 9.3.
Die (1+1) RLS hat also fu¨r alle von uns getesteten Cliquengro¨ßen gro¨ßer als 30 eine signifikant
ho¨here Erfolgswahrscheinlichkeit, wenn die Bru¨ckenkanten gleichma¨ßig verteilt sind. Beim
(1+1) EA ist fu¨r kleine Cliquen ebenfalls die Erfolgswahrscheinlichkeit bei gleichma¨ßigen
Bru¨ckenkanten signifikant gro¨ßer, bei großen Cliquen ist es jedoch umgekehrt.
Richtung der Abweichung und Signifikanz
Cliquengro¨ße (1+1) RLS (1+1) EA
30 − 0,568 − 0,000
40 − 0,000 − 0,016
50 − 0,001 − 0,006
60 − 0,000 − 0,781
70 − 0,000 + 0,562
80 − 0,000 − 0,800
90 − 0,000 + 0,274
100 − 0,000 + 0,296
150 − 0,000 + 0,011
200 − 0,000 + 0,000
300 − 0,000 + 0,000
Tabelle 9.3: Der Wilcoxon-Rangsummentest wurde angewendet, um zwei Messreihen mit
der gleichen Cliquengro¨ße, der gleichen Bru¨ckenkantenzahl und dem gleichen Algorithmus,
aber unterschiedlichen Strategien zur Anordnung der Bru¨ckenkanten zu vergleichen. Ein +
bedeutet, dass die Messwerte bei zufa¨llig gewa¨hlten Bru¨ckenkanten gro¨ßer sind als die bei
gleichma¨ßig verteilten. Ein − bedeutet das Gegenteil. Die Signifikanzen sind auf drei Stellen
gerundet.
Da dieses Ergebnis dem optischen Eindruck (Abbildung 9.2), den man durch Betrachtung
der Kurven erha¨lt, zum Teil widerspricht, haben wir zusa¨tzlich den Abstand der Kurven fu¨r
gleichma¨ßige und zufa¨llige Bru¨ckenkanten na¨her untersucht. Dazu haben wir ausgenutzt, dass
wir bei einem komplett festgelegten Szenario einen Bernoulli-Versuch mit einer festen Erfolgs-
wahrscheinlichkeit vorliegen haben. Vergleicht man fu¨r eine Cliquengro¨ße die beiden Kurven,
die sich fu¨r die beiden Strategien zur Kantenwahl ergeben, so hat man 501 Paare von Scha¨tz-
werten vorliegen. Diese haben wir jedes fu¨r sich, unabha¨ngig von den anderen, miteinander
verglichen. Wir haben eine Signifikanz von 0,05 vorgegeben und das kleinste ε > 0 gesucht,
so dass ein Binomialtest ergibt, dass jedes der 501 Paare von Erfolgswahrscheinlichkeiten mit
einer Signifikanz von 0,05 um ho¨chstens ε voneinander abweicht. Der Nachteil dieses Verfah-
rens ist jedoch, dass bereits ein Ausreißer dafu¨r sorgt, dass ε gro¨ßer wird als fu¨r die Mehrheit
der Paare von Scha¨tzwerten gebraucht. Deswegen haben wir mit ε = 0,01 begonnen, es in
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Abbildung 9.2: Vergleich der Erfolgswahrscheinlichkeiten fu¨r die drei verschiedenen Strategien
zur Verteilung der Bru¨ckenkanten.
jedem Schritt um 0,01 erho¨ht und jeweils getestet, wie viele Paare bereits einen signifikant
kleineren Abstand haben. Die Ergebnisse sind in Tabelle 9.4 dargestellt.
Wir ko¨nnen also festhalten, dass in jeder Messreihe mit einer Ausnahme fu¨r mindestens
95,8% der 501 Paare von Erfolgswahrscheinlichkeiten mit einer Signifikanz von 0,05 gezeigt
werden konnte, dass sie um ho¨chstens ε = 0,05 voneinander abweichen. Die Ausnahme ist
der (1+1) EA auf Cliquen mit jeweils 300 Knoten. Dort ist die Abweichung gro¨ßer, was sich
auch in einer gro¨ßeren durchschnittlichen Abweichung der Scha¨tzwerte widerspiegelt.
Test von Hypothese 4: Konzentrierte Bru¨ckenkanten fu¨hren beim (1+1) EA zu
einer gro¨ßeren Erfolgswahrscheinlichkeit als gleichma¨ßig oder zufa¨llig verteilte.
Auch hier haben wir mit dem Wilcoxon-Rangsummentest die Kurven paarweise verglichen.
Die Ergebnisse dabei waren sehr u¨berzeugend, denn fu¨r jede Cliquengro¨ße ergab sich mit einer
auf drei Stellen gerundeten Signifikanz von 0,000, dass die Kurve der Erfolgswahrscheinlich-
keiten des (1+1) EA bei konzentrierten Bru¨ckenkanten im Durchschnitt oberhalb der Kurven
fu¨r zufa¨llig und gleichma¨ßig verteilte Bru¨ckenkanten verla¨uft.
154 KAPITEL 9. HYPOTHESENTESTS
Algorithmus Erlaubte Abweichung ε ∅
Cliquengro¨ße 0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09 0,1 Abw.
(1+1) RLS
30 240 296 381 449 486 497 500 501 0,006
40 221 286 363 446 483 494 497 501 0,006
50 228 288 384 458 487 498 500 501 0,005
60 218 282 372 443 481 494 500 500 501 0,006
70 222 281 376 443 480 496 501 0,006
80 213 277 369 450 483 497 501 0,006
90 215 287 362 446 486 497 501 0,006
100 218 274 364 445 487 500 501 0,006
150 215 271 371 447 487 499 501 0,006
200 211 275 362 452 483 499 501 0,006
300 206 269 352 440 480 492 500 501 0,007
(1+1) EA
30 255 321 393 467 494 499 501 0,005
40 257 325 400 465 493 499 501 0,005
50 258 320 391 461 488 499 501 0,005
60 258 322 404 465 491 499 501 0,005
70 257 320 394 458 485 499 500 501 0,005
80 257 318 408 469 492 499 501 0,004
90 251 316 390 456 488 500 501 0,005
100 247 314 388 453 488 498 501 0,005
150 251 310 387 458 490 498 501 0,005
200 253 303 377 448 485 498 501 0,006
300 241 274 314 361 400 440 477 494 500 501 0,013
Tabelle 9.4: Die Ergebnisse der Binomialtests. Die Zahlen geben an, von wie vielen Paaren
von Erfolgswahrscheinlichkeiten der entsprechenden Versuchsreihen mit einer Signifikanz von
0,05 gezeigt werden konnte, dass sie um ho¨chstens ε voneinander abweichen. Außerdem ist
die durchschnittliche Abweichung der Scha¨tzwerte auf drei Stellen gerundet angegeben.
Test von Hypothese 5: Konzentrierte Bru¨ckenkanten fu¨hren bei der (1+1) RLS
bei sehr wenigen und sehr vielen Bru¨ckenkanten zu einer kleineren Erfolgswahr-
scheinlichkeit als gleichma¨ßig oder zufa¨llig verteilte und sonst zu einer gro¨ßeren.
Vergleicht man eine Messreihe mit konzentriert gewa¨hlten Kanten mit einer Messreihe mit
gleichma¨ßig oder zufa¨llig gewa¨hlten Kanten, so wird durch die Hypothese eine Aufteilung
der Messreihen in vier Bereiche nahe gelegt. Im ersten Abschnitt liegt die Kurve mit konzen-
trierten Bru¨ckenkanten unterhalb der anderen Kurve, im zweiten Abschnitt dreht sich dieses
Verhalten um und im dritten Abschnitt ist das Verhalten wieder wie im ersten. Der vierte
Abschnitt, der fu¨r uns am wenigsten interessant ist, besteht aus den Messwerten, die zu den
Bru¨ckenkantenzahlen geho¨ren, fu¨r die bei beiden Messreihen immer eine Gleichfa¨rbung der
Cliquen beobachtet wurde (siehe Abbildung 9.2).
Da die Grenzen dieser Bereiche sich fu¨r verschiedene Cliquengro¨ßen verschieben, mussten
wir zuna¨chst eine Regel aufstellen, nach der wir die Einteilung in Bereiche vornehmen. Fu¨r
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den Vergleich zweier Messreihen mit gleich großen Cliquen, wobei die Bru¨ckenkanten bei der
einen konzentriert und bei der anderen gleichma¨ßig oder zufa¨llig verteilt wurden, haben wir
zuna¨chst jedes der 501 Paare von Scha¨tzwerten unabha¨ngig von den anderen mit einem Bi-
nomialtest verglichen und getestet, ob mit einer Signifikanz von 0,05 die Aussage getroffen
werden kann, dass entweder die eine Erfolgswahrscheinlichkeit gro¨ßer ist als die andere oder
umgekehrt. Um die Diskussion im Folgenden etwas zu vereinfachen stellen wir uns das Ergeb-
nis dieser 501 Binomialtests als einen String der La¨nge 501 vor, in dem jedes Zeichen fu¨r das
Ergebnis eines Tests steht. Ein + bedeutet, dass der Test ergeben hat, dass die Erfolgswahr-
scheinlichkeit fu¨r gleichma¨ßig bzw. zufa¨llig gewa¨hlte Kanten gro¨ßer ist als fu¨r konzentrierte,
ein − bedeutet das Gegenteil und eine 0 bedeutet, dass keine der beiden Aussagen mit einer
Signifikanz von 0,05 mit einem Binomialtest besta¨tigt werden kann.
Nahe liegend wa¨re es nun gewesen, das Ende des ersten Bereiches durch das erste − in
dem String zu bestimmen. Leider ist diese Art der Einteilung zu sensibel fu¨r Messreihen
mit leichten Schwankungen, deswegen haben wir uns folgende Heuristik zur Einteilung der
Kurven in vier Bereiche u¨berlegt.
• Der erste Abschnitt ist beendet, sobald das erste Mal drei − in dem String vorkommen,
zwischen denen sich kein + befindet.
• Der zweite Abschnitt ist beendet, sobald nach dem ersten Bereich das erste Mal zwei
+ in dem String vorkommen, zwischen denen sich kein − befindet. Ist diese Bedingung
nicht erfu¨llbar, so definieren wird den dritten Abschnitt als leer und der zweite ist
beendet, sobald der vierte beginnt.
• Der vierte Abschnitt beginnt, sobald fu¨r eine Bru¨ckenkantenzahl das erste Mal in beiden
Messreihen immer eine Gleichfa¨rbung beobachtet wurde.
Nachdem wir diese Einteilung definiert haben, haben wir jede Messreihe mit konzentrierten
Bru¨ckenkanten jeweils mit der entsprechenden Messreihe mit zufa¨lligen und der Messreihe
mit gleichma¨ßig verteilten Bru¨ckenkanten verglichen. Dazu haben wir zuna¨chst jeweils die
entsprechende Einteilung berechnet und die ersten drei Abschnitte der Kurven jeweils mit
einem Wilcoxon-Rangsummentest verglichen. Die Ergebnisse finden sich in Tabelle 9.5.
Wir ko¨nnen festhalten, dass die Hypothese mit hoher Signifikanz besta¨tigt wurde. Die dritte
Phase, in der die konzentrierten Bru¨ckenkanten wieder zu kleineren Erfolgswahrscheinlichkei-
ten fu¨hren als die gleichma¨ßig bzw. zufa¨llig gewa¨hlten, ist umso ausgepra¨gter, je gro¨ßer die
Cliquen werden.
Hinter diesen Ergebnissen fu¨r konzentrierte Bru¨ckenkanten vermuten wir folgende Ursachen.
• Bei einer kleinen Anzahl von Bru¨ckenkanten sind die Bru¨ckenkanten auf sehr wenige
Knoten beschra¨nkt. In den meisten Schritten der Algorithmen werden diese Knoten
nicht geflippt, so dass die Bru¨ckenkanten in diesen Schritten keinerlei Einfluss auf der
Verhalten der Algorithmen haben.
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Strategie Ende der Phasen Abweichung, Signifikanz
Cliquengro¨ße Phase1 Phase 2 Phase 3 Phase 1 Phase 2 Phase 3
Gleichm.
30 99 341 341 + 0,000 − 0,000
40 97 358 358 + 0,000 − 0,000
50 91 348 358 + 0,000 − 0,000 − 0,250
60 87 351 351 + 0,000 − 0,000
70 92 293 361 + 0,000 − 0,000 + 0,003
80 89 280 375 + 0,000 − 0,000 + 0,000
90 88 254 364 + 0,000 − 0,000 + 0,000
100 87 259 361 + 0,000 − 0,000 + 0,000
150 80 225 385 + 0,000 − 0,000 + 0,000
200 79 200 392 + 0,000 − 0,000 + 0,000
300 124 199 400 + 0,000 − 0,000 + 0,000
Zufa¨llig
30 93 328 328 + 0,000 − 0,000
40 89 348 351 + 0,000 − 0,000 0 1,000
50 89 352 352 + 0,000 − 0,000
60 87 331 357 + 0,000 − 0,000 + 0,820
70 93 297 362 + 0,000 − 0,000 + 0,000
80 86 280 375 + 0,000 − 0,000 + 0,000
90 92 274 368 + 0,000 − 0,000 + 0,000
100 87 259 361 + 0,000 − 0,000 + 0,000
150 79 240 369 + 0,000 − 0,000 + 0,000
200 77 211 385 + 0,000 − 0,000 + 0,000
300 124 218 400 + 0,000 − 0,000 + 0,000
Tabelle 9.5: Die Ergebnisse der Wilcoxon-Rangsummentests. Ein + bedeutet, dass konzen-
trierte Kanten zu einer kleineren Erfolgswahrscheinlichkeit gefu¨hrt haben als gleichma¨ßig
bzw. zufa¨llig gewa¨hlte Kanten. Ein − bedeutet das Gegenteil. Die 0 bedeutet, dass keine
Abweichung festgestellt wurde. Die Signifikanzen sind auf 3 Stellen gerundet.
• Bei einer mittleren Anzahl von Bru¨ckenkanten ist die konzentrierte Verteilung besser
als die zufa¨llige oder die gleichma¨ßige Verteilung, da hier a¨hnlich wie beim Treppen-
graphen die Knoten mit vielen Bru¨ckenkanten den Anstoß dafu¨r geben ko¨nnen, Knoten
umzufa¨rben und sie der Farbe der anderen Clique anzupassen. Die Knoten mit vielen
Bru¨ckenkanten wirken also quasi als
”
Eisbrecher“, die eine hohe Tendenz haben, sich
der Fa¨rbung der anderen Clique anzuschließen und dadurch anderen Knoten in der
eigenen Clique den Farbwechsel zu erleichtern.
• Bei einer hohen Anzahl von Bru¨ckenkanten vermuten wir jedoch, dass es dann wenig
Sinn macht, Knoten, die bei der zufa¨lligen oder gleichma¨ßigen Verteilung im Durch-
schnitt bereits recht viele Bru¨ckenkanten haben, in der konzentrierten Verteilung noch
mehr Bru¨ckenkanten zu geben. Die Kehrseite der Medaille ist dann na¨mlich, dass einige
Knoten der Clique u¨berhaupt keine Bru¨ckenkanten besitzen.
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Test von Hypothese 6: Der (1+1) EA hat eine gro¨ßere Erfolgswahrscheinlichkeit
als die (1+1) RLS.
Die Hypothese, dass der (1+1) EA fu¨r alle Cliquengro¨ßen, alle Zahlen an Bru¨ckenkanten und
alle Strategien zur Wahl der Bru¨ckenkanten eine durchschnittlich gro¨ßere Erfolgswahrschein-
lichkeit hat als die (1+1) RLS, konnte mit dem Wilcoxon-Rangsummentest besta¨tigt werden.
Fu¨r alle 33 Kombinationen aus Algorithmus und Strategie zur Kantenwahl wurde dies mit
einer auf drei Stellen gerundeten Signifikanz von 0,000 besta¨tigt.
Eine mo¨gliche Erkla¨rung fu¨r dieses Pha¨nomen ist der Effekt von k-Bit-Mutationen fu¨r ge-
rades k. Wenn am Anfang eines Laufs in beiden Cliquen ungefa¨hr gleich viele Knoten mit
Nullen und mit Einsen gefa¨rbt sind, ist die Wahrscheinlichkeit relativ groß, dass eine Mu-
tation eine gerade Anzahl von Bits flippt und dabei die Zahl 0-gefa¨rbter Knoten in beiden
Cliquen konstant bleibt.
Ein solcher Schritt wird genau dann akzeptiert, wenn dabei die Fa¨rbung der Bru¨ckenkanten
nicht verschlechtert wird. Hier wirken die Bru¨ckenkanten als Zu¨nglein an der Waage; sie haben
in diesem Fall einen entscheidenden Einfluss auf die Fitness.
Wa¨hrend sich bei der randomisierten lokalen Suche in jedem akzeptierten Schritt in einer
Clique die Farbmehrheit vera¨ndert, ergibt sich beim (1+1) EA die Mo¨glichkeit, die Fa¨rbung
der Bru¨ckenkanten zu verbessern, ohne dass die Farbmehrheiten sich vera¨ndern. Auch wenn es
den Anschein hat, als wu¨rde der Optimierungsprozess in solchen Schritten langsamer laufen,
ko¨nnten diese Schritte doch helfen, die Fa¨rbung der Bru¨cken zu verbessern und dadurch die
Erfolgswahrscheinlichkeit des (1+1) EA gegenu¨ber der RLS zu erho¨hen.
In weiteren Erkundungsexperimenten wurde der (1+1) EA unter diesen Gesichtspunkten
weiter beobachtet, und zwar bei einer Bru¨ckenkantendichte von q(m,n) = 1/4, bei der große
Unterschiede zwischen dem (1+1) EA und der (1+1) RLS festgestellt worden waren. Es
zeigte sich bei verschiedenen Knotenzahlen, dass unter allen Generationen, in denen eine
echte Fitnessverbesserung auftrat, in etwa 1/10 der Fa¨lle die Anzahl 0-gefa¨rbter Knoten in
beiden Cliquen konstant blieb. Dabei waren die Generationen, in denen ein solches Ereignis
auftrat, u¨ber den gesamten Lauf relativ gleichma¨ßig verteilt. Wir vermuten daher, dass der
(1+1) EA bei entsprechenden Bru¨ckenkantendichten in einem konstanten Anteil der Schritte
ausschließlich die Fa¨rbung der Bru¨cken verbessert.
Test der Hypothesen 7 und 8 zur Erfolgsvorhersage mittels Potenzialfunktionen
Fu¨r den Test der Hypothesen 7 und 8 zur Erfolgsvorhersage mittels Potenzialfunktionen
wurden gemeinsame Experimente durchgefu¨hrt, deren Anordnung im Folgenden beschrieben
werden soll.
Der untersuchte Algorithmus ist ein (1+1) EA mit einem Stoppkriterium, das den Lauf
stoppt, sobald alle Cliquen jeweils einheitlich gefa¨rbt sind. Fu¨r eine feste Zahl von Knoten
und Bru¨ckenkanten wurden jeweils 1000 unabha¨ngige La¨ufe durchgefu¨hrt und fu¨r die jewei-
ligen Tests mit den Potenzialfunktionen ϕ und ψ die Rate der korrekt vorhergesagten La¨ufe
aufgezeichnet. Die Knotenzahl der Graphen wurde auf einer linearen Skala variiert mit Wer-
ten n = 128, n = 256, . . . , n = 1024. Die Verteilung der Bru¨ckenkanten wurde fu¨r neue Werte
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fu¨r Knoten und Kanten jeweils zufa¨llig erstellt und blieb dann fu¨r alle 1000 La¨ufe dieses
Experiments fest.
Da nach den Vorbetrachtungen kleine Zahlen von Bru¨ckenkanten nur wenige Auswirkungen
haben, wurden fu¨r die Zahl der Bru¨ckenkanten quadratische Werte gewa¨hlt. Statt die Zahl
der Bru¨ckenkanten fu¨r jedes n anzugeben, sprechen wir im Folgenden von der Dichte der
Bru¨ckenkanten q(m,n), dem Anteil an Bru¨ckenkanten bezogen auf den maximal mo¨glichen
Wert n2/4. Um trotz Einschra¨nkung auf quadratische Werte einen mo¨glichst großen Bereich
abzudecken, wurden die Konstanten in der O-Notation nach einem exponentiellen Schema
variiert: getestet wurden Dichten von q(m,n) = 1, 1/2, 1/4, . . . , 1/512.
Test von Hypothese 7 zur knotenbasierten Erfolgsvorhersage
In Tabelle 9.6 sind die gemessenen Raten an korrekt vorhergesagten La¨ufen aufgefu¨hrt abha¨ngig
von der Knotenzahl des Graphen und der Dichte der Bru¨ckenkanten.
Dichte der Bru¨ckenkanten
Knoten 1/512 1/256 1/128 1/64 1/32 1/16 1/8 1/4 1/2 1
128 0,750 0,767 0,763 0,787 0,808 0,812 0,849 0,914 0,951 0,999
256 0,797 0,788 0,807 0,824 0,820 0,808 0,845 0,930 0,975 1,000
384 0,826 0,829 0,779 0,810 0,843 0,842 0,876 0,938 0,968 1,000
512 0,807 0,822 0,818 0,827 0,833 0,856 0,871 0,945 0,968 1,000
640 0,835 0,831 0,844 0,869 0,850 0,852 0,891 0,940 0,977 1,000
768 0,853 0,812 0,854 0,854 0,853 0,854 0,882 0,959 0,980 1,000
896 0,854 0,837 0,821 0,860 0,854 0,876 0,888 0,960 0,984 1,000
1024 0,863 0,864 0,861 0,875 0,870 0,875 0,912 0,960 0,985 1,000
Tabelle 9.6: Die gemessenen Raten der mit knotenbasierter Erfolgsvorhersage korrekt vorher-
gesagten La¨ufe des (1+1) EA.
Man kann aus der Tabelle ablesen, dass die Erfolgsvorhersage um so besser ist, je mehr
Bru¨ckenkanten vorhanden sind und je gro¨ßer die Knotenzahl ist, da die Werte sowohl in
den Zeilen als auch in den Spalten anna¨hernd monoton steigen. Letzteres entspricht unserer
Hypothese und soll im Folgenden mit statistischen Tests untermauert werden.
Zur Auswertung wurden Variablen fu¨r die verschiedenen Knotenzahlen n gebildet. Die Da-
ten jeder Variablen entsprachen der gemessenen Rate korrekt vorhergesagter La¨ufe u¨ber die
verschiedenen Bru¨ckenkantendichten q(m,n) = 1/512, 1/256, . . . , 1.
Dann wurden benachbarte Variablen auf signifikante Unterschiede u¨berpru¨ft; es gab also sie-
ben Tests mit den Variablenpaaren (n = 128, n = 256), (n = 256, n = 384), . . . , (n = 896, n =
1024). Als Test wurde der Wilcoxon-Rangsummentest fu¨r verbundene Datenreihen verwen-
det, der die Werte beider Variablen paarweise fu¨r gleiche Bru¨ckenkantendichten miteinander
vergleicht.
Leider konnte die Hypothese, dass alle benachbarten Variablen voneinander abweichen und
eine monoton steigende Folge bilden, nicht mit ausreichender Signifikanz besta¨tigt werden.
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Daher wurde eine Vergro¨berung der Daten vorgenommen: die Variablen wurden in vier In-
tervalle von je zwei benachbarten Variablen partitioniert und die Daten der Variablen eines
Intervalls zu einer gemeinsamen Datenreihe zusammengefasst. So ergaben sich vier Varia-
blen fu¨r n ∈ {128, 256}, n ∈ {384, 512}, n ∈ {640, 768}, n ∈ {896, 1024}. Der Wilcoxon-
Rangsummentest vergleicht also nun wieder Trefferquoten fu¨r gleiche Bru¨ckenkantendichten,
jedoch fu¨r Knotenzahlen, die eine Differenz von 256 (statt 128) haben.
Mit Hilfe dieser Vergro¨berung konnte Hypothese 7 fu¨r die betrachteten Szenarien besta¨tigt
werden: die Variablenpaare (n ∈ {128, 256}, n ∈ {384, 512}), (n ∈ {384, 512}, n ∈ {640, 768}),
(n ∈ {640, 768}, n ∈ {896, 1024}) wichen statistisch sehr signifikant voneinander nach oben
ab. Die Signifikanzwerte der drei Tests, auf drei Nachkommastellen gerundet, lagen bei p =
0,000, p = 0,001 und p = 0,008.
Test von Hypothese 8 zur bru¨ckenbasierten Erfolgsvorhersage
In Tabelle 9.7 sind die gemessenen Raten korrekt vorhergesagter La¨ufen aufgefu¨hrt, abha¨ngig
von der Knotenzahl des Graphen und der Dichte der Bru¨ckenkanten.
Dichte der Bru¨ckenkanten
Knoten 1/512 1/256 1/128 1/64 1/32 1/16 1/8 1/4 1/2 1
128 0,548 0,582 0,659 0,659 0,716 0,791 0,864 0,902 0,883 0,963
256 0,593 0,609 0,681 0,721 0,787 0,830 0,920 0,930 0,929 0,985
384 0,618 0,648 0,690 0,758 0,828 0,877 0,929 0,955 0,923 0,996
512 0,620 0,643 0,740 0,777 0,861 0,922 0,950 0,959 0,936 1,000
640 0,608 0,663 0,743 0,801 0,884 0,920 0,956 0,961 0,959 1,000
768 0,624 0,670 0,757 0,823 0,880 0,933 0,973 0,971 0,959 1,000
896 0,652 0,686 0,738 0,835 0,892 0,943 0,979 0,988 0,956 0,999
1024 0,672 0,700 0,742 0,841 0,913 0,951 0,980 0,972 0,961 1,000
Tabelle 9.7: Die gemessenen Raten der mit bru¨ckenbasierter Erfolgsvorhersage korrekt vor-
hergesagten La¨ufe des (1+1) EA.
Die Auswertung verlief genau so wie bei der knotenbasierten Erfolgsvorhersage; auch die
Vergro¨berung der Daten wurde genau so durchgefu¨hrt. Es zeigte sich, dass die Signifikanzen
sowohl vor als auch nach der Vergro¨berung besser waren als die entsprechenden Signifikanzen
bei der knotenbasierten Erfolgsvorhersage.
Die Tests der Paare (n ∈ {128, 256}, n ∈ {384, 512}), (n ∈ {384, 512}, n ∈ {640, 768}),
(n ∈ {640, 768}, n ∈ {896, 1024}) mit dem Wilcoxon-Rangsummentest fu¨r die bru¨ckenbasierte
Erfolgsvorhersage ergaben auf drei Nachkommastellen gerundete Signifikanzwerte von p =
0,000, p = 0,000 und p = 0,002.
Fazit zum Ising-Modell auf Cliquen
Wir haben die Wahrscheinlichkeiten untersucht, mit denen der (1+1) EA und die (1+1) RLS
auf zwei durch Bru¨ckenkanten verbundenen Cliquen ein globales Optimum erreichen, ohne
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vorher ein lokales Optimum zu durchlaufen. Wir haben die Rolle na¨her untersucht, die die
Strategie zur Verteilung der Bru¨ckenkanten spielt. Als unser Ansicht nach interessantes Er-
gebnis ko¨nnen wir festhalten, dass der (1+1) EA in allen von uns getesteten Situationen eine
gro¨ßere Erfolgswahrscheinlichkeit hat als die (1+1) RLS. Wir haben eine Vermutung aufge-
stellt, die eine Intuition vermittelt, warum die Erfolgswahrscheinlichkeit des (1+1) EA gro¨ßer
ist. Eine genaue theoretische Analyse erscheint jedoch sehr kompliziert.
Die Verteilung der Bru¨ckenkanten im Treppengraphen stellt vermutlich ein Worst-Case-Bei-
spiel dar fu¨r die Zeit, bis die RLS und der (1+1) EA den ersten lokal optimalen Punkt
erreichen. Unter der Annahme, dass einer der beiden Pfade auf seiner ersten Ha¨lfte erreicht
wird, haben wir mit einer theoretischen Analyse untere Schranken von Ω(n2) bewiesen. Un-
sere Experimente lassen vermuten, dass diese Annahme zumindest fu¨r die getesteten n erfu¨llt
ist.
Weiterhin haben wir mit Hilfe zweier Maße ϕ und ψ fu¨r Szenarien mit einer zufa¨llig gewa¨hlten
Menge von Θ(n2) Bru¨ckenkanten gezeigt, dass bereits nach einer kleinen Anfangsphase von
n3/4 Generationen fest steht, ob der (1+1) EA ein globales Optimum erreicht oder in ein
lokales Optimum la¨uft. Die Richtung, in die der Optimierungsprozess la¨uft, wird also in den
ersten n3/4 Schritten entschieden, wenn sich noch keine großen Mehrheiten an Farben heraus
gebildet haben. Die große Herausforderung einer umfassenden Analyse des Ising-Modells auf
Cliquen besteht also unserer Meinung nach darin, die Vorga¨nge in der Anfangsphase zu
verstehen und zu erfassen, da sich hier Mehrheiten herauskristallisieren und sich der Ausgang
des Laufs entscheidet.
Die Beschra¨nkung auf die Zahl 1-gefa¨rbter Knoten, wie sie in ϕ vorkommt, hat sich aus
theoretischer Sicht fu¨r die (1+1) randomisierte lokale Suche als hilfreich erwiesen, wenn die
maximale Zahl adjazenter Bru¨ckenkanten klein ist. Der Anteil ψ korrekt gefa¨rbter Bru¨cken
gibt nicht nur Hinweise auf den Fitnesswert, sondern auch auf die A¨hnlichkeit beider Cli-
quen. Auch mit dieser Potenzialfunktion la¨sst sich fu¨r die betrachteten Szenarien schon fru¨h
feststellen, ob ein Lauf in einem globalen oder einem lokalen Optimum enden wird.
Die Potenzialfunktionen ϕ und ψ ko¨nnen bei einer theoretischen Analyse hilfreich sein. Alle
mo¨glichen Verteilungen von Bru¨ckenkanten sind nur schwer u¨berschaubar und die Betrach-
tung der konkreten Verteilung aller Bru¨ckenkanten ist ohne massive Einschra¨nkungen an
die Graphen wenig sinnvoll. Ein erstes Ziel einer theoretischen Analyse kann daher sein, die
Menge an Informationen zu reduzieren. Beide Potenzialfunktionen bieten Anregungen in diese
Richtung.
9.1.2 Das Ising-Modell auf Tori
Um unsere in Abschnitt 8.1.2 aufgestellten Hypothesen testen zu ko¨nnen, haben wir mit
FrEAK den (1+1) EA auf dem Torus vielfach simuliert. Damit wir stabile Ringe erkennen
und den aktuellen Lauf dann abbrechen konnten, wurde ein neues Stoppkriterium namens
Ising on Torus hinzugefu¨gt.
Nun war es uns mo¨glich, die Suchraumdimension langsam von 10 × 10 Knoten auf 50 × 50
Knoten zu steigern. In jeder Dimension wurde der (1+1) EA dann laufen gelassen (je nach
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Dimension zwischen 250 und 2000 Simulationen) und fu¨r jeden Lauf die Generationenanzahl
bis zum Ring bzw. Optimum und ggf. die Ringbreite bestimmt.
Dabei wurden dieselben Dimensionen und Laufanzahlen jeweils fu¨r Tori mit und ohne Dia-
gonalkanten benutzt, um die Ergebnisse miteinander vergleichen zu ko¨nnen.
Anschließend haben wir mittels SPSS die Mittelwerte und Standardabweichungen dieser Wer-
te fu¨r jede Dimension bestimmt. Tabellen 9.8 und 9.9 zeigen die erhaltenen Ergebnisse.
Gro¨ße La¨ufe
Gesamt Optimum Ring Ringbreite
rel. H’keit
Mittel SD Mittel SD Mittel SD Mittel SD
10x10 2000 3290 1507 2870 1081 4342 1868 4,02 0,82 29%
15x15 2000 17572 8692 14179 5323 24718 9989 6,00 1,06 32%
20x20 2000 57041 31547 45798 25087 79661 31084 8,07 1,47 33%
25x25 1000 147100 77419 116591 52781 207663 82805 10,09 1,80 34%
30x30 1000 316118 218452 262326 227984 423864 147889 12,14 2,10 33%
35x35 500 584771 423834 482323 442851 808590 266761 13,98 2,59 31%
40x40 250 1073743 886631 903425 975494 1416429 531767 16,11 3,15 33%
45x45 250 1559913 908596 1249493 716937 2227377 807835 18,12 3,60 32%
50x50 250 2344026 1440359 1967374 1367094 3372792 1097960 20,49 3,16 27%
Tabelle 9.8: U¨berblick u¨ber die Ergebnisse auf Tori ohne Diagonalkanten.
Gro¨ße La¨ufe
Gesamt Optimum Ring Ringbreite
rel. H’keit
Mittel SD Mittel SD Mittel SD Mittel SD
10x10 2000 2461 1377 1967 678 3896 1819 4,13 0,80 26%
15x15 2000 13220 8384 9221 2940 21639 9777 6,09 1,02 32%
20x20 2000 42902 28046 28317 8640 70714 31072 8,35 1,33 34%
25x25 1000 106689 68686 68192 20286 174243 71502 10,43 1,54 36%
30x30 1000 219267 136719 137730 39259 364221 127866 12,54 2,00 36%
35x35 500 438206 295142 246021 76483 712490 274056 14,68 2,12 41%
40x40 250 730931 475571 428805 109360 1215593 433816 16,78 2,76 38%
45x45 250 1211809 770635 661101 191610 1924192 643033 18,26 3,00 44%
50x50 250 1660677 1167962 995223 294341 2929682 1160281 20,28 3,96 34%
Tabelle 9.9: U¨berblick u¨ber die Ergebnisse auf Tori mit Diagonalkanten.
Hypothese 9: Die Ringwahrscheinlichkeit ist konstant.
Die Abbildung 9.3 zeigt den beobachteten Verlauf der relativen Ringha¨ufigkeiten auf Tori der
Gro¨ße 10,15, . . . ,45,50 mit bzw. ohne Diagonalkanten. Betrachten wir zuna¨chst den Fall ohne
Diagonalkanten. Die Schwankungen liegen in einem Bereich von ca. 10 Prozent, wohingegen
die Dimension des Suchraums von 100 auf 2500 Knoten wa¨chst. Um die Hypothese nun testen
zu ko¨nnen, haben wir mit SPSS eine lineare Regression durchgefu¨hrt. Die ermittelte Funktion
lautet:
32,625242 − 0,001003 · n.
Sie sieht also wie eine konstante Funktion aus, allerdings ko¨nnen wir das von SPSS berechne-
te Signifikanzniveau nicht verwenden, da es von einer zugrunde liegenden Normalverteilung
der Messwerte ausgeht. Dementsprechend haben wir den in Abschnitt 9.1.1 erla¨uterten Test
verwendet und mit einer Signifikanz von 0,042 festgestellt, dass die Ringwahrscheinlichkeit
in das Intervall von 20% bis 40% fa¨llt.
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Dieses Intervall ist offensichtlich nicht gerade klein. Das hat mehrere Gru¨nde, vor allem sto¨rt
dabei die relativ geringe Anzahl an Testla¨ufen in ho¨herer Dimension. Daher haben wir den
Test noch einmal durchgefu¨hrt, diesmal jedoch nur mit den Dimensionen, in denen wir jeweils
1000 La¨ufe zur Verfu¨gung hatten.
Nun betra¨gt die Signifikanz 0,030 bei einem Intervall von 24% bis 27%. In diesem Bereich ist
also ein erheblich besseres Ergebnis zu erzielen.
Im Fall des Torus mit Diagonalkanten sieht die Situation etwas anders aus. Wie aus der
Abbildung 9.3 erkennbar, schwanken die Ringwahrscheinlichkeiten nun sogar um 20 Prozent.
Allerdings ist eine leicht steigende Tendenz erkennbar. Daher lautet die von SPSS berechnete
Funktion:
31,656534 + 0,003759 · n.
Wir gehen aber weiterhin von einer konstanten Wahrscheinlichkeit aus und testen darauf hin.
Diesmal ko¨nnen wir ein Intervall von 20% bis 50% mit einer Signifikanz von 0,045 bei Verwen-
dung aller Daten und von 23% bis 40% mit einer Signifikanz von 0,024 bei ausschließlicher
Verwendung der Daten mit mindestens 1000 Testla¨ufen berechnen.
Insgesamt kann man also sagen, dass sich unsere Hypothese im Fall ohne Diagonalkanten
auf Tori der Gro¨ße 10 × 10 bis 30 × 30 auf jeden Fall besta¨tigen ließ. Daru¨ber hinaus war
die Anzahl an Testla¨ufen zu gering. Auf Tori mit Diagonalkanten ließ sich die Hypothese im
Rahmen der Tests leider nicht zeigen.
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Abbildung 9.3: Verlauf der Ringwahrscheinlichkeiten und -breiten auf den untersuchten Tori.
Hypothese 10: Die Breite der Ringe ist linear.
Die Untersuchung dieser Hypothese verlief weitaus erfreulicher als die der Hypothese 9. Al-
leine schon anhand der Abbildung 9.3 wird die Hypothese wenigstens intuitiv gestu¨tzt. Eine
Regressionsanalyse mit SPSS ergab mit einer Signifikanz von p < 0,001 folgende Funktion:
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E(Ringbreite) =
{
0,407367 · √n− 0,107667 ohne Diagonalkanten
0,407400 · √n+ 0,171333 mit Diagonalkanten
Zusammenfassend wurde die Hypothese
”
Die Breite der Ringe ist linear in der Seitenla¨nge
des quadratischen Torus“ (in dem untersuchten Rahmen) voll besta¨tigt.
Hypothese 11: Kleinere Wahrscheinlichkeit fu¨r diagonale Ringe.
Unsere Experimente ergaben die in Tabelle 9.10 gezeigten relativen Ha¨ufigkeiten fu¨r stabile
Ringe.
Ringtyp 10x10 15x15 20x20 25x25 30x30 35x35 40x40 45x45 50x50
horizontal 48% 47% 46% 46% 46% 48% 48% 49% 42%
vertikal 50% 47% 46% 45% 48% 44% 46% 46% 42%
diagonal 2% 5% 8% 9% 7% 8% 6% 6% 16%
Tabelle 9.10: Relative Ha¨ufigkeiten der verschiedenen stabilen Ringe.
Wie nicht anders zu erwarten ergab der Wilcoxon-Rangsummentest, der auf Gleichheit der
zugrunde liegenden Erwartungswerte testet, dass die beobachteten relativen Ha¨ufigkeiten fu¨r
horizontale vs. diagonale, wie auch fu¨r vertikale vs. diagonale Ringe mit Signifikanz 0,001
nicht aus derselben Verteilung stammen. Dies ist trotz der geringen Stichprobenzahl eine
hohe Signifikanz. Aufgrund der geringen Stichprobenzahl ergab der Test bei horizontalen vs.
vertikalen Ringen nur eine Signifikanz von ca. 0,34. Horizontale und vertikale Ringe sind
jedoch aufgrund theoretischer U¨berlegungen vollkommen a¨quivalent.
Unsere Hypothese 11 hat sich im untersuchten Bereich voll besta¨tigt.
Hypothese 12: O(n3/2) Generationen reichen aus.
Die in Tabellen 9.8 und 9.9 genannten Experimentdaten u¨ber die Laufzeit bis zum Errei-
chen eines globalen bzw. stabilen lokalen Optimums wurden in Abbildung 9.4 noch einmal
dargestellt.
Dargestellt sind also die mittleren Laufzeiten bis zum Erreichen eine stabilen Rings, des
globalen Optimums bzw. das arithmetische Mittel u¨ber alle gemessenen Laufzeiten.
Die Hypothese lautete, dass diese Laufzeiten im Wesentlichen durch ein Polynom von Grad 3
bezu¨glich der Kantenla¨nge des Torus beschrieben werden. Um dies zu besta¨tigen, wandten
wir wiederum eine Regressionsanalyse an und erhielten als Ergebnis folgende Funktionen.
E(Generationen) ≈
{
32n3/2 − 801n+ 5734√n+ 2581 ohne Diagonalkanten
20n3/2 − 227n− 4995√n+ 64870 mit Diagonalkanten
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Abbildung 9.4: Laufzeiten bis zum Erreichen des globalen bzw. stabilen lokalen Optimums.
E(Gen. bis Optimum) ≈
{
30n3/2− 901n+ 10518√n− 42342 ohne Diagonalkanten
17n3/2− 634n+ 9907√n− 52135 mit Diagonalkanten
E(Gen. bis Ring) ≈
{
60n3/2 − 2283n+ 34279√n− 173380 ohne Diagonalkanten
53n3/2 − 2065n+ 31730√n− 163709 mit Diagonalkanten
Insgesamt liegen wir also im Bereich O(n3/2) (wobei wir damit bewusst keine Aussage fu¨r
Dimensionen n machen wollen, die nicht im untersuchten Bereich liegen). Damit hat sich
unsere Hypothese voll und ganz besta¨tigt.
Weiterhin erkennt man, dass die Anzahl an Generationen bis zum Erreichen eines stabilen
Rings durchschnittlich gro¨ßer ist als die Anzahl an Generationen, bis das Optimum erreicht
ist (natu¨rlich gilt diese Aussage nur, falls das Optimum u¨berhaupt in der betrachteten Zeit
erreicht wird, also zwischenzeitlich kein stabiler Ring erreicht wurde).
Hierfu¨r gibt es ein theoretisches Indiz. Nehmen wir an, eine Population (in unserem Fall ein
Individuum) befindet sich
”
kurz“ vor dem Optimum. In diesem Fall sind fast alle Knoten
gleich gefa¨rbt und es gibt nur wenige
”
Inseln“, die eine andere Farbe haben. Diese ko¨nnen
relativ leicht umgefa¨rbt werden, da meist ein einziger anders gefa¨rbter Knoten bereits eine
Fitnessverbesserung nach sich zieht. Solche speziellen 1-Bit-Flips haben eine Wahrscheinlich-
keit von Ω
(
1
n
)
, sind also nicht zu unwahrscheinlich. Somit sollten wir das Optimum aus dieser
Situation gut erreichen ko¨nnen.
Befinden wir uns hingegen
”
kurz“ vor dem Erreichen eines stabilen Rings, ist ha¨ufig bereits
eine Seite des Ringes stabil (es sind keine Flips mit weniger als
√
n Bits mehr mo¨glich),
wohingegen die andere Seite des Rings wie in Abbildung 9.5 aussieht. Dort sind noch 1-Bit-
Flips mo¨glich, die den Fitnesswert nicht mehr erho¨hen, aber denselben Fitnesswert erzielen.
Damit befinden wir uns also auf einem Plateau der Gro¨ße Ω(
√
n), auf dem wir einen Random
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Walk durchfu¨hren. Offensichtlich gibt es (unter der Annahme, dass wir nicht mehr als 4-Bit-
Mutationen ausfu¨hren) nur eine konstante Anzahl von Flips, die wieder Individuen auf dem
Plateau erzeugen. Dementsprechend ist es durchaus mo¨glich, dass die La¨ufe, die in einem
Ring enden, wesentlich la¨nger dauern, als die La¨ufe, die in einem globalen Optimum enden.
Abbildung 9.5: Mo¨gliche 1-Bit-Flips in einer Situation
”
kurz“ vor dem stabilen Ring.
Fazit zum Ising-Modell auf Tori
Wir haben also mit Experimenten hauptsa¨chlich die Wahrscheinlichkeit des Auftretens von
stabilen Ringen und deren Gro¨ße untersucht. Dabei wurden die aufgestellten Hypothesen
weitestgehend besta¨tigt. In dem von uns untersuchten Rahmen ist die Wahrscheinlichkeit des
Auftretens stabiler Ringe auf Tori ohne Diagonalkanten konstant und liegt zwischen 20 und
40 Prozent. Unsere Tests waren fu¨r diagonale Ringe nicht aussagekra¨ftig genug, um auch hier
diese Annahme zu besta¨tigen.
Einwandfrei wurde jedoch experimentell gezeigt, dass die Ringwahrscheinlichkeit linear in
der Kantenla¨nge des Torus wa¨chst, und zwar sowohl fu¨r Tori mit als auch fu¨r Tori ohne
Diagonalkanten.
Ebenso wurde nachgewiesen, dass die Wahrscheinlichkeit des Auftretens diagonaler Ringe
maßgeblich geringer ist als die des Auftretens horizontaler bzw. vertikaler Ringe. Es ergab
sich ein Verha¨ltnis von ca. 1 zu 6.
Die Worst-Case-Abscha¨tzung der zugrunde liegenden Diplomarbeit [10] fu¨r die erwartete Zeit
bis zum Finden eines stabilen Rings bzw. eines Optimums inspirierte uns zu einer Auswertung
unserer La¨ufe in dieser Richtung. Die Regression ergab, dass (in dem untersuchten Rahmen)
eine in der Seitenla¨nge des Torus kubische Funktion die erwartete Laufzeit am besten be-
schreibt.
9.1.3 Das Ising-Modell auf booleschen Hypercubes
Fu¨r alle Tests wurden fu¨r jeden Hypercube der Dimension 1 bis 22 jeweils 1000 La¨ufe des
(1+1) EA und 1000 La¨ufe der RLS durchgefu¨hrt. Ein Lauf wurde angehalten, sobald eine
Fa¨rbung erreicht wurde, in der keine Fitness verbessernde 1-Bit-Mutation mehr mo¨glich war.
Da sich alle Untersuchungen auf Hypercubes der Dimension 22 oder weniger beziehen, ko¨nnen
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Abbildung 9.6: Gemessene Erfolgsraten der Algorithmen.
keinerlei Aussagen u¨ber gro¨ßere Dimensionen getroffen werden. Es ko¨nnen jedoch Tendenzen
aufgezeigt werden, die Anlass und Anhaltspunkte fu¨r allgemeinere theoretische Analysen
geben ko¨nnen. Es besteht die Hoffnung, dass die gelieferten Anhaltspunkte nicht irrefu¨hrend
sind, da ein Hypercube der Dimension 22 bereits einer betra¨chtlichen Suchraumdimension
von 222 entspricht.
Hypothese 13: Die Wahrscheinlichkeit, ein globales Optimum zu erreichen, sinkt
mit wachsender Dimension.
Diese Hypothese ist ungu¨nstig formuliert. Durch die grundlegenden Unterschiede zwischen
den Hypercubes gerader Dimension und den Hypercubes ungerader Dimension scheint es
sinnvoller, diese getrennt zu betrachten. Dass dieses Vorgehen sinnvoll ist, wird sich durch
die Tests zu Hypothese 15 (
”
Die Wahrscheinlichkeit, ein globales Optimum zu erreichen, ist
fu¨r ungerade Dimensionen geringer als fu¨r gerade Dimensionen.“) besta¨rkt.
Die Kurvenverla¨ufe sind in Abbildung 9.6 dargestellt. Die Ergebnisse der Tests finden sich in
Tabelle 9.11.
Fu¨r jeden Algorithmus und jede Dimension entstand ein Datensatz mit jeweils 1000 Werten.
Geeignete Paare dieser Datensa¨tze wurden dann mit dem Mann-Whitney-Test auf signifikante
Unterschiede getestet. Dabei wurden (1+1) EA und RLS ga¨nzlich getrennt behandelt und
ein Datensatz zur Dimension i wurde mit dem Datensatz zur Dimension i+ 2 verglichen.
Wie man sieht, sind die Signifikanzwerte vor allem im mittleren Bereich der gemessenen
Dimensionen sehr klein. Gerade in den kleinen geraden Dimensionen steigt die Erfolgsrate
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Signifikanz
Dimension (1+1) EA RLS
1− 3 0,000 0,000
3− 5 0,266 0,000
5− 7 0,000 0,000
7− 9 0,000 0,000
9− 11 0,000 0,000
11− 13 0,002 0,001
13− 15 0,000 0,001
15− 17 0,002 0,916
17− 19 0,000 0,006
19− 21 0,041 0,483
2− 4 1,000 1,000
4− 6 1,000 1,000
6− 8 0,243 0,000
8− 10 0,000 0,000
10− 12 0,000 0,000
12− 14 0,002 0,003
14− 16 0,000 0,000
16− 18 0,000 0,069
18− 20 0,021 0,040
20− 22 0,000 0,081
Tabelle 9.11: Die Ergebnisse der Mann-Whitney-Tests. In der Zeile mit den Dimensionen
”
x − y“ wurde jeweils fu¨r den (1+1) EA und die RLS getestet, mit welcher Signifikanz die
Erfolgsrate fu¨r Dimension y kleiner ist als die fu¨r Dimension x. Die Signifikanzen sind auf
drei Stellen gerundet.
jedoch zuna¨chst stark an. Dies sind jedoch Graphen mit sehr wenigen Knoten, in denen es
vermutlich noch zu einigen Randerscheinungen kommt. Dass die Signifkanzwerte in gro¨ßeren
Dimensionen schließlich wieder ansteigen leuchtet ein, da die Wahrscheinlichkeit das Optimum
zu erreichen, hier vermutlich nur noch schwach fa¨llt.
Hypothese 14: Die Wahrscheinlichkeit, ein globales Optimum zu erreichen, ist
fu¨r die RLS geringer als fu¨r den (1+1) EA.
Zum Testen dieser Hypothese wurden die gleichen Datensa¨tze wie fu¨r die vorangegangene
Hypothese gebildet. Nun wurden aber immer Datensa¨tze getestet, die zur gleichen Dimension
aber zu verschiedenen Algorithmen geho¨ren. Die Ergebnisse finden sich in Tabelle 9.12.
Auch hier wird deutlich, dass die Signifikanz in sehr kleinen Dimensionen ausgesprochen
schlecht ist. Zwischen Dimension 5 und Dimension 22 hat sich diese Hypothese allerdings
besta¨tigt. Auch hier scheinen also in kleinen Dimension noch spezielle Effekte aufzutreten.
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Dimension Signifikanz
1 1,000
2 0,575
3 0,970
4 0,914
5 0,000
6 0,010
7 0,000
8 0,000
9 0,000
10 0,000
11 0,000
12 0,000
13 0,000
14 0,000
15 0,000
16 0,000
17 0,000
18 0,000
19 0,000
20 0,000
21 0,000
22 0,000
Tabelle 9.12: Die Ergebnisse der Mann-Whitney-Tests. In jeder Zeile ist angegeben, mit wel-
cher Signifikanz die RLS in der entsprechenden Dimension eine schlechtere Erfolgsrate als der
(1+1) EA hat. Die Signifikanzen sind auf drei Stellen gerundet.
Hypothese 15: Die Wahrscheinlichkeit, ein globales Optimum zu erreichen, ist
fu¨r ungerade Dimensionen i geringer als fu¨r die geraden Dimensionen i − 1 und
i+ 1.
Diese Hypothese la¨sst sich testen, indem man jede Dimension 2i+1 gegen Dimension 2i und
2i+2 testet. Liegt die Erfolgsrate fu¨r jede Dimension 2i+1 signifikant unter der fu¨r Dimension
2i und 2i+2, kann die Hypothese als besta¨tigt gelten. Genau dieser Test wurde sowohl fu¨r den
(1+1) EA auch als fu¨r die RLS durchgefu¨hrt. Die Ergebnisse sind in Tabelle 9.13 dargestellt.
Wir sehen, dass wir in geringen Dimensionen kein signifikantes Ergebnis bekommen. Das
ist nicht u¨berraschend, da auch die Tests der beiden anderen Hypothesen zur Erfolgsrate
ein abweichendes Verhalten in kleinen Dimensionen aufgezeigt haben. Fu¨r die Dimensionen
zwischen 7 und 22 kann die Hypothese zumindest fu¨r die RLS besta¨tigt werden. Fu¨r die
Dimensionen 15, 17 und 21 sind die Signifikanzwerte fu¨r den (1+1) EA allerdings zu schlecht
um eine Aussage zu treffen. Hier scheint die angewendete Methode zu versagen.
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Signifikanz
(1+1) EA RLS
Dimension i i− 1 i+ 1 i− 1 i+ 1
1 − 1,000 − 1,000
3 1,000 1,000 1,000 1,000
5 1,000 0,542 1,000 0,000
7 0,000 0,000 0,000 0,000
9 0,000 0,000 0,000 0,000
11 0,000 0,000 0,000 0,000
13 0,000 0,001 0,000 0,000
15 0,000 0,074 0,000 0,000
17 0,000 0,326 0,000 0,000
19 0,000 0,011 0,000 0,000
21 0,000 0,654 0,000 0,002
Tabelle 9.13: Die Ergebnisse der Mann-Whitney-Tests. Fu¨r jede ungerade Dimension i ist
abzulesen, mit welcher Signifikanz die Erfolgsrate fu¨r Dimension i kleiner ist als die fu¨r
Dimension i−1 bzw. i+1, und zwar jeweils fu¨r den (1+1) EA und die RLS. Die Signifikanzen
sind auf drei Stellen gerundet.
Hypothese 16: Die Approximationsgu¨te steigt mit wachsender Dimension.
Zum Testen dieser Hypothese wurde wieder jede Dimension i − 2 mit der Dimension i mit
Hilfe des Mann-Whitney-Tests verglichen. Die Kurven zur Approximationsgu¨te sind in Ab-
bildung 9.7 aufgefu¨hrt. Die Signifikanzwerte finden sich in Tabelle 9.14.
Die sich hier ergebenden Signifikanzwerte sind erstaunlich gut, allerdings gibt es wieder einige
sto¨rende Eintra¨ge in hohen Dimensionen. Fu¨r den (1+1) EA ist das der U¨bergang zwischen
Dimensionen 17 und 19 und zwischen 20 und 22, fu¨r die RLS lediglich der U¨bergang zwischen
Dimensionen 18 und 20. Obwohl eine Betrachtung der Kurve nahe legt, dass die Hypothese
richtig ist, ko¨nnen wir sie mit unserem Test nicht deutlich besta¨tigen. Die Gru¨nde dafu¨r
du¨rften a¨hnlich den in Hypothese 13 aufgefu¨hrten Gru¨nden sein. In hohen Dimensionen steigt
die Approximationsgu¨te nur noch sehr schwach an, so dass vermutlich ein Vielfaches der La¨ufe
durchgefu¨hrt werden mu¨sste um signifikante Aussagen zu erhalten.
Hypothese 17: Die Approximationsgu¨te ist fu¨r die RLS geringer als fu¨r den
(1+1) EA.
Die Tests zu dieser Hypothese wurden analog zu den Tests zu Hypothese 14 durchgefu¨hrt.
Die Signifikanzwerte sind in Tabelle 9.15 enthalten.
Die Hypothese kann fu¨r die Dimensionen 11 bis 22 besta¨tigt werden. Interessant ist allerdings
noch, dass die Signifkanzwerte fu¨r ungerade Dimensionen hier deutlich besser zu sein scheinen
als die fu¨r gerade Dimensionen.
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Signifikanz
Dimension (1+1) EA RLS
3− 5 0,000 0,000
5− 7 0,000 0,000
7− 9 0,000 0,000
9− 11 0,000 0,000
11− 13 0,000 0,000
13− 15 0,000 0,000
15− 17 0,000 0,000
17− 19 0,094 0,000
19− 21 0,000 0,002
2− 4 0,000 0,000
4− 6 0,000 0,000
6− 8 0,000 0,000
8− 10 0,000 0,000
10− 12 0,000 0,000
12− 14 0,001 0,001
14− 16 0,006 0,001
16− 18 0,002 0,008
18− 20 0,004 0,058
20− 22 0,533 0,015
Tabelle 9.14: Die Ergebnisse der Mann-Whitney-Tests. In der Zeile mit den Dimensionen
”
x − y“ wurde jeweils fu¨r den (1+1) EA und die RLS getestet, mit welcher Signifikanz die
Approximationsgu¨te fu¨r Dimension x kleiner ist als die fu¨r Dimension y. Die Signifikanzen
sind auf drei Stellen gerundet. Es sind nur La¨ufe beru¨cksichtigt, die kein Optimum gefunden
haben.
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Dimension Signifikanz
1 1,000
2 1,000
3 1,000
4 0,643
5 0,399
6 0,998
7 0,144
8 0,688
9 0,000
10 0,318
11 0,000
12 0,015
13 0,000
14 0,004
15 0,000
16 0,006
17 0,000
18 0,000
19 0,000
20 0,000
21 0,000
22 0,001
Tabelle 9.15: Die Ergebnisse der Mann-Whitney-Tests. In jeder Zeile ist angegeben, mit wel-
cher Signifikanz die RLS in der entsprechenden Dimension eine schlechtere Approximations-
rate als der (1+1) EA hat. Die Signifikanzen sind auf drei Stellen gerundet. Es sind nur La¨ufe
beru¨cksichtigt, die kein Optimum gefunden haben.
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Abbildung 9.7: Durchschnittliches Verha¨ltnis der Fitness suboptimaler stabiler Zusta¨nde zur
optimalen Fitness.
Hypothese 18: Die Approximationsgu¨te ist fu¨r ungerade Dimensionen i geringer
als fu¨r die geraden Dimensionen i− 1 und i+ 1.
Hier ko¨nnen wir mit einigem Erfolg die gleiche Methode wie fu¨r Hypothese 15 anwenden.
Sehen wir uns die Signifkanzwerte in Tabelle 9.16 an, stellen wir zuna¨chst fest, das wir die
Hypothese bis Dimension 7 (im Falle des (1+1) EA sogar bis Dimension 9) nicht nachwei-
sen ko¨nnen. Fu¨r die restlichen untersuchten Dimensionen ko¨nnen wir die Hypothese jedoch
besta¨tigen. Ein Blick auf die Kurve in Abbildung 9.7 verra¨t uns, dass die Hypothese bis
Dimension 7 nicht nachweisbar ist, weil sie fu¨r diese Dimensionen wahrscheinlich falsch ist.
So zeigt sich also auch wieder, dass in kleinen Dimensionen besondere Situationen auftreten
ko¨nnen.
Hypothese 19: Zum Erreichen eines stabilen Zustands beno¨tigt die RLS weniger
Generationen als der (1+1) EA.
Diese Hypothese kann wie erwartet besta¨tigt werden. Der Mann-Whitney-Test liefert fu¨r jede
betrachte Dimension eine Signifikanz von 0,000 (auf drei Stellen gerundet).
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Signifikanz
(1+1) EA RLS
Dimension i i− 1 i+ 1 i− 1 i+ 1
1 − 1,000 − 1,000
3 1,000 0,000 1,000 0,000
5 1,000 0,016 1,000 0,000
7 1,000 0,000 1,000 0,000
9 0,176 0,000 0,000 0,000
11 0,001 0,000 0,000 0,000
13 0,000 0,000 0,000 0,000
15 0,000 0,000 0,000 0,000
17 0,008 0,000 0,000 0,000
19 0,000 0,000 0,000 0,000
21 0,001 0,000 0,000 0,000
Tabelle 9.16: Die Ergebnisse der Mann-Whitney-Tests. Fu¨r jede ungerade Dimension i ist
abzulesen, mit welcher Signifikanz die Approximationsgu¨te fu¨r Dimension i kleiner ist als
die fu¨r Dimension i − 1 bzw. i + 1, und zwar jeweils fu¨r den (1+1) EA und die RLS. Die
Signifikanzen sind auf drei Stellen gerundet.
Abbildung 9.8: Anzahl der Generationen pro Knoten bis zum Erreichen eines stabilen Zu-
stands.
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9.2 Minimale Spannba¨ume
9.2.1 Experimente auf einem asymptotischen Worst-Case-Beispiel
Bei der Untersuchung von Ingo’s Graph mit verschiedenen Verha¨ltnissen zwischen Dreiecken
und Clique ist uns aufgefallen, dass Ingo’s Graph immer leichter zu optimieren war als zufa¨lli-
ge Graphen gleicher Dimension. Wir wollten nun testen, ob dies auch fu¨r Graphen mit mehr
oder weniger als 29 Knoten gilt.
Damit sich auch die Ergebnisse fu¨r verschiedene Dimensionen untereinander vergleichen
lassen, haben wir die Verteilung von Knoten auf Dreiecke und Clique fest gehalten. Dies
ermo¨glichte uns das Wachstum der Laufzeit mit steigender Knotenzahl ohne Seiteneffekte zu
analysieren.
Bei einer gleichma¨ßigen Verteilung existiert eine entsprechende Instanz von Ingo’s Graph alle
vier Knoten, bei jeder anderen Verteilung sind passende Instanzen seltener, daher haben wir
die gleichma¨ßige Verteilung gewa¨hlt.
Unsere Hypothese ist: Die erwartete Laufzeit des (1+1) EA bis zur Berechnung eines minima-
len Spannbaums ist auf Ingo’s Graph (mit gleichma¨ßiger Verteilung der Knoten auf Dreiecke
und Clique) kleiner als auf zufa¨lligen zusammenha¨ngenden Graphen mit gleicher Knoten-
und Kantenzahl und gleichem Maximalgewicht.
Wir haben nun versucht, diese Hypothese fu¨r mo¨glichst viele Dimensionen statistisch zu
besta¨tigen. Dazu wurden die 10 Instanzen von Ingo’s Graph mit 5 bis 41 Knoten getestet.
Fu¨r Ingo’s Graph und die zufa¨lligen Graphen wurden pro Dimension jeweils 1000 La¨ufe
gestartet, wobei der zufa¨llige Graph fu¨r jeden Lauf neu gewa¨hlt wurde. Außerdem wurde,
wie bei allen folgenden Experimenten, die natu¨rliche Fitnessfunktion w′ benutzt.
Knoten Kanten Ingo’s Graph Zufa¨llige Graphen
5 6 43,98 70,80
9 16 456,04 1062,92
13 30 1901,28 4659,35
17 48 5444,47 14139,30
21 70 12113,63 31927,86
25 96 24191,28 65674,34
29 126 43132,79 119995,47
33 160 73378,60 197078,25
37 198 116879,16 318341,41
41 240 176590,61 478054,23
Tabelle 9.17: Vergleich der Laufzeiten des (1+1) EA auf Ingo’s Graph und zufa¨lligen Graphen
bei steigender Dimension.
Es wurden jeweils die Mittelwerte der 1000 La¨ufe berechnet (Tabelle 9.17) und miteinander
mit dem 2-Stichproben-Gaußtest verglichen. Fu¨r alle 10 Experimente wird die Hypothese auf
einem Signifikanzniveau von 0,001 besta¨tigt.
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Fu¨r ho¨here Dimensionen waren die Experimente leider zu langwierig. Mit entsprechendem
Aufwand wa¨re es natu¨rlich mo¨glich, noch ein Stu¨ck weiter zu rechnen. Insbesondere die fu¨r
jede Generation vollsta¨ndig neu erfolgende Fitnessauswertung ließe sich durch einen speziali-
sierten Algorithmus stark beschleunigen. Da aber die Laufzeit des EA mit Θ(n4 log n) steigt,
sind die Grenzen des Erreichbaren recht eng gesteckt.
Um aus den vorhandenen Daten einige Anhaltspunkte zu gewinnen, haben wir eine Regres-
sionsanalyse mit einigen typischen Laufzeitfunktionen ohne Terme niedrigerer Ordnungen
auf den Daten durchgefu¨hrt. Wir betrachten die Hypothese dabei als besta¨tigt, wenn unter
allen getesteten Funktionen m2 log n die Daten fu¨r zufa¨llige Graphen mit dem geringsten
quadratischen Fehler approximiert.
Die verwendeten Funktionen waren m, m logm, m2, m2 log(logm), m2 log n, und m3, jeweils
mit einem konstanten Vorfaktor als einzigem freien Parameter fu¨r die Regression. Die obere
Schranke m2 log n la¨sst sich als m2 log(
√
8m+ 16 − 3) = Θ(m2 logm) beschreiben, daher
haben wir auf zusa¨tzliche Funktionen zur Unterscheidung zwischen log n und logm verzichtet.
Die letzte Funktion wa¨chst in jedem Fall zu schnell und diente nur als Vergleich.
Die Analyse wurde mit dem Marquardt-Levenberg Algorithmus (Gnuplot) durchgefu¨hrt, der
Initialwert fu¨r a wurde in allen Fa¨llen auf 1 gesetzt.
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Abbildung 9.9: Regressionsanalyse auf zufa¨lligen Graphen fu¨r MST.
Die Funktion m2 log n erreichte wie erwartet die geringste quadratische Abweichung, wobei
allerdings der Unterschied zu m2 log(logm) sehr gering war. Am Plot der Funktion in Abbil-
dung 9.9 erkennt man leicht, dass die Funktion die Daten tatsa¨chlich gut beschreibt.
Zuletzt wollten wir uns als weiteren Anhaltspunkt fu¨r unsere Hypothese einen Vergleich
zwischen beiden Datenreihen unternehmen. Wenn die Hypothese korrekt ist, muss der Quoti-
ent der tatsa¨chlichen Laufzeitfunktionen durch zwei Konstanten beschra¨nkt sein. Vermutlich
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wird der Quotient sogar gegen eine Konstante konvergieren, da die Probleme keine erkennbare
Struktur aufweisen, die sich periodisch mit steigender Dimension a¨ndert.
Diese Aussage la¨sst sich schlecht durch systematische Analysen pru¨fen, daher beschra¨nken
wir uns auf ein Diagramm (Abbildung 9.10). Sollten zufa¨llige Graphen asymptotisch leichter
zu optimieren sein als Ingo’s Graph, mu¨sste der Quotient mit der Dimension steigen. Im
betrachteten Bereich verha¨lt sich der Quotient jedoch offensichtlich nicht so.
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Abbildung 9.10: Quotient der Laufzeiten des (1+1) EA auf Ingo’s Graph und zufa¨lligen
Graphen.
9.2.2 Experimente zu Kantengewichten
Da die Binary-Value-Gewichte aus den ersten Experimenten nicht ohne weiteres zu untersu-
chen waren (siehe Abschnitt 8.2.2), stellten wir eine andere, aber doch a¨hnliche Vermutung
auf: Mit der Anzahl der mo¨glichen Kantengewichte erho¨ht sich die Schwierigkeit fu¨r den
(1+1) EA, einen minimalen Spannbaum zu finden. Die Wahrscheinlichkeit, dass es sehr viele
minimale Spannba¨ume mit gleicher Fitness gibt, ist bei einer kleinen Auswahl von Kanten-
gewichten deutlich ho¨her als bei sehr großen. Da lediglich ein einziger minimaler Spannbaum
vom (1+1) EA gefunden werden muss, sollte das Problem einfacher sein, wenn viele Lo¨sun-
gen mo¨glich sind. Insofern haben wir unser eigentliches Vorgehen, den Unterschied zwischen
exponentiellen und polynomiellen Gewichten nachweisen zu wollen, dahingehend gea¨ndert,
nun die Schwierigkeit vieler verschiedener Kantengewichte gegenu¨ber wenigen zu besta¨tigen.
Untersucht wurden Graphen mit Knotenzahlen von 5 bis 40. Die Gro¨ße der untersuchten
Graphen wurde durch die vorhandene Rechenzeitkapazita¨t beschra¨nkt. Die repra¨sentativste
Auswahl von zufa¨lligen Graphen scheint uns unter den gegebenen Bedingungen die Folgende
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zu sein: Bei gegebener Knotenmenge wird fu¨r jede potentielle Kante mit Wahrscheinlichkeit
1/2 ausgewu¨rfelt, ob die Kante vorhanden ist oder nicht. Fu¨r jede gewa¨hlte Kante wird
uniform zufa¨llig aus der Menge der mo¨glichen Kantengewichte eines ausgewa¨hlt. Fu¨r die
Beschra¨nkung der mo¨glichen Kantengewichte haben wir folgende Mengen gewa¨hlt:
1. {1}
2. {1, 2}
3. {1, . . . , log E(m)}
4. {1, . . . , √E(m)}
5. {1, . . . , E(m)}
6. {1, . . . , (E(m))2}
Dabei ist E(m) die erwartete Anzahl von Kanten im Graphen. Also ist unter den gegeben
Umsta¨nden
E(m) =
1
2
·
(
Knotenzahl
2
)
.
Im ersten Fall ist jeder Spannbaum optimal, im zweiten Fall gibt es zumindest noch sehr viele
optimale Spannba¨ume. Wenn die Kantengewichte aus dem Bereich 1 bis (E(m))2 stammen,
ist die Wahrscheinlichkeit, dass es keine zwei Kanten mit dem selben Gewicht gibt, bereits
gro¨ßer als 1/e und wir sehen keine Veranlassung zu vermuten, dass noch gro¨ßere Mengen von
potenziellen Kantengewichten eine weitere großartige Verschlechterung der Performance nach
sich ziehen. Wenn alle Kantengewichte unterschiedlich sind, so ist der minimale Spannbaum
eindeutig.
Die restlichen Intervallgrenzen der Kantenmengen scheinen uns repra¨sentativ zu sein, ha¨tten
aber auch anders gewa¨hlt werden ko¨nnen.
Fu¨r jede Knotenzahl mit jeder Kantengewichtsmenge haben wir jeweils 1000 La¨ufe auf jeweils
neu ausgewu¨rfelten Graphen analysiert. Gemessen wurde die Anzahl der Fitnessauswertun-
gen, bis das Optimum erreicht wurde. Untersucht wurde dabei der (1+1) EA mit der natu¨rli-
chen Fitnessfunktion w′, die im Gegensatz zur Fitnessfunktion w keine weiteren Hinweise
gibt, einen gu¨ltigen Spannbaum zu erreichen (siehe Abschnitt 7.1).
Auswertung
Fu¨r die statistische Auswertung wurden zusa¨tzlich zur Berechung der Mittelwerte der je-
weils 1000 La¨ufe unsere Hypothese
”
Je gro¨ßer die Auswahl an Kantengewichten, desto la¨nger
beno¨tigt der (1+1) EA zur Optimierung“ getestet. Dazu wurde die obige Hypothese aufge-
spalten und fu¨r eine feste Knotenzahl und jede mo¨gliche Kombination der Kantengewichte i
mit j (1 ≤ i < j ≤ 6) folgende Hypothese u¨berpru¨ft:
Hypothese 27. Die Verteilung der Laufzeiten bei Graphen mit n Knoten sind fu¨r die beiden
Kantengewichte i und j verschieden.
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Abbildung 9.11: Die Mittelwerte der Laufzeiten des (1+1) EA u¨ber die Graphgro¨ße aufgetra-
gen.
Diese Hypothese wurde mit dem nichtparametrischen Mann-Whitney-Test durchgefu¨hrt. Die-
ser Test ist ein so genannter Rangsummentest, der die jeweils 1000 Messwerte von zwei ver-
schiedenen Stichproben vergleicht und ihnen Ra¨nge zuordnet. Abha¨ngig von den Ra¨ngen
entscheidet der Test, mit welcher Wahrscheinlichkeit die beiden Stichproben derselben Ver-
teilung unterliegen. Das Ergebnis unserer Tests sieht folgendermaßen aus: Fast alle Tests
waren statistisch hoch signifikant, mit Ausnahme der Vergleiche zwischen den Kantenge-
wichten E(m) (Stichprobe 5) und (E(m))2 (Stichprobe 6). Die statistische Signifikanz dieses
Tests zeigt Tabelle 9.18 in Abha¨ngigkeit der Knotenzahl. Bei kleinen Knotengro¨ßen liegen
außerdem log E(m) und
√
E(m) zu nahe zusammen, als dass die Ergebnisse statistisch sehr
signifikant sein ko¨nnten (siehe Tabelle 9.19). Bei weniger als 12 Knoten waren diese Werte
gerundet meistens sogar gleich.
Die Verteilungen sind nicht nur nach den statistischen Auswertungen verschieden, sondern
die Mittelwerte waren bei den Experimenten auf einer Graphgro¨ße, die aus einer gro¨ßeren
Menge von Kantengewichten wa¨hlen durften, tatsa¨chlich auch immer gro¨ßer. In dieser Hin-
sicht konnten die Hypothesen bis auf den Vergleich von Experiment 5 mit Experiment 6 ab
einer Knotenzahl von 12 voll besta¨tigt werden.
Die Abbildungen 9.11 und 9.12 zeigen zudem die Entwicklung der Mittelwerte der Laufzeiten
u¨ber die Graphgro¨ße.
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Knotenzahl Stat. Signifikanz
40 0,214 -
39 0,538 -
38 0,110 -
37 0,393 -
36 0,517 -
35 0,068 -
34 0,081 -
33 0,027 *
32 0,959 -
31 0,010 **
30 0,003 **
29 0,151 -
28 0,002 **
27 0,007 **
26 0,053 -
25 0,757 -
24 0,016 *
23 0,435 -
22 0,181 -
21 0,459 -
20 0,183 -
19 0,197 -
18 0,010 **
17 0,439 -
16 0,065 -
15 0,001 ***
14 0,021 *
13 0,046 *
12 0,010 **
11 0,029 *
10 0,000 ***
9 0,005 **
8 0,001 ***
7 0,394 -
6 0,010 **
5 0,000 ***
Tabelle 9.18: Die statistische Signifikanz der Vergleichstests zwischen Kantengewichten aus
der Menge {1, . . . , E(m)} und der Menge {1, . . . , (E(m))2} in Abha¨ngigkeit der Knotenzahl.
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Knotenzahl Stat. Signifikanz
15 0,003 **
13 0,019 *
12 0,003 **
10 0,454 -
Tabelle 9.19: Die statistische Signifikanz der Vergleichstests zwischen Kantengewichten aus
der Menge {1, . . . , log E(m)} und der Menge {1, . . . , √E(m)} in Abha¨ngigkeit der Knoten-
zahl.
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Abbildung 9.12: Die Mittelwerte der Laufzeiten des (1+1) EA u¨ber die Graphgro¨ße aufgetra-
gen. Hier nur die Kantengewichte aus den Mengen {1} und {1, 2}.
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Regression
Zusa¨tzlich haben wir auch eine Regression u¨ber die Kurvenverla¨ufe der Mittelwerte durch-
gefu¨hrt. Dabei haben wir uns aber nach ersten Testregressionen mit komplizierten Funktio-
nenklassen mit mehreren Variablen entschlossen, als Funktionenklassen nur die folgenden zu
betrachten:
1. f(x) = a · x
2. g(x) = b · x2
3. h(x) = c · x3
4. i(x) = d · x4
5. j(x) = e · x4 · log(x)
Die Ergebnisse der Regression stehen in Tabelle 9.20.
Fazit zu Kantengewichten in minimalen Spannba¨umen
Je kleiner die Menge ist, aus der die Kantengewichte gewa¨hlt werden ko¨nnen, desto besser
ist die Performance des (1+1) EA.
9.2.3 Experimente zum Vergleich der Algorithmen (1+1) EA und RLS
Nach den Vorexperimenten haben wir folgende Hypothesen aufgestellt:
Hypothese 28. Die RLS mit 2-Bit-Flip-Wahrscheinlichkeit 1/2 ist etwa um den Faktor e
schneller als der (1+1) EA.
Hypothese 29. Bei hoher 2-Bit-Flip-Wahrscheinlichkeit ist die RLS fast um den Faktor 2e
schneller als der (1+1) EA.
Als repra¨sentative Graphen haben wir bei gegebener Knotenzahl einen Graphen gewa¨hlt, bei
dem fu¨r jede mo¨gliche Kante mit Wahrscheinlichkeit 1/2 entschieden wird, ob die Kante zum
Graphen geho¨rt oder nicht. Jeder Kante wird ein Gewicht zugeteilt, uniform zufa¨llig aus dem
Intervall [1,Knotenzahl] gewa¨hlt. Untersucht wurden Graphen mit Knotenzahlen 5 bis 36.
Folgende Algorithmen wurden untersucht, wobei n die Knotenzahl und m die Kantenzahl
bezeichnet:
• (1+1) EA
• (1+10) EA
• (1+100) EA
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{1} {1, 2} {1, . . . , logm}
SQ(f)f 2,8157e+06 1,35472e+09 3,8757 e+11
a 28,3341 734,464 7531,7
SQ(g) 359144,0 7,77761e+07 1,21367e+11
b 0,963188 24,6214 264,087
SQ(h) 30731,0 1,22115e+08 2,23412e+10
c 0,0283752 0,718305 7,96493
SQ(i) 543763,0 6,29436e+08 4,67561e+09
d 0,000784743 0,0197267 0,224297
SQ(j) 764539,0 8,10862e+08 8,167 e+09
e 0,000217294 0,00545313 0,0623859
{1, . . . ,m} {1, . . . ,√m} {1, . . . ,m2}
SQ(f) 2,03312e+12 9,11672e+11 2,08784e+12
a 15385,4 10909,2 15749,9
SQ(g) 7,55266e+11 3,421 e+11 7,6161e+11
b 546,768 380,92 559,193
SQ(h) 1,97336e+11 8,53513e+10 1,90163e+11
c 16,6487 11,5684 17,0131
SQ(i) 1,36028e+10 4,03883e+09 9,11519e+09
d 0,472319 0,327828 0,482312
SQ(j) 2,7527 e+09 4,90025e+08 6,05109e+08
e 0,13161 0,0913257 0,134369
Tabelle 9.20: Die Summe der quadratischen Abweichungen (SQ) und die Koeffizienten der
Regression zu den Experimenten bei unterschiedlichen Kantengewichten.
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• (1+n2) EA
• (1+n3) EA
• (1+ n2log(n) ) EA
• RLS mit 2-Bit-Flip-Wahrscheinlichkeit 50%
• RLS mit 2-Bit-Flip-Wahrscheinlichkeit 90%
• RLS mit 2-Bit-Flip-Wahrscheinlichkeit 99%
• RLS mit 2-Bit-Flip-Wahrscheinlichkeit 1− 1/m · log(n)
Hypothese 30. Die genannten Algorithmen unterscheiden sich bei fester Graphgro¨ße paar-
weise voneinander bezu¨glich der Anzahl der Fitnessauswertungen, bis ein Optimum gefunden
wird.
Jeweils 1000 La¨ufe wurden auf jeweils neu ausgewu¨rfelten Graphen untersucht. Gemessen
wurde die Anzahl der Fitnessauswertungen bis ein Optimum erreicht wurde.
Der letzte Algorithmus schien uns interessant, da wir von einer erwarteten Optimierungszeit
von O(m2 log n) ausgehen (siehe auch Abschnitt 7.1). In dieser Zeit kann es einen no¨tigen
1-Bit-Flip geben, der an genau einer von m verschiedenen Stellen auftreten muss. Damit
wir diesen einen 1-Bit-Flip in unserer erwarteten Optimierungszeit auch mit hoher Wahr-
scheinlichkeit durchfu¨hren, mu¨ssen wir mit Wahrscheinlichkeit 1/(m · log(n)) einen 1-Bit-Flip
durchfu¨hren.
Auswertung
Wie man an den Mittelwerten der Laufzeiten der einzelnen Algorithmen (Abbildungen 9.13
und 9.14) zum Teil deutlich sehen kann, gibt es Unterschiede in der Performanz der Algo-
rithmen, gemessen in der Anzahl der Fitnessauswertungen. Wir haben statistische Tests auf
jeder untersuchten Graphgro¨ße durchgefu¨hrt und dabei jeden der zehn Algorithmen gegen
die anderen getestet. Verwendet wurde der Mann-Whitney-Test, der lediglich die Ra¨nge der
Stichproben betrachtet. Es ergaben sich folgende Ergebnisse: Der (1+1) EA ist schneller als
der (1+λ) EA. Allerdings waren fu¨r λ = 10 die Unterschiede kaum messbar und auch nicht
signifikant. Bis zu einer Knotenzahl von 20 Knoten ist der (1+1) EA bei allen Knotenzahlen
signifikant schneller als der (1+100) EA, meistens sogar sehr signifikant schneller (p ≤ 0,001).
Danach sind die Stichproben mit einer Gro¨ße von 1000 offensichtlich nicht mehr groß genug,
um die Unterschiede als statistisch signifikant einstufen zu ko¨nnen. Der (1+1) EA ist auch
auf fast allen untersuchten Graphgro¨ßen schneller als der (1+ n
2
log(n) ) EA, allerdings sind die
Unterschiede nicht signifikant. In Abbildung 9.14 liegen die Kurven der (1+λ) EAs sehr nahe
beisammen fu¨r 1 ≤ λ ≤ n2, und vermutliche Unterschiede sind bei der gewa¨hlten Experi-
mentgro¨ße ebenfalls nicht signifikant.
Der (1+n2) EA unterscheidet sich von allen anderen Algorithmen sehr signifikant, außer
vom (1+100) EA, bei dem der Test bei manchen Knotenzahlen keine statistische Signifikanz
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Abbildung 9.13: Die Mittelwerte der Laufzeiten der untersuchten Algorithmen u¨ber die
Graphgro¨ße aufgetragen.
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Abbildung 9.14: Die Mittelwerte der Laufzeiten der untersuchten Algorithmen (mit Ausnahme
des (1+n3) EA) u¨ber die Graphgro¨ße aufgetragen.
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Knotenzahl Signifikanz Signifikanz
5 0,845
6 0,001 ***
8 0,003 **
13 0,045 * 0,799
14 0,039 * 0,394
15 0,011 * 0,144
16 0,061 0,016 *
17 0,337 0,001 ***
18 0,004 **
19 0,187
20 0,212
21 0,031 *
Tabelle 9.21: Links der Vergleich der RLS mit 90% 2-Bit-Flip-Wahrscheinlichkeit mit der
RLS mit (1− 1m·log(n)) 2-Bit-Flip-Wahrscheinlichkeit. Bei ho¨heren Graphgro¨ßen sind die Un-
terschiede nicht mehr signifikant. Rechts der Vergleich der RLS mit 90% 2-Bit-Flip-Wahr-
scheinlichkeit mit der RLS mit 99% 2-Bit-Flip-Wahrscheinlichkeit. Alle nicht aufgefu¨hrten
Signifikanzen waren kleiner als 0,001.
feststellen konnte. Eine Ausnahme bei 28 Knoten gegenu¨ber dem (1+ n
2
log(n) ) EA werten wir
als zufa¨llige Schwankung.
Der (1+n3) EA und die RLS mit 50% 2-Bit-Flip-Wahrscheinlichkeit unterscheiden sich bei al-
len untersuchten Graphen signifikant von allen anderen Algorithmen, bei kleinen Graphgro¨ßen
(Knotenzahl ≤ 10) sogar sehr signifikant. Auch die RLS mit 90% und mit 99% 2-Bit-Flip-
Wahrscheinlichkeit unterschieden sich fast immer sehr signifikant von den anderen Algorith-
men. Die Ausnahmen sind in der Tabelle 9.21 zu sehen. Wir vermuten, dass die Ergebnisse
fu¨r gro¨ßere Stichproben oder gro¨ßere Graphen noch deutlicher sind. Allerdings ließen sich die-
se Experimente bei den bestehenden Rechnerkapazita¨ten nicht in einem gro¨ßeren Maßstab
durchfu¨hren.
Wir vermuten, dass die RLS mit (1 − 1m·log(n) ) 2-Bit-Flip-Wahrscheinlichkeit schlechter ab-
geschnitten hat als zuvor vermutet, weil bei den betrachteten Graphgro¨ßen 1 − 1m·log(n) zu
groß ist. Die 1-Bit-Flip-Wahrscheinlichkeit ist in diesem Falle zu klein und wir mu¨ssen in der
Anfangsphase des Optimierungsprozesses zu lange auf den eventuell no¨tigen Flip warten.
Die Mehrbitflips des (1+1) EA bieten beim Problem der minimalen Spannbaumberechnung
anscheinend keinen Vorteil. Das Problem MST la¨sst sich lokal optimieren und die RLS, die
”
lokaler“ als der (1+1) EA operiert, ist im Vorteil, da sie Schritte mit Mehrbitflips, die an-
scheinend selten akzeptiert werden, vermeidet. Auch wenn die Unterschiede bei dem
”
kleinen“
Experimentaufbau (mit immerhin mehreren 100000 Experimenten) nicht immer statistisch
signifikant sind, so scheinen große Populationen doch ein Nachteil zu sein in Bezug auf die
Anzahl der Fitnessauswertungen bis zur Optimierung.
Eine Regressionsanalyse fu¨hrte mit der Funktion f(n) = a ·n4 zu den besten Ergebnissen. In
der Tabelle 9.22 sind die Parameter fu¨r die einzelnen Algorithmen aufgefu¨hrt.
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Algorithmus Koeffizient Summe der Fehlerquadrate
(1+1) EA 0,38814 2,66793e+09
(1+10) EA 0,397386 3,5335e+09
(1+100) EA 0,403801 3,32219e+09
(1+ n
2
log(n) ) EA 0,406219 2,95285e+09
(1+n2) EA 0,444049 3,19669e+09
(1+n3) EA 1,76059 2,19876e+11
RLS 50% 146531 3,80647e+08
RLS 90% 0,0792883 9,97879e+07
RLS 99% 0,0700224 6,90116e+07
RLS (1- 1m·log(n) ) 0,0843154 9,55293e+07
Tabelle 9.22: Das Ergebnis der Regressionsanalyse. Die Werte bei der RLS stehen fu¨r die
jeweilige 2-Bit-Flip-Wahrscheinlichkeit.
Untersuchung des Faktors zwischen RLS und (1+1) EA
Die Untersuchung des Faktors, um den sich der (1+1) EA und die RLS in der Laufzeit
unterscheiden, ergab folgendes Ergebnis: Alle Quotienten der (1+1) EA-Laufzeiten und der
RLS-Laufzeiten zeigt Abbildung 9.15. Statistisch untersucht wurden aber nur die beiden RLS
mit 50% bzw. 99% 2-Bit-Flip-Wahrscheinlichkeit (Abbildungen 9.16 und 9.17).
Der Faktor, um den die RLS mit 50% 2-Bit-Flip-Wahrscheinlichkeit schneller ist als der
(1+1) EA, liegt zwischen 2,4 und 2,8. Diese Aussage ist ab einer Graphgro¨ße von 15 Knoten
statistisch signifikant. Eine Ausnahme hinsichtlich der Signifikanz bildet der Faktor bei einer
Graphgro¨ße von 30 Knoten.
Der Faktor, um den die RLS mit 99% 2-Bit-Flip-Wahrscheinlichkeit schneller ist als der
(1+1) EA, liegt zwischen 5,2 und 5,9. Diese Aussage ist erst ab einer Graphgro¨ße von 22
Knoten statistisch signifikant. Eine Ausnahme hinsichtlich der Signifikanz bildet hier der
Faktor bei einer Graphgro¨ße von 36 Knoten.
Fazit zum Vergleich der Algorithmen auf minimalen Spannba¨umen
Die untersuchten Algorithmen unterscheiden sich zum Teil erheblich. Zur Berechnung mini-
maler Spannba¨ume sind Algorithmen im Vorteil, die lokal operieren, wie die RLS. Je wahr-
scheinlicher 2-Bit-Flips sind, desto besser ist die Performanz. Große Populationen bieten
keinen Vorteil. Der Geschwindigkeitsvorteil der RLS mit 50% 2-Bit-Flip-Wahrscheinlichkeit
gegenu¨ber dem (1+1) EA liegt etwa bei dem Faktor e. Bei der RLS mit 99% 2-Bit-Flip-
Wahrscheinlichkeit ist der Faktor fast 2e.
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Abbildung 9.15: Die Quotienten aus den Mittelwerten der Laufzeiten des (1+1) EA und der
verschiedenen RLS.
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Abbildung 9.16: Die Quotienten aus den Mittelwerten der Laufzeiten des (1+1) EA und der
RLS mit 50% 2-Bit-Flip-Wahrscheinlichkeit.
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Abbildung 9.17: Die Quotienten aus den Mittelwerten der Laufzeiten des (1+1) EA und der
RLS mit 99% 2-Bit-Flip-Wahrscheinlichkeit.
9.2.4 Experimente zur Darstellung von Spannba¨umen als Pru¨fernummern
Hypothese 20: Pru¨fernummer vs. Bitstring auf zufa¨lligen vollsta¨ndigen Graphen
Wie in Kapitel 8 beschrieben, wollten wir zuna¨chst testen, wie sich die Darstellung von
Spannba¨umen vollsta¨ndiger Graphen als Pru¨fernummer im Vergleich zu einer Darstellung als
Bitstring schla¨gt. Die Versuchsparameter waren dabei wie folgt definiert:
Graph-Typ: vollsta¨ndig
Anzahl Knoten: 10
Anzahl versch. Kantengewichte: 2 bis 50 in Zweier-Schritten
Graphen: 10000
Jede Konfiguration wurde hierbei an 10000 verschiedenen Graphen getestet. Gestartet wurde
bei der Bitstring-Darstellung mit einer zufa¨lligen Kantenbelegung und mit einer zufa¨lligen
(gu¨ltigen) Pru¨fernummer bei der Pru¨fernummer-Darstellung. Wie erwa¨hnt wurde dabei zu-
erst aus den jeweils 10000 La¨ufen in Bitstring-Darstellung ein Mittelwert u¨ber die Laufzeit
gebildet, dieser verzehnfacht und als obere Schranke fu¨r die maximale Laufzeit des gleichen
Experiments fu¨r die Pru¨fernummer-Darstellung gesetzt. Ein Lauf mit Pru¨fernummer-Dar-
stellung wurde somit beendet, sobald er entweder das Optimum fand oder aber er die soeben
festgelegte Generationenanzahl u¨berschritt. Im letzten Fall galt der Lauf als nicht erfolgreich.
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Das Verha¨ltnis der Anzahl erfolgreicher La¨ufe zu der Anzahl von La¨ufen insgesamt (10000)
ergab letztendlich die Erfolgsrate. Ein Beispiel:
• Die maximale Anzahl Kantengewichte sei auf 6 festgelegt.
• Der (1+1) EA auf Bitstrings ermittelt die durchschnittliche Laufzeit auf 10000 zufa¨lligen
vollsta¨ndigen Graphen. Diese sei Gavg = 6919,8.
• Dieser Wert wird mit 10 multipliziert und liefert so die maximale Anzahl von Genera-
tionen, die ein Pru¨fernummer-Lauf laufen darf. Gmax = 69198.
• Nun werden 10000 La¨ufe des (1+1) EAs auf Pru¨fernummern durchgefu¨hrt, wobei jeder
Lauf gestoppt wird, wenn entweder das Optimum gefunden wurde oder die Anzahl
Generationen Gmax u¨bersteigt.
• Von diesen 10000 La¨ufen waren 3967 nicht erfolgreich, d. h. nicht innerhalb von Gmax
Generationen zum Optimum gelangt.
• Die Erfolgswahrscheinlichkeit liegt somit bei 0,6033.
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Abbildung 9.18: Durchschnittliche Laufzeiten und Erfolgswahrscheinlichkeiten des (1+1) EA
mit Bitstring- und Pru¨fernummer-Darstellung auf dem MST-Problem.
Es sei bei den Abbildungen 9.18 und 9.19 angemerkt, dass die Kurve fu¨r die durchschnittliche
Laufzeit und den Median bei Pru¨fernummer-Darstellung im Normalfall deutlich schneller und
steiler ansteigen, da bei unserer Experimentdurchfu¨hrung ein Lauf nach einer maximalen
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Abbildung 9.19: Median-Werte der Laufzeiten des (1+1) EA mit Bitstring- und Pru¨fernum-
mer-Darstellung auf dem MST-Problem.
Anzahl Generationen gestoppt wurde und somit fu¨r die Anzahl der Generationen bis zum
Optimum ho¨chstens das Zehnfache des Durchschnitts der Bitstring-Variante ermittelt wurde.
Man erkennt deutlich, dass lediglich bei zwei mo¨glichen Kantengewichten die Pru¨fernum-
mer-Darstellung mit der Bitstring-Darstellung mithalten kann. Tatsa¨chlich erweist sich die
Pru¨fernummer-Darstellung bei nur zwei Kantengewichten sogar als schneller als die Bitstring-
Darstellung. Bei einem Blick auf die Rohdaten erkennt man eine durchschnittliche Laufzeit
von ungefa¨hr 1714 Generationen bei der Bitstring-Darstellung im Vergleich zu lediglich 237
Generationen im Durchschnitt bei der Pru¨fernummer-Darstellung. Auch bei vier Kantenge-
wichten gibt es noch sehr viele La¨ufe, die schneller sind als die Bitstring-Darstellung; aller-
dings ha¨ufen sich dort bereits die Ausreißer nach oben. Eine niedrigere Erfolgswahrschein-
lichkeit und ein ho¨herer Durchschnitt sind die Anzeichen dafu¨r. Dieses Pha¨nomen setzt sich
entsprechend fort. Es gibt mehr und mehr lange La¨ufe und erfolgreiche La¨ufe werden immer
unwahrscheinlicher.
Schaut man sich die Arbeitsweise des (1+1) EA auf Pru¨fernummern an, ist dieses Resultat
keineswegs verwunderlich. Die Laufzeit des (1+1) EA auf Pru¨fernummern schwankt na¨mlich
sehr stark. Das liegt daran, dass der Algorithmus teilweise bei recht guten Spannba¨umen fu¨r
lange Zeit verweilt. Aus abstrakter Sicht mu¨ssen nur noch wenige Kanten bis zum Optimum
flippen, jedoch entspricht das in einer Pru¨fernummer-Darstellung oft einem Flippen mehrerer
Stellen auf den korrekten Wert. So werden aus Mutationen, die in Bitstring-Darstellung
einfache 2-Bit-Flips sind, Flips, die 4, 5 oder mehr Stellen auf den korrekten Wert zwischen
1 und n setzen mu¨ssen.
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Interessant ist außerdem zu sehen, dass die Kurve der Erfolgswahrscheinlichkeiten mit meh-
reren mo¨glichen Kantengewichten stark abflacht. Daraus ko¨nnten Schlussfolgerungen gezogen
werden, dass auch bei vielen unterschiedlichen Kantengewichten nicht wesentlich weniger als
20% der La¨ufe das Optimum finden. Allerdings sind dafu¨r unsere gesammelten Daten nicht
ausreichend.
Wie die Kurve der Erfolgswahrscheinlichkeiten flacht auch die Kurve der durchschnittlichen
Laufzeiten fu¨r die Bitstring-Darstellung ab, woraus man a¨hnliche Schlussfolgerungen ziehen
ko¨nnte.
Um unsere Vermutungen statistisch abzusichern, wurde bei diesem Experiment mit SPSS ein
Mann-Whitney-Test durchgefu¨hrt, der alle gesammelten Daten nach maximaler Anzahl von
Kantengewichten gruppiert und auf signifikante Unterschiede hin untersuchte. Dieser Test
ergab eine durchgehend hohe Signifikanz von gerundet 0,000 bei allen untersuchten Gruppen.
Hypothese 21: Pru¨fernummer vs. Bitstring auf vollsta¨ndigen Graphen mit stern-
fo¨rmigem MST
Nun sollte untersucht werden, ob die Bitstring-Darstellung auf einem vollsta¨ndigen Graphen,
der einen einzigen, sternfo¨rmigen minimalen Spannbaum besitzt, eventuell bessere Laufzeiten
erreichen kann. Die sternfo¨rmigen Graphen wurden so implementiert, dass in einem vollsta¨ndi-
gen Graphen ein Knoten ausgewa¨hlt wird und dessen inzidente Kanten das Gewicht 1 be-
kommen. Alle anderen Kanten im Graphen bekommen ein Gewicht gro¨ßer als 1. Solch ein
Graph hat genau einen minimalen Spannbaum mit einem zentralen Knoten vom Grad n− 1.
Der Versuchsaufbau war der folgende:
Graph-Typ: vollst. Graph mit Stern-MST
Anzahl Knoten: 10 bis 15
Graphen: 1000
Wie aus der Tabelle ersichtlich, wurden Knotenzahlen von 10 bis 15 getestet und obgleich
dieser geringen Menge an unterschiedlichen Knotenzahlen la¨sst sich ein deutliches asympto-
tisches Verhalten erkennen. Es wurden jeweils 1000 Graphen, die die oben genannte Stern-
Eigenschaft besitzen, ausgewu¨rfelt und die Laufzeit in Generationen bis zum Optimum ge-
messen.
Betrachten wir zuna¨chst einmal die Median-Werte der Laufzeiten etwas na¨her.
In Abbildung 9.20 ko¨nnte man zu dem erfreulichen Schluss kommen, dass die Pru¨fernummer-
Darstellung auf sternfo¨rmigen minimalen Spannba¨umen deutlich bessere Ergebnisse erzielt
als die Bitstring-Darstellung. Doch der Schein tru¨gt. So gut die Pru¨fernummer-Darstellung
auch in den meisten Fa¨llen arbeitet, so sind es doch die Ausnahmen, die die durchschnitt-
liche Laufzeit enorm in die Ho¨he treiben. In Abbildung 9.21 erkennt man beispielsweise,
dass die Standardabweichung in der Bitstring-Darstellung verha¨ltnisma¨ßig moderat ausfa¨llt,
wohingegen Abbildung 9.22 die Probleme der Pru¨fernummer-Darstellung deutlich macht.
In manchen La¨ufen wartet der Algorithmus, wie auch schon im Experiment zuvor, auf den
entscheidenden Flip, um einen besseren Spannbaum zu erreichen. Da es nur einen einzigen,
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Abbildung 9.20: Median-Werte der Laufzeiten des (1+1) EA mit Bitstring- und Pru¨fernum-
mer-Darstellung auf dem MST-Problem auf vollsta¨ndigen Graphen mit sternfo¨rmigem MST.
0
10000
20000
30000
40000
50000
60000
70000
80000
 10  11  12  13  14  15
G
en
er
at
io
ne
n 
zu
m
 O
pt
im
um
Knoten
Bitstring Mittel
Bitstring Std.-Abweichung
Abbildung 9.21: Durchschnittliche Laufzeiten und Standardabweichungen des (1+1) EA mit
Bitstring-Darstellung auf dem MST-Problem auf vollsta¨ndigen Graphen mit sternfo¨rmigem
MST.
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Abbildung 9.22: Durchschnittliche Laufzeiten und Standardabweichungen des (1+1) EA mit
Pru¨fernummer-Darstellung auf dem MST-Problem auf vollsta¨ndigen Graphen mit sternfo¨rmi-
gem MST.
eindeutigen minimalen Spannbaum gibt, wird dieser Flip wahrscheinlich so lange dauern, wie
es die Diagramme verdeutlichen.
Auch diese Ergebnisse wurden auf ihre statistische Signifikanz hin mit dem Mann-Whitney-
Test abgesichert und auch hier ergab sich eine hohe Signifikanz von gerundet 0,000 bei allen
untersuchten Gruppen.
Fazit zur Darstellung von Spannba¨umen als Pru¨fernummern
Diese Experimente lassen uns zu einem zweideutigen Schluss kommen. Einerseits arbeitet die
Pru¨fernummer-Darstellung auf wenigen Kantengewichten und geringer Knotenzahl hervorra-
gend und u¨bertrifft somit die Bitstring-Darstellung, andererseits kommt es bei allgemeineren
Graphen oft zu langen Blockaden. Der Algorithmus la¨uft dort in eine Falle, aus der er nur
schwer wieder heraus kommt. Einfache Kantenflips werden zu komplexen Mutationen, auf die
lange gewartet werden muss.
9.2.5 Vergleich zweier Fitnessfunktionen
Es sollten die beiden Fitnessfunktionen aus [33] miteinander verglichen werden. Die Funktio-
nen unterscheiden sich in der Bewertung von Suchpunkten darin, dass die eine Funktion einen
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Parameter mehr bewertet als die andere. Bei der ersten Funktion, im Folgenden w genannt,
ergibt sich der Funktionswert eines Individuums s als
w(s) = (c(s)− 1) · w2ub + (e(s)− (n− 1)) · wub +
∑
i|si=1
wi
wobei c(s) die Zahl der Zusammenhangskomponenten ist, die sich ergibt, wenn man nur die
in s ausgewa¨hlten Kanten betrachtet, und e(s) die Anzahl ausgewa¨hlter Kanten in s ist. Die
Zahl wub ist definiert als n
2 ·wmax, also als ”n
2 mal maximales Kantengewicht“. In der ganz
rechts stehenden Summe werden die Gewichte der ausgewa¨hlten Kanten aufsummiert. Diese
Funktion gewichtet also nach fallender Wichtigkeit die Zahl der Zusammenhangskomponen-
ten, die Zahl ausgewa¨hlter Kanten und das Gewicht aller ausgewa¨hlten Kanten, und zwar
dominiert jeder der drei Parameter alle folgenden Parameter.
Die zweite Funktion, im Folgenden w′ genannt, unterscheidet sich von der ersten in der
Tatsache, dass die Zahl der ausgewa¨hlten Kanten nicht einbezogen wird. Sie lautet also
w′(s) = (c(s)− 1) · wub +
∑
i|si=1
wi
Es sollte untersucht werden, ob das
”
mehr an Information“, welches in die Bewertung bei
der Funktion w eingeht, dazu fu¨hrt, dass der (1+1) EA auf dieser Funktion schneller zum
Optimum findet als auf w′. In der Analyse in [33] wurden gleiche asymptotische Schranken
fu¨r die Laufzeit ermittelt, aber es ko¨nnten zum Beispiel konstante Faktoren auftreten, um
die sich die Laufzeiten unterscheiden.
Experiment-Aufsatz
Es wurden fu¨r Knotenzahlen n von 12 bis 48 in Viererschritten Experimente durchgefu¨hrt.
Fu¨r jede Knotenzahl wurden 500 verschiedene Graphen zufa¨llig erzeugt. Dabei fand die Er-
zeugung folgendermaßen statt: jede mo¨gliche Kante wurde mit Wahrscheinlichkeit 1/2 in den
Graph eingefu¨gt. Die Kantengewichte wurden fu¨r die dann im Graphen existierenden Kanten
gleichverteilt aus dem Bereich der ganzen Zahlen zwischen 1 und der Knotenzahl des Graphen
gewa¨hlt.
Fu¨r jeden Graphen wurde der (1+1) EA jeweils einmal auf der Funktion w und auf der
Funktion w′ laufen gelassen und die Zahl der bis zum Erreichen des Optimums beno¨tigten
Generationen geza¨hlt. Es ergaben sich also pro Funktion jeweils 500 verschiedene Generatio-
nenzahlen, die miteinander verglichen werden sollten.
Durchschnittswerte
Die durchschnittlichen Generationenzahlen und die zugeho¨rigen Standardabweichungen sind
in Tabelle 9.23 und in Abbildung 9.23 dargestellt.
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Knotenzahl Gen. w SD w Gen. w′ SD w′
12 5229,824 3362,538 5184,308 3542,468
16 19935,242 10999,353 18847,326 10449,463
20 54212,848 27580,127 52489,358 28151,130
24 118147,448 59777,327 119065,294 57109,945
28 231668,192 111842,460 230031,016 107505,002
32 420134,234 183605,113 401641,870 191265,719
36 696232,320 299072,518 680354,872 322534,090
40 1076293,230 482799,986 1031521,834 456461,405
44 1623908,200 659464,523 1630993,338 755150,627
48 2325065,904 994925,988 2266461,556 1043354,941
Tabelle 9.23: Die mittleren Generationenzahlen und die Standardabweichung fu¨r die Funk-
tionen w und w′.
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Abbildung 9.23: Die mittleren Generationenzahlen fu¨r die Funktionen w und w′.
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Knotenzahl durchschn. Rang w durchschn. Rang w′ Signifikanz
12 508,41 492,59 0,387
16 514,97 486,03 0,113
20 514,58 486,42 0,123
24 496,65 504,35 0,673
28 501,58 499,42 0,906
32 519,33 481,67 0,039
36 514,75 486,26 0,119
40 512,68 488,32 0,182
44 506,36 494,64 0,521
48 514,59 486,41 0,123
Tabelle 9.24: Die Rangsummentests zu den Generationenzahlen fu¨r die Funktionen w und w′.
Wie man sieht, ist der Algorithmus auf der Funktion w ′ in den meisten Fa¨llen schneller
als auf der Funktion w. Das bereits erwa¨hnte
”
mehr an Informationen“ das die Funktion w
liefert, hat also in diesen Experimenten nicht dazu gefu¨hrt, dass der Algorithmus schneller
das Optimum findet. Eine Erkla¨rung dafu¨r ko¨nnten Mutationen sein, die bei der Funktion w′
akzeptiert werden, bei der Funktion w aber nicht. Nach der theoretischen Analyse wissen wir,
dass asymptotisch die meiste Zeit dafu¨r verwendet wird, einen bereits gefundenen Spannbaum
zu einem minimalen Spannbaum zu machen.
”
Gute“ Mutationen, die teure Kanten durch
billigere Kanten ersetzen, dabei aber zusa¨tzliche billige Kanten hinzu nehmen, ko¨nnten bei
der Funktion w′ akzeptiert werden, bei der Funktion w aber nicht, weil dort die Kantenzahl
die Kantengewichte dominiert.
Rangsummentests
Es wurden dann Mann-Whitney-Tests (Rangsummentests) mit den Daten durchgefu¨hrt, um
die statistische Signifikanz eines Unterschiedes in den Generationenzahlen zu ermitteln. Die
Ergebnisse sind in Tabelle 9.24 aufgefu¨hrt.
Die Signifikanzen sind zu schlecht, als dass man nach den u¨blichen Konventionen von si-
gnifikanten Unterschieden sprechen ko¨nnte. Dennoch war in der u¨berwiegenden Zahl der
betrachteten Fa¨lle der Algorithmus gemessen an den mittleren Laufzeiten auf der Funktion
w′ schneller als auf der Funktion w. Zudem bewegten sich viele der Signifikanzen immerhin
im Bereich zwischen 0,1 und 0,2. Daher blieb die Vermutung bestehen, dass der Algorithmus
auf der Funktion w′ schneller arbeitet als auf der Funktion w.
Es wurden deshalb weitere Experimente durchgefu¨hrt. Aufgrund zu knapper Zeit konnten
nicht mehr alle Experimente mit gro¨ßeren Laufzahlen durchgefu¨hrt werden. Deswegen wurde
das Experiment fu¨r die Knotenzahl 24 wiederholt, eine Knotenzahl, die klein genug war um die
Durchfu¨hrung vieler La¨ufe zu ermo¨glichen und fu¨r die im ersten Experiment eine schlechtere
Signifikanz von 0,673 ermittelt wurde. Die Zahl der La¨ufe wurde von 500 auf 25350 erho¨ht.
Das Ergebnis ist in Tabelle 9.25 zu sehen. Das Ergebnis ist also hoch signifikant und es kann
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durchschn. Rang w durchschn. Rang w′ Signifikanz
25871,81 24829,19 < 0,001
Tabelle 9.25: Der Rangsummentest zu 25350 La¨ufen mit Knotenzahl 24.
vermutet werden, dass die geringe Zahl an La¨ufen von 500 fu¨r die schlechteren Signifikanzen
bei den ersten Experimenten verantwortlich war.
Insgesamt wurde als Ergebnis erhalten, dass entgegen der ersten Intuition der (1+1) EA mit
der Funktion w′ das Optimum schneller gefunden hat als mit der Funktion w.
Regression
Es stellte sich noch die Frage, wie die ermittelten mittleren Generationenzahlen fu¨r zufa¨llige
Graphen sich zur in der Analyse ermittelten erwarteten Generationenzahl fu¨r Worst-Case-
Graphen von Θ(m2 · (log n + logwmax)) verhalten. Deswegen wurde mit dem Marquardt-
Levenberg-Algorithmus im Programm Gnuplot eine Regressionsanalyse durchgefu¨hrt.
Wie erwa¨hnt, wurde jede mo¨gliche Kante bei der zufa¨lligen Erzeugung der Graphen mit
Wahrscheinlichkeit 1/2 eingefu¨gt. Man kann sich u¨berlegen, dass wegen der Unabha¨ngigkeit
der Zufallsexperimente die erwartete Zahl von Kanten in einem Graphen 1/2 · n(n− 1)/2 =
Θ(n2) ist. Dies bedeutet wiederum m2 = Θ(n4). Es wurde deshalb die Funktionenklasse
a · n4 · log n fu¨r die Regression ausgewa¨hlt.
Als Ergebnis wurde ein Wert von 0,113752 fu¨r a erhalten, was zu einem durchschnittlichen
Fehler von 7126,11 fu¨hrt. Die entstandene Kurve ist zusammen mit den Durchschnittswerten
in Abbildung 9.24 dargestellt. Wie man sieht, la¨sst sich die experimentell erhaltene Generatio-
nenzahl gut mit dieser Funktionenklasse approximieren. Man ko¨nnte also vermuten, dass die
erzeugten durchschnittlichen Graphen
”
genau so schwer“ sind wie die Worst-Case-Graphen.
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Abbildung 9.24: Die Laufzeit des (1+1) EA auf zufa¨lligen Graphen und die mit Regression
erhaltene Funktion.
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9.3 Maximale Matchings
9.3.1 Matchings auf Ba¨umen und Pfaden
Hypothese 22: Vergleich des (1+1) EA und der RLS auf Pfaden.
Zuna¨chst ging es also darum, das Laufzeitverhalten des (1+1) EA und der RLS auf maximalen
Matchings von Pfaden zu vergleichen. Der offensichtliche Weg dies zu tun ist, etliche La¨ufe
zu starten und Mittelwerte und Median-Werte zu bilden. Dabei sah der Versuchsaufbau wie
folgt aus:
Graph-Typ: Pfad
Anzahl Knoten: 10 bis 100 in Zehnerschritten
La¨ufe: 1000
Algorithmus: (1+1) EA und RLS mit 1- und 2-Bit-Flips
Da ein Pfad auf n Knoten stets eindeutig ist, brauchten wir keine neuen zufa¨lligen Graph-
Instanzen fu¨r jeden Lauf auszuwu¨rfeln. Es wurden auf demselben Graphen lediglich neue
La¨ufe gestartet. Außerdem wurden aufgrund der doch recht hohen Laufzeit bei ansteigender
Knotenzahl nur 1000 La¨ufe durchgefu¨hrt, was die Aussage u¨ber Durchschnittswerte aber
nicht stark beeinflusst hat.
Die randomisierte lokale Suche beschra¨nkte sich wie schon erwa¨hnt auf 1- und 2-Bit-Flips
– aus dem Grund, dass dies die wohl entscheidenden Flips sind, um von einem beliebigen
Matching zu einem maximalen Matching zu gelangen. Dabei wurde in jeder Generation jeweils
mit Wahrscheinlichkeit 1/2 eine 1-Bit- bzw. 2-Bit-Mutation durchgefu¨hrt. Wie bei einer RLS
u¨blich wurde aber in jedem Fall mutiert. Der (1+1) EA arbeitete hingegen mit der allseits
bekannten Mutationswahrscheinlichkeit von 1/n fu¨r jedes Bit.
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Abbildung 9.25: Laufzeiten des (1+1) EA und der RLS auf Pfaden.
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Die in Abbildung 9.25 (a) angegebenen Laufzeiten besta¨tigen zuna¨chst einmal den Verdacht,
dass die RLS signifikant schneller das Optimum findet als der (1+1) EA. Dieser signifikante
Unterschied wurde uns auch durch einen Mann-Whitney-Test in SPSS besta¨tigt: die durch-
gefu¨hrten Signifikanztests ergaben alle ein Signifikanzniveau von gerundet 0,000. Offensicht-
lich ist es zumindest fu¨r Knotenzahlen zwischen 10 und 100 tatsa¨chlich ein Vorteil, sich auf
1- und 2-Bit-Flips zu beschra¨nken.
Natu¨rlich stellten wir uns die Frage, inwiefern sich nun die Kurven unterscheiden. Dazu be-
trachteten wir uns diese in einer logarithmischen Skala (Abbildung 9.25 (b)) und stellten
fest, dass die Messwerte im Wesentlichen den gleichen Abstand in der logarithmischen Skala
haben. Vermutlich liegen sie also um einen konstanten Faktor auseinander. Um dies zu tes-
ten, haben wir die jeweiligen Mittelwerte und Median-Werte dividiert und das Ergebnis aus
Abbildung 9.26 erhalten. Zum Vergleich ist die eulersche Zahl e ebenfalls im Diagramm zu
sehen. Man ko¨nnte behaupten, beide Algorithmen liegen in etwa um Faktor e auseinander,
aber dazu sind unsere Ergebnisse sicher nicht aussagekra¨ftig genug.
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Abbildung 9.26: Faktorieller Unterschied zwischen (1+1) EA und RLS.
Hypothese 23: Der (1+1) EA optimiert maximale Matchings in Zeit Θ(n4).
Im Seminarvortrag u¨ber maximale Matchings wurde erwa¨hnt, dass die erwartete Laufzeit
des (1+1) EA auf Pfaden vermutlich Θ(n4) betra¨gt. Um dies zu u¨berpru¨fen, approximierten
wir die Mittelwerte aus Abbildung 9.25 (a) des (1+1) EA durch Polynome. Wir gaben dabei
Funktionenklassen vor, die wir mit dem Programm Gnuplot einer Regressionsanalyse unterzo-
gen. Die zwei von uns am besten empfundenen Regressionsergebnisse sind in Abbildung 9.27
zu erkennen. Die entsprechenden Funktionen sind dabei die folgenden:
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1. ax4 + bx3 + cx2 + dx
Dabei ergab sich fu¨r die Koeffizienten:
a = 0,061511
b = 0,110115
c = -72,6084
d = 1814,67
2. ax4
Dabei ergab sich fu¨r die Koeffizienten:
a = 0,0565228
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Abbildung 9.27: Regressionsanalyse des (1+1) EA auf Pfaden.
Die so gewonnenen Funktionen approximieren die Messwerte hinreichend gut, jedoch fa¨llt in
beiden Fa¨llen stets der kleine Vorfaktor vor dem x4 auf. Ein Versuch, diesen Term auszulassen
und eine Regressionsanalyse mit einer Funktionenklasse vom Grad 3 durchzufu¨hren, brachte
allerdings ein unbefriedigendes Ergebnis.
Neugierigerweise fu¨hrten wir dieselbe Regressionsanalyse mit den Mittelwerten der RLS
durch. Die Funktionen sind in Abbildung 9.28 zu sehen. Folgende Funktionenklassen wurden
untersucht:
1. ax4 + bx3 + cx2 + dx
Dabei ergab sich fu¨r die Koeffizienten:
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Abbildung 9.28: Regressionsanalyse der RLS auf Pfaden.
a = 0,0215092
b = 0,0151366
c = -10,7037
d = 234,337
2. ax4
Dabei ergab sich fu¨r die Koeffizienten:
a = 0,0207183
Auch hier wunderten wir uns u¨ber die kleinen Vorfaktoren vor x4 und auch hier waren wir
mit den daraus resultierenden Regressionskurven eigentlich recht zufrieden. Ein Weglassen
des x4-Terms fu¨hrte auch hier zu schlechteren Ergebnissen.
Wir konnten also unsere Vermutung untermauern, dass der (1+1) EA maximale Matchings
in erwarteter Zeit Θ(n4) bestimmt, ko¨nnen uns allerdings die niedrigen Faktoren nicht weiter
erkla¨ren.
Hypothese 24: Der (1+1) EA ist auf Pfaden langsamer als auf zufa¨lligen Ba¨umen.
Aus dem Vortrag war uns bekannt, dass Pfade in der Tat schwer zu optimieren sind, da
verbessernde Teil-Pfade unter Umsta¨nden lang sein ko¨nnen und komplett geflippt werden
mu¨ssen, um tatsa¨chlich eine Verbesserung herbeizufu¨hren. Man vermutet also, dass Pfade als
entartete Ba¨ume signifikant schlechter durch den (1+1) EA zu optimieren sind als beliebige
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zufa¨llige Ba¨ume. Schon bei der Hypothesenfindung stellten wir fest, dass diese Vermutung
wahrscheinlich korrekt ist. So entschlossen wir uns, Ba¨ume mit bis zu 200 Knoten zu testen,
wohingegen wir bei Pfaden bis maximal 100 Knoten gehen konnten, ohne dass wir die Befu¨rch-
tung haben mussten, mit den Experimenten nicht fertig zu werden. Der Versuchsaufbau war
der folgende:
Graph-Typ: Pfad / zufa¨lliger Baum
Anzahl Knoten: 10 bis 100 in Zehnerschritten bei Pfaden
10 bis 200 in Zehnerschritten bei Ba¨umen
La¨ufe bzw. Ba¨ume: 1000
Algorithmus: (1+1) EA
Um ein mo¨glichst großes Spektrum von Ba¨umen in den Test mit einzubeziehen, haben wir
bei den zufa¨lligen Ba¨umen fu¨r jeden Lauf einen neuen zufa¨lligen Baum ausgewu¨rfelt. Das Er-
gebnis war ein sehr deutlicher Vorsprung der La¨ufe auf den zufa¨lligen Ba¨umen gegenu¨ber den
La¨ufen auf den Pfaden, wie Abbildung 9.29 zeigt. (Zum Vergleich wurden in Abbildung 9.29
ebenfalls die Mittelwerte der RLS eingetragen.) Mit SPSS wurde dieser Unterschied als hoch
signifikant herausgestellt (Signifikanzniveau p ≤ 0,001).
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Abbildung 9.29: Vergleich der Laufzeiten auf Pfaden und zufa¨lligen Ba¨umen.
Interessant ist hierbei die asymptotische Laufzeit, die wir hier ebenfalls wieder mit einer
Regressionsanalyse versuchten zu bestimmen. Es stellte sich dabei eine Funktion vom Grad 3
als gute Na¨herung heraus. Die entsprechende Funktion ist in Abbildung 9.30 zu sehen.
Die betrachtete Funktionenklasse lautet:
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• ax3 + bx2 + cx
Dabei ergab sich fu¨r die Koeffizienten:
a = 0,0271795
b = 6,48705
c = -192,146
-50000
0
50000
100000
150000
200000
250000
300000
350000
400000
450000
 10  20  30  40  50  60  70  80  90  100 110 120 130 140 150 160 170 180 190 200
G
en
er
at
io
ne
n 
zu
m
 O
pt
im
um
Knoten
Baeume (1+1)EA Mittel
ax^3+bx^2+cx
Abbildung 9.30: Regressionsanalyse der Laufzeit des (1+1) EA auf Ba¨umen.
Eine mo¨gliche Schlussfolgerung hierzu ko¨nnte sein, dass zufa¨llige Ba¨ume um den Faktor n
schneller optimiert werden als Pfade derselben La¨nge.
Beobachtung: k-a¨re Ba¨ume
Die im Seminarvortrag angesprochenen k-a¨ren Ba¨ume betrachteten wir als Letztes. Als di-
rekten Vergleich wa¨hlten wir die Optimierung von zufa¨lligen Ba¨umen auf n Knoten. Der Ver-
suchsaufbau ist der gleiche wie in Abschnitt 9.3.1. Das Ergebnis, welches in Abbildung 9.31
dargestellt wird, verwunderte uns jedoch. Im Wesentlichen blieben die Laufzeiten zwar unter
denen der zufa¨lligen Ba¨ume, allerdings tauchten an scheinbar willku¨rlichen Stellen plo¨tzlich
starke Einbru¨che der Laufzeit auf.
Da wir spontan keine Erkla¨rung fu¨r die merkwu¨rdigen Schwankungen in der Laufzeit hatten,
beschlossen wir, eine solche Anomalie auszuwa¨hlen und Experimente durchzufu¨hren, die das
Ergebnis verfeinern sollten. Wir wa¨hlten den Laufzeit-Einbruch zwischen 150 und 170 Knoten
und stellten folgendes Experiment zusammen:
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Abbildung 9.31: Laufzeiten des (1+1) EA auf zufa¨lligen und k-a¨ren Ba¨umen.
Graph-Typ: bina¨rer Baum
Anzahl Knoten: 150 bis 170
La¨ufe: 2000
Algorithmus: (1+1) EA
Die Anzahl der Knoten wurde diesmal in Einerschritten erho¨ht und die Anzahl der La¨ufe
verdoppelten wir auf 2000, um etwaige Abweichungen zu relativieren. Das Ergebnis besta¨tigte
unsere vorherige Beobachtung und warf mehr Fragen als Antworten auf. Abbildung 9.32 zeigt
im Bereich von 150 bis 170 Knoten wiederum starke Schwankungen von einer Knotenzahl
zur na¨chsten. Als einziger Erkla¨rungsansatz diente die Tatsache, dass bei unserer bislang
benutzten Implementierung von vollsta¨ndigen k-a¨ren Ba¨umen stets die unterste Ebene soweit
mo¨glich von links nach rechts mit Bla¨ttern gefu¨llt wurde. Dadurch ergeben sich bei der
Bestimmung eines maximalen Matchings andere Verha¨ltnisse als wenn die Positionen der
Bla¨tter auf der untersten Ebene zufa¨llig gewa¨hlt worden wa¨ren.
Also entschlossen wir uns, auch die zweite Implementierung (mit zufa¨llig angeordneter unters-
ter Ebene) zu testen und siehe da, Abbildung 9.33 zeigt ein halbwegs monotones Verhalten
bei der Benutzung dieser Implementierung. Interessanterweise liegen dabei die Laufzeiten
deutlich ho¨her als bei einer linear von links nach rechts gefu¨llten untersten Ebene. Betrachtet
man die Funktionswerte der gefundenen Optima, liegen diese im Schnitt bei zufa¨llig ange-
ordneter unterster Ebene auch einige Za¨hler ho¨her. Es gibt also mehr Kanten, die zu einem
optimalen Matching geho¨ren.
Die letzte Frage, die sich uns in diesem Zusammenhang stellte war, wie sich wohl die Imple-
mentierung der k-a¨ren Ba¨ume mit zufa¨llig angeordneter unterster Ebene auf dem gesamten
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Abbildung 9.32: Laufzeiten des (1+1) EA auf bina¨ren Ba¨umen im Bereich von 150 bis 170
Knoten. Die andere Linie (gru¨n) repra¨sentiert die urspru¨nglich bei 150, 160 und 170 Knoten
gewonnenen Messwerte.
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Abbildung 9.33: Laufzeiten des (1+1) EA auf bina¨ren Ba¨umen mit und ohne zufa¨llig ange-
ordneter unterster Ebene im Bereich von 150 bis 170 Knoten.
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Experimentbereich von 10 bis 200 Knoten darstellt. Leider erwies sich dabei unsere Hoffnung,
eine halbwegs monotone Messkurve zu erhalten, als falsch. Ein zusammenfassendes Diagramm
u¨ber die Laufzeiten aller betrachteten Baumklassen zeigt Abbildung 9.34.
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Abbildung 9.34: Laufzeiten des (1+1) EA auf allen betrachteten Baumklassen.
Fazit zu Matchings auf Ba¨umen und Pfaden
Zusammenfassend la¨sst sich sagen, dass sich alle aufgestellten Hypothesen experimentell und
statistisch bewahrheitet haben. Pfade sind in der Tat, zumindest im Vergleich mit Ba¨um-
en, schwer zu optimierende Graphen, ihre erwartete Optimierungszeit liegt bei Θ(n4) und
randomisierte lokale Suche ist mo¨glicherweise in etwa um den Faktor e schneller. Zufa¨llige
Ba¨ume sind im Vergleich dazu nochmal um den Faktor n schneller zu optimieren, so dass eine
erwartete Laufzeit von O(n3) nicht auszuschließen ist. Im Vergleich dazu liefern die Experi-
mente zu k-a¨ren Ba¨umen stark schwankende Ergebnisse, die stark von der Anordnung der
Bla¨tter auf der untersten Ebene abha¨ngen. Genauere Analysen hierzu sind sicherlich noch
eine lohnenswerte Aufgabe.
9.3.2 Nutzen von Uniformem Crossover bei Matchings auf Pfaden
Hypothese 25: die (2+3) RLS mit uniformem Crossover hat eine kleinere Laufzeit
als die (2+2) RLS.
Es wurden jeweils 1000 La¨ufe zwischen 10 und 100 Knoten in 10er-Schritten durchgefu¨hrt.
Dabei haben wir sehr starke Schwankungen zwischen den Laufzeiten festgestellt, z. B. gab
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es bei 100 Knoten bei der (2+3) RLS mit uniformem Crossover einen Lauf mit 19.850.006
Generationen, aber auch einen sehr kurzen Lauf mit nur 18.689 Generationen.
Mittelwert Median
Dimension (2+3) RLS+Uni. (2+2) RLS (2+3) RLS+Uni. (2+2) RLS
10 103,86 93,52 46 47
20 2393,09 2104,34 1207 1064
30 15273,53 12040,84 8300 6478
40 50758,24 41465,51 28169 22205
50 120782,42 101134,87 70111 55145,5
60 263777,95 226099,11 155067,5 132194,5
70 454342,74 439254,62 267179 236458,5
80 806102,91 775879,13 434662 440796,5
90 1303242,12 1304635,14 749650,5 766449,5
100 2145063,4 1971263,5 1199882 1127631
Tabelle 9.26: Die Tabelle zeigt den Mittelwert und den Median der Laufzeiten von (2+2) RLS
und (2+3) RLS mit uniformem Crossover u¨ber die verschiedenen Dimensionen (= Knoten-
zahl).
Anhand der Daten in Tabelle 9.26 kann man sehen, dass uniformes Crossover eher schadet
als hilft. Aus diesem Grund haben wir eine gegenteilige Hypothese aufgestellt:
Hypothese 31. Die (2+3) RLS mit uniformem Crossover beno¨tigt fu¨r maximale Matchings
auf Pfaden im Durchschnitt mehr Generationen als die (2+2) RLS.
Um diese zu besta¨tigen haben wir den Mann-Whitney-Test angewendet. Die erhaltenen Signi-
fikanzen sind in Tabelle 9.27 aufgefu¨hrt. Wie man dort erkennen kann, lassen die Ergebnisse
keine eindeutige Schlussfolgerung zu. Im Bereich von 30 bis 60 Knoten schadet uniformes
Crossover mit statistisch hoher Signifikanz. Fu¨r die anderen Knotenzahlen la¨sst sich kein
signifikanter Schaden besta¨tigen.
Bei der Optimierung von Pfaden vollfu¨hren die Algorithmen die meiste Zeit einen Random
Walk. Eine Erkla¨rung fu¨r das schadhafte Verhalten von uniformen Crossover ko¨nnte sein,
dass die durch uniformes Crossover erzeugten Individuen eher in der Mitte eines Plateaus
landen, es aber besser ist, an eines der Enden des Plateaus zu kommen. Somit verdra¨ngt das
neue Individuum einen seiner Eltern, der sich eventuell na¨her an einem Ende des Plateaus
befunden hat.
Fazit zum Nutzen von Uniform Crossover bei Matchings auf Pfaden
Auf jeden Fall konnte eines gezeigt werden: Uniformes Crossover ist zumindest fu¨r diesen
Versuchsaufbau nicht geeignet, maximale Matchings auf Pfaden schneller zu optimieren.
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Abbildung 9.35: Vergleich der Algorithmen (2+3) RLS+Uniform und (2+2) RLS auf maxi-
malen Matchings auf Pfaden.
Knotenzahl Stat. Signifikanz
10 0,61532
20 0,18708
30 0,00018
40 0,00050
50 0,00008
60 0,00084
70 0,07945
80 0,61594
90 0,86889
100 0,17904
Tabelle 9.27: Ergebnis des Mann-Whitney-Test auf den gesammelten Daten von
(2+3) RLS+Uniform und (2+2) RLS.
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9.3.3 Matchings auf Semi-Random-Graphen
Wie schon in Abschnitt 8.3.3 erla¨utert, wollen wir uns den Einfluss von sto¨renden Kanten
ansehen, wenn ein perfektes Matching bereits vorgegeben war. Dementsprechend haben wir
zwei Parameter, die eingestellt werden mu¨ssen: die Dimension des Suchraums, also die Anzahl
an Kanten im Graph, und die Gro¨ße des (vorgegebenen) perfekten Matchings.
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Abbildung 9.36: Laufzeiten des (1+1) EA auf Semi-Random-Graphen mit verschiedenen vor-
gegebenen perfekten Matchings.
Wir haben uns dazu entschieden mehr Wert auf die Gro¨ße des perfekten Matchings zu legen
und daher nur vier verschiedene Suchraumgro¨ßen untersucht: 50, 100, 150 und 200 Kanten
bzw. Bits. In jeder Suchraumdimension haben wir die Gro¨ße des Matchings langsam von n0
bis n1 erho¨ht und bei jeder Konfiguration 100 La¨ufe durchgefu¨hrt. Die dabei entstandenen
Laufzeitkurven sind in Abbildung 9.36 gezeigt.
Die Verla¨ufe entsprechen (vermutlich durch statistische Abweichungen) nicht ganz dem in
Hypothese 26 angenommenen Aussehen. Die Kurven sind zwar im Wesentlichen im ersten
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Teil steigend und danach fallend, allerdings eben nicht ganz.
Dies fu¨hrte dazu, dass wir die Tests etwas abschwa¨chen mussten, um statistisch signifikante
Ergebnisse zu erhalten. Wir konnten nicht jeweils zwei benachbarte Punkte in der Kurve mit-
tels eines Wilcoxon-Rangsummentests miteinander vergleichen, sondern mussten die Kurven
etwas vergro¨bern.
Dabei haben wir (siehe auch Abschnitt 9.1.1) jeweils mehrere benachbarte Konfigurationen
zusammengefasst, und dann darauf die Tests angewendet. Die nun entstandenen Kurven sind
in Abbildung 9.37 darstellt, die dazu geho¨rigen Testergebnisse in Tabelle 9.28.
 0
 10000
 20000
 30000
 40000
 50000
 60000
 70000
G
en
er
at
io
ne
n 
bi
s 
zu
m
 O
pt
im
um
Knoten im vorgegebenen perfekten Matching
Mittelwert (zusammengefasst)
(a) 50 Knoten
 0
 100000
 200000
 300000
 400000
 500000
 600000
 700000
 800000
G
en
er
at
io
ne
n 
bi
s 
zu
m
 O
pt
im
um
Knoten im vorgegebenen perfekten Matching
Mittelwert (zusammengefasst)
(b) 100 Knoten
 0
 500000
 1e+06
 1.5e+06
 2e+06
 2.5e+06
 3e+06
G
en
er
at
io
ne
n 
bi
s 
zu
m
 O
pt
im
um
Knoten im vorgegebenen perfekten Matching
Mittelwert (zusammengefasst)
(c) 150 Knoten
 0
 1e+06
 2e+06
 3e+06
 4e+06
 5e+06
 6e+06
 7e+06
 8e+06
G
en
er
at
io
ne
n 
bi
s 
zu
m
 O
pt
im
um
Knoten im vorgegebenen perfekten Matching
Mittelwert (zusammengefasst)
(d) 200 Knoten
Abbildung 9.37: Zusammengefasste Laufzeiten des (1+1) EA auf Semi-Random-Graphen mit
verschiedenen vorgegebenen perfekten Matchings.
Wie man der Tabelle entnehmen kann, wurden die nun abgeschwa¨chten Tests voll und ganz
besta¨tigt. Die Kurven sind erst monoton steigend und anschließend monoton fallend. Lediglich
in der Na¨he des Maximums wurden unsere Tests nicht erfu¨llt, was aber nicht verwunderlich
ist und zu erwarten war (die rot gekennzeichneten Werte).
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50 Knoten
Test Signifikanz
1-2 0,001
2-3 0,001
3-4 0,017
4-5 0,008
5-6 0,334
6-7 0,854
7-8 0,018
8-9 0,001
9-10 0,001
10-11 0,001
100 Knoten
Test Signifikanz
1-2 0,001
2-3 0,001
3-4 0,001
4-5 0,001
5-6 0,001
6-7 0,013
7-8 0,909
8-9 0,004
9-10 0,003
10-11 0,001
11-12 0,001
12-13 0,001
150 Knoten
Test Signifikanz
1-2 0,001
2-3 0,001
3-4 0,001
4-5 0,001
5-6 0,001
6-7 0,012
7-8 0,908
8-9 0,003
9-10 0,002
10-11 0,001
11-12 0,001
12-13 0,001
200 Knoten
Test Signifikanz
1-2 0,001
2-3 0,001
3-4 0,009
4-5 0,001
5-6 0,240
6-7 0,005
7-8 0,663
8-9 0,047
9-10 0,026
10-11 0,008
11-12 0,028
12-13 0,011
13-14 0,002
14-15 0,001
15-16 0,001
16-17 0,001
17-18 0,001
Tabelle 9.28: Ergebnisse der Tests auf strenge Monotonie.
Fazit zu Matchings auf Semi-Random-Graphen
Unsere Hypothese konnte also teilweise besta¨tigt werden. Es existiert ein Punkt, bis zu dem
die Kurve steigend und anschließend fallend ist. Jedoch ko¨nnen wir dies nur nachweisen,
wenn wir unsere Daten vergro¨bern. Dementsprechend steigt und fa¨llt die Kurve nur
”
im
Wesentlichen“. Auch der erwa¨hnte Punkt ist eher ein kleiner Bereich.
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9.4 Ku¨rzeste Wege in Graphen
Motiviert durch den Vortrag u¨ber multikriterielle Optimierung (siehe Abschnitt 7.9.2) ha-
ben wir uns entschlossen, die dort definierte einkriterielle Fitnessfunktion fu¨r das Single
Source Shortest Path Problem mit der multikriteriellen Variante zu vergleichen. Wir haben
ausschließlich Experimente auf vollsta¨ndigen Graphen durchgefu¨hrt, da es sonst ohne eine
entsprechende Anpassung der einkriteriellen Fitnessfunktion bei vielen Probleminstanzen zu
Situationen kommen kann, in denen es genauso wie bei Needle sehr große Plateaus gibt.
9.4.1 Suchraum, Fitnessfunktionen und Algorithmus
Wir gehen also davon aus, dass die Probleminstanzen durch n×n-Distanzmatrizen D = (dij)
mit dij ∈ N gegeben sind und dass wir den Suchraum
S = {(x1, . . . , xn−1) ∈ {1, . . . , n}n−1 | ∀i : xi 6= i}.
vorliegen haben. Es sei noch einmal darauf hingewiesen, dass nicht jedes Element x ∈ S
einen Baum repra¨sentiert, sondern dass es vorkommen kann, dass einige Knoten auf Kreisen
liegen, die nicht vom Knoten n aus erreicht werden ko¨nnen. Das mu¨ssen wir bei der Definition
der Fitnessfunktionen beachten. Weiterhin gilt o. B. d.A., dass der Knoten, von dem aus die
ku¨rzesten Wege berechnet werden sollen, der Knoten n ist. Wir definieren nun fu¨r jeden
Knoten i ∈ {1, . . . , n − 1} eine Funktion li(x) : S → N ∪ {∞}. Dabei sind zwei Fa¨lle zu
unterscheiden: entweder x ist ein Suchpunkt, der einen Graph repra¨sentiert, der einen Weg
von n nach i entha¨lt oder nicht. Im ersten Fall ist li(x) einfach die La¨nge dieses Pfades. Diese
ist durch n · d∗ beschra¨nkt, wenn d∗ der gro¨ßte Eintrag der Matrix D ist. Im zweiten Fall
definieren wir li(x) als ∞.
Damit ko¨nnen wir die einkriterielle Fitnessfunktion fs : S → N, die wir getestet haben,
definieren als
fs : x 7→
∑
i,li(x)6=∞
li(x) + n · d∗ ·
∑
i,li(x)=∞
1.
Wir haben also die Strafkosten fu¨r nicht verbundene Knoten von ∞ auf n · d∗ reduziert, weil
es sonst trotz der vollsta¨ndigen Graphen zu großen Plateaus mit unendlich großer Fitness
gekommen wa¨re.
Die multikriterielle Fitnessfunktion fm : S → Nn−1 la¨sst sich nun einfach definieren als
fm : x 7→ (l1(x), . . . , ln−1(x)).
Die Algorithmen, die wir untersucht haben, sind ebenfalls in Abschnitt 7.9.2 beschrieben.
Wir haben auf dem Suchraum S einen lokalen Mutationsoperator definiert, der genau eine
uniform zufa¨llig gewa¨hlte Stelle des aktuellen Suchpunktes x a¨ndert. Der neue Wert wird
dabei uniform zufa¨llig aus den n− 2 Mo¨glichkeiten gewa¨hlt. Der globale Mutationsoperator
wu¨rfelt zuna¨chst eine Zahl gema¨ß der Poisson-Verteilung mit Parameter λ = 1 aus und fu¨hrt
entsprechend viele lokale Operationen durch. Wir haben den (1+1) EA mit diesem globalen
Mutationsoperator angewandt. Dabei ist zu beachten, dass der (1+1) EA das aktuelle Indi-
viduum x durch das erzeugte Kind x′ genau dann ersetzt, wenn die Fitness von x′ gro¨ßer
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oder gleich der Fitness von x ist. Das heißt also insbesondere, dass bei der multikriteriellen
Fitnessfunktion ein Kind, dessen Fitnessvektor nicht mit dem Fitnessvektor des aktuellen
Individuums vergleichbar ist, verworfen wird.
9.4.2 Experimente
Scharnow et al. [39] haben zwar fu¨r die erwartete Laufzeit des (1+1) EA fu¨r die multikri-
terielle Fitnessfunktion eine obere Schranke zeigen ko¨nnen, die auf Worst-Case-Instanzen in
der Gro¨ßenordnung n3 liegt und fu¨r typische realistische Instanzen in der Gro¨ßenordnung
n2 log n. Die Frage, ob die einkriterielle Fitnessfunktion zu einer kleineren oder gro¨ßeren er-
warteten Laufzeit fu¨hrt als die multikriterielle, wurde allerdings bislang noch nicht theoretisch
behandelt. Es wurde jedoch vermutet, dass der (1+1) EA mit der multikriteriellen Fitness-
funktion schneller das Optimum findet, da sie mehr Informationen zur Verfu¨gung stellt als
die einkriterielle Fitnessfunktion.
Wir haben die Fitnessfunktionen auf zwei verschiedenen Klassen von zufa¨lligen Graphen
verglichen. Die erste Klasse ist beschrieben durch eine Wahrscheinlichkeitsverteilung U(n,m)
auf der Menge aller (n × n)-Distanzmatrizen D. Dabei ist U(n,m) die Gleichverteilung auf
der Menge aller symmetrischen (n× n)-Matrizen mit Eintra¨gen aus der Menge {1, . . . ,m}.
Auch die zweite Klasse ist beschrieben durch eine Wahrscheinlichkeitsverteilung S(n,m),
die ausschließlich symmetrischen Matrizen positive Wahrscheinlichkeiten zuordnet, weswegen
wir bei der Beschreibung dieser Verteilung von ungerichteten Graphen ausgehen ko¨nnen. Das
Zufallsexperiment, das uns zufa¨llige Graphen gema¨ß der Verteilung S(n,m) liefert, besteht
darin, zuna¨chst uniform zufa¨llig eine Teilmenge der Kantenmenge des Graphen mit n − 1
Elementen auszuwa¨hlen, die einen Baum bildet und damit azyklisch ist. Den Kanten in dieser
Menge wird jeweils das Gewicht 1 zugeordnet. Die Gewichte aller anderen Kanten werden
danach unabha¨ngig voneinander uniform zufa¨llig aus der Menge {2, . . . ,m} gewa¨hlt.
Wir haben fu¨r beide Klassen die Parameter n und m variiert und fu¨r jede Parameter-
kombination jeweils 1000 La¨ufe durchgefu¨hrt. Fu¨r die erste Klasse haben wir Graphen mit
n ∈ {10,20,30, . . . ,150} Knoten und maximal erlaubten Gewichten m ∈ {21,22, . . . ,2blog n2c+1}
getestet. Fu¨r die zweite Klasse haben wir Graphen mit n ∈ {10,20,30, . . . ,130} Knoten und
ebenfalls mit den maximal erlaubten Gewichten m ∈ {21,22, . . . ,2blog n2c+1} getestet.
9.4.3 Ergebnisse
Die Ergebnisse unserer Experimente sind eindeutig ausgefallen. Wir haben fu¨r beide Vertei-
lungen und fu¨r jede getestete Kombination von n und m auf die beiden zugeho¨rigen Mess-
reihen mit der einkriteriellen und der multikriteriellen Fitnessfunktion einen Mann-Whitney-
Test angewandt. Jeder dieser Tests lieferte das Ergebnis, dass die Laufzeiten des (1+1) EA
auf der multikriteriellen Fitnessfunktion signifikant gro¨ßer sind als die Laufzeiten auf der
einkriteriellen Fitnessfunktion. Die Signifikanz dieser Ergebnisse lag bei fast jedem Test auf
drei Stellen gerundet bei 0.,000. Nur bei den Tests mit der Verteilung S(n,m) gab es fu¨r
wenige Kombinationen von n und m Messreihen, bei denen das Ergebnis weniger signifikant
als 0,000 ist. Das am wenigsten signifikante Ergebnis hat aber immer noch eine Signifikanz
von 0,02.
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Abbildung 9.38: Laufzeiten des (1+1) EA auf ku¨rzesten Wegen und uniform zufa¨llige Distan-
zen (erste Klasse) mit den jeweils gro¨ßten getesteten Kantengewichten.
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Abbildung 9.39: Laufzeiten des (1+1) EA auf ku¨rzesten Wegen und eindeutigem Optimum
(zweite Klasse) mit den jeweils gro¨ßten getesteten Kantengewichten.
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Das Ergebnis steht somit im Widerspruch zur anfa¨nglichen Vermutung, dass der (1+1) EA
auf der multikriteriellen Fitnessfunktion schneller ist, weil diese mehr Informationen liefert.
Es la¨sst sich aber dadurch erkla¨ren, dass der (1+1) EA die ihm zur Verfu¨gung gestellten
Informationen im Grunde nicht ausnutzt. Werden in einem Schritt mehrere lokale Mutatio-
nen ausgefu¨hrt, so ko¨nnen sich in diesem Schritt einige Wegla¨ngen verku¨rzen und andere
verla¨ngern. Die Summe der Wegla¨ngen kann sich dabei aber trotzdem reduzieren, was dazu
fu¨hrt, dass dieser Schritt bei der einkriteriellen Fitnessfunktion akzeptiert wird. Sobald sich
aber in einem Schritt ein Weg verla¨ngert, wird das neue Individuum bei der multikriteriellen
Fitnessfunktion auf jeden Fall verworfen, weil seine Fitness unvergleichbar oder schlechter als
die des aktuellen Individuums ist. Umgekehrt wird aber jeder Schritt, der bei der multikrite-
riellen Fitnessfunktion akzeptiert wird, auch bei der einkriteriellen akzeptiert. Der Grund fu¨r
die schnellere Laufzeit des (1+1) EA auf der einkriteriellen Fitnessfunktion muss also genau
in den Schritten liegen, die einen Weg verla¨ngern, aber insgesamt die Summe der Wegla¨ngen
verku¨rzen.
0
100000
200000
300000
400000
500000
600000
 10  20  30  40  50  60  70  80  90  100  110  120  130  140  150
G
en
er
at
io
ne
n
Knotenanzahl
(1+1)EA, Kuerzeste Wege, uniform zufaellige Distanzen
Multikriteriell - Durchschnitt
Einkriteriell - Durchschnitt
f_mk(n)
f_ek(n)
Abbildung 9.40: Durchschnittliche Laufzeiten des (1+1) EA auf ku¨rzesten Wegen (uniform
zufa¨llige Distanzen) mit den jeweils gro¨ßten getesteten Kantengewichten und den approxi-
mierten Funktionen.
Eine Regressionanalyse mit Gnuplot fu¨r die Laufzeiten auf uniform zufa¨llige Distanzen (erste
Klasse) mit den jeweils gro¨ßten getesteten Kantengewichten der einkriteriellen und multikri-
teriellen Fitnessfunktion fek(n) und fmk(n) ergab mit n = Knotenzahl folgendes:
fek(n) = 7,6446 n
2 log n− 13,3456 n2
fmk(n) = 7,53736 n
2 log n− 11,3783 n2
Die Summe der quadratischen Abweichungen betra¨gt fu¨r fek(n) 1,75668 ·107 bzw. fu¨r fmk(n)
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1,22978 · 107. Somit lassen sich die multikriteriellen Laufzeiten besser approximieren als die
der einkriteriellen. Ein zusa¨tzlicher Term von n3 bekam durch die Regressionsanalyse nur
einen Faktor von −0,000396798 bzw. 0,00291828. Die Gro¨ßenordnung von n2 log n wird also
in diesem Fall untermauert.
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Abbildung 9.41: Durchschnittliche Laufzeiten des (1+1) EA auf ku¨rzesten Wegen (eindeuti-
ges Optimum) mit den jeweils gro¨ßten getesteten Kantengewichten und den approximierten
Funktionen.
Ganz anders sieht es mit der zweiten untersuchten Klasse mit eingebautem eindeutigen Op-
timum aus. Diese sind deutlich schlechter zu approximieren und der Term n3 wird beno¨tigt.
Es ergeben sich fu¨r f
(2)
ek (n) und f
(2)
mk(n) ganz andere Funktionen:
f
(2)
ek (n) = 0,105889 n
3 +4,19498 n2 log n (Summe quadratischer Abweichungen: 6,59897 · 107)
f
(2)
mk(n) = 0,108843 n
3 +4,40966 n2 log n (Summe quadratischer Abweichungen: 1,37533 · 108)
Mit dem Term n2 log n+ n2 ergeben sich quadratische Abweichungen von 1,09413 · 108 bzw.
2,25735 ·108 . Das Ergebnis ist also nicht ganz eindeutig, da sich in diesem Fall die Laufzeiten
deutlich schlechter approximieren lassen.
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