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WELL-POSEDNESS FOR A SYSTEM OF QUADRATIC
DERIVATIVE NONLINEAR SCHRO¨DINGER EQUATIONS WITH
LOW REGULARITY PERIODIC INITIAL DATA
Hiroyuki Hirayama
Graduate School of Mathematics, Nagoya University
Chikusa-ku, Nagoya, 464-8602, Japan
Abstract. We consider the Cauchy problem of a system of quadratic derivative
nonlinear Schro¨dinger equations which was introduced by M. Colin and T. Colin
(2004) as a model of laser-plasma interaction. For the nonperiodic case, the author
proved the small data global well-posedness and the scattering at the scaling crit-
ical regularity for d ≥ 2 when the coefficients of Laplacian satisfy some condition.
In the present paper, we prove the well-posedness of the system for the periodic
case. In particular, well-posedness is proved at the scaling critical regularity for
d ≥ 3 under some condition for the coefficients of Laplacian.
1. Introduction
We consider the Cauchy problem of the system of nonlinear Schro¨dinger equations:
(i∂t + α∆)u = −(∇ · w)v, (t, x) ∈ (0, T )× T
d,
(i∂t + β∆)v = −(∇ · w)u, (t, x) ∈ (0, T )× T
d,
(i∂t + γ∆)w = ∇(u · v), (t, x) ∈ (0, T )× T
d,
(u(0, x), v(0, x), w(0, x)) = (u0(x), v0(x), w0(x)), x ∈ Td,
(1.1)
where α, β, γ ∈ R\{0} and the unknown functions u, v, w are Cd valued. The
system (1.1) was introduced by Colin and Colin in [10] as a model of laser-plasma
interaction. (1.1) is invariant under the following scaling transformation:
Aλ(t, x) = λ
−1A(λ−2t, λ−1x) (A = (u, v, w)),
and the scaling critical regularity is sc = d/2− 1. The aim of this paper is to prove
the well-posedness of (1.1) in the scaling critical Sobolev space.
First, we introduce some known results for related problems. The system (1.1)
has quadratic nonlinear terms which contains a derivative. A derivative loss arising
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from the nonlinearity makes the problem difficult. In fact, Christ ([9]) proved that
the flow map of the Cauchy problem:i∂tu− ∂2xu = u∂xu, t ∈ R, x ∈ T,u(0, x) = u0(x), x ∈ T
is not continuous on Hs(T) for any s ∈ R. While, there are positive results for the
Cauchy problem: i∂tu−∆u = ∂j(u2), t ∈ R, x ∈ Td,u(0, x) = u0(x), x ∈ Td, (1.2)
where ∂j = ∂/∂xj (j = 1, · · · , d). Gru¨nrock ([14]) proved that (1.2) is globally
well-posed in L2(Td) for d = 1 and locally well-posed in Hs(Td) for d ≥ 2 and s > sc
(= d/2 − 1). For the Cauchy problem of the one dimensional derivative nonlinear
Schro¨dinger equation:i∂tu+ ∂2xu = iλ∂x(|u|2u), t ∈ R, x ∈ T,u(0, x) = u0(x), x ∈ T,
Herr ([18]) proved the local well-posedness in Hs(T) for s ≥ 1/2 by using the gauge
transform and Win ([28]) proved the global well-posedness in Hs(T) for s > 1/2. For
the nonperiodic case, there are many results for the well-posedness of the nonlinear
Schro¨dinger equations with derivative nonlinearity ([1], [2], [3], [7], [8], [12], [13],
[20], [21], [23], [24], [25], [26]).
Next, we introduce some known results for (1.1). For the nonperiodic case, Colin
and Colin ([10]) proved the local existence of the solution of (1.1) in Hs(Rd) for
s > d/2 + 3. Recently, the author ([19]) proved that (1.1) for the nonperiodic case
is globally well-posed and the solution scatters for small data in Hsc(Rd) under the
condition (α−β)(α−γ)(β+γ) 6= 0 if d ≥ 4 and αβγ(1/α−1/β−1/γ) > 0 if d = 2,
3. The author also obtained some well-posedness results at the scaling subcritical
regularity under the other condition for α, β and γ. For the periodic case, Colin,
Colin and Me´tivier ([11]) proved that the coupled system of (1.1) and the nonlinear
wave equation is locally well-posed in Hs(Td) for large enough s.
Now, we give the main results in the present paper. For a Banach space H and
r > 0, we define Br(H) := {f ∈ H | ‖f‖H ≤ r}.
Theorem 1.1 (Critical case). Let sc = d/2− 1. We assume that α, β, γ ∈ R\{0}
satisfy α/β, β/γ ∈ Q.
(i) If d ≥ 3 and αβγ(1/α−1/β−1/γ) > 0, then (1.1) is locally well-posed for small
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data in Hsc(Td). More precisely, there exist r > 0 and T > 0 such that for all initial
data (u0, v0, w0) ∈ Br(H
sc(Td)×Hsc(Td)×Hsc(Td)), there exists a solution
(u, v, w) ∈ Xscr ([0, T )) ⊂ C
(
[0, T );Hsc(Td)
)
of the system (1.1) on (0, T ). Such solution is unique in Xscr ([0, T )) which is a closed
subset of Xsc([0, T )) (see (5.4), (5.5) and Definition 4). Moreover, the flow map
S : Br(H
sc(Td)×Hsc(Td)×Hsc(Td)) ∋ (u0, v0, w0) 7→ (u, v, w) ∈ X
sc([0, T ))
is Lipschitz continuous.
(ii) If d ≥ 5, αβγ(1/α− 1/β − 1/γ) ≤ 0 and (α− β)(β + γ)(γ − α) 6= 0, then (1.1)
is locally well-posed for small data in Hsc(Td).
Theorem 1.2 (Subcritical case). Let d ≥ 1 and α, β, γ ∈ R\{0}.
(i) If αβγ(1/α− 1/β− 1/γ) > 0 and s > max{sc, 0}, then (1.1) is locally well-posed
in Hs(Td). More precisely, for any r > 0 and for all initial data (u0, v0, w0) ∈
Br(H
s(Td)×Hs(Td)×Hs(Td)), there exist T = T (r) and a solution
(u, v, w) ∈ Xsr ([0, T )) ⊂ C
(
[0, T );Hs(Td)
)
of the system (1.1) on (0, T ). Such solution is unique in Xsr ([0, T )) which is a closed
subset of Xs([0, T )). Moreover, the flow map
S : Br(H
s(Td)×Hs(Td)×Hs(Td)) ∋ (u0, v0, w0) 7→ (u, v, w) ∈ X
s([0, T ))
is Lipschitz continuous.
(ii) If αβγ(1/α− 1/β − 1/γ) ≤ 0, (α − β)(β + γ)(γ − α) 6= 0 and s > max{sc, 1},
then (1.1) is locally well-posed in Hs(Td).
Remark 1.1. (i) αβγ(1/α− 1/β − 1/γ) > 0 is the nonresonance condition for High-
High interaction and (α − β)(β + γ)(γ − α) 6= 0 is the nonresonance condition for
High-Low interaction. Oh ([22]) also studied the resonance and the nonresonance
for the system of KdV equations. He proved that if the coefficient of the linear
term of the system satisfies the nonresonance condition, then the well-posedness
of the system is obtained at lower regularity than the regularity for the coefficient
satisfying the resonance condition.
(ii) If α, β, γ ∈ R\{0} satisfy αβγ(1/α−1/β−1/γ) > 0, then (α−β)(β+γ)(γ−α) 6=
0 holds.
(iii) α/β, β/γ ∈ Q is the condition that the products eitα∆u · eitβ∆v, eitβ∆v · eitγ∆w
and eitγ∆w · eitα∆u are periodic with respect to time variable t. We will use this
condition to obtain the bilinear Strichartz estimate (3.12).
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System (1.1) has the following conservation quantities (see [19] Proposition 7.1):
M(u, v, w) := 2||u||2L2x + ||v||
2
L2x
+ ||w||2L2x,
H(u, v, w) := α||∇u||2L2x + β||∇v||
2
L2x
+ γ||∇w||2L2x + 2Re(w,∇(u · v))L2x .
By using the conservation law for H , we obtain the following result.
Theorem 1.3. Let d ≥ 1. We assume that α, β, γ ∈ R\{0} have the same sign.
There exists r > 0 such that for every (u0, v0, w0) ∈ Br(H
1(Td)×H1(Td)×H1(Td)),
we can extend the local H1(Td) solution of Theorem 1.1 and Theorem 1.2 globally
in time.
Remark 1.2. Theorem 1.3 follows from the a priori estimate which is obtained by the
conservation law for H . Proof of the a priori estimate is the same as the nonperiodic
case (see [19] Proposition 7.2).
Furthermore, for the equation (1.2), we obtain the following result.
Theorem 1.4. Let d ≥ 3 and sc = d/2 − 1. Then, the equation (1.2) is locally
well-posed for small data in Hsc(Td).
Remark 1.3. The results by Gru¨nrock ([14]) do not contain the critical case s = sc .
The main tools of our results are the Strichartz estimate and the spaces Up and
V p. The Strichartz estimate on torus was proved by Bourgain ([4]) and improved by
Bourgain ([5]) and Bourgain and Demeter ([6]). The spaces Up and V p are applied
to prove the well-posedness and the scattering for KP-II equation at the scaling
critical regularity by Hadac, Herr and Koch ([15], [16]). For the periodic case, the
spaces Up and V p are used to prove the well-posedness of the nonlinear Schro¨dinger
equations with power type nonlinearity at the scaling critical regularity by Herr,
Tataru and Tzvetkov ([17]) and Wang ([27]).
To obtain the well-posedness of (1.1) at the scaling critical regularity, we will show
the following bilinear estimate.
Proposition 1.5. Let d ≥ 3 and σ1, σ2 ∈ R\{0} satisfy σ1 + σ2 6= 0 and σ1/σ2 =
m1/m2 for some m1, m2 ∈ Z\{0}. Assume s ≥ sc (= d/2 − 1). For any dyadic
numbers N1, N2, N3 ≥ 1, we have
||PN3(PN1u1 · PN2u2)||L2(T|σ|×Td)
. N smin
(
Nmin
Nmax
+
1
Nmin
)δ
||PN1u1||Y 0σ1 ||PN2u2||Y
0
σ2
(1.3)
for some δ > 0, where σ := σ1/m1 = σ2/m2, Nmax := max
1≤j≤3
Nj, Nmin := min
1≤j≤3
Nj.
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Wang ([27]) proved (1.3) for the case N1 ∼ N3 & N2. Therefore, Proposition 1.5 is
the extension of his estimate. To prove Proposition 1.5, we will show the new bilinear
estimate (Proposition 3.6) which is the estimate (1.3) for the case N1 ∼ N2 ≫ N3.
Furthermore, we will show the trilinear estimate∣∣∣∣∣Nmax
∫ T
0
∫
Td
(
3∏
j=1
PNjuj
)
dxdt
∣∣∣∣∣ . N smin
(
Nmin
Nmax
+
1
Nmin
)δ 3∏
j=1
||PNjuj||Y 0σj . (1.4)
by using Proposition 1.5. For the nonperiodic case in [19], We divided the integrals
on the left-hand side of (1.4) into 8 piece of the form∫
R
∫
R
(
3∏
j=1
Q
σj∆
j (1[0,T )PNjuj)
)
dxdt
with Q
σj∆
j ∈ {Q
σj∆
≥M , Q
σj∆
<M} (j = 1, 2, 3) to recover the derivative loss. But for the
periodic case, if we use such division, then we cannot apply the bilinear estimate (1.3)
since Q
σj∆
j (1[0,T )PNjuj) is not localized at the time interval [0, 2π|σ|
−1). Therefore,
we will use the division (see Formula (4.3))∫ T
0
∫
Td
(
3∏
j=1
PNjuj
)
dxdt = J1 + J2 + J31 + J32 + J33.
The integrands of the terms J31, J32 and J33 are localized at the time interval
[0, 2π|σ|−1).
Notation. For λ ∈ R, we define the integral on Tλ:∫
Tλ
f(t)dt :=
∫ 2πλ−1
0
f(t)dt.
and the integral on Td: ∫
Td
f(x)dx :=
∫
[0,2π]d
f(x)dx.
We denote the spatial Fourier coefficients for the function on Td as
Fx[f ](ξ) = f̂(ξ) :=
∫
Td
f(x)e−iξ·xdx, ξ ∈ Zd
and the space time Fourier transform as
F [f ](τ, ξ) = f˜(τ, ξ) :=
∫
R
∫
Td
f(t, x)e−itτe−ix·ξdxdt, τ ∈ R, ξ ∈ Zd.
For σ ∈ R, the free evolution eitσ∆ on L2 is given as a Fourier multiplier
Fx[e
itσ∆f ](ξ) = e−itσ|ξ|
2
f̂(ξ).
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We will use A . B to denote an estimate of the form A ≤ CB for some constant C
and write A ∼ B to mean A . B and B . A. We will use the convention that capital
letters denote dyadic numbers, e.g. N = 2n for n ∈ N and for a dyadic summation
we write
∑
N aN :=
∑
n∈N a2n and
∑
N≥M aN :=
∑
n∈N,2n≥M a2n for brevity. Let
χ ∈ C∞0 ((−2, 2)) be an even, non-negative function such that χ(s) = 1 for |s| ≤ 1.
We define ψ1(s) := χ(s) and ψN (s) := ψ1(N
−1s)−ψ1(2N
−1s) for N ≥ 2. We define
frequency and modulation projections
P̂Su(ξ) := 1S(ξ)û(ξ), P̂Nu(ξ) := ψN (|ξ|)û(ξ), Q˜
σ∆
M u(τ, ξ) := ψM(τ + σ|ξ|
2)u˜(τ, ξ).
for the set S ⊂ Zd and the dyadic numbers N , M , where 1S is the characteristic
function of S. Furthermore, we define Qσ∆≥M :=
∑
N≥M Q
σ∆
N and Q
σ∆
<M := Id−Q
σ∆
≥M .
For s ∈ R, we define the Sobolev space Hs(Td) as the space of all L2(Td) functions
for which the norm
||f ||Hs :=
∑
ξ∈Zd
〈ξ〉2s|f̂(ξ)|2
1/2 ∼ (∑
N≥1
N2s||PNf ||
2
L2(Td)
)1/2
is finite.
The rest of this paper is planned as follows. In Section 2, we will give the defi-
nition and properties of the Up space and V p space. In Section 3, we will give the
Strichartz estimates on torus and the bilinear estimates. In Section 4, we will give
the trilinear estimates. In Section 5, we will give the proof of the well-posedness
(Theorems 1.1, 1.2 and 1.4).
2. Up, V p spaces and their properties
In this section, we define the Up space and the V p space, and introduce the
properties of these spaces which are proved in [15], [16] and [17]. Throughout this
section let H be a separable Hilbert space over C.
We define the set of finite partitions Z as
Z :=
{
{tk}
K
k=0|K ∈ N,−∞ < t0 < t1 < · · · < tK ≤ ∞
}
and tK =∞, we put v(tK) := 0 for all functions v : R→H.
Definition 1. Let 1 ≤ p <∞. For {tk}
K
k=0 ∈ Z and {φk}
K−1
k=0 ⊂ H with
∑K−1
k=0 ||φk||
p
H =
1 we call the function a : R→ H given by
a(t) =
K∑
k=1
1[tk−1,tk)(t)φk−1
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a “Up-atom”. Furthermore, we define the atomic space
Up(R;H) :=
{
u =
∞∑
j=1
λjaj
∣∣∣∣∣ aj : Up−atom, λj ∈ C such that
∞∑
j=1
|λj| <∞
}
with the norm
||u||Up(R;H) := inf
{
∞∑
j=1
|λj|
∣∣∣∣∣u =
∞∑
j=1
λjaj , aj : U
p−atom, λj ∈ C
}
.
Definition 2. Let 1 ≤ p <∞. We define the space of the bounded p-variation
V p(R;H) := {v : R→ H| ||v||V p(R;H) <∞}
with the norm
||v||V p(R;H) := sup
{tk}
K
k=0∈Z
(
K∑
k=1
||v(tk)− v(tk−1)||
p
H
)1/p
.
Likewise, let V p−,rc(R;H) denote the closed subspace of all right-continuous functions
v ∈ V p(R;H) with limt→−∞ v(t) = 0, endowed with the same norm || · ||V p(R;H).
Proposition 2.1 ([15] Proposition 2,2, 2.4, Corollary 2.6). Let 1 ≤ p < q <∞.
(i) Up(R;H), V p(R;H) and V p−,rc(R;H) are Banach spaces.
(ii) The embeddings Up(R;H) →֒ V p−,rc(R;H) →֒ U
q(R;H) →֒ L∞t (R;H) are contin-
uous.
Definition 3. Let 1 ≤ p <∞, s ∈ R and σ ∈ R\{0}. We define
Upσ∆H
s := {u : R→ Hs| e−itσ∆u ∈ Up(R;Hs(Td))}
with the norm ||u||Upσ∆Hs := ||e
−itσ∆u||Up(R;Hs),
V pσ∆H
s := {v : R→ Hs| e−itσ∆v ∈ V p−,rc(R;H
s(Td))}
with the norm ||v||V pσ∆Hs := ||e
−itσ∆v||V p(R;Hs) .
Remark 2.1. We note that ||u||Upσ∆Hs = ||u||U
p
−σ∆H
s and ||v||V pσ∆Hs = ||v||V
p
−σ∆H
s .
Proposition 2.2 ([15] Corollary 2.18). Let 1 < p <∞ and σ ∈ R\{0}. We have
||Qσ∆≥Mu||L2(R;L2) . M
−1/2||u||V 2σ∆L2 , (2.1)
||Qσ∆<Mu||V pσ∆L2 . ||u||V
p
σ∆L
2, ||Qσ∆≥Mu||V pσ∆L2 . ||u||V
p
σ∆L
2 . (2.2)
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Proposition 2.3 ([15] Proposition 2.19). Let
T0 : L
2(Td)× · · · × L2(Td)→ L1loc(T
d)
be a m-linear operator and I ⊂ R be an interval. Assume that for some 1 ≤ p, q <
∞,
||T0(e
itσ1∆φ1, · · · , e
itσm∆φm)||Lpt (I:L
q
x) .
m∏
i=1
||φi||L2.
Then, there exists T : Upσ1∆L
2 × · · · × Upσm∆L
2 → Lpt (I;L
q
x) satisfying
||T (u1, · · · , um)||Lpt (I;L
q
x) .
m∏
i=1
||ui||Upσi∆L
2
such that T (u1, · · · , um)(t)(x) = T0(u1(t), · · · , um(t))(x) a.e.
Proposition 2.4 ([15] Proposition 2.20). Let q > 1, E be a Banach space and
T : U qσ∆L
2 → E be a bounded, linear operator with ||Tu||E ≤ Cq||u||Uqσ∆L2 for all
u ∈ U qσ∆L
2. In addition, assume that for some 1 ≤ p < q there exists Cp ∈ (0, Cq]
such that the estimate ||Tu||E ≤ Cp||u||Upσ∆L2 holds true for all u ∈ U
p
σ∆L
2. Then, T
satisfies the estimate
||Tu||E . Cp
(
1 + ln
Cq
Cp
)
||u||V pσ∆L2 , u ∈ V
p
σ∆L
2,
where implicit constant depends only on p and q.
Next, we define the function spaces which will be used to construct the solution.
Definition 4. Let s, σ ∈ R.
(i) We define Zsσ as the space of all functions u : R → H
s(Td) such that for every
ξ ∈ Zd the map t 7→ eitσ|ξ|
2
û(t)(ξ) is in U2(R;C), and for which the norm
||u||Zsσ :=
∑
ξ∈Zd
〈ξ〉2s||eitσ|ξ|
2
û(t)(ξ)||2U2(R;C)
1/2
is finite.
(ii) We define Y sσ as the space of all functions u : R → H
s(Td) such that for every
ξ ∈ Zd the map t 7→ eitσ|ξ|
2
û(t)(ξ) is in V 2−,rc(R;C), and for which the norm
||u||Y sσ :=
∑
ξ∈Zd
〈ξ〉2s||eitσ|ξ|
2
û(t)(ξ)||2V 2(R;C)
1/2
is finite.
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Remark 2.2 ([15] Remark 2.23). Let E be a Banach space of continuous functions
f : R→H, for some Hilbert spaceH. We also consider the corresponding restriction
space to the interval I ⊂ R by
E(I) = {u ∈ C(I,H)|∃v ∈ E s.t. v(t) = u(t), t ∈ I}
endowed with the norm ||u||E(I) = inf{||v||E|v(t) = u(t), t ∈ I}. Obviously, E(I) is
also a Banach space.
Proposition 2.5 ([17] Proposition 2.8, Corollary 2.9). The embeddings
U2σ∆H
s →֒ Zsσ →֒ Y
s
σ →֒ V
2
σ∆H
s
are continuous. Furthermore if Zd = ∪Ck be a partition of Zd, then(∑
k
||PCku||
2
V 2σ∆H
s
)1/2
. ||u||Y sσ . (2.3)
For f ∈ L1loc(R;L
2(Td)) and σ ∈ R, we define
Iσ[f ](t) :=
∫ t
0
ei(t−t
′)σ∆f(t′)dt′.
for t ≥ 0 and Iσ[f ](t) = 0 for t < 0.
Proposition 2.6 ([17] Proposition 2.10). For s ≥ 0, T > 0, σ ∈ R\{0} and
f ∈ L1([0, T );Hs(Td)) we have Iσ[f ] ∈ Zsσ([0, T )) and
||Iσ[f ]||Zsσ([0,T )) ≤ sup
v∈Y −sσ ([0,T )),||v||Y−sσ
=1
∣∣∣∣∫ T
0
∫
Td
f(t, x)v(t, x)dt
∣∣∣∣ .
3. Strichartz and bilinear Strichartz estimates
In this section, we introduce some Strichartz estimates on torus proved in [6], [17],
[27] and the bilinear estimate proved in [27]. Furthermore, we show the new bilinear
estimate (Proposition 3.6).
For a dyadic number N ≥ 1, we define CN as the collection of disjoint cubes
C ⊂ Zd of side-length N with arbitrary center and orientation.
Proposition 3.1 ([6] Theorem 2.3, 2.4, Remark 2.5). Let d ≥ 1, σ ∈ R\{0} and
m ∈ Z\{0}. Assume s ≥ d/2− (d+ 2)/p if p > 2(d+ 2)/d and s > d/2− (d+ 2)/p
if p = 2(d+ 2)/d.
(i) For any dyadic number N ≥ 1 , we have
||PNe
itσ∆ϕ||Lp(T|σ/m|×Td) . N
s||PNϕ||L2(Td). (3.1)
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(ii) For any C ∈ CN with N ≥ 1, we have
||PCe
itσ∆ϕ||Lp(T|σ/m|×Td) . N
s||PCϕ||L2(Td). (3.2)
Remark 3.1. (i) The estimate (3.2) follows from (3.1) and the Galilean transforma-
tion (see Formula (5.7), (5.8) in [4]).
(ii) Implicit constants in the estimates (3.1), (3.2) depend on m and σ.
(iii) The estimates (3.1), (3.2) also hold for s > 0 and p < 2(d + 2)/d since
L2(d+2)/d(T|σ/m| × Td) ⊂ Lp(T|σ/m| × Td) holds for p < 2(d+ 2)/d.
For dyadic numbers N ≥ 1 and M ≥ 1, we define RM(N) as the collection of all
sets of the form (
ξ0 + [−N,N ]
d
)
∩ {ξ ∈ Zd| |a · ξ − A| ≤M}
with some ξ0 ∈ Zd, a ∈ Rd, |a| = 1 and A ∈ R.
Proposition 3.2 ([17] Proposition 3.3, [27] Formula (19)). Let d ≥ 1, σ ∈ R\{0}
and m ∈ Z\{0}. For any R ∈ RM (N) with N ≥M ≥ 1, we have
||PRe
itσ∆ϕ||L∞(T|σ/m|×Td) .M
1/2N (d−1)/2||PRϕ||L2(Td). (3.3)
By using the Ho¨lder inequality with (3.2) for p < 4 and (3.3), we have the following
L4-Strichartz estimate.
Proposition 3.3. Let d ≥ 1, σ ∈ R\{0} and m ∈ Z\{0}. Assume s ≥ d/4− 1/2 if
d ≥ 3 and s > 0 if d = 1, 2. For any R ∈ RM (N) with N ≥M ≥ 1, we have
||PRe
itσ∆ϕ||L4(T|σ/m|×Td) . N
s
(
M
N
)δ
||PRϕ||L2(Td) (3.4)
for some δ > 0.
By Propositions 2.3 and 3.1, we have following:
Corollary 3.4. Let σ ∈ R\{0} and m ∈ Z\{0}. Assume s ≥ d/2 − (d + 2)/p if
p > 2(d + 2)/d, s > d/2− (d+ 2)/p if p = 2(d + 2)/d and s > 0 if p < 2(d+ 2)/d.
For any dyadic number N ≥ 1 and C ∈ CN , we have
||PNu||Lp(T|σ/m|×Td) . N
s||PNu||Upσ∆L2 , (3.5)
||PCu||Lp(T|σ/m|×Td) . N
s||PCu||Upσ∆L2 . (3.6)
Next, we give the bilinear estimates.
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Proposition 3.5 ([27] Proposition 4.2). Let d ≥ 1 and σ1, σ2 ∈ R\{0} satisfy
σ1/σ2 = m1/m2 for some m1, m2 ∈ Z\{0}. Assume s ≥ sc (= d/2 − 1) if d ≥ 3
and s > 0 if d = 1, 2. For any dyadic numbers H and L with H ≥ L ≥ 1, we have
||PHu1 · PLu2||L2(T|σ|×Td) . L
s
(
L
H
+
1
L
)δ
||PHu1||Y 0σ1 ||PLu2||Y
0
σ2
(3.7)
for some δ > 0, where σ := σ1/m1 = σ2/m2.
Remark 3.2. Wang proved (3.7) only for d ≥ 5 (and σ1 = σ2 = 1). To obtain (3.7)
for 1 ≤ d ≤ 4, we choose p = q = 4 and use (3.4) as above in the proof of [[27]
Proposition 4.2] for k = 1, n ≥ 5. The other parts of the proof are the same way.
We get the following bilinear estimate.
Proposition 3.6. Let d ≥ 1 and σ1, σ2 ∈ R\{0} satisfy σ1 + σ2 6= 0 and σ1/σ2 =
m1/m2 for some m1, m2 ∈ Z\{0}. Assume s ≥ sc (= d/2 − 1) if d ≥ 3 and s > 0
if d = 1, 2. For any dyadic numbers L, H, H ′ with H ∼ H ′ ≫ L ≥ 1, we have
||PL(PHu1 · PH′u2)||L2(T|σ|×Td) . L
s
(
L
H
+
1
L
)δ
||PHu1||Y 0σ1 ||PH
′u2||Y 0σ2 (3.8)
for some δ > 0, where σ := σ1/m1 = σ2/m2.
Proof. We decompose PHu1 =
∑
C1∈CL
PC1PHu1. For fixed C1 ∈ CL, let ξ0 be the
center of C1. Since ξ1 ∈ C1 and |ξ1 + ξ2| ≤ 2L imply |ξ2 + ξ0| ≤ 3L, we obtain
||PL(PC1PHu1 · PH′u2)||L2(T|σ|×Td) ≤ ||PC1PHu1 · PC2(C1)PH′u2||L2(T|σ|×Td),
where C2(C1) := {ξ2 ∈ Zd| |ξ2 + ξ0| ≤ 3L}. If we prove
||PC1PHu1 · PC2(C1)PH′u2||L2(T|σ|×Td)
. Ls
(
L
H
+
1
L
)δ
||PC1PHu1||V 2σ1∆L
2 ||PC2(C1)PH′φ2||V 2σ2∆L
2
(3.9)
for some δ > 0, then we obtain
||PL(PHu1 · PH′u2)||L2(T|σ|×Td)
.
∑
C1∈CL
Ls
(
L
H
+
1
L
)δ
||PC1PHu1||V 2σ1∆L
2 ||PC2(C1)PH′u2||V 2σ2∆L
2
. Ls
(
L
H
+
1
L
)δ( ∑
C1∈CL
||PC1PHu1||
2
V 2σ1∆
L2
)1/2( ∑
C1∈CL
||PC2(C1)PH′u2||
2
V 2σ2∆
L2
)1/2
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and the proof is complete by (2.3). The estimate (3.9) follows by interpolation
between
||PC1PHu1 · PC2(C1)PH′u2||L2(T|σ|×Td)
. Ls||PC1PHu1||U4σ1∆L
2 ||PC2(C1)PH′u2||U4σ2∆L
2
(3.10)
and
||PC1PHu1 · PC2(C1)PH′u2||L2(T|σ|×Td)
. Ls
(
L
H
+
1
L
)δ′
||PC1PHu1||U2σ1∆L
2 ||PC2(C1)PH′u2||U2σ2∆L
2
(3.11)
via Proposition 2.4. The estimate (3.10) is proved by the Cauchy-Schwartz inequal-
ity and (3.6). While the estimate (3.11) follows from the bilinear Strichartz estimate
||PC1PH(e
itσ1φ1) · PC2(C1)PH′(e
itσ2φ2)||L2(T|σ|×Td)
. Ls
(
L
H
+
1
L
)δ′
||PC1PHφ1||L2(Td)||PC2(C1)PH′φ2||L2(Td).
(3.12)
and Proposition 2.3.
Now, we prove the estimate (3.12) for some δ′ > 0. Put uj = e
itσj∆φj (j = 1, 2).
We note that u1u2 is periodic function with period 2π|σ|
−1 with respect to t since
σ1/σ2 = m1/m2 ∈ Q. We partition C1 = ∪kR1,k and C2(C1) = ∪lR2,l into almost
disjoint strips as
R1,k = {ξ1 ∈ C1|ξ1 · ξ0 ∈ [|ξ0|Mk, |ξ0|M(k + 1)]}, k ∼ H/M,
R2,l = {ξ2 ∈ C2(C1)|ξ2 · ξ0 ∈ [−|ξ0|M(l + 1),−|ξ0|Ml}, l ∼ H/M,
where M = max{L2/H, 1}. The condition for k and l as above follows from |ξ0| ∼
H ≫ L. To obtain the almost orthogonality for the summation
PC1PHu1 · PC2(C1)PH′u2 =
∑
k
∑
l
PR1,kPHu1 · PR2,lPH′u2,
we use the argument in [[17] Proposition 3.5]. Since L2 .M2k ∼M2l, we have
|ξ1|
2 =
|ξ1 · ξ0|
2
|ξ0|2
+ |ξ1 − ξ0|
2 −
|(ξ1 − ξ0) · ξ0|
2
|ξ0|2
= M2k2 +O(M2k)
and
|ξ2|
2 =
|ξ2 · ξ0|
2
|ξ0|2
+ |ξ2 + ξ0|
2 −
|(ξ2 + ξ0) · ξ0|
2
|ξ0|2
=M2l2 +O(M2k)
for any ξ1 ∈ R1,k and ξ2 ∈ R2,l. More precisely, there exist the constants A1 ,A2 > 0
which do not depend on k and l, such that ξ1 ∈ R1,k and ξ2 ∈ R2,l satisfy
M2k2−A1M
2k ≤ |ξ1|
2 ≤M2k2+A1M
2k, M2l2−A2M
2k ≤ |ξ2|
2 ≤M2l2+A2M
2k.
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Furthermore, σ1k
2 + σ2l
2 6= 0 because
|σ1|ξ1|
2 + σ2|ξ2|
2| = |(σ1 + σ2)|ξ1|
2 − σ2(ξ1 − ξ2) · (ξ1 + ξ2)| ∼ H
2,
where we used the condition σ1 + σ2 6= 0. Therefore, the expression PR1,kPHu1 ·
PR2,lPH′u2 are localized at time frequency −M
2(σ1k
2+σ2l
2)+O(M2k). This implies
the almost orthogonality
||PC1PHu1 · PC2(C1)PH′u2||
2
L2(T|σ|×Td)
.
∑
k
∑
l
||PR1,kPHu1 · PR2,lPH′u2||
2
L2(T|σ|×Td)
since PC1PHu1 · PC2(C1)PH′u2 is periodic function with period 2π|σ|
−1 with respect
to t. By the Cauchy-Schwartz inequality and (3.4), we have
||PR1,kPHu1 · PR2,lPH′u2||L2(T|σ|×Td) . ||PR1,kPHu1||L4(T|σ|×Td)||PR2,lPH′u2||L4(T|σ|×Td)
. Ls
(
M
L
)δ′
||PR1,kPHφ1||L2(Td)||PR2,lPH′φ2||L2(Td)
for some δ′ > 0 and any s ≥ sc if d ≥ 3 and s > 0 if d = 1, 2 since R1,k ∈ RM(L),
R2,l ∈ RM(3L). Therefore, we obtain (3.12) by the L
2-orthogonality and M ≤
L2/H + 1. 
Remark 3.3. Proposition 1.5 is implied from Propositions 3.5 and 3.6.
To deal with large data at the scaling subcritical regularity, we show the following.
Proposition 3.7. Let d ≥ 1 and σ1, σ2 ∈ R\{0}. Assume s > s0 := max{sc, 0}.
For any dyadic numbers N1, N2, N3 ≥ 1 and 0 < T ≤ 2πσ
−1, we have
||PN3(PN1u1 · PN2u2)||L2([0,T )×Td)
. T ǫN smin
(
Nmin
Nmax
+
1
Nmin
)δ
||PN1u1||Y 0σ1 ||PN2u2||Y
0
σ2
(3.13)
for some δ > 0 and ǫ > 0, where σ := max{|σ1|, |σ2|}, Nmax := max
1≤j≤3
Nj, Nmin :=
min
1≤j≤3
Nj.
Proof. We first prove the case N1 ∼ N2 ≫ N3. By (3.6) and the embedding
V 2σi∆L
2 →֒ Upσi∆L
2, we have
||PCu||Lp(Tσ×Td) . N
max{d/2−(d+2)/p,a}||PCu||Upσi∆L
2 . T ǫ
′/4N s0/2+ǫ
′′
||PCu||V 2σi∆L
2
for any p > 4, a > 0, C ∈ CN with N ≥ 1, and u ∈ V
2
σi∆
L2. Therefore, for sufficient
small ǫ′′ > 0, there exists 0 < ǫ′ < 1 such that
||PCu||L4([0,T )×Td) . ||1||L4/ǫ′([0,T )×Td)||PCu||L4/(1−ǫ′)(Tσ×Td)
. T ǫ
′/4N s0/2+ǫ
′′
||PCu||V 2σi∆L
2
(3.14)
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for any 0 < T ≤ 2πσ−1. The Cauchy-Schwartz inequality and (3.14) with ǫ′′ =
(s− s0)/3 imply
||PC1PN1u1 · PC2(C1)PN2u2||L2([0,T )×Td)
. T ǫ
′/2N s3
(
1
N3
)(s−s0)/3
||PC1PN1u1||V 2σ1∆L
2 ||PC2(C1)PN2u2||V 2σ2∆L
2 ,
(3.15)
where C1 and C2(C1) are same as in the proof of Proposition 3.6. Therefore, we
have (3.13) by using (3.15) instead of (3.9) in the proof of Proposition 3.6.
For the case N1 ∼ N3 & N2, we also obtain (3.13) by using above argument in
the proof of [[27] Proposition 4.2]. 
Remark 3.4. Since the bilinear Stricartz estimate (3.12) is not used to obtain (3.15),
the conditions σ1 + σ2 6= 0 and σ1/σ2 = m1/m2 for some m1, m2 ∈ Z\{0} are not
necessary for (3.13).
4. Trilinear estimates and the proof of the well-posedness
In this section, we give the trilinear estimates which will be used to prove the
well-posedness.
Lemma 4.1 ([19] Lemma 4.1). Let d ≥ 1. We assume that σ1, σ2, σ3 ∈ R\{0}
satisfy (σ1 + σ2)(σ2 + σ3)(σ3 + σ1) 6= 0 and (τ1, ξ1), (τ2, ξ2), (τ3, ξ3) ∈ R×Rd satisfy
τ1 + τ2 + τ3 = 0, ξ1 + ξ2 + ξ3 = 0.
(i) If there exist 1 ≤ i, j ≤ 3 such that |ξi| ≪ |ξj|, then we have
max
1≤j≤3
|τj + σj |ξj|
2| & max
1≤j≤3
|ξj|
2. (4.1)
(ii) If |ξ1| ∼ |ξ2| ∼ |ξ3| and σ1σ2σ3(1/σ1 + 1/σ2 + 1/σ3) > 0, then we have (4.1).
Now, we give the trilinear estimates under the condition σ1σ2σ3(1/σ1 + 1/σ2 +
1/σ3) > 0.
Proposition 4.2. Let d ≥ 3 and σ1, σ2, σ3 ∈ R\{0} satisfy σ1σ2σ3(1/σ1 + 1/σ2 +
1/σ3) > 0 and σ1/σ2 = m1/m2, σ2/σ3 = m2/m3 for some m1, m2, m3 ∈ Z\{0}.
Assume s ≥ sc (= d/2−1). For any dyadic numbers N1, N2, N3 ≥ 1 with Nmax ≥ 2,
0 < T ≤ 2π|σ|−1 and PNjuj ∈ V
2
σj
L2 (j = 1, 2, 3), we have∣∣∣∣∣Nmax
∫ T
0
∫
Td
(
3∏
j=1
PNjuj
)
dxdt
∣∣∣∣∣ . N smin
(
Nmin
Nmax
+
1
Nmin
)δ 3∏
j=1
||PNjuj||Y 0σj (4.2)
for some δ > 0, where σ := σ1/m1 = σ2/m2 = σ3/m3, Nmax = max
1≤j≤3
Nj, Nmin =
min
1≤j≤3
Nj.
WP FOR SYSTEM OF QDNLS ON Td 15
Proof. We define uj,T := 1[0,T )uj (j = 1, 2, 3). Furthermore for sufficiently large
constant C, we put M := C−1N2max and decompose Id = Q
σj∆
<M + Q
σj∆
≥M (j = 1, 2, 3).
We divide the integral on the left-hand side of (4.2) into∫ T
0
∫
Td
(
3∏
j=1
PNjuj
)
dxdt = J1 + J2 + J31 + J32 + J33,
where
J1 =
∫
R
∫
Td
(
3∏
j=1
Q
σj∆
<MPNjuj,T
)
dxdt, J2 =
∫
R
∫
Td
(
3∏
j=1
Q
σj∆
≥MPNjuj,T
)
dxdt,
J31 =
∫
R
∫
Td
(
Qσ1∆≥MPN1u1,T
) (
Qσ2∆<MPN2u2,T
)
PN3u3,Tdxdt,
J32 =
∫
R
∫
Td
PN1u1,T
(
Qσ2∆≥MPN2u2,T
) (
Qσ3∆<MPN3u3,T
)
dxdt,
J33 =
∫
R
∫
Td
(
Qσ1∆<MPN1u1,T
)
PN2u2,T
(
Qσ3∆≥MPN3u3,T
)
dxdt.
(4.3)
By Plancherel’s theorem, Lemma 4.1 and Nmax ≥ 2, we have
J1 = 0
Estimate for J2
We can assume N1 ≥ N2 ≥ N3 by the symmetry. By the Ho¨lder inequality, we
have
|J2| . ||Q
σ1∆
≥MPN1u1,T ||L2(R×Td)||Q
σ2∆
≥MPN2u2,T ||L2(R×Td)||Q
σ3∆
≥MPN3u3,T ||L∞(R×Td).
Furthermore by (2.1), M ∼ N2max and the embedding Y
0
σj
→֒ V 2σj∆L
2, we have
||Q
σj∆
≥MPNjuj,T ||L2(R×Td) . N
−1
max||PNjuj,T ||V 2σj∆L
2 . N−1max||PNjuj||Y 0σj
for j = 1, 2 since ||1[0,T )f ||Y 0σj . ||f ||Y
0
σj
for any T > 0 and f ∈ Y 0σj . While by the
Sobolev inequality, the embeddings Y 0σ3 →֒ V
2
σ3∆
L2 →֒ L∞(R;L2(Td)) and (2.2), we
have
||Qσ3∆≥MPN3u3,T ||L∞(R×Td) . N
d/2
3 ||Q
σ3∆
≥MPN3u3,T ||L∞(R;L2(Td)) . N
d/2
3 ||PN3u3,T ||Y 0σ3
since ||1[0,T )f ||Y 0σ3 . ||f ||Y
0
σ3
for any T > 0 and f ∈ Y 0σ3 . Therefore, we obtain
|NmaxJ2| . N
d/2−1
min
Nmin
Nmax
3∏
j=1
||PNjuj||Y 0σj .
Estimate for J31
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By the Cauchy-Schwartz inequality, we have
|J31| . ||Q
σ1∆
≥MPN1u1,T ||L2(R×Td)||P˜N1(Q
σ2∆
<MPN2u2,T · PN3u3,T )||L2(R×Td)
. ||Qσ1∆≥MPN1u1,T ||L2(R×Td)||P˜N1(Q
σ2∆
<MPN2u2,T · PN3u3)||L2(T|σ|×Td)
since 0 < T ≤ 2π|σ|−1 and PN1 = P˜N1PN1 , where P˜N1 = PN1/2 + PN1 + P2N1 .
Furthermore by (2.1), M ∼ N2max and the embedding Y
0
σ1
→֒ V 2σ1L
2, we have
||Qσ1∆≥MPN1u1,T ||L2(R×Td) . N
−1
max||PN1u1,T ||V 2σ1∆L
2 . N−1max||PN1u1||Y 0σ1
since ||1[0,T )f ||Y 0σ1 . ||f ||Y
0
σ1
for any T > 0 and f ∈ Y 0σ1 . While by (1.3) and (2.2),
we have
||P˜N1(Q
σ2∆
<MPN2u2,T · PN3u3)||L2(T|σ|×Td)
. N smin
(
Nmin
Nmax
+
1
Nmin
)δ
||PN2u2||Y 0σ2 ||PN3u3||Y
0
σ3
for some δ > 0 since ||1[0,T )f ||Y 0σ2 . ||f ||Y
0
σ2
for any T > 0 and f ∈ Y 0σ2 . Therefore,
we obtain
|NmaxJ31| . N
s
min
(
Nmin
Nmax
+
1
Nmin
)δ 3∏
j=1
||PNjuj||Y 0σj .
The estimates for J32 and J33 can be obtained by the same way as the estimate for
J31. 
We note that
||Q≥M(1[0,T )u)||L2(R×Td) ≤ T
1/2||u||L∞(R;L2(Td)) . T
1/2||u||V 2σ∆L2 (4.4)
by the embedding V 2σ∆L
2 →֒ L∞(R;L2(Td)). Therefore for any ǫ > 0, we have
||Q≥M(1[0,T )u)||L2(R×Td) . T
ǫM−1/2+ǫ||u||V 2σ∆L2 (4.5)
by the interpolation between (2.1) and (4.4). By using (4.5) instead of (2.1) for
J2 and (3.13) instead of (1.3) for J31 in the proof of Proposition 4.2, we get the
following.
Proposition 4.3. Let d ≥ 1 and σ1, σ2, σ3 ∈ R\{0} satisfy σ1σ2σ3(1/σ1 + 1/σ2 +
1/σ3) > 0. Assume s > max{sc, 0}. For any dyadic numbers N1, N2, N3 ≥ 1 with
Nmax ≥ 2, 0 < T ≤ 2πσ
−1 and PNjuj ∈ V
2
σj
L2 (j = 1, 2, 3), we have∣∣∣∣∣Nmax
∫ T
0
∫
Td
(
3∏
j=1
PNjuj
)
dxdt
∣∣∣∣∣ . T ǫN smin
(
Nmin
Nmax
+
1
Nmin
)δ 3∏
j=1
||PNjuj||Y 0σj (4.6)
for some δ > 0 and ǫ > 0, where σ := max1≤j≤3 |σj|, Nmax = max
1≤j≤3
Nj, Nmin =
min
1≤j≤3
Nj.
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Next, we give the trilinear estimates under the condition σ1σ2σ3(1/σ1 + 1/σ2 +
1/σ3) ≤ 0.
Proposition 4.4. Let d ≥ 5 and σ1, σ2, σ3 ∈ R\{0} satisfy σ1σ2σ3(1/σ1 + 1/σ2 +
1/σ3) ≤ 0, (σ1+σ2)(σ2+σ3)(σ3+σ1) 6= 0 and σ1/σ2 = m1/m2, σ2/σ3 = m2/m3 for
some m1, m2, m3 ∈ Z\{0}. Assume s ≥ sc (= d/2 − 1). For any dyadic numbers
N1, N2, N3 ≥ 1 with Nmax ≥ 2, 0 < T ≤ 2π|σ|
−1 and PNjuj ∈ V
2
σj
L2 (j = 1, 2, 3),
we have (4.2) for some δ > 0 if Ni ≪ Nj holds for some 1 ≤ i, j ≤ 3 and for δ = 0
if N1 ∼ N2 ∼ N3 holds.
Proof. If Ni ≪ Nj holds for some 1 ≤ i, j ≤ 3, we can obtain (4.2) since (4.1) holds.
Therefore, we assume N1 ∼ N2 ∼ N3. By the Ho¨lder inequality, we have∣∣∣∣∣Nmax
∫ T
0
∫
Td
(
3∏
j=1
PNjuj
)
dxdt
∣∣∣∣∣ ≤ Nmax
3∏
j=1
||PNjuj||L3(T|σ|×Td).
Furthermore, by (3.5) with p = 3 and the embeddings Y 0σj →֒ V
2
σj∆
L2 →֒ U3σj∆L
2, we
have
||PNjuj||L3(T|σ|×Td) . N
d/6−2/3
j ||PNjuj||Y 0σj
since 3 > 2(d+ 2)/2 holds for d ≥ 5. Therefore, we obtain (4.2) with δ = 0. 
Proposition 4.5. Let d ≥ 1 and σ1, σ2, σ3 ∈ R\{0} satisfy σ1σ2σ3(1/σ1 + 1/σ2 +
1/σ3) ≤ 0 and (σ1 + σ2)(σ2 + σ3)(σ3 + σ1) 6= 0. Assume s > max{sc, 1}. For any
dyadic numbers N1, N2, N3 ≥ 1 with Nmax ≥ 2, 0 < T ≤ 2πσ
−1 and PNjuj ∈ V
2
σj
L2
(j = 1, 2, 3), we have (4.6) for some δ > 0 if Ni ≪ Nj holds for some 1 ≤ i, j ≤ 3
and for δ = 0 if N1 ∼ N2 ∼ N3 holds.
Proof. If Ni ≪ Nj holds for some 1 ≤ i, j ≤ 3, we can obtain (4.6) since (4.1) holds.
Therefore, we assume N1 ∼ N2 ∼ N3. By (3.5), we have
||PNjuj||Lp(T|σ|×Td) . N
max{d/2−(d+2)/p,a}
j ||PNjuj||Upσi∆L
2
for any p > 3, a > 0. Therefore, for sufficient small ǫ′′ > 0, there exists 0 < ǫ′ < 1
such that
||PNjuj||L3([0,T )×Td) . ||1||L3/ǫ′([0,T )×Td)||PNjuj||L3/(1−ǫ′)(T|σ|×Td)
. T ǫ
′/3Nmax{d/6−2/3,0}+ǫ
′′
||PNjuj||Y 0σj
for any 0 < T ≤ 2π|σ|−1 since the embeddings Y 0σj →֒ V
2
σj∆
L2 →֒ Upσj∆L
2 hold for
p > 3. Therefore, we obtain (4.6) with δ = 0 by the same way as the proof of
Proposition 4.4. 
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5. Proof of the well-posedness
In this section, we give the trilinear estimates and prove Theorems 1.1, 1.2 and 1.4.
we define the map
Φ(u, v, w) = (Φ(1)α,u0(w, v),Φ
(1)
β,v0
(w, v),Φ(2)γ,w0(u, v))
as
Φ(1)σ,ϕ(f, g)(t) := e
itσ∆ϕ− I(1)σ (f, g)(t),
Φ(2)σ,ϕ(f, g)(t) := e
itσ∆ϕ+ I(2)σ (f, g)(t),
where
I(1)σ (f, g)(t) :=
∫ t
0
1[0,∞)(t
′)ei(t−t
′)σ∆(∇ · f(t′))g(t′)dt′,
I(2)σ (f, g)(t) :=
∫ t
0
1[0,∞)(t
′)ei(t−t
′)σ∆∇(f(t′) · g(t′))dt′.
To obtain the well-posedness of (1.1), we prove that Φ is a contraction map on a
closed subset of Zsα([0, T ))×Z
s
β([0, T ))×Z
s
γ([0, T )). Key estimates are the followings:
Proposition 5.1. Let sc = d/2 − 1 and α, β, γ ∈ R\{0} satisfy α/β, β/γ ∈ Q.
Assume d ≥ 3 if αβγ(1/α− 1/β− 1/γ) > 0 and d ≥ 5 if αβγ(1/α− 1/β− 1/γ) ≤ 0
and (α− β)(β + γ)(γ − α) 6= 0. Then there exists T > 0, such that
||I(1)α (w, v)||Zscα ([0,T )) . ||w||Y scγ ([0,T ))||v||Y scβ ([0,T )), (5.1)
||I
(1)
β (w, u)||Zscβ ([0,T )) . ||w||Y
sc
γ ([0,T ))||u||Y scα ([0,T )), (5.2)
||I(2)γ (u, v)||Zscγ ([0,T )) . ||u||Y scα ([0,T ))||v||Y scβ ([0,T ))., (5.3)
hold.
Proof. We prove only (5.3) for the case d ≥ 3, αβγ(1/α − 1/β − 1/γ) > 0 since
the other cases and the estimates (5.1), (5.2) are proved by the same way. Let
(u1, u2) := (u, v) and (σ1, σ2, σ3) := (α,−β,−γ). Since σ1/σ2, σ2/σ3 ∈ Q, there
exist m1, m2, m3 ∈ Z\{0} such that σ1/σ2 = m1/m2, σ2/σ3 = m2/m3. We choose
T > 0 satisfying T ≤ 2π|σ|−1, where σ := σ1/m1 = σ2/m2 = σ3/m3. We define
Sj := {(N1, N2, N3)|Nmax ∼ Nmed & Nmin ≥ 1, Nmin = Nj} (j = 1, 2, 3)
and S :=
⋃3
j=1 Sj , where (Nmax, Nmed, Nmin) be one of the permutation of (N1, N2, N3)
such that Nmax ≥ Nmed ≥ Nmin. Since
û1(t, 0)û2(t, 0)∇̂ · u3(t, 0) = 0
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for any t > 0, we can assume Nmax ≥ 2. Therefore we have∣∣∣∣∣∣I(2)−σ3(u1, u2)∣∣∣∣∣∣
Zsc−σ3
([0,T ))
. sup
||u3||
Y
−sc
σ3
=1
∣∣∣∣∫ T
0
∫
Td
u1u2(∇ · u3)dxdt
∣∣∣∣
≤ sup
||u3||
Y
−sc
σ3
=1
∑
S
∣∣∣∣N3 ∫ T
0
∫
Td
PN1u1PN2u2PN3u3dxdt
∣∣∣∣
≤ sup
||u3||
Y
−sc
σ3
=1
∑
S
N scmin
(
Nmin
Nmax
+
1
Nmin
)δ 3∏
j=1
||PNjuj||Y 0σj
by Proposition 2.6 and Proposition 4.2. Furthermore, we have
∑
S1
N scmin
(
Nmin
Nmax
+
1
Nmin
)δ 3∏
j=1
||PNjuj||Y 0σj
∼
∑
N2
∑
N3∼N2
∑
N1.N2
N sc3 N
sc
1
(
N1
N2
+
1
N1
)δ
||PN1u1||Y 0σ1 ||PN2u2||Y
0
σ2
||PN3u3||Y −scσ3
≤ ||u1||Y scσ1 ||u2||Y
sc
σ2
||u3||Y −scσ3
and
∑
S3
N scmin
(
Nmin
Nmax
+
1
Nmin
)δ 3∏
j=1
||PNjuj||Y 0σj
∼
∑
N1
∑
N2∼N1
∑
N3.N2
N2sc3
(
N3
N2
+
1
N3
)δ
||PN1u1||Y 0σ1 ||PN2u2||Y
0
σ2
||PN3u3||Y −scσ3
≤ ||u1||Y scσ1 ||u2||Y
sc
σ2
||u3||Y −scσ3
by the Cauchy-Schwartz inequality for the dyadic sum. By the same way as the
estimate for the summation of S1, we have
∑
S2
N smin
(
Nmin
Nmax
+
1
Nmin
)δ 3∏
j=1
||PNjuj||Y 0σj . ||u1||Y
s
σ1
||u2||Y sσ2 ||u3||Y −sσ3
.
Therefore, we obtain (5.3) since ||u1||Y sσ1 = ||u||Y
s
α
and ||u2||Y sσ2 = ||v||Y
s
β
. 
By using Proposition 4.3 instead of Proposition 4.2 in the proof of Proposition 5.1,
we get the following.
Proposition 5.2. Let d ≥ 1 and α, β, γ ∈ R\{0}. Assume s > max{sc, 0} if
αβγ(1/α − 1/β − 1/γ) > 0 and s > max{sc, 1} if αβγ(1/α − 1/β − 1/γ) ≤ 0 and
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(α− β)(β + γ)(γ − α) 6= 0. Then there exists T > 0 and ǫ > 0, such that
||I(1)α (w, v)||Zsα([0,T )) . T
ǫ||w||Y sγ ([0,T ))||v||Y sβ ([0,T )),
||I
(1)
β (w, u)||Zsβ([0,T )) . T
ǫ||w||Y sγ ([0,T ))||u||Y sα([0,T )),
||I(2)γ (u, v)||Zsγ([0,T )) . T
ǫ||u||Y sα([0,T ))||v||Y sβ ([0,T ))
hold.
Proof of Theorem 1.1. We consider only for small data at the scaling critical
regularity since for large data at the scaling subcritical regularity is similar argument.
For an interval I ⊂ R, we define
Xsc(I) := Zscα (I)× Z
sc
β (I)× Z
sc
γ (I). (5.4)
Furthermore for r > 0, we define
Xscr (I) :=
{
(u, v, w) ∈ Xsc(I)
∣∣∣ ||u||Zscα (I), ||v||Zscβ (I), ||w||Zscγ (I) ≤ 2r} (5.5)
which is a closed subset of Xsc(I). Let (u0, v0, w0) ∈ Br(H
sc(Td) × Hsc(Td) ×
Hsc(Td)) be given and T > 0 be given in the proof of Proposition 5.1. Then for
(u, v, w) ∈ Xscr ([0, T ]), we have
||Φ(1)α,u0(w, v)||Zscα ([0,T )) ≤ ||u0||Hsc + C||w||Zscγ ([0,T ))||v||Zscβ ([0,T )) ≤ r(1 + 4Cr),
||Φ
(1)
β,v0
(w, u)||Zscβ ([0,T )) ≤ ||v0||Hsc + C||w||Z
sc
γ ([0,T ))||u||Zscα ([0,T )) ≤ r(1 + 4Cr),
||Φ(2)γ,w0(u, v)||Zscγ ([0,T )) ≤ ||w0||Hsc + C||u||Zscα ([0,T ))||v||Zscβ ([0,T )) ≤ r(1 + 4Cr)
and
||Φ(1)α,u0(w1, v1)− Φ
(1)
α,u0
(w2, v2)||Zscα ([0,T )) ≤ 2Cr
(
||w1 − w2||Zscγ ([0,T )) + ||v1 − v2||Zscβ ([0,T ))
)
,
||Φ
(1)
β,v0
(w1, u1)− Φ
(1)
β,v0
(w2, u2)||Zscβ ([0,T )) ≤ 2Cr
(
||w1 − w2||Zscγ ([0,T )) + ||u1 − u2||Zscα ([0,T ))
)
,
||Φ(2)γ,w0(u1, v1)− Φ
(2)
γ,w0
(u2, v2)||Zscγ ([0,T )) ≤ 2Cr
(
||u1 − u2||Zscα ([0,T )) + ||v1 − v2||Zscβ ([0,T ))
)
by Proposition 5.1 and
||eiσt∆ϕ||Zscσ ([0,T )) ≤ ||1[0,T )e
iσt∆ϕ||Zscσ ≤ ||ϕ||Hsc ,
where C is an implicit constant in (5.1)–(5.3). Therefore if we choose r > 0 satisfying
r < (4C)−1,
then Φ is a contraction map on Xscr ([0, T )). This implies the existence of the solu-
tion of the system (1.1) and the uniqueness in the ball Xscr ([0,∞)). The Lipschitz
continuously of the flow map is also proved by similar argument. 
Theorem 1.4 is proved by using the estimate (5.1) for (α, β, γ) = (−1, 1, 1).
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