Abstract-With the ubiquitous sensing enabled by wireless sensor network technologies, Internet of Things (IoT) is developed to many areas of modern day living. The inexpensive IoT devices and platforms capable of wireless communications enable the ability to measure, infer and understand environmental indicators, from delicate ecologies and natural resources to urban environments. In this paper, we firstly investigate a scalable multimode-based MAC protocol, IoT-MAC, which consists of a channel contention period and a data transmission period, to reduce contention of channel access due to coexistence of many IoT devices. Secondly, we study a data transmission scheduling algorithm to maximise data collection under the constraints of radio link quality and remaining energy of the IoT node, while ensuring a fair access to the radio channel. To study the performance of data reception rate, packet loss rate and latency, we evaluate the IoT-MAC and scheduling algorithm with varying data rate and different network scale.
I. INTRODUCTION
The emergence of Internet of Things (IoT) and the availability of sensing devices capable of wireless communications enable a wide range of applications in various fields such as smart home [1] , smart grids [2] , smart city [3] , and public transportation monitoring [4] . Figure 1 presents the IoT network structure with the four typical applications. Generally, IoT network consists of a large number of distributed nodes which self-organise and transmit the sensory data towards one or more base stations through the wireless channel [5] . A meticulous design of the medium access control (MAC) protocol is key to reach a successful data collection without transmission collision.
Three critical challenges arise in the data collection of IoT networks. The first challenge is a large number of channel accesses from massive amount of sensor nodes in service coverage of a base station (BS). The second critical challenge is from scheduling data transmission of the nodes. If a node transmits data during instances of poor channel quality, it would likely result in packet reception errors. Retransmission of data to mitigate these errors would further increase the delay in data collection. The third challenge is to guarantee a fair channel access and data collection from the nodes. Therefore, a MAC protocol is required to perform minimum transmission collision and maintain fair channel access opportunities for the devices that failed to access the shared channel before.
In this paper, we propose IoT-MAC, a MAC protocol to maximise packet reception rate and achieve a high utilisation of time slots in IoT network. Specifically, a super frame structure of IoT-MAC is designed to utilise a 2-stage communication model, and a data transmission scheduling algorithm that schedules transmissions based on both the residual energy of each node and the link quality is implemented in IoT-MAC so that the nodes find their transmission slot within the super frame and only transmit during their scheduled time to prevent interference [6] . We target at single-hop data collection network, where a central node is setup in a specific area for collecting data from the nodes within its radio coverage. Moreover, many recent works have addressed network coverage by optimal nodes placement so that the wireless connection is guaranteed [7] . Finally, we quantify and explain the impact of realistic conditions and standard IoT-MAC configurations on network performances. We also evaluate our enhancements of IoT-MAC by emphasising the gains in terms of data packet reception rate, overall latency of the data collection, and utilisation of time slots. The remaining of the paper is organised as follows: IoT-MAC is described in Section II. The performance is analysed in Section III. Finally, Section IV gives concluding remarks.
II. IOT-MAC PROTOCOL

A. Superframe Structure
The frame structure in IoT-MAC protocol utilises a 2-stage communication model, with priority-based channel access period (PCAP) followed by scheduled data transmission period (SDTP). Figure 2 illustrates the proposed superframe structure for the nodes to access the channel, and for the BS to schedule their data transmissions. Specifically, at the beginning of the superframe, a beacon message is broadcasted to the network by the BS. PCAP is based on p-persistent CSMA mechanism which allows different nodes to contend the channel with their own priorities, i.e., the contending probabilities [8] . The node competes for the channel by broadcasting a HELLO message. When multiple nodes send out the message simultaneously, a collision occurs. And if the packet collision happen, the sender nodes back off for a random time in order to access the channel again. In Section II-C, we illustrate the data collection algorithm which is used by BS to calculate the transmission schedule at the end of PCAP. Specifically, at the end of PCAP, a special (S) packet is broadcasted by the BS. S packet contains information of optimal schedule for all sensor nodes, and provides the time slots that are allocated to each node. To prevent interference, each node only transmits data in the specific DATA slots. The scheduler selects the length of DATA slots and allows for multiple packet transmissions.
B. Channel Access Control Mechanism
N number of IoT nodes are classified to G groups with appropriate priority {C 1 , C 2 , ···, C G }. Each group of IoT nodes, C i , is given a probability p i which denotes the probability of the nodes contending the channel in RCAP, i.e., the group C i with higher p i contends the channel in a higher probability. Additionally, the nodes with higher priority has higher p i than that with lower priority. The BS calculates contention probabilities {p 1 , p 2 , · · ·, p G } for each group. Each node is assigned to one of the G groups with
Moreover, the number of nodes in each group is denoted as N c where c ∈ [1, G] .
Given by p-persistent CSMA, if the node with a static contention probability fails to access the channel during PCAP, it loses the transmission opportunities at SDTP since the contention probability does not change. The data of this node is not able to be collected. Therefore, an incremental contention probability for the fairness on channel access is investigated to increase the contending probability of the node frame-by-frame if it failed to access the channel at previous frames [8] . Specifically, a preliminary contending probability p i is initialised for each node i. If the node i fails to access the channel at previous frames, its contending probability at current frame is increased by p i,f .
where ω denotes an incremental indicator.
is the number of frames during which the devices failed in contention. When the node successfully access the channel in a superframe, the contending probability is decreased to p i to prevent the node occupy the contention probability.
C. Data Transmission Scheduling Algorithm
The residual energy of individual node
. We assume that a node switches off itself if the residual energy goes below a certain threshold E − in order to prevent a node from completely depleting its battery. The energy consumption of nodes arises from the transmissions in PCAP and SDTP. We define e txHELLO , and e rxS as the energy consumption of transmitting one HELLO packet, and receiving one S packet of the nodes, respectively. Due to the tiny energy consumption of carrier sensing compared to transmitting and receiving packets, we neglect the same in this paper. The energy consumption of node i in the PCAP is given byĚ P CAP = e txHELLO + e rxS . We next defineĚ SDT P as the energy that node i consumes on data transmission in all superframes, whereĚ SDT P = 1, N] ). Therefore, the residual energy of node i at superframe f is obtained by
Due to the prominent effect of residual energy and link quality on the scheduling, IoT-MAC prioritises the nodes for scheduling based on a ratio of the link quality and residual energy, which is given by η i has highest transmission priority. Therefore, this method achieves large data reception. Moreover, an energy threshold E td enables the node to stop channel access and data transmission when its residual energy is low. We denote the amount of data collected from node i as α i , and total data volume as λ i . At the end of RCAP, the BS is aware of E for individual node so that the node with the largest η f i value has the highest priority to transmit data in SDTP. Next, the BS schedules the node to transmit according to the priority.
We define λ i as the data payload stored inside each node. In addition, while collecting data, a fairness among all the nodes should be maintained. Specifically, the amount of data collected from each node should exceed a certain applicationspecific threshold. We define the fairness coefficient as k, 0 ≤ k ≤ 100%. Generally, the value of k is determined by the application, e.g., for the application requiring various sensor data, the amount of data collected from individual IoT node increases with increase in k. Therefore, the data reception fairness is presented by a constraint that the number of data packets the BS collects from each node is not less than k · λ i . We denote α i as amount of data collected from node i. The BS does not schedule node i to transmit and allocates slots to other nodes, which ensures a fair data collection. Eventually, when all the nodes in the network fulfil α i ≥ (κ · λ i ), the BS schedules the node with the highest priority to transmit until its residual energy is below the E td . In addition, node i will not be scheduled to transmit once all its data packets have been collected.
III. PERFORMANCE EVALUATION
A. Contending Probability Measurement
We set up a testbed that consists 10 sensor nodes and 1 BS for the experiments, which is shown in Figure 3 . Moreover, our BS has two antennas, one for Beacon and S packet's transmission (Tx) and the other for data reception (Rx). The length of one superframe is 250ms, which means one Beacon message is broadcasted by the BS to the network every 250ms.
We build the node based on a seeeduino microprocessor and a RFBee wireless transceiver. RFBee works in 868MHz and its Baud rate is 9600bps. The transmit power of the node is 10dBm. The length of data payload is 4 bytes, which contains sender address, receiver address, sensory data, and length of payload. Each node has 1000 packets in the buffer to transmit. Note that the data collection experiment stops until all the nodes complete data transmission. The data transmission rate is set to 4.8kbps. The initial contending probability of each node is set to 80%, which indicates the channel access probability. 
access control. Specifically, the network throughput decreases with a growth of the p value. The reason is that a large p value indicates more nodes have the chance to access the channel in PCAP, which increases the channel access collision. Therefore, the number of nodes that are scheduled to transmit data in SDTP is reduced. Moreover, it is observed that upper bound of the network throughput is the total data packets of one node. The reason is that only one node is scheduled to transmit data in SDTP of the superframe due to a small number of nodes communicating with the BS in the experiment. 
Contending Probability
B. Simulations on DATA Scheduling
Extensive MATLAB simulations are carried out to compare the performance of our IoT-MAC protocol with the TDMA protocol and CSMA/CA protocol. There is no channel competition in TDMA, as DATA slots allocation is static. However, the nodes in CSMA/CA protocol compete the channel with carrier sensing, i.e., the node transmits data packet to the BS if the channel is idle.
The length of HELLO message and S packet is 10 bytes, and the data payload has 32 bytes. The total number of superframes is 1200, and there are N number of DATA slots in SDTP of each frame (N ∈ [5, 30] ). We set that the IoT node has more than N * F data packets in data buffer so that the node can contend for channel in each superframe during the simulation.
We evaluate three performance metrics: network throughput, data collection latency and DATA slots utilisation (U DATA ). U DATA denotes the amount of DATA slots used for the data transmission, which is given by
J·F
. Figure 5 shows a comparison of the network throughput. The throughput of IoT-MAC, TDMA, and CSMA/CA increases with increase in the number of nodes. Specifically, the three protocols perform similar throughput when N = 10. However, IoT-MAC achieves 28% and 87.9% more data packets than TDMA and CSMA/CA when N = 30. This is because IoT-MAC schedules the transmission priority to the node with a large ratio of link quality and residual energy, which gains more data reception. In addition, the data transmission of CSMA/CA is completely distributed, which causes much higher collisions than the other two. The first reason is that the channel access control of IoT-MAC is based on p-persistent CSMA (shown in Equation (1)). The second reason is the data transmission scheduling, which allocates the DATA slots to the node with high PRR value. Therefore, the retransmission of data packet caused by link failure is reduced. In addition, when N ≥ 15 (for CSMA/CA) and N ≥ 20 (for TDMA), latency of the protocols is limited to 100 seconds due to the configuration of the maximum delay. A comparison of U DATA is shown in Figure 7 . The DATA utilisation of the proposed IoT-MAC protocol outperforms TDMA output for 41%. Multiple factors contribute to this behaviour. Firstly, in IoT-MAC, the BS schedules DATA slots in SDTP to the nodes with the packet arrival since they contend for the channel in PCAP. Moreover, the node with high residual energy has priority to transmit. However, TDMA allocates the DATA slots to all the nodes in each superframe and some slots are eventually not utilized since the scheduled node does not transmit data. Secondly, IoT-MAC schedules the slots based on η f i value, i.e., only the node with high PRR is scheduled. This scheduling algorithm ensures that the BS collects data successfully in each slot in SDTP. However, TDMA reserves DATA slots for all the nodes even when the PRR of some node is low. Moreover, it can also be observed that CSMA/CA protocol performs better utilisation than TDMA when N ≤ 10, because the nodes are able to access the channel successfully. However, the utilisation of time slots in CSMA/CA drops with an increase of nodes due to more transmission collisions.
IV. CONCLUSION
In this paper, we consider the data collection in IoT network that consists of a large number of sensor nodes and a BS. We have proposed and evaluated a scalable multimode-based MAC protocol, IoT-MAC to control the channel access and schedule the sensory data transmission. The sensor nodes with different contending probability contend for the channel with p-persistent CSMA during PCAP, and the successful nodes of channel contention is allocated to transmit in SDTP. We built the sensor node and conducted experiments for the channel access measurement in a small-scale network. Extensive simulations are carried out to show the network throughput, data collection latency and DATA slots utilisation in a large-scale network.
