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Tato práce se zabývá rekonstrukcí hierarchie tříd a jejich virtuálních metod z programů
vytvořených jazykem C++. Cílem práce je rozšířit zpětný překladač, který je vyvíjen v
rámci projektu Lissom o analýzu těchto konstrukcí pro různé překladače. Rekonstrukce
jsou realizovány detekcí Run-Time Type Information (zkratka RTTI) a virtuálních tabulek.
V úvodní části práce je popsán vědní obor reverzní inženýrství a projekt Lissom s jeho
zpětným překladačem. Poté následuje popis jazyka C++, jeho struktur s možnostmi jejich
dekompilace. Dále následuje část věnující se návrhu, implementaci a testování rozpoznání
RTTI a virtuálních tabulek.
Abstract
This bachelor’s thesis deals with the reconstruction of a hierarchy of classes and their virtual
methods from programmes created by C++ language. The aim of this work is to extend a
decompiler, which has been developed as a part of the Lissom project, by an analysis of those
reconstructions for various decompilers. The reconstructions are created through detection
of RTTI and virtual tables. The first part of this thesis involves a description of reverse
engineering as well as of the Lissom project in terms of the decompiler. The following section
of the paper explains the basics of C++ language, its structures and different possibilities
of their decompilation. The final part of the paper deals with a design, implementation and
testing of a recognition of RTTI and virtual tables.
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Základem při tvorbě programů je proces nazývaný překlad (kompilace) prováděný překlada-
čem (kompilátorem), který převádí algoritmus zapsán v programovacím jazyce vyšší úrovně
do strojového kódu. Tato práce se zaobírá opačným procesem překladu a nástrojem to
vykonávajícím, a to zpětným překladem (dekompilace) vykonávaným zpětným překlada-
čem (dekompilátorem), který je nástrojem reverzního inženýrství. Při zpětném překladu se
převádí strojový kód nebo jazyk symbolických instrukcí do jazyka vyšší úrovně, např. C,
Python.
Využití zpětných překladačů je široké, může to být migrace kódu na jinou platformu,
validace překladačů, obnovení ztraceného kódu, odhalování chyb, s čímž souvisí otázka
bezpečnosti. V rámci bezpečnosti se zejména jedná o analýzu škodlivého softwaru, jako je
malware. Pomocí dekompilace je možno lépe analyzovat a detekovat škodlivý software.
Doposud neexistuje mnoho kvalitních zpětných překladačů, ačkoliv mají důležité vyu-
žití. Při překladu se ztrácí mnoho informací, které zlepšují čitelnost a strukturovanost kódu,
proto je zpětný překlad náročnější než klasický překlad. Kvůli tomu nemůže výsledek zpět-
ného překladače dosahovat takových kvalit čitelnosti a strukturovanosti jako původní kód.
Dalším problémem je, že většina zpětných překladačů je závislá na formátu spustitelného
souboru, na zdrojové architektuře, nebo na cílovém programovacím jazyce. Také existuje
několik univerzálních (rekonfigurovatelných) zpětných překladačů.
Tato práce vznikla za účelem rozšířit rekonfigurovatelný zpětný překladač, který je vy-
víjen na Fakultě informačních technologií VUT v Brně pod výzkumným projektem Lissom.
V dnešní době se mnoho malware vyvíjí programovacím jazykem C++, proto se rozšíření
týká rozpoznání C++ struktur. Zejména určení hierarchie tříd a jejich virtuálních funkcí.
Toto je realizováno pomocí nalezení a zpracování Run-Time Type Information (zkratka
RTTI) a virtuálních tabulek, které uchovávají informace o třídách.
V kapitole 2 je rozebráno zpětné inženýrství, jeho využití v IT, nástroje reverzního
inženýrství v IT. Také je v této kapitole popsán a znázorněn obecný zpětný překladač, včetně
popisu již několika existujících dekompilátorů. V následující kapitole 3 bude představen
projekt Lissom a jeho zpětný překladač, včetně použitých technologií, bližšího probrání
jeho částí a ukázek kódu. Poté bude v kapitole 4 popsán jazyk C++, jeho hlavní přednosti,
struktury a popis znalosti spojených s možností jeho dekompilace. Hlavní část práce začíná
od kapitoly 5, která popisuje návrh rekonstrukce RTTI a virtuálních tabulek pro různé
překladače. V kapitole 6 je přiblížena implementace návrhu, jejíž testování je rozebráno
v kapitole 7. V kapitole 8 je shrnut závěr práce.
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Kapitola 2
Reverzní inženýrství a Zpětný
překladač
Kapitola čerpá z [21], [20] a [16].
Reverzní inženýrství (také známé pod názvem zpětné inženýrství) je proces získání zna-
lostí, nebo návrhu zkoumaného objektu. Jedná se o opačný mechanismus k inženýrství,
kde je cílem navrhnout řešení funkčnosti produktu a poté tento návrh realizovat. Ve zpět-
ném inženýrství se analyzuje hotový produkt, získávají se o něm znalosti, jako funkčnost,
struktura, návrh a další vlastnosti.
Zpětné inženýrství se pravděpodobně rozvinulo v době průmyslové revoluce spolu s da-
lšími odvětvími. Vzhledem k tomu, že se jedná o dobu před nástupem výpočetní techniky,
tak se nezabývá pouze touto oblastí, ale také oblastmi jako architektura, vojenství a další.
2.1 Využití reverzního inženýrství
Využití tohoto procesu je široké a patří zde zejména znovuvytvoření, modifikace/vylepšení
objektu, zjištění nedostatků a chyb, obnovení, nebo doplnění dokumentace ze získaných
informací, odhalení nebezpečnosti objektu, vyměření kvality, případné porovnání s jinými
objekty a samotné studium objektu.
Ovšem toto využití zpětného inženýrství může být zneužito, a tudíž se stát nelegální.
Například prolomení ochrany produktu (v informatice cracking) a tím umožnit jeho ne-
legální využívání a případné šíření. Dalším případem je tzv. plagiátorství, kde dochází
k padělání/okopírování produktu (případně jeho důležitých části) jiného autora a vydávání
této práce za své dílo. Také se může jednat o vojenskou nebo průmyslovou špionáž, kde
se jedna strana snaží získat informace o technologiích druhé strany, které mohou využít
k vyrovnání, nebo získání převahy.
2.2 Reverzní inženýrství v IT
Díky vývoji výpočetní techniky a softwarového inženýrství, našlo zpětné inženýrství v ob-
lasti informačních technologií své uplatnění. Zkoumanými objekty jsou zde programy, hard-
ware, integrované obvody a další. Zpětné inženýrství je opačným procesem k softwarovému
inženýrství, které využívá jeho postup, ale v opačném pořadí.
4
Mezi hlavní využití patří:
• Obnovení ztraceného kódu.
• Testování a odhalení chyb programu při vývoji.
• Testování překladačů.
• Detekce škodlivého softwaru.
• Studium a ověření chování proprietárního softwaru s absencí dokumentace, který je
použit při vývoji.
• Prolomení ochrany proprietárního softwaru, tzv. crackování.
• V kryptoanalýze pro získání algoritmu sloužícímu k šifrování dat, pomocí kterého lze
dešifrovat data bez nutnosti znalosti klíče.
2.3 Nástroje reverzního inženýrství v IT
Pro získání vyšší úrovně abstrakce strojového kódu se používají nástroje založené na dvou
principech:
• Dynamická analýza - provádí se spuštěním programu a sledováním jeho chování za
běhu.
• Statická analýza - převod strojového kódu do jiné formy bez spuštění daného pro-
gramu.
2.3.1 Ladicí nástroj (debugger)
Nástroj založený na dynamické analýze určený na odhalování chyb, sledování toku pro-
gramu a jeho optimalizaci. Základními nástroji ladícího programu jsou breakpointy, které
zastaví běh programu na požadované instrukci, krokování po instrukcích a zobrazení stavu
programu (proměnných, registrů a další hodnoty). Toto umožňují přibalené ladící informace
k programu.
Ladicí nástroje mohou být samostatné, jako např. GBD pro UNIX systém nebo WinDbg
pro systém Windows, nebo jako součást vývojového prostředí, kde jsou to např. Microsoft
Visual Studio.
2.3.2 Zpětný assembler (disassembler)
Zpětný assembler je nástrojem statické analýzy. Překládá strojový kód do jazyku symbo-
lických instrukcí, tudíž vykonává opačnou činnost jako assembler. Výhodou disassembleru
je jednoduchá implementace a výstup v podobě čitelnějšího kódu pro člověka. Nevýhodou
zpětného překladače symbolických instrukcí je architektonická závislost díky strojovému
kódu a jazyku symbolických instrukcí.
Mezi obecně rozšířené zpětné dissamblery patří IDA pro, nebo Ndisasm.
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2.3.3 Nástroje pro monitorování systému
Jedná se o nástroje dynamické analýzy sledující stav systému během běhu programu. Lze
tak sledovat komunikaci programu, jako odposlech sítě, systémové volání, sledování práce
se soubory a další. Mezi nástroje patří např. Wireshark
2.3.4 Zpětný překladač
Nástroj zejména statické analýzy pro převod strojového kódu, nebo jazyku symbolických
instrukcí do vyššího programovacího jazyka. Blíže popsán v kapitole 2.4.
2.4 Zpětný překladač
Podkapitola čerpá z [11], [12].
Zpětný překladač je program, který na vstupu dostane strojový kód, nebo jazyk symbo-
lických instrukcí. Takový vstup je pro člověka špatně čitelný a zpracovatelný, kromě toho je
závislý na platformě. Na jeho výstupu je kód ve vyšším programovacím jazyce, sémanticky
ekvivalentní se vstupem, který je nezávislý na platformě a pro člověka snadno čitelný a
zpracovatelný.
Zpětný překladač můžeme použít k rekonstrukci kódu kvůli jeho ztrátě, ověření správ-
nosti kompilátoru, migrace softwaru na jiné platformy, hledání chyb v programu a s tím
spojená analýza programu a chyb. S analýzou souvisí zejména bezpečnost, a to snadnější
analýza a identifikace škodlivého softwaru, včetně způsobu, kterým škodí. Vzhledem k cha-
rakteru softwaru bývají škodlivé části programu schovávány různými technikami [29].
V klasické kompilaci se postupuje určitými fázemi, a to lexikální, syntaktickou a sé-
mantickou analýzou, jejíž výstupem je obvykle tříadresní kód, nebo jiná reprezentace kódu.
Ta je dále optimalizována pro co největší rychlost běhu aplikace, a poté je vygenerován
výsledný strojový kód. V dekompilaci tyto fáze vypadají obdobně.
Dekompilace je mnohem náročnější proces než kompilace. Při kompilaci se ztrácí mnoho
informací z původního kódu, např. komentáře, jména proměnných, mrtvý kód, které se pod
vlivem optimalizací některé struktury mohou pozměnit. Obvykle platí čím větší optima-
lizace, tím větší změna. Na základě různých optimalizací je u zpětného překladače snaha
obnovit tyto data (např. původní struktury) a tím vylepšit výslednou strukturu a čitel-
nost. Avšak nelze obnovit vše a kvůli těmto problémům nemůže být výsledný kód tak dobře
čitelný a strukturovaný jako původní kód.
I přes značné výhody, vzhledem k velké náročnosti zpětného překladu, dnes neexis-
tuje moc kvalitních zpětných překladačů. Dokonce většina z nich není ani univerzálních
(rekonfigurovatelných), tzn. že nejsou nezávislé na vstupní platformě nebo výsledném ja-
zyku. Proto se v reverzním inženýrství musí používat i jiných technik a nástrojů. Přehled
některých dekompilátorů s jejich popisem je v sekci 2.4.2.
2.4.1 Schéma zpětného překladače
Struktura dekompilátoru je velmi podobné kompilátoru [12] a je vyobrazena na obrázku 2.1.
Zpětný překladač ale nepotřebuje lexikální analyzátor, protože vstup nemá žádné složité
konstrukce, tudíž se snadno čte.
Toto jemné rozdělení není v praxi vhodné, protože některé části mezi sebou úzce spolu-






generátor vnit ního kódu





Obrázek 2.1: Schéma dekompilátoru převzané z [12], [29].
pomocí vnitřní reprezentace kódu. Jedná se o přední část (angl. fron-end), střední (opti-
malizační) část (angl. middle-end) a zadní část (angl. back-end), graficky znázorněny na
obrázku 2.2.
Obrázek 2.2: Schéma modulů dekompilátoru [12].
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2.4.2 Zpětné překladače
I přes náročnost procesu dekompilace existuje několik reálně používaných zpětných překla-
dačů [35]:
• SmartDec [7] (původně TyDec) je zpětný překladač s podporou některých C a C++
konstrukcí. Prozatím je pouze v beta verzi, podporuje jen x86 a x86-64 architektury
a rozpoznání C++ struktur jako:
– Tříd, jejich hierarchii, konstruktory a destruktory.
– Typy členů tříd.
– Funkce, včetně virtuálních funkcí.
– Volání virtuálních funkcí.
– Typy ukazatelů na polymorfní třídy.
– Vyvolání a odchytávání výjimek.
• Boomerang [2] je zpětný překladač, který vyvinul Mike Van Emmerik. Jeho hlavní
výhodou je, že se jedná o rekonfigurovatelný zpětný překladač (i když ne zcela) s pod-
porou architektur X86, SPARC a PowerPC formátu souboru ELF, PE a Mach-O.
Překládá do jazyka C. Zvládne dekompilovat C++ programy, ale už ne vygenerovat
jeho struktury. Jeho výstup je tak nepoužitelný a s velkým úsilím se můžou některé
výstupy ručně upravit do použitelného C++ kódu. Velkou nevýhodou dekompilá-
toru je neschopnost detekovat statický linkovaný kód. To způsobuje překlad mnoha
funkcí systémových knihoven nebo dokonce neschopnost překladu, případně nutné
ruční úpravy. V implementaci používá SSA (static single assignment) jako interní
formát a New Jersey Machine-Code Tookit (SLED language) pro popis architektur,
společně s SSL (anglicky Semantic Specitication Language) pro popis sémantiky a
RTL (anglicky Register Transfer Language).
• Hex-Rays [5] je modulem komerčního disassembleru IDA. Je nejpoužívanějším a nej-
rozšířenějším. Podporuje x86 a ARM architekturu, s podporou ELF, PE a Mach-O
formátu souboru. Výstupem dekompilace je kód v pseudokódu podobném jazyku C.
Podporu překladu do jazyka C++ nemá žádnou, ale lze vyčíst některé C++ struktury




tabulka virtuálních funkcí ukazatel na tabulku funkcí
implicitní argumenty explicitní argumenty
Tabulka 2.1: Možnost emulace C++ struktur v Hex-Rays, převzato a upraveno z [32].
Samozřejmě umí pracovat s běžnými strukturami, jako jsou cykly, podmínky, funkce
atd. Na rozdíl od dekompilátoru Boomerang umí detekovat statický linkovaný kód.
Tento modul má interaktivní grafické rozhraní pro lepší prací s ním, podporuje plu-
giny. Díky tomu se dá rozšířit o chybějící analýzy, ve výsledku se jedná o rychlý
dekompilátor.
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• dcc [3] je zpětný překladač vyvinut v rámci doktorské práce [12] Cristinou Cifuentes,
je k dispozici pod licencí GPL. Podporuje DOS a i80286 vstupní formát a výstupem
je jazyk C, neexistuje podpora pro generování výstupu v jazyce C++.
• REC Studio [6] (anglicky Reverse Engineering Compiler) je interaktivní zpětný překla-
dač od společnosti Backer Street Software pod licencí Freeware, nikoliv však open
source. Má podporu PE, ELF, COFF, Mach-O formátu souborů pro architektury
x86, x86-64, MIPS, m68k, Sparc a PowerPC. Výstupem je jazyk C-like (pseudokód
podobný C). Má omezenou podporu jazyka C++ jako demanglování jmen nebo od-
chytávání výjimek, ale pouze pro některé překladače. Stejně jako nástroj Boome-
rang, používá pro vnitřní reprezentaci SSA formu (static single assignment). Pokud
jsou k dispozici, tak pro zkvalitnění výsledného kódu dokáže využít ladící informace
DWARF nebo PDB.
• decompile-it.com [4] je webová služba založena na programu Valgrind. Valgrind je ná-
stroj používající se při vývoji aplikací pro kontrolu paměťových chyb. Zpětný překla-
dač by měl zvládat základní konstrukce jako cyklus, switch atd.
Z tohoto přehledu lze vyčíst dva problémy, kterými jsou:
1. Rekonfigurovatelnost - nejvíce se této vlastnosti přiblížily dekompilátory REC studio
a Boomerang, ale ani u jednoho zpětného překladače nebyla dosažena plně. V praxi
neexistuje žádný dekompilátor, který se dá v tomto ohledu na 100% použít.
2. Podpora C++ - kromě zpětného překladače SmartDec, který je jediný použitelný
v této oblasti, je podpora dekompilace C++ struktur u zpětných překladačů žádná,
nebo jen velmi malá.
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Kapitola 3
Zpětný překladač projektu Lissom
3.1 Projekt Lissom
Výzkumný projekt Lissom [22] vznikl na Fakultě informačních technologií VUT v Brně za
účelem vyvinout nástroje pro automatizovaný hardware-software codesign. Pro tento cíl
je potřeba vyvinout jazyk pro popis architektury mikroprocesoru. Tento jazyk se nazývá
ISAC (Instruction Set Architecture C) [22]. Pro takový jazyk je nutné vyvinout vývojové
prostředí, umožnující vývoj softwarových nástrojů a návrh hardwaru. Z jazyku ISAC se
vytvoří překladač, ladicí nástroj, assembler a disassembler [25]. Generování těchto nástrojů
a jednotná architektura by řešila komplikovanou integraci softwarových nástrojů a tím by
se zkrátil potřebný čas vývoje aplikací pro mikroprocesory.
Dalším cílem projektu je využití tohoto principu při konstrukcii rekonfigurovatelného
zpětného překladače. Ten se dá využít pro analýzu škodlivého softwaru. S velkým rozšířením
mobilních zařízení a jiných zařízení, které používají jinou architekturu než PC, se škodlivý
software rozšiřuje i zde. Proto by měl podobný nástroj široké praktické využití.
Projekt se tedy zaměřuje na více částí a to:
• Konstrukce pro popis jazyka
• Vývoj softwarových nástrojů
– Kompilátor a dekompilátor jazyka C
– Assembler a disassembler
– Linker
– Simulátor mikroprocesorů
– Vývojové prostředí pro návrh aplikací a mikroprocesorů
– Hardwarový generátor mikroprocesorů
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3.2 Jazyk ISAC
Vytvořen na Fakultě informačních technologií VUT v Brně. Jedná se o smíšený jazyk
ADL [36], který má za úkol popsat architekturu mikroprocesoru a na jeho základě ge-
nerovat softwarové nástroje pro vývoj aplikací mikroprocesoru. Popis procesoru jazykem se
skládá z:
• Popis zdrojů mikroprocesoru - jedná se o registry, hierarchie paměti
• Operační část - popisuje instrukce mikroprocesoru a způsob jejich chování
Skládá se z bloku RESOURCES, kde je popis zdrojů, a OPERATION, kde je popsána
instrukce jak v textové (sekce ASSEMBLER), tak i v binární podobě (sekce CODING) a
z popisu chování všech instrukcí mikroprocesoru ve formátu ANSI C (sekce BEAHVIOR).
Na příkladě 3.1 je možno vidět popis zdrojů a instrukce sčítání, včetně jednotlivých části.
RESOURCES { // Hardwarové zrdoje
PC REGISTER bit [32] pc; // proramový čitač
REGISTER bit [32] regs [16]; // registr
RAM bit [32] memory { SIZE (0 x10000 ); FLAGS (R , W , X ); };
}
OPERATION reg REPRESENTS regs
{ /* textový a b i n á r n í popis registrů */ }
// popis instrukce
OPERATION op_add {
INSTANCE reg ALIAS { rd , rs , rt };
ASSEMBLER { " ADD " rd "=" rs " ," rt };
CODING { 0 b0001 rd rs rt };
// popis chování instrukce
BEHAVIOR { regs [ rd ] = regs [ rs ] + regs [ rt ]; };
}
Obrázek 3.1: Příklad kódu jazyka ISAC [36].
3.3 Struktura zpětného překladače
Překladač dodržuje standardní schéma překladače jako je zobrazené na obrázku 2.2. Moduly
mezi sebou komunikují pomocí kódu v LLVM IR (intermediate representation) reprezen-
taci [23], která zajišťuje nezávislost na architektuře a programovacím jazyce.
Kvůli nezávislosti tohoto překladače na architektuře je potřeba základní schéma rozšířit
o další prvky, které lze vidět na schématu 3.2. Jedná se o část předzpracování, odstraňující






























Obrázek 3.2: Schéma zpětného překladače projektu Lissom převzaté z [29].
3.3.1 LLVM IR
Jazyk LLVM IR je jazyk vnitřní reprezentace vyvinutý projektem LLVM [23], pro jejich
kompilátor. Je založený na SSA (Static Single Assignment) [24]. Jazyk je nízkoúrovňový,
podobný jazyku symbolických instrukcí, ale současně je nezávislý na architektuře a je pře-
ložitelný do kteréhokoliv vyššího programovacího jazyka.
LLVM IR je navržen k použití ve třech ekvivalentních podobách:
• IR v paměti překladače.
• Binární kód uložen na disku, vhodný pro Just-In-Time překladače.
• Symbolický jazyk čitelný člověkem.
Na příkladu 3.3 je zdrojový kód jazyka C++ s ukázkou jednoduché dědičnosti a virtu-
álních funkcí. Tento program byl zkompilován kompilátorem G++ na x86 architekturu. V









virtual int compute(int a){ return a*member; }
};




virtual int compute(int a){ return a+a; }
};
int main(int argc,char *argv[])
{
int result = 0;
Base *m = new Der();
if(dynamic_cast<Der*>(m) != NULL)
result = m->compute(5) + 10;
return result;
}
Obrázek 3.3: Příklad v C++ s ukázkou dědičnosti.
Ukázka kódu LLVM IR lze vidět na 3.4, která vznikla z programu příkladu 3.3. Iden-
tifikátory mohou mít tvar následujícího regulárního výrazu [%@][a − zA − Z$. ][a − zA −
Z$. 0−9]∗. Z regulárního výrazu lze vyčíst, že identifikátory začínají znakem %, který značí
lokální proměnnou, nebo znakem @, který představuje globální proměnnou.
Také lze na ukázce vidět nevýhodu LLVM IR, a to že nemá podporu tříd, jsou zde pouze
definované jako typy. Pro dekompilaci struktur C++ s mechanismem LLVM IR je potřeba
použít jiných.
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%"class.std:: ios_base ::Init" = type { i8 }
%class.Der = type { %class.Base , i32 }
%class.Base = type { i32 (...)**, i32 }
@_ZTVN10__cxxabiv117__class_type_infoE = external global i8*
@_ZTS4Base = linkonce_odr constant [6 x i8] c"4Base \00"
@_ZTI4Base = linkonce_odr unnamed_addr constant { i8*, i8* } { i8* bitcast (i8**
getelementptr inbounds (i8** @_ZTVN10__cxxabiv117__class_type_infoE , i32 2) to
i8*), i8* getelementptr inbounds ([6 x i8]* @_ZTS4Base , i32 0, i32 0) }
@_ZTVN10__cxxabiv120__si_class_type_infoE = external global i8*
@_ZTS3Der = linkonce_odr constant [5 x i8] c"3Der \00"
@_ZTI3Der = linkonce_odr unnamed_addr constant { i8*, i8*, i8* } { i8* bitcast (i8**
getelementptr inbounds (i8** @_ZTVN10__cxxabiv120__si_class_type_infoE , i32 2)
to i8*), i8* getelementptr inbounds ([5 x i8]* @_ZTS3Der , i32 0, i32 0), i8*
bitcast ({ i8*, i8* }* @_ZTI4Base to i8*) }
@_ZTV3Der = linkonce_odr unnamed_addr constant [3 x i8*] [i8* null , i8* bitcast ({
i8*, i8*, i8* }* @_ZTI3Der to i8*), i8* bitcast (i32 (%class.Der*, i32)*
@_ZN3Der7computeEi to i8*)]
declare void @_ZNSt8ios_base4InitC1Ev(%"class.std:: ios_base ::Init"*) #0
declare void @_ZNSt8ios_base4InitD1Ev(%"class.std:: ios_base ::Init"*) #0
define i32 @main(i32 %argc , i8** nocapture readnone %argv) #0 {
%1 = tail call noalias i8* @_Znwj(i32 12) #5
tail call void @llvm.memset.p0i8.i32(i8* %1 , i8 0, i32 12, i32 4, i1 false)
%2 = bitcast i8* %1 to i32 (...) ***
%3 = getelementptr inbounds i8* %1, i32 4
%4 = bitcast i8* %3 to i32*
store i32 10, i32* %4, align 4, !tbaa !1
store i32 (...)** bitcast (i8** getelementptr inbounds ([3 x i8*]* @_ZTV3Der , i32
0, i32 2) to i32 (...) **), i32 (...) *** %2, align 4, !tbaa !6
%5 = tail call i8* @__dynamic_cast(i8* %1, i8* bitcast ({ i8*, i8* }* @_ZTI4Base
to i8*), i8* bitcast ({ i8*, i8*, i8* }* @_ZTI3Der to i8*), i32 0) #1
%phitmp = icmp eq i8* %5 , null
%. = select i1 %phitmp , i32 0, i32 20
ret i32 %.
}
define linkonce_odr i32 @_ZN3Der7computeEi(%class.Der* nocapture readnone %this , i32
%a) unnamed_addr #4 align 2 {
%1 = shl nsw i32 %a, 1
ret i32 %1
}
Obrázek 3.4: Vygenerováno a upraveno LLVM IR z příkladu 3.3.
3.3.2 Předzpracování
Vstupní programy jsou závislé na cílové architektuře, použitém překladači a objektovým
formátem. Mnohdy jsou vstupy zabalené, či chráněné proti analýzám. Z těchto důvodů se
zavádí předzpracování řešící tyto problémy.
V první fázi se detekuje použitý objektový formát. Jsou podporované formáty jako Unix
ELF, Windows PE, Mach-O, atd.
Po detekování objektového formátu se rozpoznává použitý překladač, který se určuje
pomocí počátečních instrukcí.
V případě zabaleného programu se musí provést rozbalení (angl. unpacking).
Vzhledem k počtu formátu architektur vstupního souboru a náročnosti implementace
všech jejich rozdílů v Přední části, je implementován nástroj Konvertor, který závislé for-
máty konvertuje do jednotného formátu COFF, jenž je předáván jako vstup Přední části.
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3.3.3 Přední část (Front-end)
Podstata této části je převést platformně závislý kód na platformně nezávislé příkazy jazyka
LLVM IR.
Kromě COFF souboru je dalším vstupem Přední části je popis vstupní architektury
v podobě jazyce ISAC, pomocí jehož popisu chování jednotlivých instrukcí je možné mapo-
vat tyto instrukce na LLVM IR příkazy, tudíž lze pro jednotlivé instrukce generovat LLVM
IR příkazy.
Přední část je posloupnost statických analýz, které upravují a vylepšují LLVM IR repre-
zentaci. Mezi tyto analýzy patří např. odstranění statického kódu pomocí signatur, detekce
funkcí a jejich parametrů, rozpoznání globálních a lokálních proměnných, rekonstrukce da-
tových typů atd. Tyto analýzy májí za následek zlepšení čitelnosti výsledného kódu a i
případné zrychlení dekompilace.
3.3.4 Střední část (Middle-end)
Jako vstup dostává LLVM IR kód, který je nízkoúrovňový, ale obsahuje funkce, datové
typy a další struktury. Tento vstup,který je poměrně velký, je potřeba zjednodušit, proto
se provádí datové a řídící analýzy. Ty mají za úkol optimalizovat kód pro generování do
vyššího programovacího jazyka. Mezi úlohy optimalizace patří:
• Odstranění mrtvého kódu
• Propagace konstant a výrazů
• Detekce konstrukcí vyšších programovacích jazyků - větvení (if-else), cykly, apod.
• Další optimalizace
Pro optimalizaci se využívají optimalizace zabudované v LLVM nebo optimalizace zpět-
ného překladače Lissom, např. optimalizace cyklu. Výstupem je kód v LLVM IR, který je
připraven pro transformaci do vyššího programovacího jazyka.
3.3.5 Zadní část (Back-end)
Zadní část dostane na vstupu optimalizovaný LLVM IR kód, který transformuje na něk-
terý z vyšších programovacích jazyků. Prozatím je podporován jazyk podobný Pythonu a
jazyk C.
Jazyk podobný Pythonu je dobře čitelný, netypovaný a strukturovaný. Jeho modifi-
kace od Pythonu spočívá v přidání konstrukcí, které Python nepodporuje, např. větvení
pomocí switch. Dále to je reprezentace struktur, které nejsou v Pythonu podporované, po-
mocí struktur Pythonu s ekvivalentní funkčností, jedná se např. o náhradu pole za seznam
nebo struktury za slovníky. Dále je zde přidána podpora ukazatelů. Také zde musí být
příkazy, které se nedají reprezentovat pomocí konstrukcí vyšších programovacích jazyků,
např. příkaz goto.
Zadní část používá vlastní vnitřní interpretaci kódu, jedná se o kód BIR (Back-end IR),
která je vygenerována z LLVM IR. Tento kód je optimalizován na co nejlepší výsledek, např.
transformace while cyklu na for, nebo přiřazení jmen proměnných, pokud jsou k dispozici
ladicí informace. Pokud nejsou k dispozici, generují se snadno zapamatovatelná jména, např.
jako jména ovoce.
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Po vygenerování výsledného kódu se provádí další zpracování, které zpřehledňuje čitel-
nost kódu. Používá se několik optimalizací, např. redukce přebytečných závorek, zpřehled-
nění/úprava výrazu.
3.3.6 Ukázka generovaného kódu
Dekompilovaný kód vznikl z binárního souboru vytvořeného překladačem GCC ze zdrojo-
vého kódu na obrázku 3.3.
První výsledek zpětného překladu 3.5 je přeložen do jazyka podobnému Pythonu. Lze
vidět, že se podařilo obnovit některé informace jako jména funkcí, stejně jako se některé pů-
vodní informace ztratily, např. jména proměnných, funkce (pod vlivem optimalizací překla-
dače).
apple = 0
def main(argc , argv):
global apple
_Znwj()
result = apple # 0x80486ab
*result = 0
result [4] = 0
result [8] = 0
_ZN3DerC2Ev(result)
apple = result




if apple == 0:
apple = 0
return result
banana = ** result # 0x804870f
apple = banana
banana ()













if __name__ == ’__main__ ’:
import sys
sys.exit(main(len(sys.argv), sys.argv))
Obrázek 3.5: Výsledek překladu do jazyka podobnému Pythonu.
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#include <stdint.h>
int32_t _ZN4BaseC1Ev(int32_t * a);
int32_t _ZN3DerC2Ev(int32_t * a);
void __dynamic_cast(void);
void _Znwj(void);
int32_t apple = 0;
int main(int argc, char **argv) {
_Znwj();
int32_t banana = apple; // 0x80486ab
int32_t * lemon = (int32_t *)banana; // 0x80486ad_3
*lemon = 0;
*(int32_t *)(banana + 4) = 0;
*(int32_t *)(banana + 8) = 0;
_ZN3DerC2Ev(lemon);
apple = banana;









int32_t plum = *(int32_t *)*lemon; // 0x804870f
apple = plum;
((int32_t (*)())plum)();




int32_t _ZN4BaseC1Ev(int32_t * a) {
int32_t x = (int32_t)a; // 0x8048791
apple = x;
*a = 0x8048888;
*(int32_t *)(x + 4) = 10;
return x;
}





Obrázek 3.6: Výsledek překladu do jazyka C.
Druhý výsledek zpětného překladu 3.6 je přeložen do jazyku C. Dekompilovaný program
je stejný jako v příkladě 3.5, jediným rozdílem je výstupní jazyk.
Oba výsledky mají drobné nedostatky, nicméně výsledky jsou funkčně ekvivalentní
vzhledem ke zdrojovému kódu. Je vidět také vhodné generování jmen, pokud se nenajdou
jména původní.
Zkvalitnění dekompilace by se mohlo docílit přidáním ladicích informací, mohlo by to
zlepšit např. obnovení jmen. Jak je na příkladech vidět, prozatím v dekompilaci chybí
podpora jazyka C++. Například zde nejsou vidět žádné informace o třídách, což zlepšuje




Jazyk C++ [15] je programovací jazyk, jenž byl vyvinut v bjarnových stroustupových labo-
ratořích firmy AT&T. Jeho vznik se datuje do roku 1979 pod názvem C s třídami (anglicky
C with classes). Hlavním cílem jazyka bylo rozšířit jazyk C o objektově orientované progra-
mování, tzn. přidání podpory tříd, dědičnosti, implicitních argumentů atd. C s třídami bylo
přejmenováno na C++ až v roce 1983, přičemž bylo přidáno mnoho funkcionality, které
známe dodnes jako např. virtuální funkce, přetěžování funkcí, jednořádkové komentáře atd.
Přestože vývoj tohoto jazyka započal začátkem 80. let, tak své první oficiální normy do-
sáhl až v roce 1989, kde se jednalo o standard ISO/IEC 14882:1998. Dnes je již standard
ISO/IEC 14882:2011 1, který je neformálně označován jako C++11.
Mezi vlastnosti jazyka C++ patří [13]:
• Multiparadigmatický jazyk - tzn. že podporuje více stylů programování, mezi které
patří procedurální, objektově orientované a generické programování a tím se zvyšuje
jeho použitelnost.
• Přenositelnost - jako otevřený a často používaný jazyk má početnou podporu překla-
dačů, což umožňuje snadnou přenositelnost mezi platformami.
• Statická i dynamická kontrola datových typů - jazyk umožňuje kontrolovat datové
typy již v průběhu překladu, ale také za běhu programu.
• Podpora knihoven - kvůli své velké rozšiřitelnosti má jazyk C++ velkou podporu
knihoven třetích stran.
• Kompatibilita s jazykem C - C++ vychází z jazyka C a, až na některé přesně defino-
vané výjimky, si uchoval s ním zpětnou kompatibilitu.
Zvláštnosti jazyka C++ je, že spojuje vlastnosti nízkoúrovňových (kompatibilita s ja-
zykem C) a vysokoúrovňových jazyků (možnost využití vyšší míry abstrakce a použití již
vestavěných nástrojů).
• Nízkoúrovňový jazyk [13] - je podobný strojovému kódu a používá se pro výkonné
programy, a pro přístup k hardwaru, tudíž je vhodný pro systémové programování,
tvorbě ovladačů (angl. driver) atd. Jazyk tohoto typu se prakticky vždy kompiluje a
může být obtížné přenést jeho kód na jinou platformu. Mezi zástupce těchto jazyků




• Vysokoúrovňový jazyk [13] - má vyšší míru abstrakce a je zaměřen na rychlejší vývoj
a lepší porozumění člověkem (většinou je snadnější na pochopení než nízkoúrovňový).
Obvykle se tento jazyk interpretuje a jeho kód je lehce přenositelný mezi platformami.
Zástupci jsou například jazyky Java, C# nebo Python.
C++ ovlivnil vývoj mnoha jazyků, z nejznámějších například Java, C#. Dodnes je
jedním z nejrozšířenějších jazyků, který má v praxi své uplatnění.
4.1 Konstrukce a mechanismy jazyka C++
Kromě konstrukcí jazyka C implementuje jazyk C++ konstrukce pro vyšší míru abstrakce.
Základní struktury budou popsány v této části, která čerpá z [18] a [14].
4.1.1 Třídy a objekty
”
Třída je šablona (otisk), podle níž mohou být vytvářeny objekty (instance této
třídy). Třída se také stará o správu protokolu objektu, směrování zpráv a obsa-
huje implementace některých metod.“
Definice třídy podle [34].
Tyto konstrukce jsou základním stavebním kamenem pro objektově orientované pro-
gramování a jsou důvodem, proč C++ vzniklo. Třída rozšiřuje datové struktury o nový
datový typ, který může mít své členské proměnné a metody, přičemž se dá určovat vidi-
telnost těchto složek. S tímto souvisí pojem zapouzdření, jenž je mechanismus, který pojí
dohromady kód a data, přičemž je chrání před vnějšími zásahy.
Dědičnost
S třídami úzce souvisí mechanismus, který umožňuje vytvářet hierarchii tříd. Jedná se
o způsob sdílení a nové třídy rozšiřují vlastnosti (proměnných a metod) existujících tříd.
Slouží ke zjednodušení implementace, ale také ke zlepšení návrhu. Tímto způsobem se
můžou definovat obecnější části (např. jako komunikační rozhraní) a jejich specifičtější
části, které blíže určují chování obecnějších částí. C++ na rozdíl od většiny jiných jazyků
povoluje vícenásobnou dědičnost, tzn. že třída může dědit z více tříd.
4.1.2 Přetěžování funkcí a operátoru
Tento mechanismus dovoluje mít ve stejném jmenném prostoru více funkcí stejného jména,
ale s jinými typy argumentů, podle kterých se překladač rozhoduje, která funkce se bude
volat. C++ umožňuje přetěžovat některé operátory (např. =, +, -), to dovoluje třídám blíže
specifikovat chování jejich operátorů.
4.1.3 Polymorfismus (mnohotvárnost)
Je mechanismus zakrytí/bližšího určení chování metod rodičovských tříd metodami tříd po-
tomků v závislosti na daném objektu. U polymorfismu se volání dané metody vyhodnocuje
až za běhu programu v závislosti na typu objektu. Tyto metody se nazývají virtuální funkce
(také virtuální metoda) a tvoří se pomocí klíčového slova virtual. Poskytuje tím možnost
vytvářet jednotné rozhraní pro různé typy objektů.
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V C++ se mohou definovat tzv. čisté virtuální metody (angl. pure virtual method), tyto
metody si vynucují svou definici ve svých potomcích. Pokud třída obsahuje alespoň jednu
čistou virtuální metodu, tak je označena jako abstraktní třída a nemůže mít svou instanci.
Používá se jako rozhraní.
Konstruktory a destruktory
Jsou speciální metody, jenž nemají explicitní návratový typ. Konstruktor je volán při vy-
tváření instance třídy. Jeho využití spočívá v inicializaci proměnných třídy. Destruktor je
naopak volán při zániku objektu v paměti. Používá se ke správnému uvolnění všech zdrojů.
4.1.4 Šablony
Šablony (angl. Templates) umožňují generické programování. Jedná se o mechanismus dovo-
lující napsat algoritmus pro neurčitý datový typ. To znamená, že algoritmus se může použít
pro více datových typů bez nutnosti reimplementace algoritmu pro jednotlivé datové typy.
C++ dovoluje šablony jak pro funkce, tak pro třídy.
Vnitřně je funkčnost zajištěna tak, že se pro každou instanci šablony při kompilaci
generuje kód, který se použije.
4.1.5 Výjimky
Jedná se o mechanismus zpracování chyb. Výjimka je objekt, který se předává z místa,
kde nastala chyba, do místa kde se chyba zpracovává. Tento objekt přenáší informace
o chybě, typ výjimky určuje typ chyby. Mechanismus odděluje hlavní část kódu (tam, kde
se nacházejí potencionální chyby) a části kódu, kde se případné chyby zpracovávají, ať už
se jedná o zpracování obecné výjimky, nebo specifické.
4.2 Dekompilace C++
Tato část čerpá z [8], [10], [27], [33], [32], [1].
V této podkapitole jsou popsány základní poznatky použitelné k dekompilaci vybraných
C++ struktur. Pro kvalitní výstup zpětného překladu do C++ jazyka je potřeba rozpoznat
a následně rekonstruovat konstrukce [8]:
• Třídy.
• Hierarchie tříd (vztahy mezi třídami).
• Konstruktory a destruktory tříd.
• Typ ukazatele na polymorfní třídu.
• Virtuální metody.
• Nevirtuální metody.
• Rozložení a typ členů tříd.
• Volání virtuálních funkcí.
• Vyvolání a odchytávání výjimek.
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4.2.1 Virtuální funkce
Norma C++ [9] neurčuje způsob implementace virtuálních funkcí, ale ABI překladačů jako
GCC [1] a MSVC [17] používá implementaci vtables (tabulek virtuálních funkcí), nacházející
se v datové sekci. Pro nalezení virtuálních funkcí je nutné nalézt tabulku virtuálních funkcí,
kde jsou funkce uloženy. Struktura virtuální tabulky překladače GCC [1] je zobrazena na
4.1.
Hodnota Popis
0 offset na základní virtuální tabulku
offset typeinfo ukazatel na RTTI tabulku
offset func1 ukazatel na první virtuální funkci
offset func2 ukazatel na druhou virtuální funkci
offset funcX. . . další ukazatele na virtuální funkce
Tabulka 4.1: Struktura virtuální tabulky GCC překladače [33].
Ve všech primárních virtuálních tabulkách je offset na základní virtuální tabulku 0,
protože se jedná o virtuální tabulku pro svou třídu2.
Struktura virtuální tabulky překladače MSVC [31] je zobrazena na 4.2.
Hodnota Popis
meta odkaz na Complete object locator
offset func1 ukazatel na první virtuální funkci
offset func2 ukazatel na druhou virtuální funkci
Run-Time Type Information offset funcX. . . další ukazatele na virtuální funkce
Tabulka 4.2: Struktura virtuální tabulky MSVC překladače [33].
V případě dědění jsou nahrazeny adresy virtuálních metod předka, které jsou v aktuální
třídě přepsány, a adresy nových virtuálních metod se přidají nakonec.
Při virtuální dědičnosti není pevné umístění virtuální tabulky rodiče, proto kompilátor
musí kontrolovat offset virtuálních tabulek všech svých předků. V GCC se toto řeší přidáním
offsetů virtuálních tabulek předků před svou virtuální tabulku. U MSVC existuje vbtable
(virtual base table) s offsety na virtuální tabulky předků.
4.2.2 Třídy a jejich hierarchie
Prvním způsobem jak zjistit informace o třídě a její hierarchii je analýza RTTI tabulek,
která je popsána níže v kapitole 4.2.6. Problémem analýzy RTTI tabulek je možnost absence
jejich přítomnosti. Mezi důvody může patřit [28]:
• Zmenšení velikosti aplikace v kritických případech, protože přítomnost RTTI tabulek
zvyšuje velikost výsledné aplikace.
• Časová režie tohoto mechanismu.
• Možnost jejich zneužití.
2Příklady virtuálních tabulek lze najít na http://sourcery.mentor.com/public/cxx-abi/
cxx-vtable-ex.html
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V oba tyto případy se vyskytují např. u vestavěných systému [28]. Pokud tedy chybí
RTTI tabulky v aplikaci, tak je nutné použít rozpoznání postavené na analýzách vtables
(tabulek virtuálních funkcí), konstruktorů a destruktorů [10].
Detekce tabulky virtuálních funcí
Problémem této analýzy se nachází v tom, že není zaručena jedinečnost tabulky virtuálních
funkcí pro všechny třídy, tzn. že jedna tabulka virtuálních funkcí může být sdílena více
třídami. Proto je potřeba předpokládat, že se jedná pouze o jednoduchou dědičnost mezi
vtables, tzn. že vtable může mít nanejvýš jednoho předka vtable. Na tomto základě lze
říct, že vtable A je přímý předek vtable B, pokud jedna z tříd náležící vtable A je přímým
předkem jedné z tříd odpovídajících vtable B.
Detekce dědičnosti využívá tyto pravidla [10]:
1. Jestli je velikost vtable B menší než vtable A, tak vtableA nemůže být předkem vtable
B. Tento poznatek vychází ze standardu jazyka C++ [9].
2. Pokud je vtable Bi čistě virtuální funkcí a virtuální funkce vtable Ai není, tak vtableA
nemůže být předkem vtable B. Pravidlo vychází z toho, že v C++ není možné přepsat
virtuální funkci, čistou virtuální funkcí [9].
3. Pokud je velikost parametrů virtuálních funkcí vtable Bi a vtable Ai odlišná, tak
vtable od sebe nemůžou navzájem dědit. Virtuální funkce nemůže být přepsána funkcí
s neodpovídajícími parametry [9]. Pro použití tohoto pravidla musí být možné spo-
lehlivě určit velikost parametrů funkce.
4.2.3 Konstruktory a destruktory
Problematika rozpoznávání konstruktorů a destruktorů je ve složitosti nacházení v třídách
nevyužívající polymorfismus, protože není rozdíl mezi normální funkcí a konstruktorem
nebo destruktorem. Proto je tato analýza vhodnější pro třídy, které využívají polymorfis-
mus. Tyto data se mohou využít pro získaní informací o dědičnosti tříd.
K analýze se využívá znalost provedení operací těchto metod. Sekvence operací kon-
struktoru je:
1. Zavolají se konstruktory rodičovských tříd.
2. Zavolají se konstruktory členu třídy.
3. Inicializace vtable.
4. Provedení kódu těla konstruktoru psaný programátorem.
Destruktor odstraňuje objekt a operace provádí v opačném pořadí jako konstruktor:
1. Inicializace vtable.
2. Provedení kódu těla konstruktoru psaný programátorem.
3. Zavolají se destruktory členu třídy.
4. Zavolají se destruktory rodičovských tříd.
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4.2.4 Členské funkce
U klasických funkcí je těžké rozhodnout zda patří do některé ze tříd, nebo ne. Příčinou
je, že jejich definice v obou případech jsou stejné a tudíž nerozeznatelné. Proto se toto
rozhodování provádí na základě thiscall konvence volání funkce, která určuje, jak se bude
předávat ukazatel na objekt (klíčové slovo this) do funkce.
U překladače MSVC je výchozí thiscall konvence pro členské funkce, ve které se uka-
zatel na objekt předává v registru ECX. Stačí tedy sledovat registr ECX před voláním
funkce. V tomto případě lze spolehlivě určit, zda funkce patří do některé z tříd, nebo ne.
Rozlišení do které z tříd patří se provádí na základě typu ukazatele na objekt. Mimo jiné
je určené, že volaná funkce maže své argumenty před návratem z funkce [19].
U překladačů GCC a MinGW se tento ukazatel na objekt předává jako první parametr
a proto členské a nečlenské funkce nejsou k rozeznání. Proto je v tomto případě velmi
těžké (ne-li nemožné) zaručit spolehlivou rekonstrukci rozřazení do tříd. V tomto případě
argumenty funkce odstraňuje volající po návratu volané funkce [19].
4.2.5 Vyvolání a odchytávání výjimek
Standard C++ [9] definuje sémantiku výjimek, ale nedefinuje jejich implementaci, a proto
překladače MSVC a GCC používají odlišnou logiku.
Kompilátor MSVC generuje kód, který souvisle aktualizuje struktury pro odchytávání
výjimek, které zrcadlí aktuální stav programu. Nový prvek je přidáván do rámce zásobníku3,
obsahuje informaci o obslužných rutinách výjimky dostupné pro funkci tohoto rámce. Po-
kud se vyvolá výjimka, tak je prvek použit k nalezení obslužné rutiny této výjimky. Tento
mechanismus potřebuje lokální objekt s automatickým (klíčové slovo auto) specifikátorem
paměťové třídy (angl. storage class specifier) proměnné (angl. Unwindable Object), který
je alokován na zásobníku a potřebuje se odstranit, pokud je mimo rozsah. Dále smazání
všech automatických proměnných (angl. Stack Unwinding) v rozsahu od vyvolání výjimky
(příkaz throw) až po blok catch, pokud je vyvolána výjimka [30], [26]. Jedná se tedy o kom-
plikovanou analýzu rámců zásobníků.
GCC překladač používá tabulkově řízený přístup (angl. table-driven approach). V tomto
přístupu se využívá staticky alokované tabulky, které spojují rozsah programového čítače se
stavem programu. Při vyvolání výjimky se zjistí hodnota programového čítače a v tabulce
se najde informace o obsluze výjimek na dané adrese, hlavně adresa osobní rutiny (angl.
presonality rutine), která je funkcí runtime knihovny a slouží jako rozhraní mezi uvolňovací
knihovnou (angl. unwind library) a jazykově specifickou sémantikou odchytávaní výjimek.
4.2.6 RTTI
RTTI (angl. Run-Time Type Information) je mechanismus pro získávání informací o typu
objektu a je spjat zejména s operacemi dynamic cast<> a typeid. Používá se pouze u tříd
využívajících polymorfismus, tzn. že třída musí obsahovat alespoň jednu virtuální funkci.
Jak již bylo zmíněno v kapitole 4.2.2, problémem je vypnutí možnosti použití RTTI u kom-
pilátoru, které by znemožnilo vykonat tuto analýzu.
Struktura RTTI je definována pomocí ABI (angl. application binary interface) a překla-




Struktura RTTI u těchto překladačů je vyobrazena na obrázku 4.1.
Na schématu je ukázáno, že struktura RTTI závisí na dědičnosti dané třídy, ale všechny
struktury mají stejný počáteční tvar, kvůli dědičnosti z type info obsahující odkaz na vir-
tuální tabulku a odkaz na jméno. Mimo tyto hodnoty struktura závisí na typu dědičnosti:
1. Žádná - použije se struktura class type info neobsahující žádné jiné informace.
2. Jednoduchá - struktura si class type info s odkazem na RTTI strukturu rodičovské
třídy.
3. Vícenásobná - použití vmi class type info struktury obsahující příznaky pracující
s flags masks. Dále počet předků a pole struktur base class type info s adresou na
RTTI předka a příznaky výčtu offset flags masks.
Obrázek 4.1: Schéma RTTI překladačů GCC, Clang, MinGW [1].
MSVC
Struktura je vyobrazena na 4.2. Dle schématu je struktura tohoto překladače komplikova-
nější než struktura překladačů popsána v 4.2.6. Pro zjištění informací je potřeba nalézt více
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struktur, kterými jsou:
• Complete object locator - obsahuje 2 důležité hodnoty, a to adresu na RTTI type des-
criptor a RTTI class hierarchy. Zajímavosti je, že tato struktura se může pro jednu
třídu vyskytovat vícekrát v závislosti na virtuálních tabulkách dané třídy.
• RTTI type descriptor - hlavními hodnotami jsou odkaz na virtuální tabulku a jméno
třídy. Důležitým poznatkem je, že prefix jména třídy je pevně .?AV [27].
• RTTI class hierarchy - je zde odkaz na pole obsahující adresy na RTTI base class des-
criptor, jenž představují odkazy na rodičovské třídy. Prvním prvkem pole je ad-
resa na vlastní RTTI base class descriptor. Také atributy, které představuje výčet
RTTI class hierarchy maks, a počet prvků v poli, tzn. počet předků + 1, kvůli prv-
ního prvku.
• RTTI base class descriptor - vlastní odkaz na RTTI type descriptor, dále počet předků.












Kapitola obsahuje ukázky výstupu implementace a popisuje způsob testování, za účelem
ověření správnosti a úspěšnosti detekce návrhu a implementace. Testování probíhalo pro
překladače GCC, Clang, MinGW a MSVC pro x86 architekturu.
7.1 Výstup
Budou zde zobrazeny výstupu implementace z příkladu 3.3, pro GCC kompilátor s archi-




---- Address: 8048898 , Name: _ZTS4Base
Fuctions:





---- Address: 80487a0, Name: _ZN4Base7computeEi
Obrázek 7.1: Obecný textový výstup příkladu 3.3.
Na textovém výstupu 7.1 lze vidět bezchybné detekování tříd i s jejich dědičností a
funkcemi v textové reprezentaci.
Názornějším a vhodnějším výstupem pro testování je vygenerovaný UML diagram tříd.
Příklad výstupu UML diagramu je zobrazen na 7.3. Vygenerovaný kód pro generaci UML











Obrázek 7.2: Kód pro generování UML diagramu příkladu 3.3.
Obrázek 7.3: Vygenerovaný UML diagram příkladu 3.3.
Lze vidět, že výstupy 7.1 a 7.3 jsou si ekvivalentní, jedná se tedy pouze o jinou grafickou
reprezentaci výsledku.
Poslední výstupy ovlivňují výsledek zpětného překladu a jedná se generování LLVM
IR a následného překladu do komentářů. Výstup LLVM IR analýzy je vyobrazen na 7.4.
Výsledek zpětného překladu je viditelný na 7.5. Oproti prvotní dekompilaci 3.6 lze na ukázce
7.5 vidět výsledek analýzy v podobě komentářů vypisující třídy.
!2 = metadata !{ metadata !" _ZTS3Der "}
!3 = metadata !{ metadata !" _ZTS4Base "}
!decomp.rtti.class_names = !{!2, !3}
!4 = metadata !{ metadata !" _ZTS4Base" }
!decomp.rtti.class_for_func.Base__compute = !{ !4 }
!5 = metadata !{ metadata !" _ZTS3Der" }
!decomp.rtti.class_for_func.Der__compute = !{ !5 }
Obrázek 7.4: LLVM IR analýzy pro příklad 3.3.
Podle zobrazeného výstupu 7.5 je i tento výsledek ekvivalentní s ostatními výstupy.
Avšak nemusí vždy tomu tak být, protože tento výstup je závislý na vícero analýzách, které
nemusí do výsledného generování zařadit některou z detekovaných virtuálních funkcí. Proto
by se informace neměla k čemu přiřadit, a tudíž informace o nalezené virtuální funkci chybí.
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#include <stdint.h>
/* -------------- Classes --------------- */
// _ZTS3Der
// _ZTS4Base
int32_t Base(int32_t * a);
void Base__compute(int32_t a, int32_t b);
void Der__compute(int32_t a);
int32_t Der(int32_t * a);
void __dynamic_cast(void);
void _Znwj(void);
int32_t apple = 0;
int main(int argc, char **argv) {
_Znwj();
int32_t banana = apple;
int32_t * lemon = (int32_t *)banana;
*lemon = 0;
*(int32_t *)(banana + 4) = 0;










if (apple != 0) {
int32_t plum = *(int32_t *)*lemon;
apple = plum;
((int32_t (*)())plum)();







int32_t Base(int32_t * a) {
int32_t x = (int32_t)a;
apple = x;
*a = 0x8048878;
*(int32_t *)(x + 4) = 10;
return x;
}
// From class: _ZTS4Base
void Base__compute(int32_t a, int32_t b) {
plum = *(int32_t *)(a + 4) * b;
}
// From class: _ZTS3Der
void Der__compute(int32_t a) {
int32_t x;
plum = 2 * x;
}





Obrázek 7.5: Výsledek analýzy pro příklad 3.3 v jazyce C.
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7.2 Testování
Vzhledem k malé podpoře jazyka C++ v zpětných překladačích testování probíhá manu-
álně. Porovnávají se informace z kódu vstupního programu, nebo jeho UML digramu, s
některými z výstupu této analýzy, tzn. textovým výstupem, vygenerovaným UML diagra-
mem tříd nebo výstupním kódem dekompilátoru.
Testována byla zejména hierarchie tříd pomocí rozpoznaných RTTI tabulek. Testování
virtuálních funkcí je problematičtější, protože každý překladač může vygenerovat odlišnou
logiku zacházení s virtuálními tabulkami. Proto rozdílné výsledky mohou být správné. Navíc
u překladače MSVC znesnadňuje testování virtuálních funkcí absence jejich jmen.
Pro testování byly vytvořeny modelové programy, které testují žádnou dědičnost, jed-
noduchou dědičnost, vícenásobnou dědičnost, dědičnost ve tvaru diamant, virtuální dědič-
nost, dědičnost s čistými virtuálními funkcemi. V programech jsou také zahrnuty situace
pro ověření odstraňování duplicitních virtuálních funkcí a rodičů. Avšak pro použití v praxi
je vhodné otestovat implementaci i na reálně využívaných programech, k tomuto účelu
byly vybrány programy doxygen a notepad++. Vzhledem ke složitosti testování je u těchto
programu soustředěna pozornost pouze na hierarchii tříd.
7.2.1 Prostředí
Testy zkoušely 4 překladače, jejichž verze byly:
• GCC - překladač g++, verze 4.9.0.
• Clang - překladač clang, verze 3.5.
• MinGW - překladač g++, verze 4.8.1.
• MSVC - překladač Microsoft 32-bit C/C++ Optimizing Compiler, verze 16.00.40219.01.
Testované programy byly kompilovány na 32bit architektury, v případě GCC a Clang
pro operační systém Linux, MinGW a MSVC pro Windows. Testy probíhaly na Notebooku
s dvoujádrovým procesorem Intel(R) Core(TM) i5-2410M CPU 2.30GHz, 8GB RAM.
7.2.2 Testování na modelových příkladech
Výsledky testů na modelových programech lze vidět v tabulce 7.1 a 7.2.
GCC Clang
Třídy Virt. fn. Úspěšnost Třídy Virt. fn. Úspěšnost
Žádná dědičnost 1 1 100% 1 1 100%
Jednoduchá dědičnost 3 3 100% 3 3 100%
Vícenásobná dědičnost 3 3 100% 3 3 100%
Diamant 8 12 100% 8 12 100%
Virtuální dědičnost 4 8 100% 4 8 100%
Čistá virtuální funkce 3 2 100% 3 2 100%
Příklad 3.3 2 2 100% 2 2 100%
Tabulka 7.1: Výsledky překladačů GCC a Clang.
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MinGw MSVC
Třídy Virt. fn. Úspěšnost Třídy Virt. fn. Úspěšnost
Žádná dědičnost 1 1 100% 27 64 100%
Jednoduchá dědičnost 3 3 100% 31 66 100%
Vícenásobná dědičnost 3 3 100% 31 82 100%
Diamant 8 12 100% 36 74 100%
Virtuální dědičnost 4 8 100% 32 68 100%
Čistá virtuální funkce 3 3 100% 31 82 100%
Příklad 3.3 2 2 100% 8 6 100%
Tabulka 7.2: Výsledky překladačů MinGW a MSVC.
Na výsledcích je vidět, že analýza tříd pomocí RTTI tabulek na modelových programech
proběhla ve všech případě úspěšně. Jediné rozdíly lze pozorovat u počtu virtuálních funkcí,
díky odlišnému pracování s virtuálními tabulkami. Vysoké čísla počtu tříd i virtuálních
funkcí u překladače MSVC jsou dána generováním vlastních tříd tohoto kompilátoru. Tyto
třídy jsou používané např. ke zpracování výjimek.
7.2.3 Testování na reálných programech
Testování programů doxygen a notepad++ probíhalo na překladači MSVC. Výsledky průběhu
jsou zaznamenané v tabulce 7.3. K porovnávaní se používají UML diagramy tříd zdrojových
kódů programů doxygen a notepad++. Diagramy byly vygenerovány pomocí Visual studia
2012.
MSVC
Třídy Virt. fn. Úspěšnost
doxygen 795 13169 -
notepad++ 144 518 90.3%
Tabulka 7.3: Výsledky překladačů MSVC.
V případě testování doxygenu byla problémem velikost programu a počet porovnáva-
ných dat. Z toho důvodu se porovnávala pouze část programu a to ze získaných dat z cpp
souborů. Také kvůli velikosti se nepodařilo analýze vygenerovat UML diagram tříd. Proto
se porovnávala data z diagramu tříd zdrojových cpp souborů a textového výstupu analýzy.
Namátkou bylo stejným způsobem porovnáno pár tříd z hlavičkových souborů. I přesto, že
se nejedná o úplný test, tak test ukázal, že detekce se nepovedla na 100%. Nenalezlo se 6
tříd, nicméně větší část struktury programu byla rozpoznána.
Test programu notepad++ byl kompletní. Data se porovnávala pomocí diagramů tříd
zdrojových souborů a vygenerovaného diagramu tříd. V testu se také neprojevila 100%
úspěšnost, nenalezlo 14 tříd.
Analýzy větších programů využívaných v praxi nebyly na rozdíl od modelových pro-
gramů stoprocentní. Avšak se nejedná o špatné výsledky, většina tříd byla nalezena. Otázkou




Cílem práce bylo přidat základní podporu dekompilace jazyka C++ do přední části zpět-
ného překladače projektu Lissom. Aby toto bylo možné, bylo potřeba nastudovat problema-
tiku zpětného inženýrství a seznámit se se zpětným překladačem projektu Lissom, včetně
jeho univerzální vnitřní reprezentace kódu v podobě LLVM IR. Dále s konstrukcemi jazyka
C++ a možnostmi jejich dekompilace. Vzhledem k důležitosti tříd v jazyce C++, byla zvo-
lena jako vhodný základ podpory jazyka C++ analýza RTTI a virtuálních tabulek, které
zpřístupňují informace o třídách, zejména o jejich hierarchii a virtuálních funkcí.
Byly zde popsány návrhy na detekci RTTI a virtuálních tabulek, jejichž cílem je získat
informace o třídách využívající polymorfismus. Návrhy popisují řešení pro více překladačů.
Také jsou zde navrženy možnosti výstupu analýzy. Některé z těchto návrhů byly v rámci
bakalářské práce implementovány. Kromě implementace detekce těchto struktur byly vy-
pracovány optimalizace na odstranění duplikací virtuálních funkcí a předků. V dokumentu
se popisuje implementace práce, a to jak datové struktury, tak i její rozhraní provádějící
analýzu včetně výstupů. Implementace byla otestována na modelových příkladech předsta-
vující různé situace využití polymorfismu. Mimo tyto příklady probíhaly testy i na reálně
používaných programech představující rozsáhlejší projekty. Testy modelových programů
byly úspěšné na 100%, ale v testech reálných programů nebylo nalezeno pár tříd. I přes
neúplnou úspěšnost, byly výsledky dobré, neboť většina tříd testovaných programů byla
rozpoznána.
Práce je přínosem v podobě základní podpory jazyka C++, která dokáže analyzovat
RTTI a virtuální tabulky. Hlavním výstupem této podpory je rozhraní pro práci s datovými
strukturami reprezentující třídu, jenž jsou nezávislé na použitém kompilátoru. Vizuálním
výstupem je generování metadat vnitřní struktury LLVM IR, která se přeloží do komen-
tářů jazyka C++ popisující získané data z analýzy. Dále mezi výstupy patří textový výpis
analýzy a vygenerovaný UML diagram tříd.
Při dalším vývoji je zde prostor pro zlepšení analýzy větších (reálně používaných)
programů, kde nebyla získána 100% úspěšnost. Dále testování implementace této práce,
zejména automatického vyhodnocování, které by vedlo k efektivnějšímu testování větších
projektů. Dalším možným vývojem jsou analýzy dalších struktur jazyka C++, jako jsou
např. výjimky, třídy nepoužívající polymorfismus, šablony, atd.
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• Zdrojové kódy implementace analýzy RTTI tabulek a virtuálních funkcí.
• Spustitelný zpětný překladač projektu Lissom.
• Text této bakalářské práce v elektronické podobě.
• Skript pro spuštění analýzy a vstupy pro všechny překladače, včetně dat k porovnání.
• README s pokyny k překladu a spuštění analýzy.
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