Abstract-A general framework for analyzing linear codes with joint typicality encoders and decoders is presented. Using this approach, we provide a new perspective on the compute-forward framework. In particular, an achievable rate region for computing the weighted sum of nested linear codewords over a discrete memoryless multiple access channel (MAC) is established. When specialized to the Gaussian MAC, we recover the lattice-based compute-forward rate region by Nazer and Gastpar, providing a unified treatment over both discrete memoryless and Gaussian networks. By further utilizing simultaneous joint typicality decoders, we provide a joint decoding rate region for computing two linear combinations of nested linear codewords from K-senders. Our result provides some insight on one of the main open problems in the compute-forward framework, the joint decoding rate region of compute-forward.
I. INTRODUCTION
In network information theory, many of the successful coding theorems and analytical tools have been developed based on random i.i.d. code ensembles. As collectively demonstrated in [1] , the coding theorems are based on a rich set of key coding techniques and lemmas. In another branch of network information theory, coding theorems have been developed based on random structured codes. As first demonstrated by Körner and Marton [2] via the problem of distributed computing of binary sources, linear codes can outperform i.i.d. generated codes when applied to computation problems. Using this approach, Nazer and Gastpar [3] studied the problem of computation over multiple-access channels and showed that linear code ensembles can outperform i.i.d. codes. Independently and concurrently, several strategies were developed based on lattice codes [4] , [5] , [6] , [7] , [8] which also showed that structured codes can outperform i.i.d. codes when applied to computation problems over Gaussian networks. In particular, for relay networks, the compute-forward (CF) framework of Nazer and Gastpar [8] provides a competitive relaying strategy over the three fundamental relaying paradigms, decode-forward [9, Th. 1], compress-forward [9, Th. 6] , and amplify-forward [10] .
Motivated by these observations, our primary interest is in the development of a general framework that extends the rich coding techniques based on joint typicality arguments to codes with linear structure. A notable contribution in this direction is by Padakandla and Pradhan [11] , in which they extend joint typicality encoding and decoding techniques for nested linear code ensembles. We further explore this direction and provide analytical tools for joint typicality encoding and decoding for compute-forward using nested linear codes.
We focus on a particular nested linear coding architecture depicted in Figure 1 . This linear coding architecture also used in [12] , [11] and has the following components: 1) an auxiliary linear code, 2) a joint typicality encoder for multicoding, and 3) a symbol-by-symbol function of the auxiliary linear codeword. The basic components used in this architecture has been employed in several well-known coding schemes. For example, the idea of using joint typicality encoders followed by symbolby-symbol functions for channel coding problems appear in the celebrated coding scheme by Gelfand and Pinsker [13] for channels with state, Marton's coding scheme for the broadcast channel [14] , and the hybrid coding scheme [15] for joint-source channel coding. The main difference from these coding schemes, is that the joint typicality encoding step is used to find an auxiliary codeword that is itself typical with respect to a desired distribution.
Using this architecture, and with the perspective of joint typicality arguments, this paper takes a new approach in studying the compute-forward framework. In Theorem 1, we establish an achievable rate region for compute-forward over an arbitrary discrete memoryless multiple access channel (DM-MAC). When specialized to Gaussian networks, Theorem 1 recovers the computeforward rate region of [8] , [16] , [17] , providing a unified approach to compute-forward over both DM and Gaussian networks, and establishes a single-letter mutual information expression of the rate region. With the mutual information expression at hand, we can easily optimize over input distributions, for which it was shown in [18, Example 3] that Gaussian input distributions are not necessarily optimal for computing linear codewords over a Gaussian MAC. Furthermore, we provide a joint decoding rate region for compute-forward, one of the main open problems in the compute-forward framework [17] , for computing two linear combinations over a K-user multiple access channel. Compared to the latticebased approach which relies mostly on the framework developed by [19] and successive cancellation decoders, our approach utilizes simultaneous joint typicality decoding which computes (and recovers) multiple codewords jointly. Another appealing feature of our approach is that the first-order performance analysis can be done by steps similar to the random i.i.d. coding framework. The precise performance analysis, however, involve several technical subtleties and requires some careful treatment of the error probability. The main challenge in this direction follows from the fact that the joint typicality encoding step is a procedure that depends on the codebook, the fact that the codebooks among the users are not independently generated, and the fact that the codewords within the codebooks are linearly dependent. Due to these challenges, the packing lemma in [1, Section 3.2] as well as the Markov lemma in [1, Lemma 12.1] cannot be directly applied. In this paper, we develop a method to analyze the performance of linear codes under joint typicality decoding and simultaneous joint typicality decoding and by extending the approach of [20] , in Appendix B, we develop a Markov lemma for the Kuser case.
We closely follow the notation in [1] . In particular, for a discrete random variable X ∼ p(x) on an alphabet X and ǫ ∈ (0, 1), we define the set of ǫ-typical n-sequences x n (or the typical set in short) [21] as
for all x ∈ X }. We use δ(ǫ) > 0 to denote a generic function of ǫ > 0 that tends to zero as ǫ → 0. We denote the finite field with order q by F q and denote a deterministic matrix with elements from F q by G. The set of integers {0, . . . , n−1} is denoted by [n].
II. MULTIPLE ACCESS CHANNEL
Consider the K-user discrete memoryless multiple access channel (DM-MAC)
which consists of K sender alphabets X k , k ∈ [1 : K], a receiver alphabet Y, and a collection of conditional pmfs p(y|x 1 , . . . , x K ).
We begin by defining the nested linear code architecture for the K-user DM-MAC used throughout the paper.
A. K-user nested linear code architecture
In addition to the message sets [2
K] for the multicoding step. For simplicity, we definẽ
Fix a finite field F q and consider the following q-ary expansions.
For simplicity, we assume that nR k / log(q) and nR k / log(q) are integers for all rates in the sequel. Further define a q-ary expansion function of the pair (m k , l k ) with length nR max / log(q) by,
where 0 is a vector of zeros with length n(R max − R k )/ log(q). Note that all η η η(m k , l k ) have the same length due to zero padding.
We define a (2 nR 1 , . . . , 2 nR K , n) nested linear code as the collection of K codebooks generated by the following procedure.
Fix a pmf
Codebook generation. Randomly and independently generate a κ × n matrix, G ∈ F 
Since the K codebooks are generated using a single generator matrix G, the codebooks (without the dither d n k ) are nested, i.e., if [22] . Furthermore, since these codes are nested and linear, the sum of the codewords is also a codeword that is included in a coset of the base code (the row space of G). We refer to this codebook construction as the nested linear codebook construction.
Next, the following multicoding step is used to find linear codewords u n k that are typical with respect to a desired distribution p(u k ), i.e., u
If there is more than one, choose one randomly from such indices. If there is none, randomly choose an index from 
B. Computing one weighted sum of codewords over the two user MAC
Assume that the codebooks are generated by the nested linear codebook construction. Let a a a = [a 1 , a 2 ], where
, define the a a a-weighted sum of two codewords by
where
For the sake of simplicity, we will assume that a 1 = 0 and a 2 = 0 for this section. Due to the nested linear structure of the codebooks and the definition in (2), we have t ∈ [2 nR max ]. We assume that sender k = 1, 2, randomly chooses a message M k independently and uniformly from the message set [2 nR k ]. Fix a pmf p(u 1 )p(u 2 ) and functions
The codebook construction is done by the nested linear code construction in Section II-A. At node k = 1, 2, the message M k is encoded using the nested linear coding architecture. Let L k be the chosen index from the multicoding step. The objective of the receiver is to compute the a a a weighted sum of the linear codewords, i.e., find the unique T such that
The decoder assigns an indext ∈ [2 nR max ] to each sequence y n ∈ Y n . The performance of the code is measured by the average probability of error P (n) e = P{T =T }. A rate pair (R 1 , R 2 ) is said to be achievable for computing the a a a weighted sum if there exists a sequence of (2 nR 1 , 2 nR 2 , n) nested linear codes such that
Theorem 1 (Compute-forward for the DM-MAC):
Let F q be a finite field and a a a = [a 1 , a 2 ], where a a a ∈ F 2 q . A rate pair (R 1 , R 2 ) is achievable for computing the a a aweighted sum of nested linear codewords if
for some p(u 1 )p(u 2 ) and functions
To establish Theorem 1, we use a joint typicality decoder.
In particular, the decoder finds a unique t ∈ [2
Essentially, this decoder is a point-to-point decoder with respect to the a a a-weighted sum codebook. However, compared to joint typicality decoding based on i.i.d. codes, there are some technical subtleties in analyzing the performance. In particular, conditioned on
and thus, the incorrect sum codewords W n (t), t = T are not independent of the received output Y n . Furthermore, conditioned on M, the distribution of U n k (m k , l k ) and W n (t) are no longer i.i.d. uniformly distributed nor pairwise independent. Due to these issues, the packing lemma [1, Section 3.2] cannot be applied to this case. The sketch of the proof of Theorem 1 is given in Section IV.
Next, consider the Gaussian multiple access channel,
where h k is the channel gain from node k to the receiver and Z is the additive Gaussian noise component with zero mean and unit variance. We assume average power constraint P on each user, i.e.,
. By an extension of the discretization method in [1] and by setting U 1 ∼ N(0, β
, and x 2 (u 2 ) = u 2 /β 2 for some β 1 > 0 and β 2 > 0, β = β 2 /β 1 , we can specialize Theorem 1 to the following.
Theorem 2 (CF for the Gaussian MAC [8] , [16] , [17] ): Consider a a a = [a 1 , a 2 ], where a a a ∈ Z 2 . A rate pair (R 1 , R 2 ) is achievable for computing an a a a-weighted sum of nested linear codewords over the Gaussian MAC if
for some positive number β. Theorem 2 recovers the results of [8] , [16] , [17] based on the lattice-based compute-forward scheme. In this sense, the nested linear coding architecture provides a unified treatment of compute-forward over both DM and Gaussian networks. Furthermore, in the perspective of compute-forward, Theorem 1 generalizes the result of [23] to asymmetric rates and arbitrary linear combinations.
The decoder that achieves the rate region in Theorem 2 is based on a point-to-point decoder specifically tailored for recovering the a a a weighted sum. The use of a point-topoint decoder leads to a suboptimal decoder. Clearly, if we choose to recover any two linearly independent linear combinations it would also suffice for recovering the a a a weighted sum. Motivated by this observation, the works in [17] , [18] study the problem of recovering multiple linear combinations using successive sequential decoding methods over Gaussian multiple access networks. In the next section, we show how to improve Theorem 1 using a joint decoder.
III. COMPUTING TWO LINEAR COMBINATIONS OVER
Assume that the codebooks are generated by the nested linear codebook construction.
Further define the A weight sums of the codewords by
for
Due to the nested linear structure of the codebooks, we have t j ∈ [2 nR(a a a j ) ], j = 1, 2, where,
R(a a a 2 ) = max{R k :
We assume that sender k ∈ [1 : K], randomly chooses a message M k independently and uniformly from the message set [2
the chosen message and L k be the chosen index from the multicoding step. The objective of the receiver is to compute the A weighted sums of the linear codewords, i.e.,
where T j is given by
for j = 1, 2. The decoder assigns an index pair (t 1 ,t 2 ) ∈ [2 nR(a a a 1 ) ] × [2 nR(a a a 2 ) ] to each sequence y n ∈ Y n . The performance of the code is measured by the average probability of error P
A rate tuple (R 1 , . . . , R K ) is said to be achievable for computing the A weighted sums if there exists a sequence of (2 nR 1 , . . . , 2 nR K , n) nested linear codes such that lim n→∞ P (n) e = 0. Theorem 3: Let F q be a finite field and A ∈ F 2×K q such that 1 ≤ rank(A) ≤ 2. A rate tuple (R 1 , . . . , R K ) is achievable for computing the A weighted sums of nested linear codewords if it satisfies
To establish the result of Theorem 3 we use a joint typicality decoder for jointly computing multiple codewords. To analyze the performance of the underlined coding scheme, in addition to the dependency issue noted in Section II-B on the proof steps of Theorem 1, there is an additional technical difficulty which requires some careful consideration among linearly dependent codewords. The auxiliary random variable V in Theorem 3 is used to overcome this issue. We refer to Section V for the detailed description of the decoder and the sketch of the proof of Theorem 3.
Remark 1: Theorem 1 can be directly recovered from Theorem 3 by setting a a a 2 to be an all-zeros vector with K = 2.
Next, consider the two-user case with A such that rank(A) = 2. Note that, for this case, computing two linearly independent a a a 1 -weighted and a a a 2 -weighted sums is equivalent to recovering both messages (M 1 , M 2 ). Specializing Theorem 3 with K = 2 and setting A to the identity matrix, we can establish an achievable rate region for the two-user multiple-access channel (recovering both messages) with nested linear codes.
Theorem 4 (Multiple-access via nested linear codes): Let F q be a finite field. A rate pair (R 1 , R 2 ) is achievable for the DM-MAC with nested linear codes if it satisfies
for some p(u 1 )p(u 2 ) and 
q . Note that the rate region in Theorem 4 is also a sufficient condition for computing the a a a-weighted sum. By taking the union of the rate regions in Theorem 1 and Theorem 4, we establish the following corollary.
Corollary 1: A rate pair (R 1 , R 2 ) is achievable for computing the a a a-weighted sum of nested linear codewords if it is included in the union of the rate regions in Theorem 1 and Theorem 4.
Remark 2: The rate region in Corollary 1 is fundamentally different from time sharing between the two rate regions in Theorem 1 and Theorem 4. The rate regions are obtained by utilizing two different decoders on the same encoding operation, and by using the better decoder of the two, we can achieve the rate region in Corollary 1. Note that which decoder is better depends on the channel p(y|x 1 , x 2 ), operating rates, and a a a.
The following example shows that joint decoding can strictly outperform both random i.i.d. codes and successive cancellation decoding.
Example 1: Consider the two-sender two receiver Gaussian network in which channel outputs are given by
where Z 1 and Z 2 are independent Gaussian noise components with zero mean and unit variance, h = √ 2, and P 1 = 25 and P 2 = 18 where P 1 and P 2 are the power constraints on X 1 and X 2 , respectively. Here, we assume that decoder 1 wishes to recover both messages separately while decoder 2 wishes to compute the symbol-by-symbol real sum of the channel inputs, i.e., X 1i + X 2i , i ∈ [1 : n]. To compute the sum of channel inputs, we set U k ∼ N (0, P k ) and X k = U k . By this choice of distributions, computing the sum of auxiliary linear codewords is equivalent to computing the sum of the channel inputs. Figure 2 compares the achievable rate regions based on random i.i.d. codes, i.e., the intersection of the MAC capacities (for recovering both messages), the (lattice) compute-forward scheme with successive cancellation decoders, and the compute-forward scheme based on joint decoding. As shown in Figure 2 , the nested linear coding architecture with joint decoding strictly outperforms the other two strategies. The performance improvement over the lattice based strategy is due to the fact that we use joint decoders instead of successive cancellation decoders and the improvement is universal. On the other hand, in some other cases, the random i.i.d. code based strategy can outperform the nested linear coding scheme. IV. SKETCH OF THE PROOF OF THEOREM 1 Fix F q , pmf p(u 1 )p(u 2 ), and functions x 1 (u 1 ), x 2 (u 2 ). The codebook construction and encoding steps follow the nested linear coding architecture in Section II-A. Decoding. Let ǫ ′ < ǫ. Upon receiving y n , the decoder finds a unique index t ∈ [2 nR max ], such that
If there is none or more than one index, declare an error.
Analysis of the probability of error. Let M 1 , M 2 be the messages, L 1 , L 2 be the indices chosen by the encoders, and T be the index of the linear combination in (2) . Then, the decoder makes an error only if one or more of the following events occur,
for some m k , k = 1, 2},
Then, by the union of events bound,
By [24, Lemma 4], the probability P(E 1 ) tends to zero as n → ∞ if
To bound P(E 2 ∩E c 1 ), the Markov lemma in [1, Lemma 12.1] cannot be applied here due to the linear structure of the codebooks and the fact that the users codebooks are not generated independently. To overcome this issue (and for further use in the next section), we extend the Markov lemma in [20] to the K-user case. By Lemma 3 in Appendix B, and the conditional typicality lemma [1] the probability P(
Note that by symmetry of the codebook construction and encoding steps P (E 3 ∩E
where step (a) follows from the fact that conditioned on M, we have the Markov relation
step (b) follows from Lemma 2 in Appendix A, step (c) follows from the fact that W n (t), U n 1 (0, 0), and U n 2 (0, 0) are independent due to the independent construction of the dithers and [24, Lemma 3] . Thus, the probability of (11) and (12)), and sending ǫ → 0 concludes the sketch of the proof of Theorem 1.
The codebook construction and encoding steps follow the nested linear coding architecture in Section II-A. Decoder. Let ǫ ′ < ǫ. Upon receiving y n , the decoder finds a unique index pair (t 1 , t 2 ), such that
for some t 1 ∈ [2 nR(a a a 1 ) ] and t 2 ∈ [2 nR(a a a 2 ) ], where w n 1 (t 1 ), w n 2 (t 2 ),R(a a a 1 ), andR(a a a 2 ) are defined in (6) .
Analysis of the probability of error. Let M 1 , . . . , M K be the messages, L 1 , . . . , L K be the indices chosen by the encoders, and let T 1 and T 2 be the index of the A weighted sums in (8) . Then, the decoder makes an error only if one or more of the following events occur,
By [24, Lemma 4] , the probability P(E 1 ) tends to zero as n → ∞ if
By the Lemma 3 and the conditional typicality lemma [1] the probability P(
Note that by symmetry of the codebook construction and encoding steps P (
and partitions of A by
are linearly dependent},
are linearly independent},
q that is not the all zero vector, we have
and thus, A = ( b b b 1 ) ). Furthermore, the cardinality of these sets can be upper bounded by a a a 1 )+R(a a a 2 ) ) , |L| ≤ q2 n min(R (a a a 1 ),R(a a a 2 ) ) .
Then,
We establish upper bounds on P{Ẽ(t 1 , t 2 ) M} in the following lemma. Lemma 1: The probability P{Ẽ(t 1 , t 2 ) M} can be upper bounded as follows:
3) For (t 1 , t 2 ) ∈ L c , P{Ẽ(t 1 , t 2 ) M} ≤ 2 The proof of this lemma is omitted due to space limitation. By the cardinality bounds given in (16) and by Lemma 1, the probability terms in (17) (14) and (15), and by further simplifying the rate region expression.
APPENDIX A LEMMA 2
Lemma 2:
K]} and A be an arbitrary event that is independent of the event {M 1 = 0, . . . , M K = 0}. Then,
The proof is omitted due to space limitation.
APPENDIX B MARKOV LEMMA Consider a nested linear code
where each element in G and d n k are generated randomly and independently from Unif(F q ). Let (X, U 1 , U 2 ) ∼ p(x) K k=1 p(u k |x) and consider the following encoding procedure. Encoding: For each x n ∈ T (n)
If there is more than one index, choose one at random from such indices. If there is none, choose one at random from [2 nR k ]. Define the random variable L k as the chosen index.
Lemma 3 (Markov Lemma): For some sufficiently small ǫ ′ < ǫ,
The proof of this lemma is omitted due to space limitation.
