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EXPLICIT SOLUTIONS OF DIVISION PROBLEMS
FOR MATRICES OF POLYNOMIALS
ELIN GÖTMARK
Abstrat. We present integral representations of solutions to di-
vision problems in Cn involving matries of polynomials. We also
nd estimates of the polynomial degree of the solutions by means
of areful degree estimates of the so-alled Hefer forms whih are
omponents of the representations.
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1. Introdution
Let P (z) = (P1(z), . . . , Pm(z)) be a tuple of polynomials in C
n
, and
Φ(z) another polynomial in Cn whih vanishes on the zero set Z of
P . By Hilbert's Nullstellensatz, we an nd ν ∈ N and polynomials
Q(z) = (Q1(z), . . . , Qm(z)) suh that
Φν = P ·Q = P1Q1 + · · ·+ PmQm.
There has been muh researh devoted to nding eetive versions of
this, i. e. determining bounds on ν and the polynomial degrees of the
Qi's. These degrees depend not only on the degrees of P and Φ, but
on Z and the singularity of P at innity.
A breakthrough in the problem of degree estimates ame in [6℄, where
Brownawell found bounds by a ombination of algebrai and analytial
methods. The optimal degrees, whih are slightly better than Brow-
nawell's, were found by Kollár in [11℄, using purely algebrai methods.
There are also lassial theorems by M. Nöther and Maaulay whih
treat simpler ases where one has onditions on the singularity.
In [1℄, the problem of solving
(1) Φ = P ·Q = P1Q1 + · · ·+ PmQm
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with degree estimates is treated by means of residue urrents on Pn
based on the Koszul omplex. One an then reover the Nöther and
Maaulay theorems. In the same artile are expliit solutions Q on-
struted by means of integral representations; one then has some loss
of preision in the degree estimates.
It is natural to look at generalizations of the division problem (1) to
the ase where P is a matrix. More preisely, we let P be a polynomial
mapping Cn → Hom(Cm,Cr), i. e. an r×m matrix P where the entries
are polynomials in n omplex variables. Let Φ = (Φ1, . . . ,Φr) be an r-
olumn of polynomials. If we assume that there exists an m-olumn of
polynomials Q suh that Φ = PQ, we want to nd an expliit solution
Q and get an estimate of its degree. We an redue the ase r > 1
to the ase r = 1 by means of the Fuhrmann trik [7℄ (see Remark 1),
however, we will then lose preision in the degree estimates.
The ase r > 1 is treated in [3℄, where an estimate of the degree
of the solution is obtained by means of residue urrents on Pn, based
on the Buhsbaum-Rim omplex. The aim of this paper is to present
expliit integral representations of Q for r ≥ 1. The paper [2℄ ontains
a method of obtaining expliit solutions to division problems Φ = PQ
over open domains X ⊂ Cn, and we will adapt this method so that
we an use it on Pn. Also, we present areful degree estimates of so-
alled Hefer forms, whih make it possible to estimate the degree of the
solutions. We will lose some preision in the degree estimates ompared
to [3℄, but in return we get expliit solutions. We also point out that
in priniple, expliit solutions an be obtained whih satisfy the same
degree estimates as in [3℄.
2. A division formula for tuples of polynomials
Instead of solving the problem Φ = PQ in Cn, we will homogenize
the expression and look at the orresponding problem in Pn instead.
Let ζ = (ζ0, ζ
′) = (ζ0, ζ1, . . . ζn). Set φ = ζ
ρ
0Φ(ζ
′/ζ0), where ρ = deg Φ;
the entries of φ will then be ρ-homogeneous holomorphi polynomials
in Cn+1, and an be interpreted as setions of a line bundle over Pn.
Assume that deg (P j) ≤ dj , where P
j
is olumn number j in P , and let
p(ζ) be the matrix with olumns pj(ζ) = ζ
dj
0 P
j(ζ ′/ζ0). We will try to
solve the division problem φ = p ·q by means of integral representation.
Generally, this is not always possible, so we will get a residue term φRp
as well. When φ annihilates the residue Rp, we an solve the division
problem. Dehomogenizing q will give a solution to our original problem.
We will now nd integral representation formulas whih solve the
division problem in a more general setting, and return to our original
problem in Setion 4. Let S = C[z0, . . . , zn] be the ring of holomorphi
homogeneous polynomials over Cn+1 with the ordinary grading, and let
S(−k) denote the same ring, but where the grading is given by adding
k to the degree of the polynomial. For example, the onstants have
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degree k. Assume that we have a graded omplex M of modules over
Cn+1
0
fN+1
−→ MN
fN
−→ · · ·
f2
−→M1
f1
−→M0 → 0,
whereMm = S(−d
1
m)⊕. . .⊕S(−d
rm
m ) has rank rm and basis em1, . . . , emrm .
We will take di0 = 0 for all i. Sine the omplex is graded, fm must
preserve the degree of elements of Mm. To attain this, we must have
(2) fm =
rm−1∑
i=1
rm∑
j=1
f ijmem−1,i ⊗ e
∗
mj ,
where f ijm is a d
i
m−1 − d
j
m-homogeneous holomorphi polynomial. Let
M = M0+· · ·+MN . We dene f : M →M to be suh that f|Mm = fm.
Let O(−1) denote the tautologial line bundle over Pn, and if k is
positive we let O(−k) := O(−1)⊗k and O(k) := (O(−1)∗)⊗k. Note
that setions of O(k) an be seen as k-homogeneous polynomials in
Cn+1. Our omplex over Cn+1 has an assoiated omplex E over Pn,
namely
0→ EN
fN−→ · · ·
f2
−→ E1
f1
−→ E0 → 0,
where
Em =
rm∑
i=1
O(dim)⊗ Lmi
and the Lmi are trivial line bundles with frames emi. We an then write
fm =
rm−1∑
i=1
rm∑
j=1
f ijmem−1,i ⊗ e
∗
mj ,
where f ijm is the setion of O(d
i
m−1 − d
j
m) orresponding to f
ij
m in (2).
Note that from E, we an obtain a omplex E ′ of trivial vetor bundles
over Cn, simply by taking the natural trivialization over the oordinate
neighborhood {ζ0 6= 0}. We have
(3) 0→ E ′N
FN−→ · · ·
F2−→ E ′1
F1−→ E ′0 → 0,
where Fm(ζ
′) = fm(1, ζ
′) for ζ ′ ∈ Cn, and E ′m is a trivial vetor bundle
of rank rm over C
n
.
We introdue a Z2-grading on E, by writing E = E
+ ⊕ E− where
E+ =
⊕
E2k and E
− =
⊕
E2k+1, and we say that setions of E
+
have even degree and setions of E− have odd degree. This indues a
grading EndE = (EndE)+⊕(EndE)− where a mapping f : E → E has
odd degree if it maps E+ → E− and E− → E+, and similarly for even
mappings. We also get an indued grading on urrents taking values
in E, that is, D′•,•(P
n, E), by ombining the gradings on D′•,•(P
n) and
E, so that α⊗ φ = (−1)deg α·deg φφ⊗α if α is a urrent and φ a setion
of E. Similarly, we get an indued grading on D′•,•(P
n,EndE), then ∂¯
is an odd mapping. Sine f is odd and holomorphi, it is easy to show
that ∂¯ ◦ f = −f ◦ ∂¯.
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Let Zi be the set where fi does not attain its highest rank, and set
Z =
⋃
Zi. To onstrut integral formulas, we need to nd urrents
Uk with bidegree (0, k − 1) and Rk with bidegree (0, k), with values in
Hom(E0, Ek), suh that if U =
∑
k Uk and R =
∑
k Rk, then
(4) (f − ∂¯)U = IE0 −R.
For the reader's onveniene, we indiate the onstrution here, but
see [5℄ for details. We rst dene mappings σi : Ei−1 → Ei dened
outside Zi, suh that fiσi = Id on Imfi, σi vanishes on (Imfi)
⊥
, and
Imσi ⊥ Kerfi. Now, set u1 = σ1 and uk = σk∂¯σk−1 ∧ · · · ∧ ∂¯σ1. We
have (f − ∂¯)u =
∑
k(fkuk − ∂¯uk) = f1σ1 +
∑
k(∂¯uk−1 − ∂¯uk) = IdE0
outside Z. To extend u over Z, we let U be the analytial ontinuation
of |f |2λu to λ = 0, then we get (4). Note that for degree reasons we
neessarily have Uk = 0 for k > µ+ 1, where µ = min(n,N − 1).
We will need to reall a proposition about representation of holo-
morphi setions of line bundles over Pn. See for example [8℄ for more
on this. Let z = (1, z′) be a xed point, and set
η = 2πi
n∑
0
zi
∂
∂ζi
.
If we express a projetive form in homogeneous oordinates, we an let
ontration with η at on it and get a new projetive form. In fat, we
will get an operator
δη : D
′
l+1,0(P
n,O(k))→ D′l,0(P
n,O(k − 1)),
where D′l,0(P
n,O(k)) denotes the urrents of bidegree (l, 0) taking val-
ues in O(k).
Proposition 2.1. Let φ(ζ) be a setion of O(ρ), and let g(ζ, z) =
g0,0+. . .+gn,n be a smooth form, where gk,k is of bidegree (k, k) and takes
values in O(ρ + k). Assume that (δη − ∂¯)g = 0 and g0,0(z, z) = φ(z).
Then we have
φ(z) =
∫
Pn
(g ∧ αn+ρ)n,n,
where
α = α0 + α1 =
z · ζ¯
|ζ |2
− ∂¯
ζ¯ · dζ
2πi|ζ |2
.
The idea now is to nd a weight g that ontains f1 as a fator, and
then apply Proposition 2.1. As omponents of the weight, we need
so-alled Hefer forms. We dene f zm : Em → Em−1 to be the mapping
f zm =
rm−1∑
i=1
rm∑
j=1
ζ
dim−1−d
j
m
0 f
ij
m(z)em−1,i ⊗ e
∗
mj .
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Proposition 2.2. There exist (k−l, 0)-form-valued mappings hlk(ζ, z) :
Ek → El, suh that h
l
k = 0 for k < l, h
l
l = IEl, and
δηh
l
k = h
l
k−1fk − f
z
l+1h
l+1
k
Moreover, the oeients of the form (hlk)αβ, that is, the oeient of
elα ⊗ e
∗
kβ, will take values in O(d
α
l − d
β
k + k − l), and an be hosen so
that they are holomorphi polynomials in z′ of degree dαl − d
β
k − (k− l).
We will prove this in the next setion. Now we an dene our weight:
Proposition 2.3. If
g = f z1
∑
h1kUk +
∑
h0kRk = f
z
1h
1U + h0R,
then g0,0|∆ = IE0 and ∇ηg = 0.
The following proof is idential to the one in Setion 5 in [2℄, exept
that our proof will be in Pn instead of Cn. We inlude it for the reader's
onveniene.
Proof. By denition, we have
(5) ∇ηg = f
z
1 [(h
1f − f zh2)U − h1∂¯U ] + (h0f − f zh1)R − h0∂¯R.
Note that one has to hek the total degree of h1 and h0 to get all the
signs orret. Sine ∂¯U = fU − R − IE0 and f
2 = 0, the right hand
side of (5) is equal to
f z1 [h
1fU − h1(fU − R− IE0)] + h
0(fR− ∂¯R)− f zh1R.
Furthermore, we have h1IE0 = 0 and (f − ∂¯)R = (f − ∂¯)(R + IE0) =
(f−∂¯)2U = 0, so it follows that∇ηg = 0. We also have g0,0 = f
zh11U1 =
f zU1, so that g0,0|∆ = fU1 = IE0 . 
This is the main result of this setion:
Theorem 2.4. Let φ(ζ) be a setion of O(ρ) ⊗ E0. Fix z = (1, z
′)
and let Φ(z′) = φ(1, z′), and F1(z
′) = f1(1, z
′). If g is dened as in
Proposition 2.3, we have the following deomposition:
Φ(z′) =
∫
ζ
gφ ∧ αn+ρ = F1(z
′)Q(z′) +
∫
ζ
h0Rφ ∧ αn+ρ,
where Q(z′) =
∑r1
1 Qi(z
′)e1j with
Qi(z
′) =
∫
ζ
ζ
−di
1
0 (h
1Uφ)i(ζ, z) ∧ α
n+ρ.
If Rφ = 0, the seond integral will vanish and we get a solution to
our division problem. Moreover, we get the estimate deg z′F1Q ≤
maxk,β(ρ− d
β
k).
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Proof. First, we note that
gφ =
r0∑
j=1
(gφ)je0j ,
and aording to Proposition 2.3, (gφ)j is a weight of the type needed
to apply Proposition 2.1. Now we need only hek the degree in z′.
The term in (gφ)j of bidegree (k, k) is (f
z
1h
1
k+1Uk+1φ)j (if we disregard
the terms ontaining R). We must pair this with αρ+k0 α
n−k
1 to get
something with full bidegree in z.
The degree in z′ of a term in
∑
k,α,γ,β
(f z1 )jα(h
1
k+1)αβ(Uk+1)βγφγ ∧ α
ρ+k
0 α
n−k
1
is −dα1 + (d
α
1 − d
β
k+1 − k) + (ρ + k) = ρ − d
β
k . We get the estimate
degF1Q ≤ maxk,β(ρ− d
β
k+1). 
3. Construting Hefer forms
In this setion we onstrut Hefer forms for the omplexes E and E ′,
and investigate their degrees. We rst state and prove a more general
theorem, and obtain as a orollary Hefer forms H lk with spei degrees
for the omplex E ′ over Cn. From the H lk we get orresponding Hefer
forms hlk for the omplex E over P
n
, i. e. we prove Proposition 2.2 in
the previous setion.
Let δζ−z denote ontration with the vetor eld
2πi
n∑
1
(ζj − zj)
∂
∂ζj
.
Theorem 3.1. Let φ(ζ, z) be a (l, 0)-form with holomorphi polyno-
mials of degree r for oeients. If l > 0 and δζ−zφ = 0, we have
φ = δζ−zψ, where ψ is a (l + 1, 0)-form with holomorphi polynomials
of degree r − 1 for oeients. If l = 0, let φ(ζ) be a holomorphi
polynomial. We an then write φ(ζ)− φ(z) = δζ−zψ, where ψ satises
the same onditions as above.
For the proof of Theorem 3.1, we need a lemma:
Lemma 3.2. Let α = (α1, . . . , αn) and β = (β1, . . . , βn) be multiindies
and DR the ball with radius R in C
n
. We have
(6) Iα,β,R :=
∫
∂DR
wαw¯β∂|w|2 ∧ (∂∂¯|w|2)n−1 = 0
if α 6= β and (6) is non-zero and proportional to R2(|α|+n) if α = β.
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Proof. (of Lemma 3.2) The integral is unhanged if we take the pullbak
of the integrand by the funtion A(w) = (λ1w1, . . . λnwn), where λi ∈ C
and |λ| = |(λ1, . . . λn)| = 1. We have
Iα,β,R =
∫
∂DR
(Aw)α(Aw)β∂|Aw|2 ∧ (∂∂¯|Aw|2)n−1 = λαλ¯βIα,β,R.
It is now lear that Iα,β,R = 0 if α 6= β. A similar alulation gives
Iα,α,R =
∫
∂D
(Rw)α(Rw¯)α∂|Rw|2 ∧ (∂∂¯|Rw|2)n−1 = R2(|α|+n)Iα,α,1,
whih shows that Iα,α,R is proportional to R
2(|α|+n)
. 
Proof. (of Theorem 3.1) The setup here is the same as in Setion 4
in [2℄. We view E = T ∗1,0(C
n) as a rank n vetor bundle over Cn
and let f(ζ) = 2πi(ζ − z) · e∗, where z ∈ Cn is xed, be a setion of
E∗ = T1,0(C
n). We an now express the ontration δζ−z as δf operating
on E. Take a setion φ(ζ, z) of ΛlE with holomorphi polynomials of
degree r for oeients. We want to show that φ = δfψ, where ψ is
a setion of Λl+1E with holomorphi polynomials of degree r − 1 for
oeients.
Let D ⊂ Cnw be the unit ball. We let h = dw ∧ e
∗
, then δw−ζh =
2πi(w− ζ) · e∗ = f(w)− f(ζ), so that h will work as a Hefer form. Let
σ =
w¯ · e
2πi(|w|2 − w¯ · z)
,
then δf(w)σ = 1 if w 6= z. Set u =
∑
σ ∧ (∂¯σ)k, note that u depends
holomorphially on z. Sine u is integrable, we let U be the trivial
extension over z. Moreover, we have (δf(w)−∂¯)U = 1−R, where Rk = 0
for k < n and (δh)nRn = [z], where [z] denotes the (n, n)-urrent point
evaluation at z. This follows, for example, from Theorem 2.2 in [4℄.
Let φ(ζ, z) be a setion of ΛlE with l > 0 whih satises δf(ζ)φ = 0.
We set
g(w, ζ) = δf(ζ)
∑
δk−1h (Ukφ(w, z)) +
∑
δkh(R
kφ(w, z));
a alulation shows that (δw−ζ − ∂¯)g = 0 and g0,0(ζ, ζ) = φ(ζ, z). Note
that the seond sum is atually zero sine R ∧ φ = 0.
Now dene
g1(w, ζ) = χD − ∂¯χD ∧
s
∇w−ζs
= χD − ∂¯χD ∧
∑
s ∧ (∂¯s)k
where
s =
1
2πi
w¯ · dw
|w|2 − w¯ · ζ
.
Note that (δw−ζ − ∂¯)g1 = 0 and (g1)0,0(ζ, ζ) = 1. Also, g1 depends
holomorphially on ζ .
We an now take a urrent u = u1,0 + . . . + un,n−1 that is smooth
outside ζ and suh that (δw−ζ − ∂¯)u = 1 − [ζ ]. We have (δw−ζ −
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∂¯)(u ∧ g ∧ g1) = g ∧ g1 − [ζ ] ∧ g ∧ g1 = g ∧ g1 − φ(ζ, z)[ζ ], so that
∂¯(u ∧ g ∧ g1)n,n−1 = φ(ζ, z)[ζ ] − (g ∧ g1)n,n. Stokes' theorem gives us
φ(ζ, z) = δf(ζ)Tφ where
Tφ =
∫
∂Dw
n−l∑
1
w¯ · e ∧ (δh)k−1[(dw¯ · e)
k−1 ∧ φ] ∧ ∂|w|2 ∧ ( i
2pi
∂∂¯|w|2)n−k
2πi(1− w¯ · z)k(1− w¯ · ζ)n−k+1
.
This is seen by noting that δhσ ∧ s = 0 and that
σ ∧ ∂¯σ = σ ∧
dw¯ · e
|w|2 − w¯ · z
.
First, note that Tφ is holomorphi in ζ and z and takes values in Λl+1E.
To see that the oeients are polynomials of degree r − 1, we write
1
1− w¯ · ζ
=
∞∑
0
(w¯ · ζ)k
and similarly for 1/(1− w¯ · z). The only plae in Tφ where w's our
is in φ, and aording to Lemma 3.2 we need to math those up with
a orresponding number of w¯'s. These an ome either from the fator
w¯ · e, or from the geometri expansions. It is lear that if we start with
a term in φ(w, z) whih is of degree r in w, after we integrate we shall
get a term whih is of ombined degree r − 1 in ζ and z. It is easy to
see that the same thing is also true if we start with a term whih is of
ombined degree r in z and w. The ase when φ(w) takes values in the
trivial bundle is proved in a similar way. 
We will now nd Hefer forms for the omplex E ′ by means of Theo-
rem 3.1.
Proposition 3.3. There exist (k − l, 0)-form-valued mappings H lk :
Ek → El, where the oeients are holomorphi polynomials in ζ and
z, suh that H lk = 0 for k < l, H
l
l = IEl, and
(7) δζ−zH
l
k = H
l
k−1Fk(ζ)− Fl+1(z)H
l+1
k .
Moreover, the polynomial degree of (H lk)αβ (that is, the oeient of
elα ⊗ e
∗
kβ) is d
α
l − d
β
k − (k − l).
Proof. The proof will be by indution, and by appliation of Theorem
3.1. For k − l = 1 we must solve δζ−zH
l
l+1 = Fl+1(ζ) − Fl+1(z). We
an apply Theorem 3.1 to (H ll+1)αβ, and it follows that (H
l
l+1)αβ is a
(1, 0)-form whose oeients are holomorphi polynomials of degree
dαl − d
β
l+1 − 1.
Assume that the proposition holds for H lk with k − l = i. We rst
prove that the right hand side of (7) is δζ−z-losed. We have
δζ−z(H
l
k−1Fk(ζ)− Fl+1(z)H
l+1
k ) =
= (H lk−2Fk−1(ζ)−Fl+1(z)H
l+1
k−1)Fk(ζ)−Fl+1(z)(H
l+1
k−1Fk(ζ)−Fl+2(z)H
l+2
k ) = 0,
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sine E ′ is a omplex. Now regard the
δζ−z(H
l
k)αβ = (H
l
k−1Fk(ζ)− Fl+1(z)H
l+1
k )αβ =
=
rk−1∑
γ=1
(H lk−1)αγ(Fk(ζ))γβ −
rl+1∑
γ=1
(Fl+1(z))αγ(H
l+1
k )γβ.
where k−l = i+1. The right hand side is a form of bidegree (k−l−1, 0),
and it is easy to see by examining the sums that the oeients are
polynomials of degree dαl −d
β
k−(k− l−1). It follows from Theorem 3.1
that (H lk)αβ exists and is a form of bidegree (k− l, 0) whose oeients
are holomorphi polynomials of degree dαl − d
β
k − (k − l). 
We will now prove Proposition 2.2 by adapting the Hefer forms H lk
to the omplex E on Pn. From now on, we hange notation so that
ζ = (ζ0, ζ
′) ∈ Cn+1 and z = (1, z′) ∈ Cn+1.
Proof. (of Proposition 2.2) The form (H lk)αβ has bidegree (k − l, 0), so
we have
(H lk)αβ =
∑
|I|=k−l
aId(ζ
′)I .
We set
(hlk)αβ(ζ, z
′) = ζ
dα
l
−dβ
k
+(k−l)
0
∑
|I|=k−l
aI(ζ
′/ζ0, z
′)d(ζ ′/ζ0)I .
It is lear that (hlk)αβ is a projetive form, sine we are multiplying
with a high enough degree of ζ0, and that it takes values in the right
line bundle. Now, note that
δηd(ζj/ζ0) = zj/ζ0 − ζj/ζ
2
0 .
We have
δη(h
l
k)αβ = ζ
dα
l
−dβ
k
+(k−l−1)
0
∑
|I|=k−l
∑
j∈I
±aI(ζ
′/ζ0, z
′)(zj−ζj/ζ0)d(ζ
′/ζ0)I\j =
= ζ
dα
l
−dβ
k
+(k−l−1)
0 δζ′/ζ0−z′(H
l
k)αβ(ζ
′/ζ0, z
′) =
= ζ
dα
l
−dβ
k
+(k−l−1)
0 (H
l
k−1(ζ
′/ζ0, z
′)fk(ζ
′/ζ0)− fl+1(z
′)H l+1k (ζ
′/ζ0, z
′))αβ =
= (hlk−1fk − f
z
l+1h
l+1
k )αβ ,
so we are nished. 
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4. The Buhsbaum-Rim omplex
We will now introdue the Buhsbaum-Rim omplex, whih is a spe-
ial ase of our omplex E over Pn. For more details about this omplex
see e. g. [3℄. Let P : Cn → Hom(Cm,Cr) be a generially surjetive
polynomial mapping and Z the set where P is not surjetive. The
mapping P will have the role of F1 in the omplex (3). Assume that
deg (P j) ≤ dj, where P
j
is number j in P , and d1 ≥ d2 ≥ · · · . Let p(ζ)
be the matrix with olumns pj(ζ) = ζ
dj
0 P
j(ζ ′/ζ0). The mapping p will
have the role of f1 in (3). If L1, . . . , Lm are trivial line bundles over P
n
,
with frames e1, . . . , em, we an dene the rank m bundle
E1 = (O(−d1)⊗ L1)⊕ · · · ⊕ (O(−dn)⊗ Lm).
Let E0 be a trivial vetor bundle of rank r, with the frame {ǫj}, and
let pij be the i:th element in the olumn p
j
. We an then view
p =
m∑
i=1
r∑
j=1
pijǫi ⊗ e
∗
j
as a mapping from E1 to E0. Contration with p ats as a mapping
δp : E1 ⊗ E
∗
0 → C.
Now, note that we an also write p =
∑
pi ⊗ ǫi where pi =
∑
j pije
∗
j
is a setion of E∗1 . Let
det p = p1 ∧ . . . ∧ pr ⊗ ǫ1 ∧ . . . ∧ ǫr.
We now get a omplex
0→ Em−r+1
δp
−→ · · ·
δp
−→ E3
δp
−→ E2
det p
−→ E1
p
−→ E0 → 0
over Pn, where for k ≥ 2 we have
Ek = Λ
k+r−1E1 ⊗ S
k−2E∗0 ⊗ detE
∗
0 ,
and SlE∗0 is the subbundle of
⊗
E∗0 onsisting of symmetri l-tensors
of E∗0 . By f : E → E we mean the mapping whih is either p, det p or
δp, depending on whih Ek we restrit it to. We assume that r is odd,
so that ∂¯ ◦ det f = − det f ◦ ∂¯ and onsequently ∂¯ ◦ f = −f ◦ ∂¯. If r is
even, one has to insert hanges of sign at some plaes.
Next, we an onstrut urrents Uk with bidegree (0, k − 1) and Rk
with bidegree (0, k), with values in Hom(E0, Ek), suh that (f− ∂¯)U =
IE0 −R, or in other words
pU1 = IE0, (det p)U2 − ∂¯U1 = −R1, and δpUk+1 − ∂¯Uk = −Rk
for k ≥ 2. See [3℄ for details of the onstrution.
Now, reall that we want to solve the division problem Φ = PQ,
where Φ = (Φ1, . . . ,Φr) is an r-olumn of polynomials of degree ρ.
The homogenized version of this is φ = pq, where φ takes values in
O(ρ)⊗E0, so that we an apply Theorem 2.4. To do that, we have to
determine the djk of the Buhsbaum-Rim omplex.
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For E0 we have r0 = r and d
j
0 = 0 for all j, and for E1 we have
r1 = m and d
j
1 = −dj. Furthermore, for Ek with k ≥ 2 we have
rk =
(
m
k+r−1
)
rk−2/(k− 2)!, where
(
m
k+r−1
)
is the dimension of Λk+r−1E1
and rk−2/(k − 2)! is the dimension of Sk−2E∗0 . However, it is only the
fator Λk+r−1E1 that ontributes with any non-trivial line bundles, and
and so we will not be interested in the fators in Sk−2E∗0 ⊗ detE
∗
0 . We
then have dIk = −
∑
i∈I di where |I| = k + r − 1, by whih we mean
that the oeient of the basis vetor eI in Λ
k+r−1E1 will take values
in O(dIk) = O(−
∑
i∈I di).
Reall that fk = δp : Ek → Ek−1 for k ≥ 2. Let f
IJ
k be the oeent
of eI ⊗ e
∗
J , where |I| = k + r− 2, |J | = k + r− 1 and I ⊂ J . Then f
IJ
k
takes values in
O(dIk−l − d
J
k ) = O(
∑
i∈I
di −
∑
i∈J
di) = O(dj)
where {j} = J \ I. In the same way, H lk : Ek → El, and for k, l ≥ 2,
we have that (H lk)
IJ
is a (k − l)-form whose oeients take values in
O(
∑
i∈J\I di + k − l) and are holomorphi polynomials in z of degree∑
i∈J\I di − (k − l). Also, (H
l
k)
IJ = 0 if I 6⊂ J .
Theorem 4.1. Let P (ζ ′) : Cn → Hom(Cm,Cr) be a generially sur-
jetive polynomial mapping where the olumns P j have degree dj, and
Φ(ζ ′) = (Φ1, . . . ,Φr) a tuple of polynomials with degree ρ. We have the
following deomposition:
Φ(z′) = P (z′)Q(z′) +
∫
ζ
H0Rφ ∧ αn+ρ,
where Q(z′) =
∑m
1 Qi(z
′)ej with
Qi(z
′) =
∫
ζ
ζdi0 (h
1Uφ)i ∧ α
n+ρ.
If Rφ = 0, the seond integral will vanish and we get a solution to the
division problem. Moreover, the polynomial degree of PQ is ρ + d1 +
. . .+ dµ+r, where µ = min(n,m− r).
Proof. From Theorem 2.4, we have
degPQ ≤ max
k,I
(ρ− dIk).
Sine dIk = −
∑
i∈I di with |I| = k + r − 1, the degree is obviously
largest when k is maximal and when we hoose I = (d1, . . . , dk+r−1).
We reall that Uk = 0 if k > µ+ 1, where µ = min(n,m− r), and the
theorem follows. 
Example 1. If r = 1, the Buhsbaum-Rim omplex will simply be
the Koszul omplex. To obtain Hefer forms, we rst nd a (1, 0)-form
h(ζ, z′) =
∑
hijǫi⊗ e
∗
j taking values in O(1)⊗Hom (E1, E0), suh that
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δηh = p − p
z
. It is then easy to show that hlk = (δh)
k−l
will at as a
Hefer form. We get the deomposition
Φ(z′) = P (z′)Q(z′) +
∫
Pn
∑
k
δkh(R
kφ(ζ)) ∧ αn+ρ,
where Q(z′) =
∑m
1 Qi(z
′)ej with
Qi(z
′) =
∫
ζ
ζdi0
∑
k
δk−1h Ukφ(ζ) ∧ α
n+ρ.
Furthermore, deg PQ ≤ ρ+ d1 + · · ·+ dµ+1, where µ = min(m− 1, n).
Remark 1. Following Hergoualh [10℄, who uses an idea of Fuhrmann
[7℄, we an redue the ase r > 1 to the ase r = 1, but we will then
lose preision in the degree estimates. If we wish to solve PQ = Φ, as
before, we an instead set p′ = p1 ∧ . . .∧ pr and solve p
′ · q′j = φj. Note
that we will then get a solution q′j taking values in E
′
1 = Λ
rE1. Sine
the vetor spae E ′1 has dimension m
′ =
(
m
r
)
, the previous example
will give degP ′Q′j ≤ ρ+ d
′
1 + · · ·+ d
′
µ′+1, where µ
′ = min(
(
m
r
)
− 1, n).
We have d′1 = d1 + · · ·+ dr, so we an make the estimate degP
′Q′j ≤
ρ+ (µ′ + 1)(d1 + · · ·+ dr).
Now, we an set
qj = (−1)
jδpr · · · δpj+1δpj−1 · · · δp1q
′
j .
Note that qj takes values in E1 and that pjqj = φj. Let q = q1+ · · · qr,
then we have PQ = Φ, with degPQ ≤ ρ+ (µ′ + 1)(d1 + · · ·+ dr).
Remark 2. It is possible to get a slightly better result than Theo-
rem 4.1 by means of solving suessive ∂¯-equations in the Buhsbaum-
Rim omplex, as is done in [3℄. We will sketh this approah. First, we
modify the Buhsbaum-Rim omplex by taking tensor produts with
O(ρ):
0→ Em−r+1 ⊗O(ρ)
δp
−→ · · ·
det p
−→ E1 ⊗O(ρ)
p
−→ E0 ⊗O(ρ)→ 0,
If φ is a setion of E0⊗O(ρ) and R
fφ = 0, it is lear that v = φU solves
∇pv = φ. As in the lassial Koszul omplex method of solving division
problems, we need to solve a suession of equations ∂¯wk = vk+δpwk+1.
The holomorphi solution will then be v1 + δpw2. In order to solve the
∂¯-equations, we need to assume that
m ≤ n+ r − 1 or ρ ≥
n+r∑
1
dj − n,
where deg Φ ≤ ρ. With this method, one proves that there exist poly-
nomials Q1, . . . , Qm suh that degPQ ≤ ρ (Theorem 1.8 in [3℄).
Atually, by Proposition 5.1 in [8℄ we an solve ∂¯-equations for (0, q)-
forms taking values in O(l) expliitly. It is thus possible to obtain
expliit solutions with these better degree estimates as well, although
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these solutions will be more ompliated than the ones from Theo-
rem 4.1, sine they will involve µ integrations. We do not know if it
is possible to nd a weight suh that the method in the present artile
yields expliit solutions Q1, . . . , Qm suh that deg PQ ≤ ρ.
Remark 3. In the ase of the Buhsbaum-Rim omplex we an at
least partially nd expliit Hefer forms. As in the example above, we
nd h suh that δηh = p−p
z
, and we let hlk = δ
k−l
h for k > l ≥ 2. We
also have h01 = h and
h12 =
r∑
k=1
(−1)k+1p1 ∧ . . . ∧ pk−1 ∧ hk ∧ (pk+1)z ∧ . . . ∧ (pr)z ⊗ ǫ1 ∧ . . . ǫr,
where hk is the k:th olumn of h. We refrain from trying to nd expliit
expressions for h0k for k ≥ 1 and h
1
k for k ≥ 2.
We an get several orollaries to Theorem 4.1, that give onditions
whih ensure that Rfφ = 0, and state what the estimate of the degree
is in that ase. First, there is a lassial theorem by Maaulay [12℄
whih says that if r = 1, Φ = 1 and p1, . . . , pm lak ommon zeroes in
Pn, then we have the estimate degP iQi ≤
∑n+1
1 dj − n. By means of
residue urrents, one an get a generalization to the ase r > 1:
Proposition 4.2. Assume that Z is empty. Then there exists a matrix
Q of polynomials suh that PQ = Ir, and degPQ ≤
∑n+r
1 dj − n.
This is Corollary 1.9 in [3℄. By using integral representations, we an
get instead
Corollary 4.3. Assume that Z is empty. Then Theorem 4.1 yields an
expliit matrix Q of polynomials suh that PQ = Ir, and degPQ ≤∑n+r
1 dj.
Proof. We rst note that neessarily µ = n sine odimZ = m− r+ 1.
The result now easily follows by several appliation of Theorem 4.1
where one hooses the olumns of Ir as Φ. 
If Z is not empty, we would like some ondition whih guarantees that
Rfφ = 0. We dene the pointwise norm ‖φ‖2 = det(pp∗)|p∗(pp∗)−1φ|2.
Corollary 4.4. If
(8) ‖φ‖ ≤ C det(pp∗)min(n,m−r+1),
then Theorem 4.1 yields expliit Q suh that PQ = Φ with degPQ ≤
ρ+ d1 + . . .+ dµ+r, where µ = min(n,m− r).
This follows from Proposition 1.3 in [3℄, whih says that if (8) holds,
then Rfφ = 0. Just as for the previous orollary, this is not the optimal
result, whih states that there exists a solutionQ suh that degPQ ≤ ρ
(see Corollary 1.10 in [3℄).
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Remark 4. Another possible appliation for Theorem 2.4 is the Eagon-
Northott omplex. This is used if we want to solve the equation
(det p) · q = φ, where φ is a salar funtion. The omplex is given by
· · ·
δp
−→ E3
δp
−→ E2
δp
−→ E1
det p
−→ C→ 0
where
Ek = Λ
k+r−1E1 ⊗ S
k−1E∗0 ⊗ detE
∗
0 .
We have already solved this equation in Remark 1, but by applying
Theorem 2.4 to the Eagon-Northott omplex we an obtain a sharper
degree estimate. Note that in this division problem we atually have
r = 1 and so we ould solve it by means of the Kozsul omplex, but we
an improve the degree estimate by hoosing a omplex that takes ad-
vantage of the fat that our mapping det p is onstruted from another
mapping p.
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