\Ve study the travel time n"",ded to pick n items in a paternoster, operating under the m,-step strategy. This means that the paternoster chooses the shortest route among the ones that change direction only once, and after collecting at most m, items. For random pick positions, we find the distribution and moments of the travel time, provided n 2: 2m, + L It appears that, already for m, = 2, the m,-step strategy is very close to optimal, and better than the Nearest Item heuristic.
Introduction
A paternoster, or carousel system, is a computer controlled warehousing system consisting of a large number of shelves or drawers rotating in a closed loop in either direction. Such systems are mostly used for storage and retrieval of small and medium sized goods. The picker has a fixed position in front of the paternoster, which rotates the required items to the picker. The advantage of such systems is that the picker has time for sorting, packing, labeling etc., while the paternoster is rotating. For a recent review of literature on paternosters, as part of a general overview of planning and control of warehousing systems, the reader is referred to Van den Berg [3J. An important performance characteristic is the total time needed to pick a list of items. It consists of the pure pick time and the rotation or travel time. Clearly, only the latter depends on the pick strategy. In this paper we study so-called m-step strategies: the paternoster chooses the shortest route among the ones that change direction only once, and only do so after collecting no more than m items. These strategies are closely related to the optimal strategy, i.e., the one minimizing the travel time. Bartoldi and Platzman [2J show that it is never optimal to turn more than once. Hence, if n denotes the number of items to be picked, then the optimal strategy is an (n -I)-step strategy.
Fm' randomly distributed pick positions, Rouwenhorst et 0.1. [1 OJ analysed the m-step strategy for m S; 2. Their results indicate that these strategies perform very welL In this paper we derive, for any m ::> 0, explicit expressions for the distribution and all moments of the travel time under the m-step strategy, provided 2m + 1 S; n. The analysis is based on probabilistic arguments, in particular on properties of exponentials.
The performance of m-step strategies will be compared with the performance of the optimal pick strategy. :-1umerical results show that, already for small values of m, the performance of the m-step strategy is very close to optimal. In fact, with high probability, the optimal strategy coincides with the 2-step strategy. Furthermore, m-step strategies are compared with the :-1 earest Item (:-11) heuristic, where the next item to be picked is always the nearest one. The:-1I heuristic is frequently used in practice, and its statistical properties have been investigated by Litvak et 01. [5, 6J. It appears that, already for m = 2, the m-step strategy performs better than the :-11 heuristic.
This paper is organized as follows. In the next section we describe the model and introduce some notation. The m-step strategy is analyzed in Section 3. In this section we first prove that the travel time under the m-step strategy can be expressed as the maximum of two sums of spacings, provided 2m + 1 S; n. This representation is exploited in Section 4 to show that the travel time is distributed as a probabilistic mixture of sums of spacings. In Section 5 we derive closed-form expressions for the moments of the travel time. Then, in Section 6 we compare the performance of m-step strategies with the performance of the optimal strategy and the :-11 heuristic. Finally, Section 7 is devoted to comments and conclusions.
Paternoster model
Following Bartoldi and Platz man [2J and Rouwenhorst et 01. [10J we represent a paternoster as a circle of length 1 (see Figure 1) ...
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Figure 1: Paternoster model.
Let U o = 0 be the picker's starting point, and let the random variables U i , where i = 1,2, ... ,n, denote the position of the ith item. \Ve assume that the random variables U i , i = 1,2, ... ,n, are independent and uniformly distributed on [0,1). Set U n + 1 = 1. Let '" ,U(n+l) be the order statistics of U o , U 1 , ••• ,U n + 1 • Then the picker's starting point and the positions of the n items partition the circle into n + 1 uniform spacings
Throughout this paper we will use the following relation between uniform spacings and exponentials (cf. Pyke [8, 9] 
i.e., the spacings are distributed as normalized exponentials. 'lYe assume that the paternoster rotates at unit speed, and that the acceleration and deceleration time of the paternoster is negligible. So the travel distance can be identified with the travel time. Further, for ease of presentation, we do as if the picker travels to the items, instead of the other way around. This completes the model description. In the next section we will analyze the travel time of the picker under the m-step strategy. Under the m-step strategy, the picker chooses the shortest of the 2(m + 1) routes (3)(4).
Let the random variable T~m) denote the travel time under the m-step strategy, needed to pick n items. Then, by definition,
where in the last expression we take L~:,' Dl = 1 outside the external minimum. This expression suggests an alternative interpretation for the m-step strategy. Clearly, D jLe,' Dl is a gain in travel time obtained by skipping the spacing D j and going back instead. Under the m-step strategy the picker skips the spacing that provides the largest possible gain. Bartoldi and Platzman [2J proved that the optimal route never allows more than one turn, and thus it is an m-step strategy with m = n -1. However, we only consider the case 2m + 1 S; n. In the analysis of T~m) it appears to be crucial that the spacings Below we establish an elegant representation of the travel time. This representation will be used in the next section to derive the distribution of the travel time. Let us rewrite (5) using (2):
,,In+l I:::;J:::;m+l I:::;J:::;m+l By exploiting properties of exponentials, we will reduce the two internal maxima in (6) to two sums of exponentials. First, we establish a preliminary result for the term
In fact, this is a special case of Theorem 3.4 in Litvak [4J.
Lemma 3.1 FOT any m = 1,2, ... ,
Proof. The proofis by induction. Let us assume that for some i = 2, ... ,m+1, expression (7) is distributed as
So the maximum of the first i-I terms in (7) is distributed as a sum of exponentials. This trivially holds for i = 2. :-low it suffices to show that if it holds for i, then it is also valid for i + 1. In order to do it we rewrite (8) as
where Cj events 2 j /(2 j -1), .i;:" 1. Then, as in [5, 4] , we use conditioning on the random
Given event Ei,b where k = 1,2, ... ,i, the random variables X" X 2 , ••• can be replaced in the following way:
k<.i<i;
where Y" r2, ... are independent exponentials with mean 1. This follows by observing that min{Xi' If_jX j } is an exponential with mean If-j/(If-j + 1) and the overshoot of the bigger term is again an exponential with the same mean. For more detail see [5J. Under event Ei;k, where k = 1,2, ... ,i, we have
Also, we obtain
Here Co = O. Substituting (10) into (9) and using (11) and (12) it follows that, under event Ei,b expression (9) reduces to max{"':
for any k = 1,2, ... ,i. Hence, the induction statement now immediately follows from the law of total probability and the identical joint distribution of Xi's and rj's. This completes the proof of the lemma.
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Clearly, given an event Ei,k we know whether the ith term in (7) is bigger than the first i -I terms or not. On the other hand, (7) is always distributed as (13) under any event Ei,k' So the events Ei,k do not provide information on the distribution of the maximum of the first i, nor of all Tn + 1 terms in (7). Hence, we may conclude that the events Ai defined as have the following properties; result (iii) in the corollary follows from Corollary 3.2
(ii) The di"tribntion of (7) i" independent of the event., Ai. i = 1, ... ,Tn + 1;
\Ve now proceed with (6). To reduce the first internal maximum in (6) to a sum of exponentials, we can repeat the arguments in the proof of Lemma 3.1. :\fote that in the induction step we only affect the random variables X I, ... ,Xm+ I by conditioning on the random events Ei,k (see (10)). Their sum (see (12)) as well as the other random variables X m + 2 , ••• ,Xn+ I remain unaltered. Hence, during the induction, we only change (7) and do not affect the 'structure' of the remaining terms in (6). :\fote that we will loose this property as soon as Tn + 1 > n -Tn. In this case replacements (10) will change not only (7), but also the other internal maximum in (6).
Once we have reduced the first internal maximum to a sum of exponentials, we can use the same arguments to also reduce the second internal maximum in (6), finally yielding the following theorem.
Theorem 3.3 FOT any m = 0,1, ... ; n ;:,. 2m + 1, (15) wheTe In the remainder of this section we derive the distribution of the random variable K~n) defined as the number of steps before the picker turns, when collecting n items under the m-step strategy. By symmetry, the probability that the route under the m-step strategy ends in clockwise direction is equal to 1/2. From (6) we see that the event Ai means that, among the routes ending in clockwise direction, the route with i-I steps before a turn (i.e., the route skipping the spacing D i ) is better than any of the routes with .i -1 < i-I steps before a turn. Since the events Ai, i = 1, ... ,m + 1, do not provide information on the distribution of the two internal maxima in the last expression of (6), they are independent of the event that the route under the m-step strategy ends in clockwise direction. Hence, we obtain 1 (
where the factor 2 in (16) takes into account the completely symmetrical event that the route under the m-step strategy ends in counterclockwise direction. Our findings are summarized in the following theorem.
Theorem 3.4 FOT any m .,ati.,f:i!ing 2m + 1 S; n, (x, 11-1) means that the second sum in the maximum has been reduced by the first term; a transition to (x -1, II) means the same for the first sum.
Let L denote the set ofstates visited along a path from (m + 1, m + 1) to (1,0), and let Pr(L) be the probability of this path, i.e., the product of the probabilities of each transition in path L. Then it is clear, from the exposition above, that along path L, maximum (16) becomes a linear combination of exponentials with coefficients (ax + ay)-I, (x, II) E L. Fm' example, path LI in Figure 2 generates the sum m+l m+l
The probability that maximum (16) repeat this procedure in the second transition, and so OIl. Hence, from Theorem 3.3 and (2), we obtain that, with probability Pr(L), the random variable 1-T~m) is distributed as which is obviously larger than the probability of the (b)-route, given by
Hence, for x> IJ, replacing the (b)-route by the (a)-route always gives a more likely path. Thus, the probability of path Ll in Figure 2 is the smallest, and the probability of the path Lo is the biggest.
To obtain a tractable expression for (18), first note that
where Il(x,y) = Il x +ll y . So, 1-T(L) is a linear combination of n+ 1 spacings; actually, only of n spacings, because 1l{l,O) = 1, and thus Dl vanishes. Then a closed-form expression for the right-hand side of (18) straightforwardly follows from Theorem 2 of Ali and Obaidullah [IJ. This yields, for any L E £.(m),
Here t+ = t, if t > 0, and t+ = 0, otherwise. 
Example 4.4 We will derive the distributions of the travel time for the 0-, 1-and 2-step strategies using Figure 4 , where we display Il(x,y) at every state (x,!J), X,!J = 0,1,2,3, and the transition probabilities at the arrows. Let us first consider the O-step strategy, also known as the Shorter Direction (SD) heuristic described in [2, 10, 6J. Under the SD heuristic the picker is not allowed to turn;
he chooses the shortest of two possible routes. In Figure 4 there is only one possible path from (1,1) to (0,0). Hence, the travel time under the SD heuristic satisfies
with PI' (T~O) < t) = 2t n -(2t -I)';., 0 S; t S; 1.
Under the I-step strategy the picker chooses the best of 4 routes. As we can see in Figure 4 , there are two possible paths from (2,2) to (0,0), thus for n ;:,. 3 the travel time T~l) is distributed as:
with probability (w.p.) 3/4, w.p.l/4.
OS;tS;l.
Finally, for n ;:,. 5, the travel time under the 2-step strategy is distributed as a mixture of 5 sums of spacings, corresponding to the 5 paths from (3,3) to (0,0). From Figure 4 it is clear that T~2) is distributed as:
It then follows that, for 0 S; t S; 1, 
+ 4: It -6 + -16 8t -I + + 32 lOt -9 + -64 14t -13 +.
5 Moments of the travel time (23) In this section we shall calculate, for any path L, the moments of T(L). Fl'om these moments we can obtain, by virtue of Theorem 4.1, the corresponding moments for the travel time T~m) For the kth moment ofT(L) we obtain where we used a well-known formula
The first two moments of T( L) are given by
Example 5.1 The mean and variance of the travel time for the 0-,1-and 2-step strategies can readily be derived from (21)(23). For the O-step strategy we obtain
and the I-step strategy gives
which is valid for n ;:,. 3. For the 2-step strategy we confine ourselves to the mean travel time only, yielding
Performance evaluation
In this section we present numerical results on the performance of the m-step strategy, and we compare it with the performance of the optimal pick strategy and the :-11 heuristic.
In Table 1 we list the mean and standard deviation of the travel time under the m-step strategy for various values of m and n, and we compare them with the ones for the optimal pick strategy and the :-11 heuristic. The random variables T:; PT and T~Yl denote the travel time under the optimal strategy and the :-11 heuristic, respectively. Fm' each n, the results for the optimal strategy have been obtained from a simulation of l()G trials; for the :-11 heuristic we have (see [6, 5]) 2 1
Hence from (24) we can immediatelv conclude that " ,/ n ~ 5.
Thus, already for Tn = 2, the Tn-step strategy outperforms the :-11 heuristic. Table 1 : "'lean and standard deviation of the travel time.
The results in Table 1 show that, indeed, already for small values of Tn the performance of the Tn-step strategy is very close to optimal. This is not only valid for the mean and standard deviation of the travel time; it is also true for the distribution. This is demonstrated in Figure 5 , where we display for n = 10 the complementary distribution function of the travel time for the optimal and :-11 strategy, and the 0-, 1-, 2-and 4-step strategy. The distribution function for the optimal strategy has been obtained from a simulation of l()G trials; the one for the :-11 strategy has been calculated exactly (see Theorem 3 in [5] ).
The results suggest that, if the picker turns under the optimal strategy, then it is very likely that he does so after collecting a small number of items. In other words, already for small values of Tn, the optimal strategy will coincide with the Tn-step strategy with high probability. This is also confirmed by the results listed in Table 2 . For various values of n, we estimated from a simulation of l()G trials, the probability that the picker, operating under the optimal strategy, will turn after collecting Tn items, Tn = 0,1, ... ,5. Here Tn = 0 means that the picker does not turn. Fl'om Table 2 one can see that the probability that the optimal route turns after k steps converges to 1/2 k + 1 when n goes to infinity. This is proved below. Let K';:PT be the number of steps before the picker turns under the optimal strategy for n items. Then the following assertion holds. Table 2 : Probability that the picker, collecting a list of n items under the optimal strategy, will turn after Tn steps.
[K,'?PT = kJ occurs if and only if (i) the optimal route turns after at most m steps, and (ii) the route under the m-step strategy turns after exactly k steps. Hence, for 0 S; k S; m; 2m + 1 S; n, PI' (K~n) = k) -PI' (K,'?PT > m) S; PI' (K,'?PT = k) S; PI' (K~n) = k) . 
Conclusion
In this paper we studied the performance of so-called m-step strategies for order picking in paternosters. Fm' uniformly distributed pick positions we found the distribution and the moments of the travel time needed to pick n items. The method presented in this paper is only applied to the case 2m + 1 S; n. In principle the method also works for larger values of m, but then the resulting expressions will become essentially more complicated. 'Ve have seen that, already for small values of m, the performance of m-step strategies is very close to optimal. In practice, the :-11 heuristic is frequently used for order picking. Our analysis showed that the 2-step strategy on average performs better than the :-11 heuristic, and it may be even easier to implement. Fm' the optimal route we derived the probability of turning after k steps, as the number of items to be picked tends to infinity. However, the complete characterization of the distriImtion or the moments of the travel time under the optimal strategy remains a challenging open problem.
