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Abstract
We unify and generalize the notions of vacuum and amplitude in linear quantum field theory
in curved spacetime. Crucially, the generalized notion admits a localization in spacetime regions
and on hypersurfaces. The underlying concept is that of a Lagrangian subspace of the space of
complexified germs of solutions of the equations of motion on hypersurfaces. Traditional vacua
and traditional amplitudes correspond to the special cases of definite and real Lagrangian
subspaces respectively. Further, we introduce both infinitesimal and asymptotic methods for
vacuum selection that involve a localized version of Wick rotation. We provide examples
from Klein-Gordon theory in settings involving different types of regions and hypersurfaces to
showcase generalized vacua and the application of the proposed vacuum selection methods. A
recurrent theme is the occurrence of mixed vacua, where propagating solutions yield definite
Lagrangian subspaces and evanescent solutions yield real Lagrangian subspaces. The examples
cover Minkowski space, Rindler space, Euclidean space and de Sitter space. A simple formula
allows for the calculation of expectation values for observables in the generalized vacua.
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1 Introduction
In non-relativistic quantum theory a vacuum state can simply be identified with a lowest-energy
state. In a relativistic context the absence of a unique notion of time and consequently energy, makes
this less straightforward. Minkowski space has a rich isometry group (the Poincaré group) that helps
to fix a notion of vacuum by demanding its invariance. However, generic curved spacetimes do not
admit isometries. This makes the question of how to choose a vacuum state rather important, as
well as the understanding of what such a choice means physically. A further important question
about the vacuum concerns its “localizability” properties. Usually, a vacuum is seen as encoding
global information about spacetime. This is reinforced by the Reeh-Schlieder theorem [1]. However,
one can ask to which extent a vacuum might encode information just about a spacetime region or (as
we shall see) a hypersurface neighborhood. This question is particularly important from the point of
view of Segal’s axiomatic approach to quantum field theory, which posits that quantum amplitudes
in composite spacetime regions may be decomposed into amplitudes in component regions [2, 3, 4].
More recently, this approach has been generalized to include observables [5] and general processes
[6]. A third question we want to raise here concerns the generalization of the notion of vacuum to
a context where no background metric is fixed from the outset. This is relevant in particular for
quantum gravity. With the present work we aim to make some contribution to addressing each of
these questions.
To be able to make some headway we restrict in this work purely to linear (i.e., free) field theory.
We recall (Section 2) that a standard quantization method in curved spacetime [7] starts with select-
ing a set of modes (i.e., solutions of the equations of motion) that satisfy certain completeness and
orthogonality properties (2) with respect to an inner product (1) that derives from the symplectic
form on the solution space. A choice of such modes amounts to selecting a vacuum. Equivalently,
we may encode this choice in terms of a complex structure on solution space with certain properties.
As we emphasize in this work, a third way of encoding this information is in terms of a particular
type (that we call definite) of Lagrangian subspace of the solution space. In Minkowski space with
the standard vacuum, this Lagrangian subspace is precisely the space of “positive energy solutions”
and its conjugate that of “negative energy solutions”. In order to move towards a more local picture
and away from a restriction to Minkowski space we recall that there is a natural symplectic form
on the space of germs of solutions on any hypersurface in spacetime (Appendix A). A vacuum can
then be encoded as a definite Lagrangian subspace on any hypersurface. If the hypersurface is
spacelike and spacetime globally hyperbolic this can be brought into correspondence with the more
traditional global perspective.
There is another, apparently completely distinct setting where Lagrangian subspaces occur in
(purely classical) field theory (Section 3.1). This is the symplectic framework of Kijowski and
Tulczyjew [8], axiomatized in the linear case in [9]. The key insight is that the solutions of a
sufficiently simple field theory in a spacetime region form a Lagrangian subspace of the space of
germs of solutions on the boundary.1 The Lagrangian subspaces in question are real subspaces in
contrast to the definite ones for vacua which are necessarily complex (and defined on the complexified
space of germs). Our core proposal (Section 5) is that, nevertheless, both occurrences of Lagrangian
subspaces are really special cases of a common unified structure, which, for simplicity we continue
to call vacuum. To this end, we show on the classical level that the definite Lagrangian subspaces
are naturally associated to “sufficiently” non-compact regions of spacetime, complementing the real
1“Sufficiently simple” means here for example that there are no gauge symmetries. In the presence of gauge
symmetries a refined scheme can be applied that involves symplectic reduction, see e.g. [10].
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Lagrangian subspaces for compact and “mildly” non-compact regions. Crucially, also Lagrangian
subspaces that are neither definite nor real (but are a mixture of both) occur naturally, as we
show. The unification becomes really compelling at the quantum level, where we show that the
wave function for a standard vacuum state takes exactly the same form as the wave function
encoding the state dual to the amplitude for a region. This is most easily seen by using the
Schrödinger representation and the Feynman path integral. Expectation values of observables
(defined as functions on spacetime field configurations) on all the generalized vacua can be evaluated
by reducing to Weyl observables and then applying a simple path integral formula (37).
A second component of the present work consists of the proposal of methods for vacuum selection
(Section 6). These are inspired by Euclidean methods and incorporate notions of Wick rotation.
We observe that real Lagrangian subspaces occur naturally in association with decaying asymptotic
boundary conditions. This suggests to view the definite Lagrangian subspaces of traditional vacua
as arising through a Wick rotation of boundary conditions. Concretely, we propose an infinitesimal
and an asymptotic method for fixing a vacuum. While this works straightforwardly when solutions
show a decaying behavior, it requires a Wick rotation when solutions show oscillatory behavior.
The latter case recovers traditional methods of vacuum selection using timelike vector fields.
In order to motivate our proposal we showcase the natural occurrence of generalized vacua
in simple examples and demonstrate the application of our vacuum selection methods. This is
partly in the spirit of the reverse engineering approach to quantum field theory, where we use
known tools and methods to extract underlying structure [11]. For simplicity, all examples are
based on (massive or massless) Klein-Gordon theory. The examples involve different regions and
hypersurfaces (including timelike ones) in Minkowski space (Sections 4 and 7.1), Rindler space
(Section 7.2), a Euclidean space (Section 7.3), and de Sitter space (Section 7.4). An intriguing
repeated pattern is the occurrence of evanescent waves with a decaying behavior and corresponding
real Lagrangian subspaces along with the oscillating waves with corresponding definite Lagrangian
subspaces. It is only the latter that occur in the traditional approach to the vacuum.
While aspects of the example applications are novel, their purpose is limited to providing an
initial proof of concept for the proposed generalized notion of vacuum and selection methods. The
real interest of these new concepts and methods lies in their applicability to situations which lie
outside the scope of standard methods or where such methods lack conceptual clarity or present
technical difficulty. Of particular interest are spacetimes that are not globally hyperbolic, such as
anti-de Sitter space, black hole spacetimes or certain cosmological spacetimes. On the other hand,
although this is not emphasized explicitly in this work, a wide range of boundary conditions may be
understood in terms of our generalized notion of vacuum. This might lead to a completely different
class of applications such as to the Casimir effect and related problems. We notice, in accordance
with previous remarks, another potential area of application in terms of quantum theory (such as
quantum gravity) on spacetimes without background metric. While we focus the discussion in this
work on standard quantum field theories and the methods of vacuum selection proposed in Section 6
rely to some extent on a metric, the framework of Section 5 is in principle applicable also in the
absence of a metric. For further discussion of results and a more detailed outlook, see Section 8.
We emphasize that the present work is focused on certain aspects of the notion of vacuum
only. Other important aspects such as whether a Hadamard condition [12] is satisfied, relevant for
obtaining a renormalized energy-momentum tensor, are not touched upon. This does not mean that
they are not interesting, but that their relation to the presented concepts and methods is outside
of the scope of this work and should be the subject of future investigation.
Some mathematical details on Lagrangian subspaces are collected in Appendix B. This includes
4
Proposition B.11, which is instrumental in ensuring well-definedness and uniqueness in the applica-
tion of formula (37) for vacuum expectation values. In Appendix C an axiomatization of our notion
of generalized vacuum is presented, generalizing the axiomatic framework [9] that formalizes the
mentioned Lagrangian approach of Kijowski and Tulczyjew [8] in the linear case.
2 Quantization, complex structure, Lagrangian subspaces
In the present section we briefly review aspects of the conventional approach to quantization of
bosonic field theory in curved spacetime [7]. A more precise treatment of some of the mathematical
structures used in this section is provided in Appendix B.
2.1 Modes and complex structure
Consider a classical field theory on a globally hyperbolic spacetime. The phase space L is the space
of solutions of the equations of motion. It can also be identified with the space of initial data on
a spacelike hypersurface. We suppose that L is a real vector space. That is, we deal with linear or
“free” field theory. Any interactions would be treated perturbatively. An important ingredient of
the Lagrangian description of the field theory is the symplectic form ω : L × L→ R on L. This is
a non-degenerate anti-symmetric bilinear form.
We denote by LC = L ⊕ iL, the complexification of L. This is the complex vector space whose
elements take the form a + ib for a, b ∈ L. It carries a complex structure, i.e., we know what it
means to multiply with i. It also carries a real structure, i.e., we know what it means to complex
conjugate an element, namely a+ ib := a − ib for a, b ∈ L. Using the symplectic form ω we may
define a sesquilinear hermitian inner product on LC, given for φ, φ′ ∈ LC by,
(φ, φ′) := 4iω(φ, φ′). (1)
Note that this inner product is not, and cannot be positive-definite.2
A standard way [7] to construct a quantization starts with a complete set {uk}k∈I of elements
of LC, called modes, with the following orthogonality properties,
(uk, ul) = δk,l, (uk, ul) = −δk,l, (uk, ul) = 0, ∀k, l ∈ I. (2)
Denote by L+ and L− the complex subspaces of LC spanned by the modes {uk}k∈I and {uk}k∈I
respectively. L+ and L− are thus orthogonal subspaces that span all of LC and the inner product
(·, ·) is positive-definite in L+ and negative-definite in L−. L+ and L− are complex conjugates of
each other, L+ = L− and L− = L+. We assume that the spaces L+ and L− are complete with
respect to the inner product. The state space of the quantum theory is then constructed as a Fock
space H with creation operators {a†k}k∈I and annihilation operators {ak}k∈I corresponding to the
modes {uk}k∈I and {uk}k∈I respectively, with commutation relations
[ak, al] = 0, [a
†
k, a
†
l ] = 0, [ak, a
†
l ] = δk,l. (3)
The vacuum state is characterized by the property that it is annihilated by all annihilation operators.
Thus, two different sets of modes give rise to the same vacuum precisely if the space L+ (or
equivalently L−) is the same for both sets.
2Suppose that (φ, φ) > 0 for some φ ∈ LC. Then, (φ, φ) < 0.
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An important property of the spaces L+ and L− is that they are Lagrangian subspaces of LC.
This means (as shown here for L+) that they are isotropic, i.e.,
ω(φ, η) = 0, ∀φ, η ∈ L+, (4)
and coisotropic, i.e.,
ω(φ, η) = 0, ∀φ ∈ L+ =⇒ η ∈ L+. (5)
Isotropy follows from the third property in expression (2) while coisotropy follows from the first two
(which are in fact equivalent). A choice of vacuum might be characterized as follows in the present
quantization scheme: Choose a Lagrangian subspace L+ ⊆ LC in such a way that the inner product
(1) is positive-definite on L+. We call such a subspace a positive-definite Lagrangian subspace. An
orthonormal basis {uk}k∈I of L+ then yields a set of modes with the properties (2).
Define a complex linear operator J : LC → LC as follows,
Juk = iuk, Juk = −iuk, ∀k ∈ I. (6)
Expressed differently, L+ and L− are the eigenspaces of J with eigenvalues i and −i respectively.
It is then easy to verify that,
J2 = − id, and ω(Jφ, Jφ′) = ω(φ, φ′), ∀φ, φ′ ∈ LC. (7)
The orthogonal projection operators P± : LC → LC onto the subspaces L± can be written in terms
of the operator J ,
P±φ =
1
2
(φ∓ iJφ) . (8)
It is also easy to see that J commutes with complex conjugation on LC. This implies that it
is the complexification of a real linear operator L → L that we shall also denote by J . J is a
complex structure on L. That is, it makes L (not LC) into a complex vector space by defining the
multiplication with i to be the application of J . Combining with the symplectic form ω, we can
construct on L a sesquilinear and hermitian inner product with respect to this complex structure
J ,
{φ, φ′} := 2ω(φ, Jφ′) + 2iω(φ, φ′). (9)
Define wk := uk + uk. Then wk is an element of L and as is easy to verify,
{wk, wl} = δk,l. (10)
In particular, the complex inner product {·, ·} is positive-definite and the set {wk}k∈I forms an
orthonormal basis of L viewed as a complex vector space. Conversely, we can recover the modes uk
and uk from wk as,
uk = P
+wk, uk = P
−wk. (11)
An equivalent construction of the Fock space H starts from the space L, viewed as a complex
inner product space with the inner product (9). Thus, the n-particle space is then a symmetrized
n-fold tensor product of copies of L. H is the completed direct sum of all these n-particle spaces
with n ranging from 0 to infinity. In this context, equipping L with the structure of a complex
Hilbert space of 1-particle states is also referred to as “first quantization” and the construction of
the Fock space H over L as “second quantization”.
To summarize, we have two equivalent ways to determine a quantization, i.e., a vacuum:
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• Choose a positive-definite Lagrangian subspace L+ ⊆ LC, i.e., a Lagrangian subspace that is
positive-definite with respect to the inner product (·, ·) given by (1).
• Choose a complex structure J : L → L, satisfying conditions (7), and such that the in-
ner product {·, ·} given by (9) is positive-definite. We call this a positive-definite complex
structure.
We have simplified the mathematical treatment slightly here. The precise statement of equivalence
is given in terms of Propositions B.8 and B.9 in Appendix B. Notably, this implies a completeness
property that is mostly left implicit in the exposition of the present section.
2.2 Time, energy, and complex structure
Different choices of vacua might lead to different physics. It is thus important to identify criteria
for and implications of different such choices. We recall how this works in Minkowski space and
aspects of its extension to curved spacetime.
Suppose that we work in Minkowski space with a fixed inertial coordinate system. Time trans-
lations lead to induced transformations on the space L of solutions. Infinitesimally, this gives rise to
a derivative operator ∂0 : L→ L. Its exponentiation describes time evolution in L. Thus evolution
for a time ∆t corresponds to the operator e
∆t∂0 on L. In the quantum theory, time evolution is to
be described through a Hamiltonian operatorH on the Fock space H. According to the Schrödinger
equation, to a time ∆t corresponds the operator e
−∆tiH on H.
This suggests to construct first a Hamiltonian operator h on L in the “first quantization” step,
based on the classical operator ∂0. Then, in the second quantization step, H is taken to be the
operator on the Fock space H induced by h on its 1-particle subspace L. The simplest way to
construct h is to precisely match the quantum with the classical time evolution on L. That is,
e−∆tJh = e∆t∂0 , implying, h = J∂0 (12)
We recall that the multiplication with i in L is given by the complex structure J . If we impose the
usual requirement of self-adjointness and non-negativity on the Hamiltonian operator h, then the
complex structure J can be determined with condition (12).
For concreteness consider the Klein-Gordon theory with mass m, given by the action,
S(φ) =
1
2
∫
dt d3x
(
(∂0φ)(∂0φ)−
∑
i
(∂iφ)(∂iφ)−m2φ2
)
. (13)
We can expand complexified solutions, i.e., elements of LC in terms of plane waves,
φ(t, x) =
∫
d3k
(2π)32E
(
φa(k)e−i(Et−kx) + φb(k)ei(Et−kx)
)
. (14)
Real solutions, i.e., elements of L have the property φb(k) = φa(k). The symplectic form is given
by,3
ωt(φ1, φ2) =
1
2
∫
d3x (φ1(t, x)(∂0φ2)(t, x)− φ2(t, x)(∂0φ1)(t, x)) (15)
3Note that the sign of the symplectic form depends on a choice of orientation, see Appendix A. Here the orientation
is chosen to correspond to considering equal-time hypersurfaces as boundaries of future half-spaces.
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=
i
2
∫
d3k
(2π)32E
(
φa1(k)φ
b
2(k)− φa2(k)φb1(k)
)
. (16)
(Note that the value of t in the first line is arbitrary.) In terms of the momentum modes the
operator ∂0 acts as,
(∂0φ)
a(k) = −iE φa(k), (∂0φ)b(k) = iE φb(k). (17)
In particular, ∂0 does not admit a spectral decomposition on the solution space L, but only on its
complexification LC, with imaginary eigenvalues. In order for J∂0 to have non-negative eigenvalues
we thus need,
(Jφ)a(k) = iφa(k), (Jφ)b(k) = −iφb(k) (18)
It is easily verified that J defined in this way is a compatible complex structure satisfying conditions
(7). What is more, the associated inner product (9) is given by,
{φ1, φ2} = 2
∫
d3k
(2π)32E
φa2(k)φ
b
1(k). (19)
This is easily seen to be positive-definite on L. That is, we have a valid quantization in the standard
sense. The eigenspaces of J are,
L+ = {φ ∈ LC : φb(k) = 0 ∀k}, and L− = {φ ∈ LC : φa(k) = 0 ∀k}. (20)
L+ is called the space of positive frequency or positive energy modes, while L− is called the space of
negative frequency or negative energy modes. While we might perfectly well consider orthonormal
bases {uk}k∈I and {uk}k∈I of these spaces with the properties (2), it is simpler and more customary
to use complex plane wave solutions. These are eigenvectors of the operator ∂0 with continuous
momentum space labels,
φk(x, t) = e
−i(Et−kx), and φk(x, t) = e
i(Et−kx). (21)
They are not actually elements of the space LC as they are not normalizable. Instead they satisfy
delta-function orthogonality relations, which, however, are otherwise similar to the relations (2).
The present procedure extends straightforwardly to other bosonic field theories in Minkowski
space. In particular, the time-derivative operator ∂0 has imaginary eigenvalues and the eigenspaces
of the complex structure J correspond to the two different signatures of these imaginary eigenvalues.
2.3 Quantization on hypersurfaces
Generically, curved spacetimes do not admit a time-translation symmetry. This complicates con-
siderably the issue of finding a suitable positive-definite complex structure or even of quantization
in general. In order to address this, it turns out to be more fruitful to start with individual hy-
persurfaces rather than spacetime as a whole when quantizing. Thus, denote the space of germs
of solutions of the equations of motions on a hypersurface Σ by LΣ. As before, we suppose that
LΣ has the structure of a real vector space. Also we suppose that it carries a symplectic form
ωΣ : LΣ × LΣ → R that is bilinear, anti-symmetric and non-degenerate (see Appendix A).
In the remainder of this section we restrict to the case that Σ is a spacelike hypersurface and
that the equations of motion admit a well posed initial value problem. Then we can interpret LΣ
also as the space of initial data on Σ. Also, the restriction map IΣ : L → LΣ from the space L of
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global solutions to LΣ is then an isomorphism. Its inverse is given by the evolution of initial data.
For fixed Σ this isomorphism induces a symplectic form ω on L from the symplectic form ωΣ on
LΣ. Due to a conservation law (see Section 3.1), this induced symplectic form ω is the same no
matter what spacelike hypersurface Σ we choose. This is how the symplectic form on L that we
have mentioned previously arises.
We may now proceed to perform a quantization exactly as outlined in Section 2.1, except that
we replace the symplectic vector space (L, ω) with (LΣ, ωΣ) for each spacelike hypersurface Σ. In
particular, we may formulate this in terms of positive-definite Lagrangian subspaces L±Σ ⊆ LCΣ
and positive-definite complex structures JΣ. We obtain a Fock space HΣ of quantum states for
each spacelike hypersurface Σ. Time evolution generalizes in this setting to the evolution between
different spacelike hypersurfaces. Consider an initial spacelike hypersurface Σ and a final spacelike
hypersurface Σ′. Then, classically, the evolution from Σ to Σ′ is described by the isomorphism
TΣ,Σ′ := IΣ′ ◦ I−1Σ : LΣ → LΣ′ . As previously mentioned, this preserves the symplectic form. The
simplest way to quantize this requires the complex structures to be preserved as well, i.e., we require
JΣ′ = TΣ,Σ′ ◦ JΣ ◦ T−1Σ,Σ′ . Then, TΣ,Σ′ becomes unitary with respect to the inner products (9) and
induces a unitary map UΣ,Σ′ : HΣ → HΣ′ between the corresponding Fock spaces.
In the absence of time-translation symmetries we may consider more general flows on spacetime.
Even if these do not preserve solutions in spacetime, they may induce infinitesimal actions on the
spaces of germs of solutions on hypersurfaces. That is, we might be able to construct operators
LΣ → LΣ that represent such flows infinitesimally. These in turn can then be linked to complex
structures through their spectrum, similarly as we have seen this for time translations.
2.4 Path integral with past and future boundaries
In this section we take a different starting point and review the basics of the quantization of
observables in quantum field theory through the Feynman path integral. We focus on how this
links to the choice of vacuum as discussed in the previous section. Most of the content of this
section can be found in standard text books on quantum field theory such as [13].
We first recall how transition amplitudes in quantum field theory are obtained from the path
integral. We work in Minkowski space with the standard quantization of Section 2.2, applied on
equal-time hypersurfaces as in Section 2.3. Thus, consider an initial state ψ1 ∈ Ht1 at time t1 and
a final state ψ2 ∈ Ht2 at time t2. We keep the convention from Section 2.3 to equip state spaces
with labels that indicate hypersurfaces, which in this case are parametrized by the time variable.
When referring to objects associated to the spacetime region [t1, t2] × R3 we indicate this with a
subscript [t1,t2]. The corresponding transition amplitude is the matrix element of the time-evolution
operator U[t1,t2] : Ht1 → Ht2 given by,
〈ψ2, U[t1,t2]ψ1〉 =
∫
K[t1,t2]
Dφψ1(φ1)ψ2(φ2)eiS[t1,t2](φ). (22)
The integral is over field configurations φ ∈ K[t1,t2] in the spacetime region [t1, t2] × R3 with φi
denoting the configuration at time ti. The action S is evaluated in the same region. We use here
the Schrödinger representation, where states on a hypersurface are wave functions on the space of
field configurations on this hypersurface.
When the field theory is interacting, i.e., the action includes terms that are of higher order than
two in the fields, it is not known how to directly evaluate a path integral such as (22), except for
some very special cases. Instead, one sets up perturbation theory around a free theory described by
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tx
t1
t2
M
negative energy
solutions
positive energy
solutions
µ
Figure 1: The region M determined by the time interval [t1, t2] in Minkowski space. A source µ is
located within the region. The solution η of the corresponding inhomogeneous equations of motion
is a negative energy solution before t1 and a positive energy solution after t2.
an action S quadratic in the fields. An important intermediate object in this construction arises by
adding to the action a source term. That is, one replaces the action S with the action Sµ := S+Dµ,
where,
Dµ(φ) :=
∫
d4xµ(x)φ(x). (23)
For simplicity we have chosen here the notation of a real scalar field, where the source µ is a
map from spacetime to the real numbers. (This readily generalizes to fields with internal degrees
of freedom.) As in Section 2.1 we denote by L the real vector space of global solutions of the
equations of motion determined by the free action S. Similarly, we denote by Aµ the space of
global solutions of the equations of motion determined by the modified action Sµ. Note that Aµ is
not a real vector space in general, but a real affine space. Indeed, for S, the equations of motion
are generally homogeneous partial differential equations, while for Sµ they are inhomogeneous. In
the example of the Klein-Gordon theory (compare Section 2.2) the equations of motion are given
by,
(+m2)φ(x) = µ(x). (24)
As before we denote by LC the complexification of L. We also denote by ACµ = Aµ ⊕ iL the
complexification of Aµ. Elements of this space may be written as c + i d with c ∈ Aµ and d ∈ L.
The addition of and element a+ i b ∈ LC results in (c+ a) + i(d+ b).
The path integral (22) with source takes a particularly simple form in the case where both the
initial and the final state are given by the Fock vacuum ψ0. As before, we consider the path integral
between an initial time t1 and a final time t2. Correspondingly, we suppose that the source µ has
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support in the spacetime region [t1, t2]× R3 only. Then,
〈ψ0, Uµ,[t1,t2]ψ0〉 = exp
(
i
2
∫
[t1,t2]×R3
d4xµ(x)η(x)
)
. (25)
Here η ∈ ACµ is a particular complexified solution of the inhomogeneous equations of motion (i.e.,
with source). More precisely, η is the unique inhomogeneous solution with the following properties:
• For t ≤ t1, η is a negative energy solution, i.e., η|t≤t1 = η− ∈ L−.
• For t ≥ t2, η is a positive energy solution, i.e., η|t≥t2 = η+ ∈ L+.
See Figure 1 for an illustration. These boundary conditions for η are precisely tied to the choice
of vacuum. At the t = t2 hypersurface we restrict to positive energy solutions according to our
choice of positive-definite Lagrangian subspace L+ ⊆ LC determining here the standard vacuum
in Minkowski space, compare Section 2.2. At the t = t1 hypersurface we choose the same (time
translated) vacuum. However, since we are dealing with an initial rather than a final hypersurface,
its orientation is opposite. This means that the symplectic form changes its sign as it is given
by a local integral over the hypersurface (compare expression (179) in Appendix A). Similarly, the
complex structure changes sign as the normal derivative changes direction, compare expression (12).
Consequently, the complex inner product (9) on L is complex conjugated. This also implies that
the positive-definite Lagrangian subspace L+ is complex conjugated and we obtain a restriction to
negative energy modes, i.e., to L− = L+.
Crucially, if we decrease t1 or increase t2 without changing the source µ, the solution η will not
change. This is precisely because the definite Lagrangian subspaces L+ ⊆ LC and L− ⊆ LC of
positive and negative energy solutions are time translation invariant, compare Section 2.2. What
is more, the integral in expression (25) does not change either, since µ lacks support outside of
[t1, t2]×R3. Consequently, the quantity (25) does not depend on the choice of initial and final time
as long as the support of µ is contained in [t1, t2]× R3. In particular, we may formally send t1 to
minus infinity and t2 to plus infinity. We can then drop the restriction on the support of µ, although
we must keep in mind that integrability on the right hand side might not be guaranteed if µ does
not have compact support. We may view the condition on the early and late time behavior of η
as an (temporal) asymptotic boundary condition determined by a choice of (temporal) asymptotic
vacuum.
The resulting identity for the path integral may be brought into the following suggestive form,
Z(µ) :=
∫
K
Dφ ei(S(φ)+Dµ(φ)) = exp
(
i
2
∫
d4xµ(x)η(x)
)
. (26)
Here K is now the space of field configurations in all of spacetime and the integral on the right hand
side is also over all of spacetime. While such a path integral is commonly written down in quantum
field theory text books, it is clear that its notation is ambiguous since the boundary conditions
are not indicated. On the other hand, the right hand side can be used to define the path integral,
also in curved spacetime. Thus, in a globally hyperbolic spacetime we may choose future and
past asymptotic vacua in the form of definite Lagrangian subspaces L+ and L− of the complexified
global space of solutions LC making the inner product (1) positive-definite and negative-definite
respectively. (Recall that we have a change of orientation for the past asymptotics that flips
the sign of ω, converting negative to positive-definiteness.) We may even allow the vacua to be
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different in the sense that L− does not agree with L+, as long as L+ and L− are complementary.
Complementary means that the intersection of L+ and L− is {0}, but together they generate LC.
Then, η on the right hand side of equation (26) is determined as above. That is, it is the unique
complexified solution of the inhomogeneous equations of motion with source µ that satisfies the
boundary conditions of lying in L+ in the asymptotic future and in L− in the asymptotic past.
Instead of working with the special solution η it is often more convenient to use the Feyn-
man propagator GF which is a complex symmetric distribution on two copies of Minkowski space
satisfying (for Klein-Gordon theory),
(x +m
2)GF (x, y) = δ
4(x− y). (27)
Moreover, with one argument held fixed, GF as a function in the other argument is a complexified
solution satisfying the same boundary conditions as η for early and for late times. (Early or late
times are understood with respect to the fixed argument.) This determines GF uniquely. Then,
η(x) =
∫
d4y GF (x, y)µ(y). (28)
In particular, we may rewrite the right hand side of equation (26) as,
Z(µ) = exp
(
i
2
∫
d4xd4y µ(x)GF (x, y)µ(y)
)
. (29)
An important tool in quantum field theory are the time ordered n-point functions. In a standard
text book one may find this expressed in terms of the path integral as follows,
〈ψ0,Tφ(x1) · · ·φ(xn)ψ0〉 =
∫
Dφφ(x1) · · ·φ(xn)eiS(φ) (30)
Here, ψ0 symbolizes the vacuum, φ(xi) on the left hand side are field operators labeled by spacetime
points xi and T denotes time-ordering. The expression on the left hand side is to be understood
in the Heisenberg picture. As is easy to see with (23), this quantity can be obtained for the free
theory under consideration here from Z(µ) given by (29) by applying functional derivatives. The
simplest case with n = 2 recovers the Feynman propagator,
〈ψ0,Tφ(x1)φ(x2)ψ0〉 =
(
−i ∂
∂µ(x1)
)(
−i ∂
∂µ(x2)
)
Z(µ)
∣∣∣∣
µ=0
= −iGF (x1, x2). (31)
3 Quantization in spacetime
In the present section we review the more recent generalization of quantization and the path integral
to a spacetime local formulation [14, 4]. In doing so we rely mainly on the results of [5]. We consider
classical field theory first, and move on to quantization subsequently.
3.1 Classical field theory and Lagrangian subspaces
In order to describe a field theory locally we consider for any spacetime regionM (possibly restricted
to some sufficiently large class), the space LM of solutions of the equations of motion in M . This
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is a real vector space since we are dealing with free field theory. Crucially, these solutions are
defined only in M . There is no need or assumption that they extend to global solutions. (We may
allow for contexts where a notion of global solution or even global spacetime does not exist.) The
physical content of a field theory is not so much in the structure of these solution spaces as such,
but in the relation they have with each other. Here, the powerful field theoretic principle of locality
comes into play. To encode this we also need to consider hypersurfaces Σ and associated solution
spaces LΣ. More precisely, LΣ is the space of germs of solutions on Σ, i.e., solutions defined in an
arbitrarily small neighborhood of Σ. In Lagrangian field theory, this space comes equipped with
a symplectic form ωΣ : LΣ × LΣ → R (which we assume to be non-degenerate). This symplectic
form arises as the second variation of the Lagrangian on the hypersurface Σ [15], see Appendix A
for details. Crucially, the hypersurface Σ carries an orientation. While the orientation reversed
hypersurface, denoted by Σ, carries the same space of germs of solutions LΣ = LΣ, the associated
symplectic form changes sign, ωΣ = −ωΣ. Next, we realize that a solution in a region M can
be restricted to a solution in the neighborhood of the boundary ∂M . This gives rise to a linear
map LM → L∂M . Crucially, (for well behaved regions) the image of LM under this map (which
we also denote by LM when no confusion can arise) is a Lagrangian subspace of L∂M . This is a
powerful principle of Lagrangian field theory in spacetime [8], generalizing (as we recall below) the
well known conservation of the symplectic form between spacelike hypersurfaces. Note that regions
are also oriented and boundary hypersurfaces inherit an orientation from the region they bound.
We may now express the notion of composition. Consider two adjacent spacetime regions M1
and M2 that are in contact through a common hypersurface Σ. Then, we may express the relation
between the corresponding solution spaces through the following exact sequence,
LM1∪M2 → LM1 × LM2 ⇒ LΣ. (32)
The arrow on the left hand side means: Take a solution in the union M1 ∪M2 and restrict it on
the one hand to a solution in M1 and on the other hand to a solution in M2. The arrows on the
right hand side mean: Either restrict the solution in M1 to a neighborhood of Σ or do this with the
solution in M2. The whole expression being an exact sequence expresses the following simple fact:
A pair of solutions in M1 and M2 arises through restriction from a solution in the union M1 ∪M2
precisely if these restrictions agree near the hypersurface Σ.
The spacetime regions and hypersurfaces on the one hand, and solution spaces with their prop-
erties on the other hand can be organized into an axiomatic system [9, Section 4.1]. This may in
fact be used as a definition of classical field theory using algebraic language instead of the usual
description in terms of differential geometric structures and differential equations.
We recall how the time-evolution picture fits into this spacetime framework. Consider a globally
hyperbolic spacetime and let M be a region bounded by two spacelike hypersurfaces, Σ1 and Σ2,
with the latter in the future of the former. (Figure 1 shows an example.) We take Σ1 and Σ2 to
have the same orientation with respect to a global choice of time direction. Then, as components
of the boundary ∂M with orientations induced from M , one hypersurface (by convention here Σ2)
appears with inverted orientation, ∂M = Σ1 ⊔ Σ2. Note that LM , LΣ1 and LΣ2 are all naturally
identified with the global solution space L. Correspondingly, the symplectic forms ωΣ1 and ωΣ2
can be viewed as forms on L. The map LM → L∂M = LΣ1 × LΣ2 that restricts solutions to the
boundary can be written as, φ 7→ (φ, φ). The isotropy property (4) implies for φ, φ′ ∈ L,
0 = ω∂M ((φ, φ), (φ
′, φ′)) = ωΣ1(φ, φ
′) + ωΣ2(φ, φ
′) = ωΣ1(φ, φ
′)− ωΣ2(φ, φ′). (33)
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This is just the usual conservation property of the symplectic form between spacelike hypersurfaces.
On the other hand, the coisotropy property (5) implies the non-degeneracy of ωΣ1 and ωΣ2 .
3.2 Quantization in regions and boundary conditions
In the present section we review quantization in general spacetime regions following [5]. We recall
from Section 2.3 that the quantization prescription of Section 2.1 can be carried out for individual
hypersurfaces Σ. Thus, we choose a positive-definite Lagrangian subspace L+Σ ⊆ LCΣ or positive-
definite complex structure JΣ. This works just as well if Σ is not a spacelike hypersurface in a
globally hyperbolic spacetime. Of course, in that case LΣ will not in general be isomorphic to the
space L of global solutions (if it exists). Correspondingly, the Fock space HΣ is not to be interpreted
as a “global” state space of the quantum theory, but as the space of states on the hypersurface Σ.
This generalizes the notion of state at a time t.
The most convenient way to describe the dynamics of the quantum theory in general spacetime
regions is not via an evolution equation, but via amplitudes. Given a spacetime region M with
boundary hypersurface ∂M , the amplitude map ρM assigns to a state in H∂M its amplitude, a
complex number. It can be conveniently constructed via the Feynman path integral as,
ρM (ψ) =
∫
KM
Dφψ (φ|∂M ) eiSM(φ). (34)
Here ψ ∈ H∂M is a state written as a wave function in the Schrödinger representation. The integral
is over the space KM of field configurations in M and SM is the action evaluated in M .
The transition amplitude (22) arises as a special case when M is taken to be [t1, t2] × R3.
We are then in the situation considered at the end of Section 3.1 where the boundary ∂M of M
decomposes into an initial hypersurface at t1 and a final one at t2 as ∂M = Σt1 ⊔ Σt2 . (Recall
also Figure 1.) The boundary solution space L∂M decomposes as a cartesian product or direct
sum L∂M = Lt1 ⊕ Lt2 . Upon quantization, the Fock space then decomposes into a tensor product
H∂M = Ht1 ⊗H∗t2 , i.e., ψ = ψ1⊗ψ∗2 . The dualization, indicated by ∗ is due to orientation reversal.
In the Schrödinger representation the tensor product manifests as a factorization of wave functions.
With φ|∂M = (φ1, φ2) we have ψ(φ1, φ2) = ψ1(φ1)ψ2(φ2). This recovers the path integral (22) from
(34), where the notation for the amplitude map and transition amplitude are related as,
ρ[t1,t2](ψ1 ⊗ ψ∗2) = 〈ψ2, U[t1,t2]ψ1〉. (35)
The quantization of observables in spacetime regions is also easily accomplished through the
Feynman path integral. Given a complex observable F : KM → C we use for its quantization the
notation ρFM : H∂M → C and call this the corresponding observable map,
ρFM (ψ) =
∫
KM
Dφψ (φ|∂M )F (φ) eiSM (φ). (36)
If the observable F arises from a linear observable D : KM → C via F = exp(iD), then we call it a
Weyl observable. Adding a source term to the action as in Section 2.4 is just a special case of such
a Weyl observable with D given by expression (23). We are particularly interested in the special
case where ψ is the vacuum state ψ0. The evaluation of the path integral then yields the simple
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formula,4
ρFM (ψ0) = exp
(
i
2
D(η)
)
, (37)
generalizing formula (25). Again, η is here a special complexified solution of the “inhomogeneous”
equations of motion in M . “Inhomogeneous” now refers to the equations of motion generated by
the modified action SM +D. We denote the corresponding affine space of solutions in M by A
D
M .
Its complexification is ADM ⊕ iLM , where LM is the space of solutions of the unmodified equations
of motion in M . By restriction to a neighborhood of the boundary ∂M , η gives rise to an element
in LC∂M . By slight abuse of notation we also denote this element by η. The boundary condition
that η has to satisfy is now given by the requirement that this restriction of η be an element of
the positive-definite Lagrangian subspace L+
∂M
⊆ LC∂M that determines our quantization on ∂M in
the sense of Section 2.1.5 There is a unique solution η that satisfies this requirement. It is easy to
see how the boundary conditions for η in formula (25) arise from this perspective. The boundary
condition on M can be split into two, corresponding to the two components of the boundary of M ,
initial and final. Correspondingly, the Lagrangian subspace L+
∂M
⊆ LC∂M and the complex structure
J∂M split into two. As explained previously, due to the relatively opposite orientation of past and
future boundary, symplectic form and complex structure change sign, leading to a relative complex
conjugation of the Lagrangian subspace determining the past boundary condition. More precisely,
we have,
J∂M = Jt1 + Jt2 = −Jt1 + Jt2 , and thus, L+∂M = L
+
t1
⊕ L+t2 = L+t1 ⊕ L+t2 = L−t1 ⊕ L+t2 . (38)
Here, Jt1 and Jt2 are naturally identified with a global J on L. Similarly, L
±
t1 and L
±
t2 are naturally
identified with the global L± ⊆ LC.
The key assumption underlying the existence and uniqueness of η is the Lagrangian subspace
property LM ⊆ L∂M (compare Section 3.1). In particular, the Lagrangian subspaces LCM and L+∂M of
LC∂M are necessarily complementary, i.e., L
C
∂M = L
C
M ⊕L+∂M . Indeed, a (complete) positive-definite
and a complexified real Lagrangian subspace are always complementary, see Proposition B.11 in
Appendix B. We can thus decompose any φ ∈ LC∂M as φ = φint + φext with φint ∈ LCM and
φext ∈ L+
∂M
. Say ξ ∈ ADM ⊕ iLM is some arbitrary complexified solution of the modified equations
of motion in M . It is then easy to see that η = ξext.
Restrict now to the situation where the Weyl observable encodes a source µ with support in
M . That is, Fµ = exp(iDµ) with Dµ given by (23). As in Section 2.4 we can then rewrite the
right-hand side of equation (37) in terms of the Feynman propagator as the right hand side of
equation (29). This Feynman propagator is here a symmetric distribution GF : M ×M → C that
satisfies the usual equation (27). In addition, it satisfies the following boundary condition: When
one argument, say y, is held fixed in the interior of M , then GF (x, y) as a function of x reduces
in a neighborhood of the boundary ∂M to an element in the positive-definite Lagrangian subspace
L+
∂M
.
In the present section we have so far not needed to make any reference to spacetime outside a
given region M . However, usually M will be part of a fixed global spacetime. Then, the choice of
4This formula appears in [5] in a slightly different form as formula (85). It can be derived using formula (185) of
Appendix A.
5Note that the orientation of the boundary ∂M implicit in Section 2.1 and relevant for the choice of the Lagrangian
subspaces is opposite to that induced from the region M . We write ∂M to reflect this. This also affects the complex
structure.
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vacuum, i.e., positive-definite Lagrangian subspace on ∂M may arise as the imprint of an asymptotic
boundary condition as discussed in Section 2.4. Correspondingly, we might consider η and GF as
globally defined objects in this setting. However, note that the present perspective on the meaning
of “asymptotic” is potentially more general than in Section 2.4, referring to the “far away” behavior
of solutions, not necessarily in a temporal (far past and far future) sense.
We have also not needed to restrict in this section to spacelike hypersurfaces. Indeed, we have
not needed to mention or even imply a metric on spacetime at all. The present considerations may
well be applied to field theories that do not require a background spacetime metric. In fact, what
we have reviewed in the present section is but a fraction of a beautifully coherent and manifestly
local framework for quantizing field theory, including the free theory, quantization of observables
and elementary perturbation theory, laid out in the work [5]. Unfortunately, this framework is
seriously limited in its applicability to realistic quantum field theories as we shall see in Section 4.
3.3 Amplitudes and vacuum in the Schrödinger representation
It turns out to be instructive to explore the notion of vacuum in the context of the duality relation
between amplitudes and states. Thus, given a spacetime region M we wish to consider a “state”
ρˆM so that for any ψ ∈ H∂M ,
ρM (ψ) = 〈ρˆM , ψ〉∂M . (39)
Of course, with H∂M infinite-dimensional, ρM is unbounded and ρˆM will not be normalizable.
But this does not stop us from writing down a Schrödinger wave function for it. Indeed, in the
Schrödinger representation the inner product in (39) is written as,
ρM (ψ) =
∫
K∂M
Dϕψ(ϕ)ρˆM (ϕ), (40)
where the integral is over the field configuration space K∂M on the boundary ∂M of M . A formal
expression for ρˆM thus follows from comparison with the path integral (34),
ρˆM (ϕ) = ZM (ϕ) =
∫
KM ,φ|∂M=ϕ
Dφ eiSM(φ). (41)
Here the integral is over those field configurations φ in the interior that match the boundary field
configuration ϕ. ZM is called the field propagator in M . Since the action SM is a quadratic form,
the integral can be solved explicitly. In particular, let φcl be the classical solution of the equations
of motion in M that takes the boundary value ϕ. (We assume this to exist and be unique here,
see the discussion below.) Then, from the variational principle of the action and formal translation
invariance of the path integral we get,
ZM (ϕ) = exp (iSM (φcl)) , (42)
where we have dropped a numerical factor depending only on M .
In order to get a better understanding of the field propagator we take a closer look at the
Schrödinger representation from the perspective on classical field theory as reviewed in Section 3.1
[16]. To this end we note that Lagrangian field theory comes equipped with a symplectic potential
on any hypersurfaces Σ, see Appendix A for details. In the present case of linear field theory this
is a bilinear form [·, ·]Σ : LΣ × LΣ → R. For example, for Klein-Gordon theory on an equal-time
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hyperplane in Minkowski space (oriented as in Section 2.2 as the past boundary of a region), this
is,
[φ, φ′]t = −
∫
d3xφ′(t, x)(∂0φ)(t, x). (43)
The symplectic form is its anti-symmetric part, see equation (183). We will make use of the fact
that the action can be expressed in terms of the symplectic potential, see equation (184).
For a hypersurface Σ, define subspaces of LΣ as follows,
PΣ := {τ ∈ LΣ : [ξ, τ ] = 0 ∀ξ ∈ LΣ} QΣ := {τ ∈ LΣ : [τ, ξ] = 0 ∀ξ ∈ LΣ}. (44)
We assume that PΣ and QΣ together generate LΣ. This is enough to conclude that they are
complementary Lagrangian subspaces, i.e., LΣ = PΣ ⊕ QΣ. It turns out that the solutions in PΣ
are characterized by having vanishing field value on Σ, while those in QΣ have vanishing normal
derivative. Also define, KΣ = LΣ/PΣ. This is the same field configuration space on Σ that we have
previously introduced. We denote the quotient map by qΣ : LΣ → KΣ. We also note that in view
of the definition of PΣ we may consider the symplectic potential as a map [·, ·]Σ : LΣ ×KΣ → R.
Essentially, its first argument depends only on Neumann data (normal derivatives) and the second
argument only on Dirichlet data (field values).
Let M be a spacetime region. We assume that LM as a subspace of L∂M is transverse both
to P∂M and Q∂M which implies L∂M = LM ⊕ P∂M and L∂M = LM ⊕ Q∂M . (This is gener-
ically satisfied.) Then, there is a unique linear map polM : K∂M → L∂M with the properties
polM (K∂M ) = LM and q∂M ◦ polM = id. That is, polM yields for given Dirichlet boundary data
the solution in M that matches the data. We may use this and expression (184) from Appendix A
to rewrite the field propagator (42) as,
ZM (ϕ) = exp
(
i
2
[polM (ϕ), ϕ]∂M
)
. (45)
Consider now the Schrödinger wave function of the vacuum state ψ0 on a spacelike hypersurface
Σ in the context of the standard quantization of Section 2. In the specific case of Klein-Gordon
theory in Minkowski space on an equal-time hypersurface (as in Section 2.2), the vacuum wave
function is given by [17],
ψ0(ϕ) = exp
(
−1
2
∫
d3xϕ(x) (Eϕ)(x)
)
. (46)
Here we use a compact notation whereE is to be understood as an operator on the field configuration
ϕ. It is defined as taking the eigenvalue E on a plane wave mode with energy E.
In general, the vacuum is determined by a positive-definite Lagrangian subspace L+Σ ⊆ LCΣ.
Now, L+Σ is necessarily transverse to both P
C
Σ and Q
C
Σ as they are both complexifications of real
Lagrangian subspaces (recall Proposition B.11). There is thus a unique map pol+Σ : KΣ → LCΣ such
that pol+Σ(KΣ) = L
+
Σ and qΣ◦pol+Σ = id. In other words, pol+Σ selects that element in the Lagrangian
subspace L+Σ which has the prescribed Dirichlet data on Σ. It turns out that the Schrödinger wave
function of the vacuum state in general is,
ψ0(ϕ) = exp
(
i
2
[pol+Σ(ϕ), ϕ]Σ
)
, (47)
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where the orientation of Σ in the expression for the symplectic potential is that as the boundary of
the region to the future of Σ. Indeed, in the case of Klein-Gordon theory in Minkowski space, pol+Σ
maps configurations to positive energy solutions. On these, ∂0 yields eigenvalues −iE. Combining
this with the expression (43) for the symplectic potential and changing sign for orientation reversal
of Σ recovers the vacuum wave function (46).
In general, the vacuum wave function (47) looks exactly the same as that of a state that rep-
resents the amplitude for a spacetime region. The only difference is that the Lagrangian subspace
involved in the wave function of the vacuum is a definite one while the one involved in the wave
function representing the amplitude is a (complexified) real one. Note also that Σ is the boundary
of a spacetime region, namely the region to the future (or past) of Σ.
4 A case study: The timelike hypercylinder
In the present section we consider a first example of boundary conditions determining a choice of
vacuum on a timelike hypersurface. Recall from Section 2.4 that a choice of temporal asymptotic
vacuum (when available) is imprinted on a global Feynman propagator GF . Since we can look at
the same propagator in spacetime regions with different shapes, this gives us a means of comparing
boundary conditions on different types of hypersurfaces.
Concretely, we consider the standard vacuum of Klein-Gordon theory onMinkowski space. Using
the notation of Section 2.2 its Feynman propagator can be written in the familiar form,
GF ((t, x), (t
′, x′)) = i
∫
d3k
(2π)32E
(
θ(t− t′)e−i(Et−kx)ei(Et′−kx′) + θ(t′ − t)ei(Et−kx)e−i(Et′−kx′)
)
.
(48)
This makes transparent the future and past boundary conditions that the propagator satisfies. As
discussed in Section 2.4 we can impose these boundary conditions at the past and future boundary
of a time-interval region M = [t1, t2]× R3.
4.1 Massless theory
Let us consider now a region with timelike boundaries. We choose the timelike hypercylinder that
consists of a 3-ball B3R of radius R, centered at the origin in space, and extended over all of time,
i.e., M = R × B3R. See Figure 2. The boundary of this region is the 2-sphere S2R of radius R,
centered at the origin in space, and extended over all of time, ∂M = R×S2R. This is a timelike and
connected hypersurface. Suppose for the moment that the theory is massless, i.e., m = 0. Then the
space of complexified solutions LC∂M in a neighborhood of the boundary ∂M may be parametrized
in terms of modes as follows,
φ(t, r,Ω) =
∫ ∞
−∞
dE
p
4π
∑
ℓ,m
(
φaℓ,m(E)hℓ(pr)e
−iEtY mℓ (Ω) + φ
b
ℓ,m(E) hℓ(pr)e
iEtY −mℓ (Ω)
)
. (49)
Here Ω denotes angular coordinates on the sphere, r is the radial distance from the origin, p = |E|.
The functions Y mℓ are the usual spherical harmonics. hℓ and hℓ are the spherical Bessel functions of
the third kind, also known as Hankel functions. The sum runs over the usual angular momentum
quantum numbers, i.e., ℓ = 0, 1, . . . , and m = −ℓ,−ℓ + 1, . . . , ℓ − 1, ℓ. The integral runs over R.
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Figure 2: The region M is bounded by the hypercylinder of radius R. The interior solutions of
Klein-Gordon theory are given in terms of spherical Bessel functions jℓ, the vacuum on the exterior
in terms of propagating hℓ. For the massive case in the interior there are additionally the functions
aℓ and in the exterior the evanescent kℓ.
Real solutions are those with φaℓ,m(E) = φ
b
ℓ,m(E). The symplectic potential (178) is the bilinear
form LC∂M × LC∂M → C given by,
[φ, ξ]∂M = −R2
∫
dt dΩ ξ(t, R,Ω)(∂rφ)(t, R,Ω). (50)
The symplectic form (183) on LC∂M is its anti-symmetrization,
ω∂M (φ, ξ) =
R2
2
∫
dt dΩ (φ(t, R,Ω)(∂rξ)(t, R,Ω)− ξ(t, R,Ω)(∂rφ)(t, R,Ω)) (51)
=
∫ ∞
−∞
dE
ip
8π
∑
ℓ,m
(
ξaℓ,m(E)φ
b
ℓ,m(E)− ξbℓ,m(E)φaℓ,m(E)
)
. (52)
Note that the global (complexified) solution space can be identified not with LC∂M , but with L
C
M ,
the space of solutions in the interior of the hypercylinder. Viewed as a subspace of LC∂M , this
consists of the solutions with the property φaℓ,m(E) = φ
b
ℓ,−m(−E). To see this note that the Bessel
functions hℓ and hℓ are singular at the origin in space, i.e., at r = 0. Only in the linear combination
jℓ = (hℓ + hℓ)/2 do the singularities cancel. jℓ is the spherical Bessel function of the first kind.
It is also easy to verify using expression (52) that the subspace LM ⊆ L∂M (or LCM ⊆ LC∂M ) is a
Lagrangian subspace, as required.
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Using the modes of the expansion (49) we may rewrite the Feynman propagator (48) equivalently
as follows [18],
GF ((t, r,Ω), (t
′, r′,Ω′)) =
∫ ∞
−∞
dE
ip
2π
∑
ℓ,m
Y mℓ (Ω)Y
−m
ℓ (Ω
′)e−iEteiEt
′
(θ(r − r′)hℓ(pr)jℓ(pr′) + θ(r′ − r)hℓ(pr′)jℓ(pr)) . (53)
From this expression it is easy to read off that the boundary condition on the hypercylinder is
given by the restriction to the hℓ modes, i.e., the solutions that satisfy φ
b
ℓ,m(E) = 0. We denote this
subspace by L+
∂M
. It is easy to verify with the symplectic form (52) that this is indeed a Lagrangian
subspace. The inner product (1) takes the form,
(φ, ξ)∂M =
∫ ∞
−∞
dE
p
2π
∑
ℓ,m
(
φaℓ,m(E)ξ
a
ℓ,m(E)− φbℓ,m(E)ξbℓ,m(E)
)
. (54)
(Note the opposite orientation of ∂M and thus opposite sign compared to (51).) This is easily
seen to be positive-definite on L+
∂M
. The corresponding complex structure J∂M multiplies the hℓ
modes with i and the hℓ modes by −i. Thus, we nicely recover a notion of vacuum in the sense of
Section 3.2 as a boundary condition on the timelike hypercylinder. Moreover, this is the standard
vacuum of Klein-Gordon theory in Minkowski space.
The definite Lagrangian subspace L+
∂M
⊆ LC∂M exhibits the properties of a conventional vacuum
in another important sense, namely that of behavior with respect to infinitesimal normal evolution,
compare Section 2.2. Consider the radial derivative ∂r as acting on the space of (complexified)
germs of solutions LC∂M . Since only the spherical Bessel functions in the expansion (49) depend on
the radius r it is sufficient to focus on these exclusively. A convenient presentation is the following
[19, 10.49(i)],
hℓ(pr) = e
ipr
ℓ∑
k=0
ik−ℓ−1(ℓ+ k)!
2kk!(ℓ− k)!(pr)k+1 , hℓ(pr) = e
−ipr
ℓ∑
k=0
(−i)k−ℓ−1(ℓ + k)!
2kk!(ℓ− k)!(pr)k+1 . (55)
From this it is clear that applying ∂r to a mode containing hℓ, yields modes containing hℓ (for
different values of ℓ). Similarly this happens for the modes containing hℓ. That is, the Lagrangian
subspace L+
∂M
and its complement L−
∂M
= L+
∂M
are both invariant subspaces of the operator ∂r.
What is more, for large radius r the functions r 7→ hℓ(pr) and r 7→ hℓ(pr) become approximate
eigenfunctions of the derivative operator ∂r with imaginary eigenvalues ip and −ip respectively.
Correspondingly, the operator −J∂M∂r acquires the momentum p as its approximate eigenvalue on
all modes. Conversely, this criterion uniquely determines the complex structure J∂M . This is in
precise analogy to the role the time-evolution operator ∂0 plays in the selection of the vacuum in
traditional quantization, compare Section 2.2 and particularly expression (12). (There is a difference
in overall sign, due to the different sign for spacelike and timelike directions in the Lorentzian
metric.)
4.2 Massive theory
We continue to consider the Klein-Gordon theory in Minkowski space, but drop the restriction for
the field to be massless, i.e., we allow m 6= 0. In that case the integrals over the energy E have to
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be restricted to E2 ≥ m2 in expressions (49), (52), (53), and (54). What is more, in these same
expressions, as well as in those to follow, p becomes p =
√
|E2 −m2|. Correspondingly, the modes
in the expansion (49) do no longer describe the space of solutions near radius R completely, but
only a subspace Lp,C∂M ⊆ LC∂M . This is the subspace of propagating solutions that show oscillatory
behavior in space at large radius. We henceforth denote all corresponding solutions spaces from the
previous section with a superscript p to indicate this. There are in addition evanescent solutions
that show exponential behavior in space. We denote the subspace of these by Le,C∂M ⊆ LC∂M . To
parametrize them we use modified spherical Bessel functions given by, kℓ(z) = −iℓπhℓ(iz)/2 and
k˜ℓ(z) = kℓ(−z). For real arguments these are real functions. The kℓ modes decay exponentially
with radius, while the k˜ℓ modes grow exponentially. Complexified evanescent solutions near ∂M
(in fact anywhere away from r = 0) may be parametrized as,
φ(t, r,Ω) =
∫ m
−m
dE
p
4π
e−iEt
∑
ℓ,m
Y mℓ (Ω)
(
φxℓ,m(E)kℓ(pr) + φ
i
ℓ,m(E)k˜ℓ(pr)
)
. (56)
The real subspace Le∂M ⊆ Le,C∂M is given by the conditions φxℓ,m(E) = φxℓ,−m(−E) and φiℓ,m(E) =
φiℓ,−m(−E). The symplectic form (51) on Le,C∂M is,
ωe∂M (φ, ξ) =
∫ m
−m
dE
πp
32
∑
ℓ,m
(
ξxℓ,m(E)φ
i
ℓ,−m(−E)− ξiℓ,m(E)φxℓ,−m(−E)
)
. (57)
The symplectic form vanishes between propagating and evanescent solutions. Thus, the total sym-
plectic form on LC∂M = L
p,C
∂M ⊕Le,C∂M is simply the sum of (52) and (57). The solutions kℓ and k˜ℓ are
both singular at the origin, but the linear combination aℓ(z) := i
−ℓ+2πjℓ(iz) = k˜ℓ(z)+(−1)ℓkℓ(z) is
well behaved there. Thus, the subspace Le,CM ⊆ Le,C∂M of solutions in the interior of the hypercylinder
is determined by the condition φiℓ,m(E) = (−1)ℓφxℓ,m(E). As is easy to see with (57), LeM ⊆ Le∂M
is a Lagrangian subspace. Correspondingly, LM = L
p
M ⊕ LeM is a Lagrangian subspace of L∂M ,
as required. Note that there are no evanescent modes that are well defined and bounded in all
of Minkowski space. So, in contradistinction to the propagating modes they do not appear in the
global space of solutions.
In the massive case the Feynman propagator in terms of hypercylinder modes also receives a
contribution from the evanescent solutions. Thus, in addition to the right hand side of expression
(53), the evanescent contribution is given by [18],
GeF ((t, r,Ω), (t
′, r′,Ω′)) = −
∫ m
−m
dE
p
π3
∑
ℓ,m
Y mℓ (Ω)Y
−m
ℓ (Ω
′)e−iEteiEt
′
(θ(r − r′)kℓ(pr)aℓ(pr′) + θ(r′ − r)kℓ(pr′)aℓ(pr)) . (58)
From this expression we can read off immediately that the boundary condition on the hypercylinder
for the evanescent solutions is given by the restriction to the kℓ modes, i.e., the solutions that satisfy
φiℓ,m(E) = 0. We denote this subspace by L
e,+
∂M
⊆ Le,C∂M . It is easy to verify with (57) that this is
indeed a Lagrangian subspace. The same is thus true for the corresponding subspace comprising
both propagating and evanescent solutions, L+
∂M
= Lp,+
∂M
⊕Le,+
∂M
⊆ LC∂M . However, the inner product
(1) takes on the evanescent solutions the form,
(φ, ξ)e
∂M
=
∫ m
−m
dE
iπp
8
∑
ℓ,m
(
φxℓ,m(E)ξ
i
ℓ,m(E)− φiℓ,m(E)ξxℓ,m(E)
)
. (59)
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This is clearly not positive-definite on Le,+
∂M
. In fact, Le,+
∂M
is a neutral subspace for this inner
product, i.e., the inner product vanishes on any two elements from this subspace. In contrast to
Lp,+
∂M
⊆ Lp,C∂M , Le,+∂M is the complexification of a real Lagrangian subspace of L
e
∂M , recall that the
kℓ modes are real modes. By inspection of the inner product (1) it is clear that in this case the
isotropy property (4) implies the neutrality property.
It is also instructive to consider the action of the radial derivative operator ∂r on the space
Le∂M of evanescent germs. (On the space L
p
∂M of propagating germs the previous discussion of
the massless case fully applies.) To this end we consider the following presentation of the relevant
spherical Bessel functions of the third kind [19, 10.49(ii)],
kℓ(pr) = e
−pr
ℓ∑
k=0
π (ℓ+ k)!
2k+1k!(ℓ− k)!(pr)k+1 , k˜ℓ(pr) = e
pr
ℓ∑
k=0
π (−1)k+1(ℓ+ k)!
2k+1k!(ℓ− k)!(pr)k+1 . (60)
From this it is easy to see that the Lagrangian subspace Le,+
∂M
build out of Bessel functions kℓ,
as well as the complementary Lagrangian subspace Le,−
∂M
build out of Bessel functions k˜ℓ are both
invariant under ∂r. What is more, for large radius r the functions r 7→ kℓ(pr) and r 7→ k˜ℓ(pr)
become approximate eigenfunctions of the derivative operator ∂r with real eigenvalues −p and p
respectively. (Note that p is positive by definition.) This reflects the fact that the elements of
Le,+
∂M
(which contain kℓ-modes) are decaying solutions for large radius r, while those of L
e,−
∂M
(which
contain k˜ℓ-modes) are growing solutions for large radius r. We note that the standard vacuum
corresponds to selecting the asymptotically decaying solutions rather than the growing ones.
We conclude that the boundary condition on the hypercylinder in the massless Klein-Gordon
theory in Minkowski space induced by the standard Feynman propagator can be interpreted fol-
lowing Section 3.2 precisely as a choice of vacuum. In particular, we can construct a corresponding
Hilbert space of states associated to the hypercylinder following the prescription of Section 2.1.
This is not so in the massive theory. There we encounter instead a Lagrangian subspace that is not
definite. In particular, there is no corresponding Hilbert space in the sense of Section 2.1 and the
framework [5] referred to in Section 3.2 does not apply. (For the incomplete subset of modes that
are propagating, there is of course a definite Lagrangian subspace and corresponding Hilbert space,
as in the massless theory.)
5 The vacuum as a Lagrangian subspace
We hope to have presented sufficient evidence in previous sections to convince the reader of the
picture alluded to in the title of this work. We lay out this picture in the present section. It turns
out to be fruitful to start with classical field theory.
5.1 Classical field theory
Recall from Section 3.1 that given a spacetime region M the space LM of solutions in the interior
should give rise to a Lagrangian subspace of the space L∂M of germs of solutions on the boundary.
This works generally well if M is a compact spacetime region. This works also well for certain non-
compact regions. The principal example we have discussed is a time-interval region in a globally
hyperbolic spacetime, see Figure 3.a. We have also seen in Section 4 that this works well for Klein-
Gordon theory on the hypercylinder in Minkowski space. On the other hand, suppose we consider
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Figure 3: (a) Solutions in a time-interval regionM yield a real Lagrangian subspace LM ⊆ L∂M . (b)
The future vacuum state ψ0 on a spacelike hypersurface Σ is encoded through a definite Lagrangian
subspace L˜X ⊆ LC∂X = LCΣ. (c) The corresponding past vacuum.
amplitude
vacuum
M
X
Figure 4: Generic setting with a compact region M and non-compact exterior X . In M we have
an amplitude map while in X we have a vacuum.
the exterior of a time-interval region in a globally hyperbolic spacetime. For simplicity just restrict
to the future part, i.e., the region to the future of a given spacelike hypersurface. Generically, the
solutions show an oscillating behavior and there seems to be no natural way to single out a subspace
that is Lagrangian when restricted to germs on the hypersurface. Indeed, as we have previously
emphasized, all germs on the hypersurface, which are nothing but initial data, correspond to valid
global solutions. On the other hand, as recalled in Section 2 we do attach a Lagrangian subspace
to the hypersurface, encoding a vacuum for the quantum theory. What is more, the asymptotic
perspective reviewed in Section 2.4 suggests that we may think of this Lagrangian subspace as
associated to the region that is all of the future of the hypersurface, see Figure 3.b. (Figure 3.c
shows the corresponding “past vacuum”.) However, the Lagrangian subspace in question is a definite
Lagrangian subspace of the complexification of the space of germs on the hypersurface.
The intuitive picture that the reader should have in mind is the following. We consider a compact
(or maybe just temporally compact) region M and its complement X , see Figure 4. The physics in
M is encoded in its amplitude map ρM , corresponding to a real Lagrangian subspace LM ⊆ L∂M .
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The physics in X on the other hand gives rise to a vacuum state ψ0 on ∂M , corresponding to a
definite Lagrangian subspace L˜X ⊆ LC∂X = LC∂M . We claim that both types of Lagrangian subspaces
and correspondingly the two apparently very different notions of “interior” solution space and
“exterior” vacuum should be seen as instances of the same general structure. Using the observation
that a Lagrangian subspace of a real symplectic vector space canonically complexifies to give rise
to Lagrangian subspace of the complexified symplectic vector spaces, we arrive at the following
picture, generalizing that of Section 3.1. Thus, to each hypersurface Σ we associate a complex
symplectic vector space (LCΣ, ωΣ) that arises as the complexification of the real symplectic vector
space (LΣ, ωΣ) of germs of solutions previously considered. (We do not distinguish notationally
between the symplectic form ωΣ and its complexification.) To each regionM we associate a complex
vector space L˜M with a map L˜M → LC∂M such that the image is a complex Lagrangian subspace.
All further ingredients of the classical field theory picture of Section 3.1 are generalized accordingly.
Notably, the composition rule encoded in the exact sequence (32) is required to hold. The full
generalization of the corresponding axiomatic system for classical field theory [9, Section 4.1] is
provided in Appendix C.
It remains to specify how the spaces L˜M arise. Clearly, for the regions where the picture of
Section 3.1 works, we want to maintain it. That is, if the space LM is defined and gives rise to a
Lagrangian subspace of L∂M , we take L˜M to be its complexification L
C
M . This should hold for all
compact regions as well as for certain non-compact ones (such as the examples of the time interval
and the hypercylinder). The example of the massive Klein-Gordon theory in Section 4.2 suggests
how this generalizes to another important class of non-compact regions. Namely those regions where
it makes sense to impose a condition of asymptotic decay on the field. Indeed, we have seen that
those evanescent waves that decay with large radius in the region exterior to the hypercylinder form
a real Lagrangian subspace. Moreover, this Lagrangian subspace precisely encodes the (evanescent
part of) the standard vacuum of Klein-Gordon theory in Minkowski space. On the other hand,
L˜M should clearly give rise to a corresponding definite Lagrangian subspace when the region is one
occurring in the context of conventional quantization. The prime example here is a region occurring
as the future or past of a spacelike hypersurface in a globally hyperbolic spacetime. We return to
a more dedicated discussion of the spaces L˜M in Section 6.
5.2 Quantum field theory
The picture of unifying the real Lagrangian subspaces of solutions and the definite Lagrangian
subspaces coming from quantization in a common framework is intriguing in the classical theory.
It becomes compelling in the quantum theory.
The quantum analog of a real Lagrangian subspaceLM of solutions in a regionM is the amplitude
map ρM for that region. Transferring the picture outlined above to the quantum theory, if for a
region M the space L˜M is not a real, but a definite Lagrangian subspace, its quantum analog is
still a (generalized) amplitude map for that region. Except in this case it is one traditionally called
a vacuum. As recalled in Section 3.3 we may conveniently encode the amplitude in terms of a
Schrödinger wave function ρˆM . There is a single formula that describes this wave function in all
cases,
ρˆM (ϕ) = ZM (ϕ) = exp
(
i
2
[p˜olM (ϕ), ϕ]∂M
)
. (61)
Here, p˜olM : K
C
∂M → LC∂M is the unique linear map such that p˜olM (KC∂M ) = L˜M and q∂M ◦ p˜olM =
id. (We use the notation with the tilde to emphasize that we necessarily work with the complexified
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spaces now.) This reduces to the real case (45) of a traditional amplitude map if L˜M is a complexified
real Lagrangian subspace. It reduces to the wave function of a traditional vacuum (47) if L˜M is a
definite Lagrangian subspace.
Note that the Schrödinger representation is chosen here for convenience and brevity of presenta-
tion. There is nothing special about it with respect to the unification of the concepts of amplitude
and vacuum. This unification becomes equally manifest in other representations such as the holo-
morphic one. In the latter case this may be seen using the machinery developed in [9, 20, 5].
However, presenting the details of this is not essential to our argument and thus outside the scope
of the present article.
The key formula for evaluating the amplitude for a spacetime region M (which might be all
of spacetime) in the vacuum state and with a Weyl observable inserted in M remains (37). The
applicability of the formula is expanded, however. Consider the typical situation thatM is a space-
time region with LM ⊆ L∂M real Lagrangian and denote by X its exterior, i.e., the complementary
spacetime region which we take to be non-compact, see again Figure 4. Let D : KM → C be a
linear observable and F = exp(iD) the corresponding Weyl observable. Denote as before (compare
Section 3.2) by ADM the solution space of the inhomogeneous equations of motion for the action
SM +D and A
D
M ⊕ iLM its complexification. Now, the vacuum L˜X is a (definite or not) Lagrangian
subspace of LC∂X = L
C
∂M . Then, the vacuum expectation value of the observable F is given by
formula (37), where η ∈ ADM ⊕ iLM ∩ L˜X is unique. This gives the right result whether L˜X is a
real or a definite Lagrangian subspace of LC∂M as we have seen in the hypercylinder example of
Section 4.
The formula can further be extended to the boundary-less case that M is all of spacetime if
the ingredients are suitably interpreted. Then, η ∈ ADM ⊕ iLM ∩ L˜∂M , where ADM and LM are now
interpreted as global inhomogeneous and respectively homogeneous solutions. On the other hand
we take LC∂M to be the complexified space of asymptotic solutions, i.e., the space of solutions that
are defined only near the “boundary” ∂M of spacetime “at infinity”. L˜M ⊆ LC∂M is the Lagrangian
subspace implementing the choice of vacuum. We are deliberately vague here about what we mean
by this “boundary”. One might think of boundaries of conformal compactifications for example.
We leave this to be made precise in future work.
6 The choice of vacuum
In this section we turn to the question of how a space L˜M of (complexified) solutions is associated to
a spacetime region M . As already discussed in Sections 3.1 and 5.1, for compact spacetime regions
and for certain non-compact ones the space LM of solutions inM is naturally a Lagrangian subspace
of the space L∂M of germs on the boundary ∂M . L˜M is then just its complexification L
C
M . As also
indicated in Section 5.1 this generalizes to non-compact regions where it makes sense to impose a
condition of asymptotic decay on the field. For other non-compact regions a decay condition does
not make sense. The prime example is the future or past half of a globally hyperbolic spacetime
bounded by a spacelike hypersurface. Indeed, as this is the home for the conventional notion of
vacuum we do not expect to obtain a real Lagrangian subspace, but rather a definite Lagrangian
subspace. In Section 2.2 we have reviewed how the choice of this Lagrangian subspace can be
addressed via an infinitesimal approach tied to a notion of time evolution. In the present section
we integrate this into a more general infinitesimal approach for the selection of (generalized) vacua
(Section 6.1). Subsequently we seek to formalize an approach based on generalized asymptotic
decay conditions (Section 6.2).
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6.1 Infinitesimal approach
Suppose we have a non-compact spacetime region X where imposing an asymptotic decay condition
on the field yields a real Lagrangian subspace LX ⊆ L∂X . Then, we might try to determine if a given
germ in L∂X , when extended into X decays or not by looking at its behavior in a neighborhood
of the hypersurface ∂X . More concretely, we suppose we have a normal derivative operator ∂n,
pointing to the interior of X , acting on L∂X . Then, spectrally decomposing ∂n, we should expect it
to exhibit positive or negative eigenvalues for solutions depending on whether they grow or decay
under continuation into X . Thus, LX should correspond to the subspace of L∂X that is spanned
by the eigenspaces for negative eigenvalues of ∂n.
The evanescent solutions of the massive Klein-Gordon field provide an example for precisely this
situation. Recall Section 4.2. The region in question is the exterior X of the solid hypercylinderM
and the normal derivative is the radial one, which we denoted ∂r. The Lagrangian subspace L
e
X (
e
indicates restriction to evanescent solutions) is called Le,+
∂M
= Le,+∂X there. As we have seen there, it
is the subspace of L∂X = L∂M where ∂r has negative asymptotic eigenvalues, namely −p, where p
is the total momentum.
In general, a normal derivative operator ∂n on the space LΣ of germs on a hypersurface (bound-
ary or not) does not need to be spectrally decomposable. Recall in particular the situation cor-
responding to a conventional vacuum, see Section 2.2 and 2.3. More specifically, consider Klein-
Gordon theory on an equal-time hypersurface Σ in Minkowski space. Then the square ∂20 of the
time-derivative operator ∂0 has negative eigenvalues. Thus, to decompose ∂0 we need to complexify
LΣ to L
C
Σ and the eigenvalues are imaginary. The solutions are oscillatory. So, how does this fit
together with the idea of decaying solutions? On the face of it it does not, but we can “make”
some solutions decaying by Wick rotation. That is, we rotate ∂0 by 90
◦ in the complex plane by
multiplying it with −i (or i). We then declare those solutions “decaying” that correspond to nega-
tive eigenvalues of −i∂0 (or i∂0). Recall from Section 2.2 that choosing −i makes the corresponding
Hamiltonian positive. Multiplying instead by i makes it negative. The right choice depends in
general on conventions and coherence. The Lagrangian subspace of the selected solutions is what
we declare L˜M to be if Σ is the boundary of M . This subspace is by construction not the complex-
ification of a real subspace, but rather a complex subspace that is complementary to its complex
conjugate. What is more, looking at the explicit structure of the symplectic form (15) this should
even be a definite subspace with respect to the inner product (1).
This approach should work in somewhat more generality, e.g., for spacelike hypersurfaces in
globally hyperbolic spacetime (bounding a half of spacetime). It also works in the example of the
Klein-Gordon theory on the hypercylinder for propagating solutions, recall Section 4.1. There,
the asymptotic eigenvalues of the radial derivative operator ∂r are ip and −ip, with p the total
momentum. Indeed, the vacuum Lagrangian subspace L˜X in the exterior region X , called there
L+
∂M
= L+∂X , corresponds precisely to selecting the negative asymptotic eigenspaces of i∂r. (The
choice of i∂r rather than −i∂r ensures consistency with the standard vacuum and is related to the
opposite signature between spacelike and timelike directions in the metric.)
Summarizing, the infinitesimal approach starts with a normal derivative operator ∂n on the space
LΣ of germs on the hypersurface Σ in question. If the operator has real eigenvalues, the eigenspaces
with negative eigenvalues are chosen to form a real Lagrangian subspace. If the operator has
imaginary eigenvalues, the space LΣ is complexified to L
C
Σ, the derivative operator is Wick rotated
to i∂n (or −i∂n) and the eigenspaces with negative eigenvalues of the rotated operator are taken
to form a Lagrangian subspace. Of course, the derivative operator might not have eigenvalues that
are restricted to being either only real or only imaginary. One might imagine that in some cases
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one can define sensible generalizations of the Wick rotation procedure. On the other hand, it is
clear that the presented method has important limitations. We also have not elaborated on how
exactly one would choose a normal derivative operator in general. There might not even be a good
choice for such an operator.
6.2 Asymptotic field propagator approach
We proceed to describe a method for selecting a vacuum that relies on a particular formalization of
the notion of asymptotic boundary conditions. To this end we suppose that the spacetime region X
in question is foliated into a collection of hypersurfaces Σs, indexed by a real parameter s ∈ [0,∞),
such that Σ0 coincides with the boundary ∂X . Denote by Xs the subregion of X enclosed between
the hypersurfaces Σ0 and Σs. That is, the boundary ∂Xs decomposes into the disjoint union Σ0⊔Σs.
Note that we orient Σ0 and Σs both as boundaries of a region spanned by the larger values of s.
Thus, as a boundary component of Xs, Σs has opposite orientation. Correspondingly, the space
of germs on the boundary decomposes as L∂Xs = LΣ0 × LΣs . We consider the Schrödinger field
propagator (41), which we write as a function of two arguments, separating K∂Xs = KΣ0 ×KΣs ,
ZXs(ϕ,ϕ
′) =
∫
KXs ,φ|0=ϕ,φ|s=ϕ
′
Dφ eiSXs (φ). (62)
The basic idea of the asymptotic method for obtaining the field propagator for the region X is
rather simple. We want to impose that the field vanish at “infinity”, that is for s → ∞. To this
end we cut the region off to obtain Xs, make the field vanish on Σs, then send s to infinity. That
is, we define ZX as,
ZX(ϕ) := lim
s→∞
ZXs(ϕ, 0). (63)
Using further ingredients of the Schrödinger representation (compare Section 3.3) we can make
this more precise. We assume the Lagrangian subspace property LXs ⊆ L∂Xs for the region Xs.
This (together with genericity) implies then that we have a linear map polXs : K∂Xs → L∂Xs
satisfying polXs(K∂Xs) = LXs and q∂Xs ◦ polXs = id. We rewrite polXs in terms of components
as, pol0[0,s] : KΣ0 ×KΣs → LΣ0 and pols[0,s] : KΣ0 ×KΣs → LΣs . We can then reexpress the field
propagator with (45) as,
ZXs(ϕ,ϕ
′) = exp
(
i
2
(
[pol0[0,s](ϕ,ϕ
′), ϕ]0 − [pols[0,s](ϕ,ϕ′), ϕ′]s
))
. (64)
Then, the limit (63) works out to,
ZX(ϕ) = lim
s→∞
exp
(
i
2
[pol0[0,s](ϕ, 0), ϕ]0
)
. (65)
On the other hand, a Lagrangian subspace LX ⊆ L∂X yields a corresponding linear map polX :
K∂X → L∂X satisfying polX(K∂X) = LX and q∂X ◦ polX = id. (Note ∂X = Σ0.) Conversely, polX
uniquely determines LX . Thus, comparing the field propagator (45) determined by LX with the
limit (65) given above we get,
polX(ϕ) = lim
s→∞
pol0[0,s](ϕ, 0). (66)
In particular, the limit on the right hand side determines thus the Lagrangian subspace LX .
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We consider again the example of the evanescent waves for massive Klein-Gordon theory on
the hypercylinder in Minkowski space (Section 4.2). Thus, fix a radius R and let X be the region
exterior to the hypercylinder of radius R. We foliate this region by radius so that the leaf indexed
by a parameter value s ∈ [0,∞) is the hypercylinder of radius R + s. One can then show that the
relevant expression in the exponential of the right hand side of (65) is [18],
[pol0[0,s](ϕ, 0), ϕ]0
= R2
∫
dt dΩϕ(t,Ω)
(
p
(
kℓ (p(R+ s)) k˜
′
ℓ (pR)− k˜ℓ (p(R+ s)) k′ℓ (pR)
)
kℓ (p(R + s)) k˜ℓ (pR)− k˜ℓ (p(R+ s)) kℓ (pR)
ϕ
)
(t,Ω). (67)
We use here a rather compact notation where the expression forming the fraction is understood
as acting as an operator on the field configuration ϕ on the right-hand side. More precisely, the
expression represents the eigenvalue of the operator when ϕ is decomposed into spherical harmonics
(indexed by ℓ and m) in space and into Fourier modes in time (indexed by the energy E with
p =
√
m2 − E2). Noting that kℓ decays exponentially in radius we have
lim
s→∞
kℓ (p(R + s)) = 0. (68)
Thus, for the limit of (67) we get,
[polX(ϕ), ϕ]0 = lims→∞
[pol0[0,s](ϕ, 0), ϕ]0 = R
2
∫
dt dΩϕ(t,Ω)
(
p k′ℓ (pR)
kℓ (pR)
ϕ
)
(t,Ω). (69)
Comparing this with expression (50) for the symplectic potential it is easy to see that the fraction is
precisely the radial derivative if polX : K∂X → L∂X maps onto the kℓ-modes. Thus, the Lagrangian
subspace LX ⊆ L∂X is precisely that of the decaying kℓ-modes, called Le,+
∂M
= Le,+∂X in Section 4.2,
recovering the standard vacuum. As expected, this is also in agreement with the infinitesimal
approach.
We proceed to the situation where imposing a vanishing boundary condition at s→∞ does not
make sense, because solutions show an oscillating behavior in the s-direction. The prime example
is of course that of a globally hyperbolic spacetime with s representing a time parameter, i.e., the
setting of the conventional notion of vacuum. As we have seen in Section 6.1, we can deal with
this in the infinitesimal setting through a Wick rotation. We proceed to describe an asymptotic
version of the notion of Wick rotation. Here, rather than to the corresponding derivative operator
we apply the Wick rotation to the evolution parameter s. Thus, we consider the same limit (63)
for the field propagator, but only after rotating s to −is (or is). As is easy to see, choosing −is (or
is) here corresponds precisely to choosing −i∂s (or i∂s) in the infinitesimal approach. That is, −is
corresponds to a positive (generalized) Hamiltonian. Repeating the same steps as above, we arrive
for the field propagator at the expression,
ZX(ϕ) = lim
s→∞
exp
(
i
2
[pol0[0,−is](ϕ, 0), ϕ]0
)
. (70)
The analogue of equation (66) is now,
p˜olX(ϕ) = lims→∞
pol0[0,−is](ϕ, 0). (71)
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We have used here the notation p˜olX : K
C
∂X → LC∂X with a tilde to emphasize that we necessarily
work with the complexified spaces now. This determines the complex Lagrangian subspace L˜X
through the properties of p˜olX . These are, p˜olX(K∂X) = L˜X and q∂X ◦ p˜olX = id.
The recovery of the standard vacuum from a time foliation of Minkowski space for Klein-Gordon
theory is the prime example for the Wick rotated setting. Thus, let X be the region to the future
of the spacelike hypersurface at t = 0 and set s = t. With the conventions of Section 2.2 we then
have [21],
[pol0[0,s](ϕ, 0), ϕ]0 =
∫
d3xϕ(x)
(
E cos(Es)
sin(Es)
ϕ
)
(x). (72)
Again, we understand the fractional expression as an operator specified through its eigenvalues on
plane wave modes labeled by E. Performing the Wick rotation, with s replaced by −is we get,
[pol0[0,−is](ϕ, 0), ϕ]0 =
∫
d3xϕ(x)
(
iE cosh(Es)
sinh(Es)
ϕ
)
(x). (73)
Taking the limit s→∞, we obtain,
[p˜olX(ϕ), ϕ]0 = lim
s→∞
[pol0[0,−is](ϕ, 0), ϕ]0 =
∫
d3xϕ(x) (iE ϕ) (x). (74)
Comparing this with expression (43) for the symplectic potential we recognize−iE as the eigenvalues
of the time-derivative operator ∂0 for the positive energy modes. Thus, we recover precisely the
definite Lagrangian subspace L+ ⊆ LC∂X as the image of p˜olX corresponding to the standard vacuum
of Klein-Gordon theory in Minkowski space. In particular, the Schrödinger wave function for the
vacuum is (46).
As a second example, already discussed in the infinitesimal approach, we consider the propa-
gating waves of Klein-Gordon theory on the hypercylinder in Minkowski space (Section 4.1). Ge-
ometrically the setting is the same as that for the evanescent waves. That is, the region X is the
exterior of the hypercylinder and we foliate it by radius. Thus, Xs is bounded by hypercylinders
of radius R and R+ s. Then [22],
[pol0[0,s](ϕ, 0), ϕ]0
= R2
∫
dt dΩϕ(t,Ω)
p
(
hℓ (p(R+ s))h′ℓ (pR)− hℓ (p(R + s))h′ℓ (pR)
)
hℓ (p(R+ s)) hℓ (pR)− hℓ (p(R+ s))hℓ (pR)
ϕ
 (t,Ω). (75)
We Wick rotate s. In accordance with the infinitesimal approach we replace s by is (rather than
by −is). As can be read off from expression (55) we then have,
lim
s→∞
hℓ (p(R+ is)) = 0. (76)
This yields,
[p˜olX(ϕ), ϕ]0 = lim
s→∞
[pol0[0,is](ϕ, 0), ϕ]0 = R
2
∫
dt dΩϕ(t,Ω)
(
p h′ℓ (pR)
hℓ (pR)
ϕ
)
(t,Ω). (77)
Comparison with (50), taking into account the opposite sign due to opposite orientation lets us
conclude that p˜olX maps onto the hℓ-modes. That is, the Lagrangian subspace L˜X is the space
29
called L+
∂M
= L+∂X in Section 4.1, spanned by the hℓ-modes. As expected, this is in agreement with
the infinitesimal approach and recovers the standard vacuum.
As for the infinitesimal method we remark that the asymptotic method will have a limited range
of applicability. In some cases a suitable modification might be apparent. We consider an example
of such a modification in Section 7.2.2.
7 Further examples
In the present section we showcase the applicability of our framework for defining and encoding
vacua (Section 5) to different types of regions and on different types of hypersurfaces, complementing
the hypercylinder example of Section 4. At the same time, we demonstrate the methods for vacuum
selection of Section 6. All the presented examples concern Klein-Gordon theory in simple and well
understood settings, including among other elements timelike hypersurfaces, Euclidean space and
curved spacetime.
7.1 Minkowski space: vacuum on timelike hyperplanes
In preceding sections the standard Minkowski vacuum was reviewed on spacelike hyperplanes (Sec-
tion 2) and constructed on the hypercylinder (Section 4). In this section we consider the vacuum
on a timelike hyperplane. This type of hypersurface in Klein-Gordon theory was first considered in
[21], where only propagating modes where taken into account. As before, we consider coordinates
(t, x1, x2, x3) where t is time and xi are spatial coordinates. Consider the hyperplane Σ given by
x1 = 0. We are interested in the vacuum “to the right”, i.e., corresponding to the region with
x1 ≥ 0. The space of (complexified) solutions around Σ contains both propagating and evanescent
solutions. The space Lp,CΣ of complexified propagating solutions may be parametrized as,
φ(t, x1, x2, x3) =
∫
dk2 dk3
(2π)3/2
∫
|E|>k˜
dE eiEt−ik2x2−ik2x3
(
φa(E, k2, k3)e
ikx1 + φb(E, k2, k3)e
−ikx1
)
,
(78)
where k˜ =
√
k22 + k
2
3 +m
2, k =
√
|E2 − k˜2| and the integrals in k2 and k3 are over R. These solu-
tions are characterized by an oscillatory behavior in the x1 direction. The space L
e,C
Σ of complexified
evanescent solutions,
φ(t, x1, x2, x3) =
∫
dk2 dk3
(2π)3/2
∫ k˜
−k˜
dE eiEt−ik2x2−ik2x3
(
φx(E, k2, k3)e
−kx1 + φi(E, k2, k3)e
kx1
)
, (79)
consists of real exponential modes in x1. The symplectic potential (178) on the hypersurface Σ (as
a boundary of a region with x1 ≥ 0) is the bilinear form LΣ × LΣ → R given by
[φ, φ′] =
∫
dt dx2 dx3 φ
′(t, x1, x2, x3)(∂1φ)(t, x1, x2, x3), (80)
where ∂1 denotes the partial derivative w.r.t. the coordinate x1, namely it is the normal derivative
w.r.t. the hyperplane Σ. The symplectic form (183) on Σ is
ω(φ, ξ) =
1
2
∫
dt dx2 dx3 (ξ(t, x1, x2, x3)(∂1φ)(t, x1, x2, x3)− φ(t, x1, x2, x3)(∂1ξ)(t, x1, x2, x3)) .
(81)
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It is easy to show that it vanishes between propagating and evanescent solutions. We thus have
a corresponding orthogonal decomposition LCΣ = L
p,C
Σ ⊕ Le,CΣ of the complexified solution space,
analogous to the massive theory on the hypercylinder, compare Section 4.2. In contrast to the
hypercylinder, however, evanescent waves occur on the timelike hyperplane even in the massless
theory.
We proceed to consider the Lagrangian subspaces determining the vacuum on the timelike
hyperplane. For propagating modes, the symplectic form (81) reads,
ωp(φ, ξ) = i
∫
dk2 dk3 k
∫
|E|>k˜
dE(
φa(E, k2, k3)ξ
b(−E,−k2,−k3)− φb(E, k2, k3)ξa(−E,−k2,−k3)
)
. (82)
This yields the inner product (1),
(φ, ξ)p = 4
∫
dk2 dk3 k
∫
|E|>k˜
dE
(
φa(E, k2, k3)ξ
a(E, k2, k3)− φb(E, k2, k3)ξb(E, k2, k3)
)
. (83)
This results to be positive-definite for φb(E, k2, k3) = 0, which defines a positive-definite Lagrangian
subspace Lp,+Σ ⊆ Lp,CΣ which we take to define the propagating part of the vacuum.
On the other hand, in the whole spacetime region with x1 ≥ 0, of the evanescent modes only
those decaying as e−kx1 are well behaved. This corresponds to the condition φi(E, k2, k3) = 0.
These solutions form a Lagrangian subspace Le,+Σ ⊆ Le,CΣ as can be seen from the expression of the
symplectic form,
ωe(φ, ξ) =
∫
dk2 dk3 k
∫ k˜
−k˜
dE
(
φi(E, k2, k3)ξ
x(−E,−k2,−k3)− φx(E, k2, k3)ξi(−E,−k2,−k3)
)
.
(84)
As for the case of the massive hypercylinder studied in Section (4.2), the subspace Le,+Σ turns out
to be a neutral subspace since the inner product (1) vanishes when computed on two elements of
this subspace.
With the Lagrangian subspaces determined we can almost immediately write down the corre-
sponding presentation of the Feynman propagator. Its propagating part reads,
GpF ((t, x1, x2, x3), (t
′, x′1, x
′
2, x
′
3)) =
∫
dk2 dk3
i
2k(2π)3
∫
|E|>k˜
dE
eiEte−iEt
′
e−ik2x2eik2x
′
2e−ik3x3eik3x
′
3
(
θ(x1 − x′1)eikx1e−ikx
′
1 + θ(x′1 − x1)eikx
′
1e−ikx1
)
. (85)
The evanescent part is,
GeF ((t, x1, x2, x3), (t
′, x′1, x
′
2, x
′
3)) =
∫
dk2 dk3
1
2k(2π)3
∫ k˜
−k˜
dE
eiEte−iEt
′
e−ik2x2eik2x
′
2e−ik3x3eik3x
′
3
(
θ(x1 − x′1)e−kx1ekx
′
1 + θ(x′1 − x1)e−kx
′
1ekx1
)
. (86)
The total propagator is the sum, GF = G
p
F + G
e
F . This is easily verified to be the Feynman
propagator of the standard vacuum, equivalent to expression (48) as well as the sum of (53) and
(58).
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Let us consider the infinitesimal approach to vacuum selection presented in Section 6.1. As
already mentioned, the evanescent modes e−kx1 that form the complexified real Lagrangian subspace
Le,+Σ satisfy an asymptotic decay condition. They are indeed precisely the eigenmodes of the
normal derivative operator ∂1 with negative eigenvalues. In contrast, the propagating modes show
oscillatory behavior. But, Wick rotating the derivative operator to i∂1 yields negative eigenvalues
precisely for the modes in the positive-definite Lagrangian subspace Lp,+Σ . Thus, we obtain exactly
the expected results.
We proceed to the asymptotic field propagator approach for vacuum selection (Section 6.2). Let
X be the region to the right of Σ0 = Σ, i.e., with x1 ≥ 0. This region can be foliated in terms
of timelike hyperplanes. In particular we consider the subregion Xs = R × [0, s] × R2 relative to
the coordinates (t, x1, x2, x3), namely the region bounded by two hyperplanes defined by constant
values of the spatial coordinate x1: the hyperplane Σ0 and the hyperplane Σs given by x1 = s. The
parameter s used in Section 6.2 now represents the spatial coordinate x1. The boundary solution
space L∂Xs decomposes as L∂Xs = LΣ0 ⊕ LΣs .
For the evanescent modes, we expect to get the Schrödinger vacuum wave function via the limit
(65) of the field propagator. The relevant quantity is,
[pol0[0,s](ϕ, 0), ϕ]0 =
∫
dt dx˜ ϕ(t, x˜)
(−k cosh(ks)
sinh(ks)
ϕ
)
(t, x˜), (87)
where x˜ is a compact notation for the coordinates (x2, x3) and the fraction represents an operator
acting on a mode expansion of the field configuration. Then limit (65) yields the evanescent part
of the field propagator for X ,
ZeX(ϕ) = exp
(
− i
2
∫
dt dx˜ ϕ(t, x˜) (kϕ) (t, x˜)
)
. (88)
From this we can read off by comparison to the negative of (80) the eigenvalues −k of the decaying
modes, in accordance with our previous results.
For propagating modes, an asymptotic vanishing condition at spatial infinity can not be imposed
due to the oscillatory character of solutions. Instead, we Wick rotate the parameter s describing
spatial evolution to is, corresponding to rotating ∂1 to i∂1. That is, we consider the field propagator
in X as the limit (70), except with is instead of −is. This is,
ZpX(ϕ) = lims→∞
exp
(
i
2
[pol0[0,is](ϕ, 0), ϕ]0
)
, (89)
= lim
s→∞
exp
(
i
2
∫
dt dx˜ ϕ(t, x˜)
(−k cos(kis)
sin(kis)
ϕ
)
(t, x˜)
)
, (90)
= lim
s→∞
exp
(
i
2
∫
dt dx˜ ϕ(t, x˜)
(−k cosh(ks)
i sinh(ks)
ϕ
)
(t, x˜)
)
, (91)
= exp
(
−1
2
∫
dt dx˜ ϕ(t, x˜) (kϕ) (t, x˜)
)
. (92)
Again, this can be seen to be in accordance with our previous results.
7.2 Rindler space
We consider the massive Klein-Gordon theory in 2-dimensional Rindler space, which corresponds
to the right wedge of 2-dimensional Minkowski space. It can be described by the metric ds2 =
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tx, η = 0
η = −∞
η =∞ η = s
Xs
Figure 5: Rindler space corresponds to the right wedge of Minkowski space; it is bounded by the
half-lines η = ±∞. In this spacetime we consider the region Xs = [0, s]× R+.
ρ2dη2−dρ2, where ρ ∈ R+ and η ∈ R are the spatial and temporal Rindler coordinates respectively.
The Klein-Gordon equation takes the form,(−ρ∂ρρ∂ρ + ∂2η +m2ρ2)φ(η, ρ) = 0, (93)
where ∂η and ∂ρ denote partial derivatives w.r.t. the coordinates η and ρ respectively. The temporal
part is solved by the modes epη with p ∈ C. Propagating modes (in time) correspond to imaginary
values of p. The solution of the spatial part is given by the modified Bessel functions of the first and
second kind, Ip(mρ) and Kp(mρ) respectively, which constitute a pair of linear independent solu-
tions of the modified Bessel equation.6 These functions present the following asymptotic behavior:
According to formulas 10.30.1 and 10.30.2 of [19], for ℜp > 0 and small values of their argument
(z ≪ 1) respectively,
Ip(z) ∼ (z/2)
p
Γ(p+ 1)
, Kp(z) ∼ 1
2
Γ(p)(z/2)−p. (96)
Their behavior for large values of the argument (z ≫ 1) is given by formulas 10.34.1 and 10.34.2 of
[19],
Ip(z) ∼ e
z
√
2πz
, Kp(z) ∼
√
π
2z
e−z. (97)
7.2.1 Region bounded by equal Rindler-time hyperplanes
In order to obtain the vacuum on a half-line of constant Rindler time, say Σ0 : {η = 0}, we
consider the region X in the future of Σ0 and the subregion Xs bounded by Σ0 and the half-line
6The linear independence of Ip and Kp is manifested by the Wronskian between these function (see expres-
sion 10.28.2 of [19]),
I′
p
(z)Kp(z)− Ip(z)K
′
p
(z) =
1
z
, (94)
with the prime denoting the derivative of the Bessel function with respect to its argument. Notice that another pair
of linear independent solutions is provided by I−p and Ip, that satisfy (formula 10.28.1 of [19]),
Ip(z)I
′
−p(z)− I
′
p
(z)I−p(z) = −
2 sin(ppi)
zpi
. (95)
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Σs : {η = s}, namely the region Xs = [0, s]×R+ (see Figure 5). The region is unbounded in space
and therefore only the modified Bessel functions of the second kind, Kp, are admissible modes for
the field due to the asymptotic decay (97); moreover, because of the behavior (96) imaginary values
of the momentum p must be selected. So, complexified solutions contain only propagating modes
and can be written as,
φ(η, ρ) =
∫ ∞
0
dp
(
φa(p)e−ipη + φb(p)eipη
)
Kip(mρ). (98)
The symplectic potential (178) and symplectic form (183) on a half-line Σ (oriented as the boundary
of a region to the future) take the form, respectively,
[φ, ξ] = −
∫ ∞
0
dρ
ρ
ξ(η, ρ)(∂ηφ)(η, ρ), (99)
ω(φ, ξ) =
1
2
∫ ∞
0
dρ
ρ
(φ(η, ρ)(∂ηξ)(η, ρ)− ξ(η, ρ)(∂ηφ)(η, ρ)) , (100)
=
i
2
∫ ∞
0
dp
π2
sinh(pπ)
(
φa(p)ξb(p)− ξa(p)φb(p)) . (101)
Here, the following identity has been used,∫ ∞
0
dρ
ρ
Kip(ρ)Kip′(ρ) =
π2
2p sinh(pπ)
δ(p− p′). (102)
Consequently, the inner product (1) is,
(φ, ξ) = 2i
∫ ∞
0
dρ
ρ
(
φ(η, ρ)∂ηξ(η, ρ)− ξ(η, ρ)∂ηφ(η, ρ)
)
, (103)
= 2
∫ ∞
0
dp
π2
sinh(pπ)
(
φa(p)ξa(p)− φb(p)ξb(p)
)
. (104)
As the solutions (98) show oscillatory behavior in Rindler time, we expect a vacuum determined by
a definite Lagrangian subspace. Indeed, the inner product is positive-definite on the subspace L+Σ =
{φ ∈ LCΣ : φb(p) = 0} consisting of the modes e−ipηKip(mρ). On these, the Wick rotated derivative
operator −i∂η has negative eigenvalues −p. We are thus in a situation completely analogous to
the standard vacuum on an equal-time hyperplane in all of Minkowski space, see Section 2.2. The
expression of the corresponding Feynman propagator has been obtained in [23],
GF ((η, ρ), (η
′, ρ′))
= i
∫ ∞
0
dp
sinh(pπ)
π2
(
θ(η − η′)e−ipηeipη′ + θ(η′ − η)e−ipη′eipη
)
Kip(mρ)Kip(mρ
′). (105)
The alternative determination of the vacuum via the asymptotic limit of the field propagator in
Xs proceeds also in analogy to the Minkowski case, see Section 6.2. The relevant quantity here is,
[pol0[0,s](ϕ, 0), ϕ]0 =
∫ ∞
0
dρ
ρ
ϕ(ρ)
(
p cos(ps)
sin(ps)
ϕ
)
(ρ), (106)
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Figure 6: Spacetime region bounded by two hyperbola of constant Rindler spatial coordinates at
ρ1 and ρ2 with ρ2 > ρ1. The boundary of Rindler corresponds to ρ = 0.
where p is to be understood as the operator p =
√
(ρ∂ρ)2 −m2. We implement the Wick rotation
s 7→ −is and obtain according to formula (70),
ZX(ϕ) = lim
s→∞
exp
(
i
2
[pol0[0,−is](ϕ, 0), ϕ]0
)
, (107)
= lim
s→∞
exp
(
−1
2
∫ ∞
0
dρ
ρ
ϕ(ρ)
(
p cosh(ps)
sinh(ps)
ϕ
)
(ρ)
)
, (108)
= exp
(
−1
2
∫ ∞
0
dρ
ρ
ϕ(ρ) (pϕ) (ρ)
)
. (109)
The last expression coincides, apart from a normalization factor, with formula (35) of [23] giving
the Schrödinger vacuum wave function of the scalar field on the equal Rindler time half-line. (Note
that complex conjugation is trivial here.)
7.2.2 Region bounded by hyperbolas
A curve described by a constant value of the Rindler spatial coordinate corresponds to a hyperbola.
Consider the region X[ρ1,ρ2] bounded by two hyperbolas Σρ defined by ρ = ρi with i = 1, 2, namely
the region R× [ρ1, ρ2] (see Figure 6); the evolution parameter s now represents the Rindler spatial
coordinate. With the purpose of avoiding exponentially growing solutions in time, p is restricted
to take imaginary values. On the other hand, both types of Bessel function enter in the expansion
of complexified solutions:7
φ(η, ρ) =
∫ ∞
−∞
dp eipη
(
φa(p)Ii|p|(mρ) + φ
b(p)Kip(mρ)
)
. (111)
7The absolute value of p that appears in the index of the modified Bessel function of the first kind is due to
guarantee the independence of these functions, since the modified Bessel function of the second kind can be expressed
as in expression 10.27.4 of [19],
Kν(z) =
pi
2
I−ν(z)− Iν(z)
sin(νpi)
, (110)
valid for ν 6= 0,±1,±2, . . . and, for purely imaginary order, Iip(z) = I−ip.
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Notice that both modified Bessel functions of imaginary order present an oscillatory behavior for
small values of their argument, according to (96) and an exponential one for large values of their
argument, as shown by expression (97). The symplectic potential (178) on a hyperbola Σρ (as a
boundary of a region of smaller values of ρ) is defined in terms of the normal derivative to Σρ,
namely the derivative operator ρ∂ρ,
[φ, ξ]ρ = −
∫ ∞
−∞
dη ξ(η, ρ)(ρ∂ρφ)(η, ρ). (112)
Consequently, the symplectic form (183) on Σρ is
ωρ(φ, ξ) =
1
2
∫ ∞
−∞
dη (φ(η, ρ)(ρ∂ρξ)(η, ρ)− ξ(η, ρ)(ρ∂ρφ)(η, ρ)) , (113)
= π
∫ ∞
−∞
dp
(
ξa(p)φb(−p)− ξb(p)φa(−p)) . (114)
The inner product (1) takes the form
(φ, ξ)ρ = −4πi
∫ ∞
−∞
dp
(
φa(p)
(
ξb(p)− 2i sinh(|p|π)
π
ξa(p)
)
− φb(p)ξa(p)
)
. (115)
The difficulty to read off from this expression a positive-definite subspace suggests to chose a
different parametrization of the field. In particular, the field can be expanded in the basis provided
by the modified Bessel function Ii|p| and its complex conjugate,
φ(η, ρ) =
∫ ∞
−∞
dp eipη
(
φa(p)Ii|p|(mρ) + φ
b(p)Ii|p|(mρ)
)
. (116)
The symplectic form (114) and the inner product (115) in this parametrization result to be equal
respectively to,
ωρ(φ, ξ) = 2i
∫ ∞
−∞
dp sinh(|p|π) (ξa(p)φb(−p)− ξb(p)φa(−p)) , (117)
(φ, ξ)ρ = 8
∫ ∞
−∞
dp sinh(|p|π)
(
φb(p)ξb(p)− φa(p)ξa(p)
)
. (118)
These relations show that the subspace L+Σρ defined by the condition φ
a(p) = 0 is a positive-definite
Lagrangian subspace.
In order to obtain the expression of the symplectic potential with Dirichlet boundary conditions
in X[ρ1,ρ2] it is convenient to express classical solutions in terms of the boundary field configurations
ϕ1 and ϕ1 at ρ1 and ρ2 respectively,
φ(η, ρ) =
(
∆(p, ρ, ρ2)
∆(p, ρ1, ρ2)
ϕ1
)
(η) +
(
∆(p, ρ1, ρ)
∆(p, ρ1, ρ2)
ϕ2
)
(η), (119)
where the quotients are understood as operators acting on a mode decomposition of the field
configurations, ϕ(η) =
∫
dpϕ(p)eipη and
∆(p, ρ1, ρ2) = Ii|p|(mρ1)Ii|p|(mρ2)− Ii|p|(mρ2)Ii|p|(mρ1). (120)
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The symplectic potentials (112) on ρ1 and ρ2 with these boundary conditions are then,
[polρ1[ρ1,ρ2](ϕ1, ϕ2), ϕ1]ρ1
=
∫ ∞
−∞
dη
(
ϕ1(η)
(
ρ1mσ(p, ρ2, ρ1)
∆(p, ρ1, ρ2)
ϕ1
)
(η) + ϕ1(η)
(
2i sinh(|p|π)
π∆(p, ρ1, ρ2)
ϕ2
)
(η)
)
, (121)
[polρ2[ρ1,ρ2](ϕ1, ϕ2), ϕ2]ρ2
= −
∫ ∞
−∞
dη
(
ϕ2(η)
(
ρ2mσ(p, ρ1, ρ2)
∆(p, ρ1, ρ2)
ϕ2
)
(η) + ϕ2(η)
(
2i sinh(|p|π)
π∆(p, ρ1, ρ2)
ϕ1
)
(η)
)
, (122)
where σ(p, ρ1, ρ2) = Ii|p|(mρ1)I
′
i|p|(mρ2)− I ′i|p|(mρ2)Ii|p|(mρ1).
In order to obtain the vacua on each side of the hyperbola we apply the asymptotic propagator
method (Section 6.2) and consider the two corresponding limits: ρ1 → 0 and ρ2 →∞.
• Limit ρ1 → 0.
According to (96), both modified Bessel functions present an oscillatory behavior in this limit
because of the imaginary index. Notice that,
∆(p, ρ1, ρ2)
∣∣
ρ1≪1
∼ Ii|p|(mρ2)
(mρ1/2)
i|p|
Γ(1 + i|p|) − Ii|p|(mρ2)
(mρ1/2)
−i|p|
Γ(1− i|p|) , (123)
σ(p, ρ1, ρ2)
∣∣
ρ1≪1
∼ I ′i|p|(mρ2)
(mρ1/2)
i|p|
Γ(1 + i|p|) − I
′
i|p|(mρ2)
(mρ1/2)
−i|p|
Γ(1− i|p|) . (124)
A simple Wick rotation ρ1 7→ iρ1 (or with negative sign) clearly does not lead to a well defined
limit when ρ1 → 0. However, inspection suggests to implement a modified Wick rotation with
respect to ln ρ1 instead of ρ1, or equivalently to rotate as ρ1 7→ ρ−i1 , and then to consider the
limit ρ1 → 0 of (122) with ϕ1 = 0.
The limit of the field propagator results to be,
ZX(ϕ2) = lim
ρ1→0
exp
(
i
2
[polρ2
[ρ−i1 ,ρ2]
(0, ϕ2), ϕ2]ρ2
)
, (125)
= exp
(
− i
2
∫ ∞
−∞
dη ϕ2(η)
(
ρ2mI ′i|p|(mρ2)
Ii|p|(mρ2)
ϕ2
)
(η)
)
, (126)
where X is the region to the left of ρ2. This coincides with the expression of the vacuum
wave function obtained in [23], see formula (46). At the same time it reproduces the definite
Lagrangian subspace L+Σρ considered previously, that consists of the modes Ii|p|(mρ)e
ipη only.
• Limit ρ2 →∞.
According to the asymptotic behavior (97), the modes Kip(mρ) show exponential decay for
large values of ρ. Furthermore, as can be read off from expression (114) for the symplectic
form, they form a real Lagrangian subspace. Correspondingly, we consider the limit of the
field propagator without necessity for a Wick rotation. To this end notice first,
lim
ρ2→∞
σ(p, ρ2, ρ1)
∆(p, ρ1, ρ2)
= −
I ′i|p|(mρ1)− I ′i|p|(mρ1)
Ii|p|(mρ1)− Ii|p|(mρ1)
= −K
′
ip(mρ1)
Kip(mρ1)
. (127)
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Then, the limit of the field propagator is, compare equation (65),
ZX(ϕ1) = lim
ρ2→∞
exp
(
− i
2
[polρ1[ρ1,ρ2](ϕ1, 0), ϕ1]ρ1
)
, (128)
= exp
(
i
2
∫ ∞
−∞
dη ϕ1(η)
(
ρ1mK
′
ip(mρ1)
Kip(mρ1)
ϕ1
)
(η)
)
, (129)
where X = R × [ρ1,+∞) is the region to the right of ρ1. (Note the opposite orientation of
the hypersurface at ρ1.) As expected, we obtain the subspace of the modes Kip(mρ)e
ipη.
The vacua on the two sides of the hyperbola are completely different. On the left hand side
we have a traditional vacuum corresponding to a positive-definite Lagrangian subspace. On the
right hand side we have a traditional amplitude corresponding to a real Lagrangian subspace. The
presentation of the Feynman propagator that exhibits these two vacua is given by expression (89)
of [23],
GF ((η, ρ), (η
′, ρ′))
=
∫ ∞
−∞
dp
2π
(
θ(ρ− ρ′)Kip(mρ)Ii|p|(mρ′) + θ(ρ′ − ρ)Kip(mρ′)Ii|p|(mρ)
)
eip(η−η
′). (130)
This expression for the Feynman propagator is completely equivalent to (105), see Section VI.C.
of [23]. It also reproduces the expression given by Boulware [24, (3.22)] when the correct open
boundary conditions for Rindler space are chosen.
7.3 Euclidean space
We review the free quantum theory of a massive scalar field in 2-dimensional Euclidean space [25].
We use cartesian coordinates (τ, x), where τ is taken to play the role of time when convenient,
although the theory is fully invariant under rotations. The analog of the Klein-Gordon equation in
this context is the Helmholtz equation
(
∂2τ + ∂
2
x +m
2
)
φ(τ, x) = 0 with corresponding action,
S(φ) =
1
2
∫
dτ dx
(
(∂τφ)
2 + (∂xφ)
2 −m2φ2) . (131)
As in [25] we consider two types of region and corresponding vacua: The (Euclidean) time-interval
region, analogous to the Minkowski case, and the disk and annulus regions bounded by one and
two circles respectively.
7.3.1 Hyperplane
To determine the vacuum state on an equal-time hyperplane (i.e., a straight line), say Σ0 at τ = 0,
we consider the region X in the future to this hypersurface and foliate it in terms of constant-τ
hypersurfaces. Then, the time-interval region Xs = [0, s]×R has boundary components Σ0 and Σs
(at τ = s). Complexified propagating solutions in this region can be expanded as
φ(τ, x) =
∫ m
−m
dν
2π
(
φa(ν)e−iωντ + φb(ν)eiωντ
)
eiνx, (132)
38
where ων =
√
m2 − ν2. Evanescent solutions, which are the only ones in the massless case, read
φ(τ, x) =
∫
|ν|>m
dν
2π
(
φx(ν)e−ωντ + φi(ν)eωντ
)
eiνx, (133)
where ων =
√
ν2 −m2. The symplectic potential (178) on Σ0 (oriented as a boundary component
of Xs) is,
[φ, ξ] = −
∫
dx ξ(τ, x)(∂τφ)(τ, x). (134)
The symplectic form (183) is then,
ω(φ, ξ) = −1
2
∫
dx (ξ(τ, x)(∂τφ)(τ, x) − φ(τ, x)(∂τ ξ)(τ, x)) . (135)
It is easy to verify that ω vanishes between propagating and evanescent solutions, as for the field in
Minkowski space, and the solution space decomposes as LCΣ0 = L
p,C
Σ0
⊕Le,CΣ0 . On L
p,C
Σ0
the symplectic
form (135) is
ωp(φ, ξ) = i
∫ m
−m
dν
2π
ων
(
φa(ν)ξb(−ν)− φb(ν)ξa(−ν)) , (136)
and the inner product (1),
(φ, ξ)p = 4
∫ m
−m
dν
2π
ων
(
φa(ν)ξa(ν) − φb(ν)ξb(ν)
)
. (137)
This shows that the solutions determined by φb(ν) = 0 form a positive-definite Lagrangian subspace
Lp,+Σ0 ⊆ L
p,C
Σ0
. At the same time for this subspace the Wick rotated derivative operator −i∂τ has
negative eigenvalues.
On evanescent solutions the symplectic form (135) is,
ωe(φ, ξ) =
∫
|ν|>m
dν
2π
ων
(
φx(ν)ξi(−ν)− φi(ν)ξx(−ν)) . (138)
A vanishing boundary condition in the asymptotic future (i.e. in the limit τ → ∞) is satisfied by
solutions such that φi(ν) = 0. The subspace Le,+Σ0 ⊆ L
e,C
Σ0
of these solutions is a Lagrangian subspace
and corresponds to the negative eigenvalues of the derivative operator ∂τ .
The Feynman propagator, given by formula (107) of [25], receives contribution from both the
propagating and evanescent solutions,
GF ((τ, x), (τ
′, x′)) = i
∫ m
−m
dν
2π
1
2ων
(
θ(τ − τ ′)e−iωντeiωντ ′ + θ(τ ′ − τ)e−iωντ ′eiωντ
)
eiν(x−x
′)
−
∫
|ν|>m
dν
2π
1
2ων
(
θ(τ − τ ′)e−ωντeωντ ′ + θ(τ ′ − τ)e−ωντ ′eωντ
)
eiν(x−x
′). (139)
This expression shows that the boundary conditions for the propagating and evanescent solutions
are given precisely by the subspaces Lp,+Σ0 and L
e,+
Σ0
.
In order to apply the asymptotic method of Section 6.2 we note for the propagating solutions
the complete analogy to the Minkowski case. Concretely, we perform a Wick rotation s 7→ −is,
[pol0[0,s](ϕ, 0), ϕ]0 =
∫
dxϕ(x)
(
ων cos(ωνs)
sin(ωνs)
ϕ
)
(x), (140)
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τx
X[R,Rˆ]
RˆR
Figure 7: Annulus region bounded by two circles of radii R and Rˆ in Euclidean space.
[p˜olX(ϕ), ϕ]0 = lim
s→∞
[pol0[0,−is](ϕ, 0), ϕ]0 = i
∫
dxϕ(x) (ων ϕ) (x). (141)
Compare equations (72) and (74). Inserting the latter expression into the field propagator (61) and
going to momentum space recovers precisely the propagating vacuum wave function (31) of [25].
For the evanescent solutions on the other hand there is no Wick rotation involved,
[pol0[0,s](ϕ, 0), ϕ]0 =
∫
dxϕ(x)
(
ων cosh(ωνs)
sinh(ωνs)
ϕ
)
(x), (142)
[p˜olX(ϕ), ϕ]0 = lims→∞
[pol0[0,s](ϕ, 0), ϕ]0 =
∫
dxϕ(x) (ων ϕ) (x). (143)
This is (up to a sign) completely analogous to the evanescent solutions on the timelike hyperplane
in Minkowski space, compare Section 7.1.
7.3.2 Circle
In order to obtain the vacuum state on the circle it is convenient to use polar coordinates (r, θ),
with τ = r sin θ and x = r cos θ. The Helmholtz equation,
(
∂2r +
1
r∂r +
1
r2 ∂
2
θ +m
2
)
φ = 0, is solved
in terms of Bessel functions,
φ(r, θ) =
∞∑
n=−∞
(
φanHn(mr) + φ
b
nHn(mr)
)
einθ, (144)
where Hn(z) is the Hankel function, related the Bessel functions of the first and second kind, Jn(z)
and Yn(z) respectively, as Hn(z) = Jn(z) + iYn(z). The symplectic potential (178) on a circle of
radius R (as a boundary of the region exterior to the disk) has the form,
[φ, ξ]R = −
∫ 2π
0
dθ ξ(r, θ)(r∂rφ)(r, θ). (145)
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The symplectic form (183) and inner product (1) are,
ωR(φ, ξ) = −1
2
∫ 2π
0
dθ (ξ(r, θ)(r∂rφ)(r, θ) − φ(r, θ)(r∂rξ)(r, θ)) , (146)
= 4i
∞∑
n=−∞
(−1)n (ξanφb−n − ξbnφa−n) , (147)
(φ, ξ)R = 16
∞∑
n=−∞
(
ξbnφ
b
n − ξanφan
)
. (148)
It is clear from these expressions that the subspace L+R defined by φ
a
n = 0 is a positive-definite
Lagrangian subspace of the space of complexified solutions LCR in a neighborhood of the circle.
On the other hand, the solutions well defined in the interior of the disk DR of radius R are given
in terms of the Bessel functions of the first kind Jn(z) =
1
2 (Hn(z) + Hn(z)). These form a real
Lagrangian subspace LDR ⊆ LR which determines the amplitude, i.e., generalized vacuum, in DR.
The corresponding field propagator (45) can thus be written as,
ZDR(ϕ) = exp
(
− i
2
[polDR(ϕ,ϕ)]R
)
= exp
(
i
2
∫ 2π
0
dθ ϕ(θ)
(
RmJ ′n(mR)
Jn(mR)
ϕ
)
(θ)
)
. (149)
In order to obtain the vacuum on the exterior of the circle we apply the asymptotic propagator
method (Section 6.2). To this end consider the annulus region bounded by two circles with radii
Rˆ > R, i.e., X[R,Rˆ] = [R, Rˆ] × 2π, see Figure 7, where both Bessel functions are well defined.
Denoting with ϕ and ϕˆ the field configurations on the circles r = R and r = Rˆ respectively, the
solution in X[R,Rˆ] can be written as,
φ(r, θ) =
(
∆(n,mr,mRˆ)
∆(n,mR,mRˆ)
ϕ
)
(θ) +
(
∆(n,mR,mr)
∆(n,mR,mRˆ)
ϕˆ
)
(θ), (150)
where ∆(n, z, zˆ) = Hn(z)Hn(zˆ)−Hn(z)Hn(zˆ). The relevant field propagator is written in terms of
the symplectic potential as,
[polR
[R,Rˆ]
(ϕ, ϕˆ), ϕ]R =
∫ 2π
0
dθ
(
ϕ(θ)
(
Rmσ(n,mRˆ,mR)
∆(n,mR,mRˆ)
ϕ
)
(θ) + ϕ(θ)
(
4i
π∆(n,mR,mRˆ)
ϕˆ
)
(θ)
)
,
(151)
where σ(n, z, zˆ) = Hn(z)H ′n(zˆ)−H ′n(zˆ)Hn(z), the prime denoting derivative w.r.t. the argument.
Now the external radius Rˆ plays the role of the parameter s. The asymptotic behavior of the
Hankel functions, for large values of their argument z, can be derived from expression 10.7.8 of [19],
Hn(z) ∼
√
2
πz
ei(z−nπ/2−π/4), Hn(z) ∼
√
2
πz
e−i(z−nπ/2−π/4). (152)
The oscillatory behavior of these functions suggests to implement a Wick rotation in order to
perform the limit. So we consider the rotation Rˆ 7→ −iRˆ and then the limit Rˆ → ∞, as in
expression (70). This yields,
ZX(ϕ) = lim
Rˆ→∞
exp
(
i
2
[polR
[R,iRˆ]
(ϕ, 0), ϕ]R
)
, (153)
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= lim
Rˆ→∞
exp
(
i
2
∫ 2π
0
dθ ϕ(θ)
(
Rm
Hn(−miRˆ)H ′n(mR)−H ′n(mR)Hn(−miRˆ)
Hn(mR)Hn(−miRˆ)−Hn(mR)Hn(−miRˆ)
ϕ
)
(θ)
)
,
(154)
= exp
(
− i
2
∫ 2π
0
dθ ϕ(θ)
(
Rm
H ′n(mR)
Hn(mR)
)
ϕ(θ)
)
. (155)
This expression coincides precisely with the vacuum wave function in the Schrödinger representa-
tion obtained in [25], see expression (36) there. What is more, we can read off that the selected
Lagrangian subspace is the positive-definite subspace L+R of the Hn(mr)e
inθ modes remarked pre-
viously.
The different vacua obtained on the two sides of the circle define the expression of the Feynman
propagator, computed in [25], see expression (130), (with a minor reformulation),
GF ((r, θ), (r
′, θ′)) =
i
4
∞∑
n=−∞
ein(θ−θ
′)
(
θ(r − r′)Jn(mr′)Hn(mr) + θ(r′ − r)Jn(mr)Hn(mr′)
)
.
(156)
As shown there this is equivalent to expression (139).
7.4 de Sitter space
7.4.1 Standard vacuum
We use the coordinate system in which de Sitter metric is given by
ds2 =
R2
t2
(
dt2 − (dx1)2 − (dx2)2 − (dx3)2) = R2
t2
(
dt2 − (dx)2) , (157)
with t ∈ (0,∞) and x ∈ R3. The coordinates chosen describe only half of spacetime; the other
half is recovered by extending t to negative values (t = 0 represents a coordinate singularity).
Complexified solutions of the massive Klein-Gordon equation describing a minimally coupled scalar
field are
φ(t, x) =
∫
d3k
(2π)3/2
(
φa(k)t3/2Hν(kt) e
ik·x + φb(k)t3/2Hν(kt) e
−ik·x
)
, (158)
where k = |k|,8 and Hν(z) is the Hankel function (introduced in the previous section) with index
ν =
√
9
4 − (mR)2. We will assume that ν is real and consequently ν < 3/2. Then, the modes
t3/2Hν(kt) as well as their complex conjugates vanish in the limit t → 0, due to the asymptotic
behavior of the Hankel functions, see expression 10.7.7 of [19],
Hν(z) ∼ −Hν(z) ∼ − i
π
Γ(ν)
(z
2
)−ν
(159)
valid for positive ν. On the other hand, for large values of t these modes oscillate according to
(152).
8In order for the solution to be well defined (i.e. not divergent) in the whole spacetime the components of the
3-vector k have to be real. Consequently the modulus k is necessarily positive, k > 0.
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We consider the spacetime region Xt to the future of the hypersurface Σt of constant de Sitter
time. The symplectic potential (178) on Σt oriented as a boundary of Xt is,
[φ, ξ]t = −
∫
d3x
R2
t2
ξ(t, x)(∂tφ)(t, x). (160)
The symplectic form (183) and inner product (1) are,
ωt(φ, ξ) =
1
2
∫
d3x
R2
t2
(φ(t, x)(∂tξ)(t, x)− ξ(t, x)(∂tφ)(t, x)) , (161)
=
2i
π
∫
d3k R2
(
φb(k)ξa(k)− φa(k)ξb(k)) , (162)
(φ, ξ)t =
8
π
∫
d3k R2
(
ξb(k)φb(k)− ξa(k)φa(k)
)
. (163)
We note that the subspace L+Σt defined by φ
a(k) = 0 is a positive-definite Lagrangian subspace of
the space of solution associated with Σt.
In order to apply the asymptotic method (Section 6.2) for vacuum selection, we foliate spacetime
with equal-time hypersurfaces and consider the region between two of the surfaces, namely X[s,s′] =
[s, s′] × R3. It is convenient to express solutions (158) in terms of the boundary configurations ϕ
and ϕ′ taken by the field at t = s and t = s′ respectively,
φ(t, x) =
(
∆(t, s′)
∆(s, s′)
ϕ
)
(x) +
(
∆(s, t)
∆(s, s′)
ϕ′
)
(x), (164)
where ∆(t, s) = t3/2Hν(kt)s
3/2Hν(ks)− t3/2Hν(kt)s3/2Hν(ks).
In the regionX[s,s′] the symplectic potential that appears in the expression of the field propagator
and determines the vacuum in an appropriate limit is,
[pols[s,s′](ϕ,ϕ
′), ϕ]s = −
∫
d3x
(
ϕ(x)
(
R2
s2
(
3
2s
+ k
H ′ν(ks)Hν(ks
′)−H ′ν(ks)Hν(ks′)
Hν(ks)Hν(ks′)−Hν(ks)Hν(ks′)
)
ϕ
)
(x)
+ϕ(x)
 −4iR2
π(ss′)3/2
(
Hν(ks)Hν(ks′)−Hν(ks)Hν(ks′)
)ϕ′
 (x)
 , (165)
where a prime over the Bessel function indicates the derivative with respect to the argument.
Because of the oscillatory behavior (152) of the Hankel functions for large argument we expect
to obtain the vacuum via the limit (70), implementing the Wick rotation s′ → −is′,
ZXs(ϕ)
= lim
s′→∞
exp
(
i
2
[pols[s,−is′](ϕ, 0), ϕ]s
)
, (166)
= lim
s′→∞
exp
(
− i
2
∫
d3xϕ(x)
(
R2
s2
(
3
2s
+ k
H ′ν(ks)Hν(−iks′)−H ′ν(ks)Hν(−iks′)
Hν(ks)Hν(−iks′)−Hν(ks)Hν(−iks′)
)
ϕ
)
(x)
)
,
(167)
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= exp
(
− i
2
∫
d3xϕ(x)
R2
s2
(
3
2s
+ k
H ′ν(ks)
Hν(ks)
)
ϕ(x)
)
. (168)
This limit recovers the vacuum wave function in the Schrödinger representation (compare with
expression (56) of [26] and apply complex conjugation). At the same time it corresponds precisely
to selecting the positive-definite Lagrangian subspace L+Σs of modes of the form t
3/2Hν(kt)e
−ik·x.
These are precisely the modes that define the Bunch-Davies vacuum [27].
As for the previous examples, the Feynman propagator incorporates the vacuum as,
GF ((t, x), (t
′, x′))
=
iπ
4R2
∫
d3k
(2π)3
(tt′)3/2
(
θ(t− t′)Hν(kt)Hν(kt′) + θ(t′ − t)Hν(kt′)Hν(kt)
)
eik(x−x
′). (169)
It has been shown in [26] that this expression is equivalent to the one obtained in [28]. We can also
read off that, as in Minkowski space, the past vacuum is given by complex conjugate modes of the
future vacuum. Choosing a coordinate system covering negative time values the derivation would
be analogous with our methods.
7.4.2 α-vacua
The vacuum state obtained in the preceding section corresponds to the Lagrangian subspace of the
space of solutions of the equations of motion determined by the modes uk(t, x) = t
3/2Hν(kt)e
−ik·x.
These are a special case of the more general solutions, parametrized by a real number α, uαk (t, x) =
t3/2 (eαJν(kt)− ie−αYν(kt)) e−ik·x. In particular uk(t, x) = u0k(t, x). The field expanded in this
new basis reads,
φ(t, x) =
∫
d3k
(2π)3/2
(
φ˜a(k)uαk (t, x) + φ˜
b(k)uαk (t, x)
)
. (170)
The symplectic form (161) and inner product (1) are then,
ωt(φ, ξ) =
2i
π
∫
d3kR2
(
φ˜a(k)ξ˜b(k)− φ˜b(k)ξ˜a(k)
)
, (171)
(φ, ξ)t =
8
π
∫
d3k R2
(
φ˜a(k)ξ˜a(k)− φ˜b(k)ξ˜b(k)
)
. (172)
In particular, the modes uαk (t, x) form a positive-definite Lagrangian subspace L
+
Σt
with φ˜b(k) = 0.
The relation between the expansions (158) and (170) amounts to a Bogoliubov transformation
of the coefficients:
φa(k) = sinhα φ˜a(−k) + coshα φ˜b(k), (173)
φb(k) = sinhα φ˜b(−k) + coshα φ˜a(k). (174)
The modes uαk define a one-parameter family of vacua known as α-vacua [29, 30, 31]. Notice that
requiring that these modes form a Lagrangian subspace implies selecting the same value of the
parameter α. Indeed,
ωt
(
uαk , u
α′
k′
)
=
(2π)3
π
R2i sinh (α′ − α) δ(k + k′), (175)
which reduces to zero only for α = α′.
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8 Discussion and outlook
In the present section we provide some context for our results as well as an outlook on future
development. We start with some perspective on the notion of Wick rotation as invoked in Section 6.
Wick rotation The termWick rotation refers originally to the rotation of a contour of integration
in the complex plane in the integral representation of wave functions or propagators [32]. In the
guise of a rotation of the time coordinate this leads to the notion of Euclidean propagator [33, 34].
We recall this for the case of Klein-Gordon theory in Minkowski space. Thus, replace in the Feynman
propagator (48) t by −iτ and t′ by −iτ ′,
G
(E)
F ((τ, x), (τ
′, x′)) = i
∫
d3k
(2π)32E
(
θ(τ − τ ′)e−Eτ+ikxeEτ ′−ikx′
+θ(τ ′ − τ)eEτ−ikxe−Eτ ′+ikx′
)
. (176)
Note that we think of the multiplication by−i as the limit of a multiplication by e−iθ where the angle
θ is moved continuously from 0 to π/2. That is, we are really doing an analytic continuation. (This
also determines the behavior of the θ-functions under this rotation.) The Euclidean propagator
is a solution to a Wick rotated version of the equations of motion (in this case the Klein-Gordon
equation). These in turn are natural equations of motion associated to a Wick rotated metric, which
is just the metric of Euclidean space. In Section 7.3 we have considered precisely such a theory (in
two dimensions), except for the fact that that theory corresponds more precisely to a Wick rotation
of the spatial coordinates. Nevertheless, one may appreciate the coincidence in the massless case
of the corresponding Feynman propagator (139) with expression (176), up to a factor of i. Wick
rotation leads to a whole Euclidean formulation of quantum field theory that can be brought into
correspondence with Minkowski quantum field theory in a precise way [35]. An advantage of the
Euclidean formulation is that its ingredients, including the Euclidean path integral, are generally
better behaved mathematically. Most relevant in this respect for our present considerations is the
asymptotic behavior of the Euclidean propagator. Indeed, fixing one point, say (τ ′, x′), we can
read off an exponential decay to the (Euclidean) future e−Eτ (where τ > τ ′) and to the past eEτ
(where τ < τ ′).9 It is precisely this behavior of asymptotic decay that we put at the center of
vacuum selection in Section 6. However, instead of Wick rotating the actual object of the theory
(propagator, solution, etc.) we Wick rotate either the normal derivative operator that would detect
this decay (Section 6.1) or the variable that parametrizes the approach to the asymptotic boundary
(Section 6.2). In the first case and when restricted to a standard context of time evolution this
recovers and provides a new perspective on the usual recipe for quantization in curved spacetime
(Section 2). Wick rotation in the Euclidean formulation is strictly limited to Minkowski space
due to its global nature. In contrast, our notion of Wick rotation is local (to hypersurfaces or
regions). This gives our methods (Section 6) a much wider applicability (e.g., Sections 4 and 7)
while retaining some of the ideas and motivations of the Euclidean formulation.
Types of Lagrangian subspaces We have proposed a unification of the traditional notions of
amplitude and vacuum. The mathematical structure at the center of this unification is that of a
9Note that the Euclidean propagator shows this same decay behavior in all Euclidean spacetime directions as it
is in fact invariant under Euclidean rotations, but this is not manifest in the representation (176).
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Lagrangian subspace of the complexified space of germs of solution on the relevant spacetime hy-
persurface. While in the traditional case of a vacuum on a spacelike hypersurface this is a definite
Lagrangian subspace, for an amplitude this is a complexified real Lagrangian subspace (compare
Section 2.1 or Appendix B). In the cases that we have considered that fall outside the traditional
framework (Sections 4 and 7), notably when timelike hypersurfaces are concerned, we have encoun-
tered exactly three types of Lagrangian subspaces: definite, real or mixed. While finding the second
(real) type when dealing with a non-compact region that physically should induce a vacuum is al-
ready intriguing, the occurrence of the mixed type is even more interesting. By mixed we refer to
the following situation. Consider a symplectic vector space L, LC its complexification, and H ⊆ LC
a Lagrangian subspace. We say H is (properly) mixed if there is a (non-trivial) decomposition of
L into orthogonal symplectic subspaces L = L1 ⊕ L2 and H = H1 ⊕ H2 such that H1 ⊆ LC1 is
a complexified real Lagrangian subspace and H2 ⊆ LC2 a definite Lagrangian subspace. We have
seen the proper mixed type in various examples (Sections 4.2, 7.1, 7.3), generally in accordance
with a distinction between evanescent (L1) and propagating waves (L2). The generalized notion of
vacuum we propose (Section 5) does not require a limitation to these observed types of Lagrangian
subspaces. On the other hand, the methods we propose for vacuum selection (Section 6) do. It is
thus a relevant question of whether the occurrence of the mixed type (and its degenerate cases real
and definite) is a generic phenomenon. Analyzing the Lagrangian subspaces occurring in a variety
of field theories and in a range of geometric settings should shed light on this question.
Geometric quantization Lagrangian subspaces have played an important role in quantization
for quite some time not only implicitly (Section 2), but also explicitly. This is particularly the case in
geometric quantization [15]. There, an important step in the quantization of a classical phase space
is the choice of a polarization. To this end we consider the complexified tangent bundle of the phase
space manifold. Roughly, a choice of polarization consists in selecting a Lagrangian subspace of
the complexified tangent space at each point of phase space. There are also integrability conditions
that have to be satisfied. In our case of linear field theory, the phase space manifold is a real vector
space, canonically identified with all of its tangent spaces. So the choice of a polarization reduces
precisely to a choice of Lagrangian subspace. The Hilbert space of states is then constructed as a
space of square-integrable functions on phase space that are invariant under the flows generated
by the Lagrangian subspace. For example, if we chose the subspace of “momenta” PCΣ ⊆ LCΣ,
compare Definition (44) in Section 3.3, we obtain the Schrödinger representation with functions
that depend only on configurations. If on the other hand we choose a definite Lagrangian subspace,
we obtain a holomorphic representation with holomorphic functions on phase space. A priori, the
choice of Lagrangian subspace and thus representation in geometric quantization does not need
to carry any physical meaning. In contrast, the Lagrangian subspaces considered in this work
have the physical meaning of choosing a vacuum (or a dynamics in the case of amplitudes), but are
independent of the representation. For example, the standard vacuum state in Klein-Gordon theory
on Minkowski space is determined by a definite Lagrangian subspace. But, it can be perfectly
well expressed in the Schrödinger representation, compare formula (46) of Section 3.3, which is
determined by a real Lagrangian subspace. That being said, it is customary in the literature when
using the holomorphic representation to choose the definite Lagrangian subspace that determines
the representation to be precisely the same as the one that determines the vacuum. (The remarks at
the end of Section 2.1 with respect to constructing the Fock space starting from an inner product
in the phase space amount to precisely that.) This has conceptual advantages in exposing the
choice of vacuum in the representation as well as advantages of simplicity. The different role of the
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Lagrangian subspaces aside, the mathematical similarities suggest to take advantage of parts of the
well developed apparatus of geometric quantization for the our present purposes of developing a
generalized notion of vacuum. In particular, one might speculate that in a theory that is non-linear
even asymptotically (i.e., beyond the perturbative S-matrix paradigm), a polarization or similar
structure might serve to encode a vacuum.
Vacuum selection The methods for vacuum selection discussed in Section 6 are inspired by
the Euclidean formulation and represent only a very particular approach to the problem. In any
case, the view of the vacuum as encoding asymptotic boundary conditions (Section 5) suggests to
formalize a space of asymptotic solutions. These would be the solutions of the equations of motion
that need only be defined near the “boundary of spacetime”. More concretely, one might imagine
these as defined in “neighborhoods of the boundary”, i.e., in complements of “sufficiently large”
compact regions. The vacuum is then determined by a Lagrangian subspace of the complexification
of this asymptotic solution space. If the spacetime admits symmetries it is natural to require
invariance of the vacuum, i.e., of this Lagrangian subspace under the symmetries. In the S-matrix
paradigm for Minkowski space, the asymptotic solution space is simply taken to be the product of
two copies of global solutions (one for early times and one for late times). A defining feature of the
standard vacuum then is of course precisely its invariance under Poincaré transformations. (In fact,
this vacuum factorizes into a past and future vacuum that are separately invariant.) The situation
becomes more interesting when the asymptotic solution space admits more symmetries than the
global solution space. This can be the case with spacetime that admit asymptotic symmetries that
do not extend to global symmetries. A well known example is the BMS group for asymptotically
flat spacetime [36, 37]. To exploit such kinds of symmetries for vacuum selection appears thus
particularly promising in our formalism.
Gauge symmetries and fermions We have focused in this work on linear bosonic field theories
which admit non-degenerate symplectic forms on relevant spaces of germs of solutions. In the
presence of gauge symmetries, however, we are faced instead with a degenerate pre-symplectic
form. It is a natural question then to ask for a possible generalization of our framework to this
case. In the case of abelian gauge symmetries it seems plausible that we can make things work by
applying symplectic reduction. More specifically, it was shown in [10] that (a suitable generalization
of) the axiomatic framework for classical field theory outlined in Section 3.1 applies to this reduced
setting. One may thus expect the same for an adapted version of the novel framework of Section 5.1
and Appendix C. We leave the task of working this out in detail for the future. Another important
question concerns the notion of generalized vacua in fermionic field theories. There, instead of
a symplectic form, the spaces of germs on hypersurfaces are equipped with a (non-degenerate)
symmetric bilinear form [38]. In the spirit of the considerations in [39], one should expect the
Lagrangian subspace be replaced by the notion of a hypermaximal neutral subspace as encoding a
generalized vacuum. Again, we leave the task of concretizing this for the future.
State space While the unification of the notions of amplitude and vacuum put forward in this
work appears compelling, our proposal remains incomplete in an important sense. We specify a
formula, namely formula (37), that can be used in principle to calculate expectation values of almost
arbitrary observables in any (generalized) vacuum. Sometimes this is all one needs. However, we do
not say anything general about other states. The reason is of course that the standard quantization
prescription reviewed in Section 2.1 only works in the standard case that the vacuum is determined
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by a definite Lagrangian subspace. The same restriction underlies the more general local and
functorial framework for quantizing field theory [5] partially reviewed in Section 3.2. As we have
observed at the end of Section 4, even the standard vacuum of Klein-Gordon theory in Minkowski
space induces for certain hypersurfaces (here the hypercylinder) Lagrangian subspaces that are not
definite. The difficulties are particularly apparent in the case of a (complexified) real Lagrangian
subspace. One may observe that in this case the Schrödinger wave function (47) is a pure phase,
i.e., the exponential of an imaginary quantity. In contrast to the definite case, this does not lead to
a Gaussian exponential term as required to obtain a well defined inner product. The minimalist way
around this problem is to simply ignore the degrees of freedom corresponding to the “non-definite
part” of the vacuum and quantize the other ones as usual [21, 22]. This is sometimes physically
correct and satisfactory [18]. However, in the interest of a complete and coherent local description
of quantum field theory, the construction of state spaces over such non-standard vacua is a necessity.
This problem will be addressed in a subsequent work by the authors.
Acknowledgments
This work was partially supported by CONACYT project grant 259258 and UNAM-PAPIIT project
grant IA-106418.
A Ingredients from Lagrangian field theory
We recall a few basic ingredients of Lagrangian field theory [15, Chapter 7]. We adhere mostly to
the conventions of [16].
Consider a first-order Lagrangian field theory specified in terms of a Lagrangian density Λ(ϕ, ∂ϕ, x)
as an n-form (for spacetime dimension n). Here x denotes a point in spacetime, ϕ a field config-
uration at that point, and ∂ϕ the first jet, i.e., a first field derivative. The action for a field
configuration φ in a spacetime region M is the integral of Λ,
SM (φ) :=
∫
M
Λ(φ(·), ∂φ(·), ·). (177)
Given a hypersurface Σ we denote by LΣ the space of germs of solutions of the Euler-Lagrange
equations in a neighborhood of Σ. The symplectic potential is the one-form θΣ on LΣ defined as,
10
(θΣ)φ(X) :=
∫
Σ
Xa ∂µy
δΛ
δ ∂µϕa
∣∣∣∣
φ
. (178)
Here φ ∈ LΣ while X is a tangent vector to φ, i.e., an element of the tangent space TφLΣ of solutions
linearized around φ. ∂µ is a coordinate derivative understood as a vector field and y denotes the
contraction between vector fields and forms. The symplectic form ωΣ is the exterior derivative of
the symplectic potential on LΣ,
(ωΣ)φ(X,Y ) = (dθΣ)φ(X,Y ) =
1
2
∫
Σ
(
(XbY a − Y bXa) ∂µy δ
2Λ
δϕbδ ∂µϕa
∣∣∣∣
φ
10We use here the opposite sign convention compared to [9, 16, 5]. This also affects expressions (179), (180), (181),
(184) and (185).
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+(Y a∂νX
b −Xa∂νY b) ∂µy δ
2Λ
δ ∂νϕbδ ∂µϕa
∣∣∣∣
φ
)
. (179)
Given a spacetime region M and a solution φ of the Euler-Lagrange equations in M the first
variation of the action SM around φ vanishes up to a boundary term. This boundary term is
precisely the symplectic potential θ∂M . That is, for an infinitesimal field configuration X we have,
(θ∂M )φ(X) = (dSM )φ(X). (180)
Note that this implies,
(ω∂M )φ(X,Y ) = (ddSM )φ(X,Y ) = 0. (181)
That is, the manifold of solutions in M is isotropic with respect to the symplectic form ω∂M when
restricted to germs on the boundary ∂M .
In the present work, we restrict to linear field theory. Then, LΣ becomes canonically isomorphic
to its tangent spaces and the symplectic potential may be viewed as a bilinear form. We us the
notation,
[φ,X ]Σ := (θΣ)φ(X). (182)
The symplectic form ωΣ on the other hand loses its dependence on the base point. It is then simply
the anti-symmetric part of the symplectic potential,
ωΣ(φ, φ
′) =
1
2
[φ, φ′]Σ − 1
2
[φ′, φ]Σ. (183)
The action SM is quadratic in the linear case and its value on a solution φ ∈ LM in a spacetime
region M may then be expressed in terms of the symmetric part of the symplectic potential,
SM (φ) =
1
2
[φ, φ]∂M . (184)
Note, crucially, that the right hand side only depends on φ as an element of L∂M , i.e., does not
explicitly depend on φ in the interior of M . If we modify the action to SM +D, where D is linear
in field configurations, a solution η ∈ ADM of the modified equations of motion satisfies,11
SM (η) =
1
2
[η, η]∂M − 1
2
D(η). (185)
B Lagrangian subspaces, inner product, and complex struc-
ture
We collect here some relevant elementary statements at the intersection of symplectic vector spaces,
indefinite inner product spaces and compatible complex structures [15, 40].
Let L be a real vector space. We call ω : L × L → R a symplectic form if it is bilinear, anti-
symmetric and non-degenerate. We denote by LC the complexification of L. ω extends to a complex
anti-symmetric bilinear form LC × LC → C that we also denote by ω. A subspace V ⊆ L is called
isotropic iff for all v, w ∈ V we have ω(v, w) = 0. V is called coisotropic iff for any v ∈ L \ V there
exists w ∈ V such that ω(v, w) 6= 0. V is called Lagrangian iff it is both isotropic and coisotropic.
11See [5, (49)], but with opposite sign convention for the symplectic potential.
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Consider the hermitian sesquilinear form (v, w) := 4iω(v, w) on LC. This defines a non-degenerate
indefinite inner product on LC. Given a subspace V ⊆ LC the set V ⊥ of vectors that are orthogonal
to all elements of V is a subspace called the orthogonal companion of V . We say that a subspace
V ⊆ LC is ortho-complemented iff LC is spanned by V together with its orthogonal companion, i.e.,
LC = V + V ⊥.
Lemma B.1. Let V ⊆ LC be a positive-definite subspace. Then V is a negative-definite subspace.
Proof. Let v ∈ V \{0}. Then, v ∈ V \{0} and thus (v, v) > 0. Therefore (v, v) = (v, v) = −(v, v) <
0.
Corollary B.2. Let V ⊆ LC be a positive-definite subspace. Then, V ∩ V = {0}.
Lemma B.3. Let V ⊆ LC be a subspace. Then, V ⊆ V ⊥ iff V is isotropic.
Proof. Let, v ∈ V and w ∈ V . Then w ∈ V . Isotropy of V means that ω(w, v) = 0 for all such
choices of v and w. But this is equivalent to (w, v) = 0 which implies the orthogonality of V and
V .
Lemma B.4. Let V ⊆ LC be a subspace. Then, V ⊥ ⊆ V iff V is coisotropic.
Proof. w ∈ V ⊥ is equivalent to (w, v) = 0 for all v ∈ V . This in turn is equivalent to ω(w, v) = 0
for all v ∈ V . Coisotropy would imply w ∈ V , i.e., w ∈ V . That is V ⊥ ⊆ V . Conversely the latter
property would imply coisotropy.
Corollary B.5. Let V ⊆ LC be a coisotropic and positive-definite subspace. Then, V is a maximal
positive-definite subspace.
Proof. Suppose that V is not maximally positive-definite. Then there exists a positive-definite
subspace W ⊆ LC such that V is a proper subspace of W . Take a non-zero vector w ∈ W that
is orthogonal to V . Then, w ∈ V ⊥ ⊆ V by Lemma B.4. So by Lemma B.1 (w,w) < 0, a
contradiction.
Lemma B.6 ([40, Corollary 11.9]). Let V ⊆ LC be a finite-dimensional non-degenerate subspace.
Then, V is ortho-complemented.
Lemma B.7. Let V ⊆ LC be an ortho-complemented positive-definite Lagrangian subspace. Then,
LC admits an orthogonal decomposition LC = V ⊕ V .
Proof. Since V is ortho-complemented we have LC = V + V ⊥. Since V is isotropic and coisotropic
we have V = V ⊥ by combing Lemmas B.3 and B.4. Using positive-definiteness Corollary B.2
completes the proof.
We say that a positive-definite Lagrangian subspace V ⊆ LC is complete if it is ortho-complemented
and if V is complete with respect to the inner product (·, ·). This makes LC = V ⊕ V into a Krein
space.
We call a linear map J : L→ L a complex structure if it satisfies J2 = − id. We call J compatible
if it is a symplectomorphism, i.e., if ω(Jv, Jw) = ω(v, w) for all v, w ∈ L. We call J positive-definite
if the hermitian sesquilinear form {v, w} := 2ω(v, Jw) + 2iω(v, w) is positive-definite on L viewed
as a complex vector space. We call J complete if L is complete with respect to this positive-definite
inner product.
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Proposition B.8. Let V ⊆ LC be a complete positive-definite Lagrangian subspace. Let J : LC →
LC be the operator with eigenvalues i and −i on V and V respectively. Then, J is the complexification
of a complete positive-definite compatible complex structure on L (also denoted by J).
Proof. By Lemma B.7 we can write any element of LC uniquely as v+w for some v, w ∈ V . Then,
J(v + w) = iv − iw = −iv + iw = J(v + w). That is, J commutes with complex conjugation,
i.e., is the complexification of a real linear map L → L. Since J has eigenvalues i and −i it is
also clear that it satisfies J2 = − id, i.e., it is a complex structure. Let v, w, v′, w′ ∈ V . Then
ω(J(v + w), J(v′ + w′)) = ω(iv − iw, iv′ − iw′) = ω(iv,−iw′) + ω(−iw, iv′) = ω(v, w′) + ω(w, v′) =
ω(v + w, v′ + w′). That is, J is compatible. It remains to check that the inner product {·, ·} on L
is positive-definite. Note that any element of L is uniquely represented as v + v with v ∈ V . It is
sufficient to consider the real part of the inner product. Indeed, ℜ{v+v, v+v} = 2ω(v+v, J(v+v)) =
2ω(v + v, iv − iv) = 2ω(v,−iv) + 2ω(v, iv) = 4iω(v, v) = (v, v) > 0 if v 6= 0. (This relation between
the inner products also ensures that {·, ·} is complete.)
Proposition B.9. Let J be a complete positive-definite compatible complex structure on L. Let
V ⊆ LC be the eigenspace of the complexification of J for the eigenvalue i. Then, V ⊆ LC is a
complete positive-definite Lagrangian subspace.
Proof. Denote by V ′ ⊆ LC the eigenspace corresponding to the eigenvalue −i of J . If v ∈ V then
Jv = Jv = −iv. That is, V ⊆ V ′. Similarly, we get V ′ ⊆ V . Then, V = V ′. In particular,
LC = V ⊕ V . Let v, w ∈ V . Then, ω(v, w) = ω(Jv, Jw) = −ω(v, w). That is, ω(v, w) = 0, and
V is isotropic. Now let v ∈ V \ {0}. Then, (v, v) = 4iω(v, v) = ℜ{v + v, v + v} > 0. That is, V
is positive-definite. (This relation between the inner products also implies that (·, ·) is complete.)
Since L is isotropic to show that it is also coisotropic it suffices to find for any non-zero element w
in the complement V an element v ∈ V such that ω(v, w) 6= 0. Indeed, we may choose v = w since
4iω(w,w) = (w,w) > 0. This completes the proof.
Lemma B.10 ([9, Lemma 4.1]). Let J be a complete positive-definite compatible complex structure
on L. Let W ⊆ L be a Lagrangian subspace. Then, L decomposes as a direct sum L = W ⊕ JW ,
orthogonal with respect to the real inner product ℜ{·, ·}. Moreover, LC decomposes as a complex
direct sum LC =WC ⊕ JWC.
Proof. Let v, w ∈ W . Then ℜ{v, Jw} = −2ω(v, w) = 0 since W is Lagrangian. That is, W and
JW are orthogonal. Now let w ∈ L be orthogonal to V . Thus, 0 = ℜ{v, w} = 2ω(v, Jw) = 0 for
all v in W . Since W is coisotropic this implies Jw ∈ W and thus w ∈ JW . Thus, the orthogonal
complement of W with respect to ℜ{·, ·} is JW .
Proposition B.11. Let V ⊆ LC be a complete positive-definite Lagrangian subspace. Let W ⊆ L
be a Lagrangian subspace. Then, LC admits a decomposition as a direct sum LC = V ⊕WC.
Proof. Let J be the corresponding complete positive-definite compatible complex structure by
Proposition B.8. By Lemma B.10 we can write any element of LC as v + Jw with v, w ∈ WC.
But v + Jw = v − iw + iw + Jw, where clearly v − iw ∈WC while iw + Jw ∈ V .
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C Axioms for classical field theory
We provide here an axiomatization of the classical part of the framework for generalized vacua in
terms of Lagrangian subspaces, see Section 5.1. The axiomatic system is essentially a generalization
of the one provided in [9], without complex structures, compare also Section 3.1.
(C1) Associated to each hypersurface Σ is a real vector space LΣ. LΣ is equipped with a non-
degenerate symplectic form ωΣ.
(C2) Associated to each hypersurface Σ there is an (implicit) linear involution LΣ → LΣ, such that
ωΣ = −ωΣ.
(C3) Suppose the hypersurface Σ decomposes into a union of hypersurfaces Σ = Σ1 ∪ · · · ∪ Σn.
Then, there is an (implicit) isomorphism LΣ1 ⊕ · · · ⊕LΣn → LΣ. The isomorphism preserves
the symplectic form.
(C4) Associated to each region M is a complex vector space L˜M .
(C5) Associated to each region M there is a complex linear map rM : L˜M → LC∂M . The image
rM (L˜M ) is a Lagrangian subspace of L
C
∂M .
(C6) Let M1 and M2 be regions and M =M1 ⊔M2 be their disjoint union. Then L˜M is the direct
sum L˜M = L˜M1 ⊕ L˜M2 . Moreover, rM = rM1 + rM2 .
(C7) Let M be a region with its boundary decomposing as a union ∂M = Σ1 ∪ Σ ∪ Σ′, where Σ′
is a copy of Σ. Let M1 denote the gluing of M to itself along Σ,Σ′ and suppose that M1 is a
region. Then, there is an injective complex linear map rM ;Σ,Σ′ : L˜M1 →֒ L˜M such that
L˜M1 →֒ L˜M ⇒ LCΣ (186)
is an exact sequence. Here the arrows on the right hand side are compositions of the map rM
with the complexified projections of L∂M to LΣ and LΣ′ respectively (the latter identified with
LΣ). Moreover, the following diagram commutes, where the bottom arrow is the projection.
L˜M1
r
M;Σ,Σ′
//
rM1

L˜M
rM

LC∂M1 L
C
∂M
oo
(187)
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