We consider first-order logic with monoidal quantifiers over words. We show that all languages with a neutral letter, definable using the addition predicate are also definable with the order predicate as the only numerical predicate. Let S be a subset of monoids. Let L be the logic closed under quantification over the monoids in S. Then we prove that L[`,+] and L[`] define the same neutral letter languages.
I. INTRODUCTION
Consider a language with a "neutral letter", i.e. a letter which can be inserted or deleted from any word in the language without changing its membership. The neutral letter concept has turned out to be useful for showing nonexpressibility results. It had been used to establish super linear lower bounds for bounded-width branching programs [4] and for the number of wires in circuit classes [12] ; it also led to results in communication complexity [9] . But mostly the concept is known in the context of the Crane Beach conjecture proposed in [2] . There it was conjectured that first order logic with arbitrary numerical predicates (denoted as r ) collapses to first order logic with only linear ordering in the presence of a neutral letter. The idea is that, in the presence of a neutral letter, formulas cannot rely on the precise location of input letters and hence numerical predicates will be of little use. Let The conjecture was refuted by Barrington et. al. [2] , where they showed that it does not hold for the logic
first order logic ( consists of only the existential quantifier) using addition and multiplication relation. In the same paper, the authors proved that the conjecture holds for various other logics. The Boolean closure of the [8] in the context of collapse results in database theory showed that first order logic with only addition satisfies the Crane Beach conjecture. A different proof of the result can be found in [2] . We generalize this result to arbitrary monoidal quantifiers. Let be a set of finite monoids. Consider the logic v where the quantifiers are Lindström quantifiers whose languages are word problems of monoids in ¥ . Our main result (Theorem 1) is that the Crane Beach conjecture hold for the logic
is an aperiodic monoid, then the theorem is equivalent to the result of Benedikt and Libkin. For solvable monoids Roy and Straubing [23] (used ideas of Benedikt and Libkin to) showed that in the presence of neutral letters Our results can also be viewed from the perspective of descriptive complexity of circuit classes. The books [11] , [30] present the close connection between logics with monoid quantifiers and circuit classes. We know that the set of languages accepted by uniform-eg H circuits are exactly those definable by first order logic using order, addition and multiplication relations. Similarly . This explains why the Crane Beach conjecture for prime modulo quantifiers [17] , using arbitrary predicates, cannot be easily extended to composite modulo quantifiers.
We look at these separation questions from the descriptive complexity perspective. As a first step, one can ask the question of separating the logics without the multiplication relation. That is, can one separate Non expressibility results for various logics which uses addition and a variety of quantifiers have been considered earlier. Lynch [20] proved that p y ` Y C cannot count modulo any number. Nurmonen [22] and Niwiński and Stolboushkin [26] looked at logics with counting quantifiers equipped with numerical predicates of form y a p x and a linear ordering. Ruhl [24] , Schweikardt [25] , Lautemann et.al. [16] , Lange [15] all showed the limited expressive power of addition in the presence of majority quantifiers. Behle, Krebs and Reifferscheid [6] , [5] proved that non-solvable groups are not definable in the two variable fragment of
. For the purpose of proof we work over infinite strings which contain finite number of non-neutral letters. Our general proof strategy is similar to Benedikt and Libkin [8] accept languages with a neutral letter. This is an easy observation given by Lemma 4.
Finally using these three steps we prove our main theorem.
The main step is to build an active domain formula. Hence we need to show how to simulate a quantifier by an active domain formula. In the case of
, the quantifiers, considered as Lindström quantifiers, have a commutative and idempotent monoid. Hence neither the order in which the quantifier runs over the positions of the word is important, nor does it matter if positions are queried multiple times. In Roy and Straubing this idea was extended in such a way that in the simulation of the formula. In this paper, we construct a formula that takes every position into account exactly once and in the correct order. Moreover we do not introduce any new quantifier, but use only the quantifier that is replaced. This enables us to obtain the Crane Beach conjecture for logics whose quantifiers have a non-commutative monoid or are groups. For example
. In contrast to previous work, we do not construct an equivalent active domain formula, but only a formula that is equivalent for certain domains. In general it is sufficient to show this for one infinite domain. The full version of our paper can be found here [13] . We present our main theorem and its corollaries in Section III followed by a section with the proof of Theorem 2. Our main contribution is Section V. There we replace group quantifiers by its active domain version.
II. PRELIMINARIES
. We say that will denote its identity element. We also use the block product of monoids, whose definition can be found in [27] . Given a formula 0 with free variables
We abuse notation and let P ¦ also be the unary predicate symbols of the logic we consider. That is 
iff the word u when multiplied gives the element , i.e.
The following "shorthand" notation is used to avoid clutter. We denote by
. Informally, this relativizes the quantifier to the positions where 0 is true, since in all positions where 0 is false, the formula multiplies with the identity element.
Consider the monoid ¡ . It is easy to see that the word problem defined by ¡ corresponds to modulo quantifiers [29] . Thus D E F ` corresponds to all regular languages whose syntactic monoids are solvable groups [27] . For a sentence 
III. RESULTS
Let ¢ be any set of monoids. We show that the Crane Beach conjecture is true for the logic ` Y C
.
The proof of this theorem is given in Section IV. The above Theorem gives us the following corollaries. The majority quantifier,
denotes the logic closed under majority quantifiers. It is known that the majority quantifier can be simulated by the non-solvable group f if both multiplication and addition are available [30] . We show that multiplication is necessary to simulate majority quantifiers. 
¥ is a prime which does not divide¨.
. Due to Lemma 1 and [27] , this is a contradiction.
It is an open conjecture whether the language I ¤ can be accepted by the circuit complexity class CC © [27] . It is also known that languages accepted by CC 
. Together with our main theorem we get that it is decidable whether
this was proved in [23] . Here we show the claim for the special case when
we get the following corollary:
IV. PROOF OF THE MAIN THEOREM
In this section we handle the general proof steps as in Libkin or Roy and Straubing of removing the plus predicate from the formula in the presence of a neutral letter. We show that all these results go through even in the presence of general Lindström quantifiers. The new crucial step is Lemma 2 where we convert a group quantifier to an active domain formula without introducing any other quantifiers. The proof of this lemma is deferred to the next section. Let
$ &
be any nonempty set. To prove Theorem 1 we will consider the more general logic, be a formula where all quantifiers are of the form:
. That is the quantifiers, quantify only over the "active domain", those positions which does not contain the letter 1 . For the purpose of the proof we assume that the neutral letter language defined by a formula we have that
In the above definition we say that
The results by Benedikt and Libkin [8] , and Roy and Straubing [23] show that for all formulas
there exists an active domain formula
D
in that logic, such that for all words
. They assume no restriction on the non-neutral positions of w . Observe that our collapse result is different from theirs. We prove that if we consider only words, whose non-neutral positions are in 7 8
, then any formula
. That is, we are not concerned about the satisfiability of those words with nonneutral positions not in 7 8
. We show that formulas with a group quantifier, q P $ can be collapsed.
The proof of Lemma 2 will be given in Section V. Benedikt and Libkin [8] gives a similar theorem for the monoid I (the existential quantifier). . This corresponds to the second step in our three step proof strategy.
Let¨be any set of relations on
x and let 
The Ramsey property for first order logic has been considered by Libkin [18] . These results can be extended to our logic. We continue with the third step of our three step proof strategy. In this section we replace a group quantifier by an active domain formula. Here we make use of the fact that we can a priory restrict our domain as shown in the previous section.
Recall that . Since the formulas 0 are active domain formulas, we will see that there exists a set of intervals such that inside an interval the set t is periodic. Boundary points for these intervals are either points in the domain, or linear combinations of these. In the construction of the active domain formula for 0 we will show how to iterate over all these boundary points in a strictly increasing order. An active domain quantifier can only iterate over active domain positions, hence we will need nested active domain quantifiers, and a way how to "encode" the boundary points by tuples of active domain positions in a unique and order preserving way. Additionally we need to deal with the periodic positions inside the intervals, without being able to compute the length of such an interval, or even check if the length is zero. Here we will make use of the inverse elements that always exist in groups.
We start by analyzing the intervals which occur. We will pick an 0 ! m x f 0 i g to collapse the formula . During the course of the proof we will require 0 to be greater than a few others constants, which will be specified then. But always observe that 0 will depend only on . Since we consider a fixed set for the rest of the paper,
A. Intervals and Linear Functions
We first show that every formula 2 with at least one free variable has a normal form. 
as parameters: . Then the following sets are called intervals:
We also split the set of points in f 5 6 7 8
depending on the offset
In the following we fix a word w P ( ) 1 4
and an P x r
be the ordered set of all Q ¥ s in the above assignment. We let 
The following lemma deals with the infinite interval. , which maps points P f to a group element.
Inductively we define , and hence . Hence
The following Lemma shows that
gives the product of the group elements.
Lemma 10. We have that
Proof: Using appropriate induction hypothesis we get that . For this we make use of the inductive definition of x and show that there exist active domain formulas in an increasing order. The following section builds a Sorting tree to sort the elements of
in an increasing order.
C. Sorting Tree
For a is the empty assignment. The root is not marked a leaf node.
Consider the internal node
. It will have three kinds of children ordered from left to right as follows.
1) Left children: These are labeled by tuples of the form . The assignment to x is given in the node's parent.
. It is marked a leaf node.
3) Right children: These are labeled by tuples of the form . This is a finite product so we can compute this by a Boolean as follows:
Recall that the elements of group 0 are ordered in an increasing order.
evaluates to true. By Theorem 8 there should not be any witness in the infinite interval. Hence there exists a 2 i which evaluates to true iff the infinite interval does not evaluate to I q .
VI. DISCUSSION
We have shown that in the presence of a neutral letter the addition relation collapse to linear ordering no matter what monoid quantifier is been used. All languages definable using monoid quantifiers and an order predicate, on the other hand, are regular [3] . Now using semigroup theoretic methods we can separate these classes [27] . Thus we can separate various logics which use both addition and order predicates.
Unfortunately if both addition and multiplication are present, then the collapse does not happen. It is also interesting to note that non-solvable groups do not show any surprising property if only addition is present, but as we know from Barrington's theorem non-solvable groups behave quite differently when both addition and multiplication are present.
The ultimate objective is to obtain non-expressibility results for arbitrary predicates or at least when both addition and multiplication are present. As a first step one can look at extending these results for other kinds of predicates.
Another way to look at separating the "natural uniform" versions of the complexity classes will be to ask whether one can come up with other suitable restrictions on the set of languages. Inside this restricted set of languages can one show addition and multiplication collapse to order relation? This seems to be the idea Straubing considers in [28] . Straubing [27] proposes word problems over Regular language as a suitable restriction, while McKenzie, Thomas, Vollmer [21] consider context free languages as a restriction.
Another interesting question which our result fails to answer is whether word problems over non-solvable groups can be defined in w e t ` Y C [14] ?
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