In many medical studies, estimation of treatment effects is often of primary scientific interest. Standard methods for evaluating the treatment effect in survival analysis typically require the assumption of independent censoring. Such an assumption might be invalid in many medical studies, where the presence of dependent censoring leads to difficulties in analyzing covariate effects on disease outcomes. This data structure is called 'semicompeting risks data'. In marginal modeling under semicompeting risks data, an artificial censoring technique is a promising approach to handle dependent censoring. However, continuous covariates with large variabilities may lead to excessive artificial censoring, which subsequently results in numerically unstable estimation. In this paper, we propose a strategy for weighted estimation of treatment effects in the accelerated failure time model. Weights are based on propensity score modeling of the treatment conditional on confounder variables. This novel application of propensity scores avoids excess artificial censoring caused by continuous covariates and * corresponding author, debashis.ghosh@ucdenver.edu 1 simplifies computation. Monte Carlo simulation studies and application to AIDS and cancer research are used to illustrate the methodology.
Introduction
In medical studies, researchers might collect information on nonterminal events which may be closely related to a terminal event. For example, in AIDS Clinical Trial Group (ACTG) Study 364 ( [1] , [2] ), the event of interest is time when HIV RNA level is greater than 2000 copies per ml, but subjects were also followed for withdrawal from the study. The level of HIV RNA can serve as a useful marker as withdrawal of study [2] . Another example is the Radiation Therapy Oncology Group (RTOG) 9413 study ([3] , [4] ). In this study, the event of interest is the first occurrence of local failure, distant failure or biochemical failure. However, death also exists and may censor the event of interest. Such a data structure has been termed 'semicompeting risks data' [5] .
Much research has been conducted on semicompeting risks data, a nice summary of which is given in [6] . As the name suggests, the time to the event of interest may be dependently censored but not vice versa. One of the approaches to estimation is based on an artificial censoring technique proposed by Lin et al. [7] to handle dependent censoring. The artificial censoring is a tool to adjust for the discrepancy of censoring between treatment group and control group and often used in conjunction with accelerated failure time (AFT) regression model. The artificial censoring technique may censor originally uncensored observations to enable unbiased comparison of the distribution of the time to the event of interest [8] . This can be easily extended to accommodate an arbitrary number of covariates. The advantage of artificial censoring lies in the fact that regression parameters can be estimated based on modified estimating equations without a parametric distributional assumption between event types. However, when a large number of covariates or continuous covariates are present, based on the expressions of the artificial censoring in [2] and [7] , excessive artificial censoring may lead to unstable estimation and incorrect inference results. For example, estimators could have seemingly small but potentially underestimated variability. It seems that small variability of the estimators from model using all covariates may be desirable, but it implies that the variability of the estimators are not properly estimated because of the excessive artificial censoring. As can be seen in the simulation studies at Section 6, excessive artificial censoring can lead to incorrect coverage.
In non-randomized observational studies, analyzing semicompeting risks data using [2] and [7] could be problematic due to excessive artificial censoring, as the treatment effect evaluation lies on properly adjusting for potential confounders. Similar issues arise in subgroup analysis from randomized studies. The subgroup analysis of RTOG 9413 (Radiation Therapy Oncology Group) study can be a good example. RTOG 9413 was a multicenter randomized phase III trial for clinically localized intermediate-risk and/or high-risk prostate cancer patients. One of the primary objectives was to compare the efficacy combined androgen suppression (CAS) and whole pelvic radiotherapy (WPRT) followed by a boost to the prostate with CAS and prostate only radiotherapy (PORT). The protocol primary endpoint was progression-free survival, defined as time from randomization to the first occurrence of local progression, regional/nodal failure, distant failure, biochemical failure or death from any cause. While the initial reporting did not find that WPRT improves progression-free survival (PFS), a unplanned subgroup analysis reported in [3] suggested that WPRT may prolong PFS among intermediate risk patients (determined by the prostate specific antigen (PSA) and Gleason score (GS) at randomization). Given the nature of subgroup analysis and the fact that progression was dependently censored by death, it is of great interest to obtain treatment effect estimate for the time to the first occurrence of any disease failure (local, regional, distant, biochemical) within the semicompeting risks framework. In addition to initial PSA (ng/ml) and Gleason score, other potential prognostic variables include tumor size, T stage and age. The data being analyzed are based on the updated reporting [4] .
Motivated by the RTOG 9413 dataset, our interest is to estimate treatment effect by adjusting confounders without excessive artificial censoring. Our approach to the problem involves propensity scores, proposed by Rosenbaum and Rubin [9] . While their use has been of interest in causal inference, they also satisfy a balancing property that corresponds to the distribution of covariates being equal for both treatment group and control group given the propensity score [10] . Thus, the propensity score can provide sufficient information to balance the covariates between treatment group and control group. This can be an important tool for reducing the artificial censoring needed for estimating a treatment effect in an asymptotically unbiased manner, as illustrated in numerical examples (Section 5 and 6) .
In this paper, we propose methodology for estimation of treatment effects in observational studies adjusting for covariates using the propensity score. The paper is organized as follows. In Section 2, we introduce the data structure and modeling assumption, including a brief review about the propensity scores. Section 3 reviews the methodology for estimation of treatment effect. Theoretical results and details about inference using the proposed method are demonstrated in Section 4. In Section 5, we apply the proposed methodology to the ACTG 364 study and the RTOG 9413 study. Simulation studies are shown in Section 6.
Concluding remarks and discussion are in Section 7.
Preliminaries

Data and Model
Let X be time to the event of interest, D be time to the dependent censoring, and C be time to the independent censoring. Denote by I(A) the indicator function for the event A, and let a ∧ b be the minimum of a and b. Define W = (Z T , V T )
T to be a vector of k variables, where V is a collection of confounder variables and Z is a binary treatment variable. Definẽ
All these times are log-transformed. The data consist of n independent observations (X i ,D i , W i , δ i , ξ i ), i = 1, . . . , n. The model is
where β 0 = (θ are the components of θ 0 and η 0 corresponding to V . We can rewrite (1) as
We assume that the model is identifiable only in the upper wedge where X < D and C is independent with (X, D) given W , but X and D can be dependent given
Propensity score
In the causal inference literature, the main interest is to establish, identify and estimate causal effects of interventions on outcomes. To describe the causal effect for binary treatment, the potential outcomes framework is a useful tool. Let Y be the continuous outcome without censoring and suppose that there are binary treatment variable Z and covariates V . Under the potential outcome framework, we define {Y (1), Y (0)} to be potential outcomes for a subject which belongs treatment group or control group. The average causal effect by the treatment is defined by E{Y (1) − Y (0)}. Since each subject belongs to either the treatment group or control group, the outcome Y can be written as
In randomized studies, randomization ensures the possibility of a causal interpretation for treatment effects. However, in the observational studies, the existence of the confounders prevents straightforward estimation of causal effects. [9] proposed the propensity score to estimate the causal effect of the treatment for the observational studies. The propensity score is the probability of being in the treatment group given the confounders. The propensity score is defined by e * (V ) = P (Z = 1|V ).
The propensity score has many properties. It balances the confounders between the treatment and the control group. Given the same propensity score, the distribution of the confounders is equal between the treatment group and the control group. With this balancing property, we can obtain conditional independence between the treatment and the confounders. While the propensity score has been motivated in the literature on causal inference, we note that in this paper, we do not attempt to infer causality. We will discuss the causality issue in the Discussion section. Rather, it is the balancing property of propensity scores that we will use in this paper in order to adjust for confounders. Based on model (1), i are independent of Z i and identically distributed. In our case, based on the balancing property of propensity score, we can derive the following important result.
The proof of this theorem is located in the Section A of Supplementary Materials. This theorem implies that given the propensity score, we can establish i.i.d terms with omitting confounders. This theorem, as shown in the Supplementary material, enables us to estimate the treatment effect in an unbiased manner.
Proposed Methodology
As mentioned in the Introduction, the artificial censoring techniques are important tools for obtaining asymptotically unbiased estimators of regression coefficients for the time to event of interest in the presence of dependent censoring. Using the artificial censoring techniques, Lin et al. [7] and Peng and Fine [2] proposed two different estimating functions. Lin et al. [7] used a single comparison of each residual time and Peng and Fine [2] compared different pairs of residual times for the artificial censoring. In [7] , the same degree of the artificial censoring is applied to every residual time so that the estimator from this approach may be inefficient when many covariates are included in the model. The method of [2] is clearly better than that in [7] in the sense that their artificial censoring is smaller than that in [7] , but including continuous covariates with large variability may still cause the excessive artificial censoring in their method.
We now propose an estimation procedure to avoid excessive artificial censoring by using the propensity scores. In this case, our goal is to estimate the treatment effect on the nonterminal event. The key idea is to only use the treatment variable in a weighted estimation procedure. Note that without the weights, the estimation procedure is problematic because we ignore the confounder. This weight is function of propensity score. We assume that the propensity score is modeled using logistic regression with parameter α = (α 1 , . . . , α k ). Let α 0 be the true value of α and
T , i = 1, . . . , n. Define the propensity score to be
.
Hence the true value of propensity score is expressed by e i (α 0 ) for each subject i. The weight is defined by
This weight takes value 1/e i (α) if Z i = 1 and 1/(1 − e i (α)) otherwise. In the causal inference literature, the typical technique is to apply the weight w i (α) to estimate the average treatment effect ( [10] , [11] , [12] , [13] ). We would like to include this weight in the estimating functions. Let η tr and θ tr be the treatment effect parameters with respect to D and X, respectively. By using the weight, the proposed estimating function for η tr is
The proposed estimating function for β tr , a modification of [7] , is
where
Similarly, the proposed estimating function based on the work of [2] is
Let G n (α) be the score function for α, where 
to obtain estimators of γ 0 . Solutions for γ can be obtained by solving the estimating equations sequentially. First we estimate the propensity scores for all observations, denoted as
, whereα is the root of G n (α) = 0. Next, we solve S n (η tr ,α) = 0 by including the estimated weights. Denote the estimator of η tr 0 be asη catr . Incorporatingη catr and the estimated weights, the two estimators of θ tr 0 are obtained through solving U L n (θ tr ,η catr ,α) = 0 and U P n (θ tr ,η catr ,α) = 0. These solutions are denoted byθ Lcatr andθ P catr for the approaches from [2] and [7] , respectively. This methodology works because the propensity score adjusts for the distribution of confounders between the treatment and control groups. Although only the treatment variable is utilized in the construction of the estimating functions, the proposed weights contain information from confounders which lead to their proper adjustment. Based on the model assumptions,
. . , n also have a common joint distribution, which do not depend on Z i given the propensity score e i (α 0 ) because the distribution of V is same for both treatment group and control group given the same propensity score value. Moreover, note that d(·) and d ij (·), i, j = 1, . . . , n are the artificial censoring quantities based on [2] and [7] . There, the artificial censoring quantities are increasing functions of the number and variability of covariates. Since only the treatment variable is utilized in the estimation procedure, it is expected to have very small artificial censoring compared to estimation procedures in [2] and [7] which employ all variables. This point is seen in the numerical study in Section 6.
Another advantage of the proposed method is ease of computation. Numerically, this involves solving a one-dimensional equation, which is much faster and easier to do than the multidimensional case.
Theoretical Results and Inference
It is of interest to determine the asymptotic behavior of the estimated treatment effect. Note that our estimation procedure is similar to one assuming a misspecified model. Several authors ( [14] , [15] , [16] ) show that the estimated treatment effect converges to a constant value (which may not be the same as true value in underlying true model) in probability. However, we show that our estimator converges to γ 0 , true value of treatment effect underlying true model (1) .
Let λ 10 (·|V ) and λ 20 (·|V ) be the true baseline hazard function for
given the true propensity score e i (α 0 ), respectively. Martingales for the dependent censoring and the event of interest [7] are given by
For the [2] type estimating function, given the propensity scores, we have the same setup as in the proof of Appendix of [2] . Letγ = (α T ,η catr ,θ Lcatr ,θ P catr ) T be a solution of Q n (γ) = 0. Now we propose asymptotic properties ofγ. Their proofs are located in the Section A of the Supplementary Materials. Note that convergence of the joint distribution of (α
T separately, but this separation causes problems in statistical inference forα andη catr . This unified convergence result also implies thatγ L andγ P are strongly consistent and asymptotically normal. The price for proving the joint convergence is that we need assumptions covering for both [2] and [7] estimating functions.
For inference, in addition to estimating the asymptotic covariance matrix numerically, it may be more convenient to use bootstrap to ease the potentially over-complicated numerical issues. After bootstrapping at the individual subject level, we solve the proposed estimating equations based on the resultant dataset as delineated above, and we may estimate the covariance of model parameters from solutions of estimating functions (3), (4), (5) and (6) based on a large amount of bootstrapped samples.
We may alternatively estimate the covariance matrix by extending approach of [17] . In this case, the first step is to estimate Ω 0 . Letβ Lcatr = (η catr ,θ Lcatr ) andβ P catr = (η catr ,θ P catr ). Adapting the work of [2] and [7] , we now consider the following weighted empirical influence functions for Q n (γ * 0 ).
2i ,v
It is important to consider the variability arising from the propensity score modeling. In nonrandomized studies, the true propensity scores adjust for the imbalance between confounders. However, the estimated propensity score is indeed a random variable, so the variability from propensity score modeling always exists. Since the empirical influence functions contain weights based on the estimated propensity score, the weights impact the variance of (η catr ,θ Lcatr ,θ P catr ) T . Ignoring these weights results in inflation of variance of the estimators of interest (η catr ,θ Lcatr ,θ P catr ) T because if the propensity score is treated as known, it leads to a decrease in precision for (η catr ,θ Lcatr ,θ P catr ) T . Now let us consider estimation of the covariance matrix ofγ. In this case, the main issue is estimation of Λ 0 . As discussed in [2] and [7] , direct estimation of Λ * 0 involves the estimation of unknown hazard function of error terms, which is numerically unstable. Although the estimating functions are continuous with respect to α, the derivatives of estimating functions with respect to α have a very complicated form. The resampling approach from [17] is an appealing way to estimate the covariance matrix. Their approach is to solve a stochastic equation a large number of times and to use the solutions to estimate the covariance matrix. This approach does not require estimating the asymptotic slope matrix Λ 0 , so it is a suitable approach for nonsmooth estimating equations such as those in this paper. We extended approach from [17] to estimate the covariance ofγ. As discussed before, it is important to incorporate the sampling variability ofα when quantifying the variability of (η catr ,θ
T . Given the data, the following stochastic equations are solved.
where A i , i = 1, . . . , n are standard normal random variables. Then the covariance matrix is estimated by solving the first and second equations in (9) in many times:
Step 1: we solve G n (α) to obtainα * ;
Step 2: we update w i (α * ), i = 1, . . . , n withα * from Step 1 and solve U n (γ) to obtainτ * = {η catr * ,θ Lcatr * ,θ P catr * } T with updated weights w i (α * ) by plugging in U n (γ). By repeating these two steps a sufficiently large number of times, we obtainγ
T and the covariance matrix can be estimated based onγ * . Note that in this procedure, the only random part is A i while the observed data are treated as fixed [7] . Moreover, the variability ofα is incorporated in the estimators of interest through the updating weights. If we ignore variability of the propensity score, we do not solve the first equation of (9) and only solve the second equation by using w i (α), i = 1, . . . , n.
The following theorem proves the proposed estimation procedure for covariance matrix by solving equation (9) converges to the covariance matrix in Theorem 2, given the observed data. The detailed proof may be found in Section A of Supplementary Materials. 
Real Data Analysis
RTOG (Radiation Therapy Oncology Group) 9413 dataset
We analyze two datasets alluded to in the Introduction: the RTOG (Radiation Therapy Oncology Group) 9413 dataset and the HIV dataset. In the RTOG study, the primary interest here is to compare the time to disease progression between Whole Pelvic Radiotherapy (WPRT) and Prostate Only Radiotherapy (PORT) among the intermediate risk patients, a subset of all randomized patients. Time to disease progression is defined as the time from randomization to the first occurrence of local progression, regional/nodal failure, distant metastasis or biochemical failure (nadir+2ng/mL). Patient and pretreatment tumor characteristics that may potentially impact disease progression and death and are used include: age, Karnofsky performance status (KPS), prostate specific antigen (PSA), Gleason Score, tumor size and T stage. Age, PSA and tumor size were analyzed as continuous variables, and the others as categorical variables. A total of 677 patients who met the intermediate risk criteria were included in this analysis. 200 times of resampling and bootstrap runs are tried. We first consider two conventional methods: fitting the model employing all covariates (Full model) and fitting the model using treatment variable only using approaches in [2] and [7] (Unadjusted). When employing all covariates to fit the model, in 200 resampling runs, 69 resampling runs give nonconvergence, which implies that the approaches in [2] and [7] are not stable.
( Table 1 should be here) Table 1 shows the results. For our proposed method, all 200 resampling runs are employed. We computed the standard error of estimators in three ways: the resampling method which ignores variability of the propensity score (Naive), the bootstrap method (Bootstrap) and the resampling method incorporating variability of the propensity score (Resamp). The proposed method is more stable than the approaches in [2] and [7] .
To examine how many observations are artificially censored, we computed the artificial censoring rate. Let CR D be the censoring rate subject to independent censoring, which is defined as 1 − n i=1 ξ i /n and CR X be the censoring rate subject to the dependent censoring, which is defined as 1 − n i=1 δ i /n. Let ACR F L be the artificial censoring rate from [7] approach and ACR F P be the one from [2] approach considering all covariates. Letβ LF andβ P F are estimators from approaches in [2] and [7] from including all covariates in the model. Using arguments in [18] , mathematical definitions of these quantities are
are artificial censoring indicators using all covariates using approaches from [2] and [7] , respectively. Let ACR AL be the artificial censoring rate from proposed method from [7] approach and ACR AP be the one from the proposed method of [2] . Then
Based on the above quantities, the artificial censoring rates of the full model by [2] and [7] are 0.806 and 0.196, respectively. The artificial censoring rates from the proposed approaches from Section 3 are 0.034 and 0.048, which uses more uncensored observations than the full model approach.
HIV dataset
Although the HIV dataset is from a randomized study, including key covariates may increase the precision of the estimated treatment estimates comparing with modeling treatment assignment alone. In the HIV study, there are two continuous covariates of interest, baseline RNA level (after log-transform) and CD4 count. Variation of CD4 count is very large. Range of CD4 count is 1589.5. Including CD4 count in modeling could lead to excessive artificial censoring and efficiency loss in estimation. There were three treatment groups, NFV only, EFV only, and NFV+EFV, in the original dataset. For the purpose of illustration, we combine EFV only with NFV+EFV and treat NFV as the reference level. Thus if one analyzes the dataset including the CD4 count, excessive artificial censoring occurs. For estimating treatment effect including this covariate, our proposed method is useful. In data analysis, one observed value is removed because it has CD4 count 0.
( Table 2 should be here)
Similar to the RTOG data analysis, we considered the following models: proposed approach with propensity score adjustment, conventional approaches (Lin and P&F) with covariate adjustment (Full model) or without covariate adjustment (Unadjusted). As shown in Table 2 , when using the proposed approach, ignoring the variability of the propensity scores (Naive estimate) results in a slightly larger standard error than that with resampling or bootstrap method. Interestingly, we can see that the standard errors by ignoring variability of the propensity score in the proposed approach are almost same as ones when employing the treatment variable only without propensity score adjustment. Moreover, we can see the standard errors from the proposed approaches are smaller than those from the unadjusted model, suggesting the incorporation of additional covariates through propensity scores improves the estimation precision of the treatment effect. Of note, due to the variability of RNA level and CD4 count, the artificial censoring rates from the conventional approaches using all covariates are 1 for both the methods in [2] and [7] . On the other hand, the artificial censoring rates by using the proposed method is 0.069 for the approach based on [7] type and 0.013 for [2] type, respectively.
6 Simulation Studies 6.1 Assuming the true propensity score model Next, we perform some simulations to explore the finite-sample properties of the proposed methodology. Note that true model is (1), so data is generated according to model (1) . We generate a confounder V ∼ N (0, 4) and simulated treatment variable Z as Bernoulli random variable with probability exp (α T . 500 datasets are simulated and with each simulated dataset, 500 bootstrap runs and 500 resampling runs mentioned in the previous section are tried.
We calculated bias, empirical standard deviation (EMPSD), mean of standard error (SEE) and 95% coverage probability (CP) of estimators from considering all covariates and proposed estimator. In this case, the coverage probability is based on the empirical distribution based on resampling runs or bootstrap runs. As with the real data analysis case, in the proposed method, we calculated the standard error of the estimators in three ways : the resampling method which ignores vari-ability of the propensity score (Naive), the bootstrap method (Bootstrap) and the resampling method incorporating variability of the propensity score (Resamp). (Table 3 should be here) Table 3 and 4 show the numerical results for treatment variable considering entire covariates and the proposed methodology. Henceforth the procedure considering entire covariates is denoted as "the full covariates procedure". The estimators from utilizing all covariates for the dependent censoring and the event of interest by [2] and [7] are denoted asη
, respectively. Moreover, the estimators for Z from utilizing all covariates for the dependent censoring and the event of interest by [2] and [7] are denoted asη F,tr ,θ LF,tr andθ P F,tr , respectively. Since the simulation results are based on the joint distributions of estimators for dependent censoring, and the event of interest by approaches from [2] and [7] , simulation runs are removed if the standard errors of any one of these estimators in the simulation runs are 0. When N = 250, for ρ = 0, 0.25 and 0.5, 34, 62 and 127 results from simulation runs are removed because the standard errors of the estimators by [7] for either confounder or treatment are 0. Similarly, when N = 500, 40, 77 and 168 results are omitted. This noncovergence problem is serious especially ρ = 0.5 and N = 500, 33.6% of entire simulation runs are abandoned, which is relatively large. However, for the proposed method, all 500 runs for the estimation of the treatment effect converge.
( Table 4 should be here)
If the simulation runs corresponding to only the estimators for dependent censoring and the estimator for the event of interest by [2] in full covariate procedure are considered, there are no simulation runs which have standard error zero. It can be seen that the method of [7] is problematic in this case. This is due to the excessive artificial censoring as computed.
The numerical results show that the proposed method works well. The mean of the standard errors when considering estimated propensity score as true is high so that coverage probability is conservative. However, the bootstrap and resampling approaches provide desired coverage. When comparing coverage of estimators between the full covariate procedure and resampling and bootstrap procedures, the proposed approaches has better coverage relative to the procedure in [7] . Table 5 shows the artificial censoring proportion. To examine the effect of the artificial censoring, entire simulation runs are included in this calculation. When considering all covariates, the artificial censoring rate by the approach in [7] is high. However, the artificial censoring rate of the proposed method based on [7] is small, which implies that loss of observations for the proposed methodology is much smaller than that in the full covariates procedure. (Table 5 should be here)
We also performed numerical studies when we do not assume the correct logistic regression relationship between treatment variable and confounders. We generate
T from a bivariate normal distribution with mean (0, The results are shown in Section B of the Supplementary Materials. The performance is similar to the case when the true relationship is parametric model, but the bias of the proposed estimator is higher than when logistic regression model is true for Case 1 and Case 2. This phenomenon is expected because the model for propensity score is misspecified, so it may impact performance of the proposed estimator.
Simulation study using HIV dataset
In these simulation studies, the method in [2] has better performance than that in [7] . Moreover, the method in [2] has good performance relative to the proposed approach. However, if the variability of covariates is large, even the method in [2] does not provide correct coverage for estimator. We perform a simulation study using the HIV dataset to show that Peng and Fine [2] estimator fails to provide proper standard error. First, by using estimates from real data analysis, the time to event of interest and time to dependent censoring are generated
where Z indicates the binary treatment defined in the real data analysis, V 1 is logarithm of RNA value, and
T . In this case, Z is generated as Bernoulli(p), where
and α 0 are logistic regression coefficients ( In each simulation run, 150 observations (without replacement) are selected in observations. 500 times of resampling and bootstrap runs are tried.
( Table 6 should be here)
As in the real data study, including all covariates results in excessive artificial censoring. Only 22 runs of estimators from [7] give nonzero standard errors and no simulation run of estimators using [2] provides nonzero standard errors for all covariates. Thus, we cannot obtain correct coverage for all covariates by using the approaches in [2] and [7] . Table 6 shows the results of the simulation study using the proposed method. Standard errors are computed in the same three ways as with the other simulation studies. The proposed methodology indicates that the standard errors of estimators are properly computed and achieve correct coverage.
The artificial censoring rates of the full model for [2] and [7] are 0.988 and 1, respectively. Compared to the artificial censoring rates in the full model, the artificial censoring rates by the proposed method based on [2] and [7] are 0.071 and 0.048, respectively. In this study, the method in [2] does not provide the correct coverage for the estimate. The result of the simulation study shows the effectiveness of our approach when the variability of confounders is extremely large.
Discussion
In this paper, we have proposed methodology for estimating treatment effects under a semicompeting risks data structure in the context of an observational study. In semicompeting risks data, only one nonterminal event is the event of interest. In medical studies, it is common that the event of interest occurs several times. This type of data structure is referred to as recurrent events. Recurrent events in the presence of dependent censoring have been extensively studied by [19] , [20] , and [18] . Our methodology could be extended to this situation and is currently under investigation.
Our approach is similar to that in [14] in the sense that the purpose is to estimate treatment effects by using weights. However, the approach of [14] assumes independent censoring and use probability of censoring as weight, while our approach allows dependent censoring and use propensity score as weight. Moreover, our proposed estimator is indeed the estimated true average treatment effect, but estimator in [14] targets treatment effect under misspecified model.
As can be seen, our approach does not provide information on how confounders affect (X, D). This is a limitation of our approach. For causal inference with uncensored data, it has been shown that even if the outcome model is misspecified, the treatment effect is unbiased when the propensity score is correctly specified in a linear model [21] . In their approach, their model includes the propensity score as a covariate. Following their approach, one remedy is to specify the model as
. . , n are error terms. This approach enables us to perform inference about confounder through the propensity score. Research for modeling the influence of confounders and treatment effect with semi-competing risks data is a topic for future research.
In this paper, our approach requires modeling the propensity score and is done using a logistic regression model. As can be seen in the simulation study, misspecification of propensity score model may impact the performance of the proposed estimator. In this case, both the outcome and propensity score models are misspecified. The performance when both models are misspecified is worse than the case when the propensity score model is correctly specified. This phenomenon is shown in [21] for uncensored data. There are other ways to construct propensity score by nonparametric methods, such as classification and regression trees [22] . Recently, [12] and [13] proposed combining propensity scores from logistic regression and nonparametric learning method for causal inference. It can be also interesting topic to compare performance between parametric modeling and nonparametric method, and methodology of [12] and [13] .
In this paper, ideas from causal inference were used to motivate the estimation procedure. However, it is important to note that it is controversial to make any formal causal interpretation. If we employ the approach in [23] , we can show that there exists a joint distribution of (X * , D * ) given treatment variable such that X * and D * have the same values as X and D but X * and D * are independent. If we employ the potential outcome approach to establish causal relationship between treatment and event of interest, we need several strong (and also untestable) assumptions. Robins [24] proposes assumptions to make causal inference in randomized studies. Similar to [24] , we illustrate several assumptions for causal interpretation in semicompeting risks data.
1. Strong ignorability assumption: Potential outcomes are statistically independent with treatment assignment given confounders. In uncensored data, it can be expressed mathematically as
This assumption implies that if possible confounding mechanisms are known, treatment assignment does not affect potential outcomes. In usual right censored data with single event and independent censoring assumption, this assumption should be modified due to the existence of censoring. Let D(1) and D(0) be time to death for treatment group and control group, C(1) and C(0) be time to censoring for treatment group and control group, respectively. It is reasonable to assume that potential censoring times for treatment group and control group are equal as C. Then extending this strong ignorability assumption for uncensored data to censored data with independent censoring assumption yields [25] {D (1),
In semicompeting risks data, we can extend (10) with time to event of interest. Let X(1) and X(0) be time to event of interest for treatment group and control group, respectively. Then,
2. Noninteraction assumption: error distribution is independent of treatment assignment.
3. Rank preservation assumption: if subject i is dependently censored earlier than j under treatment, hypothetically, subject i is also dependently censored earlier than j under control [6] .
The first assumption is made in [2] and [7] , including this paper. However, the second assumption has much stronger than the first one. If there exists a scientific example to reasonably satisfy this second assumption, then our approach can be a tool to provide causal interpretation. Estimators -η F,tr : the estimator of dependent censoring for Z in the full model ; θ LF,tr : the estimator by [7] for Z in the full model;θ P F,tr : the estimator by [2] for Z in the full model Estimators :η catr : the proposed estimator of the dependent censoring ;θ Lcatr : the proposed estimator using [7] approach;θ P catr : the proposed estimator using [2] approach Table 5 : Artificial censoring proportions when assuming logistic regression model is true 068 a the censoring rate subject to the independent censoring b the censoring rate subject to the dependent censoring c the artificial censoring rate from [7] approach considering all covariates d the artificial censoring rate from [2] approach considering all covariates e the artificial censoring rate from proposed method of [7] approach f the artificial censoring rate from the proposed method of [2] approach (A.1) The parameter space Γ is compact.
Denote the filtration as
. . , n; 0 ≤ u < t}, where (A.6) For i = 1, . . . , n, define
(A.7) Existence of limiting quantities : For every u > 0, there existz (w,1) (·) > 0 andz (w,2) (·) > 0 such that [12] and [13] . Let
is measurable in z for every α in Γ. Moreover, f is continuous in α for every z.
(B.2) For all z and α,
where h(z) is a function satisfying E α 0 |h(z)| < ∞.
Now we proof the first theorem.
Proof. By balancing property of propensity score, Z i ⊥ V i |e(V i ). Based on modeling assumption (1) in main paper, i is independent of W i and i.i.d. Hence i is independent of Z i . Note that
0 V i ) Then given propensity score, the result follows. Now we can add one more assumption for modified error distribution that depends on confounders ( [15] , [16] ). 
T , i = 1, . . . , n. Note that for Condition 2 in [26], in our context, given propensity score, the error density is the common joint density of
. We assume that g(·) and its derivative are bounded (Ghosh, 2000, Chapter 6), and 
Now we will show that Q n (γ 0 ) is unbiased estimating function, i.e., E{Q n (γ 0 )} = 0.
Proof. Recall that our proposed estimating function for dependent censoring is
where N 1i (t; η) = I{D * i (η) ≤ t} and
The second equality follows because
is the true value of θ 0 corresponding to V and η
is the true value of η 0 corresponding V . Under the true value of β tr 0 and α 0 , E{U
By Theorem 1, Proof. Since the propensity model is true, by the conditions (B.1) and (B.2), α converges to α 0 almost surely. Define
Then let
Note that the proposed estimating function for η tr is S n (∞; η tr , α).
[26] argues that the expansion holds if W is treated as random. In his case, the full covariates are used for residual terms. In our case, due to Theorem 1, the argument of [26] still holds. Let L(t; η tr , α) be any one of the empirical processesÑ w ,Ñ zw , Q (1) leads to the conclusion that the estimating function n −1/2 S n (η tr ,α) can be uniformly approximated by a nonrandom function m w 1 (η tr , α 0 ) by some order within the bounded area, i.e., sup
is also a log-rank type estimating function, the approximation (1) is applicable and we can derive a uniform approximation by the nonrandom function m w 2 (β tr , α 0 ). Hence,
Denote any neighborhood of η 
Moreover, by strong consistency ofα, it is also true that if α belongs on any neighborhood of α 0 , say B, then any fixed η tr ∈ N 0 , n −1/2 S n (η tr , α) can be approximated by m 1 (η tr , α). Hence,
Similarly, for any β tr ∈ N 1 and α ∈ B,
Thusη catr andθ Lcatr are strongly consistent to η tr 0 and θ tr 0 . Now we want to show strong consistency ofθ P catr . Let W be a compact set of parameter β tr . From the U-statistics law of large numbers,
for all β tr ∈ W. By decomposing the compact set W into several finite subsets
Since w i (α 0 ), i = 1 . . . n are bounded, by Appendix of [2] ,
To complete the proof of consistency, we need the following lemma. 
Take 0 > 0 and let 0 < ν < 0 /(3b 0 ). Then by Markov inequality,
Hence sup
Note that for any ν * > 0,
For fixed β tr , by Taylor series expansion,
Then for fixed β tr , n
By uniqueness of α 0 and strong consistency ofα,
Combining (2), (3) and (4) yields,
Thus the consistency ofθ P catr is proved.
Remark. In this case, the key important element is strong consistency of α. Given strong consistency ofα, the random function n −1/2 S n (η tr ,α) and n −1/2 U L n (β tr ,α) converge to deterministic functions. Moreover, to prove the strong consistency ofθ P catr , we apply arguments from [2] given α 0 and use strong consistency ofα. Proof of Lemma 2 We can use arguments similar to those in [2] and the Appendix of [18] . Note that the set
Thus there exists
By the Cauchy-Schwarz inequality,
Hence there exists
Before we state and prove Theorem 2, we first state and prove the following lemma.
Lemma 3. If k n converges to 0 in probability,
and λ 10 (·|V ) is the true common hazard function of {D *
given the true propensity score e i (α 0 ) andλ 10 (·|V ) is derivative of λ 10 (·|V ). If k n converges to 0 almost surely,
. We will follow the approach of [28] (Chapter 6). Let
Since w i (α) and w j (α) are bounded by some constant, assumptions N1-N3 
By Taylor series expansion of λ(β tr , α) at β tr 0 and α 0 ,
Extending arguments in the Appendix of [2] ,
Hence,
when k n converges in probability to zero. The second result of Lemma 2 easily follows from the result that the sequence of random variables converges in probability if and only if each subsequence contains a subsequence which converges almost surely. 
T . By standard asymptotic theory of maximum likelihood estimator and the Cramér-Wold theorem, Since the observed data are independent and identically distributed, given observed data, the asymptotic distribution of n 1/2 (γ * −γ) is normal distribution with zero mean vector and covariance matrix Λ B. Simulation study In practice, it is difficult to check for the adequacy of the propensity score model. Thus another simulation study we performed was to explore the robustness of the proposed procedure. In this simulation study, it is not assumed that the propensity model relating confounder and treatment variable is true. We generate J = (J 1 , J 2 ) T from a bivariate normal distribution with mean (0, 0) T and covariance matrix 4 a a 1 , where a = 0, 1. In other words, Table 7 and 8 show results for treatment variable from using the entire covariates in the model and from the proposed model. 54 runs, 43 runs, and 96 runs are removed for Case 1, Case 2 and Case 3, respectively when N = 250. For N = 500, 83 runs, 32 runs and 107 runs are removed for Case 1, Case 2 and Case 3, respectively. However, in the proposed approach, there is no numerical problem for estimating standard errors of estimators. The proposed method has the advantage compared to the full covariates approach in terms of numerical stability. Numerical results indicate that the proposed method works well. In this case, as for assuming the true propensity model case, three ways of standard error calculation are used. As the simulation using true propensity score, the coverage probability is based on empirical distribution based on resampling runs or bootstrap runs. As for assuming the true propensity model case,η F,tr , θ LF,tr andθ P F,tr are the estimators for Z from utilizing all covariates for the dependent censoring and the event of interest by [2] and [7] , respectively. As in the previous simulation scenario, treating estimated propensity score as true results in large standard error of estimators (η catr ,θ Lcatr ,θ P catr ) T . The Estimators -η F,tr : the estimator of the dependent censoring for Z in the full model; θ LF,tr : the estimator by [7] for Z in the full model;θ P F,tr : the estimator by [2] for Z in the full model data bootstrap and new resampling approach reflected variation of estimated propensity score into (η catr ,θ Lcatr ,θ P catr ) T . Our methodology even works well for the randomized study. One of interesting feature is that more simulation runs are lost in randomized study than those in observational study. Even though our primary goal is to estimate treatment effect in observational study including continuous covariates which have large variations, it also works well for randomized study including continuous covariates with large variance. Table 9 shows the artificial censoring proportion. As for the simulation study assuming that logistic regression model is true, even in the case not assuming propensity score model, the artificial censoring proportion from the proposed method is significantly lower than that of the full model case. Estimators -η catr : the proposed estimator of the dependent censoring ;θ Lcatr : the proposed estimator using [7] approach;θ P catr : the proposed estimator using [2] approach the censoring rate subject to the independent censoring b the censoring rate subject to the dependent censoring c the artificial censoring rate from [7] approach considering all covariates d the artificial censoring rate from [2] approach considering all covariates e the artificial censoring rate from proposed method of [7] approach f the artificial censoring rate from the proposed method of [2] approach
