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Multiple choice questions are widely used in high-stakes written examinations and are 
continuously being challenged for testing recall facts rather than higher cognition. 
Innovative MCQ formats (Multimedia-enhanced) can test such skills. To evaluate this 
format a recent validity framework “The Cambridge Framework” was used to assess 
and explore this intervention. 
Aim: 
Explore the validity of multimedia MCQs for testing higher cognition in Emergency 
Medicine (EM) in Saudi Arabia using the Cambridge framework, and evaluate the 
use of this framework. 
Methods: 
A total of 164 EM residents (seniors and juniors) from three regions of Saudi Arabia 
took a total of 80 multimedia-text matched items in an end of year exam. A mixed-
methods approach triangulating quantitative (pilot test, parallel forms of multimedia 
and text items, item psychometrics and characteristics, questionnaires) and qualitative 
methods (semi-systematic literature review, focus-group discussions, Cambridge 
validity framework implementation and research legitimation), were applied using 
systematic guidelines for each method to explore multimedia items. 
Results: 
Discrimination was significantly higher for multimedia than text items (DI= 0.19 +18, 
0.14 +17, p= .03), and took significantly longer to answer (p=.01). Both formats had a 
moderate difficulty level (Diff = 0.75,0.74). Multimedia-items had a higher reliability and 
G-coefficient than text items. Focus group results revealed seven main themes of 
multimedia that effect item characteristics. Review of the Cambridge Framework 
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demonstrated areas of gaps in sources of validity evidence and external-related 
factors not covered in other frameworks that have implications on validity. 
Conclusion:  
Multimedia questions were more discriminating and took longer time to answer than 
the text questions. They test higher cognition and have certain characteristics that 
effect difficulty level and how they are perceived by the examinees altering their 
thinking process towards the answer. Gap areas identified in the Cambridge 
framework and external factors that were contextual, may give room to explore the 
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1.1 General introduction 
 
This thesis focuses on one of the widely used methods in assessment and its 
application in postgraduate medical education: the use of multiple-choice questions 
(MCQ) in assessing residents’ higher cognitive skills, one of the many competencies 
that are required by medical and health graduates in Saudi Arabia. 
This chapter focuses on the background of the study regarding the multiple-choice 
assessment of postgraduate medical specialities in Saudi Arabia and is based on the 
researcher’s own experience as assessment head in the department of medical 
education and postgraduate studies in the Saudi Commission for Health Specialties 
(SCFHS) in Saudi Arabia. The chapter will start by stating the problem and the 
research questions, then go on to introduce the idea of including multimedia (MM) into 
written examinations in order to assess the graduates’ higher-order thinking skills. It 
will conclude by outlining the research methods, as well as an explanation of the thesis 
structure. 
1.2 Statement of the problem and research questions 
 
This research sought to firstly establish a better undertaking of the literature to fully 
inform the development of new multimedia questions for high-stakes examinations 
in Saudi Arabia. An Initial search using related search terms of multimedia, MCQs, 
and written examination revealed 21 articles of which only four were relevant to the 
topic. These initial results seemed to imply that there was a gap in the literature 
covering this area and that further exploration was needed to be able to understand 
the characteristics of multimedia, as well as its effect on students’ performance on 
test results. The work, within this thesis, explores with emergency medicine residents 
in the national programs of Saudi Arabia, the use of multimedia in an end of year 
examinations against a new validity framework as a precursor to introducing the 
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concept into national licensing examinations. This would hopefully aid in illuminating 
certain areas in test development by answering the following question: Can the use 
of multimedia in MCQ examinations test higher cognitive skills (the construct) that is 
more than rote memorization in postgraduate residents? And is it more appropriate 
than traditional MCQs? To help in answering this, the following research questions 
were explored: 
1) Does multimedia-enhanced MCQ’s test higher cognitive levels more than text 
questions in high-stakes examinations? In order to answer this question, the 
following sub-questions also need to be answered: 
Questions related to the items 
• What is meant by higher cognitive skills?  
• Can MCQ measure higher cognitive skills? 
• What are the psychometric properties of multimedia questions? 
• Do multimedia-enhanced MCQs produce higher psychometric properties 
than traditional text MCQs?   
• What are the characteristics of multimedia in assessment, what factors 
affect it, and when and how should it be used? 
Questions related to the participants 
• What are the participants’ perceptions of using a computer-based setting 
for their examinations? 
• What are the participants’ perceptions of the use of multimedia items in 
their examinations? 
The research question is further fragmented in the form of variables (dependent and 
independent) and is explained with examples in Appendix 1. 
How can it be made sure that the interpretations of the results are valid? This can be 
answered through the application of a validity framework, and in order to answer this 
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question, the following one needs to be addressed: 
2) Can the new Validity Framework (Cambridge Assessment Group) be used for 
evidencing assessment validity in large-scale high-stakes examinations in a 
different setting (multimedia MCQ examination” in Saudi Arabia, as the central 
part of the original research)?  To answer this the following questions regarding 
test development, need to be asked: 
• What does this validity framework cover, and how does it compare to other 
frameworks? 
• How easy/difficult was it to understand and apply the framework? 
• What are the challenges and gaps when using this new framework? 
It is hypothesized that because multimedia is more complex than text description then 
multimedia items would be more difficult to answer than text items. It is assumed that 
these questions would require more cognitive processing to answer and, 
consequently, would produce test results that are more discriminating between low 
and high-ability students. Therefore, the following hypotheses were claimed: 
HYPOTHESIS 1: Residents who took the multimedia MCQs would have a lower 
mean test score (i.e., items are more difficult) than those who took the description 
(text) format. 
HYPOTHESIS 2: Multimedia MCQs would have a higher discrimination index than 
text MCQs. 
 
1.3 Background and study rationale 
 
In the past two decades, the Kingdom of Saudi Arabia has experienced a sudden 
expansion in the healthcare system, with a sudden increase in numbers of medical 
schools in a short period of time from seven to 33. But even with the increased 
number of medical graduates yearly, Saudi Arabia still falls short in meeting the 
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medical manpower needed for a growing population of around 32 million people. 
One way to meet these needs for the public healthcare system is to certify and/or 
license physicians locally, as well as outside the country until sufficient local 
physicians are attained. 
In the field of healthcare, assessment should be able to determine if a candidate would 
be able to become a doctor who has obtained the knowledge and skills to take care 
and manage a patient (1). Health practitioners are faced on a daily basis with cases 
of complexity and a great deal of information and they are required to arrive at the right 
decision for patient care. These complex cognitive abilities need to be tested 
throughout their training to ensure that they have the capability to utilise all available 
information to make decisions when practicing in the clinical environment (2). 
Summative assessment should determine which resident is fit to proceed to the next 
level and to be able to practice autonomously (1). The quality of high-stakes 
examinations in the Kingdom, the Middle East, as well as other international licensing 
examinations around the world, is mainly focused on testing knowledge using text 
and static-image based MCQs when applicable (2-4). In Saudi Arabia, a big part of 
assessment relies heavily on written examinations, particularly multiple-choice 
examinations, and it would take some time until the introduction of a formal Objective 
Structured Clinical Examinations (OSCE) system or other forms of clinical 
examinations b e c o m e  efficiently established and standardized for high-stakes 
medical specialty examinations.  
The SCFHS is the regulatory body responsible for training, certifying, and licensing 
physicians to practice in the Kingdom of Saudi Arabia. In response to public 
demands to provide competent, safe, and fit-to-practice doctors, the Commission 
has worked to raise the standards of education, training, and assessment to those 
of international levels. With over 70 medical licensing examinations, and 62 board 
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certifying examinations that are conducted yearly, the Commission has decided to 
review and upgrade these examinations through a newly established Medical 
Education Department and with the collaborative support of international sister-like 
organisations.  
 
In the last decade, the Saudi Commission has been reforming assessment methods 
to include new innovative methods that meet international medical education 
standards, and one of their physical transformations was the construction of in-house 
computer labs for testing in all of their branches in the Kingdom. In the meantime, 
there is a need to establish a well-constructed written examination with clear 
standards that test not only knowledge but potentially other higher-order 
competencies ( 5 ) . One possible way of designing such an exam, which would 
focus on problem- solving and application of knowledge rather than pure 
memorization of facts, would be the use of innovative items, such as multimedia-
enhanced MCQs (6, 7). 
Innovations for assessing learning in medical education over the last half a century 
have challenged traditional approaches, such as the MCQ examination. Newer 
formats, such as OSCEs (8), Workplace Based Assessment (WBA) (9), and, most 
recently, Situational Judgement Testing (SJT) (10), all claim to be testing additional 
constructs to core medical knowledge. However, there is convincing evidence that 
knowledge, a common educational objective (11) is the single best determinant of 
expertise in practice (12-14) and that cognition is best tested using written 
examinations (15).  
The move towards other testing formats has been driven by the desire to test higher-
order cognitive function, such as decision making and clinical reasoning (16), but 
as importantly, there has also been a drive to support perceived examination 
fairness and relevance. MCQs have been criticized for not being fair because they 
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promote short-term superficial, rather than deep learning (17) and lack authenticity 
for clinical practice (18). Fairness is important as it equates to defensibility, which 
has become increasingly important in modern assessment (13). In response to 
these claims, educational testers have explored ways of reducing ‘cram’ learning 
using more regular testing formats and exploring a range of ways of using new 
technology-enhanced learning techniques to support professional authenticity (5, 
19, 20). 
MCQs have been used in assessment for over 45 years in medical, dental, nursing, 
and other healthcare disciplines in the US, UK, Europe, and Australia (2, 21). 
However, educators use MCQs to test factual knowledge rather than to test a deeper 
understanding (21). They are widely accepted as a user-friendly strategy for 
assessing knowledge throughout different educational systems and disciplines and 
are seen as being a reliable, valid, and efficient way to test learning outcomes (22). 
It is traditionally known that MCQs predominate certificate and licensure 
examinations worldwide (22, 23), as they are considered the most commonly used 
assessment method of diagnostic reasoning. The bulk of USMLE step 1, 2, and 3, 
Part I of the Medical Council of Canada Qualifying examinations (24) and medical 
licensing exams in Germany (25) are MCQs. Written tests, including MCQs, are like 
any other educational methods and are not without fault. The advantages of written 
tests, including MCQs, are that they are practical to develop, feasible to deliver, 
and achieve high levels of reliability. However, much of their reliability is assured 
by being able to sample large amounts of content in relatively short periods of time 
(13). Despite concerns that MCQs test recall of isolated facts, there is evidence 
that supports the notion that MCQs will discriminate accurately between 
candidates and can be used to measure higher-order cognitive skills (26) (27 p.38), 
especially when written clearly and constructed well (13) and when using clinical 
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vignettes (2). MCQs with clinical vignettes are widely used in medical education (28) 
and are likely to be used as a summative method (4). They are used in high-stakes 
nursing assessments as well as other health science disciplines (2); however, 
students’ clinical reasoning strategies haven’t been well described in these 
questions (28). With the innovation of technology and the use of computer-based 
testing (CBT), it has become possible to introduce the use of multimedia and 
simulation into written examinations, raising the hierarchy of clinical testing still 
further (29) making the questions more authentic (30), and setting a realistic 
perspective of what takes place in clinical practice (23). Although the use of images 
has become important, its interpretation is still not well documented (31). Complex 
items, such as well-written clinical vignettes, rely on the use of knowledge (32 
p.126), and with the use of multimedia (complex material), examinees are required 
to use higher mental processes (32 p.126). In addition, one of the primary uses of 
multimedia materials is to complete the presentation of the presented problem that 
is being solved (33 p.94). A good multiple-choice item requires more than recall to 
be answered (32 p.127) as examinees are asked to interpret an image or video that 
requires their application of knowledge and hence, MCQs can measure any aspect 
of cognition (32 p.132). 
When talking about decision making and problem-solving, one tends to forget that it 
is not a simple process. It is an abstract of the mind that cannot be seen and is not 
a neat straight-forward logical pattern. It is more complex because, in the real 
setting, the physician is not only dealing with the thinking process. He is also dealing 
with involving others in the decision-making process, having inadequate information, 
feelings of uncertainty and being restricted in time to make a decision; and with all 
this, one could not know which determined his/her behaviour or even ask them to 
explain why they acted in a particular way (34). In such settings, the use of high and 
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low fidelity multimedia and simulation can be used to construct such scenarios, 
where ‘real-life’ deliberate thinking of students, residents and physicians can be 
assessed (34). Assessment of clinical reasoning can be achieved through the use 
of testing modalities, such as patient management problems, script concordance 
tests, key feature examinations, and think-aloud protocols (28). However, they are 
not frequently used because of their required resources and inadequacy in testing 
(28). Nevertheless, MCQs with clinical vignettes, are efficient enough to be 
administered in examinations and yield excellent psychometric properties (28). 
 
In order to be able to evaluate such a major change (introducing multimedia) in a 
high-stakes setting of national examinations, it is important to have a robust 
approach to assess the process of test development taken. There are well-
established validity frameworks with which to explore assessment interventions. 
This research drew on such frameworks that are discussed in more detail in the 
coming chapters. One of these frameworks was very new at the start of this research 
and claimed to ‘operationalize’ validity evidence for large-scale international 
examinations (35). This framework was implemented to validate the use of 
multimedia multiple-choice questions (MM-MCQs) in the examination, and the 
framework was evaluated for its applicability in a different setting (Saudi Arabia) 
as the central part of this research. The research takes a ‘consequentialist’ stance 
drawing on the work of Kane ( 3 6 )  and building on an important newly proposed 
framework for evidencing assessment validity in large-scale, high-stakes 
examinations “The Cambridge Validity Framework” (35). Kane argues that we often 
only focus on scores and their interpretation in assessment. He postulates that we 
need to think as much about the consequences of these interpretations as we do 
the interpretations themselves (3 6 ) . The mixed-methods approach of the 
Cambridge Validity Framework appears to be an appropriate modern assessment 
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evaluative approach that draws on the strengths of both qualitative and quantitative 
data collection. This study will explore a fuller understanding of the consequences 
of a new assessment intervention “MM-MCQs” within the validity framework from 
the Cambridge Assessment, which was newly published at the start of this PhD, 
and will establish if this framework is fit for purpose for the implementation of a 
high-stakes end-of-year examination in the Middle East. Figure 1.1 depicts the main 
components of the study. 
 
 
Figure 1.1: Main study components 
As demonstrated in the image, the largest circle is the setting in which the study 
takes place “Saudi Arabia”, in the speciality of emergency medicine. This would be 
conducted in their end-of-year written examination (high-stake), which is in the MCQ 
format. The MCQ examination would include multimedia items that would be 
compared to their text-matched items and, therefore, would be conducted through 
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computer-based testing (CBT). The whole test development of the examination fits 
into assessment validity because score interpretation from these items needs to be 
validated in this case, using the Cambridge assessment group validity framework.  
The following table (Table 1.1) outlines a series of quantitative and qualitative 
methods used to address the research questions, how they were carried out 
(methodology), and the analyses that were undertaken.  
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Table 1.1: Outline of research questions, methods, methodology, and data analysis used 
Main Research Questions 
1. Do multimedia-enhanced MCQ’s test higher cognitive levels more than text questions in high-stakes examinations? 
2. Can the new Validity Framework (Cambridge Assessment Group) be used for evidencing assessment validity in large-scale high-stakes 






 (approach used) 







What are the psychometric 
properties of multimedia 
questions? 
 
Do multimedia-enhanced MCQs 
produce higher psychometric 
properties than traditional text 
MCQs?   
 
What are the characteristics of 
multimedia in assessment, what 
factors affect it, and when and 
how should it be used? 
 
 
Semi-systematic literature review 
of the health professionals and 
general educational literature, 
using appropriate search engines 
and databases. The PRISMA 
checklist for systematic reviews 
was used as a guide for the 
research questions. Search term 
strategies and PICO were used 
to analyse the question. 
 
A narrative review of the articles from the 
literature review summarising the main 
findings in the literature and interpreting 
evidence related to the research question. 
Reporting previous studies on MM used within 
written assessment and in MCQs, the 
evidence and methods especially, but not 
exclusively, in high stake examinations across 
the professions. This will shed light on 
available guidelines to help set up the MM 
exam items, as well as highlight areas of gap 
in the literature that need addressing using 




2. Pilot Study 
(Quantitative) 
 
What are the psychometric 
properties of multimedia 
questions? 
 
Do multimedia enhanced MCQs 
produce higher psychometric 




The pilot study was conducted by 
developing multimedia-text 
matched questions and 
administering them in a real-EM 
examination through computer-
based testing (CBT). Guidelines 
for test development, CBT, 
validity frameworks, as well as 
the Standards, were used. 
 
Reporting the details of the experience, 
process, and outcomes, initial analysis of the 
item characteristics through item 
psychometric analysis of the new multimedia 
questions. This provides an opportunity to 
identify the feasibility of the project, possible 
barriers and to test any areas requiring 
revision in the proposed protocol involving the 
various stakeholders. The pilot study draws 
from results of the literature and focuses, on 









What is meant by higher 
cognitive skills? And what 
measurable features does it 
contain? 
 






Using evidence found in the 
literature, two forms of 
examination were developed: (a) 
MCQs with multimedia in them 
and (b) a parallel text-matched 
question with no multimedia in it. 
This will be administered as 
unmarked beta questions in the 
Emergency Medicine (EM) end-of-
year examination twice, once in 
the pilot phase and next in the 
study. CBT, validity frameworks, 
as well as the Standards were 
used. 
 
Data on sample demographics and 
characteristics, item indices and 
characteristics (P-value, item discrimination, 
difficulty, item-total biserial correlation, and 
response time) using the classical test theory 
will be collected. Further data exploration on 
reliability using Cronbach alpha and 
generalizability theory will be conducted. Data 
analysis using SPSS, Minitab, Excel was 
carried out to help identify multimedia item 
characteristics, as well as a guide to item 
selection for group discussion in the focus 
group These will differentiate between MM-






What are the participants’ 
perceptions of using a computer-
based setting for their 
examinations? 
 
What are the participants’ 
perceptions of the use of 




Computer-based confidential and 
anonymous Questionnaire 
targeting Saudi EM residents. This 
will be circulated after the 
examination to gain an 
understanding of their experience, 
concerns and acceptability of the 
use of multimedia questions, as 
well as to improve their use.  
 
Using SPSS and Excel for calculating and 
reporting correct response rate and group 
comparisons and reporting on descriptive 
statistics. This will complement finding and 
augment results from test results, and aid in 
the focus group discussions and results.  
  
 
5. Focus Group 
(Qualitative) 
 
What are the characteristics of 
multimedia in assessment, what 
factors affect it and when and 
how should it be used? 
 
What are the participants’ 
perceptions of using a computer-
based setting for their 
 
Conducting focus groups in three 
regions in Saudi Arabia with the 
EM residents to explore their 
collective view of the new items. 
Using data from the questionnaire, 
as well as the MM-TXT matched 
item analysis to guide the 
discussion. A systematic focus 
 
Transcribing the discussions using NVivo 
system. Using a six-phase thematic analysis 
guide for the process of transcribing, coding, 
and outlining emerging themes. This is to 
evaluate the acceptability of the new items 
through the qualitative analysis, highlight 
multimedia features and challenges, as well as 





What are the participants’ 
perceptions of the use of 
multimedia items in their 
examinations? 
group conduction through 
guidelines were used covering 
participant recruitment, selection, 
material and session preparation, 
moderator role, group interactions, 
and data analysis to carry out the 
focus group discussion. 
aid in gathering rich qualitative data in a short 
time and complement, elaborate, and 
strengthen results from the other methods (item 







How easy/difficult was it to 
understand and apply the 
framework? 
 
What are the challenges, gaps 
when using this new framework? 
 
Was the framework applicable in 
this new setting? 
 




Using the Cambridge framework, 
a modern assessment evaluative 
approach that draws on the 
strengths of both qualitative and 
quantitative data collection to 
evaluate the results of the MM-




Analysis in this section is through a narrative 
report going step by step through the 
framework to evaluate the applicability of the 
Cambridge framework in establishing the 
validity of the MM-TXT examinations in Saudi 
Arabia. Reporting on all its steps, and methods 
and providing sources of validity evidence by 
identifying the strengths and weaknesses to 
validate the interpretations of the IA results. In 
addition, highlighting the challenges and gaps 
in the framework. This framework will help 
validate results from the test, identify areas of 
improvement, and help explore the concept of 
international validity through its application in a 
different setting (Saudi Arabia). 
 
7. Legitimation  
(Qualitative) 
 
How can we make sure that our 
interpretations of the results are 
valid? 
 
Legitimation (i.e., validity in mixed-
methods research) covers 
different types of validities in 
quantitative, qualitative, and 
mixed-methods research that one 
should review in order to check for 
the quality of the research that 
was conducted. Onwuegbuzie and 
Collins’ sampling framework was 
used, as well as a checklist to 
evaluate the quality of a mixed 
research study. 
 
Evaluating and reporting on the items on the 
checklist, as well as reporting and providing 
examples regarding the multiple validities 
proposed by Onwuegbuzie and Collins to 
demonstrate the validity of the research 
process and its results. Reflecting on the 
whole research study and the different types 
of validities applied to mixed research, 
explaining strengths, weaknesses, and 
limitations of the research. 
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1.4 Significance of the research question 
 
This work is viewed as important to Saudi Arabia as this research would inform 
and develop the assessment systems in postgraduate examinations and as a 
second step in the Licensing Examinations. The researcher’s position within the 
organisation would ensure that this research would lead to real policy 
development and change.  
The work is central in informing the wider literature by exploring the applicability 
of a new validity framework. The research would be theoretically sound, potentially 
building new theory through action. The importance of raising the quality of high-
stakes examinations is of global interest. Results of this study through dissemination 
would find ways to implement the newly proposed method and thus enhance high- 
stakes examinations globally in relation to the use of multimedia multiple-choice 
formats in high-stake examinations. The introduction of multimedia to written and 
clinical examination would help raise the quality of practising doctors by raising 
the assessment standards of clinical competence in written examinations. 
Developing an understanding of validity is of importance to the wider educational 
literature. It is hoped that results from analysing the application of the Cambridge 
Validity Framework in a Saudi context will yield evidence in exploring the possible 
existence of a new concept in validity “international validity”. This would be by 
evaluating if the framework was applicable in a new setting as it claims to be and 
whether it would be applicable elsewhere. In addition, the research aims to report on 
the main psychometric findings from the study and on the validity evidence for the 
use of multimedia items in written examinations, as well as highlight the 




1.5 Thesis outline and summary of chapters 
 
This research aims to answer the research questions through the proposed mixed-
methods outlined in Table 1.1 and will be discussed in seven chapters.  
1.5.1 Chapter 1: Introduction 
 
This first chapter as discussed here provides a brief overview regarding the research 
background, as well as the research problem. It goes through outlining the research 
questions and related sub-questions, outlining the proposed methods and 
methodologies used, as well as the structure of the research.  
1.5.2. Chapter 2: Literature review 
 
This second chapter explains the literature review which is the first method listed in 
Table 1.1. This chapter explains the justification for conducting a literature review on 
multimedia in multiple-choice examinations. The chapter then explains the approach 
taken to conduct a semi-systematic literature review, explaining the search strategy, 
search terms, criteria and databases used. Further on, results and discussion of the 
outcome of the research are explained.  
1.5.3 Chapter 3: Multimedia literature review 
 
Based on the results of the literature review in Chapter 2, this chapter covers of what 
was found on multimedia in MCQs examinations. It starts by introducing computer-
based testing (CBT) and its use in assessment in medical education followed by the 
introduction of multimedia and authentic assessment. The chapter goes on to discuss 
the historical background of multimedia in testing and in MCQ written examination, 





1.5.4 Chapter 4: Validity and validity framework 
 
This chapter covers the complicated concept of the construct, validity, and validity 
frameworks in the assessment and test development process providing a brief history 
on validity, as well as examples of some of the well-known validity frameworks that 
are cited in the literature and that are used in the test development process. Further 
details of each framework and its concepts are also outlined. 
1.5.5 Chapter 5: Methodology  
 
This chapter covers the research design and methodology carried out to conduct the 
study. In this chapter, the qualitative and quantitative research methods are explained 
and include the conduction of the pilot study, the development of the multimedia text-
matched items and questionnaire, focus group conduction, the use of the Cambridge 
Assessment framework and its implementation during this research, as well as 
research legitimation. 
1.5.6 Chapter 6: Results 
 
This chapter presents the analyses and results’ findings from the various methods 
used in this study and covers two sections: (a) quantitative analysis and (b) qualitative 
analysis. The quantitative analysis covers results outlined from the exam item 
analysis, as well as the questionnaire analysis while the qualitative analysis covers 
the transcribed data from the focus group, as well as qualitative analysis of a sample 





1.5.7 Chapter 7: Discussion 
 
This chapter draws on the main results of the quantitative and qualitative data drawn 
out from the study and converges them into an explanation of why the items behaved 
as they did. It also explains the outcome of the framework and discusses the concept 
of international validity. It ends with a reflective section from the researcher’s point of 
view, as well as recommendations when using multimedia materials in examinations. 
 
1.6 Conclusion  
 
Innovations for assessing learning in high-stakes examinations have challenged 
traditional approaches, such as the multiple-choice question to establish new testing 
formats that test higher-order competencies (e.g., multimedia-enhanced MCQs). To 
evaluate this format in a high-stakes setting, a recent validity framework “The 
Cambridge Framework” that draws on the work of Kane was used to explore the 
validity of multimedia MCQs in the Saudi emergency medicine end-of-year 
examination. 
Triangulation of quantitative and qualitative methods was carried out for this project 
and involved a semi-systematic literature review, pilot test, the use of parallel test 
forms of multimedia and text items, item psychometrics and characteristics analysis, 
questionnaire distribution, focus group discussions, validity framework application, 

































This chapter addresses the first method used that was outlined in Table 1.1 to 
address the research project (i.e., literature review). The aim of this chapter is to 
explore the evidence for the use of multimedia in MCQ examinations in medical and 
healthcare settings. This chapter aims to address the first research question “Does 
multimedia-enhanced MCQ’s test higher cognitive levels more than text questions 
in high-stake examinations?” through trying to answer the following sub-questions:  
- What are the psychometric properties of multimedia questions? 
- Do multimedia enhanced MCQs produce higher psychometric properties than 
traditional text MCQs?  
- What are the characteristics of multimedia in written assessment, what factors 
affect it, and when and how should it be used? 
An explanation for the justification for using multimedia in this PhD research will first 
be explained followed by outlining the methodology used to carry out the literature 
review search and ending with the results, discussion, and limitation of this search. 
2.2 Justification for using multimedia (MM) in written MCQ 
examinations 
 
One of the main sources of validity evidence from assessment content is the extent to 
which its inclusion in assessment is relevant to the construct that is of interest (37). It 
is suggested that valid assessments that resemble real-life situations within the 
limitations of a standard testing condition would result in a valid meaningful learning 
experience (18). Computer animations and illustrated phenomena are increasingly 
being used in medical education to aid in understanding complex and abstract 
concepts (38). They have been used in clinical teaching in numerous medical 
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specialities to facilitate learning physical examinations, and various procedures and 
techniques (38). With the growth of computerized testing, students are expected to 
learn and process various materials in a variety of ways (printed and visualized) and 
educators are realizing the importance of evaluating students not only on the content 
of their materials but also on how they reason with it (39). Undergraduate medical 
programs entail students to be able to identify and interpret images (40). In many 
postgraduate medical disciplines, such as radiology, histology, pathology, cardiology, 
surgery, orthopaedics, emergency medicine (EM) and nursing, visual skills (such as 
interpreting radiographs, microscopic images, and reading electrocardiograms) and 
auditory skills (such as heart sounds) are considered essential skills for physicians to 
be competent (41-45). Residents are required to learn problem-solving skills and 
interpret findings in order to be able to arrive at a diagnosis, prognosis, or management 
plan. Clinical medicine is a discipline that would prosper well with the use of multimedia 
items (44). The use of simulation (high and low fidelity) in EM is considered important, 
as it delivers new features that cannot be captured with the conventional paper-and-
pencil examination, such as creating the sense of urgency, forcing residents to think 
in a time-dependent manner, prioritizing care and making decisions given the limited 
information and time presented to them (46). This mirrors what actually happens in the 
emergency department (ED) setting. In addition, the use of simulation in EM has 
expanded since the late 1990s and has been a basis for many EM training programs 
(47, 48). As in the speciality of anatomy, many resources in emergency medicine have 
a visual component to it because the speciality is derived from almost all the other 
medical specialities, including anatomy (49, 50). However, a large component of the 
EM assessment, like other specialities, takes an approach away from visualization 
(49). Because visualization represents an important aspect of emergency education, 
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the effectiveness of multimedia (images and videos) used for assessment purposes 
requires further continuous study. 
Moreover, in good educational practice, educators should construct assessment to 
match not only the educational objective (to ensure that content validity is present) 
(51) but to also align with the curriculum, its intended outcomes, teaching methods, 
and assessment tasks with each other (52). If tests were designed to measure key 
concepts and constructs that are taught in the medical curriculum but at the same time 
ignored these same concepts because they were harder and more laborious to 
measure, then educators would reduce their teaching in these areas (53), and it would 
be the test developers who would bear some of these responsibilities (53). There 
would also be a lack of validity if the teaching environment, the technology, and the 
use of multimedia were established well enough, but the assessment area still lagged 
behind and was based on the paper and pencil format (53). It is technically possible 
to include images into written paper-based examinations as it is including videos in 
computer-based examinations, but information regarding their effect on item statistical 
properties are limited (40, 54, 55). In addition, what is available in the literature from 
previous methods of including multimedia in the paper-based examination were of 
reducing images to simple diagrams, having low-quality images or providing exam 
booklets of illustrate colour plates (40, 55, 56). 
In the past few years, the SCFHS have been upgrading their educational and 
assessment programs as part of the new vision of Saudi Arabia “Vision 2030”. The 
EM residency training program exam committee in SCFHS have updated their 
curriculum and required learning outcome for their residents and have made these 
explicit on their website (57) in order to be able to assess their competencies. 
Therefore, in order to warrant constructive alignment with authenticity, it was decided 
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that multimedia items would be included in their written examinations in order to test 
higher cognitive abilities (i.e., the desired construct under measurement in this study) 
(40, 58). Test results based on the interpretation of images and videos were used as 
a method for assessing residents’ competency in their clinical decision-making skills. 
However, much of what has been written in item-writing guidelines has been for 
MCQs, essays, and other written formats yet guidelines regarding multimedia and 
innovative items were rarely found (59). Moreover, at the start of this research, the two 
North American medical licensing organisations had not provided instructions or 
guidelines on the use of multimedia in their item writing instruction manual, although 
images do appear in their examinations (54, 60, 61). Though, recently in their updated 
book, the National Board of Medical Examiners dedicated a brief section with some 
recommendations for multimedia use (62), these updates did not have guidelines or 
instructions on what factors affected multimedia materials, and how the use of different 
multimedia materials affected test items and students’ performance. 
Furthermore, most studies have been conducted in countries, as Akdemir and Oguz 
(2008) put it, ‘where the duration of technology integration process is short’ (63). 
Reliable standards and guidelines are needed regarding integrating these 
technologies into assessment. Because multimedia plays an important role in our 
teaching and is among the most common feature in our training programs, exploring 
the influence of multimedia on item tests is a valuable starting point (54). 
It is hoped that from the research results, accumulated instructions and guidelines 
from lessons learned throughout the literature would be applicable and would help test 
developers save time and effort when carrying out their multimedia examinations. The 
purpose of this research is not to replace previous ideas in the literature, but to gather, 
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organise, and encourage further conversations on this topic amongst educators and 
test developers. 
2.3 Literature review: Semi-systematic review of 
multimedia in assessment 
 
The following section describes the methodological process taken to search the 
literature and results obtained.  
2.3.1 Introduction 
 
A semi-systematic review of the literature that reports previous studies on the 
validity and consequences of including multimedia in MCQs was conducted. Initial 
scoping exercises were undertaken to assess the evidence within the health 
professionals and general educational literature to inform the review protocol and 
exact methods then employed. The purpose of the review was to have a better 
understanding of the use and validity of multimedia in written examinations especially 
but not exclusively in high-stake examinations across the professions. This aided in 
providing insights on the feasibility, logistics, and methods needed to be used for 
conducting the pilot project and, afterwards, the continuation of the study. 
To ensure that the research methods used in this investigation were valid, reliable 
and appropriate for answering the study questions, a semi-systematic approach was 
carried out to review the literature. The PRISMA checklist (64) for systematic reviews 
was used as a guide for the research question. PRISMA stands for ‘Preferred 
Reporting Items for Systematic Review and Meta-Analyses’ and are an evidenced-
based set of items that are required for reporting systematic reviews and meta-
analysis (64). It is important to note that this search does not fulfil the criteria for a 
systematic review and was carried out by the researcher alone. The selection of 
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papers and data extraction was not reviewed by multiple authors as done in a 
systematic literature review. However, the usage of databases, search term 
strategies, and PICO were used as described in the following section. 
2.3.2 Methodology 
 
This section covers the approach taken for the semi-systematic literature review in the 
health professionals and general educational literature. It explains the strategies that 
were used to search terms to analyse the question, inclusion and exclusion criteria, as 
well as the appropriate search engines and databases that were used. 
2.3.2.1 Search terms strategy 
 
The first step taken to start this research was to dissect the research questions into 
simpler blocks that needed to be explored, this was followed by compiling a list of 
key terms and synonyms revealed from the literature that would aid finding the main 
related topics. The PICO strategy was used to analyse the question in order to be 













Table 2.1: PICO Strategy outlining the main research terms and their synonyms 
PICO Acronym Study Question 
P (Patient, Problem, 
Population) 
Medical education postgraduate and undergraduate 
students Including: 
- Medical students,  
- Dental students 
- Nursing  
- Health Allied students 
 
I (Intervention) MCQs with multimedia materials including:  
- Multimedia, multi-media, images, pictures, chart, 
graph, photo, photographs and illustrations 
- Video, animations, media, visual, virtual and 
simulation 
- Audio, sound, audio-visual and recording 
- Interactive, authentic, technology-enhanced and 
computer-based items 
- Multiple choice, MCQ 
 
C (Control or Comparison) MCQs with only text description including:  
- Text, written and description of an item 
 
O (Outcome) Changes in cognitive levels reflected by:  
- Item characteristics including test scores, Item 
difficulty, item discrimination and duration. 
- Students’ perception towards the items including 




Regarding the selection of which publication would be included in this study, inclusion 
and exclusion criteria were determined (see Table 2.2) and all publications from 1960 
to May 2018 (the time of the updated literature review) were included. This time frame 
was selected based on the following points: 
1. The fact that computers were used for medical examinations since the 1960s 
to test knowledge and problem-solving skills by using MCQs and extended 
matching questions (EMQs) (1, 66). 
2. Boulet and Swanson’s article (2004) highlighted that patient-management 
problems (PMPs) have been used in examinations since the 1960s, and these 
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items require students to interact with the items in order to reach a response 
(67). 
3. The use of film in large-scale testing by the US Army Air Force Aviation 
Psychology Program during World War II was documented to be in the 1960s 
(Siebert and Snow, 1965, cited (7)). 
Most of the literature review was mainly concentrated on higher education in the 
medical and health allied field; however, it did consider those publications that were 
advanced in multimedia topics in other fields and educational levels. Inclusion and 
exclusion criteria for this research are summarized in Table 2.2 and any publications 
that met these criteria were included. 
Table 2.2: Research inclusion/exclusion criteria  
Inclusion Criteria Exclusion Criteria 
 
Field of medical and health education 
related to assessment  
 
Medical and health education field related 
to program training and education  
 
Assessment in MCQ examinations  Clinical simulation examinations  
Undergraduate and postgraduate 
students  
 
Kindergarten and pre-school ages 
Using multimedia materials High fidelity simulation and virtual reality  
English language  Other languages 
Other fields fulfilling the rest of inclusion 
criteria  
Grey literature, abstracts, conference 




2.3.2.2 Bibliographic databases 
 
A review of the medical, nursing and educational literature was conducted through 
the use of multiple engines. This search yielded only a few relevant studies in the 
medical literature. Only a few pieces of evidence were found linking MCQ testing with 
multimedia. This did not indicate that the literature wasn’t available. Rather, it seemed 
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to be because of finding and matching the correct combination of the various possible 
keywords that were needed for the search. However, most of the relevant references 
were obtained through snowballing and reference tracking, browsing through the 
reference list and near-relevant papers (68). This was because the selected search 
terms were not always image, picture, or multimedia. In addition, after a further review 
of the reference list and extensive hunting for similar articles included, the related 
keywords to these articles were different for each with some having no relation to 
multimedia terms and synonyms, for example, keywords that were found were: 
problem-solving, educational assessment and educational measurement, 
computerized testing, digital testing, and technology-based assessment. 
The following summarises the main findings of the literature review: The search 
engines and databases that were used in this study included searching MEDLINE 
(PubMed), OVID, EMBASE, CINAHL (Cumulative Index to Nursing and Allied Health 
Literature), ERIC (The Education Resource Information Centre), AMED, PsychINFO, 
BEI (British Educational Index), AEI (Australian Educational Index), SocINDEX, 
ProQuest, and Web of Science on October 31, 2014. The search of the literature was 
aided with the assistance of an experienced research librarian in the medical field. 
The search was last updated on May 14, 2018, with 11 additional articles added. 
Search terms and related keywords concerning multimedia in multiple-choice 
examinations were carried out using Boolean operators (AND, OR) (69 p.95-99) to 
either combine or exclude keywords and are present in Figure 2.1. The selected time 
frame for reviewing the published articles was from 1960 to 2018. Google and google 





2.3.3 Results of data extraction 
 
Eligible studies that followed the criteria were included in this literature review and 
were evaluated by the researcher. Initially, abstracts and titles were assessed to meet 
the study aim. A total of 1658 articles were originally identified. However, after the titles 
were screened for relevancy, only six were related to the research topic and the rest 
were excluded for being off-topic. An additional 66 articles were identified and 
included, which were related to multimedia and assessment from the reference list 
reaching a total of 72 articles retrieved in full-text that were included in this review as 
shown in Figure 2.1. The reference manager Endnote X 8.2 was used to store and 
manage references and to identify any duplications of articles. Out of the 72 articles 
that were included in this study:  
- 11 were related to low-fidelity simulation in assessment (written assessment) 
- 14 were related to multimedia characteristics that would affect multimedia in 
assessment and 
- 47 were related to multimedia in assessment, of which 11 of them were conducted 
on undergraduate or postgraduate medical education fields and had the same 
concept and method of this research study through exploring the effect of 
multimedia on item parameters (item difficulty and item discrimination) by 
comparing it to a text-matched item. These parameters are summarized below, 





























Mcq OR mcqs OR “multiple choice” 
AND
Multimedia OR multi-media OR audiovisual OR audio-visual OR audio* OR video* OR image* OR picture* OR illustrate* OR simulation 



























Total 1658 citations were scanned 
1656 screened for relevance 
(n = 133) Number of removed citations (n=1523) 
after reading titles & applying 
inclusion/exclusion criteria, Reasons:
Off topic
Not related to written assessment




Number of citations removed after 
reading abstracts & full text (n = 127), 
Reasons:
Related to questionnaires
Use of web-tool and educational 
program
Use for feedback in learning 
Open response format
Only abstract available (n=6)
6 studies included 
55 relevant citations identified from 
snowballing through reference list 
11 citations added from Additional 
search on 14 May 2018 
Web of Science       OVID         PubMed          ERIC              AEI               AMED               BEI             SocINDEX          PsycINFO
82                       9                140                501               16                 143                620                     93                    54             





2.3.3.1 Effect of multimedia on item difficulty (DIFF) 
 
Out of these eleven studies, two showed that multimedia was more difficult than text-
matched items, and only one of them was statistically significant (20, 70). Three 
studies demonstrated that there was no difference in difficulty level between 
multimedia and text items  (45, 71, 72). However, when differences were noticeable, 
multimedia items were more difficult (45). Furthermore, there were another three 
studies that demonstrated that multimedia items were easier than text items (19, 40, 
55), of which one was not-significant (40). Finally, the last three studies showed mixed 
results in difficulty levels (5, 49, 54), with one study explaining that when multimedia 
was difficult it was significant (5), and the other showed increased difficulty in cross-
sectional images (54). 
2.3.3.2 Effect of multimedia on item discrimination (DI) 
 
Two out of the 11 studies showed that discrimination in multimedia items were more 
than text items (54, 70), one of which was non-significant (70) and the other one 
showed a significant difference in cross-sectional images (54). Seven studies 
demonstrated that there were no differences in discrimination levels between 
multimedia and text-matched items (19, 40, 45, 49, 55, 71, 72), with one demonstrating 
that when discrimination was noticeable, it was more increased in multimedia items 
(45). The final two studies showed that multimedia was less discriminating than text 








It is apparent from the literature that the inclusion of multimedia to MCQs produces 
changes to item parameters whether it was a negative, positive, paradoxical or no 
effect at all. Multimedia items also seem to measure some aspect of skills and 
knowledge that are different from the print format, or they test different elements of the 
same concept. The conflicting results seem to demonstrate that multimedia items 
behave differently when interacting with an item and when interacting with the test 
taker. The type of media used, the number of items that were sampled in the studies, 
and the methods used to conduct them, also seem to have an effect. It should be 
noted that all these studies have limitations that include either having a small sample 
size, items that are not exactly matched, incomplete statistical reports, the use of a 
single method to obtain results, or no referral to validity evidence. Replicating similar 
studies will demonstrate if results from previous studies are consistent and provide a 
clearer understanding on the size of any effect. Further studies may be able to 
demonstrate under which conditions and context multimedia items become more 
difficult and discriminating than text, and/or vice versa. In addition, results from existing 
studies using the same methods should be reviewed and compared, to identify if there 
are certain factors that affect item parameters for text or multimedia. 
2.3.4.1 Difficulty Level 
 
When an illustrated item was more difficult, items were probably not clear and were of 
poor quality. These might have had an effect on students’ ability to identify the relevant 
findings and, hence, their performance (55). It could also be due to the fact that 
students perceived some sense of responsibility towards these items and took the 
approach of one of less risky behaviour (72), which would reflect on how they would 
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act in their real setting. Another explanation why some multimedia items were 
perceived as more difficult was because they were more authentic and did not give 
out any hints, as did the text version (e.g., description of an audio-clip) (20). More so, 
these items were testing higher levels of cognition and so were perceived harder (45).  
On the contrary, when an image was easier, some students of the middle and high 
ability levels weren’t able to get it right, and when they had reached the correct answer 
it was for another reason. This could have been because of the image not being 
relevant in the first place, and, hence, not helpful, as well as the medium in which the 
information in the vignette was provided in (49, 55, 70). In addition, when an item was 
less direct in the description format, the multimedia item made it easier to understand; 
however, it was more difficult when it replaced textbook terminology, therefore, 
explaining why sometimes multimedia items were perceived easier or difficult 
according to the students (5). 
In the study conducted by Lieberman et al. (2003), although their video-based 
questions had similar item analysis as the text items did, video items tended to not be 
significantly more difficult (70). While in the study carried out by Shea et al. (1992), the 
video format of the questions seemed to be slightly easier; however, the print format 
seemed to do just as well and, hence, if resources are available then the video format 
is advised to be used otherwise the time and cost of constructing video items is 
burdensome and challenging (19). This was also revealed in Hunt’s study (1978), 
where visual data were found difficult to reproduce (55). Another study that used 
videos demonstrated that when item difficulty was noticeable video formats were 




2.3.4.2 Discrimination level 
 
Discrimination of items will depend on the material itself and its relation to difficulty. If 
an item is too easy or too difficult no discrimination will be noticed.  
Some studies demonstrated similar results in discrimination between the multimedia 
and the text items but also reported that when noticeable, even though it was non-
significant, the multimedia items were more discriminating. This was suggested as a 
result of it testing higher cognitive processes (45). When multimedia items were 
perceived as difficult, discrimination was less (20). This could be because of the item 
being too difficult and requires one to have the knowledge of what he/she is seeing or 
hearing and, therefore, would either know the answer or not. While the opposite was 
seen in the Lieberman et al.’s study, where video formats were non-significantly more 
discriminating than the text items (70). 
It seems that discrimination is difficult to interpret between multimedia and text items 
and is due to the fact that multimedia items seemed to measure some construct or 
element of the construct differently from what the text format measures (5, 19) and is 
as result of some type of context-dependent interaction that is taking place with the 
content (54).  
2.3.4.3 Duration 
 
In addition, it was noticed that time spent on multimedia items was longer than that of 
text items, which could be because of it being more difficult, it containing more 
information than the text, or perhaps examinees needed more time to identify the 
problem and were more careful about dealing with it as in real-life experience. It could 
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also simply be that higher fidelity items required more time in order to be answered (5, 
20, 72) 
2.3.4.4 Type of media 
 
Some of the results in the studies suggest that the type of media (image, video) and 
case selected may render it easier or difficult than others (54). For example, in the 
study by Shea et al. (1992), some formats of cardiovascular studies, in precise the 
arteriogram cases, demonstrated different discrimination levels than the other cases 
in the text format, this seemed to suggest that certain skills are required to read motion 
studies (19). Students tend to behave the same towards multimedia items in a way 
they would benefit the patient and in a less risky manner (72). In the study by Holtzman 
(2009), the use of audio for CVS auscultation findings was perceived as more difficult 
and less discriminating compared to the descriptive version, which was easier to 
interpret (20). This could be that these types of media were not easily accessible and 
were more difficult to identify and differentiate than visual media. In addition, audio 
formats did not contain hints as would the description format. Therefore, only students 
who knew the diagnosis were able to answer it. Another example affecting item 
parameters was the spatial ability and cut of the image that was displayed. This was 
demonstrated in cross-sectional images that were perceived to be more difficult and 
discriminating as they seemed to require extra skills in being tested; while other types 
(schematic images) suggest a cueing effect, therefore, were more easier and less 
discriminating (54). 
2.3.4.5 Students’ preference 
 
Whatever the effect that multimedia had on the test results, students preferred the 
illustrated and visual format of items over the text format for being more clinically 
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relevant (19, 45, 55, 71) and some preferred it to be included in their final certifying 
examination (55). This was because it relied on visual recognition that was used in 
clinical practice and almost all studies reflected on the importance of incorporating 
multimedia in examinations for that reason (55, 71). The use of computer-based 
testing to deliver these items made delivery easier and more practical (70). 
2.3.5 Limitations 
 
Although search terms were identified, its application was difficult and was not the 
same on each database, and so results would turn out negative in most searches. 
Therefore, each database may have had a different combination of search terms that 
were used after the original combination had failed. This may have led to some 
publications that may not have been identified and may have been missed. In addition, 
the wider grey literature PhD thesis, abstracts, and conference papers were not 
included in this search. However, the researcher feels that no major concepts have 
been missed for three reasons: 1) based on the reference list of relevant publications 
found, all articles seemed to be repeated and were included in this study; 2) other 
main studies that were found through snowballing reference lists were not cited in 
those previous publications; 3) a recent publication by Vorstenbosch et. al., (2013) 
explored the role of images in assessment and through conducting a search using 
MEDLINE, ERIC, Embase and PsycINFO and using different keywords and 
synonyms, ended up only finding one paper (Hunt, 1978) with no further hits after 
snowballing (54). In addition, the researcher feels that a major part of the literature 
review found was not covered in these articles and, therefore, were included here in 






The results from the literature suggests that there isn’t enough evidence to refute or 
accept that multimedia items affect item analysis in a certain direction (e.g., more 
difficult or less difficult than text). More studies need to be conducted in different 
contexts and perhaps by using additional methods to gain a better understanding of 
the factors that may be affecting the parameters of the items (i.e., difficulty, 
discrimination, time). Validating the results of tests using multimedia items is important 
to ensure that the interpretations made are true and valid. This means that studies 
need to report what steps were taken to select and construct the items, the setting of 
the examination, the characteristics of the population chosen, the mode of computer-
based testing that has been used, and technological factors involved, in order to gain 
a clearer understanding about the differences in performance of multimedia and text 
items. 
The literature review has demonstrated that multimedia items are valuable, test at a 
higher cognitive level, and may measure a construct in a different way to text formats. 
Instructors should carefully select multimedia materials for examinations and closely 
examine their item analysis. Research is needed to understand how the combinations 































In the following chapter, an introduction of general aspects of computer-based testing 
will be discussed followed by multimedia, the use of multimedia in learning and testing, 
leading towards the end of this chapter to the justification for this research project. A 
narrative review of the 72 articles from the literature review was undertaken, explaining 
and summarising the main findings in the literature and interpreting evidence related 
to the research question. A narrative review is a type of approach to synthesis and it 
integrates qualitative and quantitative evidence from published studies and other 
sources without any source of analytical purpose. They are commonly used in 
literature reviews (73). 
3.2 Computer-based testing 
 
Computer-based testing (CBT) refers to the use of a computer to deliver a test (74). It 
either provides all students with the exact set of questions as in the paper-based 
format, this is referred to as computer-based testing, or delivers a test where questions 
are based on the students’ previous response and is referred to as computer-adaptive 
testing, (CAT), and therefore, in this format not all students receive the same set of 
questions (39, 74-77). Computerized testing is the general term for CBT, and it is 
sometimes referred to as e-assessment (78, 79), computer-aided assessment (79), 
computer-assisted assessment (66), and technology-based assessment (77, 80). In 
relation to this research study, the term will only refer to computer-based testing and 
not adaptive testing. Depending on the purpose of assessment, computer-based 
testing can be used at several points during a course or program as described by 
Smart C. and cited by Cantillon: ‘prior to a course as a diagnostic assessment, during 
a course where students can self-assess their learning needs, at the end of a course 
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for feedback on performance (formative assessment) or at the end of a course where 
a pass/fail judgment is made for examinee qualification (summative assessment)’ (66). 
The process and concept of computer-based testing involve multiple stakeholders, 
various resources, and numerous challenges in order for it to function properly. 
Resources for CBT combines human resources such as (test administrators, 
supervisors, proctors or invigilators, examiners, item writers, IT technicians, 
programmers and supporters, as well as those involved in publishing and setting up 
the examination system), The other resources are logistical and technical in nature 
(81) and are concerned with setting up and providing a testing lab with computers and 
necessary equipment in addition to publishing policies and procedures for the exam 
process, testing lab, guidelines for examinee, examiners, proctors and test publishers 
that outline the responsibility of each stakeholder (81-83). 
3.2.1 CBT and assessment in medical education 
 
The use of computers for medical examinations have been documented since the 
1960s to test knowledge and problem-solving skills by using MCQ and EMQs (1, 66). 
A great deal of research on CBT took place in the 1970s and operational administration 
of CBT begun in the 1980s (76). In 1986, with the growth of computerized testing, the 
American Psychological Association (APA) published guidelines for developers and 
users of computer-based testing on the development, use, and interpretation of 
computerized testing, emphasizing their responsibility to establish the validity of a 
computerized-test (APA, 1986, cited by Hao (39) and by Bugbee (74)). These 
guidelines complement the Standards for Educational and Psychological Testing 
(APA, 1985) by focusing more detail on computer testing, and emphasizing the 
developer’s responsibility (74).  
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In China, a medical examination system with artificial intelligence had been used since 
1989 to assess applicants for residencies in the medical field, including doctors, 
dentists, nurses, pharmaceutics, etc. (84). In the 1990s, the United States Medical 
Licensing Examination (USMLE) started as a series of paper and pencil examinations 
that later was transformed, in 1999, into the computer-based format becoming the first 
generation of computer-based testing produced. The transformation took place to 
improve security issues that were associated with the paper-based format (7, 20, 85-
88). With this new testing format, authenticity was introduced through computer-
simulated patient format (known as the computer-based case simulation) that was 
under development by the National Board of Medical Examiners (NBME). It required 
examinees to select options for history taking and physical examinations and to 
manage simulated patients in recorded time (20, 66, 85, 88). In addition, all three 
USMLE steps have enriched the fidelity of their questions by incorporating the use of 
multimedia into their stems (20). 
In other field areas, the Graduate Record Examinations (GRE) was available for 
examinees to take as computer-based tests in 1992, and as an adaptive form in 1993 
(7, 74). In 1994, the nursing licensure examinations delivered their examinations only 
on computers (7, 74, 87). In the 1990s, medical educators introduced digital resources 
in their medical curricula, assessing medical students through CBT, as well as 
assessing postgraduate programs and licensure examinations in the UK, USA, and 
Europe (44, 66, 74, 89, 90). Since then, educational technology has played an 
important role in teaching and assessment (79) and a large number of organisations 
and associations have been taking the path to deliver their licensure and certification 
examinations through computers (44, 66, 74, 76). 
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In 2001, the International Test Commission (ITC) published the International 
Guidelines for Test Use that relates to competencies and skills that are needed by test 
users to carry out the testing process, as well as the knowledge needed to understand 
tests and their use (82). The document also covers implications for standards for test 
construction, documentation and test information (82). The ITC published guidelines 
that encourage the promotion of good practices that can be adapted for use across 
different cultures and languages to assure uniformity in test quality (82). In 2006, they 
published a comprehensive guideline called “The International Test Commission’s 
Guidelines on Computer-Based and Internet-Delivered Testing”. The guidelines are 
internationally agreed on guidelines of good practice for test-takers to use in 
educational, clinical, and organisational testing practice when conducting a CBT or 
internet examination (91). They are based on inputs from international countries, as 
well as various organisations including The British Psychological Society, the 
American Psychological Association, internet task force, the NBME, European 
Federation of Psychologists’ Associations and many more (91). In their guidelines, 
they highlight four main issues in testing (the technology used, quality of 
psychometrics, control over test administration and security/privacy issues) involving 
three main stakeholders: the test developers, users and publishers (91). 
In the last three decades, modern computer technology has gained popularity 
becoming an unavoidable part of our lives (63, 74); CBT has been developing rapidly, 
and its use has decreased some of the financial burdens in test development with its 
user-friendly interface (39). With all these changes, individuals have become more 
computer-oriented and postgraduate and undergraduate medical students now have 
a higher degree of computer literacy than ever before (66). Computers have 
transformed our everyday lives through automated services, they have added value, 
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accuracy, and improvement to our educational and testing services, as well as made 
the delivery of multimedia testing both practical and feasible, deepening our 
understanding of the role of computer technology (39, 63, 92). However, there is still 
an urgent call for the delivery of high-quality computerized testing and even a greater 
reward for the role of computers in assessment and examinations (92, 93). 
3.2.2 Benefits and challenges of CBT 
 
Technology-based assessment is related to the use of computers and other electronic 
media, such as videos in educational settings, to assess an individual’s progress (80). 
As explained by Schoech (2001), "a technology-enhanced assessment environment" 
provides characteristics for an examination. For the user, it allows test self-
administration, a free navigations system that allows users to move from one part of 
the examination to another (94). For test developers, it allows for item and exam 
customization, implementation of innovative design formats (i.e., multimedia and 
virtual reality items) or interactive strategies (gaming and simulation), improvement of 
delivery techniques (using USBs, CD-ROM and secured net), automatic storing of 
results, immediate result calculation, and automated data interpretation (45, 66, 77, 
94, 95). 
Computer-based testing comes with its benefits that are not easily achievable with the 
conventional paper and pencil exams and this has been well documented in the 
literature (1, 7, 39, 44, 66, 80, 85, 94, 96). Computer testing enables diverse group 
administration through the availability of computer labs (66, 93, 94, 96). Unlike paper-
based examinations, CBT allows for presenting cases and items more like those in the 
actual work settings by including multimedia and simulation and assessing decision-
making skills and higher levels of cognitive construct. It provides an opportunity to 
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introduce computer simulation methodologies into testing (1, 7, 39, 45, 80, 85, 89, 97, 
98). The use of images, videos, and sound into test items makes it more resembling 
to real-life tasks and enhances students’ creativity, widens what can be tested (1, 44, 
76, 79, 98), aids in assessing skills such as problem solving (39, 44, 66, 78, 89, 93, 
96), and allows for better integration with the curricula (44, 78). It offers standardization 
in the testing environment minimizing errors involved in administration and score 
reporting, therefore, increasing test reliability (63, 78, 80, 85, 87, 96). It gives the 
opportunity to deliver tests to examinees almost on a daily basis in different locations 
and centres at their own convenient time (1, 7, 76, 80, 96). It is characterized by having 
a specified number of seats to it, allowing for a standardised comfortable environment 
and private testing area. Examination results and reports can be delivered accurately 
and immediately after finishing the test, which expedites decisions that need to be 
made (7, 39, 80, 96). CBT can improve cost and time and has the ability to maintain a 
large question bank that helps deliver and customize different examinations. This, in 
turn, further reduces security risks (1, 39, 77, 78, 96, 99). Feedback and information 
regarding items and test-taking behaviours can be collected and given instantly (39, 
44, 74, 79-81, 93, 94). Computerized testing facilitates item analysis and can provide 
detailed information regarding the time spent on each item and items that have been 
reviewed by the examinee (39, 76, 97). Evaluation of psychometric data, item 
parameters, item bias, difficulty, discrimination and reliability can also be computerized 
promptly (39, 74, 80, 96). Finally, computerized testing can be customized and set to 
deliver items according to the examinee’s responses, using computerized adaptive 
testing techniques (80). 
Despite the many advantages of technology and computer-based testing, they still 
possess unanticipated “hidden” problems (63, 94) that may appear unexpectedly. 
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Because technology is continuously changing and the exam development process is 
often a multi-year process, computer-based exams need to be reviewed to ensure that 
they are not outdated when they have just been completed (94). The use of the internet 
allows for uploading, downloading, and streaming of videos into examinations. 
However, one drawback of the internet is sometimes the low quality of images or 
videos available and the inconsistency of the net, which can affect connection speed. 
It should be noted that delivering the exam via computer and, more importantly, via 
the internet has a risk of being compromised, particularly if someone taking the exam 
manages to capture a copy of it (94). All technical issues require the availability of an 
IT and technical support staff on-site and throughout the whole exam development 
process, to ensure that the examination continues to work if any problem arises and 
to ensure that no time is wasted to restart or have to change computers. These 
problems could be any of the following (78, 79, 93, 94, 96): 
o Difference in layout, 
o Hard disk freeze or crash, software bug, 
o Hardware or software update or upgrade, 
o Hardware or software disruption or failure, 
o Change in the operating system or browser setting, 
o Server maintenance disruption, network or power failure, 
o Insufficient operating workstations and security breach Etc. 
IT technicians with video production and programming skills are not regularly 
accessible and are one of the key links for the success of any CBT process (79, 94). 
Therefore, having the same technician available who is familiar with the project during 
the lengthy examination development process is not always possible (94) and the risk 
of remote staff or technical support being unavailable is likely and may occur (78). 
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A potential major issue in conducting computer-based examination is the difficulty in 
changing parts of the examination before the assigned date. As even minor 
adjustments can require one or several days of work. While in a paper-and-pencil 
exam, it is much easier to update the process of an exam (94). In addition, in the case 
that specialised test-developers were not readily available, there would be a risk of 
having a faulty examination (94). Another negative aspect of computerized testing, 
particularly for large-scale testing, is the number and location of centres that might be 
limited and if available would be costly (74). For those who are uncomfortable with 
computers, the experience of a computer-based examination could be stressful, 
particularly on top of the stress of an examination. This could be overcome by orienting 
the candidates to the computer interfaces or delivering a practice exam to allow users 
to feel comfortable before the actual exam date (80, 94, 100). 
While the call for using digital technology is not new, most organisation apply the 
traditional assessment of the paper and pencil format, and most assessment using 
multimedia has been experimental. One reason could be due to the cost and the 
substantial additional workload it requires to get familiar with new software (94). In 
addition, much of the research in computer-based examination has been with 
populations of elementary school students and undergraduate students, and may not 
be generalizable to postgraduate high-stake testing (74). 
3.2.3 Computer Vs. paper-based exams 
 
Since the 1990s, there has been an increased interest in organisations and institutions 
to accept and convert their tests from paper-and-pencil (PNP) to computer-based 
testing (74, 101). Akdemir, Oguz (2008) and others have summarized results from the 
literature regarding students’ performance on traditional paper-and-pencil format 
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compared with computer-based formats that yielded conflicting results (39, 63). 
Supporters of computerized testing stated that students’ performance was enhanced, 
and stress was reduced while other studies reported lower test performance and 
anxiety among students who were unfamiliar with computers (63, 102). There were 
also other studies that found computerized testing to have no detrimental effects on 
students’ performance (39, 63). 
Bugbee 1996, reviewed a number of researches, reviews, studies, and guidelines 
about testing by computers and reached the following general conclusions: a) 
computers affect testing; b) special considerations should be taken when used in 
testing; c) computer-based tests can be equivalent to paper-based tests under 
stringent criteria; and d) it is necessary for test users to have a basic understanding of 
computers and knowledge of psychometric test properties (74). According to Liu, 
Papathanasiou, and Hao (2001), there are three factors that influence a student’s 
perspective towards computer-based testing: their attitude towards computers, 
anxiety, and experience (80). Regarding anxiety, the authors demonstrated consistent 
views from the literature that computer anxiety does not seem to affect a student’s 
performance. However, they did indicate from studies that there was a correlation 
between computer anxiety and low scores and that students who owned a computer 
were more prepared and had more experience, which alleviated some of their initial 
concerns regarding the format, hence lowering their anxiety levels and bettering their 
performance (80). 
These studies, as well as others, have been showing various factors and conflicting 
results in regards to testing formats affecting test scores. With some aiding the 
advantage of CBT over PNP testing and others disadvantaging it due to the mode 
effect, the test-taking strategies (44, 74, 89, 96, 103), the increased anxiety level with 
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being unfamiliar with computer use, the variations in visual quality and computer 
screens in testing formats (86, 96), and the need for computer skills (96, 102). 
The differences between computer-based and paper-based testing can include the 
way examinees respond to the questions, mode of exam review, progress overview, 
sense of control, test-taking strategies, the time limits, individual pacing, inclusion of 
multimedia, screen capacity, ease of response, test security, cost, as well as other 
factors that all need to be accounted for when trying to determine their equivalence 
(74, 77, 86, 96, 101, 102). Students who preferred CBT over paper and pencil tests 
listed the following reasons: 
• Increase in motivation (104, 105) 
• Reduction in testing time (104, 105) 
• Ability to complete the exam at one’s own pace (86). 
• Image quality is better and independent from seating position (86) 
• Rich interface allowing for a dynamic graphic presentation during testing (96) 
• Direct feedback delivered to the examinee, as well as feedback to the computer 
for item analysis (96) 
• Preferred the simpler way of answering the question through clicking instead of 
writing (39) 
• Immediate feedback and score distribution were one of the most frequently 
cited reasons why students preferred the multimedia format according to Liu, 
Papathanasiou and Hao’s study (80) 
CBT also has the advantage of presenting clinical findings in a way that is consistent 
with what students face in their clinical setting, requiring them to interpret the 
multimedia stimulus rather than have the findings described for them (44). On the other 
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hand, PNP has the advantage of adding exam items at the last minute and creating a 
re-take examination is more feasible and acceptable than in a computer-based exam, 
which would involve creating additional multimedia items that would require an even 
more tiresome process if not available (94). The cost of CBT should not be 
underestimated and is higher than paper and pencil tests (66, 89, 101), particularly 
when testing for high-stakes examinations (66). The cost in CBT is mostly attributed 
to the use of test-delivering agencies (89) and also includes the cost for licensing of 
systems, installing software, technology malfunction, staff training and any hardware 
purchases (e.g., computers and OMR scanners) (77, 78). However, when the 
assessment life cycle is taken as a whole, computer-based tests are more cost-
effective than paper-based tests (78). 
Regardless of all these challenges, candidates’ experience, as well as test-takers’ 
acceptance worldwide and the perceived benefits of computerized tests, seem to 
outweigh those of paper-based tests that are less flexible (66, 74, 78). In addition, 
computer-based assessment is still considered a feasible way for test administration 
(105) that facilitates the delivery of a more valid assessment (66). 
3.2.4 Simulation and multimedia in CBT 
 
Simulations are viewed as exercises that are intended to mimic real-life conditions 
where students are placed in a situation where they are given the opportunity to reason 
through the presented clinical problem and decision-making process in a safe 
environment (46, 59). The aim of simulation is to reproduce and recreate patient 
scenarios in a realistic setting for assessment and feedback (47). 
The use of simulation in computer-based testing can be technically complex due to its 
logistical problems. However, it may be carefully used as a testing strategy (92). 
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Simulation is used to assess physician’s competencies in under and post-graduate 
medical assessment and is also used in the educational programs of multiple 
specialities such as anaesthesiology, surgery, obstetrics, emergency medicine (EM), 
paediatrics, and critical care (47, 48). Many of these specialities rely on a visual 
component to it because they are derived from the basic sciences of anatomy and 
pathology, which are mostly visually based (49, 50). 
Simulation has also been introduced in high-stakes examinations (board certification 
and credentialing) (47) as a form of testing skills beyond that of which written 
examinations could elicit. It was designed to replicate some features and surroundings 
of the clinical environment (46, 67). Simulation can take many forms and can reveal 
many degrees of realism and authenticity on a scale that can range from a simple 
question on the screen, to computer-based cases, to real-life conditions. This, of 
course, depends on the purpose of the assessment and the skills that are intended to 
be measured (106). The computer-based case simulation (i.e., the virtual patient that 
the resident must care for), was first introduced by the USMLE in step 3 examination 
in 1999 (47, 67), as well as in the National Medical Licensing Examination in Italy (1, 
90). Guagnano et al. introduced a new method called the MIPP project (Multimedia 
Integrated Pilot Project) that was administered in the Medical Licensing Examination 
in Italy. This was a single two-step examination comprising computer-based case 
simulations and multimedia that mainly assessed clinical knowledge and decision-
making skills (step 1), and clinical encounter with standardised patients (step 2). 
Results demonstrated that this could improve postgraduates’ performances (90). In 
2003, the Royal College of Physicians and Surgeons of Canada (RCPSC) augmented 
their assessment of standardised patients by including simulation through the use of 
digitized cardiac auscultation videos. This came after they recognised that 
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standardised patients bare the limitation of not producing physical findings (47). It 
should be remembered that the use of virtual patients may be the most complex form 
of assessment in computer-based examinations and should be used carefully (1). 
The MCQs are considered as a type of low-fidelity patient simulation format that is 
augmented with the patient’s conditions and requires examinees to make clinical 
decisions (67). The observable outcomes from these questions (i.e., result of test 
scores) allow test developers in a way, to see into the examinees’ abilities to apply 
their knowledge to a written description of their daily clinical encounters (67). Paper-
and-pencil problem-solving items are also considered inexpensive readily available 
simulation formats that have been used for assessing residency training in different 
specialities, including the speciality of EM, in addition to the use of computer-based 
cases that use simple advanced life support (ACLS). The more expensive formats of 
simulations would include simulators, such as ultrasound simulators, anaesthesia 
simulators, and virtual reality cases (46). The patient-based MCQs (patient-
management problems (PMPs) or written-management problems) as mentioned by 
Boulet and Swanson (67), have been used in medical education and assessment 
since the 1960s and later have been implemented in a number of specialty boards, as 
well as all USMLE step-examinations when it was first introduced in 1992 (67, 107). 
In 1999, the premium version of the computer-based case simulation (CCS) was 
introduced in USMLE Step 3 (67). The simulation presentation changed from step 1 
(description of patient situation followed by questions), to step 2 (lengthier clinical 
cases with diagnoses and management questions), to step 3 (patient-physician 
encounter) (67). Up till 2004, multimedia was not extensively used in USMLE, and 
thereafter, USMLE has further increased the fidelity of their CCS through the 
integration of multimedia. All three steps utilize the advantage of computer-based 
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testing and enrich the clinical presentation through the use of multimedia in order to 
assess students’ decision-making skills. These exam formats are viewed as a low-
fidelity patient simulation method (67). 
With the advances in technology and medical education, simulation technology had 
become user-friendly and presented an opportunity to improve assessment tools in 
high-stakes examinations by addressing certain inferences (e.g., physical 
abnormalities) and depicting physical finings realistically (e.g., skin lesions, breath 
sounds) that could not have been mimicked by simulated patients but could have been 
demonstrated through the use of multimedia (20, 39, 108). For example, the use of 
simulation technology has been used in previous studies where video clips were 
incorporated into neurology written examinations to improve its face validity. Studies 
demonstrated that this approach was feasible and reliable (70, 109). Other aspects 
that simulation can address are imaging results (e.g., CT stacks, US and X-ray), 
diagnostic studies, and the interactions among healthcare team members (20). 
Although the literature is evidenced with the benefits of simulation use, it does have 
its limitation when being implemented. Some of the challenges being faced is a lack 
of faculty time and training, financial burden (expensive), and logistical matters (e.g., 
updating and maintaining equipment’s, providing space for teaching and training, 
personnel hiring and budgeting) (47). Nonetheless, the use of multimedia aids in 
improving the fidelity of the item scenario (6). 
3.3 Multimedia 
 
The word multimedia, in the Oxford Dictionary, is described as ‘using more than one 
medium of expression or communication; and in computer application: is 
incorporating audio and video, especially interactively’ (110). The Association of 
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Medical Education in Europe (AMEE) Guide No.6 refers to the term “multimedia” to 
mean ‘courseware which integrates video, audio and graphical material with text and 
number operations’ (34). Visual displays, a form of multimedia, are tools for 
communication, teaching and learning, and are an important aspect of our daily lives. 
Audio is sound that can be presented in the form of a discussion between individuals 
(doctor-doctor or doctor-patient) or in the form of an audible clinical finding such as 
heart sounds, murmurs, breath sounds, wheezes or coughs. 
Nowadays, they are not only present in books but are also present with us in our 
homes, at work in our computers, at school in our learning materials and in our 
everyday hand-held devices (111-115). Not to mention, the World Wide Web which 
had arrived at our desktop computers in the 1990s and was rapidly being developed, 
that with it, came a great deal of multimedia information (115, 116). Today, we are 
exposed to more images, graphs, and videos than we were a few decades ago (111) 
and the amount of information that one can acquire through visual mediums has 
dramatically increased. With this has arisen the opportunity and ability for researchers 
to understand and evaluate the aspect of “visual representation” in the field of 
education (114). However, it seems that only a few studies have explored the analysis 
of documents containing images and text in assessment, and within multimedia, the 
focus was on images and videos and, to a lesser extent, on audio-media types (115). 
3.3.1 Authentic assessment 
 
One of the benefits of computer-based testing is that it can be used to deliver 
“authentic” assessments through items that are able to simulate real-life scenarios. 
Authentic assessment requires examinees’ to demonstrate competencies (knowledge, 
skills and attitudes) in situations that resemble real-life context in a similar way they 
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would do in the real clinical setting (criterion situation) (66, 117). Authenticity is 
subjective and changes according to personal perception, age, educational level and 
professional experience (Honebein et al. cited by Gulikers (117)). However, the more 
an assessment is authentic and resembles the notion of the real professional practice, 
the more its predictive validity increases (117). 
Multimedia items, as well as being a type of simulation item, are also a type of 
innovative item (45, 95, 97). Innovative items as described by Parshall et al. (2014) 
‘are those items in a CBT that make use of features and functions of the computer to 
do things not easily done in traditional paper-and-pencil assessments’ (95, 118 p.1). 
They involve degrees of interactions and performances by the examinees and include 
audio, video, or animation even if the item stem itself is in the conventional multiple-
choice format (99). An innovative item can be complex, requiring an examinee’s 
response and interaction with a virtual item multiple times, or can be as simple as an 
MCQ that requires viewing a set of images to answer a question (e.g., view images 
through a microscope) (59, 97). Other terms for innovative items that may be found in 
the literature include: ‘computer-based items, technology-enhanced items (TEIs), 
technology-enabled items, technology-enhanced innovative item, perceptually 
motivated item types (PMIT), and innovative computerized test items’ (5, 45, 59, 77, 
95, 97-99). 
In the field of medical education, one of the essential skills of competency for most if 
not all medical speciality graduates, is the interpretation of visuals and perhaps, to a 
lesser extent, audio data (55). It is almost inevitable to have a medical trainee graduate 
without having these skills. However, in the absence of a clinical setting where an 
examiner and examinee are face-to-face, it is difficult to test an examinee’s ability of 
visual recognition. OSCE or other objective clinical examination can only test a small 
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set of these skills. This and other factors have stimulated the growth and use of 
multimedia (visual and audio) materials to be included in MCQs and other written 
examination formats (56). Like MCQs, the view on the potential of multimedia 
application is conflicting. For some, it is seen as a new trend in educational learning 
and teaching environment that possesses high expectations but lacks in delivery. For 
others, it is seen as a ground-breaking method in the conventional educational world 
(34). Nonetheless, innovation in technology allowed for innovation in multimedia use, 
developing new formats for test and item construction (94). Multimedia possesses 
interesting possibilities and allows for the opportunity to better measure higher 
cognitive skill and related aspects that were previously not available and were omitted 
from the conventional format (7). It also provides a means for understanding students’ 
ability by identifying relevant from irrelevant information (119). 
Multimedia can be implemented in a sophisticated complex way as in assessment, 
having a user experience being drawn into a virtual real-life environment. It can also 
be as simple as text-based lectures linked to databases of images (34). And like with 
any new element in technology, it is tempting to immediately dive into its application 
without fully understanding its use, implications, and consequences. In order to have 
a meaningful experience and interpretive results when using multimedia, we need to 
justify its proposed use, ground it into theories, and apply appropriate validity 
frameworks. Gathering such evidence will guide on how, when, and why to use 
multimedia in large-scale examinations (7). The multimedia format is generally 
accepted. It offers new exam possibilities and is characterized by being dynamic and 
flexible when delivering items. As it allows for any combination of images, sound, 
graphics, videos or animations to be implemented (39, 94), it is more interactive and 
perceived by its users as being realistic (94). In addition, the availability of ready-to-
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buy software, as well as the opportunity to have customisable ones are not uncommon 
nowadays, and their associated databases are usually equipped with the capacity to 
store large amounts of data such as images and videos (94). 
3.3.2 Potentials and drawbacks of multimedia use 
 
The use of images, photographs, pictures and tables have been included in 
examination questions to test students’ abilities in interpreting them (120). However, 
research in this area has been rare in comparison to the research demonstrating the 
use of visual resources in instructional design in teaching and learning (38, 120). 
Results demonstrate that learning and retention are better with the use of pictures and 
that students remembered better when receiving an illustrated text (120, 121), as 
these items tend to align more closely to the curriculum (97). In testing, they tend to 
test a greater depth of students’ knowledge measuring a broader range of skills and 
higher-order thinking (59, 97, 99). Illustrations, graphics, and videos tend to have a 
motivational role (39, 99, 120, 122), can provide more information than text, help clarify 
and interpret text content that is difficult to understand, improve complex and dynamic 
information, reduce the length of time spent on a question, and simplify information 
that may have an abstract or complex concept (39, 97, 99, 120). Furthermore, 
innovative items help reduce guessing, reading load and demands on working memory 
all of which reduce construct irrelevance variance and allow for a more valid 
measurement (97, 99, 118). All these are equally applicable to exam questions and 
are justifiable reasons to use different visual resources instead of textual descriptions 
in examinations (120, 123). The use of visual resources in examinations could also 
have the effect of making a question more interesting or seem less daunting to 
students when they are in a stressful situation and time (39, 120). It also allows 
instructors to write valid and creative questions to evaluate students’ understanding of 
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important concepts that are related to real-life practising (122). In the learning 
environment, videos have the ability to situate students in a realistic clinical scenario 
that promotes authentic learning, stimulates curiosity, and engages their attention 
(124); and in the testing environment, innovative items are more authentic and engage 
students more (95, 97, 99). 
The use of multimedia and visual representation is favoured for its capability of 
representing information in a novel way, obtaining knowledge for learners who are 
unable to get the information from text alone, capturing their attention and mainitaining 
their motivation (114). An even more important quality is that it enhances information 
retention of the associated text, which improves problem-solving and integration of 
new and prior knowledge together (114). Visual representation has the ability to 
provide information and phenomena that might be unavailable (i.e., too abstract, 
invisible, small, large, fast or slow) to the naked eye and transform it into a visible 
illustrated or dynamic representation that displays the information in an appropriate 
way. In simple, visual representation has the ability to transform complex data and 
phenomena that are difficult to describe or see into one that is understandable (114). 
In the clinical simulation test (CST) format, nursing examinees reported that they found 
the audio-visual (AV) format to be more enjoyable, more satisfactory interaction with 
the patients, more realistic, felt more involved with CST patients and felt that they were 
able to identify problems more quickly. Nursing examinees who had the audio-visual 
clinical simulation format significantly took longer to complete the exam and were 
found to commit less risky and inappropriate actions than those who took the paper-
and-pencil version (72). In another study, undergraduate students particularly liked the 
visual interactive aspect of the multimedia examination because it was more engaging, 
there was no need for rote memorization, and it resembled more of a problem-solving 
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case where more information was revealed when answering correctly (80). They also 
felt that the visuals helped them recall information and, hence, spend more time 
understanding the concept and less time trying to memorize the details. Students were 
able to relate to the relevance of multimedia to their actual practice giving examples 
of using a 3D model during class and then in the examination (80). Teachers also felt 
that the use of multimedia made it more possible to make the questions more 
interactive, dynamic, and authentic, enabling students to engage and analyse 
information. These teachers were enthusiastic about using multimedia in their teaching 
(80). 
The most commonly cited reason for using technology-enhanced items is their ability 
to conceptualize the concept, measure higher-order cognitive skills (such as 
reasoning, synthesis, and evaluation) and problem-solving skills that are not easily 
assessed by MCQs (39, 97). There is evidence that demonstrates that the use of 
multimedia (particularly the use of scientific diagrams) encourages the process of 
logical formal reasoning, which is what examiners seek to assess in their tests (120). 
And while there are new potentials with multimedia use, there are also modifications, 
delivery complications and other technical aspects that come with it (94). Opposing 
views regarding the beneficial use of visual resources demonstrate that the effect of 
images is somewhat unpredictable and caution is required (54, 120) with some studies 
showing that including images in instructional texts had little or no effect and 
suggested that the choice of image selection and appropriateness was what was 
considered important (120). 
One of the most important negative aspects of multimedia materials was its quality. 
Where as a result of poor image quality, examinees were unable to identify and 
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interpret the materials presented to them (55) and were not motivated or interested to 
continue reading items accompanied by poor diagrams (120). In addition, an 
examinee’s location in the testing room may disadvantage some in regards to some 
having a better view of the materials on the screen and better sound quality than others 
(95). 
Another explanation for the failure of visual resources can be attributed to the students’ 
learning styles, as not all students are adequately able to process images equally. 
Some claim that the use of images with text may have a harmful effect on students’ 
attention, as attention had to be split between two forms of information, which then 
need to be integrated (120). Some disliked the format because it involved them 
emotionally with the patient’s case and affected their test performance (72) and others 
felt anxious about using the multimedia format (80). 
Multimedia or (visual resources) play an important role in developing a student’s 
mental model. While not all observers will use the image in the same way (120), some 
students observe themselves as being visual learners and appreciate the use of visual 
resources in questions (122). Therefore, one of the main risks that visual resources 
can impose in the context of an exam is diverting the students’ attention from the text 
to the illustration, distracting them and leading them to construct a mental model (or 
representation) to the text of a question that does not fit the intended meaning of the 
question (39, 120). It should be considered that the inclusion of an unnecessary, 
incomplete, or uninformative image may lead students to pay too much attention to it 
at the expense of what is relevant in the text (120). 
Regarding the technical aspect, some students experienced technical difficulty when 
computers sometimes crashed, froze, or the software did not work properly (80), a 
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number expressed not feeling comfortable with dealing with computers and digital 
media, and a few mentioned that reading from a screen was tiring (80). Another 
example of technical difficulty was related to multimedia size and use. High-quality 
videos that are longer than 30 seconds are usually large in size, bulky to edit, and 
problematic to copy (94). Even with large video files (30-80 MB), their display on 
screen are usually not more than one-fourth the size of a computer screen and require 
a fast computer to capture and play the video (94). In some cases, it was suggested 
to segment the video clips into smaller sections (94). However, this action may affect 
the quality of materials. An additional way is the use of a portable mode of delivery 
(e.g., CD-ROM, USB or hard-drive), but nonetheless, this would also disturb the 
security of item delivery as it is more subjected to the chance of being copied and 
distributed (94). 
Perhaps the most negative downside of multimedia examinations is that it is very hard 
to create video or image-based items during "re-take" examinations (122). It is difficult 
to develop a large multimedia bank, particularly a video-clip collection, that is different 
from those used in teaching (122). This would require the efforts of writers in providing 
a steady stream of images and videos and collaborating with libraries to acquire 
relevant clips (122). Video-based items also have the disadvantage of the need for 
reviewing the clip more than once, which can reduce the time and self-pace nature of 
the exam and may prevent students from being able to review other clips more than 
once (122). 
Finally, multimedia materials can be more expensive to develop, their performance 
characteristics and impact on test-takers are not fully understood due to the variety of 
items, and they may introduce construct-irrelevant variance (99). The drawbacks of 
cost, difficulty of establishing reliable measures of performance, and logistical 
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complexity can be overcome by the use of computer-based testing and modern 
psychometric methods (39, 53). 
It has to be kept in mind, that most of these researches were conducted in laboratory 
settings and were more focused on text supported by images. Therefore, their 
conclusions may not be generalizable to the educational and assessment settings. 
Nevertheless, with all these drawbacks, it is still believed that the benefits of 
multimedia outweigh its problems (122), that the use of multimedia is very likely to 
have an effect on the learning outcome (54), and would be expected to have a similar 
effect on assessment. 
3.3.3 History of multimedia in testing 
 
The use of multimedia and innovative items has shown to measure a different aspect 
of reasoning from standard written items (5, 7). However, the use of multimedia has 
uncommonly been used in large-scale testing because of feasibility issues (7). The 
following are examples of earlier computer-based test research in different fields 
outside that of medical education that incorporated multimedia into their examinations. 
Multimedia in assessment is not an original idea neither in medicine nor in the wider 
literature. Using multimedia, particularly the use of film in large-scale testing can be 
dated back to the 1960s, where it was used by the US Army Air Force Aviation 
Psychology Program during World War II to test for decision making (Siebert and 
Snow, 1965, cited by Bennett (7)). The use of audio clips was usually restricted and 
primarily used in the areas of language and music testing. Examinees would be given 
a headphone and would listen to a lecture or spoken passage after which they would 
answer a series of MCQs (7, 95). Later on, audio clips were used in other areas such 
as the English proficiency test for non-native speakers and the advanced placement 
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language tests (7, 95). Bennett et al. (1997) discussed the application of historical 
radio spots in history, and the use of heart sounds in the sciences field (7) that 
supplemented and reinforced what the examinee was reading (95). Multimedia has 
also been used in history tests by using what is called non-text-based sources, such 
as paintings, architecture, maps, and cartoons to aid in providing information about 
the past (Beschloss, 1997; May & Zelikow, 1997, cited by Bennett (7)). As historians 
became more interested in these types of formats (such as films, radio and tape), 
history teachers started to recognize their importance and started using document-
based questions, which incorporated multimedia materials (e.g., using maps and 
capture frames with a question about the depicted events) (7). In the speciality of 
physical education, which is a movement-based discipline, examinations incorporated 
a 1-2 minute video recordings of children’s movement forms to assess a physical 
educator’s knowledge and ability to analyse movements. This type of display would 
be restricted in a paper-based medium as the key construct wouldn’t be able to be 
demonstrated for assessment (7). In the field of science, laboratory sciences and 
health allied sciences assessment contained items that used static electrocardiogram 
strips, dynamic traces from heart monitor displays, as well as heart sounds for 
examinees to diagnose patients’ conditions. This would have not been feasible in a 
paper-and-pencil test either (7). Examples are also mentioned in the field of interior 
design, where students who took the computerized version of a test (with animation) 
had average scores higher than those who took the paper version, which was similar 
in content and sequence. The author suggested that the assessment with animation 
helped students improve their visualisation skills (125). 
Research conducted outside the field of medical education demonstrates conflicting 
results regarding the use of animations (or illustrated phenomena) when compared 
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with static images. This might suggest that different media types affect the cognitive 
load differently (38). Berends and van Lieshout conducted a study in 2009 on the effect 
of illustrations on the accuracy and speed of solving arithmetic word problems (126). 
The results revealed that illustrations had a hindering effect on performance (making 
it slow and less accurate) when information was irrelevant, redundant, or interacting 
with the item. Furthermore, adding illustrations to word problems did not necessarily 
lead to improvement in performance (126). In 2010, the Department of Anthropology 
at the University of Texas in Austin conducted a mixed-methods research study to 
investigate the difficulty levels of multiple-choice multimedia test items and if they 
aided students to answer questions correctly (39). The findings disclosed that 
multimedia format had significant relationships with item difficulty levels. When items 
were easy (item difficulty index between 80-100%), the text-only items were easier to 
answer than the multimedia items. On the other hand, when test items were of medium 
difficulty (item difficulty between 51-80%), the formats competed, but most of the time 
multimedia items were easier to answer. When items were in the higher range of 
difficulty levels (item difficulty between 21-50%) the multimedia items were easier to 
answer than the text items. Finally, at the highest difficulty levels (Item difficulty <20%), 
the text-only items were easier to answer although the differences were not big (39). 
Students’ behaviour and perceptions regarding the multimedia exam were collected 
through the think-aloud process and individual interviews (39). Participants felt that 
multimedia items helped them understand the content more and most had positive 
attitudes towards it even though they felt that some were unnecessary or unhelpful 
(39). 
Another study looked at integrating animated traffic scenarios and whether it would 
enhance elements of the competence of driving in an MCQ German driving test. Two 
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versions were created, a static MCQ exam with still pictures of traffic scenarios and 
another dynamic version that contained animations of similar situations. Results were 
positive, suggesting that animations had an effect on the quality aspect of driving 
assessment; however, further research needed to be conducted due to the low 
criterion validity of the test (127). The following section further delineates examples on 
multimedia in written examination, particularly on MCQs and their implications on test 
parameters. 
3.3.4 The history of multimedia with MCQ written examinations 
 
Future generation of tests need to include tasks like those encountered in the real 
world in order for them to measure problem-solving, decision-making, and other 
cognitive constructs successfully. This could be relevant through the use of 
multimedia, by incorporating images, video, audio, animations, and dynamic stimuli. 
And with the dawn of computer-based testing, this made the inclusion of such a task 
more possible (7). Although computer-based testing has existed for more than 
decades, the use of multimedia has been limited and most CBT has been restricted to 
certain types of tests (80). 
Many high-stake examinations consist of a narration of a clinical situation through the 
use of text in combinations with static-image-based MCQs (5). The use of MCQs in 
examinations has mostly been used to measure recall of factual knowledge and 
interpretation of examinees’ abilities depending on the purpose and stake of the 
examination. Although the issue of illustrated MCQs has been raised by Hunt (55) in 
1978 (almost 40 years ago), the literature is still scarce with research conducted to 
explain the effect of introducing multimedia materials (video, audio, or both) into these 
types of questions. Moreover, little has been done to critically assess them.  
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As shown in the table in Appendix 2, the aim of Hunt’s study that took place in 1978, 
was to construct tests that moved from the cognitive domain of recall to interpretation, 
and in order for that to occur, written descriptions in test questions were replaced with 
radiographic images to allow examinees to interpret them as they would do so in their 
clinical settings (55). In Hunt’s research, illustrated items (radiological images) were 
more difficult than text items because students had to interpret the images, which was 
considered a complex “extra task” when compared to the control group that had the 
description of clinical findings (55). 
About a decade later, in 1987, Buzzard, Bandaranayake, and Harvey (1987) wrote a 
paper on ‘How to Produce Visual Material for Multiple Choice Examinations’ (56). In 
their paper, they discussed the print format of a postgraduate examination and what 
techniques were used to produce the print format of radiographs, CT scans, 
histological and other materials. They provided guidelines for producing high-quality 
prints with indicators, and stressed the importance of working closely with a 
photographer to produce the images. This was to ensure fairness for candidates and 
that they would be able to answer the items correctly (56). Another study in 1991 was 
carried out by the same authors to determine if MCQs based on visual materials were 
more difficult and more discriminating than equivalent verbal MCQs that had the same 
information and another set of verbal MCQs that had different information but was in 
the same content area (71). Their study demonstrated no significant differences 
between item formats neither in difficulty nor in discrimination. 
Studies have demonstrated that the traditional MCQ format is fairly flexible and is able 
to measure skills beyond knowledge (19, 128). While other studies argued that MCQ 
tests are not flexible enough to capture the multifaceted and critical components of 
decision making and problem-making skills that are required in the health field (3, 19, 
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72, 129). MCQs have been scrutinized for having a cueing effect on patient problems 
through the presentation of questions with their answer options. A research study 
investigated the relationship between performance on MCQs (cued format) and free-
response formats yielded conflicting and controversial results. The cued format may 
have had a tendency to overestimate abilities in medical simulation and students who 
took this format were found to have had higher success in selecting the correct 
diagnoses and, therefore, a higher estimate of performance (72). 
In the following years, significant efforts in medical education have surfaced to develop 
innovative testing methods designed to present candidates with a more authentic 
experience and more real-life and problem-solving challenges. Examples of such 
methods are the use of standardised patients, OSCE, video, computer-simulated 
presentations, and computer-based testing that were used in conjunction with the 
typical paper-and-pencil MCQs or as alternatives to them (19, 72). However, much 
controversy has resulted regarding the cost, efficacy, and psychometric soundness of 
such methods (72). Shea et al. (1992) conducted a series of correlations of MCQs with 
cardiovascular motion studies and found that performances on motion studies (video 
presentations) and MCQ items with similar but not identical content had a low to 
moderate correlation in scores. However, the print and video subsets had a high 
correlation (see Appendix 2). This suggested that MCQs and motion studies measured 
different knowledge and skills but print and video subsets were equivalent (19, 72). 
This suggested that the higher-fidelity video-based items tested something different 
than lower-fidelity questions (19). 
The Cardiovascular Disease Board of the American Board of Internal Medicine 
believed that cardiologists should be able to have the skills to interpret motion studies 
(e.g., include echocardiograms, ventriculograms, and arteriograms) in their practice 
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and included these kinds of studies in their examination blueprints (19). The decision 
left to be made was whether the format of these studies would be presented in a print 
format with still photos, or in actual motion format. In 1989, a study was conducted to 
compare video and print presentation of motion-study cases to determine whether 
both formats were equal for use on the certification examination (see Appendix 2). The 
study demonstrated the equivalence of the video and print format motion studies. It 
also supported the use of the print format in national examinations, reserving the use 
of video format locally when proper resources were available. Another study reached 
the same outcome that computerized tests were equivalent to written tests, and that 
differences in testing times were due to the students being unfamiliar with the 
computer format. However, students clearly preferred the computer administrated test 
(80). 
In 1993, and after field testing that was conducted in 1989, the American Board of 
Internal Medicine included a new test-item format in their certification examination of 
the cardiovascular disease speciality. This format consisted of selected still-frame 
photographs (echocardiograms, ventriculograms, and angiograms). The study 
reported this first administration of 43 motion study cases in the examination and 
emphasized on its validity evidence. This motion study was included as a separate 
section because it was seen as vital for a cardiologist to be able to interpret them in 
their practice (130). In their study, validity evidence was provided through thorough 
explanation of the training, as well as in selecting and reviewing the content of the 
examination to be meaningful and important for clinical competency. Evidence was 
also provided through the description of the scoring procedure, providing statistical 
evidence and correlations to other scores in the examination and to program directors’ 
ratings on examinees’ performance in the clinical setting (130). The study 
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demonstrated successful implementation of the still-frame motion-study format and 
showed evidence that the use of still-frame motion study cases provided measurement 
of the intellectual competence in the cardiovascular disease certification examination. 
It also suggested that simulation of complex clinical behaviour can be demonstrated 
in other contexts instead of the more costly ones (130). 
In 1994 (72), an article was published that tried to study the effect of interactive AV 
enhancement versus text format on the examinees' decision-making process, and 
problem-solving skill in a nursing competence computerized CST. Results showed that 
no reliability was lost by a change in format (i.e., internal consistency reliabilities for 
AV and text format were similar) (72). There were no statistically significant differences 
found in the ability estimates between results on the AV and text formats, indicating 
that both groups behaved similarly when it came to their actions towards benefiting 
the patients (72). In 1995, the AMEE published their 6th guide titled: ‘AMEE Medical 
Education Guide No. 6. Evaluating multimedia applications for medical education’ (34). 
Although their article tackled the use of multimedia in the perspective of the teaching 
environment, their methods and philosophies did not go as far as to how they could 
be used in the assessment field (34). The main question that educators and assessors 
would have liked to know as proposed in the article was: ‘does the application of 
multimedia in any setting make us more conscious and critical of our own practice?’ 
(34). Is there a transfer of experience from an artificial environment to an actual 
working environment, and can these be translated to testing materials? Do the 
behaviours of health professionals alter or improve when having been subjected to the 
multimedia experience? The conclusion of the article was that we still do not know to 
what extent transfer occurs from a simulated multimedia experience to the way 
professionals work in their clinical settings. It is for sure that transfer does occur to the 
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extent to which it would depend on the authenticity and lifelike of the simulation that 
has been taken. Research in this area of transfer is still needed in medical education 
(34). 
Assessment plays an important role in determining the learning behaviour, as students 
will style the way they study in response to the exam content and format (54). As 
mentioned earlier, assessment needs to be at the same stage and level as teaching 
methods. Vorstenbosch et al. (2013) stated that ‘Modernized teaching methods 
demand modernized assessment methods’ (54 p.1), and at the start of the 21st 
century, there was much interest in the integration of multimedia into assessment, 
particularly at the college level. This was mostly due to the current trend of integrating 
multimedia into teaching by faculty and the availability to do so even with those 
possessing limited computer knowledge. From here, innovation in assessment had to 
be aligned with those used in teaching using computer technology and web-based 
education (47, 80, 131). For example, the use of video in health professions education 
has increased in the past decade, with Stanford University School of Medicine 
incorporating short videos into their curriculum(124). In addition, well-designed videos 
and educational materials are available on the web, where medical students can 
attend to their individual learning needs and review the content at their own pace 
through digital format (124). Therefore, it is important that knowledge regarding 
different assessment methods do not fall behind multimedia teaching methods (54). 
Using videos of patient clips in computer-based testing evaluates examinees’ skills in 
interpreting physical examination findings. However, the characteristics of video-
based question psychometrics are unknown (70). A study conducted by Lieberman et 
al. (2003) compared parallel test questions of video clips and text descriptions of 
abnormal neurological findings (70). The authors developed a computer-based 
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examination for fourth-year medical students to assess their competency in 
neurological disorders through a test that contained both text- and video-based 
vignettes. This was conducted to further understand how using higher fidelity 
multimedia patient video clips may affect an MCQ’s psychometric properties (70). 
Preliminarily analysis did not reveal one medium to be superior over the other, but it 
seemed that video-based questions increase the face validity of test questions and 
proved to be more discriminating than questions that were text-based (70).  
Most items presented in written examination do not resemble real-life applications of 
knowledge and skills to the point that evidence of inferences from the results regarding 
examinees’ skills is considered weak (70), for example, trying to interpret physical 
examination findings in written tests that are considered limited in its validity by the 
assessment’s low fidelity (70). The implementation of novel media, such as these 
video-clips with MCQs aided by the use of CBT has made it possible to increase the 
authenticity and fidelity of medical licensure examinations by making them more 
similar to the actual tasks that are required in the clinical setting (70). Brooks et al., 
(2000) as cited in Lieberman et al. (70) reported that the use of images, such as patient 
photographs with a brief clinical history, improves the diagnostic accuracy of both 
novices (medical students) and experts (academic internists). The addition of image 
description and features further enhanced the diagnostic accuracy of both groups (70). 
And, as expected, experts scored higher than novices; however, they scored greater 
when an image was present. This provided validity evidence for the use of visual 
multimedia to assess diagnostic ability (70). Further evidence was needed for greater 
validity of video versus text-based questions (70). 
In an article titled, ‘Can a picture ruin a thousand word? The effects of visual resources 
in exam questions’ the authors constructed experimental test papers for secondary 
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schools, that included two versions of six questions with graphical elements (120). The 
aim of their study was to investigate the visual resources (e.g., pictures, photographs, 
tables, diagrams) used in the examination to understand whether refined changes to 
these features affected how students understood the questions (120). After the tests, 
27 pairs of students were interviewed. They concluded that visual resources should 
be appropriately designed and that careful consideration should be taken when 
incorporating them into examinations. If instructions were not carefully followed, then 
textual information might be better to use. Educators should also take into account 
individual differences among students when dealing with visual representations (114, 
120). In 2007, the USMLE introduced multimedia-based presentations of cardiac 
auscultation findings into Step 1 and Step 2 Clinical Knowledge (CK) and compared it 
to the text format for investigating the impact of multimedia on item characteristics 
(20). Since their introduction of multimedia in all three USMLE steps in 1999, little has 
been known about the influence of their use on difficulty, discrimination and response 
time (20). As shown in the table in Appendix 2, multimedia items were perceived to be 
more difficult and less discriminating than their text version. One reason could have 
been that examinees were aware that auscultation skills were being tested, and item 
parameters would narrow if examinees spend more time studying for it. Another 
reason could be that the study was focused only on heart sound interpretation and the 
results could not be generalized to other types of multimedia or multimedia 
presentations of other findings (20). 
Hertenstein and Wayand published an article in 2008 providing empirical evidence for 
the use of video-based test questions (122). They stated that while many psychology 
instructors used videotaped examples in their courses, only a few actually used them 
in their examinations, and proposed that they should be included (122). The authors 
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offered guidelines for video-based questions use, as well as benefits, drawbacks, and 
utility that could be applied to a variety of disciplines and levels (122). Results of their 
study revealed that students preferred video questions more than MCQs, that it 
deepened their level of understanding and allowed for a fair assessment of their 
knowledge and of real-life behaviour when compared to the MCQ items (122). The 
use of video-based questions allows for evaluating students’ understanding of 
concepts and procedures in a novel context, as knowledge must be applied outside 
its original context in which students initially learned it from (122). However, the results 
of the study were unclear whether students’ performance on video-based questions 
could be translated into their abilities outside the classroom (122) and would need 
further empirical research. 
In the years 2008-2009, the Osteopathic Medical Licensing Examination conducted a 
study with multimedia text-matched items to determine if multimedia items were able 
to test medical knowledge and skills and how to produce effective multimedia items 
(5). They concluded from their research that multimedia items were capable of 
measuring different elements of the construct when compared with their text-matched 
items and that it is possible to develop multimedia items with reasonable psychometric 
properties (5). This study was different from previous studies conducted that focused 
on group-level comparison between paired items. Although this is necessary, the 
authors of this study took a detailed item analysis approach of comparing individual 
item pairs, as well as content analysis of the multimedia items in order to get a better 
insight on the behaviour of multimedia items (5). The results ended up demonstrating 
different statistical properties that were significant for some multimedia items. It 
suggested that the difference in the behaviour of multimedia items were due to it 
measuring something different (5). The study also demonstrated that the difficulty in 
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the item level (being more easy or difficult) was more likely to be as a result of the 
amount of information that was either added or removed by the given multimedia 
content in comparison to its text-matched item (5). 
Results from a study on the use of innovative questions to improve assessment of 
nursing practice demonstrated that these items were more difficult and better 
discriminating than their counterpart in the text format. Students felt these items were 
more representative of their actual work performance and that video items required 
more cognitive skills and was perceived as more authentic than the text-matched 
MCQ items (45). In the few instances where the text-matched questions were 
perceived to be more difficult, it was thought to be related to the content error or the 
examinees’ lack of familiarity with the content. Evidence from the results seems to 
support the development of such items for the NCLEX program (national licensure 
examinations for nurses) by the National Council of State Board of Nursing (45). 
One of the other specialists that count on images in their assessments and 
examinations are anatomist (54). A study conducted in 2013 by Vorstenbosch et al. 
(54) aimed at investigating the effect of different types of images on item parameters 
(difficulty and discrimination) in written assessment. This study can be viewed as a 
contrast to Hunt’s (1978) study. In Vorstenbosch et al.’s. study, their design focused 
on the response format (selecting the answer from a labelled image and an answer 
list) in written assessment and only included the use of images (54). In their study, 
they looked at the influence of images as a response format on item parameters. Their 
research demonstrated variable effects from images suggesting that a context-
dependent interaction was taking place with the item content. Images influenced item 
difficulty and to a lesser extent discrimination. In addition, their study revealed that 
cross-sectional images seemed to test an extra skill (54). 
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Furthermore, another study was carried out on first-year medical students to try and 
gain insight into the effect of images on the validity of test items. In this study, however, 
students were given EMQs on gross anatomy items that were either combined with 
labelled images or an answer list, and their cognitive processes were examined 
through the think-aloud process (50). Results demonstrated that students often used 
hints or cues from an image or answer list, as well as knowledge, followed by 
visualizing, verbal reasoning, and eliminating to reach the correct answer. The study 
concluded that EMQs with and without images yielded different results that suggested 
different cognitive processes were taking place, hence measuring different skills that 
made them valid for different test purposes. (50). This indicated that the response 
format influenced the validity of the stimulus (50). In the speciality of histology, a recent 
study was conducted comparing illustrated and text items in order to demonstrate 
whether the inclusion of images within the stem (stimulus format) of a histology MCQ 
could have a consistent or predictable influence on item psychometric properties. 
Overall, results showed that there was no influence on item parameters (40). A more 
recent study in 2017 took a retrospective analysis of 15 MCQs in the speciality of 
anatomy. A comparison between text-based items and items with images were 
reviewed to see if the presence of images affected item analysis. Results showed that 
there were some differences in item difficulty but they were not consistent with either 
text or image items. The conclusion was, that images do not significantly alter item 
statistics, and suggest that if images were to be added in assessment, then instructors 
should select accurate and appropriate images to make sure that no adverse effect 
comes out from it (49). 
Even today, PNP testing is still considered as the norm. However, there is a strong 
interest and need to move and explore the use of CBT and multimedia in assessment 
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to adequately reflect what is delivered in the instructional design of teaching. It is time 
to think of testing as a learning tool in addition to it being an evaluation tool (80). 
Just recently in 2017, two articles were published regarding video use, one article by 
Dong and Goh (2014) outlined twelve tips on how to reduce video production time and 
increase their reusability. These tips were on the effective use of videos in medical 
education that were based on a review of research done on the use of videos in 
education. They found that videos stimulated curiosity and because it situated the 
learner in a realistic clinical scenario, it engaged their attention and promoted authentic 
learning (132). The other article was examining the general trends and results from 
published articles that examined video usage in medical education (133). To have a 
general look at the history of multimedia Figure 3.1 presents a timeline that outlines 





* USMLE transformed from paper based to CBT examination formats 
* Primium version of CSS introduced in USMLE Step 3, 1st major step since 
inception.
* Introducation of MIPP in  the National Medical Licensing Examination in 
Italy 
*Using MM in large-scale CBT programs
Year    1960 '61 '78 '86  '87 '89 '91  '92 '93 '94 '95 '96 '97 '98 '99  '01  '03'04 '06 '07 '08 '09 '10      2013 '14 '15     '17
PMPs have been used in MCQs since
1960's 
*US Army Air Force Aviation Psychology
Program used film in large-scale testing 
during Work War II 
* The RCPSCincluded simulation to their SP (using cardiac auscultation videos) 
* Video clips were incorporated into neurology written examinations to improve its 
face validity 
*ITC  published the International 
Guidelines for Test Use
*Article, exploring the use of MM 
format  in undegraduate exam .
*Article on How to produce visual materials for 
visual recognition in MCQ examinations 
*Guidelines for producing a print format of 
illustrated MCQ examinations 
Hunt raised the issue of 
illustrated MCQs 
*NCLEX-RN delivered exams only  on CBT
*A-V enhancement in nursing competnece CST  
comparing performance of 
visual & verbal MCQs 
PMPs used in some specialty 
boards  as well as all USMLE 
steps exams.
Video vs. Print CVS 
motion-study cases 
1st CVS motion study exam included in 
Cardiology with validity evidence 
provided
Introduction of multimedia-based presentations of cardiac auscultation 
findings in USMLE 
APA Guidelines on CBT 
Written clinical sim. PMPs
in medical education. 
AMEE Guide No. 6: 
Multimedia in ME published 
ITC  published the International  
Guidelines on Computer-Based & 
Internet-Delivered Testing
Uptill 2004, MM was not extensively used in USMLE, from here after  MM was 
integrated in CCS 
Use of audio-clips in English and 
Music tests, maps and images in 
history tests, videos in physical 
education & animation in interior 
design 
Use of audio-clips
in GRE Music 
tests
Use of Multimedia in Science 
(audio and image in ECG strip)
Cardiovascular motion studies 
included in examinations 
*Including video-based questions  in Psychology examinations 
* Osteopathic Medical Licensing Examination , multimedia-text 
matched items  study
* Use of imaes in response format in Anatomy 
exam 
* Use of animated traffic scenarois in an MCQ 
German driving test. 
Illustrated vs. TXT MCQ study in  Histology 
*Retrospective analysis in anatomy MCQs comparing image vs. 
TXT format
*Published article on 12 tips on how to reduce video production 
time  and increase  reusability [88], and aother on video usage in
ME 
Illustrations 
effect on the 
accuracy and 
speed of solving 
arithmetic word 
problems 
MCMM used in 
Anthropology 
to study DIFF 
levels  
*Multi-stage study for including innovative items in the NCLEX 
exam 
Guidelines for the design and development of innovative item types 
MM: Multimedia
SP: standardized patient 
CBT: computer based testing 
MCQ: multiple choice question
PMPs: patient-management problems
MCMM: multiple choice multimedia items
CST  computerized Clinical simulation Test 
AMEE: Association of Medical Education in Europe
RCPSC: Royal College of Physicians and Surgeons of Canada
NCLEX-RN: National Council Licensure Examination for Registered 
Nurses
CCS: Computer-based clinical simulations OR Computer-Based case 
Simulation History of Multimedia Figure 3.1: Timeline that outlines the history of multimedia
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3.3.5 Issues associated with bringing multimedia to operational 
tests 
 
Multimedia can measure important elements that conventional methods alone cannot 
assess (5, 7) and when they are introduced as a medium in examinations their purpose 
must be justified and several issues should be explored to ensure validity, alignment 
with the framework, and purpose of the study. When constructing an examination, the 
question that must be asked is: what are we trying to measure when introducing an 
image or video into an item within a given domain? This helps to shape which 
multimedia is appropriate for selection if at all needed. The presence of some 
multimedia might unintentionally distract the examinee and, hence, distort the intended 
construct that is being measured. This may occur if the used multimedia in a given 
item fails to capture the core component of a case or situation, under-represents it, or 
introduces construct irrelevant factors (7). 
The use of multimedia may enhance an item and, therefore, measure an important 
aspect that wasn’t possible in the conventional paper-and-pencil medium (5, 72). This 
was explained earlier by Bersky (1994), where nursing examinees who were subjected 
to the AV-format items felt more involved with the patient’s in the cases and committed 
fewer risk and inappropriate actions than those who took the paper-and-pencil format 
(72). However, in another study by Shea et al. (1992) both the multimedia and 
conventional format were found to appear equivalent (19). In such cases, when both 
formats test the same construct, the justification for the use of multimedia should be 
to allow for a broader domain coverage, demonstrating a more appropriate alignment 




3.3.6 Multimedia classification and issues related to the testing 
process  
 
It is apparent from the literature that each research study is trying to understand the 
complexity of the dynamics that multimedia brings into learning and assessment with 
the various proposed methods of classifications and structures. Parshall, Stewart, and 
Ritter (1996) described how test measurement can be improved through the use of 
innovative test items through its ability to test something different. Their research 
described a taxonomy composed of five-branches for item innovation, which was later 
classified into seven dimensions for technology-enhanced items (TEI) (95). These TEI 
can be ordered on a continuum extending from least innovative to most innovative, 
and the more innovative an item is, the more it is dependent on complex computer 
functionality (99). Ruiz, Cook, and Levinson (2009) classified animation along various 
dimensions into nine categories under four domains. The four domains are a) nature 
of the process that is visualised; b) the learner’s level of interactivity; c) dimensionality 
and; d) level of abstraction (38). Gulikers, Bastiaens, and Kirschner (2004) presented 
a theoretical framework that consisted of five dimensions for authentic assessment, 
which can vary in their degree of authenticity (117). The purpose was to provide 
guidelines for authentic implementation in computer-based assessment. A brief 
overview of these proposed frameworks and dimensions are explained in Appendix 3. 
According to Bennett et al. (1999), issues associated with including multimedia into 
operational tests can fall under four categories: Measurement, Test Development, 
Delivery, and Financial Categories (7). All headings have further subheadings and 
explanations on how these affect the use of multimedia. Liu, Papathanasiou, and Hao 
(2001) also proposed factors in the form of questions for a successful implementation 
of multimedia testing that was categorised into four headings: Students’ Perspective, 
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Faculty’s Perspective, Content and Technical Issues (80). Both studies proposed a 
series of overlapping questions under each heading that needed to be answered in 
order to develop a proper multimedia assessment. The former had proposed his view 
from a practical sequential stance while the latter focused on the stakeholders’ 
perspectives. Appendix 4 outlines both views combined for a more general view that 
seems to make more sense. Further research in these areas is still needed. 
The quality of multimedia materials is more than just being clear, it also involves a 
number of additional factors that were still not mentioned and were related to how 
multimedia was selected and written in the first place, as well as other factors affecting 
the nature of multimedia materials and how the materials were perceived by the 
learner. For example, the presence or absence of colour in an image may help identify 
landmarks, discriminate information, and contribute to the realism of an image (123). 
The size of an image presented will aid in identifying and clarifying what needs to be 
interpreted to answer the question. When selecting multimedia, attention should be 
directed to the size of materials selected particularly when using the enlargement 
function (zoom in) to avoid that potential loss of details in the image and the inability 
to recognize important anatomical structures that are present but are not clear (7, 56). 
In addition, the degree of difficulty and complexity of the context of an item may direct 
the examinees’ attention to the image to search for more information that is not readily 
understood from the text (123). The computer and software interface play a role in 
interpreting the information from the item, as examinees are given the chance to 
experience with a free navigation system that uses branching or embedded links to 
allow users to move or jump from one part of the examination to another (for e.g., mark 
unanswered items) (94). It also allows them to practice other functions such as to 
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enlarge, rotate, zoom in or out of an image, replay a video, adjust and control for audio 
clips as needed at their own pace and readiness (80, 94, 95, 106, 134). 
Another issue that should be taken carefully, which is related to the individual’s 
characteristics, is the issue of fairness. Examinees with hearing impairment or visual 
disabilities should be considered when preparing any multimedia materials. To ensure 
fairness, examinees with disabilities should be of particular concern when 
incorporating a video or audio in a question. This could be solved in some cases by 
the inclusion of closed captioning or using videos that do not contain audio at all (7). 
For those with visual impairment, they might need an audio-only case or a narrator 
that describes what is happening, although this might not always be feasible (7). 
Motivational issues may also play a role when using multimedia. For some groups, 
this may have a positive effect, as they may view exams with audio-visual materials to 
be more interesting and familiar(7). Other factors that contribute are the age of the 
individuals, level of experience in training that affect ability, language and reading 
ability, visual literacy, and the skill and willingness to read visual materials (123). All 
these may interfere with identifying relevant information from irrelevant ones and 
cause the individuals to shift their attention from one format to another (123). 
One of the major issues in the test development process that make incorporating 
multimedia difficult is obtaining the source and materials for it. Creating one’s own 
original material is cumbersome, time-consuming, expensive, and requires different 
speciality backgrounds with different talents to review them (7). Another matter is the 
copyright issue and obtaining permission for use and publication of such materials, 
which could be quite tiring (7). One solution would be to have a general agreement or 
contract with a large multimedia library where segments and extracts from library 
entries could be made (7), but even this solution could prove to be difficult for many.  
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In the process of delivery, concerns are raised about handling and transferring 
multimedia electronically. The issue of size, as well as security, are of major concerns. 
Regarding size, multimedia files could be fairly large, having a two-minute video clip 
may exceed in size an entire testing bank (7). This leads to the issue of security, as 
transfer would be conducted through a compressed file in a USB drive or uploaded to 
an online database, such as clouds and online drives, which could alter some of the 
features in the materials, risking the spread of items, as well as viruses. Another 
important delivery issue is the technical and logistic issues related to multimedia. This 
includes upgrading test centres with the necessary capabilities, having appropriate 
and up-to-date software and hardware that are regularly checked and tested by test 
administrators and IT specialists to ensure the smoothness of multimedia displays and 
functions during an examination (7). This sometimes requires the availability of staff 
during after-hours working time and during the weekends when examinations are 
sometimes scheduled for a quick onsite response. Other materials that would be 
needed are headphones, sound mufflers and examination logistics (registration area, 
computers, stationery, etc.). One major and crucial aspect of test delivery is the 
availability of a large storage capacity unit that is not connected to internal networks 
or the internet, and is able to store, backup, and handle the large electronic test files 
and materials. All these and more would add up to the cost associated with 
incorporating multimedia in computer-based examinations (7). 
This leads to financial issues related to multimedia and test development. The cost of 
such a high-stake large-scale examination is burdensome, particularly if conducted on 
a frequent basis (7, 97). Additional costs include reserving seats for registration, 
source of materials, item writers’ test material, reviewer’s time and effort for the review 
and quality check process, delivery, publication, transmission, and storage of items. 
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All these issues add on to make the decision to process with such an examination, 
and should only be followed through when delivering multimedia exams benefits and 
exceeds the expected costs (7). Although it is believed that these exams generally 
take longer to develop, they will have a longer shelf-life and will be easier to revise 
later on (80). In regards to multimedia use, the issue at hand is not only concerned 
with if multimedia would work or not but also under which circumstances would one 
need to use them and how would it be effectively used. Therefore, in the following 
section, we will take a look at how the brain processes verbal and visual information 
from instructional materials, and how this can help in understanding the characteristics 
of multimedia and, in turn, would aid us in applying these principles into assessment. 
3.3.7 Cognitive load theory, multimedia learning and instruction 
 
The literature is limited with research in the field of medical education regarding the 
role of multimedia in assessment or the use of instructional computer animations, and 
the ones that are available give contradictory evidence (38, 54, 119). Fortunately and 
for many years, the non-medical education literature has researched the area of 
design and multimedia use (38, 135). However, most of the research regarding 
cognitive load theory, multimedia (visual representation) and how verbal and visual 
materials are processed were in the area of teaching, learning, and instructional 
design (53, 54, 114, 119). This is because the use of multimedia and digital resources 
is considered a central component in the learning and teaching environment (38, 136). 
Furthermore, most of those researches have fixated on the effect of images on 
memory or the transfer of learning content from one format to another (54, 137). Yet 
still, with all these advances, research on how these images are used within written 
assessment lag behind (53, 119). This is important to understand in order to be able 
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to transfer the knowledge and use of these findings into assessment and be able to 
further understand its psychometric characteristics and interpretations (54, 114). 
There are many theories that report about the use of verbal and visual displays in 
learning and offer guidelines for instructional design, the most dominant one is the 
cognitive load theory (114, 135). The cognitive load theory, as explained by Cook 
(2006), ‘provides a theoretical foundation for designing instructional materials to best 
enhance learning.’ (114). The basic premise of this theory is that learning will be 
hindered if the instructional materials overwhelm a learner’s cognitive resources (114). 
Further explanation will be given on multimedia learning and the integrated model for 
the comprehension of text and picture. 
3.3.7.1 Cognitive load theory 
 
The cognitive load theory provides insight into how the brain processes visual 
information in working memory and offers insights on what difficulties a student may 
encounter when learning new materials. It suggests how visual materials should be 
designed in order to optimize their effectiveness and reduce unwanted cognitive 
overload (114). The idea of cognitive load theory resides in trying to minimise the effort 
required for learning (138). The cognitive load theory consists of three types of 
memory and three categories of cognitive load. The three types of memory form what 
is called the “cognitive architecture” and consists of sensory memory (SM), a limited 
working memory (WM) and an unlimited long-term memory (LTM) that stores 
knowledge and information permanently (54, 114, 124, 139). According to Paas, 
Tuovinen, Tabbers, and Van Gerven (2003) cited in Berends (126), the three 
categories of cognitive loads are: the germane load (that deals with adding useful 
information and building of cognitive schemas), the extraneous load (that deals with 
108 
 
processing irrelevant information), and the intrinsic load (that deals with the amount 
(volume) and level (complexity) of information to be processed) (126). One of the goals 
of instruction in cognitive load theory is to maximise germane load and minimise 
extraneous cognitive load, therefore, freeing working memory to enable learning and 
understanding (38). 
3.3.7.2 The working memory (WM) 
 
The working memory is made up of two components (or processing systems) that 
process visual and verbal information independently, a visual-spatial sketchpad and a 
phonological loop (114). This means that visual and textual materials are processed 
in different cognitive systems (120). It is assumed through information processing 
theories that people have limited working memory, and so learning will not take place 
when it is overloaded (114). The working memory has a limited capacity to hold and 
manipulate words and images of approximately six “units” of information (54, 124, 139) 
and (97, 135). What determines how much information is retained at the same time in 
working memory is the learner’s prior knowledge (114). 
The working memory can also be affected by the nature and medium of the material 
presented. For example, instructions with visual representations can burden the 
working memory’s limited capacity (114). Therefore, the weight placed on working 
memory can be reduced by reducing its cognitive load or by increasing its capacity. 
This is important to note, as information might overwhelm one of these processing 
systems. If the amount of cognitive load exceeds the capacity of the working memory 
then performance will be less accurate and slower(126). Understanding this can help 
in managing the information being divided across these systems instead of 
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overloading one or the other (114). This can be used in increasing the capacity of 
working memory by using more than one presentation modality (114). 
3.3.7.3 Multimedia learning and instruction 
 
In order to have a holistic view of the impact of visual representation (multimedia use), 
we must first have an understanding of visual representation in science education and 
what factors affect it. Research has shown little in this area as most research has 
focused on verbal learning, However, it does show that instructional representations 
should be designed in a way to reduce cognitive load as learners have limited working 
memory (114). The following section explains the characteristics of words and pictures 
and what is meant by a mental model, followed by a brief description of multimedia 
learning before explaining the information processing system. 
3.3.7.3.1 About words and pictures 
 
Words (or text) consist of symbols that have a random structure and are only 
comprehended if their culture and rules are understood (54, 111). They are known as 
descriptive representations when described, for instance, in a scenario where one 
would use nouns, verbs and prepositions to refer to its parts and relate them to each 
other (111). Words can be presented in two forms either as a) printed on paper or text 
on-screen or b) as spoken (verbal narration) (139). Spoken texts (auditory text) are 
direct meaning and, therefore, in this case, students cannot jump back and forth as 
they would in written text (114). 
Pictures (or images), on the other hand, are quite different from words and consist of 
iconic signs. They usually represent something real and are related to an object by 
similarity (54, 111). Pictures, whether being multimedia or visual displays, are 
considered depictive representations. When presented, information about the size, 
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shape, and form of an object is gained all at once (111). They can take different forms 
and can either be static presented as (photos, images, illustrations, charts, diagrams, 
graphs, or even maps) or be dynamic as in (videos, animations and interactive 
illustrations) (99, 139). Static representations (or visualizations) are precise single-
framed that are taken from a flow of motion with no affected change in them with 
respect to time. While dynamic displays (or visualizations) represent a continuous flow 
and consist of a series of frames or (depictions) that are changing continuously over 
time (99, 140). Most multimedia research make their predictions about learning using 
text and visualization, but not on the different visualization formats (static and dynamic) 
(140). And those that compare static with dynamic visualization reveale 
inconsistencies in their results and most, if not all, recommend considering when and 
why to use a certain type of visualisation (140). To further elaborate how pictures and 
words differ in their presentation if a characteristic of a rash was to be described 
through text, then perhaps only specification of its form might be provided, eliminating 
any further information regarding size and orientation. However, when this is 
presented in a picture then the information received regarding form, shape, colour, 
and size are not limited (111). 
Pictures are classified into five categories according to their functions as: decorational, 
representational, organisational, interpretational, and transformational (141, 142). 
Decorative pictures, as the name entails, are not related to the text and therefore, do 
not contribute to understanding it. Whereas representational pictures illustrate the 
context and situation of the text. Organisational pictures illustrate steps of tasks that 
are described in the text while interpretational pictures are simple illustrations that aid 
in explaining complex systems. Finally, transformational pictures augment the recall 
of text information (141, 142). Therefore, it is important to understand that pictures do 
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function differently in test items and their perception and interpretation may differ 
among individuals in relation to their associated text (142). 
To take matters forward, there are two main visual information that affect the 
comprehension of multimedia in an item: the visual context and the visual content. 
Context visuals (also knowns as visual representation) provides contextual information 
(i.e., information about the context components and setting). Ginther, (2002) cited in 
Wu (143). These context visuals embedded in the test item may affect the reader’s 
familiarity with the context, and would either increase the difficulty level of an item 
because it acts as a distracting or misleading representation, or it may decrease item 
difficulty and increase its validity (143). Further, research is needed to understand the 
use of multimedia and context in CBT and its relation to students’ performance (143).  
The other information that is important is the content visual of the task that is “related 
to the content of the verbal stimulus” (Ginther, 2002, p.134 cited in Wu (143)). 
Information from the content visual could complement the item’s verbal description 
and aid in solving the problem. In order for test-takers to be able to answer a question, 
they would need to retrieve and comprehend the necessary visual context and content 
information from these visual representations (143). 
Video and animation cannot be said to be superior to static or still images. Depending 
on the content and context of the situation, they may impede learning and assessment 
(38, 99). Researchers should address factors that may affect these formats such as 
exam content, individual characteristics (age, level, spatial ability), cognitive demands, 
and so on (99). Questions such as when to use static images versus two-dimensional 
media versus three-dimensional animation? And what are the educational impacts, 
costs and benefits of using multimedia? All need to be investigated. 
112 
 
3.3.7.3.2 Mental model 
 
Multimedia (or visual resources) play an important role in developing a student’s 
mental model, as students may view visual representations in different ways (120). 
Some students observe themselves as being visual learners and appreciate the use 
of visual resources in questions. Therefore, it is important to explain the concept of the 
mental model (also known as mental representation), which simply means a reader’s 
own personal understanding of the text that is based on his/her prior knowledge and 
ideas already known to him/her (120). Most of this process is automatic and 
unconscious and is built as a result of processing the text when reading a question 
(120). The representation formed is a collection of concepts, images, emotions and 
the relationships between the concept and not the actual words (120). Therefore, each 
reader may develop their own personal understanding of the text and, hence, their 
own mental model to the text based on what seems to be relevant to them. 
Consequently, readers may not all have the same representation (120). Constructing 
a mental model from text alone requires some effort and may be subjected to 
misinterpretations and affect one’s comprehension because the text would need to be 
interpreted, unlike pictures where a mental model can be constructed more directly 
from them. Therefore, presenting a picture with text helps readers construct an initial 
mental framework from the text (121). 
The act of learning from words and pictures is called ‘multimedia learning’. While 
presenting these words and pictures to produce learning is known as ‘multimedia 
instruction’ (139). One of the main challenges that designers of multimedia instruction 
face is something called ‘cognitive overload’. It is defined by Mayer and Moreno 
(2003), as: ‘the learner’s intended cognitive processing exceeds the learner’s available 
cognitive capacity’ (139). In other words, it occurs when the cognitive processing 
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demand from a learning task exceeds the processing capacity of the learner’s 
cognitive system (139). 
3.3.7.3.3 The theory of multimedia learning 
 
A derivative of the cognitive load theory is the cognitive theory of multimedia learning 
(138, 139, 144), which sets the principles for designing educational materials (i.e., 
multimedia presentations) that facilitate knowledge retention and deep meaningful 
learning for medical learners through the use of lecture slides enhanced multimedia 
(138). The cognitive theory of multimedia learning provides insights into how people 
learn from pictures and words (144). Because multimedia learning principles are 
based on cognitive load theory, the ideas are grounded in the work of cognitive 
psychologists Mayer and his colleagues who extensively studied and established their 
work in the cognitive load theory (138, 144) and described basic and advanced 
principles of multimedia learning and presentations. They explained the appropriate 
use of text, images (still and dynamic), and audio materials for instructional purposes 
(138, 144). 
The theory of multimedia learning is based on three assumptions on how the mind 
works. The first assumption is called the (dual-channel assumption), which proposes 
that humans hold two separate systems (or channels) for processing verbal and 
pictorial material (or information) (139). These channels are subjected to a second 
assumption, which is called the (limited-capacity assumption). This assumption means 
that each of these channels has a limited capacity for the amount of material and 
information that they could hold and process at one given time (139). Furthermore, 
cognitive processing occurs by building a connection between verbal and pictorial 
representations in order for meaningful learning to occur. This is the third assumption 
and is known as the (active-processing assumption) (139). 
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3.3.7.3.3.1 The processing of information: How does it occur? 
 
The human information processing system comprises of two separate channels 
named the dual-channel theory of multimedia learning that has a limited capacity for 
processing incoming information (139, 144). The first channel processes visual input 
and information presented in the pictorial or visual format while the second channel 
processes auditory input or information presented in the verbal or auditory format (139, 
144). An extensive amount of cognitive processing takes place in these channels for 
meaningful learning to occur. (139). 
When new information (from the environment) is presented to the learner in a 
multimedia presentation, that consists of both words and pictures, it has to go through 
active processing steps of selection, organisation and integration to make sense of the 
instructional material received (139, 140, 144). When knowledge is presented to the 
learner, it is transformed into five different modes throughout this whole process (139): 
1) physical representations (words and pictures); 2) sensory representation (to the 
eyes and ears); 3) working memory representations (sounds or images); 4) deep 
working memory representations (verbal or pictorial models); and, finally, 5) long-term 
memory representations (stimulating relevant prior knowledge and building links 
between the verbal and illustrated information) of the learner (139, 145). This can only 
be achieved if both sources of information enter the working memory at the same time 
(111, 145). 
Words, as previously explained, can be presented in the sensory memory in two forms, 
either spoken words that are heard or words that are read, and therefore, they can 
either be processed in the verbal system as descriptive (represented as spoken words 
impinging on the ears) or in the imagery system as depictive (represented as printed 
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words impinging on the eyes). Pictures, on the other hand, are processed in the 
imagery system (represented as pictures impinging on the eyes) (111, 139, 145). 
When the learner pays attention to the auditory sensations coming from the ears 
he/she selects words in order to process them onwards from the sensory memory to 
the working memory, in the same way the learner pays attention to the visual sensation 
coming from the eyes and selects images to process them to the working memory 
(139). When in the working memory, the selected words can either be processed as 
verbal information (sound) if coming from the ear or as pictorial information (e.g., an 
image) if perceived by the eyes, while the selected pictures are processed as pictorial 
information (139, 140, 144). These sounds and images are attended to in the working 
memory and are organised by the learner through constructing a verbal mental model 
from the incoming words or a pictorial mental model from the incoming images, 
respectively (139, 140, 144). As long as the information is attended to in the working 
memory, it stays there (54). 
Finally, for a deeper understanding of the content by the learner, a connection 
(encoding process) between these two mental models is built. At this stage, relevant 
prior knowledge stored in the long-term memory (LTM) (144) is integrated with the two 
models to elaborate their inter-representational connections and form an integrated 
mental model (139, 140, 144) and information is stored in the LTM. When one wants 
to remember something, the information from the LTM is retrieved into the WM again 
and remains there as long as it is attended to (54). The integrated mental model is the 
end product of how an individual understands text and pictures that are presented in 
different forms (145). 
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This was a brief explanation of the cognitive load theory and dual-channel theory for 
multimedia learning that needed elaboration in order to be able to understand what 
factors can play a role and affect multimedia in learning and, hence, would assist us 
to understand its functions in testing. 
There are two other aspects that one has to consider when trying to comprehend the 
role fo visual representation: 1) the way that they are designed and 2) the way that 
they are interpreted by different learners (114). The effect on cognition doesn’t rest 
alone on how one interacts with visual representations alone; other factors such as an 
individual’s prior knowledge (as part of individual differences) spatial ability and other 
factors are important when trying to understand the impact of these representations 
on a subject’s cognitive structure and process (38, 114). The following section further 
explains these in detail. 
3.3.7.3.4 Multimedia principles of instructional design, theories and factors 
affecting the cognitive load 
 
It is apparent now that in the cognitive load theory, the limiting factor in cognitive tasks 
is the working memory capacity (54). Also, in multimedia theory, the main risk of 
adding multimedia to text in the context of a test is that it would lead the reader to form 
a mental model (representation) of the test question that might not match the meaning 
that was intended by the item writer (120). Effects of adding multimedia to text-based 
testing materials were discussed in the literature and demonstrated that pictures 
affected the cognitive process in testing materials in a similar manner as they did in 
learning (121, 146). 
Extensive research to understand how to use words and pictures to foster meaningful 
learning has been undertaken by Mayer and Moreno (2003). They defined meaningful 
learning as ‘deep understanding of the material, which includes attending to important 
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aspects of the presented material, mentally organising it into a coherent cognitive 
structure, and integrating it with relevant existing knowledge’ (139). It is reflected by 
applying what was learnt into new situations and can be measured using retention 
tests (recalling what was presented in a lesson) or through transfer tests (solving 
problems from the presented materials) (139). 
Mayer’s principles for designing effective instructional multimedia materials encourage 
educators to design the instructional message in a way to enable the learner’s 
cognitive learning process. It contains many sub principles that the educator should 
incorporate and are centred around three ideas: 1) eliminating external distractors; 2) 
encouraging learners to establish mental frames from the presented materials’ and 3) 
facilitating the integration of prior knowledge with the new material (144). For example, 
educators should eliminate external distracters through the removal of extraneous 
words, pictures, and sounds, and facilitate the learner to integrate new knowledge and 
materials with prior knowledge from other disciplines by establishing what the learners 
already know (144). Educators should encourage learners to establish a mental frame 
for the materials by making objectives clear to them beforehand and encouraging them 
to prepare for the topic beforehand, this will aid in reducing the cognitive load and not 
overloading the learners’ cognitive capacity with information (144). The main principle 
that concerns this research is Mayer’s multimedia principle, which recommends 
presenting both words and pictures together rather than presenting words alone when 
describing material (144). The literature also covers other multimedia factors, 
principles, and theories that may cause cognitive overload and altering the information, 
as well as those that may reduce the cognitive load. These are further explained below 




3.3.7.3.4.1 Paivio’s (1975) dual-mode presentations 
 
The dual coding theory informs us that visual and verbal information are processed 
independently in systems of working memory each creating a mental model and later 
are mapped onto each other, and that more information is processed and maximized 
when using both system capacities (text with graphic) rather than either of them 
separately (114, 120). This agrees with Mayer’s multimedia principle discussed above 
(144). However, this should be used when visual and verbal information is 
incomprehensible in isolation, removing the appearance of any redundant material 
(see section 3.3.7.3.4.7). Visual resources have a large role in developing a student’s 
mental model and are considered superior over text because their general meaning 
can be quickly grasped, they require less cognitive effort, their elements are processed 
simultaneously rather than sequentially as in text, and they are double-coded when 
processed, once as an image and another time as verbal labels, whilst words are only 
encoded verbally (120). This may lead to bias towards information that is gained from 
visual resources. In other words, it is richer to learn from a text with graphics than with 
either of them alone. It must be noted that pictures can sometimes have a negative 
effect on the mental model construction (114), and some view that presenting both 
image and text may be harmful as they cause a split in attention between the two 
forms of information that then have to be integrated (120). 
In summary, when the task mostly requires the use of either the pictorial mental model 
or the integrated mental model, then one would benefit from using the integrated text 
and visualisations over text alone resulting in higher learning outcomes (38, 112, 140, 
144) Hence, the multimedia principle of instructional design that is explained by the 
cognitive theory of multimedia learning (140, 144). 
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3.3.7.3.4.2 Prior knowledge 
 
It is significant to note that the role of individual differences, particularly prior 
knowledge, is an important determinant of learning and in understanding how visual 
representations and their design impacts learners’ cognitive structures and abilities 
(114). Learners construct their concepts from prior knowledge; they use this 
knowledge to select relevant information from multimedia and add information from 
their prior knowledge to eventually develop a mental model. Prior knowledge also 
influences attention and perception. All this contributes to the variations on how 
learners interpret visual representations (114, 123). The learner's level of knowledge 
and expertise in a content area may affect their performance with multimedia (38); the 
less prior knowledge an individual has, the more likely they are to be subjected to 
cognitive overload (114). Prior knowledge can determine how easy a learner can 
interpret and perceive visual representation in the working memory (114).  
3.3.7.3.4.3. Spatial ability and orientation 
 
Another important aspect in understanding multimedia is the concept of spatial ability, 
which is the ability to be able to understand the position, structure, and manipulation 
of an object in a three-dimensional structure (38, 54, 147). Spatial ability differs from 
visual learning style and is defined by Peters et al., 1995, cited in Vorstenbosch (50) 
‘as the ability to rotate images mentally’ or as defined by Kozhevnikov, Hgarty and 
Mayer ‘the ability to mentally interpret the spatial relationships between parts of an 
object or between different objects in space’ (148). For example, imagining the heart 
in its correct position. Visual information about the characteristics of an object and 
spatial configurations are handled in different cognitive subsystems. One system is 
used to identify the object through knowledge about its appearance, and the other 
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system tries to locate the object through knowledge regarding distances between 
objects and spatial directions (111). Depending on the multimedia type, as explained, 
certain visualisations may reduce the processing demand, as examinees do not have 
to mentally imagine and animate the spatial changes of a situation or procedure on 
their own (140). Moreover, there is a risk of incorrectly reconstructing the changes 
mentally. This is true regarding the use of dynamic visualisation in the learning 
process. Spatial ability may be a factor in the way visual information is processed and 
how easy it seems to the reader (50). This concept is important because the viewpoints 
from which an object is seen may differ, as the learning process can be affected by 
the study of two-dimensional materials (illustrated) or three-dimensional material (real) 
(147). In addition, students with higher spatial ability are more prone to get higher 
scores in examinations (54). However, weak students who are unable to have the 
ability to animate and spatially orient the situation mentally seem to benefit more than 
higher ability students from the multimedia items than text description items (140). It 
should also be noted that low-ability students have often been found to have deficient 
working memory capacity because they reach their maximum load sooner than high 
performers or experts would (126). 
Another important aspect that relates to the content of the item is the cut of an image 
and its relation to other structures. Some studies show that transforming information 
from a cross-sectional view to a normal view requires extra effort in working memory 
(54). Most images when displayed have a fairly uniform pattern except cross-sectional 
images. It is important to recognize the subject of spatial ability and the information it 
yields because it has an implication on the trainee’s selection and performance (147). 
Also, when considering that spatial ability may take effect in several items, then it is 
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assumed that these small effects on these individual items compiled will have a 
significant effect on the total testing score (54). 
3.3.7.3.4.4. Position of multimedia in relation to text 
 
From a cognitive load perspective, integrating information from text and pictures can 
overload the working memory, leaving fewer resources to solve the original task (126). 
Therefore, to reduce cognitive load that requires integrating multiple sources of 
information, multimedia and text should be presented simultaneously (placed at the 
same time), and printed words should be presented next to the corresponding 
multimedia (111, 114, 144). Again, this reflects two of Mayer’s principles, spatial 
contiguity, which states that printed words should be placed next to corresponding 
graphs, and temporal contiguity, which states that the corresponding narration and 
animation should be placed at the same time (144). When this is not possible, it is 
recommended to present the picture first followed by the text (111, 123). Presenting 
pictures prior or with the corresponding text facilitates recall and comprehension (121), 
activates prior knowledge, and provides a scheme for organising the following text 
material (123). While presenting the picture after a text may not yield any beneficial 
effect or may even have an unfavourable effect on comprehension. This is called the 
‘picture-text sequencing effect’ (Schnotz, 2014) as cited in Linder (121); where the 
picture may interfere with the mental model constructed from the text, diverging it from 
the pictorial mental model causing confusion during item solving and affecting test 
performance.(121). In addition, working memory requires little space when processing 
pictures first, leaving enough space for processing text. However, if texts were 
processed first, then most of the working memory capacity will be used and little space 
would be left to process the picture (111). Processing the text first would lead to the 
develompent of a mental model based on the text format, which might be different 
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from the presented picture that follows and, therefore, would interfere with the picutre 
when being processed and interpreted (111). 
3.3.7.3.4.5. Animated multimedia (animation) 
 
Animation is a way of presenting a dynamic phenomenon that is perceived in the 
physical world by using multiple images over time. Results from research using 
animations are inconsistent, with some providing its benefits over static graphics and 
others not. Animation differs from static images in that when using a static image, the 
student needs to extract the relevant information from the image and include it in a 
schema and construct a mental model around it. However, in animation, this is more 
complex because of the dynamic nature that makes it difficult for the student to extract 
relevant information from a fast-paced stream of animation, which may require 
successive viewings by the students in order to be able to have enough time to 
interpret the animation. This can all affect and overload the cognitive load (114). To 
elaborate further, both verbal and pictorial channels are overloaded in the working 
memory in the following situation: if the content of the information is rich (in other words 
complex) and the pace (rate) of the presentation (e.g., video) is fast, then the learner 
will not have enough time to get involved in the deeper cognitive processes (i.e., 
organising words into a verbal model, and images into visual one, and later integrating 
them) (139). This indicates that sometimes a simple graphic that allows the student to 
extract the relevant information from it might be a better use than a realistic animation. 
One can overcome this problem in animation by having interactive controls where 
students are able to review segments of the video (114). Video clips that are chosen 
should be selected, and developed in a way that the student grasps the whole rather 
than the details of the clips. As clips that are focused on details will require multiple 
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viewing for careful analysis, which might be distracting (122) and would need to be 
factored in as additional time allowed for the examination. 
It is also important that information load from multimedia should match the time 
selected for the educational and testing activity (140, 144), and when using animations 
it should be paced according to the learner-paced segment (144). This is in 
accordance with one of Mayer’s principles “segmenting principle” where an animation 
should be offered in learner-paced segments (144). Although it might not be possible 
to simplify a presented video, it is possible to slow down the segments by keeping 
information on the screen for longer (e.g., by increase looping time). This is called 
tracing (38, 139). Another way is allowing for more time between successive segments 
(loops) and, in some cases, it might be required to segment the materials to present 
them in chunks (139). In a research study that used videos, participants did not stop 
the videos that contained looping (video playing over and over again) (39) and most 
mentioned that the video-clip loops distracted them and hampered their performance 
(39). Moreover, it is recommended that video clips be looped only once, or students 
are given the option of choosing whether to loop or not (39). From the reviewed 
literature, there were no specified comments or recommendations found regarding 
how long a video-clip should be except for one study conducted on behavioural data, 
which recommended that video clips should be 2-3 minutes in length (122), and 
another study that suggested from their results that multimedia items required, on 
average, 30 to 60 seconds longer for a response time than text versions (20). Test 
developers should remember that if a big proportion of the exam items consist of 
multimedia, then the examination time should be increased or adjusted and further be 
studied well (55). 
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3.3.7.3.4.6. Frame selection 
 
It is important to remember that not all video materials can be shown in a print format 
because it is not possible to capture dynamic motion in still frames. Attempting to do 
so may lead to additional confusion or misunderstanding from the examinee’s side 
(19). Additionally, within the print format and for some cases, selecting a small number 
of frames may act as a clue and direct the candidates to the correct answer. Therefore, 
for each case, in an attempt to avoid cuing, a small selected number of frames should 
include both significant and non-significant views (19). In some cases, selecting 
certain frames from a motion study imposes a slight limitation, as it cannot convey all 
of the important clinical information that is needed for detecting or identifying some 
abnormalities. This may lead test developers to exclude some disorders from the print 
format when selecting items for examinations (19, 130). However, if selected still-
frame images of the cases could be used successfully in the print format, it would 
reduce the cost of developing and administering the AV format. When using more than 
one multimedia format in a single question, it should be taken into account that 
examinees must use this information to correctly diagnose the patient's case and that 
the correct diagnosis might hinge on one of the multimedia information (for example 
an audio-clip) (7). It is important to also note that videos and animation are not intrinsic 
properties of still images, and therefore, corresponding and additional information 
need to be extracted from the accompanying text and aligned with the multimedia. 
This process might be viewed as resource-intensive and prone to error (140). 
3.3.7.3.4.7. Irrelevant (redundant) multimedia 
 
The content of the multimedia item could either add or remove information relevant to 
the item scenario and, hence, make the item either easier or difficult for the examinee. 
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Multimedia content should illustrate key instructional points and minimise irrelevant 
information to reduce a student’s cognitive load (124, 135, 139). The MM content also 
could change the examinee’s response pattern in the same topic when given in a text 
or multimedia item (5). It could also have the effect of accidentally distorting the 
intended construct under measurement. This occurs when the multimedia stimulus 
does not capture the essence of the construct or introduces irrelevant factors (5) (e.g., 
an ultrasound is not clear because it is too zoomed in). Nevertheless, multimedia could 
equally capture the essential elements of the construct that is not captured in the 
conventional way (5). If any type of multimedia (e.g., an image) is not needed in the 
question, the examiner is required to balance the advantage of including the image to 
become less daunting to the examinee against including it to distract them away from 
the text and intended purpose of the question (120). This coincides with Mayer’s 
principle called the coherence principle that calls for excluding extraneous words, 
pictures, and sounds to eliminate external distractors (144). 
Information can be maximizing when irrelevant information is avoided (38). Including 
irrelevant multimedia next to a written clinical scenario increases the extraneous 
cognitive load which might result in longer response time (126). The inclusion of visual 
resources that are not deemed necessary was expressed by some students in a study 
as being reassuring. However, it is still recommended to exclude this extraneous 
information when designing the materials and highlighting the important aspects, as 
Mayer’s signalling principle proposes to highlight the essential materials (120, 144). 
Moreover, if the same information is presented in two different methods (text and 
image) then the student is required to process the information twice. This means that 
if an image can be presented and understood by itself, then adding explanatory verbal 
information (e.g., to restate what was in the image) would be redundant. Duplication 
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or overlapping of information in text and graphs leads to the unnecessary burden on 
the working memory and cognitive resources (114, 126) and has a detrimental effect 
on performance (49) because learners’ attention is split between two visual sources 
(the text and picture) (114). This also can be applied when writing items, where the 
item writer should balance for the need to include duplicated information or not (120, 
123). 
3.3.7.3.4.8 Cognitive schemas 
 
Another way of reducing the cognitive load is through the construction of cognitive 
schemas (114). Schemas that are stored in long-term memory help organise a large 
amount of information processed as a single unit and can link relevant information 
together that is accessible when needed (114). A number of instructional design 
guidelines (114) have been proposed to facilitate schema construction by reducing 
working memory load and some are mentioned below:  
3.3.7.3.4.8.1. Multiple representations 
 
Novice learners have difficulty coordinating and linking visual representations with 
their cognitive interpretation of the graphic. They spend much of their cognitive 
resource on interpretation and less resource for linking. In multiple representations 
novice learners switch between representations and do not make use of them. If this 
switching occurs, it indicates that the learner has difficulty understanding what is 
presented. Translating representations is difficult for them because it requires having 





3.3.7.3.4.8.2. Modality effect 
 
The modality effect or modality principle as Mayer explained, is presenting words as 
narrations instead of printed text (144). Sometimes, presenting verbal information 
through narration instead of written text eliminates the competition for visual attention 
(114). As previously explained, both text and pictures are processed in the same visual 
subsystem of the working memory. This is because text initially competes with pictures 
when it is being processed in the working memory and may affect the reader to attend 
to relevant information (114). In this case, presenting verbal auditory information 
instead as text is useful, as it reduces unnecessary cognitive load because it is being 
processed in the verbal subsystem and, hence, is not competing with the picture (114). 
3.3.7.3.4.8.3. Materials with interacting elements 
 
If the materials provided have a high interactive level particularly for the novice learner, 
there will be an overload on the cognitive resources and learning will not occur. 
Therefore, to reduce the working memory load for the novice, highly interactive 
elements need to be presented in isolation (114). 
3.3.7.3.4.8.4 Instructional guidance 
 
Instructional guidance, as well as providing an explanation, is an important factor for 
visual representation as it provides assistance to the learners with little prior 
knowledge to complete the task required, avoiding unnecessary cognitive load to 
construct schemas (114). This is also reflected in Mayer’s principle of pre-training, 
which means to prepare or read ahead of time (144). 
Other factors for cognitive schemas that should be considered are learners’ spatial 
ability and cognitive ability, developmental level, sociological perspective, expertise, 
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and, most importantly prior knowledge (114). To give an example regarding expertise, 
students with little prior knowledge (hence, little schema) have difficulty differentiating 
between information that is relevant and irrelevant, and therefore, focus on surface 
features when interpreting images, making it difficult for them to reach to the 
underlying principle of concept and developing a comprehensive mental model (114). 
Experts, on the other hand, are able to see beyond the superficial features due to their 
extensive prior knowledge and developed schema that makes them able to make 
sense of the underlying principle and develop a comprehensive mental model (114). 
3.3.7.3.4.9 The Interface design principle 
 
Computer and software interface play a role in how the material will appear on the 
screen and affects how examinees receive the information. Multimedia characteristics 
are not superficial and independent from the item or the examinee; in fact, it is the 
combination of all these that help produce the final result of the examinee. For 
example, when using limited screen space it is important not to present a lot of 
information on the screen to avoid overloading the learner, this is according to the 
interface design principle (80). Presenting one question at a time is considered 
appropriate, particularly if using multimedia materials with it; as it is mostly perceived 
to be less overwhelming, less stressful and makes testing more relaxing (39, 80). 
However, time may be lost if examinees try to scan the exam to get a feel of the items 
and the whole exam, as opposed to easily scanning the questions in the paper-and-
pencil examination. (80). 
3.3.7.3.4.10 Split attention effect 
 
A learner can attend to reading materials on computer-based instructions and to the 
computer screen at the same time (39, 126, 139, 149). This means that they can split 
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their attention between decoding language and decoding pictures (39). This 
phenomenon, based on the cognitive load theory, is labelled as split-attention effect 
and has been reported to cause a cognitive overload on working memory and 
subsequently hindering learning (39, 126, 139). All materials should be presented in a 
way that facilitates learning. Information needs to be integrated from verbal and visual 
materials. If the image does not fit and coordinate with the verbal material, the 
integration will be difficult. Schema can only occur after integration takes place. And 
integration requires that all material fit and coordinate with each other so that the 
learner’s attention does not feel split between two modes of information as also 
explained in the modality principle (114). 
3.3.7.3.4.11 Level of reader (novice or expert) 
 
Van der Gijp et.al. (2017) reviewed the literature of the past 20 years for visual search 
patterns by use of eye-tracking in the radiology domain to identify the relationship 
between visual search and expertise level and had found six emerging themes (150). 
These are as stated in their article: ‘time on task, eye movement characteristics of 
experts, differences in visual attention, visual search patterns, search patterns in 
cross-sectional stack imaging, and the effect of teaching visual search strategies’ 
(150). Their results were consistent with other studies and found that experts were 
characterized with a global-focal search pattern that helped them identify suspicious 
areas through a global search that is followed by a detailed focal search (150). This is 
because experts have a rich knowledge base, need shorter viewing times, and are 
able to know where to best look for abnormalities through their rich knowledge base 
foundation (150). Experts also have more domain knowledge (i.e., more schemas), 
which makes them more able to understand underlying concepts and principles when 
they are presented with visual representations (114). They are able to concentrate on 
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relevant information to construct an effective mental model, and when presented with 
novel information they are able to interpret it by using their relevant prior knowledge 
as a starting point (114). When comparing experts to novice learners, novice learners 
tend to have pieces of information that are weakly connected, also known as 
“fragmented knowledge” (114) and when presented with visual representation they 
tend to be focused on surface features because they lack a clear and integrated 
existing knowledge. Novices are also unable to coordinate features that are within or 
across multiple representations, which does not make it easy for them to develop an 
understanding of the underlying concepts (114). 
3.3.7.3.4.12 The Effect of language format on the difficulty level of multimedia 
 
Reading is required for completing any written examination. When constructing an 
MCQ exam, item writers should select which format is more suitable (text or 
multimedia), as well as write items as concisely as possible, limit sentence length, and 
control vocabulary level in order to limit the reading involved and reduce the cognitive 
processing demands on the examinees (151). For example, in a study that 
investigated the effects of multiple-choice listening tests on performance and 
perceptions between oral and written format, students felt intimidated and scared from 
long sentences and unknown vocabulary (151). With multimedia materials, the 
language includes not only words but also what and how to describe the content, what 
and when to depict and how these may affect the examinees’ perception of the item 
content and further on test performances. A research study showed that language 
seemed to change for examinees according to the format of the scenario in the 
presented item. The study showed that when the standard textbook terminology was 
replaced with multimedia material (sound or image) the multimedia item became more 
difficult for the examinee. This could be explained by the fact that the multimedia items 
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required a higher cognitive step (at least one more step) than the text-matched item in 
answering the question. This extra step was due to connecting the multimedia aspect 
of the item (for e.g., the sound of a grade-3 holosystolic murmur) to the correct 
terminology in the textbook. If the examinee failed to recognize the audio sound, 
he/she would not be able to answer the question even if they knew the implication of 
the murmur (5). 
If the content of the item could be sufficiently described by text, or could be easily 
labelled by textbook terminology, then (keeping in mind the objective and level of the 
exam), the use of multimedia might not be favoured as it could cause the item to 
become more difficult and less discriminating (5, 120). A possible explanation for this 
could be found in the richness of the text with details, which made the item fair in the 
text format. In other words, all the relevant information needed that was depicted in an 
image or video could have been inferred to from the text format itself, which was 
sufficient enough (140). However, if the content of the item is not direct and is difficult 
to be adequately described through words, then the use of multimedia is advised to 
make the item easier and more discriminating (5). 
It is important to review the selection of words carefully when writing an item, as some 
terminologies might be more familiar to students who study from textbooks than their 
synonymous words that are expressed by the item writer. For example, in an item that 
was given in the nursing examination, students were unable to understand the 
description of the area where an injection should be given ‘‘the inner surface of the 
forearm” while it seemed to be clear to the item writer who developed it (45). When 
reviewing the terminology in the textbook, as mentioned in the article ‘the term ventral 
(or dorsal) aspect of the forearm may have been the more correct and familiar term’ 
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(45), while in the innovative format, it was more direct by presenting a picture with the 
potential injection sites. 
When the content of an item involves motion or movement, then seeing and 
experiencing it through the use of multimedia makes the item easier for the examinee 
to answer than if it were presented in a descriptive narration of the movement, which 
is confusing and is perceived to be less direct (5). For example, demonstrating a hip 
flexion through the use of a video is more direct than describing it as “A 70-degree hip 
flexion with knee extension” to the examinee. In another study conducted on senior-
level nursing students, students found that the text description of breath sounds to be 
unfamiliar to them and had to process it first before being able to complete the 
problem. While in the multimedia format it was more direct where students just 
selected the breath sounds (45). The nature of the multimedia simply gives out more 
information and more cues that assist in selecting the correct answer.This explanation 
is suggested in Vorstenbosch and Klaassen’s study (54). In their study, labelled 
images and answer lists were used in the response format in the speciality of anatomy. 
The use of an answer list contained only structure, to it when compared to the use of 
images that in addition to structure contains spatial relations and orientation (54) 
possibly delivering more cues to the examinee. However, having the list of anatomical 
names also gives out cues that are not present in images (54). 
In addition, visual stems may give clues to key answers, thereby diminishing the 
interpretation component of the item. Particular care should be taken to avoid such 
clues, ensuring that the stem of the question is concise enough to direct the 
examinees’ attention to the structure of the question being asked (71). The use of 
multimedia may hint to the correct answer as certain terms or phrases used in an item 
may act as an unintended cue or code word to the underlying disorder (54). For 
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example, the use of the term “thumb-sign” may direct examinees to associate it to the 
diagnosis of epiglottitis. For a better understanding of this, further research is still 
required regarding the cognitive processes underlying these effects.  
From the literature, we can conclude that multimedia-enhanced questions and 
computerized simulations (both low and high fidelity) are among the most promising 
practices for assessing higher cognitive skills and problem-solving skills in the medical 
field. However, in order to properly value the quality of the format, it would be useful 
to know how much time and effort was put in the development of the items and 
multimedia, and what form of validation was required to ensure quality (138). It is also 
apparent that further research is needed for this type of format and further refinements 
are needed regarding its application and validity implications (107). 
3.4 Conclusion 
 
After explaining this brief but complex section regarding cognitive load theory and 
multimedia learning theory, the question still remains, does multimedia influence 
assessment, and in what direction? We understand that in learning, multimedia has 
an impact on learning, and in assessment, it has an impact on the psychometric 
characteristics of test items. It is apparent that there is not a straightforward question 
and the answer lies in how examinees answer an item after reading the question 
(stimulus) and options (response format), how they take in the content, their readability 
level and much more, all of which have an effect on the complex retrieval task of 
answering a test item (54). This can be reflected through measuring item difficulty and 
discrimination (54) and understanding from the examinees how they perceived the 
items. Despite the available research on how we process both verbal and visual 
materials and despite the advances in cognitive theory, the evidence is limited on how 
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the inclusion of images and videos within written assessments should be and how to 
properly use them. Further researches and investigations are required (40). 
The following chapter covers the concept of validity in assessment and validity 
frameworks that are used in the testing process and that are needed for the 
development of multimedia items in high-stakes examinations to ensure their quality 









































Assessment in medical education is a broad topic and has been put up for discussion 
many times particularly among governing and accrediting bodies that are seeking 
evidence for clinical competency and proficiency (37). Governing bodies all around 
the globe want evidence of competency and proficiency. The public pressures such 
organisations to produce competent physicians (1, 47) and society expects educators 
to be able to deliver the appropriate tools in order to measure their physician’s skills 
(107). Thus, there is much discussion about validity and assessment in medical 
education. Validity has been widely acknowledged in the test development process 
as being the most fundamental aspect. Without it, one cannot assert their 
interpretations of test results. 
Assessment, as put by Andreatta and Gruppen (2009) ‘provides evidence that a 
learner has acquired knowledge and skills within a field of instruction’(37) p1029. As 
one gains more skills and knowledge, more rigorous, complex and multiple types of 
assessment methods and validity evidence are required for performance 
measurements (37). Different stages of learning and training require different levels 
of validity evidence. Formative assessments and feedback are sufficient enough at 
the beginning when learners start acquiring their knowledge and building up their 
skills, at this level content and process validity evidence are adequate. As learners 
go through their curriculum training and have gained experience and mastery of the 
construct through practice, validity evidence should further include internal structure 
and construct validity because it is used to make a decision on the learner’s 
performance (37). At their final stages of learning, where learners must demonstrate 
their mastery skills in order to be able to make a judgment and decision on their 
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performance on the construct (high stakes), evidence of consequential validity is also 
needed (37). It should be understood that any assessment process should be an 
iterative one that is conducted carefully following a well-defined framework (152) and 
that not all forms of validity evidence are required to be gathered for one assessment 
procedure (37). 
4.2 The Construct 
 
Any validity discussion will have the abstract word “construct” evident in it. Assessment 
aims to measure some underlying construct. A construct is something abstract that 
can be described and is certain that it exists but is difficult to adequately define and, 
therefore, cannot be directly measured (37). Cronbach and Meehl (1995) defined a 
construct as ‘some postulated attribute of people, assumed to be reflected in test 
performance. In test validation, the attribute about which we make statements in 
interpreting a test is a construct’ (153). Andreatta’s definition is a simple one to 
comprehend and states the construct as ‘Something we believe exists and which can 
be described, but which may not be amenable to direct measurement’. Other words 
that may be used are hypothetical, imaginary, abstract, object, thing, or unit. 
Examples of broad constructs in medicine are professionalism, teamwork, decision 
making, diagnostic reasoning, certain procedures and management, with some being 
difficult to define. Other constructs that are specific and are easier to define are 
suturing skills, intubation and needle insertion (37). In assessment, the construct is not 
physiological, but more of an educational objective (153) and needs to be clearly 
defined in order to interpret and provide conclusive evidence that the ongoing process 
is properly mapping the construct and that all irrelevant information is eliminated (37). 
Evidence should be gathered from many different sources when trying to evaluate 
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construct validity (153). However, it should be noted that constructs are usually not 
isolated measurable qualities and are not independent of content and context, 
therefore, assessment should be inferred from behaviour (24, 37). To ensure validity, 
the inferences must sample over a sum of knowledge areas (24). 
It should be noted that assessment will rarely, if ever, be a perfect fit with the construct 
even if the construct is well-defined (37). In regards to higher-cognitive function, one 
can be able to say what it is, only when all of the laws involving it are known; and as 
this is not fully understood one cannot know precisely what it means (153). Rather, 
what can be used is what is known about it through cognitive taxonomies (e.g., Bloom) 
and factors affecting it (through cognitive theories). A more practical example is the 
construct of reaching a diagnosis of pericarditis (specific construct) where a given 
scenario involves multiple components that when put together captures the broader 
construct (higher cognitive skills). In Figure 4.1, an example of pericarditis is illustrated 
in an ECG that factors in all necessary information and skills required to answer the 
item. These include basic knowledge of anatomy, interpretation skills and decision-
making skills, familiarity with ECG patterns of this diagnosis and being able to read an 
ECG report, knowledge of the natural history and pathophysiology of pericarditis, 
pharmacology knowledge of contraindicated medications, integrating symptoms with 





There are two threats that can occur in any construct and that need to be kept in mind: 
assessment underrepresentation and assessment over-representation, and, of 
course, missing the construct completely (37, 154, 155). This is called construct-
irrelevant test variance (CIV). CIV occurs when the test contains variances that are 
irrelevant due to something else other than the intended construct (154, 155). 
Assessment is considered limited when it is underrepresented. That is when it focuses, 
for example, on one aspect of the construct and does not reflect on the other aspect 
(or excludes it) which leads to the validity of decisions that are based on assessment 
results that are limited (37). Underrepresentation can occur if the exam content is too 
narrow and fails to include important aspects of the construct (154). For example, an 
EM exam that contains part of the curriculum content and is aimed at testing the 
construct of knowledge representation of the whole curriculum. On the other hand, 
assessment over-representation occurs when the assessment captures not only all 
the aspects of the construct under measurement, but also includes extraneous 




aspects that are not part of the construct (156) “such as, in the case of EM knowledge 
assessment, including items related to research skills, language skills, speed etc.”. 
These additional aspects that have been included, even if important, are being tested 
by the learner and are not part of the construct that should be tested (155). This leads 
to a limitation of validity of judgments based on the produced results (37). A 
combination of both may also occur, where some aspects of the construct are missed 
(construct underrepresentation) and other irrelevant aspects are included (construct 
over-representation) (37). CIV can also result from test-wiseness due to item writing 
flaws that lead to scores being invalidly high (154). 
4.3 Validity 
 
Assessment is a central part of medical education for testing students’ capabilities; 
therefore, validity and validation are vital to its use. (157). Validity is an abstract 
contextual concept. It is essentially about making decisions from the interpretations 
and uses of test scores that are derived from assessment methods. Validity can be 
viewed as a task of identifying what the assessor is trying to measure (the construct), 
how they are attempting to measure it (the context and the tool), and how they use 
the interpreted data to make decisions and consequences (37). It is contextual in 
the sense that it is restricted to the context that it was applied to and does not fit all 
times, places, audiences, or purposes. It relies on the evidence gathered from 
examinees’ that have certain characteristics and applied in a certain context (37). 
Messick described validity as ‘an integrated evaluative judgment of the degree to 
which empirical evidence and theoretical rationales support the adequacy and 
appropriateness of inferences and actions based on test scores’ (154 p.1). The 
Standards for Educational and Psychological Testing defines test validity as ‘the 
degree to which evidence and theory support the interpretation of test scores for 
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proposed uses of tests’ (155 p.11). It can be concluded from the definition that: 
validity is not a property of a test, it is a property of the inferences made from the 
test scores; that scores from the same test may be valid for some purposes but not 
be valid for others; that scores are contextual because they are tied to a particular 
test; and that the construct and properties may not be generalizable to other 
situations (155). 
Validity comprises of types and has a long history to it (158). Its meaning varies 
among different advocates for it and changes over time. It is the most sanctified 
lexicon in the educational and psychological testing community yet across its time 
there has been no common professional consensus over its meaning. 
Validation, on the other hand, is the whole inquiry process that is undertaken to 
gather validity evidence to support the test defensibility of score interpretations 
(inferences). It is a cycle that one goes through over and over again and, therefore, 
it can never be fully attained (157, 159 p.171). Validation is a continuing process 
because validity is an evolving property (154, 157). Validation, according to the 
Standards, ‘can be viewed as a process of constructing and evaluating arguments 
for and against the intended interpretation of test scores and their relevance to the 
proposed use’ (155 p.11). The process of validating an inference can be simplified 
into two aspects” 1) developing a coherent argument for the proposed interpretation 
of assessment data (by gathering multiple evidence that is in agreement with the 
inference); and 2) Identifying arguments against probable alternative explanations 
(i.e., alternative inferences that are less well supported) (67, 154). These two steps 
have also been presented by different authors as ‘a validity framework’, which is 
later discussed. It should be noted that with all these definitions and frameworks 
regarding validity, what defines it is not the test scores themselves, rather it is the 
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appropriateness of the interpretations of the test scores and the inferences and 
actions that are made based on the test scores (AERA, APA, & NCME, 1999; 
Messick, 1989b) (159 p.170); and that validating an inference means that it is 
ascertained that the multiple evidenced gathered is in agreement with the inference 
and that the alternative inferences are less well supported (154). 
4.3.1 What validity is not  
 
Validity is not a property of the test; one cannot say that tests have reliabilities and 
validities. That means one cannot say that a test is valid or invalid. The properties are 
for the test responses and scores that are a function of the items, stimulus, tasks, 
examinee’s response, and context (i.e., background, environment, setting) (37, 154, 
159). Validity is not a stable characteristic of any given assessment, rather, it depends 
on the mode of collection, as well as the use of assessment scores and examinee 
characteristics. Therefore, validity judgments are limited to each application and 
context (37). That means the closer an assessment is to its original implementation 
(application and context), the more it can be argued that the validity evidence and 
results from the first context is applicable to the second, and vice versa (37). From this 
view, it can be concluded that when an assessment is described as being validated it 
does not mean that this assessment is appropriate for all purposes, times, audiences 
and all places (37). Validity does not have an all or none rule; therefore, it is important 
to understand that validity is a matter of degree (154) and that since the evidence 
collected is not always complete, validation is a matter of making the best practical 







The field of validity assessment has been growing and evolving for more than 60 years 
(160). Over the past centuries, many individual scholars, thinkers, researchers, 
committees and professional organisations have tried to discuss, classify, think, re-
think and find an end to the lack of consensus over validity. And while the Standards 
have made this point clear, yet no widespread definition is agreed upon by 
professionals (158). The topic of validity and its history is far greater than the scope of 
this research, however, the following points are a summary of highlights in validity 
throughout history that help shape what it has become today and how it has been 
developed into a framework. 
During the 1920s, the word validity and its implications had officially found its way in 
the lexicon of educational and psychological testing; however, since then, it has been 
debated on what it means and what it should include and in recent years there seem 
to be no signs of this debate becoming any less. (158). In the 1950s, the qualities that 
needed to be specified before a test could be published and validated were not 
adequately conceptualized (153) and, therefore, the APA Committee on Psychological 
Tests differentiated four types of validity in order make clear recommendations. Thus, 
validity was broken into four types: content validity, predictive and concurrent criterion 
validity, and construct validity, which was later reduced in the 1960s to content, 
criterion-related and construct validities (154).  
Each of these validities has a different emphasis on the criterion. For example, 
criterion-oriented validity procedures (predictive and concurrent) have a more central 
emphasis on the criterion behaviour rather than the type of behaviour occurring in the 
test, which is what content validity looks at. In construct validity, the trait or quality 
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underlying the test is what is important and not the scores and test behaviour (153). 
As validity only starts to get complicated, we can start by simplifying it into a table with 
categories as presented in Appendix 5. The 1966 edition of The Standards noted that 
these aspects of validity are not independent and that the study of a test would 
normally include all types of validity (APA, 1966 cited in (154)), with the 1974 edition 
including adverse impact, bias and other social consequences of test misuse to it 
(154). In the 1980s, a seminal paper by Samuel Messick had stirred up controversy 
regarding validity theory and what it should include. He stressed that validity could not 
be measured and needed to be inferred from evidence such as response processes 
(50). He also argued that validity should go beyond the traditional definition we know 
(i.e., achieving good measurement) and that it should also include consequences (i.e., 
consequential validity) (154, 158). However, Messick’s work fused construct validity 
and consequential validity into one unified theory (161).  
In addition, the 1985 Standard (APA, 1985 as cited in (154)) continued its view towards 
a unified view of validity with no longer referring to validity as types but as categories 
of validity evidence (e.g., content-related). In the newest edition of The Standards 
(APA, 2014), validity is not referred to as distinct types of validity; it is referred to as 
types of ‘validity evidence’ (155). They describe five sources of validity evidence, 
based on 1) test content; 2) response process; 3) internal structure; 4) relations to 
other variables; and 5) validity and consequence of testing (155). Construct validity 
was viewed as the main validity including all other types of validity. Yet, with this 
concept, the construct model seemed to make validation an endless process. In 
response, Kane (2013) although in agreement with Messick’s position on construct 
validity being the central element and including consequential validity, went further to 
develop an argument-based approach to validation and identified what kinds of 
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evidence are required to gather in order to support test validation (161). Since then, 
different advocates have found ways to categorize validity into frameworks to make it 
more comprehensible and operational for educators and test users to use.  
It is agreed in many articles that validity is the most important feature of a score-based 
inference, and perhaps the most important notion in measurement and test 
development (155, 158, 162). It is also agreed that validity can be viewed differently 
according to which perspective one looks through. In some instances, as for the 
classical definition, validity seems straightforward and logical with interpreted 
evidence either supporting or refuting the validity claim and measurement procedure. 
However, in other cases, validity is not straightforward or logical, with disagreements 
amongst scholars on what validity should include, such as reliability, consequence, 
and other evaluative concepts (158). 
Newton and Shaw (2016) took on a unique view on validity and describe, in their paper 
titled ‘Disagreement over the best way to use the word ‘validity’ and options for 
reaching consensus’, five types of views to validity according to what it should include. 
They illustrate this transformation of validity meaning well through a series of 
definitions by various scholars and thinkers. As one reads through these definitions 
and explanations of validity, one can understand the different validity perspectives 
from a conservative, to a traditionalist to a liberal viewpoint (158). The five 
perspectives, as described by the authors, are labelled as traditionalist, liberal, 
conservative, ultraconservative and non-convergence and incompatibility 
perspectives (158), and to better understand these views Figure 4.2 was shaped. 
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From the illustration, the first view described was the traditionalist perspective of 
scholars. The traditionalist perspective of validity viewed validity in a ‘technical or 
somewhat scientific’ way as keeping up with the Standards and believed that validity 
should include both measurement and prediction, meaning that validity should focus 
on test score interpretation and test score use for decision-making, respectively (158). 
A traditionalist point of view to validity is inherently pragmatic. In other words, tests are 
created for a purpose, and the results are not generated to just simply be interpreted; 
they are generated to be used (158). However, even with this technical view, some 
tests were still recognised to be useful in certain conditions even if they had low 
predictive power. This outlines the idea of test usefulness. This usefulness considered 
aspects other than the technical view to embrace social, ethical, and economical 
concerns that are weighed against its costs and benefits (158). This led to the second 
view of scholars and thinkers that came to view in the last few decades as the liberal 
perspective of validity, and was coined as an extension of the traditionalist perspective 
as shown in Figure 4.2. The liberals’ view argued the importance of consequences 
(intended and unintended) that arose from test score use to validity and validation and 
that it was irresponsible to evaluate a test only on the basis of test use and 
interpretation (i.e., the traditionalist perspective) (158). In recent years, a third new 
conservative perspective of validity has become prominent, returning to the classic 
definition of validity that it is “a degree to which a test measures what it is supposed to 
measure” (158). This view argued that validity should be viewed as a scientific concept 
and not a pragmatic one. In this perspective, valid prediction and uses of results or 
decision-making procedures are considered errors. This view is more narrowly 
focused on measurement quality such as reliability, precision, dimensionality and bias, 
which are considered as secondary concepts that are included within validity (158). 
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The fourth view, the ultra-conservatives, had a more narrow look on validity than the 
conservatives and in the past decade, they have argued that validity is what it’s 
supposed to measure and that it was defined independently of the secondary concepts 
as reliability, which indicated that reliability was not included as part of validity (158). 
It should be noted that validity and reliability are the two most important psychometric 
properties in assessment procedures, and today, reliability is seen as one of the facets 
of validity (42). Reliability indicates the stability or consistency of test scores, which 
deals with the question ‘will we get the same results consistently?’ (1). Reliability 
implies how accurate test results are, by maximizing reproducibility and minimising 
measurement errors while validity is concerned with how accurate the test score 
interpretations are. It should also be noted that a test cannot be valid without reliability 
and that the presence of reliability is required for validity, however, it does not 
guarantee it (42, 159 p.163).This is true because every component of the testing 
process from item writing to scoring is a threat to reliability and, hence, validity. 
The final view from Newton and Shaw’s article was the non-convergence and 
incompatibility view, which claim that until now there is no consensus on what is the 
best way to use the word “validity” and that across the published resources what is 
apparent are divergent perspectives with advocates for the conservative perspective, 
as well as for the liberal perspective (158). The conservatives root for excluding 
consequences from validity because if included within the scope of validity, a negative 
test score use or bad decision-making might lead test users to annul or discard score 
interpretations. They also argue that the conception of validity is complicated enough 
and including ethical implication within validity will only make it unnecessarily more 
complicated and difficult for test users to understand and, hence, apply it (158). 
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On the other hand, the liberals root for including consequences because if excluded 
then a positive test score interpretation might lead test users to think that it is justifiable 
to use the test score. They also argue that the exclusion of ethical implication from 
validity might risk test evaluators of pardoning themselves from any responsibility for 
investigating adverse consequences.  
The brief history of validity demonstrates how the thinking process and views 
regarding validity have been shaped and changed. Most discussions from the 
literature seem to centre on what validity should and should not include and has shifted 
from relying on content and criterion types of validity to content, criterion, and 
concurrent validity. Later, when all three forms have failed, construct validity would be 
called upon (154, 158, 159, 161). Ultimately, it seemed that all types of validity 
(content, criterion and construct), as well as reliability, were trying to measure the 
same thing “the target construct” (157), which led researchers and thinkers to favour 
a unified concept of validity, “construct validity”, as the whole of validity or “unitary 
validity” and discarding the other types (154, 159, 161). 
4.3.3 Validity frameworks  
 
The whole process of collecting and interpreting evidence to support decisions based 
on the intended interpretation of test scores is known as validation (157). A rigorous 
validation process involves detailing the claims and assumptions and reporting the 
interpretations and use arguments and when put together systematically are 
presented in a framework. Frameworks, as described by Pangaro and Ten Cate, 
‘encompass a group of ideas or categories to reflect the educational goals against 
which a trainee’s level of competence or progress is gauged’ (163 p.1197). Different 
frameworks deliver different ways of looking at validity in examinations and have 
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different purposes (163). The purpose of any validity framework is to guide test 
developers in constructing their examination processes and gather evidence to 
support their claims regarding score interpretation. Frameworks demonstrate what is 
needed in a testing process (e.g., claims, evidence, methods), who is expected to use 
it (i.e., who is responsible in each step) and how to successfully apply it (i.e., clarity of 
classification and categories, ease of use, acceptability and value by users). In 
addition, how consistent, reliable and valid the framework can be applied (fairness) 
(163) and whether its applicability locally is as effective as its applicability 
internationally (generalizability). This will depend on to what extent it is understandable 
and what are the resources that are spent to carry out and train stakeholders for its 
use (163). Examples of frameworks that address claims and interpretive use 
arguments are the APA’s framework in The Standards (155), Downing’s framework 
(2003) that presented the combined conclusions of the American Educational 
Research Association (AERA), the APA and National Council on Measurement in 
Education (NCME) for validity evidences needed (164), the twelve steps for effective 
test development by Downing and Haladyna (2006) (165), Kane’s framework (an 
argumentative-based approach to validation) (166), and the newly developed 
Cambridge framework (35). 
4.3.3.1 The Standards 
 
Validity in assessment has gone from a classical framework of validity of face, content, 
criterion and construct validity to a unified model where the evidence of validity is 
gathered systematically from five sources as mentioned earlier (155, 164). The 
evidence, as reported by the Standards (APA, 2014) is used to test a hypothesis 
against score interpretations on being valid for their intended use (160). 
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So, what does evidence of validity focus on? In all cases, validity evidence is construct 
driven (167), and focus on how well the assessment information and data explain, 
define, and outline the underlying construct in order to use the results to make effective 
and actual decisions about the construct (37). 
The Standards (2014) developed by the AREA, APA and NCME provide a frame of 
references that one should address in the testing process (155). It comprises of 
overarching standards that guide users or developers with the primary focus of the 
standard and subsequent standards that are labelled to thematic clusters to further 
guide users. Appendix 6 outlines these overarching standards. The purpose of the 
Standards is to provide test takers, users, and publishers with criteria for the 
development and evaluation of tests, as well as to provide guidelines that help in the 
validation process (assess the validity of test score interpretation and intended uses)  
(155). The Standards also adopt five sources of validity evidence that focus on different 
aspects of the test development process (155). These sources of evidence, illuminate 
different aspects of validity and are used to evaluate the validity of the proposed 
interpretation of test scores for a given test (155) and are explained below: 
4.3.3.1.1. Evidence based on test content 
 
Analysing the relationship between test content and the construct provides validity 
evidence. Evidence of test content includes test questions, item format, wording, 
themes (domains and classifications), administration and scoring (37, 155). In 
addition, experts’ opinions in the speciality play an important role, as they are 
knowledgeable about the target construct that is being measured and are able to 
produce relevant context and content for that speciality. Traditionally, this used to be 
known as ‘face validity’ in the classical validity framework (37). Evidence is collected 
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from test content to evaluate its appropriateness with the purpose of the test and the 
construct under study. However, if content validity is high, it still cannot measure a 
certain construct or skill alone. A careful review of the construct and test content help 
point to potential sources of construct underrepresentation or construct-irrelevance. 
(37, 155). 
4.3.3.1.2 Evidence based on response processes  
 
In addition to the content representing the underlying construct being measured, the 
cognitive and physical processes must also represent the construct (37). For example, 
the use of simulation for clinical training and examination is a more proper construct 
to represent the context of clinical practice than the use of MCQs (37). The theoretical 
and empirical analysis of test-takers’ response processes can provide evidence 
regarding the fit between their performances and responses and the construct (here 
the cognitive process) being measured. Process validity evidence may come from test-
takers’ performances (e.g., item analysis, eye movement, and response time) of 
individual responses on the items, from different groups and from analysing 
relationships between tests and parts of the test to reveal differences in test score 
interpretations and construct meaning. In addition, evidence can be collected from 
empirical results that yield consistent results from tasks with similar processes, or 
contrasting results from tasks with different processes and experts’ judgments in the 
field and their consistency in score interpretation and applying the appropriate criteria 
(37, 155). 
4.3.3.1.3 Evidence based on internal structure  
 
This relates to the relationships among test items and their interrelationships. It is, 
therefore, essential to study if the score accurately reflects the anticipated evaluation 
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of the construct, which would provide an accurate assessment of performance (37). 
Internal structure validity evidence is gathered through scoring criteria and algorithms, 
and the combination of data explained by experts in the field (37, 155). Evidence that 
a test implies a single dimension of behaviour (unidimensionality) is important and can 
be sought through item homogeneity. This can be drawn from item interrelationships 
(reliability), the number of items, and differences in responses to certain items among 
different groups with a similar overall ability (i.e., differential item functioning (DIF)). In 
the end, it is important that scores accurately reflect the construct under study (37, 
155). 
4.3.3.1.4 Evidence based on relations to other variables 
 
Relationships between the assessment results and other variables are another source 
for validity evidence, by representing the relationships between the results and other 
variables with predicted associations to the construct. If predictions are not observed, 
then possible explanations should be sought (37). This evidence tries to explore the 
intended interpretation of test scores for a construct in relation to some other external 
variable. This can be demonstrated by consistencies between scores across groups, 
tasks, and settings (through using reliability statistics) or having assessment 
differentiating between examinees’ performance based on experience (higher scores 
for experts and lower for novice learners). Evidence may also come from the studies 
of relationships and consistency (generalizability) to other forms of test that either 
measure the same construct (convergence) or a different one (discriminant) or to 
criteria that a test is expected to predict. An example may be that scores on MCQ tests 
might relate closely to short essay items but may not be closely related to OSCE as it 
measures more of the clinical skills of a construct compared to the cognitive 
knowledge skills of an MCQ. Another important issue is validity generalization as 
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described by the Standards “the degree to which validity evidence based on test-
criterion relations can be generalised to a new situation without further study of validity 
in that new situation” (155 p.18). 
4.3.3.1.5 Evidence for validity and consequences of testing 
 
The final source for validity assessment is the consequences, which demonstrates if 
the decisions made based on the assessment result work. Evidence in this area can 
be gathered from monitoring the outcomes of decisions (success or error) based on 
the scores and evaluating the intended and unintended consequences of using and 
interpreting test scores (37, 155). An example of an unintended consequence of a test 
could be an increase in procedure errors that may have led to a negative outcome and 
that of an intended consequence of a test is to have an increase in learner motivation 
(37). Consequences of tests can immediately follow score interpretations by test 
developers by having, for example, a pass/fail decision for a test or even a job 
interview. The evidence here relies on the validation process, which means gathering 
evidence and evaluating the soundness and appropriateness of the proposed 
interpretations of test scores, as well as their intended use. This evidence can include 
assessment of fairness, bias issues, and consequences of actions taken after the 
decision has been made (for e.g., if a decision has been made based on an 
assessment that over- or underestimates the actual competence in the construct) (37, 
155). 
To summarize these sources, evidence gathered from the content and response 
processes provides information about the learner’s performance that is related to the 
underlying construct. Data from these sources will be interpreted as scores in order to 
facilitate decision making. Evidence from the internal structure makes a connection 
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between the score and structure of the construct (37) while evidence based on 
relations to other variables tries to make connections to other tests that either measure 
the same or different construct. Lastly, evidence for consequences of testing looks for 
the soundness of results and the consequences of using them (37, 155). 
4.3.3.2 Downing framework and Downing and Haladyna’s 12 steps for test 
development: 
 
The organisations from Downing’s summarized conclusions that were based on the 
AERA, APA, and NCME work that was just explained determined that evidence 
should be collected under the  five headings in the Standards; content, response 
process, internal structure, relationship to other variables, and consequences (155, 
164). In his article, Downing tries to explain construct validity in the context of medical 
education and presents sources of evidence in a different format by giving examples 
and outlining typical sources of validity evidence for performance and written 
examination (164). Appendix 7 outlines the sources of validity evidence as explained 
by Downing.  
To simplify this abstract language of validity, validation and its gathered evidence, 
Figure 4.3 demonstrates the general idea of validity framework and the APA 




Figure 4.3: General concept of validity evidence and validation 
Assessment procedures yield scores and judgments, and for us to say that these 
judgments are valid would require evidence. These “evidence” also known as “sources 
for validity evidence” are collected from methods and results of the assessment 
process and from theory to support and back up our actions and interpretations 
(inferences) that we make from test scores and are used for making decisions on the 
basis of assessment results (159 p.171). Based on the decision made from these 
results, an outcome of the test (either pass or fail) and consequences (either intended 
or unintended) arise. This figure simplifies the whole process of collecting evidence 
that is much lengthier and more complicated and can be better viewed in detail through 
the 12 components of test development (Appendix 8). 
Downing with Haladyna recently presented this framework in a table, which makes this 
rigorous process more understandable and easier for the test user to apply (165, 168). 
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The 12 steps describe procedures or steps presented systematically as a framework 
that should be carried out in the development of most tests. These effective steps tend 
to maximize validity evidence for the intended interpretation of test scores and 
maximize the probability of measuring the construct under study effectively. In the first 
edition of Handbook of Test Development (2006) (165), these were labelled as steps, 
and a decade later in the second edition (2016), they were changed to components 
(168). Test developers find this template useful to go through these steps from overall 
planning and content definition to test production, administration, scoring and 
reporting. For each component (previously named steps), validity issues are 
highlighted and relevant Standards are referenced. The details of each procedure in 
each component depend on the purpose and type of the test. These are listed in a 
sequential timeline; however, they are interrelated and the orders can be modified with 
some being prerequisite to activities and others carried out simultaneously. Appendix 
8 lists the twelve components for an effective test development process with their 
examples. 
4.3.3.3 Kane’s framework: 
 
After gathering all the evidence, a validity argument needs to be structured by 
integrating various validity evidence into a coherent account demonstrating its support 
to the intended interpretation of test scores and its use (i.e., validation process). This 
is a never-ending iterative process, as there is always new evidence and information 
that can be gathered and used to support and understand tests and the inferences 
drawn from their scores. 
Kane’s approach to validity was an argument-based approach and his framework 
contained two kinds of arguments 1) the interpretation/use argument (IUA), that 
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specifies the claims to be evaluated (claims are the inferences in the proposed 
interpretation and uses of test scores); and 2) the validity argument that provided an 
evaluation for the proposed interpretation and uses of test scores.  
The IUA relates to the intended interpretations of test scores and is used for the 
proposed context and population (166, 168, 169). It contains claims or, in other words, 
inferences under four sources of validity evidence (Scoring, Generalization, 
Extrapolation and Implication) (157) while the validity argument is the evaluation of the 
IUA through evidence that is collected throughout the test development process (166, 
168, 169). Kane’s approach is similar to that of the Standards, in that validity is 
presented as an argument-based approach but differs in its sources of evidence. Kane 
focuses on four key inferences, which are not embraced by the 2014 Standards. 
Instead, the five sources of evidence in the Standards are an emphasis on Messick’s 
approach as explained by Cook, Brydges, Ginsburg and Hatala (2015) (157). 
Appendix 7 also contains the summary of Kane’s framework and is aligned with 
Downing’s proposal to get a better outlook on the differences between their outlines.  
The final example of frameworks is the Cambridge framework, which is explained in 
the next chapter as one of the research methods that were outlined in Table 1.1 and 
was utilised in this research. 
There are other theorists and researchers of validity with their own views of types on 








An assessment task is not said to be ‘valid’ or invalid’, rather it varies by degrees and 
becomes either more or less convincing to the stakeholders (37). Validity frameworks 
address assessment concerns from test construction to final decision-making 
emphasizing key inferences in the assessment process. They are a structured 
approach that uses multiple methods and sources of gathering evidence drawn from 
inferences of different assessment outcomes, underpinned by the theoretical literature 
(35, 159 p.171). Evidence supporting these inferences are collected and evaluated to 
present a validity argument that ultimately facilitates the presentation of a defensible 
decision about examinees who were being assessed (157).Thus, test developers and 
users should understand that validity arguments for any assessment method 
concentrate its attention on how well it reflects on the constructs (37). They should 
also understand the strength and limitations of the assessment tool that is being used 
to make a decision in order to ensure that the judgements that are being made are 
sound (157). The following chapter presents some of this evidence to support the 
choice of quantitative and qualitative methods employed in this study to validate MCQ-


























This chapter covers the overall research approach, study type, paradigm and design, as 
well as the methods and the methodology (central approach) that were used to carry out 
the methods previously outlined in Table 1.1. This section also provides a justification 
for the mixed research methods that were used, the samples, recruitment process, how 
data collection and data analysis were undertaken throughout this research project. The 
methods section should always try to provide enough information for other researchers 
to be able to replicate the process through which one went through to collect their data 
(170). Therefore, the methods and processes drawn from both quantitative, as well as 
qualitative approaches were explained. Details of these processes were important to 
reflect and evaluate the validity of the multimedia items used, as well as the whole 
research process. They also represent sources of validity evidence for the Cambridge 
framework that was used in this research. The following section will first cover the 
research approach that deals with the research paradigm, sampling design, and phases 
of the research then goes on to cover the methods (quantitative and qualitative) that 
were used in this research, namely literature reviews (this was covered in chapters 2 
and 3), questionnaire, pilot study, test, focus group, validity framework and legitimation. 
5.2. Research approach 
 
When conducting a research project, the researcher should consider which approach 
he/she would consider. There are two scientific methods that are used to carry out a 
research, a confirmatory approach and an exploratory approach (159 p.17). In the 
confirmatory approach (deductive method), the researcher starts from theory and states 
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a hypothesis that is based on an existing theory, collects the data to empirically test the 
hypothesis, and then either accepts or rejects the data. This approach uses the logic of 
justification. In the exploratory method (also known as the inductive method), the 
researcher starts by making an observation regarding the data, studies the observations 
for patterns and then makes a conclusion or generalization of the patterns to focus on 
theory discovery, generation, and construction. This method uses the logic of discovery 
(159 p.17,18). This research draws on both approaches and is more exploratory in nature 
as it tries to explore the use of multimedia MCQ examinations as a method of measuring 
higher constructs because little is known about its effect, as well as exploring the 
multimedia characteristics that one should take note of before being included in a high-
stakes examination. The research also explores the use and applicability of the 
Cambridge Validity Framework as a means to evaluate the whole assessment process, 
to ensure that the validity of the test results and the inferences made from them are 
trustable. This research also has a confirmatory element to it as a hypothesis was stated 
(in Chapter 1) based on existing theory regarding multimedia and multimedia learning 
and after reviewing the literature. 
After understanding the general approach underlying the research project, we can now 
try to select the appropriate study of this research and the type of research design that 
will help carry out this exploratory approach. According to Johnson and Christensen 2016, 
(159) research studies are placed on a continuum, with basic research at one end and 
applied research at the other end, and a research study can fall anywhere in between. 
This research lies in the middle of the continuum leaning more towards the applied 
research. Applied research focuses on topics that are the concerns of policymakers and 
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are driven by current problems in education (159 p1). This research aims to have a 
theoretical understanding of cognitive functioning level when solving multimedia multiple-
choice items, thus reflecting a basic research element (159 p9) and aims at answering 
practical questions in assessment (Do MM-MCQs assess higher cognitive skills, and is 
the validity framework applicable for a high-stake examination in a new setting?). These 
questions aim to provide solutions that are valid and applicable, which reflects the applied 
element. The research study also aims to answer another important topic for 
policymakers and test developers, which is related to the concept of validity framework 
and how it is applied in the actual testing environment to ensure a valid interpretation of 
test results. Through applying and evaluating the validity framework, its worth, merits, and 
quality in the proposed examination, the process of application and evaluation helps to 
make a valued judgment regarding the use and appropriateness of the Cambridge 
framework and if its use should be continued or discontinued.  
The research leans more towards the applied continuum because it is not applied in a 
strict laboratory condition as is in basic research studies. On the contrary, it is applied in 
a real-world setting (in this case the actual end-of-year EM examination, with actual 
application of the framework in the testing process). The aimed primary audiences for this 
research are other researchers, as well as exam policymakers, program directors and 
exam heads. All of these audiences continuously need to be updated through the 
literature on new policies and standards that can be applied in their assessment (159 
p10). Another reason this research is more directed to the applied research spectrum is 
that this type of research often leads to an intervention or program development to 
improve societal conditions (in this case improving and changing examination strategies 
164 
 
to increase residents’ competencies, in order to graduate safe and competent doctors for 
better patient care). Although it is out of the scope of this research to follow up on this 
chain of effect, the results of this research would help in taking the next type of research 
forward (i.e., implement these changes to improve licensing examination that screen 
overseas physicians) (159 p10). 
5.2.1 Research paradigm 
 
In research, there are three known research paradigms: quantitative, qualitative, and 
mixed-methods paradigms. The mixed-methods is an approach of using both qualitative 
and quantitative data in a single study (i.e., data collection, analysis and integration) that 
helps to inform results and provide a better understanding of what is being studied than 
if used alone (171, 172). The quantitative aspect of the data can present in different forms, 
such as tests (national, pre and post-tests), quantitized qualitative results, questionnaires, 
and multiple-choice assessment (171). while the qualitative aspect of the data can take 
the form of open-ended surveys, interviews, focus groups and video recordings (171).  
The research paradigm taken in this study was the mixed-methods approach, which drew 
on both qualitative and quantitative paradigms. Therefore, it draws on both exploratory 
and confirmatory approaches as previously explained. It is based on the philosophy of 
pragmatism. Pragmatism is the philosophical position that what works in a particular 
situation, is what is important, justified or “valid” (159 p.32). The notion that researchers 
should take the either-or position (quantitative or qualitative) on research approach and 
not be able to mix both methods is known as the incompatibility thesis which started to 
be rejected in the 1990s when the pragmatic position was being favoured.  
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Pragmatists believe that both qualitative and quantitative types of research are very 
important and that the research questions should derive the methods. They advocate for 
integrating both qualitative and quantitative methods in a single study to utilize the 
strength of both methods when understanding and analysing the data (159, 173 p.32). 
The pragmatic position also emphasizes that what is important is what justifies our 
problems, what works for us in a particular practice and a particular situation to be able 
to answer our own research question (159 p.32). The addition of qualitative study to 
quantitative study adds on a more holistic view of what is happening in the natural setting 
and gives a deeper dimension and layers to reality. There are many advantages and 
disadvantages of using a mixed-methods paradigm approach with the main points 
summarized in Appendix 9. 
5.2.2 Research sampling design and phases 
 
Because mixed-methods research uses both qualitative and quantitative sampling 
methods, therefore, the mixed sampling framework provided by Onwuegbuzie and Collins 
(174) was used for this research. According to their framework, the research design in 
mixed methods are classified against two criteria: time orientation of the components and 







Table 5.1: Mixed-methods sampling framework  
Time orientation criteria 
Concurrent Data for the quantitative and qualitative phases are collected 
at the same time or roughly at the same time period and are 
then combined for interpretation at the interpretation stage  
QUAN QUAL 
Sequential  Data from the sample of one phase of the study (e.g., 
quantitative) are used to shape or structure the sample 




Sample orientation criteria (relation) 
Identical  Some individuals participate in both the quantitative and 
qualitative aspect of the study 
 
 
Parallel Individuals in the quantitative and qualitative samples are 
different but are selected from the same population. A non-
parallel sample is drawn from different populations. 
 
 
Nested Individuals who were selected to be in one phase of the study 
represent a subset of those individuals who were selected for 
another part of the study. 
 
 
Multilevel Samples of quantitative and qualitative individuals are taken 
from different levels of the population that is under study. 
 
 
Based on the above classifications, the sequential time orientation was used for time 
sampling, and the sampling relationship was identical for residents participating in both 
MCQs and focus group. Therefore, the design used in this research is a mixed-methods 
sequential design with an exploratory approach. Table 5.2 summarises the paradigm and 








Table 5.2: Research approach, paradigm, epistemology and ontology 
Research Approach  






Mixed-Methods (using qualitative and 
quantitative methods) 
Philosophical Position 
The philosophy underpinning the approach 
Pragmatism (what works for the research) 
 
Sampling Framework 
Time orientation and relation 
Sequential design (QUAN followed by QUAL) 
 
Ontology  
What is reality, truth, and knowledge? 
Reality is constantly debated, going back and 
forth listening to multiple forms of data and 
perspectives from residents and the literature 
Epistemology  
Theory of knowledge (how reality is 
known) 
Through finding out appropriate methods that 
solve problems, in this case, both qualitative 
and quantitative methods. 
 
The research was conducted in three phases. The first and second phases of this 
research were concerned with quantitative data collection methods and results were 
derived from item analysis produced from the development of items for the pilot and main 
studies, as well as from the questionnaire. Information from these phases was further 
explored in the third phase of the research where a series of focus groups (qualitative 
data method) was conducted to probe for significant themes. The emerged themes were 
used to gain a better understating and explanation for the reasons behind the different 
statistical results between the MM-TXT matched questions. Hence, the design is viewed 
as a quantitative-qualitative sequential mixed-methods research design. Figure 5.1 
Outlines the phases of the research taken and demonstrates the points of data 
collections. It also demonstrates where steps from the validity framework that were 
applied and its relation to the development of the examination process. The following 
section will elaborate more on the methods used in this research and the sample sizes 





















5.3. Research methods 
 
The following methods that were listed in Table 1.1 were used in this mixed-methods 
research for data collection and are explained in more detail here (i.e., about the 
method, process, and analysis taken). Table 5.3 outlines the purpose of using each 
method in this research. As seen from the table below, data from the literature review, 
focus group and validity framework are qualitative in nature while data gathered from 
pilot and test item analysis and questionnaires are more quantitative in nature. The 
main purpose of using these methods together was to complement each other in order 
for one method to compensate for the weakness of the other, and to assist in drawing 














Table: 5.3 Justification of the research methods used  
Data collection method Justification  
Literature review 
(Qualitative) 
To identify gaps in the literature, existing theories in 
multimedia that help in the conduction of the test. This method 
confirms findings and adds to the literature (175). 
Pilot Test  
(Quantitative) 
Informs decisions regarding the test and item appropriateness 
for test-takers. 
Provides information on the content of items 
Provides information on item statistics (159) 
Test (MM-TXT) forms 
(Quantitative) 
Describes residents’ performance through statistical and item 
analysis and provides a reliable comparison between groups 
(171, 176) 
Increases the face validity of test questions (70). 
Provide the quantitative view of the picture  
Questionnaire 
(Quantitative) 
Provides overall view an quantitative information on how many 
participants hold a certain opinion (e.g., residents’ experience 
towards CBT and MM type items) (177) 
Identifies sources of concerns to residents 
Focus Group  
(Qualitative) 
 
Describes residents’ perspectives, experience, and thought 
process to fully understand the role of multimedia items in their 
examinations (171, 172). 
Identifies sources of confusion amongst residents  
Explores how opinions are constructed (177) 
Helps elaborate specific features from Quan results (171, 172) 
Supports Quan results (171). 
Complements findings from questionnaire and IA by probing 
for additional information and providing a qualitative view 
(171). 
Validity framework  
(Qualitative) 
Ensures quality for all aspects of the test process from start to 
end by following the framework in a systematic manner 
Supports both Quan and Qual methods by providing evidence 
of results’ appropriateness (159). 
Legitimation 
(Qualitative) 
Ensures quality for all aspects of the research project from 
data collection to analysis. 








5.3.1 Literature review  
 
One of the research methods that is used in all researches is the literature review and 
it is carried out for the purpose of identifying the researcher’s topic if it has already 
been carried out. It helps in informing about the research questions, and understand 
what available methods and designs could be used to further help structure the study. 
Gaps in the literature can also be found where more areas are needed for research 
(159 p.86). Regarding the research topic, a comprehensive literature review was 
carried out and explained in Chapter 2 and discussed in Chapter 3 and the initial 
review demonstrated that the research topic still seemed to be at its infancy. The 
literature results were reviewed using the PICO strategy and PRISMA checklist as 
described in Chapter 2. Analysis of the literature and the theoretical background was 
carried out through a narrative review synthesising studies that were similar to the 
research and summarizing the results of the main findings (Appendix 2) (73). This 
helped shape the design of the multimedia items and understand what characteristics 
should be considered when designing them. As this helps to reduce the number of 
threats to validity and external factors that may affect test results and inferences made 
from them, hence affecting the validity of the study (155). 
5.3.2 Questionnaires 
 
Questionnaires are another common method for data collection and are considered to 
be a self-report data-collection instrument. It includes many questions and statements 
for participants to consider and respond to in order to allow the researcher to collect 
information about their behaviours, feelings, thoughts, perceptions, beliefs, and 
experiences (159 p.190). It is favoured amongst researchers because it is 
inexpensive, usually quick to complete by participants and a high response rate is not 
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uncommon to achieve. The problems with a questionnaire are that there is no probing, 
additional information and clarity cannot be achieved and it requires training in 
questionnaire development and delivery (159 p.228-9). One of the most important 
factors was to explore the successful implementation of multimedia in examination 
from the examinees’ perspective and how they felt about it. Therefore, following the 
MCQ examination, students were given the choice of completing a questionnaire on 
his/ her overall experience with the format that they had received and to give their 
perspective on the overall experience with the examination’s ease of use and 
relevance of content, to demonstrate the acceptability (face validity) of the examination  
5.3.2.1 Questionnaire design 
 
There are certain principles to follow when constructing a questionnaire that should be 
taken into consideration. The 15 principles listed by Johnson and Christensen were 
used as a guideline for developing the questionnaire (159 p.193). These can be found 
in Appendix 10 and were used as a guide for developing the research questionnaire. 
Since one of the objectives was to identify participants’ perceptions, the questionnaire 
was designed to gain their insights and opinions regarding the use of multimedia items.  
A self-completion questionnaire was developed drawing on points in the literature and 
using existing questionnaires available. Table 5.4 provides the list of terminologies 
used to search the literature. The questionnaire in this research was closed-ended 
and contained six broad themes, each containing a number of questions using a four-
point Likert scale. The dimensions used in the categories were of ‘Agreement’ (1. 
Strongly Agree, 2. Agree, 3. Disagree, 4. Strongly Disagree). The categories in the 
questionnaire were selected to be a four-point rating scale that is commonly used by 
survey research experts, with no centre category to be included (i.e., neutral). Omitting 
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the middle category in rating scales does not affect the overall pattern of results and 
also provides less ambiguous data as it forces participants to lean one way or another 
on the categories (159 p.202). 
Table 5.4: Terminologies used to search for questionnaire development  
Search terminologies that were used in aiding the development of the 
questionnaires 
Questionnaire/survey for evaluating exam items 
Questionnaire/ survey for evaluating exam questions 
Validating exam items 
Validating exam questions 
Validating new exam questions/items 
Validating beta questions/items 
Validating sample questions/items 
Validating trial questions/items 
Validating test items 
Exam feedback survey 
Pilot test  
Post-exam survey 
CBT  
Beta test questionnaire 
Survey for evaluating exam items 
 
Clear instructions were used in the questionnaire and a lead-in statement for each 
section was used to orient participants for each new section (159 p.209). There was 
one contingency item (filter question) that directed the participant to a different follow-
up question (159 p.209) for those who took the multimedia group (Section 2.C in the 
questionnaire), see Appendix 11. Each section of the questionnaire appeared 
separately on the screen in CBT allowing for more white space (i.e., screen is less 
crowded with more easily read questions per page). Readable font size, as well as 
different font styles (underline, bold and change of colour), was used to emphasize 
different sections and to aid the flow of questions. At the end of the questionnaire, a 




The questionnaire was developed in three stages. First, there was a pre-pilot stage 
where two experts in medical education and one in EM reviewed the questionnaire for 
its acceptability. Second, eight senior EM residents provided their input and 
comments. A minimum of 5-10 people is usually needed to pilot a questionnaire (159 
p.211). This aided in checking for the readability of the questions, any additional 
refinements that were needed as well as identifying any points of confusion. Third, the 
questionnaire was adjusted and was piloted in 2013 (Phase I in Figure 5.1). It was 
distributed manually to 80 EM residents in three different regions in the country at the 
end of their promotion exam. Residents seemed to be able to answer most of the 
questions without much difficulty. Although participation was voluntary, almost all 
residents (n=78) completed the questionnaire with a few leaving out some questions. 
Almost all giving positive results and commenting on the good experience they had 
regarding the exam format being computer-based. The few comments that were 
suggested were taken into consideration for the following exam. A few minor errors in 
the questionnaires were noted and fixed for the 2015 questionnaire that was given 
electronically to the residents in their promotion exam (Phase II). The aim of the 
questionnaire was to assess the acceptability and perception on CBT, explore 
residents’ views about the use of the new type of format (multimedia items), their 
relevance, clarity, quality in their examination, as well as how well the multimedia items 
resembled real-life cases. 
5.3.2.2 Questionnaire analysis  
 
The data from the questionnaires were analysed (Phase III) at the level of exploratory 
data analysis (descriptive statistics transformed into numbers and bar charts with 
prominent results further interpreted in the text) (178). The questionnaire was also 
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analysed to gain descriptive statistics for each question as a whole set in addition to 
having the results in groups as themes. Residents’ comments were pooled together 
and were used to identify key issues and themes that were further used in the focus 
group discussions (179). 
5.3.3 Pilot study and tests 
 
This section explains the process of test development from beginning to end. It 
involves the two phases explained earlier: Phase I which is the pilot study conduction 
that involved developing 30 MM-TXT items and delivered to EM residents in their end-
of-year examination through CBT, and Phase II which involved 50 MM-TXT and also 
delivered to EM residents through CBT. The process of both the pilot study and the 
main test were similar and explained here together covers two main issues in testing 
(as illustrated in Figure 5.1). The first is the process of conducting CBT and the second 
is the process of test development. All this was under the umbrella of the validity 
framework, which is also explained later in this chapter. A brief explanation on the 
concept of piloting, as well as testing as methods used in research will first be 
explained; second, the sampling size and methods used for selecting the residents, 
as well as the items for the study are described; third, seeking the ethical approval; 
fourth, the process of item writing in test development that was carried out in the pilot 
and testing phase, and finally, the analysis related to test development which is known 
as item analysis. 
5.3.3.1 Pilot study 
 
A pilot study is another method that is considered a crucial step in the research 
process, yet few seem to report the details of their experience, process, and outcomes 
with most only reporting the methods and tools that were used. Those that have been 
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reported failed to mention the details of what was learned and the changes that were 
undertaken. Reporting practical issues that one faces during the pilot set up would 
greatly assist others to avoid similar pitfalls and challenges. Because current research 
demands accountability, one must seek to use research results as best as possible. 
Some even take it further to argue that it is an ethical obligation to report these pilot 
phases as they contribute to the research experience and results (180). 
Pilot studies satisfy a range of important purposes and can help in providing valuable 
insights for other researchers who wish to follow in the same steps and use similar 
methods or instruments. Even failed pilots provide insights on outcomes and 
processes to be avoided or that didn’t work well (180). This is important because pilot 
studies can be costly, time-consuming, sometimes even frustrating and are faced with 
unexpected and surprising problems that one had not anticipated but had to deal with. 
It is, therefore, better to have to face these problems before investing a great deal of 
effort, time, and money in the full project. Although pilot studies are usually done using 
a small number of samples, they do yield areas for improvement and give indications 
on missed aspects that need to be considered for implementation in the actual project. 
Well designed and constructed pilot studies can inform about how to go about the best 
research process and outcomes (180). In this project, tests were developed for an EM 
end-of-year examination and were piloted to residents using CBT. This can be seen 
as Phase I in Figure 5.1 and the process will be explained shortly. 
5.3.3.2 Tests 
 
Tests are one of the commonly used methods for data collection to measure the 
performance of participants (159). Some tests may already be available and others 
need to be generated if they are trying to measure specific constructs or a certain 
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problem type. Tests may be designed to measure cognitive or memory processes or 
any other construct and, therefore, its content and context need to be tailored to the 
test’s purpose (159 p.226). In this study, MM-TXT matched MCQ tests were used as 
a method to test higher cognitive skills. The mode of test administration was through 
computer-based testing in order to be able to deliver the exams to a large group of 
residents throughout the Kingdom. In addition, it’s the only appropriate platform to 
deliver multimedia items. Advantages and challenges of CBT were covered in Chapter 
3. Results from testing can yield quantitative or qualitative data or both depending on 
the type and purpose of the test. In this project, the results of the test are in the form 
of numerals presented as scores and item parameters which needed to demonstrate 
the differences and characteristics of the MM and TXT items. 
5.3.3.3 Participants sampling 
 
The data was collected from Saudi emergency medicine (EM) residents, which is 
considered a medium-sized speciality with around 80-100 residents. Residents were 
from first to third year participated. Fourth-year residents were initially included but 
were exempted a few months before the exam due to new SCFHS regulations. 
The speciality was chosen for a) containing a wide range of cases representing 
different specialities in theory and practice (visually oriented); b) physician’s regular 
exposure and use of multimedia in daily practice, and c) an existing good ‘buy-in’ for 
the proposed research within this speciality in Saudi Arabia, and the specialty 
content is likely to lend itself well to the use of multimedia. This method of sampling 
was purposive sampling (i.e., certain characteristics were required for the research 
and were located). 
It is recommended when the population of a study is 100 or less to take the whole 
population, as the larger the sample size the smaller the sampling error is. A sample 
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size table for various populations of size 10 to 500 million based on a 95% confidence 
interval listed in Johnson and Christensen (2016) recommended that if the population 
size is 80 then the recommended sample is 66, if the population is 100 then the 
recommended sample is 80 (159 p.271). The more the group under study is of similar 
characteristics (i.e., homogeneous), the smaller the sample size can be because less 
noise is present (159). In addition, random assignment helps in strengthening the 
interpreted results as random assignment involves taking a specific group of people 
(usually occurs in convenience or purposive sampling) and assigning them randomly 
to a group that is being studied (159 p.269). In this case, the residents were randomly 
assigned to either the multimedia group or the text group. Before, assigning them, 
residents were divided according to levels and regions and then were randomly 
assigned using a random number generator. This is to ensure that residents were 
equally distributed among forms. Random assignment is used to produce groups that 
are similar in all possible factors and, hence, would be comparable at the start of the 
study. Therefore, any differences that occur between the groups was due to chance 
and any differences that occurred after the intervention was due to the independent 
variable (i.e., multimedia item) because it was the only factor that was different (159 
p.269). 
5.3.3.4 Item sampling  
 
Regarding the items, the number of selected items to include in tests depends on the 
purpose of the examination and amount of time available to be tested on. In 
examinations, it is rarely practical or desirable to have an examination that is more 
than three hours (32 p.128). The number of items also depends on the domain that is 
needed to be covered on a test blueprint, the homogeneity of the test, and type of 
score interpretation that is required. The desired goal in an examination is to have 
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enough questions included so that most examinees have time to attempt all of it at 
their own pace (32 p.129). The number of items used in the pilot study was 30 and in 
the main study were 50. Items were combined (explained in results Chapter 6) to gain 
a bigger sample size of 80. Pre-test sample sizes for various test development 
applications reveals that in a single form of an exam developed from the best available 
items, using classical test theory (explained later in section 5.2.3.7.1) when one-third 
of the items are used, one would need > 50 to 80 items, which was met in this study 
(181 p.495). A total of three hours of testing time per form was allowed. The number 
of items and time were based on previously unpublished work in the Middle East, for 
testing time on students whom English was not their native language. It was also 
based on the pilot study.  
5.3.3.5 Seeking ethical approval 
 
The first step taken to start the project was gaining the necessary ethical approval to 
conduct the pilot study, as well as the whole research project. This research project 
aimed to start with a pilot study that would be conducted to explore the use of 
multimedia in high-stakes examination in the speciality of emergency medicine. The 
setup for this study was arranged with the Emergency Medicine Scientific and Local 
Supervisory Committee of the Saudi Commission for Health Specialties (SCFHS). 
Meetings with the chairman, program directors, as well as residents were arranged to 
explain the steps taken to carry out the research project and to gain their initial 
approval in participating in the project. After completing the research proposal, ethical 
consideration was sought from the Saudi Jurisdiction through the SCFHS Council. As 
the project was being conducted at the SCFHS, additional ethical approval was sought 
from an external body IRB Committee. This was initiated to ensure that there was no 
bias towards the project, that the steps taken in the proposed project were appropriate, 
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and that no ethical violation was committed. The process was iterative and lengthy 
going through the proper channel of the hospital’s IRP committee. 
After gaining external approval permission, formal consent and agreement needed to 
be sought from the EM chairman and program directors for their residents to take part 
in the research and in answering the unmarked multimedia text-matched questions. 
Residents,  however,  would not know which questions would be the unmarked 
ones. It is common practice during examinations to include unmarked scores to obtain 
information about the items (pre-test beta items). This is practised in USMLE 
examination as well (20). The SCFHS rules and regulations have also included this. 
Unmarked questions have been used before in the Commissions’ high-stake 
examination and were increasingly being implemented in different specialities. This 
process of adding these unmarked items was considered part of the normal 
assessment practice, as the introduction of unmarked questions were inserted into 
high-stakes examinations for piloting new questions or any new question format. Post-
exam psychometric analysis of these items was reviewed to collect data on the 
performance and usefulness of those questions for future examinations.  
The cooperation and collaboration of the EM Scientific Committee were vital not only 
in aiding the research process but also in finding new methods to improve the 
examination standards, which would help pave the way for other specialities and for 
the Saudi licensing examinations. The information sheet and consent form were 
created and distributed to the residents (see Appendix 12). 
The following sections describe the item writing process to develop the pilot and test 
items from finding and training item writers to constructing the items according to 
appropriate item guidelines.  
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5.3.3.6 Item-writing process  
 
The methods of testing and piloting should not be thought of as a single step. On the 
contrary, test development is more of a process involving multiple steps that require 
time and resources and need to be carried out properly in order to yield proper 
interpretations of test results. It should be noted that there are two iterative intertwined 
cycles here: 1) the item writing process and 2) the test development process, and both 
need to follow certain criteria and guidelines. The item writing process where the life 
cycle of an item development to test publication is illustrated in Figure 5.2, and to 
simplify, it generally involves four components, writing items and using multimedia, 















While the test development process involves the item-writing process, as well as other 
steps as explained in Downing’s and Haladyna’s 12 steps for effective test 
development (168) (Appendix 8), it, therefore, is related to validity and the validity 
framework. In other words, the test development process involves the quality of the 
whole IW process and its components to gather evidence from item writing, 
blueprinting, CBT and item analysis to support or refute results’ interpretations. To be 
clear to the reader, Downing’s framework was used here to illustrate the difference 
between item and test development processes as it is outlined in a user-friendly way 
more than the other frameworks and would be easier for the assessment novice to 
comprehend. This is outlined in Table 5.5 by mapping the 12 steps of validity 
framework from Downing onto the item writing process components illustrated from 
Figure 5.2. The reporting and results of using the Cambridge framework as a method 
in this research is presented in Section 5.2.5.1 and its results in Chapter 6. 
Table 5.5: Item-writing process and test development process  
Item Writing Process 
Components 
Guidelines Test Development Process 
(Downing’s Framework) 
 
Item Writing and 
 
Multimedia Use  
 
Item-writing guidelines  
 
Multimedia learning theory 
and cognitive load theory 
Item Development 









Guidelines for BP  
Cognitive taxonomy 











CBT guidelines and 
The Standards  
Content Specifications 
Test Design and Assembly 
Test Production 
Test Administration 




Test Item Analysis  
Psychometric analysis using 
CTT and generalizability 









The following sections explain the main issues related to the item-writing process 
(Figure 5.2) that were used for test development and that were applied to both the pilot 
study, as well as the main research study (Phases II and II in Figure 5.1). 
5.3.3.6.1 Item-writing workshop and item writer selection 
 
The first step in developing test items is to find and train the item writers who will 
develop them (step 1 and 2 in Figure 5.2). The literature is evident with the concept of 
faculty development. It has demonstrated that faculty development significantly 
improves the quality of test items and that input from peer reviews adds value to test 
development (182). In line with international guidelines, over the past two years, item 
writer workshops and extensive training process have been undertaken to create 
local item writer expertise in Saudi Arabia. As shown, Figure 5.2 demonstrates the 
item-writing process taken in SCFHS. Currently, around 26 emergency physicians 
have enrolled in SCFHS training workshops and assessment processes that were 
developed by the Medical Education Department, and 18 of them have been 
accepted as item writers and reviewers. Items arising from these workshops, and 
from newly validated writers have been reviewed and evaluated by the Commission’s 
examination review committee. This final process leads to admission, rejection, or 
modification of items. Selected item writers would then be the primary authors of 
the new multimedia and paired written questions for the pilot and test study. The 
researcher with a team of medical educators was involved in training the item writers and 
reviewing their items. 
In order to conduct the items necessary for this project, several steps had to be taken 
beforehand. The first thing required was to set up a revised and improved item writing 
workshop and recruiting item writers for the project. These workshops, which have 
been one of the newly implemented workshops, took participants through a series of 
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topics that included assessment, constructing high-quality items, item format theory, 
item writing flaws (IWF), as well as the use of multimedia. The second issue was 
recruiting the appropriate content experts to attend the workshop and write items. 
Therefore, e-mails were sent out to recommended emergency physicians who were 
active in the field of education and academia, as well as to a list of physicians from the 
SCFHS database.  
Organisation of speakers, topics, and possible dates were arranged and were 
followed-up for appropriateness. Speakers selected for the workshop were medically 
qualified medical educationists (general surgeon, GP, and emergency medicine) with 
one being a senior in medical education and assessment for more than 20 years. The 
duration of the workshop was one full day. A presentation of SCFHS in-house style 
with an emphasis on writing higher-level questions was presented (step 1 in Figure 
5.2). This was followed by several interactive sessions for review and critique. Topics 
that were chosen and updated with examples for the speciality of EM to be presented 
were as follows: 
• Basics of assessment 
• Blueprint and classification issues  
• Recall vs. application (recall to reasoning exercise) 
• Understanding performance data 
• MCQ format, rules, images, multimedia and much more 
• Balancing options, clarity and language 
• Item writing flaws (IWF explained) 
• SCFHS test development process 
All topics were accompanied by examples, exercises, interactive sessions, and peer 
reviews. As suggested by the literature, all these are factors for improving the quality 
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of test item development through workshops (2, 182, 183). Presentations, exercise 
material, and references were printed out for participants to take notes and participate 
during the sessions. Item writers were also given an item writing manual, formatting 
general guidelines, a compressive quality checklist to be applied for each item, a 
normal value table based on SI units, and a structured template to insert their 
questions in. These were to ensure that item writers would produce questions that 
had the same layout and, therefore, ensure standardization of test format. After the 
workshop, an e-mail was sent with a zipped file containing the following materials: 
1. Ten Item Submission (template) 
2. SCHS Tables (vital and lab results)  
3. SCFHS MCQ Manual  
4. Item writing template instructions 
5. Formatting General Instructions 
6. Example MCQs  
Participants were then required to submit 10 well-written items within two weeks 
according to the SCFHS in-house style, format, and guidelines that were presented in 
the workshop. Submitted items underwent a thorough review process with detailed 
written feedback for each question by SCFHS medical educators (including the 
researcher). The items were then sent back to the participants either for initial approval 
or requiring another submission of questions considering the given feedback. Once 
approved, a statement of work was issued for writing items according to the test 
blueprint specification they were assigned to (step 2). Follow-up of item writers and 
reminders were sent frequently in order to ensure proper review and quality of the 
items. Once the items were written, they then went through an iterative review process 
for formatting, content and language editing, clarity and relevancy check, item writing 
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flaw check, and much more before they were finally approved (steps 4-10). The review 
process was conducted by a group of medical experts in the field of EM and medical 
educationalists. Appendix 13 highlights what was checked by specialist reviewers and 
content expert reviewers.  
A second workshop was conducted called the reviewer workshop approximately a few 
weeks later and focused only on the review process. Participants were only the 
accepted item writers who had attended the first workshop and gone through the 
training process. This workshop was also a full-day hands-on workshop; therefore, all 
participants were required to bring their own laptops. Pre-prepared materials were 
prepared on flash drives that consisted of a quick checklist of item writing flaws, 
examples of the item in their original format and after undergoing the review process, 
guidelines for reviewers, and illustrative examples to work on. After the completion of 
the workshop processes, the next step was selecting a few of the approved item 
writers to review the final test blueprint with the EM exam committee (step 3). 
5.3.3.6.2 Reviewing the test blueprint 
 
Blueprints, also known as test specification refers to how many items are used in an 
exam, its classification, weight, as well as which content topics and cognitive domains 
are included (184 p.186). Blueprinting is a necessary step for a valid and reliable test. 
The Standards for Educational and Psychological Testing makes many references to 
the test blueprint and the importance of content definition (155). Blueprints should 
precisely outline the percentages of questions allocated to the different domains and 
sections according to the assigned cognitive levels. (2) A clear relationship reflected 
through the blueprint should exist between educational objectives and the quality of 
test items. The use of test blueprints that are designed to include content domains, as 
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well as the levels of cognitive functioning, ensures that these cognitive levels, critical 
thinking and, by a means of extension, clinical competency, can be evaluated when 
developing multiple-choice items based on the blueprints (22). 
The EM promotion exam is a paper and pencil end-of-year high-stake examination 
that permits residents to move from one level to the other. This exam is considered a 
high-stakes exam and must be passed by any doctor that is enrolled in the Saudi EM 
program and wishes to practice in the Kingdom of Saudi Arabia. It is not a certifying 
exam nor is it a specialist “board” examination. Those who do not pass must repeat 
the year and retake the exam the following year. Passing the promotion exam is a pre-
requisite to entering the board examination. Rules, regulations, and exam 
specifications for SCFHS examination and the blueprint were set beforehand by the 
exam committees and local supervisory committees. However, with the newly 
implemented Medical Education Department, the newly developed guidelines, 
standards, and recommendations needed to be updated and implemented. The 
specialty of emergency medicine was one of the first specialities to undergo these 
changes as they had demonstrated their willingness to improve their training and 
assessment processes. And according to the new set guidelines by the SCFHS, each 
year, the blueprint was revised and could be adjusted according to major changes or 
advances in the program. 
The EM blueprint (BP) was reviewed by emergency physicians that were selected by 
members of their scientific committee. The blueprint committee included a member 
from the scientific committee, EM item writers, EM exam committee members and a 
medical educator (the researcher) from SCFHS. Members had to fulfil certain criteria 
(e.g., involved in academia, teaching) with the most recent having gone through the 
SCFHS item writing workshop process. This selection aided in the process of writing 
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the questions as the members were familiar with the theoretical and scientific 
background of item writing. It also helped put things into perspective, minimizing 
resistance to change when laying down the blueprint and making the necessary 
adjustments. 
5.3.3.6.2.1 Item classification, cognitive level and scoring  
 
Cognition, as described by Haladyna, is “ the act or process of knowing something” 
(33 p.20). A cognitive process is a non-observable event, and through evaluating 
examinees’ responses one can infer that the examinee has a degree of knowledge 
and skills (33 p.21), but cannot reveal which type of cognitive process was used to 
answer a test item (33 p.27). In any examination, each MCQ has its own content and 
intended cognitive process attached to it that is intended to be measured (33 p.25); 
(27 p.13). However, no one can really know the exact cognitive process that is taking 
place when answering these items, and no statistical test can actually reflect this 
process. We can only approximate what the examinee is thinking when taking the 
items (33 p.25). This is not only as a result of this process being an invisible one but 
also because of how the memory works between an expert and a novice physician. 
When a complex item is written for a certain cognitive level, the expert working from 
memory and using a well-organised network of knowledge can simply respond to this 
complex item. Whereas, a novice physician will have to engage in a more complex 
strategy of problem-solving and a higher level of thought process to arrive at the same 
answer (33 p.26). This was also explained in Chapter 3 under cognitive schema 
(Section 3.3.7.3.4.8) and level of reader (Section 3.3.7.3.4.11). 
To ensure content validity, item sets needed to be related to the learning objectives, 
as well as reflect teaching (23). The blueprint template was, therefore, revised by the 
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committee for content, sections required (e.g., cardiology, neurology, etc.) domains 
(diagnosis, management, pathophysiology and others), levels of learning from recall 
to problem solving (K1, K2-A, K2-B, K2-C) and classification (section, subsection or 
topic, section domain, system, item level, form and reference) (185). Table 5.6 
explains the cognitive levels used in SCFHS and which were taken in this research. 
The cognitive taxonomy adopted (K1, K2) are based on Bloom’s taxonomy that 
discriminates the different levels of cognition. K1 indicates comprehension and recall 
of memorized facts and is based on the lowest two levels of Bloom’s taxonomy while 
K2 represents the higher levels of cognitive taxonomy (interpretation, analysis and 
evaluation). The simplicity of this taxonomy is due to the complexity of Bloom’s 
taxonomy to be applied on items as experts tend to disagree on which level should be 
assigned to an item (186, 187). A classification system was added after each question, 
to ease for classifying the items into the bank. The classification system included: 
sections (EMS, toxicology, ethics, etc.), subsections (chest, common paediatric 
problems), domains (diagnosis, management), level (R1, R2, etc.), cognition (K1, K2), 
form (MM, TXT), reference and item ID. 
Table 5.6: SCFHS item cognitive taxonomy  
Item Level Cognition Level 
K2 (A) Application, analysis and synthesis of clinical data with audio-visual 
K2 (B) Application, analysis and synthesis of clinical data with no audio-visual 
K2 (C) Recall and Understanding 
K1 (D) Isolated recall of fact 
 
The SCFHS new examination rules aimed that at least 30% of the questions should 
be of recall type and 70% of the questions should be critical thinking questions. 
Although the literature doesn’t specify the proportion of test items that should be 
written at the higher cognitive levels, it should reflect the practice, which requires a 
higher degree of cognition (2). Therefore, question difficulty was taken into 
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consideration when preparing the exam in order to make sure that questions 
addressed appropriate levels of residents (R1-R3) and that distribution of questions 
was appropriate for all (not too many senior or junior questions). The difficulty of an 
item to the examinees, in this case, will depend on the nature of the group taking the 
exam and whether they possess the required ability that is presented in the exam (32 
p.131). 
Although the EM program has objectives set for each course and year, the exam 
blueprint was based on the academic activity core content that is attended weekly by 
all residents. SCFHS promotion examination for most specialities is the same exam 
that is given to all residents with the only difference being in the cut scores assignment 
for each residency level (ranging from 55% for R1 to 70% for R4). Therefore, a balance 
was necessary when laying down the questions to ensure that the exam is neither too 
easy nor too hard or biased towards one residency level. Several meetings were held 
in order to revise the old EM blueprint and adjustments were made on some of the 
topics. Presented cases were those expected to occur in the healthcare settings within 
Saudi Arabia. Once the process of revision was completed, it was forwarded for 
revision and approval by the EM scientific committee. This was to ensure that the EM 
scientific committee was updated on new policies made in the examination through 
the medical education department and relay the changes to the training programs. 
Only the relevant blueprint sections were then sent out to selected item writers who 
had gone through the workshop process and were approved to write questions 
according to the domain and subject areas in the blueprint. 
Scoring inferences is greatly dependent on the type of item used (e.g., wording of the 
item, task specification of procedures and training of standardised patients), as well 
as its response process (e.g., dichotomous responses, the weighting of response 
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options, global rating scales). The type of question and its response process also help 
shape the scoring rubric and item analysis (157). The promotion examination was 
marked only for correct answers as this is the current practice in SCFHS. Therefore, 
only dichotomous marking (0 for an incorrect answer, 1 for a correct answer) was 
assigned to each item for the computation of the psychometric properties. There was 
no negative marking for answering incorrectly. The items of the paired TXT-MM were 
calculated but were unmarked in the residents’ total score and residents were informed 
of this during their orientation and a reminder e-mail was sent to them before the exam. 
5.3.3.6.3 Developing the exam questions 
 
This process applies to both the pilot and test study and consists of two parts: 
developing the unmarked multimedia text-matched questions for this research and 
developing and reviewing the marked promotion EM questions. In addition to the 
updated exam specification implemented by SCFHS on January 2013, additional 
exam specification needed to be applied for this EM speciality examination for two 
main reasons: 1) The exam would be transformed from paper and pencil-based to a 
computer-based examination, and would require further descriptions to ensure the 
quality and validity of the examination. 2) The inclusion of the unmarked beta 
multimedia text-matched questions into the examination. Therefore, all questions and 
detailed exam logistics needed to be delivered at least four months in advance of the 
scheduled exam date to a test administration industry that delivered all SCFHS 
computer-based examinations. An example of what a test specification might include 
is demonstrated in Appendix 14. It should be noted that not all exam specifications 
were identifiable at the beginning of the study; most had emerged during the pilot and 
development phase of the questions and preparing for the transition to a CBT format. 
However, it was vital that all specifications needed to be identified and stated clearly 
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at an early stage in order to be delivered and implemented by the test administration 
service.  
5.3.3.6.3.1 Development and review process of promotion questions 
 
Once the blueprint was allocated to each item writer to submit questions according to 
SCFHS item writing guidelines, an initial deadline was identified to be met for its 
completion. This allowed for sufficient time for feedback and review and to meet the 
CBT submission deadline. Items written were of the single best answer (SBA) MCQ 
format. SBA is one of three major MCQ formats that are increasingly being used. The 
other two being multiple true-false questions and extended matching questions (185). 
As described by Begum, 2012 ‘A Single best response or answer (SBA) - format 
consists of a list of possible answers, among which, only one is the “best” and the 
remaining are inferior but not incorrect.’ SBA can be used to test the application of 
knowledge, problem-solving, and discrimination to a greater extent than the rest of the 
MCQ formats (185). The strength and weaknesses of MCQs were mentioned in the 
previous chapters and were collected from the literature and presented in Appendix 
15. 
A rigorous review process is essential for the development of a well-written question 
(2). Therefore, as soon as a set of exam questions were written, it went for initial 
formatting, reviewing editing by an assessment specialist and, finally, a review by a 
content expert specialist (steps 4-10 in Figure 5.2). The researcher was involved in 
the technical review and follow-up process of all the items. Once the review of the 
questions was completed, it was checked for any additional formatting. The questions 
were then sent back to the item writers with specific feedback and comments for 
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acceptance or rejection and review of the content. Questions were then gone for a 
final check by the EM program director and a member of the scientific committee. 
In order to reduce the stress amongst residents that could be associated with the 
introduction of a new format of questions, as well as using a CBT format for the first 
time, a final review was conducted to label each question as either easy, medium, or 
difficult by EM consultants. This labelling assisted in arranging the sequence of 
questions in the exam and consideration was made to start the exam with easy 
questions and then gradually escalating to harder ones fluctuating in the middle (these 
were randomly arranged). It was also considered that the last few questions would be 
short and easy questions in case residents reached the end of the exam and needed 
to scan or review them quickly. Test item order can either be organised randomly, from 
easy to hard or from hard to easy. Studies show conflicting results regarding test item 
ordering and its effect on performance, with some studies showing that ordering items 
from easy to hard decreases test anxiety and increases student’s performance and 
others showing that encountering easier items first makes the perception of difficult 
items even more challenging. On the other hand, some studies showed that tests 
performance can be compromised starting with hard items progressing to easier ones, 
which make students’ feel that they do not possess the ability to perform well and 
others argue that students who started with harder items adapted, built confidence, 
and performed better (188). 
In addition, the MM-TXT matched questions were electronically randomized within the 
promotion exam so that after every 3-4 promotion questions, a MM-TXT matched 
question in both forms would appear. This was done to ensure that the unmarked 
(beta) questions would be spread throughout the exam and not be focused in one 
section. Residents taking both forms would have the exact same sequence of 
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promotion and beta questions. However, during the exam, residents had the option of 
choosing from which question they would like to start from and could go back and forth 
in reviewing between questions as they wished. 
5.3.3.6.3.2 Development and review process of paired (multimedia- text-
matched) questions 
 
In order to deliver multimedia questions, multimedia materials with certain criteria 
needed to be available to match the test blueprint and construct that was intended to 
be measured. First, a list of possible EM clinical problems with their diagnosis for 
questions that could be constructed in both the written description and multimedia 
format was generated (appendix 16). This list needed to a) be aligned with the test 
blueprint template; b) not duplicate the actual exam questions; c) not unbalance a 
certain section or domain of the blueprint; and d) be suitable for computer-based 
administration (45, 98). The goal in creating the list was to be able to a) identify a set 
of medical skills and processes that reflected higher order thinking and could be 
effectively measured through the use of MM enhanced MCQs; b) develop a prototype 
for MM items to assess the identified skills; and c) conduct a pilot using these items 
(98). The list was constructed and reviewed with two EM consultants and a surgical 
medical educator and was refined to include 80 possible topics. A brief description of 
what was expected of content in each topic was explained and prioritized. The list was 
later used as a guide to collect the appropriate MM materials from local and 
international physicians. 
Second, a matched image or video that was copyrighted needed to be generated or 
found. The MM -TXT items are referred to as matched or paired items as they mirror 
each other in context and objective but differ in their presented format. One of the 
biggest faced challenges was finding copyrighted images and videos that would be 
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allowed for use. Communication with several sister-like organisations locally and 
internationally, websites, and physicians were carried out. Most of the process to 
acquire these images from other organisations was lengthy, timely and costly. A few 
websites replied with certain requirements that were not feasible. The majority of 
images and videos were collected from local and international credible EM physicians 
(124). Copyright permission to use the images for the purpose of this research was 
granted. Third, after attaining the copyright approval, the list of clinical problems that 
needed specific images was sent to these colleagues to see what was available in 
their image banks. Fourth, sent Images and videos needed to be reviewed for their 
quality, size, format of saving and appropriateness for the selected questions (e.g., 
age, gender, sensitivity, cultural issues, etc.). Adjustments were made to ensure 
proper image resolution, removal of any identifiable patient information if present and 
labelling images were completed. The clips had to be tailored to the type of information 
the residents should be tested on (122). Therefore, selected videos were cropped, 
adjusted, and edited to fit the exam format and were no longer than 10-20 seconds, 
as it is recommended that clips should be short (62, 122). 
Finally, images and videos needed to be tested on SCFHS lab computers through a 
secure network on an agreed time and date by the testing agency. The secured 
network could only be accessed by machines pre-approved by the administrative 
agency as IP addresses were listed on their firewall to prevent unauthorized access. 
This was to review the quality and display of the multimedia questions on the screen 
and to ensure that both forms were present, correct, and that the function buttons were 




5.3.3.6.3.3 Item template development 
 
After developing the items, their appearances and position on a CBT screen (item 
template) needed to be reviewed. Two versions of the test formats (pairs) were created 
in the domain of emergency medicine and each pair of items aimed at measuring 
identical content. Both versions were identical except for the medium (text or 
multimedia) used to present the clinical findings to the residents. In the multimedia 
versions, images and video were placed at the top of the question before the scenario. 
Instructions for the examinee were included to play and enlarge the multimedia.  
Each question was linked to either a multimedia format (image or video) or text-based 
vignette presentation. Vignettes were written as a brief clinical introduction and would 
include patient’s age, gender and chief complaint, related physical findings and if 
needed lab results and reports. This was followed by a closed-ended single best-
answer question asking the examinees to identify the most appropriate management 
step or likely diagnosis. In total, 30 items were used in the pilot study and 50 in the 
main study. 
Multimedia items were the first to be created and after being reviewed for accuracy 
and relevancy, parallel text-matched items were developed by describing the 
multimedia clips as text. Questions were reviewed by medically qualified medical 
educators (a surgeon, and three EM physicians) through separate arranged meetings 
to ensure that written and image questions were understood, similar and appropriate 
and was approved by the chairman of the exam committee. Each multimedia item 
needed to have been matched with the text item in their wordings, content coverage, 
clinical topic, as well as provide the same amount of clinical information (5). The exam 
committee also checked that the clarity, relevancy, and length of multimedia were 
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appropriate, as well as the difficulty level of the multimedia materials and questions 
(5). A sample of the multimedia questions was then given to a small group of recently 
graduated EM residents who represent the target examinee population for 
appropriateness. Modifications and refinements were made to be ready for the actual 
pilot testing. Figure 5.3 illustrates an example of a multimedia and text-match image 
used. 
 
Figure 5.3: Example of a multimedia text-matched item 
Item position was the same for both forms, and item position was arranged so that 
the paired items were interspersed throughout the test (every 3-4 exam item) and not 
clustered in one area. Students were randomly assigned to test forms using a 
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computer-generated system. Each student had the original 100 promotion exam 
questions in their exam in addition to 30 items (either multimedia or text) in 2013 and 
50 items (multimedia or text) in 2015, depending on the format they were assigned 
to. The multimedia questions contained videos and images of ECGs, X-rays, CTs, 
ultrasounds, echocardiography and clinical pictures that would correspond to actual 
imaging methods used by emergency physicians in their clinical practice. No audio 
was included in this examination for two reasons: 1) audio testing was not part of the 
EM written examination objectives, as this is covered as part of their OSCE and 
clinical examinations and 2) the computer-lab was not equipped with headphones. 
All questions were written in the format of a single best answer, containing a single 
question and four response options (60). Each item was written to assess factual 
knowledge, understanding, interpretation or analysis so that the overall examination 
reflected the curriculum and level of residents, as well as being aligned with their 
blueprint (40). The cognitive load theory, as previously explained in Chapter 3, was 
used as the conceptual framework, using the principles of multimedia learning in 
designing the multimedia items (38). 
5.3.3.6.4 Logistics for setting up a computer based examination 
 
One of the most important aspects in setting up a CBT is proper communication and 
going through the appropriate channels with the various stakeholders involved who 
have different tasks, responsibilities, positions, backgrounds, languages and cultures. 
Several factors are involved and are intertwined and are dependent on the others for 
proper functioning. Involved stakeholders include item writers, item reviewers, 
formatters, test developers, secretaries, IT specialist, test centre administrator (TCA), 
exam coordinators, proctors, EM Committee members and EM program directors. Five 
important aspects of the exam needed to be completed before the date of the CBT: 1) 
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test environment and reservation of seats for candidates in the three testing regions; 
2) preparing TCA’s and exam materials in time for a review test; 3) completing all 
details of the test specification document (TSD); 4) preparing the residents; and 5) 
outlining test security issues and measures need for a fair examination delivery. 
5.3.3.6.4.1 Test environment and seating arrangements 
 
Seat reservation was essential as male and female examinees were tested in the 
same room but in separate stations and, therefore, the booking of enough seating for 
each region needed to be arranged and confirmed. Proper coordination was required 
at an early stage to secure the availability of the seats on the exact date of 
examination. This is because testing of other examinations was continuously running. 
Residents were assigned unique identification numbers (ID) that were used for specific 
seat assignment. The IDs were not known beyond the immediate research team. The 
central region (Riyadh) had the largest testing centre and, therefore, four stations were 
booked two for each gender. Because examinees might rotate in courses throughout 
their training, they needed to be notified beforehand on the available testing centres 
and which centre they would be assigned to. A total of eight stations were booked 
across the country.  
The exam was administered in three main regions in Saudi Arabia, all in the 
computer-based testing centre in SCFHS-based headquarters. In 2013, 80 residents 
from R1 to R3 took the test while 84 residents took the exam in 2015. Once an 
examinee logged in, the software would display the random format that was pre-
randomly assigned to them, either the multimedia or text form. Given that the 
examination was in SCFHS centres, examinees were provided with the same private 
work station, each equipped with a computer and a mouse. The work stations were 
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also equipped with head sound mufflers. Examinees were scheduled for a three-hour 
testing session with additional time allowed for viewing an orientation video and time 
to complete the questionnaire. On the day of the examination, the program director, 
as well as the head of the Examination Department and Medical Education 
Department were available to answer any questions or resolve any problems that 
may have arisen. Technical support was arranged by ensuring that a technical 
helpline was available and that IT specialists were on standby. Live communication 
with supervisors in the other regions was established through a WhatsApp group 
where any questions or changes were voiced and addressed. 
5.3.3.6.4.2 Preparing TCAs and exam materials 
 
Next, exam and TCA coordinators in all three regions needed to be familiarized with 
the exam process and characteristics. A face-to-face meeting was held with those in 
the central region and a teleconference session was held with those in the Western 
and Eastern province. A detailed explanation of the nature of the examination and 
what to expect was given. Materials were also sent to them with detailed instructions 
that needed to be followed in both languages: English and Arabic. Before the 
examination, a list of responsibilities for the day of the examination was also sent (e.g., 
proctoring, start and end time of examination, when to distribute questionnaires, what 
to do after the exam ends, etc.). 
All exam materials and candidates’ details needed to be arranged and delivered to the 
testing agency at an early stage in order to allow for proper implementation. These 
included:  
• Residents’ names, demographic information such as level and region.  
• Residents’ unique registration codes and form to be allocated to.  
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• Completed items (promotion and paired items) with their unique codes including 
the final images and multimedia files with their codes as well. 
• Final template of both forms with the proper randomized sequence of questions  
• An overall document that contained a list of items, specified form and which 
question contained multimedia 
• Final blueprint for all questions (promotion and paired) 
• Item bank count  
• The final list of randomizations of forms to candidates, taking into consideration 
(level and region)  
The registration process for candidates needed to be arranged. Residents were 
assigned a unique ID to this project only using the eligibility-based program to enable 
their tracking. This unique ID would link the candidate’s name to the pre-assigned 
exam form. To protect the residents’ privacy, no email, picture ID, or contact details 
were sent; however, on-site authentication was established. 
5.3.3.6.4.3 Test specification document 
 
A test specification document (TSD) or test specifications are specific test guidelines 
presented as a document that is outlined by the test developers to be given to test 
administers and publishers and involve all issues related to testing to deliver the test 
in a certain format (91, 155, 168). Preparing the test specification document was an 
extensive and iterative process that needed continuous review, sample viewing, and 
understanding the specific terminology and language involved. Before the TSD could 
be completed, a review of an existing exam was viewed and tested to be able to 
understand what the TSD was translating, and to see the usability of the exam. The 
review exam of a nursing speciality on a secure network was chosen for its similarity 
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in characteristics to the EM exam. The exam contained scenarios, long questions, 
calculators, videos, and images. The set up was initiated to see what was needed to 
be changed and implemented for the EM exam (e.g., layout and background of the 
exam, resolution and appearance of screen, feasibility of navigating the screen and 
using the buttons, presence of available functions (e.g., scrolling function), instruction 
and tutorial information, ending and beginning of exam, layout of review page, 
appearance and quality of images, videos and calculators, window size for viewing 
videos). After viewing the nursing review test, proper adjustments were recommended 
for the EM-TSD. Appendix 17 lays out more details and examples of what a TSD might 
include and were drawn from The Standards, the Handbook of Test Development and 
the ITC guidelines on computer-based and internet delivered testing (91, 155, 168). 
After completing and signing the TSD, a review disc demonstrating the exam was 
delivered for any final adjustments or accidental mistakes. During the review exam, 
both forms were checked for correctness, the complete number of items per form, that 
all multimedia included within the correct question, all videos were clear and could be 
viewed and played, all images were clear and could be enlarged, and all calculators 
were inserted with the correct questions. After the first review disc, feedback and 
comments were sent to the testing agency to adjust some of the content, as well as 
image and video enlargement. The second review disc was later sent and approved. 
After finalizing the exam content, a date was set before the exam for a live demo to be 
viewed in all three testing centres. TCA coordinators in the Eastern and Western 
province were given a detailed checklist for the review process. All reserved 
computers in all testing centres were run to check for appropriate functioning. Also, 
the environment (e.g., seating, AC) was checked. Once the review test was approved, 
the test would be uploaded to be delivered on the scheduled exam date. 
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5.3.3.6.4.4 Preparing the residents 
 
All EM residents participated in the multimedia text-matched questions as this was 
included with their promotion examinations as unmarked beta questions. This step 
(including beta questions) was methodologically important and essential for this 
project in order to be able to compare groups and draw conclusions from it. Therefore, 
supporting mechanisms were important and needed to be considered in order to 
minimise potential risks to the residents and to support the research itself (124). An 
orientation session was set up for residents on their academic half-day chaired by the 
EM program director and members of the scientific committee. A detailed 
presentation of the scope of the research project, as well as the Commission’s 
implementation of a new innovative approach in their assessment process was 
explained. It was clarified that they were part of a research study programme, and 
were educated regarding the usage of multimedia questions in the CBT examination 
and that beta questions would be included with no marks assigned to it and that 
extra time to answer these items would be factored in to ensure that they had 
enough time to complete the examination. 
They were also assured that their data and all their information would be anonymous 
and dealt with confidentially and that only relevant data for the research would be 
used. Afterwards, an explanatory and Q and A sessions were held by the program 
director and members of the scientific committee. Materials and examples of similar 
questions that would appear in the examination were demonstrated and were 
sent to all residents by the administrative assistants. Logistic materials 
containing (exam site and maps, exam contact information for venue,  and 
general and CBT examination instructions in Arabic and English) were also sent. 
Questionnaire participation after the examination was explained to be voluntary 
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and would be at the end of the examination to minimise distraction and not to 
take up from their time. In addition, to the inclusion of an optional orientation 
video at the beginning of the examination—which was demonstrated as slides 
during the academic half-day—an additional instructional video was developed by 
the researcher and sent to all residents about a month before their examination. The 
video explained the process, format, layout and display of the examination. This helps 
reduce cognitive load as explained in Section 3.3.7.3.4.8.4 (Instructional Guidance). 
5.3.3.6.4.5 Test security and measures 
 
Test security is an important aspect of any test administration and assessment. It 
applies to both high and low-stake examinations, paper or computer-based. It is not 
an all or non-rule, it is a balance between the risk of a breach happening and the cost 
of preventing it (189). Test security, exams and other forms of assessment have 
increasingly grown in importance with the increasing role of testing around the world 
and with the aid of the rapid advancement in technology that assists in test 
administration, scoring and analysis (155). All stakeholders involved in the process of 
test development would agree that any form of cheating or test theft would diminish 
the value of that examination (189). Therefore, proctors, supervisors and test 
administers were all trained and certified by the commission and testing agency to be 
involved in the testing process. Policies and guidelines were put in place and 
stakeholders were reminded of them. Security measures related to the handling of the 
examination, as well as during proctoring of the examination was carried out. Items 
and multimedia were encrypted and sent separately to a secure server. Test-takers’ 
pre-registration and onsite registration and authentication were implemented. Devices 
and mobile phones were collected prior to entering the examination. Residents’ breaks 
were carefully managed and residents were escorted in and out by a proctor (TCA). A 
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single sheet of paper for note-taking was prepared beforehand on the station of the 
examinee and was collected afterwards from candidates before leaving the exam. 
Immediately after the exam, the data was stored in a remote server with strong 
encryption used during its transfer to SCFHS through a secure portal. All results, IA, 
reports, records, recordings and forms were stored in a safe place that only the 
researcher had access to. Electronic materials were encrypted, password-protected, 
and handled with care through a secure server and were stored password-protected 
on secured computers. All these measures, in addition to the security of item handling, 
contributed to delivering a fair high-stake examination that hopefully would not 
disadvantage candidates by allowing cheating or test fraud (189). 
As a result of the high-stake of this examination, extra measures regarding 
security, logistical, and technical backup plans (e.g., backup paper print of the 
exam, IT standby, etc.) were considered in case of an exam crash. This was an 
important issue as the exam would be delivered only once and a retake was not 
possible. The system was set up so that in the case of an unfortunate circumstance 
where an exam crashed, it should be able to restart the exam from the point it crashed, 
saving all the data. It should also be able to build a result file for candidates who 
encountered technical issues. This served to be true after the completion of the pilot 
CBT examination, a failure of uploading of all files was because of a system crash. 
Although results were delayed for a few days, all data were retrieved and securely 
delivered. In addition, extra computers and seats were reserved in all regions in case 
of the occurrence of any technical issues (e.g., images not appearing, video not 
working, computer not functioning well). It was also arranged on the day of the 
examination that a help desk and helpline would be set up if any technical matter arose 
and that IT staff were on standby. A backup paper and pencil examination were also 
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available if needed. Any lost time in the examination not due to the candidate was 
factored in and given at the end of the examination.  
5.3.3.7 Item analysis 
 
Statistical properties of test items play an important role in identifying non-functioning 
items and are an important part of quality assurance as it aids in the improvement of 
test development (2). All items are routinely analysed after the examination for quality 
control and evaluation purposes (40, 190, 191), as illustrated in Figure 5.2 (step 13). 
This last section related to pilot and test study covers the analysis techniques used to 
analyse results from the data generated from the pilot and test study. An overview of 
classical test theory (CTT) and item parameters are explained, which were used as 
the main model for item analysis. In addition, reliability and G-theory were also used 
to compensate for any weakness from the CTT. 
5.3.3.7.1 Classical test theory  
 
Classical test theory was used in this study to calculate the test parameters using an 
in-house scoring item analysis software. In classical test theory (CTT), the observed 
test score is a function of the true score and random measurement error (X = T + e). 
In CTT, one can evaluate individual questions through item analysis and evaluate the 
overall test score. Typical statistic item parameters that are calculated in CTT are item 
difficulty, discrimination and distractor analysis (40, 192). Many previous studies used 
item analysis techniques that are derived from CTT because they are more 
understandable and are relatively easy to calculate. Other studies favour another 
technique called the item response theory (IRT) claiming that the collected information 
is superior to CTT. Statistical theories regarding which one to use for test scores (CTT 
or IRT) are still a matter of debate (33 p.203). The use of IRT in this study might have 
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resulted in different results if the sample size was larger. However, because IRT 
requires large sample sizes, it was not applicable for this data (49). While IRT may 
have better generalizable results, it does have its limitations, such as it needs a strong 
statistical background for analysis and it is difficult to calculate and needs to fit the 
model under study or results may be invalid. In addition, it has been shown that there 
is not much of a difference between CTT and IRT particularly for simple test items 
(49). CTT does have the limitation of quantifying error as being one whole error 
affecting a score where, in reality, it is multiple sources of errors. CTT deals with one 
error at a time (193). Therefore, in this study, this was compensated by calculating the 
G-Theory that allows for the calculation of multiple sources of error simultaneously 
(194). 
Using the CTT, item statistics were generated for each item and for each item four 
indices were calculated. The first being item difficulty level (DIFF) also called P-value. 
Despite its name, it refers more to how easy an item is and is equal to the number of 
students who answered the item correctly (40, 192). SCFHS difficulty levels that are 
used are as follows: Easy is when >80% of the examinees get the item correct (DIFF 
=>0.8). Moderate difficulty is when around 45–70% of examinees get the answer 
correct (DIFF =0.45-0.79) and a difficult item is when < 30% of examinees answer the 
item correctly. A moderate difficult item is considered optimal, generally desirable, and 
yields the best scores for item discriminations. However, it can be varied according to 
test specification, format, purpose and level of the participants (40, 195). The second 
calculated indices was the index of item discrimination (DI) or item-total (biserial) 
correlations, which is calculated as the correlation between the item (wrong/right) and 
the total score. In other words, it discriminates between high and low-ability students 
and compares the response proportion of a correct item between the high and low-
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ability students on the test as a whole (40, 192, 195). The third index was another 
measure of item discrimination and is the point biserial discrimination (rPB). It is the 
most direct method of correlation between item and test performance score (33, 40, 
191) and is the most desirable one to be used (27 p.240). The DI and rPB are highly 
correlated and any one of them with a value below 0.20 are considered low (40, 191, 
195). The fourth index was the examinee’s response time to the items’ “duration” and 
is calculated as the mean response time in seconds for each item.  This psychometric 
analysis will also help in identifying item writing flaws and non-functioning items 
through determining item difficulty and discrimination indices (196).  
Another parameter that is usually reported in testing is item bias. Item bias, as 
explained by JuHee, is “a measurement artefact at the level of an item”. It may occur 
due to different reasons such as items not being included in a curriculum of a cultural 
group, the use of complex wording, cultural relevance, or inadequate translation. This 
type of bias is referred to as Differential Item Function (DIF) (197). DIF occurs when 
test takers have equal abilities on the content domain or construct but are from 
different groups (e.g., by gender, race or age) and they differ in their probability of 
answering an item correctly. The purpose of DIF is to identify construct-irrelevant 
variances (i.e., unexpected behaviour of items) in tests scores, format, content and 
scoring criteria and is commonly reported using IRT methods. It requires review and 
judgment and its occurrence doesn’t always indicate a bias or unfairness in a test item. 
For example, if examinees from different levels have a different probability to give a 
certain response on an item because of their knowledge, it does not display DIF. 
Another example is if an item had different opinions amongst examinees and was felt 
to be culturally biased, it still can be retained in examinations if it is determined that 
the information it contains is important for safe and effective clinical practice, assuming 
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the information is available to all groups equally (198). However, it is not always 
feasible to measure bias for some subgroups as the number of members in the 
subgroup population or field test may limit the possibility of analysis. In these cases, 
focus groups or interviews may be conducted to search for evidence on the validity of 
interpretations that were made from test scores. Furthermore, sources of bias (CIV) 
and construct under representation should be prevented and looked for in a testing 
process (155). 
In this research, IRT was not applicable because of the sample size restraint, as 
explained; therefore, DIF was not possible. Another reason DIF was not applicable is 
because residents were of the same culture and background (i.e., all Saudis). In 
addition, to ensure unbiased items in the examinations, experts were trained and were 
familiar with item construction, IWF, test content and target populations and reviewed 
the exam to ensure that items, format and stimuli did not contain information that was 
construct-irrelevant (such as language features that may be problematic, sensitive 
texts that may be sensitive to a particular group). Moreover, item writers and reviewers 
used simple vocabulary and language that were familiar to residents, at their level and 
comprehension and consistent with the purpose of the test without compromising the 
item’s meaning, content and cognitive demand (22, 155, 184, 199-201 p.106). 
Reducing linguistic complexity (e.g., unnecessary, too complex, or peripheral 
wordings) does not affect the construct being measured; in fact, it reduces biases 
which, in turn, will reduce the threats to reliability and validity of test scores (200). This 
can be achieved through pre-test review and quality assessment (187, 202, 203). 
Finally, questions regarding item bias or difficulty were covered in the focus group 





Reliability, as previously defined, is concerned with how consistent the items are to 
each other and to the test. In this research, the reliability of the examination was 
determined by calculating two measures of correlation, Pearson correlation and 
Kuder-Richardson reliability, to measure the internal consistency of the items. Internal 
consistency is concerned with how steadily the items on a test measure a single 
construct, which indicates that the test is homogeneous or unidimensional (e.g., 
measuring knowledge) (159 p.164). A common rule of thumb is that coefficient alpha 
should be at a minimum, greater than or equal to 0.70 for research purposes and of 
greater value (> 90) for high-stake-stake examinations (159 p.164). Through 
maximizing reproducibility, reliability helps minimise measurement errors and is 
viewed as one of the facets of validity (42). Although all these statistical measures are 
important, the standard error of measurement (SEM) is considered one of the most 
important measures to report (204). The SEM signifies the differences between the 
observed and true scores that are associated with a particular test and represents the 
standard deviation of all errors of measurement in a test (155). The smaller the SEM, 
the less is the spread of the scores which indicates that the observed scores are more 
closely clustered around the true score (205). SEM is calculated by taking the square 
root of the error variance component (204)  
5.3.3.7.3 Generalizability theory 
 
Generalizability theory, also known as G-theory, is another measure of reliability and 
can differentiate between random and systematic error. Random error such as 
(guessing and noise) are beyond one’s control and difficult to predict. However, 
systematic error constantly affects the examinees’ scores because of test 




In any testing situation, there are threats (noise) to reliability that need to be considered 
and can contribute to the overall results individually or simultaneously (206). These 
threats are referred to as error variances (such as situations, items, observers and the 
interaction between them) and are based on the generalizability theory, which is an 
extension of the reliability in the CTT (193, 206). The components of these variances 
are analysed and are used to quantify the contribution of different sources of error and 
reflect the degree to which results measure the same construct. G-theory improves 
statistical power and can be used to calculate the reliability of combined samples and 
can estimate how many observations are needed (193, 206). It basically answers the 
central questions: to what extent can one extrapolate results from a test applied on a 
specific sample in a specific condition to a universe of conditions(193). G-theory has 
a range between 0 to 1 called the generalizability coefficient (G) and provides a 
measure of real differences that are detected between the examinees (206). An 
acceptable reliability threshold for high-stakes examinations would be G=0.8 (193, 
206). Because this measure takes into account all the error sources at once it will have 
a lower value than the classical reliability coefficient (206). 
G-theory is complex and most statisticians have limited experience with it (206). The 
G-coefficient has the ability in advance to specify the level of reliability that is 
necessary and calculate the number of items and situations needed by placing G in 
different hypothetical scenarios (206). This helps in judging the methodological quality 
of the assessment method (193). A D-study (dependability or modelling study) is the 
analysis that comes out from modelling G from pilot data and provides predictions for 
assessment situations in order to design an assessment with sufficient power (206, 
207). It could be thought of as a statistical simulation. G-theory can also support 
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inferences of construct validity by testing the size of variance components (207). G-
theory will allow the estimation of variances attributable to various factors that might 
influence variance in scores across items such as multimedia-or-written, as well as 
other factors such as candidate gender, region and level.  
This concludes the long rigorous process of pilot and test methods used in this 
research that covered issues related to item writing, blueprint development, item 
development, and analysis and issues related to CBT, all of which are important to 
report as they represent sources of validity evidence. The following section is related 
to the fifth method outlined in Table 1.1 and is related to focus group conduction. 
5.3.4 Focus groups 
 
Focus groups (FG) are one of the well documented methodological tools for qualitative 
data collection (208, 209 p.16,32), are concerned with how participants think and make 
meaning from their experiences in the world (172), and are used in academic and 
medical education research (172, 208). They serve many purposes but are most 
commonly used for their in-depth exploration of a topic that we know little of, as they 
generate a large amount of qualitative data (208, 209 p.32). That means focus group 
discussions aim to try to understand an issue or situation and provide insights on how 
participants perceive issues or situations that they have experienced (208). A focus 
group is considered a type of interview where a discussion is moderated with a small 
group of individuals on their inputs and feelings about a certain topic (159 p 238). It is 
similar to an interview in that it allows the researcher to listen to participants talking, 
but differs in the sense that the talking is primarily done between participants rather 
than to the researcher, which is described as being more “naturalistic” (172, 177, 210). 
It is ‘focused’ in the sense that the participants are engaged and involved in a kind of 
213 
 
collective activity “i.e., the focus underpinning the discussion” such as debating and 
examining a particular set of questions (172, 211-213). 
Focus groups are useful as complementary methods and are most commonly used in 
the exploratory phase of a research project (209 p.16). They are also used following 
quantitative phases of research to illuminate results through further explanations (209 
p.45). Focus groups are widely used in combination with other methods of data 
collection (e.g., questionnaire) in the health sciences to enable researchers to 
enhance data finding through data triangulation (172, 177, 214) and are also used in 
mixed-methods research design as a means of triangulation, where different methods 
are applied in order to help in comparison and confirmation of results (172, 209 p.46). 
Within this research, the focus groups were used to aid in the exploratory nature of the 
mixed-methods paradigm by providing insights on how participants perceived and 
thought of the different types of items. Therefore, focus group methods were 
triangulated with the questionnaire, and test results to add to the reliability of the study 
by revealing students’ perspectives from questionnaires with their perceptions from 
the group discussions and onto their performance on the test regarding question types 
(MM or TXT). This will add to the elaboration and clarification of both quantitative 
results of the item analysis and questionnaire (177, 212, 214). 
The advantage of a focus group is in its inherent flexibility and their potential use in 
countless contexts (209 p.2); (159 p.239). Focus groups have the ability to facilitate 
comparison between groups that cannot be achieved by other methods (209 p.41). It 
is also used when one-to-one interviews are too difficult and are rendered time-
consuming (209 p.42). One of its greatest capacity is to capture responses to events 
as they unfold (209 p.22). It is considered the method of choice when the purpose of 
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the research is to study group norms, processes, meanings, and decision-making 
processes, as it illuminates the inside ‘emic’ perspective of participants on how they 
made sense of the information provided and uncovered their inside misconceptions 
(209 p.33). Focus groups also provide a window to processes that may remain hidden 
or difficult to explore (209 p.26). 
The organising and preparation of a focus group (methodology) require significant 
investment in time, resources and preparation from the researcher (215-217). From 
the literature, the methodology of conducting a focus group is explained as a guide for 
practical application on how one prepares and conducts a focus group (209, 215, 217, 
218 p.2) and they usually fall under the headings of participant recruitment and 
selection, material preparation, session preparation, moderator role, group 
interactions and data analysis (172, 210, 215).  
5.3.4.1 Participant recruitment and selection 
 
Participants were EM residents recruited through the researcher’s personal networks, 
and through program directors. A list of residents was generated for those who took 
the multimedia items and those who took the text items and was given to program 
directors and chief residents to invite. All residents who took the multimedia (MM) or 
text (TXT) examination from the EM residents were categorized into MM or TXT group, 
this type of sampling, called purposive sampling, ensured that in each small group of 
participants, a homogeneous sample was selected for a more in-depth understanding 
about how the participants think. This type of sampling is commonly used in focus 
group recruitment (159, 172, 215 p.274-5), and is a type of non-random sampling. 
Non-random sampling includes convenience sampling (selecting participants who are 
easily accessible) (215) and purposive sampling (selecting participants who suit a 
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purpose in mind) (172). In this research, purposive sampling (deliberate selection of 
participants with a rich data source) was carried out. It is important that participants in 
the focus group share at least one important characteristic and are homogeneous in 
terms of background rather than attitudes (209 p.58); (159 p.238). The participants 
chosen were a group of Saudi emergency medicine residents who, within their groups, 
were acquainted with one another through their residency training program (shared a 
common background having the same profession) (219), although some of them did 
not work together regularly. Also, they all had undertaken the MM-TXT examination 
(shared a common focus) (219). So, they were considered to be fairly homogenous. 
Homogeneity of participants aids in providing a common ground for a cohesive group 
discussion, exchange of ideas, and allows for positive group dynamics (e.g., feeling 
safe when expressing concerns or conflicts) (172, 177, 215, 219). The disadvantage 
of homogeneity might be the lack of ideas and diversity within a group (172). However, 
in any given group, the participants are never entirely homogenous and would have a 
few differences between them to stimulate discussions (211, 213, 215). In this 
research, the residents’ homogeneity was an advantage because friends and 
colleagues that shared daily lives, backgrounds, and experiences were able to have 
open discussions, encourage participation amongst each other, relate to each other’s 
comments, and would often challenge each other on contradicting views on questions 
(172, 177, 211, 214, 215). In addition, the residents had differences between them, 
which was also important as they differed in their training level, gender, and type of 
questions received. These differences would reflect among them when they would 
disagree, misunderstand each other or ask each other questions to clarify why they 




5.3.4.2 Material preparation  
 
It is important to prepare and make a list of all the logistics, equipment, and materials 
needed for the discussion. This includes providing a round table or oval seating 
arrangement, projector, a tape recorder, a microphone, notepad, as well as props such 
as flashcards or leaflets, spare audio-recorders and batteries (172, 176, 212, 215). In 
addition to these, the researcher prepared other required materials such as a 
discussion guideline, list of participants, consent forms, questionnaire results and a 
numbered sheet with of the questions that were to be discussed in the group for notes 
and commenting. 
5.3.4.3 Session preparation  
 
Session preparation involves decisions regarding how many focus groups need to be 
conducted, how long to run them, when and where to schedule them, what ethical 
considerations are needed and, finally, what needs to be known prior and during a 
discussion in order to run them.  
5.3.4.3.1 Number and duration of sessions 
 
There is no magic number for how many focus group sessions need to be conducted. 
Rather, it depends on how many comparisons the researcher wishes to conduct, the 
purpose of the research topic, and the type of data that needs to be gathered and 
analysed. In addition, the number of group sessions (sample size) depends on the 
complexity of the topic under study (172, 177, 212, 214) and the amount of new 
information that could be obtained from a new group (i.e., saturation) (172, 176, 215). 
In qualitative methods, a large enough sample selection is to achieve saturation. 
Saturation is reached when no new idea, information or relevant concept about the 
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research topic emerges from the different focus groups (172, 176, 214) (159 p.276). 
Nevertheless, holding two focus group sessions with similar characteristics makes 
claims about patterns that are found in the data firmer. This would suggest that the 
observed differences were not just a feature of one group (209 p.59). It is suggested 
that between four to six focus group sessions should be conducted to reach saturation 
and be able to generate adequate data and find patterns and themes (159, 172, 214, 
215 p 238). Regarding the number of participants within each focus group session, it 
is said that four to ten participants are considered an ideal size (172, 177). However, 
a focus group can run perfectly well with 3-4 participants, and a group of eight 
participants could be quite challenging. The idea of moderating this number of 
participants is to be able to have group control, which allows for rich data to be 
generated without being overwhelmed when identifying voices and transcribing the 
data (172). The number of participants also depends on the size and layout of the 
room where the focus group would take place, as well as the complexity of the 
discussion desired (209 p.60); (159 p.238). In this research, five focus group sessions 
were conducted in three regions (Central, Western and Eastern) with a total of 33 
residents that participated (a range of 4-9 participants in each group). Three sessions 
were conducted in the Central Region where the bulk of residents were, one in the 
Eastern Region, and the other in the Western Region. 
The duration of a session usually lasts between one to three hours but can vary and 
is determined by the nature of the topic, as well as the number of participants in a 
group (159, 172, 177, 212, 215 p.239). This was apparent in this research between 
the first focus groups in comparison with the others as shown in Table 5.7. The 




Table 5.7 Duration of focus group discussions 
Focus Group FG 1 FG 2 FG 3 FG 4 FG 5 
Number of residents 4 5 7 8 9 
Length of discussion (hours) 1.5  2.5 2.5 2.5 2 
 
5.3.4.3.2 Setting of sessions  
 
It is important to choose an appropriate time to schedule the sessions with residents 
and to take into consideration their other commitments (e.g., clinic, on calls) (212). The 
sessions were pre-scheduled with the program directors to be on a suitable date and 
time ‘the residents’ academic days’ where the residents would be free of most 
commitments and would all be gathered together in the same place. It is also important 
to consider the site of the group discussion and provide an environment that is 
comfortable, has minimal distraction, and is most convenient for the participants (176, 
177, 212, 215). Therefore, all meeting places were chosen to be in the residents’ own 
environment, “the hospitals” where they worked in, and were arranged to be in a 
meeting/lecture rooms that had proper seating. Participants should be seated at a 
table and positioned in a way to have eye contact with the researcher and other 
members (172, 177, 212, 215, 219). Depending on the size of the room in each 
session, residents were seated either in a circle or U-shaped position to maximize 
face-to-face contact, and two recorders were placed in positions on the table to ensure 
that residents’ spoken words were captured effectively from all seating areas (215). 
5.3.4.3.3 Ethical consideration 
 
As described in the literature, and covered in Section 5.2.3.5 (Seeking Ethical 
Approval), ethical consideration is required before the start of the study and 
participants should be contacted and provided with an information sheet and consent 
form about the study (172, 215). Prior to the discussion, the researcher should also 
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remind participants that the session would be audio-recorded and that note-taking 
would be employed (172, 212, 215) and he/she should stress the importance of 
confidentiality (209 p.67). Residents were clearly informed that there would be note-
taking and recordings of the discussion and their agreement was obtained. The 
researcher also assured residents their confidentiality and anonymity regarding all 
collected information and results and provided them with an information sheet and 
informed consent to read and sign (Appendix 12). 
5.3.4.3.4 Running the group discussion 
 
Prior to the group session, the researcher prepared a guideline as a basis for 
discussion. This was to ensure that consistency was met across all focus groups and 
that the researcher was focused on the topic of study (172, 176, 209, 215 p.33), (159 
p.239). The guideline consisted of the following: introduction (welcome, and 
explanation of the aim, format and sequence of the session), informal conversation, 
discussion questions starting with general ones (open-ended questions related to the 
questionnaire) and moving onto specific ones (MM-TXT matched questions selected 
based on their item analysis performance), and, finally, summary and ending of the 
session (172, 176, 212, 215). All sessions started with an introduction and explanation 
to the residents about the research, which was aimed at gaining an understanding of 
the participants’ experience and thoughts into computer-based testing and multimedia 
items. Terms related to the focus groups were explained to participants (e.g., 
multimedia, text, item analysis, discrimination and difficulty index). This introduction is 
important to prepare participants for the discussion and ensure that they all have a 
clear understanding of what is coming in order to be able to contribute properly (176). 
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After the introduction and welcoming the residents, the participants were given around 
15 minutes to interact informally and had the opportunity to address any concerns or 
specific issues they felt that they wanted to discuss. This ice-breaking session is vital 
as it enables participants and researchers to relax, get to be themselves, and set the 
atmosphere for the discussion (212, 215). After that, general open-ended questions 
were asked related to the questionnaire results, where residents were left to explain 
and answer according to their views. Materials such as pictures and posters can be 
used to augment questions as they stimulate discussion (215). This was true when 18 
paired MM-TXT questions from the exams were displayed through PowerPoint slides 
to residents and the session became lively and active as they went through the 
questions. In fact, this is one of the advantages of focus groups—its ability to 
incorporate technology through the use of visual data. The visual data collection (i.e., 
images, photographs, cartoons, and videos) can be used to promote qualitative data 
that numbers alone can’t communicate (159 p.245). 
At the end of the session, key points were summarised and participants were debriefed 
allowing them time to raise any additional concerns that weren’t covered in the 
discussion. Finally, they were thanked for their participation (209 p.95). In all five focus 
groups, the program director had popped in for a few minutes to encourage residents 
to express their views and ensured them that no harm or risk would be taken from their 
expressions. This was needed, as the researcher was from the SCFHS, the regulatory 
body for training and examining post-graduate specialities. 
5.3.4.4 Moderator role 
 
The moderator, sometimes called the facilitator of a discussion, takes a peripheral 
rather than a central role during the group discussion. This is because the most 
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important part of the group discussions is the interactions and dynamics of the 
participants. The moderator can be the researcher him/herself or an additional person 
to the researcher (172, 177, 208, 209, 212, 214 p.3). Therefore, the role of the 
researcher should aid in facilitating the discussion to encourage participants’ lively and 
in-depth interaction by asking open-ended (prompt) questions, introductory comments 
‘openers’, and follow-up/probe questions (172, 177, 208, 215) (159 p.232),(209 p.3, 
83). Open-ended (prompt) questions facilitate discussions, provide clarification by 
asking participants to explain their comments, help synergise the contributions 
between participants to express their meanings, opinions, feelings and beliefs, as well 
as describe their individual experiences (172, 177, 208, 209, 215 p.83);(159 p.232). 
Openers (introductory comments) encourage discussions while probe questions help 
participants to relate to the initial question or to explore more (in-depth) on a topic 
(172, 215). Examples can be seen in Table 5.8 The researcher should spend most of 
the time probing participants’ experiences asking them to compare and share their 
knowledge and discuss to what extent they agree or disagree with each other (172, 
176, 177). 
Table 5.8: Types of questions used in focus groups 
Type of questions  Examples 
Open-ended (prompt) 
questions 
What do you mean? Anything else? Can you tell me 
what you are thinking? Why do you feel that way? 
Probe (follow-up) questions e.g., “Can you tell me more about that?” or “Can 
you give me an example?” Why did you say that the 
MM item was clearer? You disagree with her? So, 
what is your thought process in this question? 
Introductory comments 
(openers) 





The researcher as a moderator should be a good listener, probe for details, be able to 
pick up on different views amongst participants and explore them, encourage equal 
group participation, move the discussion forward when it is drifting and, ideally, should 
share some characteristics with the participants (e.g., age, gender, or language) (172, 
209, 212, 215 p.4). The moderator may take a few notes but usually, the whole setting 
is captured through video or audio-recording so that the data can be analysed later 
(159, 172, 175, 215 p.239). Throughout this research, field notes were used, as well 
as a research logbook where ideas, discussions, challenges and concerns were 
recorded through-out this process (220 p.26). Jotted notes are not an uncommon use 
in focus group and interview discussions and include the condition of the session, 
place of the setting, who attended, and any interruptions that were faced. In addition, 
as an extra measure to the recorders that were being used, notes were taken about 
what was said, and if there was any particular expression that could be seen but not 
recorded (220 p.27). 
5.3.4.5 Group interactions 
 
The approach of focus groups has the potential for group interaction because it utilises 
the exchanges (dynamics) between participants as they talk and interact with each 
other (172, 177, 215, 221). Participants interact with each other as a group and also 
express individual opinions on parts of the discussions that they relate to. Focus group 
discussions offer the researcher an opportunity to observe group dynamics: 
agreements and disagreements, debates and challenges between participants, who 
dominates the discussion, who is shy or silent, and if someone changes their minds 
during the course of the discussion and shifts views (172, 177, 208, 214, 215). 
Depending on the topic, the discussion offers a chance to learn from the participants’ 
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concerns, concepts, and language and offers a chance to see how participants engage 
in the process of sense-making. This includes what common assumptions are held, 
how their views are expressed (e.g., using different words for the same meaning) and 
how their thoughts are constructed and defended (210). 
The researcher explored the differences in opinions between the residents and 
encouraged them to explain their views and theories as to why these differences 
existed. This process allowed for immediate clarification of what participants were 
saying and allowed them to reveal their underlying assumptions and tell their point of 
views in relation to other’s perspectives (211, 212, 214, 215). Questions such as “What 
do you think? Do you agree with his/her point of view? What was your process of 
thinking when answering the question?” were asked by the researcher to encourage 
different members to speak. 
During the sessions, the researcher also went around the group to give the opportunity 
for everyone to share their views. This is important to ensure that group members 
aren’t being dominated by an individual and that not one person’s view was being 
accepted as a group consensus (172). In the sessions, the researcher kept time, which 
is important to ensure that adequate time is left for the remainder of the questions as 
the discussion could get out of hand (176). Notes were taken by the researcher when 
residents had strong opinions on certain issues (e.g., time) and when they preferred a 
question to be presented in a certain way (multimedia or text). In addition, at the end 
of each discussion of paired items, the researcher would summarize the residents’ 
points and thoughts on a prepared sheet to seek clarification and ensure what was 
said reflected their own views. This is important and useful to check out the groups' 




5.3.4.6 Analysing focus group data  
 
There are various techniques that have been described in the literature for focus group 
data analysis, with no one method gaining worldwide approval (215). The analysis 
process of focus group data is the least developed and least agreed-upon part in the 
focus group process because it struggles with raw, transcribed information (212). 
However, the objective of the qualitative aspect of analysis is to understand the raw 
data and systematically organise and analyse it to determine the perspectives and 
assumptions from the participants’ point of view. By reading and analysing the data, 
one gets a deeper understanding of what is being studied and is able to refine the 
interpretations throughout the whole process of analysis (217, 222). 
The qualitative analysis phase cannot be considered a separate phase in itself in the 
research process, as it can start as soon as some data are available during the data 
collection phase and during the course of the fieldwork (217, 220, 222 p.27). 
Therefore, the first step taken in this process was writing up the field notes before any 
of it was forgotten, as this is considered one of the first steps in qualitative analysis 
(220 p.27). The strategy used for writing up field notes was inscription and 
transcription, meaning describing events and activities, as well as recording the 
participants’ own dialogues and words (220 p.29). The analysis is a prolonged iterative 
process that involves movement between the whole and parts of the text and may take 
months to complete (170, 175, 212, 215, 217, 218, 222, 223). A comprehensive data 
analysis is commonly conducted after all focus group discussions have been 
completed (215). 
Data analysis relies on both the researcher and the participants. The researcher is 
considered an instrument of the research process. Therefore, the researcher should 
have self-awareness of his/her thinking, personal perceptions, and biases when 
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analysing the data (215). The analysis also depends on the participants because the 
nature of the focus group data (discussions) depends on them. Consequently, the 
analysis is considered to be time and context-specific (208). The generated data (i.e., 
verbatim transcription) is at the level of both groups and individuals, which are usually 
difficult to disentangle from one another. It also contains different voices and speeches 
that would either be incomplete, not in agreement, or would be competing or 
interrupting each other (172, 177, 208, 215, 216). However, collectively, the emerged 
data comprises a number of expressions that captures the majority of the participants’ 
perspectives and views that are supported by different proportions of the groups, in 
addition to individual opinions that are expressed (177, 208). The results of the data 
analysis would include a summary of the most important emerged themes with their 
noteworthy quotes to support it (176). 
5.3.4.6.1 Understanding thematic analysis 
 
There are diverse theoretical frameworks in qualitative research that help researchers 
decide which approach to select for data collection and analysis according to the 
purpose of their research and these include: building and generating plausible theories 
from the data (grounded theory); describing the significance of people’s experiences 
and its meaning (phenomenology); understanding group culture with shared 
characteristics (ethnography); analysing linguistic expression (discourse analysis) and 
organising data systematically into a structured format (content and thematic analysis) 
(217, 218, 221). All these methods more or less overlap with thematic analysis 
because they all look for patterns and themes across the data set (217, 218). 
Grounded theory and phenomenology differ from thematic analysis in that they require 
to seek patterns in the data that are theoretically bounded (217). Thematic analysis is 
widely used and is often described as a flexible research tool that is used across other 
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approaches while, other times, it is considered as an approach on its own with only a 
couple of articles demonstrating guidelines for applying it methodologically (217, 218). 
Sometimes, thematic analysis is not explicitly described as a method of analysis on its 
own and Brain and Clarke, 2006 argued that a lot of the analysis is thematic but is 
either not identified or is claimed to be as something else (217). 
In health sciences qualitative research, the literature demonstrates an overlap 
between content and thematic analysis with no clear agreement on how to apply it, 
and with content analysis often being the broad term used to describe analysis (170, 
217). However, content analysis, although very similar to thematic analysis in 
summarising the descriptions of the data, usually incorporates a quantitative element 
to it (210, 217). This quantifying is usually to find significant meaning in the text but 
may risk removing meaning from the context and focus only on surface meaning (218). 
Thematic analysis, on the other hand, tends not to be quantified although, sometimes, 
some form of data transformation (transform qualitative data into a quantitative form) 
can be used if needed to describe or outline certain points (217). 
In this research, thematic analysis was used as it provides a rich description of the 
entire data set and is appropriate for researchers with little or no experience with 
qualitative research. This is because it does not require detailed theoretical and 
technological knowledge of the other theoretical frameworks (217). Thematic analysis 
is a descriptive qualitative approach that researchers use to examine narrative 
materials, and break its text into small contents (units) to identify common or repeated 
patterns within the entire data set, analyse and interpret the patterns of meaning 
(themes), and then report it (217, 218, 224). A theme is sometimes referred as a 
category and, as described by Braun and Clarke (2006), “captures something 
important about the data in relation to the research question, and represents some 
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level of patterned response or meaning within the data set” (217). Polit and Hungler 
(1999) gave another description of a theme as ‘a recurring regularity developed within 
categories or cutting across categories’ (223). The researcher determines what 
constitutes a theme, as it is not necessarily dependant on the frequency or number of 
times it occurs in the text as it does in content analysis, but rather on whether it 
captures something important in relation to the research questions (217, 218). 
It should be noted that there are two ways to analysing the data when using thematic 
analysis: an inductive way and a deductive way (172, 217, 218, 222). Inductive 
analysis (bottom-up way) is data-driven. This means that one searches for meanings 
and concepts when reading and coding from the data. The categories and themes are 
directly derived from the text and are, therefore, strongly linked to the data themselves 
and not trying to fit a pre-existing coding frame. It is usually used when little or no 
studies deal with the phenomenon under study (172, 217, 218, 222). While a deductive 
analysis (theoretical or top-down way) is analyst driven and is used when researchers 
want to apply a predetermined coding structure or set of themes (e.g., from the 
literature) to the transcript that is being analysed. Therefore, one looks for specific 
words and phrases in the data to support their research idea (172, 217, 218, 222). Its 
general aim is to test a previous theory in a new or different situation (218). In this 
research, coding was done through inductive reasoning with codes being defined from 
the transcript discussion and content of what residents have said.  
5.3.4.6.2 Understanding codes  
 
One of the most difficult parts of research analysis is its qualitative aspect (212, 222) 
of which coding is an important step taken. Coding is a dynamic intuitive process of 
inductive reasoning that involves reading the transcript, identifying passages that 
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represent a certain theme, looking for recurrent ideas, subdividing the textual data, 
organising it into meaningful groups to help make sense of it and then labelling it (170, 
217, 220, 222 p.40). Initially, most identified codes overlap in meaning, which is further 
analysed to condense those that are related to each other into themes (170). A code 
is when one assigns a label to a unit of analysis (sentence or a collection of sentences 
with meaning) (176, 223). Codes help to think about the data in a different way and 
should be understood in relation to the context (223). Basit (2003) described codes as 
“tags or labels for allocating units of meaning to the descriptive or inferential 
information compiled during a study. Codes usually are attached to chunks of varying-
sized words, phrases, sentences or whole paragraphs, connected or unconnected to 
a specific setting. They can take the form of a straightforward category label or a more 
complex one, for example, a metaphor (222)”. The chunks of data are sometimes 
referred to as a unit of analysis. A unit of analysis (or meaning unit) is the basis for 
developing a coding system, which is then systematically applied across all transcripts 
(210, 223). As described by Braun and Clarke (2012), “codes are the smallest units of 
analysis that capture interesting features of the data (potentially) relevant to the 
research question. Codes are the building blocks for themes, (larger) patterns of 
meaning, underpinned by a central organizing concept- a shared core idea.” (224). In 
this research ‘sentences’ were the unit of analysis and were a way to identify meaning 
to the segment of information in the verbatim text (175, 223). Each sentence could 
have one or more codes assigned to it from a list of codes that can be developed as 
the analysis proceeded. In addition, remarks and memos could be assigned to a coded 
sentence (175, 217). Table 5.9 outlines an example of how a unit of analysis (meaning 




Table 5.9: Unit of analysis and coding 
Examples of meaning units (sentences), edited meaning unit and codes 
Meaning Unit R1: I mean for me the picture is not an integral part of the 
question, it's just something to add 
 
R-2: This is correct and I agree with you  
 
R1: This is what we were thinking about that the picture ok, is 
something to illustrate but I can answer the question from the 
stem alone without the picture without the audiovisual  
Edited meaning unit The picture was not integral to answer the question and was 
something to illustrate 
Code Acts as supplementary material (as one of the characteristics of 
multimedia) 
 
When creating a code, we are making a decision about how the data needs to be 
organised in a way that is useful for the data analysis and that fits with the whole 
context. Therefore, creating codes is also a constructing process of developing 
conceptual schemes and trying to link between sets of concepts and ideas that are 
located in different areas in the data set (i.e., focus group discussions). This guides 
the researcher to compare data, ask questions, as well as create, change or drop 
codes to make themes and the appropriate data hierarchy (222). The most general 
broad theme in a hierarchy is referred to as the parent node with the child or children 
nodes stemming from them as branches. Codes that have the same parent codes are 
called sibling nodes (220 p.74),(209 p.117). An example can be seen in Figure 5.4, as 
the theme ‘multimedia quality’ is a parent node and all the subheadings (or subthemes) 
are children nodes. Any two themes within the multimedia are sibling nodes. This 
process of hierarchy helps in developing a theoretical viewpoint, analysing the data 
and understanding the participants’ viewpoint, as well as preventing duplication of 
nodes (220 p.75). After understanding the concept of codes, it can be applied to the 












Figure 5.4: Examples of coded themes (parent and child) in NVivo 
 
5.3.4.6.3 The process of transcribing  
 
The discussion of the focus group was carried out in English; however, in all the focus 
groups, residents would interchange between both languages (Arabic and English) as 
this is the norm amongst students in the medical field in Saudi Arabia. Translation of 
the discussion was a complex process that required fluency in both languages, as well 
as familiarity with its contextual issues. 
In total, five focus groups consisting of between four to nine participants (n=33) were 
conducted in three regions. Each focus group ranged between 1.5-2.5 hours (90 and 
150 minutes), generating 11 hours of recordings. All transcriptions were imported into 
NVivo 11 (QSR International Pty Ltd, 2015), a qualitative software data-management 
package, which was useful as it helped sort the data and made it easier to create, 
assign, and merge codes into themes (170, 172, 176). However, the program required 
training to be able to understand how to use it and get the most out of it. Nonetheless, 
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the researcher still needed to do the reading, transcribing, and analysis herself. To 
start transcribing, a non-distractive environment was selected and the use of 
headphones to muffle outside sounds to hear voices distinctively was used. This 
allowed the researcher to focus on the audio-recordings and what was being said. 
Audio-recordings were transcribed verbatim (word for word) by the researcher, as well 
as non-verbal utterances (e.g., coughs, laughs) were documented. This provided the 
researcher with an early sense of the data and an insight into the duration of 
transcription. The range of ratios that relates tape time to transcription time (hours) 
varies according to the group discussion and number of participants. Some ratios 
(tape-time: transcription-time) that have been reported ranged between 1:3, 1:5, 1:6 
and 1:10 for the group discussions (175). The researcher’s own ratio experience for 
tape time to transcription time (hours) was 1:180 for the first group discussion, 
increasing to 1:300 for longer discussions. That meant that every ten minutes of audio-
recording required two hours to transcribe. This prolonged duration was because of 
the bilingual discussion between participants that required frequent pausing, slowing 
the pace of discussion and repeating the discussion to ensure a complete verbatim 
transcription was delivered. 
When translating, not all concepts can be extracted to another language due to the 
structure and complexity of the languages that are different (209 p.100). Therefore, 
not everything can be translated literally (209 p.99). As verbatim translation from 
Arabic to English will result in ungrammatical English, meaning-based rather than 
word-for-word interpretation could be used (209 p.100). Each focus group was first 
transcribed as exactly heard “verbatim transcription” with residents interchanging 
between Arabic and English to allow for returning to the data at a later stage. This was 
done using NVivo11 with the contemporary Arabic writing system called “Arabizi”, 
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which is described by Yaghan (2008) as ‘a slang term describing a system of writing 
Arabic using English characters. This term comes from two words “arabi” (Arabic) and 
“englizi” (English) and is a text messaging system used over the net and cellular 
phones (225). In this system, the English letters are used to draw the sounds of the 
Arabic letters when the same character set was available for both. When the English 
letters did not have a set for the Arabic letter, it was represented by English numbers 
that had the same shape of the Arabic letter (225). Figure 5.4 demonstrates examples 












Figure 5.5: Examples of Arabizi letters from Yaghan (2008) p.43 
 
Arabizi is accepted by most Arabic-speaking people and is growing. This was used 
because of the difficulty of switching between Arabic writing (direction right to left) and 
English writing (direction left to right) in NVivo, and because NVivo kept crashing after 
every other switch. In order to capture the value of what was said, it had to be written 
in a coherent fluent text before being translated and, therefore, Arabizi was used. In 
addition, it was less confusing using one set of language keys “English” when listening 
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to the recording and reading the transcript to follow, as there was a lesser chance of 
missing something that was said (225). 
Because well-constructed sentences and the following of grammatical rules in writing 
when transcribing is not that straight-forward (220 p.14), most of the dialect words, 
terms, and grammatical expressions were preserved in the transcription. As this study 
was mostly concerned with the factual content of what residents were saying rather 
than with details of language and expression, tidying up the grammatical aspect of the 
transcript is considered acceptable (220 p.14). In addition, all of the Arabic 
transcriptions of the residents were highlighted by making it italic in order for the reader 
to be able to identify which part of the text was originally in the Arabic Language. Only 
on a few occasions did the researcher have to adjust the grammatical aspect of the 
sentences after translation in order for it to be understandable and have fluency when 
one would read between the translated Arabic section of the resident’s words and their 
own words in English. Figure 5.5. demonstrates how the original sentence containing 
both languages were transformed to English using the Arabizi lettering system and 
then again translated into English. 
 
Figure 5.6: Example of transcription using Arabizi 
The transcription proved to be a lengthy process as illustrated in the literature (170, 
217) but was important to gain a closer familiarity with the data and be sure of its 
accuracy against the original and translated recordings (170, 217). Validation during 
the transcription phase was performed by continual referral back to the original 
234 
 
transcripts. The transcripts were read whilst listening to the original recording, which 
was an important step (209, 215 p.79). The audio was listened to on more than one 
occasion and at separate times from two different recordings to ensure that all 
conversations were captured. This is important for researchers to do, to be distanced 
from the analysis process for a period of time so that their perceptions do not influence 
the themes that are generated (170, 215). This process was difficult to be done by 
another researcher as it required the familiarity with a medical background, fluency in 
both languages, as well as familiarity with the different dialects (209 p.100). And as 
noted earlier that translation to English could not possibly reflect the exact meaning in 
Arabic therefore, during transcription when needed, a list of common informal Arabic 
phrases and words were compiled and reviewed with an EM colleague and other peers 
who were fluent in English and had medical education backgrounds. This was to 
enhance reliability and to ensure that the meaning of these phrases was appropriately 
translated. In addition, to ensure that the coding was appropriate after the initial 
transcription was complete, the researcher went back to the transcripts and made sure 
that the coding was aligned with the labelled transcripts in the original recordings (220 
p.78). 
This explained the process of transcribing only highlighted a section of the whole 
process of thematic analysis. It was important to first understand the concept of 
thematic analysis and to understand what a code was and how to apply it to text. 
However, before one is able to apply the codes to it appropriately, the process of 
transcribing and translating the data first and how to go about it needed to be 
explained. The following section describes how thematic analysis was undertaken 
using a thematic analysis guide.  
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5.3.4.6.4 Applying thematic analysis 
 
Thematic analysis was undertaken in this research using a six-phase guide described 
by Braun and Clarke (2006) (217). These stages are also mentioned in other articles 
some as guidelines and others as headings (175, 215, 217, 218, 220). However, Braun 
and Clarke’s guide was the most systematic and their six phases of thematic analysis 
are: 1) Familiarizing with the data; 2) Generating initial codes; 3) Searching for themes; 
4) Reviewing themes; 5) Defining and naming themes; and 6) Producing the report. 
These stages are presented in more detail in Table 5.10 with the researcher’s 






Table 5.10 Focus group analysis using thematic analysis (Braun & Clarke, 2006) (217) 
Thematic Analysis Phase Meaning and Explanation 
 
Phase 1: Familiarizing with data Transcribing data (if necessary), reading and rereading the data and noting down initial 
ideas 
The researcher immersed herself in the data to be familiar with its content through writing the transcription, reading and re-reading 
the data, making marginal remarks (ideas and understanding about the data), and searching for meaning and patterns. Notes 
were taken about important key points, instructions to oneself to seek further clarification about an idea within the data, links to 
theories in the literature, and references to data in other transcripts or within the same transcript. The researcher also formed 
ideas for initial coding in this phase to help in the next phase of coding. 
Phase 2: Generating initial codes Coding interesting features of the data in a systematic fashion across the entire data set, 
collating data relevant to each code 
This starts after reading and familiarising yourself with the data and having generated a list of initial ideas about what is interesting. 
In this phase, the researcher started producing initial codes from the data by searching the data for interesting aspects and 
repeated patterns that were common across residents and items. The process of coding in its initial phase was more of a 
descriptive code where labels were added to what the participants described. Notes and annotations were also used during the 
process of coding as a way of theorising and commenting on the general development of the conversation and analysing thoughts 
about the codes to make them clearer. A long list of initial codes was identified and formulated in this stage.  
Phase 3: Searching for themes Collating codes into potential themes, gathering all data relevant to each potential theme  
Themes are developed in this stage where interpretive analysis of the data occurs. The researcher looked at the coded data again 
to consider for patterns and relationships within a transcript and across transcripts. Further review of the initial coding was through 
categorising the text into related themes and for underlying meaning. All relevant codes and data extracts were sorted into potential 
themes for a broader level of analysis. Here, the researcher analysed how different codes are combined to form an overarching 
theme, and what relationships lied between codes (parent and child) and themes in order to help develop subthemes for phases 
4 and 5.  
237 
 
Phase 4: Reviewing themes Checking if the themes work in relation to the coded extracts (Level 1) and the entire data 
set (Level 2), generating a thematic map of the analysis 
Here, reviewing and refinement of the themes occurred. Reviewing themes involved reading all collated extracts for each theme 
to decide whether or not they form a coherent pattern. After reviewing the themes, they were reviewed again in relation to the 
entire data set and were refined (e.g., coded any additional data that were missed, collapsed related themes into one, or separated 
a theme into two). Additional codes were identified during the process of coding the data by questions (e.g., MM-TXT question 
one across the five focus groups to track the whole picture of the item by all the groups), as well as by type of questions (multimedia 
or text). Finding additional codes at this stage was expected as coding is an ongoing iterative process (215, 217, 222). A thematic 
hierarchy demonstrates the relationship between codes (217). This was created in Nvivo with relations of themes and subthemes 
and presented as a table in the results section in Chapter 6. 
Phase 5: Defining and naming 
themes 
Ongoing analysis for refining the specifics of each theme and the overall story that the 
analysis tells, generating clear definitions and names for each theme 
After having an overall theme (table or map), the researcher then defines the themes in the sense of what it captures and how it 
fits in with the overall data and research question. This is done by going back and checking with the extracted data and identifying 
which themes contained sub-themes. That means that codes were linked and unified in one general theme with related subthemes 
under it. Deciding on the names of the themes for the final analysis was considered here. Further, into the analysis, the frequency 
of codes and themes were calculated (i.e., quantitizing the data). The code frequency aids researchers in having an objective 
measure of the prevalence of topics or relationships between and within groups but does not indicate its importance (171, 176). 
Phase 6: Producing the report The final opportunity for analysis, selection of vivid, compelling extract examples, final 
analysis of selected extracts, relating back of the analysis to the research question and 
literature, producing a report of the analysis.   
After having the final themes, the final part of the focus group process is selecting relevant and appropriate quotes to be presented 
for each theme (results section) and reporting the findings in the discussion section, where the researcher reflected on the results 
in the light of empirical and published work. Evidence was provided using data extracts and quotes to support each theme. The 
extracts illustrate the analytic points about the data (217). Descriptions and arguments related to the research question and with 
results from other methods were also provided (this is found in the results and discussion section). 
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Although the stages carried out seem to be simple, in reality, analysing the data was an 
iterative, rigorous, lengthy and sometimes frustrating process that involved listening to 
the recordings several times, identifying different voices, transcribing, translating, re-
reading the transcripts a number of times, categorising the data and making sense of it, 
coding the statements, developing appropriate themes and selecting appropriate 
quotations for the write-up phase. The following section is related to the sixth and seventh 
methods listed in Table 1.1 and used in this research and is related to validity framework 
and legitimation. 
5.3.5 Validity framework and legitimation 
 
Sailing through the literature on validity that was described earlier in Chapter 4, it can 
be noticed that there are various conceptual frameworks and major thinkers in the area 
of validity and that there has been a noteworthy change in how experts in 
measurements and psychometry conceptualize validity (37). In the past century, key 
players in the field such as Messick and Kane gave detailed reviews about validation 
(157). This research is methodologically based on the literature that explores the difficult 
concepts of assessment validity and draws on the American Psychological Association, 
as the overall structuring framework described by Downing (164), and noted by the 
Standards for Educational and Psychological Testing (explained in Chapter 4) (155), to 
describe and report the research while critically drawing on a new ‘operationalising’ 
framework offered recently by the Cambridge Assessment Group (35). In order to 
measure the effectiveness of multimedia MCQ items in this setting, the validity of this 
procedure should be undertaken. Therefore, a mixed-methods approach to the 
Cambridge Validity Framework was used to draw on the strengths of both qualitative 
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and quantitative data collection. This also aligns with the research design of mixed 
methods taken up in this research. An understanding of the consequences of a new 
assessment intervention “multimedia in MCQs” within the newly published validity 
framework from the Cambridge Assessment Group was evaluated and explored. 
In addition, for the purpose of this research, there were two types of validity checks that 
were applied. The first validity check was using the Cambridge Validity Framework to 
conduct the test and validate its results. This framework supposedly covers important 
points in each step of the testing process to take into consideration when conducting 
the examination as demonstrated in Table 5.5. The second validity check was for the 
mixed-methods research approach called “legitimation”; which evaluates the whole 
research process from data collection to presentation of results. Both of these validity 
checks are considered part of the research methods that were listed in Table 1.1. 
5.3.5.1 The Cambridge framework 
 
This research applies the Cambridge Validity Framework, around the use of multimedia 
in MCQ written examination. This framework proposes steps and associated 
requirements for validity evidence for assessment holders to use in developing their own 
assessment needs. The Cambridge Assessment Group, responsible for delivering the 
Cambridge Board’s A level examinations internationally, has proposed an operationalised 
approach (i.e., identifying appropriate instruments to be used to measure the 
construct) to the earlier work of Kane (2006). The framework is structured to be 
accessible to all those who are involved in the development of assessment and facilitates 
its application by suggesting a set of possible methods and sources to be used as 
evidence for the validity of assessment at all levels of the process. The Cambridge 
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Assessment Group’s framework proposed an operationalised approach based on Kane’s 
latest argumentative-based approach, which consists of a number of research 
questions, each linking to a chain of inferences. To be able to understand their 
framework, Figure 5.7 depicts the Cambridge framework developed in their article and 
was adopted and used for the purpose of this research (35 p167), and Appendix 18 
presents the Cambridge framework with the proposed methods as described in their 
article. 
 
Figure 5.7: Cambridge framework for the argument of assessment validation 
As seen in the figure, the Cambridge framework demonstrates the argument-based 
approach and, like Kane’s framework, it consists of two parts: a) an Interpretive argument 
and b) a validity argument. The interpretive argument itself also contains two parts 
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inferences and warrants. Inferences or claims are ‘statements of claimed inferences from 
assessment outcomes and the warrants which justify the inferences’ as described by 
Shaw, Crips, and Johnson (35). The five inferences move in a chain of inferences from 
one to the other, from construct to decision making, as illustrated in Figure 5.8. 
 
Figure 5.8: Illustration of the Cambridge framework 
The first step is transforming the task to test performance (construct representation); 
second, from test performance to test scores (scoring); third, moving from the test-takers’ 
observed score to their universe score or test competence (generalisation); fourth, 
(extrapolation) is moving from the test competence to the domain competence (in the 
real-world setting); and last is (decision making) from domain competence to trait 
competence. All inferences are represented in Kane’s framework except construct 
representation. For each inference, there is a warrant (which is used to justify that the 
inference is true). The warrant in this framework is statements that need to be backed up 
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by evidence in order to be able to pass the validity argument. Evidence collected should 
include strength and justification to the inferences that were made and evidence for 
weakness through identifying possible threats and areas for improvement. Appendix 18 
gives examples of methods to aid in collecting these evidences. The second part of this 
framework is the validity argument, which evaluates and analyses all the gathered 
evidence regarding these inferences. It contains research questions to help structure the 
argument while still linking it to the appropriate inference. The evidence collected would 
either support validity or suggest potential threats to it (35). 
It should be clearly noted that although all of the inferences may be valuable, not all 
forms of validity evidence are needed for an assessment procedure to be an acceptable 
measure of performance and that it is never possible to explore all areas of validity 
evidence. Generally, programs of research are established to explore all areas over 
time (37, 157). However, in summative assessment where the stakes are higher (e.g., 
licensing and board examinations), more rigorous validity evidence is necessary to be 
gathered in order to defend the decision made on the examinee’s performance (37). In 
this research, only the first three inferences were applicable, as extrapolation and 
decision making require further follow-up and longitudinal studies. For example, 
extrapolation requires studies establishing relationships between the results and other 
variables. Regarding decision making, evidence in this area can be gathered from 
monitoring the outcomes of decisions (success or error) and evaluating the intended and 
unintended consequences through long-term follow-up studies, qualitative studies and 
considering the impact on learners, raters, and others (37). 
Simply put, the framework involves questions to be addressed in every step of the test 
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development from training item writers, constructing the blueprint, developing exam 
items, to selecting appropriate methods, delivering the test, and analysing and 
interpreting the results. This is to ensure that inferences made from results are valid. 
5.3.5.2 Framework application 
 
Theorists are continuously thinking and re-thinking on what the word validity means and 
to what it applies to (for e.g., an item, a test, a score, a decision, a consequence, a policy 
an inference, etc.) while practitioners won't. This distance between the theoretical aspect 
of validity and what is practised in reality is not fully paved (158). Therefore, this research 
draws on one of the published frameworks to validate the assessment process and to 
report on its use, applicability and feasibility for others who wish to know how it is done. 
As explained, in this research, the first three steps were applied to the test development 
process. The first inference ‘construct representation’, is concerned with how well the 
construct under study is represented from the computerized MM-TXT examination and 
its results. Methods of collecting validity evidence are from experts and examiner’s 
classification of items and their relevancy to residents’ training and curriculum. Another 
source of validity evidence is from the residents’ results, item analysis parameters from 
their test scores, and evidence of the presence of CIV. This was reflected in Figure 5.1 
as previously illustrated, where evidence for construct representation could be seen to be 
gathered at multiple stages of the test development process and the research phases 
(quantitative and qualitative phases). This can be better viewed from Table 5.11, where 
the inferences are laid out against the research phases and the sources of evidence 
gathered from implemented methods in this research. 
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The second inference ‘scoring’ reflects the quality and reliability of the test performances 
and results from all phases of the research project, as can be seen in Table 5.11. The 
third inference, ‘generalization’, differentiates performance or competence in the ‘test 
worlds’, also known as ‘universe of assessment’ from performance in the ‘real world’, 
which is extrapolation. The logic of the universe of assessment is that in the test world, 
there is an infinite number of possibilities of items that could be selected to assess the 
domain under study. The test items that are eventually chosen for a given test represent 
only a sample of the items from this universe of possibilities (157). Therefore, 
generalization is concerned with theoretically knowing how likely would the selected 
sample items represent all possible items in the relevant universe of assessment, and 
how likely performances in these exams would reflect on other tasks that were relevant 
to the construct (i.e., generalizing takes us from the test sample to the entire assessment 
universe, while extrapolation takes us from the assessment universe, performance to the 










Table 5.11 Framework inferences, research phases and sources of validity evidence 
Inferences 
Research Phases 
Sources of Validity evidence  
Construct representation 
 
Exam development (phase I) 
Exam development (phase II) 
 
Data analysis (phase I) 
Data analysis (phase II) 
 
 
Data analysis (phase III) 
 
 
BP review, item classification by experts, item cognitive 
level, CBT guidelines and issues 
 
Quantitative results: 
Residents’ scores, statistical analysis on item level and 
cognition, item analysis and sources of CIV. 
 
Qualitative results: 
Questionnaire and focus group discussions results 
Scoring 
 
Data analysis (phase I) 
Data analysis (phase II) 
 
 
Data analysis (phase III) 
Quantitative results:  
Review scoring and marking procedures, standard 
settings (SS), review of item classification, level and 
cognitive level by expert, reliability and statistical analysis 
on exam components and residents’ levels. 
 
Qualitative results: 
Feedback from residents’ input on survey and focus 
group discussions results 
Generalization  
 
Exam development (phase I) 




Appropriate BP and test domain sampling, statistical 




Empirical studies with similar results about reliability and 
reproducibility, focus group discussion results 
 
Evidence of extrapolation is given in Appendix 18 and primarily come from further 
interviews with experts, observations of actual skills and tasks performed in the field, and 
think-aloud studies given by experts while performing the tasks (157). It is important to 
remember that because validity is contextual, it may not be transferable and can only be 
transferable to another assessment process or instrument if it is kept close to its original 
implications (content domain, learners context, performance context of the assessment 
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data, etc.) (37). The closer one contextual situation is to another, the more evidence one 
has on validity to apply from one context to another (37). 
The last inference ‘decision making’, moves us from the real-world performance to an 
interpretation about that performance, how it’s used for decision making, its usefulness 
and impact on the learner, stakeholder and society (i.e., consequences). This was not 
applicable to this research and until now evidence of consequences in the literature is 
absent (157). 
5.3.5.3 Research validity (legitimation) in mixed-methods research 
 
Research validity in mixed-methods research is called legitimation and relates to how true 
and correct are the inferences that are made from the research results and the research 
process (methods, methodology, data collection and interpretation) (159). There are 
various types of validities for quantitative and qualitative methods and they all need to be 
reviewed and checked for their appropriateness in mixed research. Appendix 19 provides 
a checklist that was adopted from Johnson and Christensen’s Handbook: Educational 
Research: Quantitative, Qualitative, and Mixed Approaches (2016) (159 p.104), and 
outlines multiple questions related to the introduction, methods, results and discussion 
phases of the research project. This can be used to evaluate the quality of a mixed 
research study. 
To validate the inferences that are made from the study results, validity checks for 
quantitative, qualitative, and mixed methods were checked. Onwuegbuzie and Johnson 
proposed eleven types of mixed research validity to be reviewed and involve issues 
related to the design of the research, methods selected and structure of the whole 
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research process. These were addressed by applying them throughout the whole 
research process from data collection, to method and data analysis and can be seen 
through the guidelines and frameworks that were applied. These types of legitimations 
are viewed as types of validity for mixed research and reflect the validity framework for 
the mixed-methods research to present evidence that either strengthens the results or 
weakens them. In mixed-methods research, conclusions are based on the quantitative 
and qualitative components of the undertaken research. These inferences should be 
integrated into a larger meta-inference (159). The eleven types of validity are inside-
outside legitimation, paradigmatic/philosophical legitimation, commensurability 
approximation legitimation, weakness minimization legitimation, sequential legitimation, 
conversion legitimation, sample integration legitimation, socio-political legitimation, 
multiple validities legitimation, pragmatic legitimation, and integration legitimation. 
Appendix 20 presents these types of validity checks for mixed-methods research, with 
their meanings, examples, and their applications in this research (226 p.306-9). 
5.4 Conclusion 
 
This chapter demonstrated the research design, methods, and rationale used to collect 
the appropriate data for this research, as well as the analysis methods taken. The 
research design was an exploratory mixed-methods design with a sequential quantitative-
qualitative timing. The mixed-methods was the most appropriate approach for gathering 
information from multiple sources (quantitative and qualitative) to have more than one 
perspective on the data. The previous methods described were used to investigate the 
effect of multimedia in MCQs to measure higher cognitive levels (i.e., the underlying 
construct), as a means of increasing the validity of examination. The concept of validity 
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and frameworks were explained to emphasise the importance of evaluating the methods 
used to gather evidence, the examination process, as well as the whole research. Various 
frameworks, checklists, and guidelines were undertaken in each research method to 
ensure the soundness of their results. The following chapter demonstrates the results of 






































6.1 Introduction  
 
This section relates to the results of the MCQ examination formats that were used during 
the pilot and test study and justification for their combination. Two high-stakes 
examination tests were formed and conducted in the years 2013 and 2015 with 
emergency medicine (EM) residents. The tests consisted of 100 marked questions 
(residents’ promotion exam) in which all residents would need to pass in order to get 
promoted to their next training year. In addition to the marked questions, (unmarked) 
multimedia text-matched questions were added, 30 questions in the 2013 EM exam and 
50 questions in the 2015 EM exam. All residents took the same 100 marked questions, 
but they differed in the unmarked ones receiving either multimedia questions (MM form) 
or the text-matched questions (TXT forms). 
6.1.1 Justification for data combination (data manipulation) 
 
A t-test was conducted to demonstrate if there were any differences between the two 
residents’ groups of different years (2013 and 2015) who have taken the 100 promotion 
questions. This allowed us to see if data from both groups were similar, and hence, would 
allow for the combination and merging of data sets to have a larger sample size for 
analysis. Both examination setups had the same methods for the preparation and 
execution of the multimedia and text formats. Outliers were tested for, and were removed 
from the population and results were retested again. All testing yielded that there was no 
significant difference when outliers were removed, and the means were not altered. In 
addition, with the combination of data for both years and a sample population of more 
than 30 participants, the effect of outliers was minimal (227). In this study, all subjects 
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were kept after demonstrating that their removal had no effect on the data. The following 
section is for data manipulation that demonstrates a series of t-tests and outlier testing 
for the items on each year separately, to justify their combination. The final results are 
reported from the combined data together. 
6.1.1.1 Series of t-tests for data combination 
 
A series of independent and paired t-tests were conducted on the total test scorers of the 
promotion items and the pilot (beta) items to explore if there were any differences among 
the data by groups, forms, years and exams. These are all demonstrated in Table 6.1. An 
independent sample t-test was conducted to compare the total test scores on the marked 
promotion items between residents from both years (2013 and 2015). No significant 
difference between the groups was found, (t = .116, df = 162, p =0.91) for the mean scores 
of 2013 (70.8+8.6) and 2015 (70.6+9.2), as shown in Table 6.1. 
Student’s t-tests were then undertaken to see if there were any differences in score levels 
on the same marked promotion items between groups by forms (either text or 
multimedia). The first groups were those who had been assigned to take the text version 
of the examination in the year 2013 and 2015 while the second groups were those who 
had been assigned the multimedia questions from both years. The mean test scores for 
the text group form was 70.2+8.4 and 71.2+9.3 for the multimedia group with no 
significant differences found between them (t = -.710, df = 162, p =0.48). 
Regarding the pilot (beta) items, an independent sample t-test was also carried out 
comparing scores of 80 TXT-MM items for residents by years (2013-2015) and there were 
no differences in scores between the TXT-MM groups of the year 2013 and 2015. To see 
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if there were any differences among a single type of form, a paired t-test was carried out 
to see if there were any differences between the text group of 2013 and the text group of 
2015. A p-value of .572 showed no differences. Similar results were yielded for the 
multimedia groups of 2013 and 2015 (see Table 6.1). Therefore, text items of both years 
were combined for the promotion questions, as well as for the unmarked multimedia and 
text items. An independent sample t-test between the MM group (all residents of 
2013+15) and the TXT group (all residents) was done with 83 residents taking the pilot 
text format and 81 taking the pilot multimedia format. Mean test score for the text group 
was slightly higher (X=75.36 + 8.26) than the multimedia group (X= 73.45 + 9.11) but no 
significant differences were detected between both groups (t = 1.410, df = 162, p =0.16). 














tailed) Group Year N Type N 
TXT + MM 2013 80 Marked 100 70.8+8.6 
. 116 (162) 0.91 
TXT + MM 2015 84 Marked 100 70.6+9.2 
TXT 2013+2015 83 Marked 100 70.2+8.4 
-.710 (162) 0.48 
MM 2013+2015 81 Marked 100 71.2+9.3 
TXT + MM 2013 80 Pilot 80 73.83 + 8.31 
-.840 (162) .402 
TXT + MM 2015 84 Pilot 80 74.98 + 9.10 
TXT 2013 40 Pilot 30 74.83 + 7.28 
-- .572 
TXT 2015 43 Pilot 50 75.86 + 9.14 
MM 2013 40 Pilot 30 72.84 + 9.21 
-- .552 
MM 2015 41 Pilot 50 74.05 + 9.08 
TXT 2013+2015 83 Pilot 80 75.36 + 8.26 
1.410 (162) 0.16 






6.1.1.2 Descriptive statistics for promotion items 
 
Descriptive statistics for the groups of text and multimedia are presented in Table 6.2 
below for the marked promotion items. Descriptive statistics for the unmarked pilot items 
are given later. The text group comprised of 83 residents (40 from 2013 and 43 from 
2015). The number of residents who received the multimedia form was 81 (40 residents 
form 2013 and 41 from 2015). The mean test score for the text group was 70.2+8.4 and 
for the multimedia group 71.2+9.3. 







 *n represents the number of residents 
 
6.1.1.2.1 Normality test 
 
Some of the data was found to be skewed and was tested for normality using the 
Kolmogorov-Smirnov test (see Table 6.3). It was found to be not normally distributed. 
Further tests were applied using the Mann-Whitney U test (test of the median) as it is 
more stable than the mean. The test was non-significant, as shown in Table 6.4 (p = 
0.32), which indicated that the groups are the same and that the results were similar to 
the test of means and, therefore, the independent sample t-test was used and presented. 
In addition, using a sample size that is more than 30 will give a normal distribution, and 
Variables Text Group on 100 
promotion items (n=83) 
* 
Multimedia Group on 100 
promotion items (n=81) * 
Mean + SD 70.2+8.4 71.2+9.3 
Median 70.71 73 
Skewness -.557 -1.873 
Kurtosis -.526 4.108 
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the test of the mean and median will give similar results (227). Therefore, the data were 
treated as being normally distributed. 
Table 6.3: Test of normality (Kolmogorov-Smirnov) for the promotion items 
                 Group Statistic df Sig. 
      
Score 
1 TXT .109 83 .016 
2 MM .178 81 .000 
 
Table 6.4: Mann-Whitney U test for the promotion items  
 Text Multimedia 
N 83 81 
Percentiles     (IQ)             25 64.0 68.3 
                        Median       50 70.7 73.0 
                        (IQ)             75 77.0 76.8 
P value (Mann-Whitney U) * 0.32 
 *Significant level at 0.05 
The illustrated Q-Q plot of scores for both groups (multimedia and text) on the promotion 
exams are presented in Figures 6.1 and 6.2, respectively, and demonstrate that 
deviations from the straight line are minimal. Even with the removal of the deviated data 










Figure 6.1: Normal Q-Q plot of scores for the text group taking promotion items 
 
 
Figure 6.2: Normal Q-Q plot of scores for the multimedia group taking promotion items 
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6.1.1.2.2 Outlier testing 
 
The data were examined for the presence of outliers among residents’ performances on 
the promotion exam and were identified and removed, see Table 6.5 and Figure 6.3. The 
t-test was re-calculated and results showed that after their removal, there was no 
difference between mean test scores of the two groups (p=0.15). Therefore, it was 
decided that they would be kept, as the presence of the whole data set would give a more 
realistic picture of the exam. 






Text 70.2 (83) 70.2 (83) 
Multimedia  71.2 (81) 72.0 (79) 





Figure 6.3: Box plot demonstrating the presence of outliers in both groups taking the 
promotion items 
 
6.1.1.3 Descriptive statistics for pilot exam  
 
The following data are the same series of tests conducted (descriptive, normality, and 
outlier testing) but on the unmarked, pilot (beta) questions.  
6.1.1.3.1 Normality test 
 
Results from Table 6.6 demonstrate a slight skewness in the data, and, therefore, the 
data needed to be tested for normality using the Kolmogorov-Smirnov test. 
 
TXT = 83 
MM = 81 
X =71.2  
X =70.2  
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Table 6.6: Descriptive statistics for MM and TXT groups on the pilot items (2013, 2015) 
Variables Text Group on 80 pilot 
items (n=83) * 
Multimedia Group on 80 
pilot items (n=83) * 
Mean + SD 75.36 + 8.26 73.45 + 9.11 
Median 76 74 
Skewness -0.375 -1.086 
Kurtosis .151 2.185 
*n represents the number of residents  
Results from Table 6.7 were significant for both groups, which indicated that they were 
not normally distributed. Therefore, a non-parametric test was conducted as done before 
using the Mann-Whitney U test (see Table 6.8). The test was non-significant (p = 0.22), 
and the medians of the scores were the same across categories of forms, which indicated 
that the groups are the same and that the results were similar to the test of the mean. 
Therefore, the independent sample t-test was also used and presented as the main result. 
Table 6.7: Test of normality (Kolmogorov-Smirnov) for the pilot items 
              Group Statistic df Sig. 
      
Score 
1 TXT .122 83 .004 
2 MM .118 81 .007 
 
Table 6.8: Mann-Whitney U test for the pilot items 
 Text Multimedia 
N 83 81 
Percentiles    (IQ)            25 68.0 70.0 
                        Median     50 76.0 74.0 
                        (IQ)            75 82.0 80.0 
P value (Mann-Whitney U) * 0.216 




Again, the Q-Q plot of scores for both groups (MM and TXT) on the unmarked pilot items 
are shown in figures 6.4 and 6.5 and demonstrate data clustering alongside the line. 
Exploration and removal of the deviated data were done with no difference found. Since 
the deviations from the straight line were minimal, having a sample size that was more 
than 30, and after conducting the non-parametric test that was not significant, the data 
were treated as normal distribution and parametric tests were used. 
 




Figure 6.5: Normal Q-Q plot of scores for the multimedia group taking pilot items 
 
6.1.1.3.2 Outlier test 
 
Similarly, the unmarked pilot test items were examined for the presence of outliers (see 
Table 6.9 and Figure 6.6). No significant outliers were noted in the MM-TXT group. Even 
when trying to remove the three outliers presented in Figure 6.6 and re-calculating using 
the independent sample t-test, no changes were found and results showed that after their 
removal, there were no differences between mean test scores of the two groups (p=0.52). 
Therefore, it was also decided to keep these individuals, as the presence of the whole 
data set would give a more realistic picture of the exam. 





Text 75.36 (83) 75.36 (83) 
Multimedia  73.45 (81) 74. 57 (78) 





Figure 6.6: Box plot demonstrating the presence of outliers in both groups taking the 
pilot items 
 
6.1.2 Combined Data Results of the Residents and Items 
 
The following results presented will be focused on the combined data of pilot 
(beta/unmarked) questions that were being tested (80 multimedia and text-matched 
questions), which is the focus of this research study, as well as the combined residents’ 
scores on these items. 
6.1.2.1 Combined Data Results of residents’ examination total scores 
 
A total of 164 emergency medicine residents participated in this research study and took 
the Promotion-MM-TXT matched questions examination. Eighty residents in 2013 (40 
TXT = 83 
MM = 81 
X =75.3  X =73.4  
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taking the text form and 40 the multimedia form) and 84 residents in 2015 (43 receiving 
the text form and 41 the multimedia form), see Table 6.10. 
Table 6.10: Residents and items count for 2013 and 2015 
Year  
of test 
Text Form Exam Multimedia Form Exam Total  








2013 40 100 30 40 100 30 80 
2015  43 100 50 41 100 50 84 
2013 + 
2015  
83 200 80 81 200 80 164 
1 This exam had the marked items included in their final score 
2 These items were unmarked not included in their final score 
 
Participating residents were from different training levels, comprising of both juniors and 
seniors (R1, R2 and R3). The 4th year residents in their final training year (R4) were not 
included in the study in accordance with new SCFHS examination rules and regulations 
that exempted them from entering the final promotion examination and having only to take 
their final board examination. As seen in Table 6.11, 83 of these residents received the 
text format of MCQs and 81 received the multimedia format; 77% of residents who 
participated in the examination were male (n=127) and 23% were female (n=37). The 
bulk of residents were from the Central region (68%), with the remaining residents equally 
distributed from the Western and Eastern regions (16%). Out of these 164 residents, 62 
were in their first year of residency training (R1), 41 were in their second year, and 61 
were in their third year (Table 6.15). 





Test score N Minimum  Maximum  Mean (SD) t-test (p-value) 
Text 83 52 96 75.362 (8.26) 
0.16 Multimedia  81 43 90 73.449 (9.10) 
Total 164 43 96 74.42 (8.71) 
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Taking a look at the results from the tables, the mean test scores for the text group were 
slightly higher than those for the multimedia group. However, they were not statistically 
significant when conducting an independent sample t-test. When comparing mean test 
scores by gender (Table 6.12), there were no differences in mean test scores between 
males and females (p =0.302), even by splitting the data into text and multimedia groups 
respectively (p=.124, p = .99). Results demonstrated weak to no association between 
gender and mean test scores (Eta = 0.081, Eta Sq = (0.01)). 
Table 6.12: Mean test scores of pilot (unmarked) items organised by gender 
Gender 
All Groups Text Group Multimedia Group 
N (%) Mean (SD) N Mean (SD) N Mean (SD) 
Male 127 (77.4) 74.797 (9.02) 64 76.12 (8.42) 63 73.45 (9.47) 
Female 37 (22.6) 73.113 (7.53) 19 72.80 (7.33) 18 73.44 (7.94) 
Total  164 74.42 (8.71) 83 75.36 (8.26) 81 73.45 (9.11) 
ANOVA (P-Value) - 0.302              .124              .998 
Eta (Eta Squared)  .081 (0.01)              .170 (.029)             .000 (.000) 
 
Comparing the groups by residency levels, the mean test scores were statistically 
significant (p < 0.000) among residency levels, see Table 6.13. An analysis of variance 
was conducted and the effect of residency level was significant, (F (2,27) = 5.94, p < 
0.000). The Tukey HSD procedure (table 6.14) revealed that pairwise differences among 
means of R1,2 and R1,3 were significant, (p < 0 .00). There was a moderate association 
between mean test scores and residency levels (Eta = 0.406, Eta Sq = (0.16)) with 16% 






Table 6.13: Mean test scores of pilot (unmarked) items organised by Level 
 All Groups Text Group Multimedia Group 
Level N (%) Mean (SD) N Mean (SD) N Mean (SD) 
R1  62 (37.8) 69.956 (9.35) 34 71.53 (8.17) 28 68.05 (10.46) 
R2  41 (25.0) 76.253 (7.77) 21 75.45 (7.35) 20 77.09 (8.30) 
R3  61 (37.2) 77.718 (6.56) 28 79.95 (6.73) 33 75.82 (5.87) 
Total  164 74.42 (8.71) 83 75.362 (8.26) 81 73.449 (9.10) 
ANOVA (P-Value) - 0.000           .000          .000 
Eta (Eta Squared)  .406 (0.16)           .442 (.195)          .437 (.191) 
 
Table 6.14: Tukey HSD (post Hoc) multiple comparisons between residency levels 
level N 1 2 
R1 62 69.9565b  
R2 41  76.2537
a 
R3 61  77.7180
a 
Sig.  1.000 .617 
The significant level is set at p=0.05 
a,b Tukey Post hoc test: groups with the same letter indicate no significant difference. Groups with 
different letters have a significant difference at the p level. 
 
As the level of residency increases, the mean test score becomes higher. In Figure 6.7, 
there is a wider range of distribution of scores among first-year residents with most score 
marks ranging between 60-80%. As the resident’s level goes up, their mean test scores 




Figure 6.7: Mean test scores according to residency level 
Regarding regions, there were no significant differences between mean test scores 
among residents in the three regions, as shown in Table 6.15 below. Results also showed 
no association between regions and mean test scores (Eta = 0.076, Eta Sq = (0.01)). 
Table 6.15: Mean test scores of pilot (unmarked) items organised by region 
Regions 
All Groups  Text Group Multimedia Group 
N (%) Mean (SD) N Mean (SD) N Mean (SD) 
Central 112 (68.3) 74.850 (9.01) 55 76.16 (8.02) 57 73.59 (9.79) 
Western 26 (15.9) 72.65 (8.16) 15 73.55 (7.85) 11 71.40 (8.79) 
Eastern 26 (15.9) 74.33 (7.97) 13 74.09 (9.82) 13 74.56 (5.97) 
Total  164 74.42 (8.71) 83 75.36 (8.26) 81 73.45 (9.11) 
ANOVA (P-Value) - 0.511          .470             .689 




6.1.2.2 Combined Data Results of Item Analysis (IA) 
 
Previous results were of exam total scores of the EM residents based on which form they 
had received (text or multimedia). The focus of this analysis is the comparison of 
multimedia and text-matched questions. Therefore, the following are results of the 
parameters of the pilot (unmarked) items only, based on the forms taken. Table 6.16 
demonstrates item analysis for the combined data of the unmarked items for the years 
2013 and 2015. A paired t-test was done to compare the item parameters: difficulty level 
(DIFF), discriminating index (DI), point biserial (rPB), and duration to answer the 
questions between the text (labelled as A) and multimedia items (labelled as B). 
Table 6.16: A paired comparison of the means for the psychometric parameters 
between the multimedia and text items (N=80) 






Paired Samples t-Test Paired Samples 
Correlations 





Diff_A* .75 .19 
1.403 (79) .16 .811 .000 
Diff_B* .74 .20 
Pair 
22 
DI_A .14 .17 
-2.160 (79) .03 .230 .040 
DI_B .19 .18 
Pair 
33 
rPBS_A .17 17 
-1.676 (79) .09 .183 .104 
rPBS_B .21 .19 
Pair 
44 
Duration_A 69.07 21.94 
-2.563 (79) .01 .745 .000 
Duration_B 74.25 26.92 
* A refers to the text items, and B refers to the multimedia items 
 1 Diff: refers to difficulty index (easiness of the question) the larger the value the easier the item is and vice versa, it is 
inversely interpreted. 
2 DI: refers to discriminating index, how much it discriminates between high-ability students and low-ability students, 
the higher the value the better the discrimination 
3 rPBS: refers to the correlation of the item to the rest of the exam, the higher the value, the more it indicates that the 
item is testing the same aspect as the rest of the examination. 








6.1.2.2.1 Difficulty Index 
 
The mean difficulty index for the 80 text items was slightly higher (i.e., questions were 
potentially easier) compared to the multimedia items; however, there was no significant 
difference between both groups (p = .16), which means that no one format was easier or 
difficult than the other. Both formats had a moderate difficulty level (Diff = 0.75,0.74). The 
correlation was high between both formats (r=0.81). Put another way, the percentage of 
students who answered correctly in the text format was not different from the percentage 
of students who answered correctly in the multimedia format (see Figure 6.8). 
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6.1.2.2.2 Discriminating Index 
 
The mean discriminating index was significantly lower (and weak) for the text group (DI = 
0.14 +17) than the multimedia group (Diff= 0.19 +18) (p= .03), which shows that the 
multimedia questions were more discriminating than their text-matched questions. There 
is a weak correlation (r=0.23) between discriminating indexes for both groups. Items that 
were discriminating in one format may or may not be discriminating in the other format. 
This is demonstrated in the scatterplot Figure 6.9. As seen in the scatter plots, the 
discrimination index between multimedia and text questions have a weak correlation. 
Items that have high discrimination in multimedia questions may or may not have high 
discrimination in their text-matched questions and vice versa. 
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6.1.2.2.3 Point Biserial 
 
The point biserial was higher for the multimedia group than the text group but the p-value 
did not quite reach significance on a 2-tailed test (p=0.098). It should be noted that 
although this result was not significant on a two-tailed test, it would have been significant 
on a corresponding one-tailed test (p=0.049). The two-tailed test could have potentially 
reached statistical significance with more candidates. The point biserial is related to the 
discrimination index, and as seen, the higher the discrimination index, the higher the 
point biserial level is. A high level of point biserial indicates a better correlation of items 
in a given format to the whole examination. The higher the correlation the more reliable 
an exam is. Figure 6.10 also reflected a weak correlation (r=0.18) in the scatter plot as 
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The average time spent on the text-matched questions was (69.07+21.94) seconds, 
which was less time spent than the multimedia questions (74.25+26.92). The result was 
statistically significant (p=.01). There was a significantly high correlation between forms 
(r=.74), which highlights that questions that took longer to answer in the multimedia format 
also took longer in the text format, as seen in Figure 6.11. Regarding duration, as seen 
in the scatterplot, there is a moderate to high correlation between text duration and 
multimedia duration. Overall, questions that had a longer duration in the text format also 
had a long duration in the multimedia format. 
 































To further understand the relationships between these item parameters, a series of 
correlations were conducted on both forms using Pearson product-moment correlation 
coefficient. Regarding the item difficulty (Diff_A) parameter for the text group, items that 
had a higher difficulty index (i.e., easier) had significantly less time spent on them in order 
to answer (demonstrated by the -ve correlation r=-.424) in Table 6.17. When the items 
became easier (higher Difficulty value) the discrimination (DI) became less. (r=-.101) with 
no correlation. From the correlation, 18% of the durations is explained by the difficulty 
level (R2 =0.18). However, the longer the students took to answer a question there was 
a positive discrimination with a weak correlation (r=.270). From Figure 6.11 a correlation 
could be seen between the two variables text and multimedia r = 0.74, n = 80, p = 0.000. 
Items that took longer to answer in the multimedia format also took longer to answer in 
the text format and vice versa. 
As shown in the Table 6.17 below, the multimedia group also had a significant weak to 
moderate correlation between the difficulty index (Diff_B) and duration (r=-.417), as 
questions became easier (high difficulty index), the duration to answer the item became 
shorter. There was no correlation between the discriminating index and the duration of 






Table 6.17: Correlation between psychometric parameters (Diff, DI and duration) in the 
text and multimedia groups 
Text Group (N=80) Duration_A DI_A 
Diff_A Pearson Correlation  -.424** -.101 
Sig. (2-taied) .000 .371 
Duration_A Pearson Correlation  1 .270* 
Sig. (2-taied) - .016 
Multimedia Group (N=80) Duration_B DI_B 
Diff_B Pearson Correlation  -.417** .101 
Sig. (2-taied) .000 .371 
Duration_B Pearson Correlation  1 0.036 
Sig. (2-taied)  - 0.751 
**Correlation is significant at the 0.01 level (2-tailed). 
*Correlation is significant at the 0.05 level (2-tailed). 
 
For further analysis, the difficulty index of the items was recoded into three categorical 
groups (easy, moderate, and difficult), according to the difficulty index values adopted 
by SCFHS (Table 6.18), and the correlations between parameters were calculated 
using Pearson’s correlation (see Table 6.19). 
















<0.44 6* (7.5) 8* (10) 14 (8.8) 
0.45-0.79 30 (37.5) 32 (40) 62 (38.8) 
>0.8 44 (55) 40 (50) 84 (52.5) 
-- 80 (100) 80 (100) 160 (100) 
* n is small, and no further calculation can be conducted in this group. 
In general, there were a total of fourteen difficult questions throughout the whole MM-TXT 
format, with 39% medium-difficult questions (n=62) and 53% easy questions (n=84). 
Except for some questions being slightly more in the multimedia format (n=8), both 
formats had an approximately equal distribution of moderate and difficult questions. 
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Because moderate to difficult items (Diff index 0.44-0.79) tend to be more discriminating, 
the correlation between the moderate-difficulty level and discrimination was calculated for 
both the multimedia and text-matched items. As seen in Table 6.19, the discrimination 
was more apparent when we removed the extremely challenging levels of items (easy 
and difficult questions) in both the text and multimedia groups (when all items were 
included, r was -0.101 and .101, respectively) as shown in Table 6.17. 
Table 6.19: Correlation between psychometric parameters (Diff, and DI) in the moderate 
difficulty items (0.44-0.79) 
Text Group (N=39) DI_A 
Diff_A Pearson Correlation  -.389* 
Sig. (2-tailed)  .037 
Multimedia Group (N=40) DI_B 
Diff_B Pearson Correlation  -.113 
Sig. (2-tailed)  .558 
*Correlation is significant at the 0.05 level (2-tailed). 
In the text group, for questions with moderate-difficulty levels (0.45-0.79), as the difficulty 
level increased and moved from .45 (difficult) to .079 (moderate) the question became 
less discriminatory with a significant weak correlation (r= 0.38). There was no correlation 
between the difficulty level and duration within the moderate group, and it was not looked 
at here because we would need all the values of easy, as well as difficult items to be 
included (because duration depends on the items). While in the multimedia group, within 
the moderate-difficulty questions, there was no correlation between discrimination and 
difficulty level, as was in the case with the text-matched questions. 
The following Table 6.20 shows the relationship between difficulty and discrimination 
index but within the easy items. As the question becomes easier (i.e., the difficulty level 
increases in value and moves from 0.8 to 1), the discrimination decreases with no 
significant correlation in the text group and a weak correlation in the multimedia group.  
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Table 6.20: Correlation between psychometric parameters (Diff, DI and duration) in the 
easy difficulty items (0.8-1) 
Text Group (N=40) DI_A 
Diff_A Pearson Correlation  -.095 
Sig. (2-taied)  .533 
Multimedia Group (N=37) DI_B 
Diff_B Pearson Correlation  .133 
Sig. (2-taied) .385 
 
A Pearson product-moment correlation coefficient was computed to assess the 
relationship between text and multimedia in their four-item parameters (difficulty, 
discrimination, point-biserial, and duration). There was a positive correlation between the 
two variables (text and multimedia difficulty indexes, r = 0.81, n = 80, p = 0.000, and a 
correlation between text and multimedia discrimination indexes), r = 0.23, n = 80, p = 
0.40. A scatterplot summarises the results (Figure 6.8 and 6.9). Overall, there was a 
strong, positive correlation between difficulty index values of text questions and 
multimedia questions as demonstrated by having most of the data around the trend line. 
Items that had a low difficulty index (i.e., hard) in the text questions were also hard (low 











For further analysis, a succession of crosstabulation analysis was conducted to explore 
the relationships between the different item parameters (difficulty index, discrimination, 
point bi-serial, and duration) and the different ways of viewing the analysis of these items. 
In the following sections, an analysis is presented from three main perspectives: 
1- Item difficulty level by item analysis (results compiled from residents’ exam 
performance) 
2- Item difficulty level by consultants (consultants classified items according to their 
judgments on how residents would perceive the difficulty level of the item given 
into easy, medium or difficult) 
3- Item cognition level, using the level described in James et al.’s paper (186, 187), 
the cognitive levels of K1, K2 was used (see Table 5.6, Chapter 5) 
 
6.1.2.4.1 Cross tabs of difficulty level by consultant X difficulty level calculated by 
IA 
 
All items were classified and reviewed by EM consultants and categorized into easy, 
medium, and difficult according to their perceptions on how they would expect it to be 
perceived by the residents. The chi-square was calculated using crosstabs between the 
perception of the consultant’s classification of items into (easy, medium, and difficult) and 
the difficulty index that was calculated by item analysis of residents’ actual performance 
on the items (into easy, moderate, and difficult) to see if there was any association 
between them. This was to explore out of those that were classified as easy, medium, 
and difficult by the consultant, how many actually had a difficulty index of easy, moderate 
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and difficult (calculated by the residents’ performance on the items through the difficulty 
index) (see Table 6.21 below). 
Table 6.21: Crosstabulation-Difficulty level by consultant X difficulty level by item 
analysis 
Chi-square value = 10.384 and p-value = .034 
1 Diff_IA: difficulty level by item analysis (which is calculated by residents’ performance on the item)  
2 Difficulty level (by consultant): Perception of the consultants’ classification on the difficulty of the items to 
the residents.  
 
A chi-square test of independence was performed to examine the relationship of item 
difficulty level between consultants’ predictions and resident’s performance through IA. 
The relations between these classifications (consultants’ perception and residents’ IA) 
were significant X2(4, N = 160) = 10.38, p <.03 indicating a difference between the groups. 
Consultants were more likely to perceive what would be viewed as easy items by the 
residents than they would have for moderate and difficult items. In total, consultants had 
labelled 65 items as being easy, 81 as medium, and 14 as difficult. However, when 
residents took the exam, 84 items were actually easy, 62 were of moderate difficulty, and 
14 were difficult. 
Looking at the previous table, the consultant thought that 65 questions would be easy 
and 81 would be of medium difficulty. However, out of those that they had labelled to be 
Difficulty Level (By consultant)2 
 
Difficulty_IA1 
Total Easy IA  Moderate IA  Difficult IA 
Easy Count 44 17 4 65 
% within Difficulty Level 67.7% 26.2% 6.2% 100.0% 
Medium Count 34 38 9 81 
% within Difficulty Level 42.0% 46.9% 11.1% 100.0% 
Difficult Count 6 7 1 14 
% within Difficulty Level 42.9%  50.0% 7.1% 100.0% 
Total Count 84 62 14 160 
% within Difficulty Level 52.5% 38.8% 8.8% 100.0% 
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easy, 44 questions (68%) were actually easy on item analysis (IA), but there were still 
four questions (6%) that were difficult on the IA. Actually, more items were easy and less 
were moderate. But interestingly, out of the 14 questions that the consultant thought 
would be difficult, only one turned out to be difficult. Although the number of classified 
difficult items by consultants was equal in both groups, the item performance themselves 
were not. Out of the 14 questions labelled difficult by the consultant, only one was difficult 
by IA, the rest were almost equally divided between moderate and easy items through 
the residents’ exam performance. From the items that were actually difficult for the 
residents, four were labelled as easy by the consultant, and nine were labelled as being 
of medium difficulty. Put in another way, 68% of the consultants’ judgement on easy items 
was matching IA results of residents. But when it came to medium-difficult questions, only 
47% of the consultants’ judgments was matching the IA results of residents. 
6.1.2.4.2 Crosstabulation: difficulty level by consultant X item cognition level by 
Scientific and Technical Reviewer 
 
In addition to items being classified by the consultants into easy, medium, and difficult, 
the items have also been classified by the scientific and technical reviewers according to 
cognition level using the classification that SCFHS has adopted (see Table 5.6, Chapter 
5). A chi-square test was performed to examine the relation of consultant’s classification 
of difficulty level and the reviewers’ classification of cognitive levels of the items. The 
relations between these classifications (consultants’ perception and reviewers’ item 
cognition labelling) were significant X2(2, N = 160) = 6.404, p <0.04. 
Table 6.22 below demonstrates that the consultants’ perception of difficulty was 
significantly different from the cognitive level classification by the reviewers. The 
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consultant labelled 65 questions as being easy, and in the cognitive classification by 
reviewers, 43 questions (66%) were of the recall cognitive type (K2-C), which was 
acceptable. However, out of the 81 questions that the consultant perceived would be of 
medium difficulty level to the residents, almost half (49%) turned out to be of recall type 
questions (K2-C) and the other half (51%) were of higher cognitive levels questions (K2-
A/B). And out of what was perceived by the consultants to be difficult items to residents 
(14 items), only five items (36 %) were of recall type questions, and none were of the K2-
A type. In fact, two of the K2-A items were labelled as easy by the consultant. 
Table 6.22: Crosstabulation: Difficulty Level by consultant X item cognition level by 
reviewers  
1 For simplicity, K2-A/B items are considered items that need analysis and interpretations, and K2-C are 
items that require recall and understanding. 
2 Observed values were a few in the first column (K2-A) so the data was merged (K2-A/B).  
Chi-square value = 6.404 and p value = 0.04 
Further, a cross-tabulation was done between item cognition levels and difficulty levels 
by item analysis (from students’ exam performance), see Table 6.23. This was done to 
examine the relation between reviewers’ classification of items’ cognitive level and the 
actual results performed by the residents on the items, which was calculated by IA. There 
was no difference between the two groups X2 (2, N = 160) = 1.289, p <.52. The labelling 
of item cognition level matched and seemed to be aligned with the residents’ 
Difficulty Level classified by the consultant 





Easy Count 22 43 65 
% within Difficulty Level 33.8% 66.2% 100.0% 
Medium Count 41 40 81 
% within Difficulty Level 50.6% 49.4% 100.0% 
Difficult Count 9 5 14 
% within Difficulty Level 64.3% 35.7% 100.0% 
 
     Total 
Count 72 88 160 
% within Difficulty Level 45.0% 55.0% 100.0% 
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performance. Out of the 72 items that were labelled to have a cognition level of K2-A/B, 
35 items (49%) of them were found to be easy on IA, 40% were of moderate difficulty, 
and 11 % were difficult by IA. There was a total of 88 items that were labelled to be as 
K2-C (recall), with 56% of them being easy, 37% being of moderate difficulty level, and 
7% being difficult.  





Chi-square value = 1.289 and p-value = .524 
1 Diff IA: difficulty level by item analysis (which is calculated by residents’ performance on the item)  
2 For simplicity, K2-A/B items are considered items that need analysis and interpretations, and K2-C are 
items that require recall and understanding. 
 
6.1.2.4.3 Independent Sample T-Tests 
 
Further to the crosstabulation results, an independent sample t-test was conducted to 
compare item parameters with item cognitions of K2-A/B and K2-C levels. 
Table 6.24: Independent samples tests for cognition levels 
Item Cognition 
Level1 
Difficulty Discrimination rPBS Duration 








t3   -1.631  1.098 .749 4.654 
p-value .105 .274 .455 .000 
  1 N for K2-A = 2, K2-B = 70, K2-C = 88. 
  2 Omitting K2-A items or combining them yields the same results. 
 3 Degree of freedom for the duration was 122 and the rest df =158. 
 
Item Cognition Level2 
Difficulty IA1  












Count 35 29 8 72 
% within Cognition 48.6% 40.3% 11.1% 100.0% 
K2-C Count 49 33 6 88 
% within Cognition 55.7% 37.5% 6.8% 100.0% 
Total Count 84 62 14 160 
% within Cognition 52.5% 38.8% 8.8% 100.0% 
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As demonstrated in Table 6.24, there was no difference with regards to the difficulty, 
discrimination or the point biserial (rPBS) in regards to the type of items based on 
cognition level. The only significant difference was in the duration parameter. Residents 
took more time to answer K2-A/B questions (M = 81.38, SD = 27.25) than they did on the 
K2-C items (M = 63.72, SD = 18.97), t (122) = 4.65, p = .000. In order to compare the 
psychometric parameters between the consultant’s difficulty levels, a one-way ANOVA 
was conducted and is shown in Table 6.25. 
Table 6.25: One-way ANOVA of psychometric parameters (Diff, Dis, rPBS, and 
Duration) by difficulty level perceived by consultant 
Difficulty level by 
consultant (Mean + 
SD) 
Difficulty Discrimination rPBS Duration 
Easy (N =65)  .81 (.16) .13 (.15) .18 (.19) 65.72 
(22.80) 
Medium (N =81) .70 (.21) .20 (.19) .19 (.18) 74.42 
(25.58) 
Difficult (N =14) .70 (.17) .18 (.17) .22 (.19) 83.29 
(21.38) 
F1 6.182 3.062 .289 4.116 
p-value .003 .050 .749 .018 
1 the degree of freedom = 2 
The 65 questions that the consultants had said would be perceived as easy items by the 
residents had a mean value of .81 + (.16). Item analysis had an equal value for both 
moderate and difficult items (X = 0.70). Easy items had a lower discrimination index as 
compared to the medium and difficult items, with medium items having the highest 
discrimination index. Regarding the duration, the more difficult the item was, the more 
time was needed to answer the questions. An analysis of variance showed that the effect 
of difficulty was significant, F (2,160) = 6.182, p = 0.003. Post-hoc analysis using the 
Tukey post-hoc criterion for significance (alpha = 0.05) indicated that the average mean 
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for the difficulty index was significantly higher in the easy questions (M = 0.81, SD = 0.16) 
than in the medium questions (M = 0.70, SD = 0.21), p = 0.003. 
Also, there was a significant difference in the duration variable F (2,160) = 4.116, p = 
.018. Using the post-hoc test (Tukey’s test). The difficult items as marked by the 
consultant had a longer duration to answer (M = 83.29, SD = 21.38) as compared to the 
easy items (M = 65.72, SD = 22.80), p = 0.04. 
Regarding discrimination, although it demonstrated a borderline significant difference F 
(2,160) = 3.062, p = .050, on doing a Tukey’s post hoc test, it was found that there was a 
significant difference in discrimination. Medium difficulty items had a higher discrimination 
index (M = 0.20, SD = 0.19) than easier items (M = 0.13, SD = 0.15) p= 0.04. 
Similar results were not achieved for the difficult questions, because the power was 
affected with the low count (14 items). Therefore, these items were recoded with the 
medium items and a t-test was recalculated splitting the data by their two forms 
(multimedia, and text) to better understand the results, as the previous results were to 
understand the items as a whole set (160 items) rather than by their forms. 
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6.1.2.4.3.1 Results of (t-tests and crosstabs) by forms 
 
For both the multimedia and text groups, the following Table 6.26 displays the t-test and means for the four IA parameters 
by difficulty levels that was assigned by the consultant. Here, by taking a quick look at the table above in the text items, 
items that were labelled by the consultant as easy were actually easier on IA with an average of 0.80, and those that were 
labelled to be of medium/difficult were harder according to IA (mean 0.70), with a p-value = 0.02. There was a difference 
between the discrimination of the easy items DI=0.11 and the rest of the items DI= 0.17 in the text group, with a p-value of 
borderline significance. There were no differences regarding the point biserial (rPBS) and duration in the text questions. 
Table 6.26: T-test for item difficulty level by consultant (regrouped) X IA parameters 
 Text Items (N for Easy = 42, Med/Diff = 38) 1 Multimedia Items (N for Easy = 23, Med/Dif = 57) 
Item Difficulty 
Level2 
Difficulty Discrimination rPBS Duration Difficulty Discrimination rPBS Duration 




.82 (.14) .15 (.14) .25 
(.20) 
66 (24.38) 








t2  2.354 -1.711 -1.358 -1.514 2.987 -1.229 1.165 -1.764 
p-value (2-
tailed)  
.02 .09 * .18 .13 .004 .223 .248 .082** 
1 means and (standard deviations) are presented in the cells.  
2 Difficulty level by consultant after recoding Difficult items with medium ones.   
3 Degree of freedom for Text and MM DF = 78, for MM Diff DF = 59.19  
* Border line significant on 2-sided t-test, border-line significant on one-sided t-test (p=0.046) 




Reviewing the multimedia (MM) group of items only, there was a difference in item difficulty and duration but not within 
point-biserial or discrimination values. In the MM items, the difficulty level from the IA is quite the same as that of the text 
group in both the easy and medium/difficult questions that were labelled by the consultant. The question was difficult no 
matter what the format was. Discrimination was higher in the MM items, particularly in the medium/difficult group however, 












Tale 6.27: T-test for Item Cognition level by reviewers X IA parameters1. 
 Text Items (N for K2-B = 13, K2-C = 67) 1 Multimedia Items (N for K2-B = 59, K2-C = 21) 
Item Cognition 
Level 
Difficulty Discrimination rPBS Duration Difficulty Discrimination rPBS Duration 




.72 (.22) .18 (.20) .20 (.21) 81.42 
(27.20) 




.80 (.10) .24 (.15) .25 (.15) 54.10 
(11.76) 
t1 -.303 1.758 1.316 2.222 -2.426 -1.299 -1.152 6.249 
p-value (2-tailed)  .763 .083** .192 .029 .018 0.198 0.253 0.000 
1 Omitting K2-A items or combining them yields the same results. 
2 Degree of freedom for Text and MM DF = 78, for MM DF = 76, DF for MM Diff= 71.377, DF for MM Duration = 74.949 
** Border line significant on 2-sided t-test, borderline significant on one-sided t-test (p=0.041) 
 
Data were explored by item cognition level; an independent sample t-test was carried out on each form to compare the 
means of higher cognitive items (K2-A/B) and recall items (K2-C) (see Table 6.27). Within the text format of items, there 
was a borderline significance in the discrimination index between the recall (K2-C) items and the higher cognitive level items 
(K2-A/B), with K2-A/B having a higher discrimination level. In addition, K2-A/B items took more time to answer than the K2-
C items (p = .029). In the multimedia group of items, there is a significant difference in the difficulty level index between K2-
A/B items and K2-C items (p = 0.18). K2-A/B items took longer to answer than K-2C items with a p-value of 0.000. Equal 
time was spent on both the multimedia and text items in the K2-A/B items (duration = 81 seconds). Because items in the 
difficult category were minimum, difficult items were recoded to be combined with moderate items and an independent 
sample t-test was again used to compare the psychometric parameters (Diff, Dis, rPBS and duration) on the basis of difficulty 
level by item analysis when the groups were merged into two groups (easy and moderate/difficult). 
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Table 6.28: Independent sample T-test for difficulty levels by IA X IA parameters1 
 
Text Items  
(N for Easy items = 44, Moderate/Difficult = 36)  
Multimedia Items  
(N for Easy items = 40, Moderate/Difficult = 40)  
Difficulty by IA 
into (two groups) 
Difficulty Discrimination rPBS Duration Difficulty Discrimination rPBS Duration 




.89 (.06) .19 (.15) .28 (.20) 65.55 (22.73) 




.59 (.17) .19 (.22) .14 (.17) 82.95 (28.21) 
t1 (df) 11.451  -1.775 .125  -3.494  10.704  -.036  3.316  -3.038  
p-value (2-tailed)  .000 .081* .901 .001 .000 .971 .001 .003 
* Border line significant on a 2-tailed test and (significant p=0.04) on a 1-tailed test 
1 df for text (diff = (44.497), DI = (61.838), rPBS and duration = (78)); for MM (diff = (49.55), for DI, rPBS and duration = (78)). 
 
Table 6.28 demonstrates the t-test for item difficulty levels by IA and in both the text and multimedia format. The difficulty level and 
duration of the items were significantly different between the easy items and the moderate/difficult items. Items in both formats had 
approximately the same difficulty levels in both subgroups. Easier items took less time to answer than moderate/difficult items in both 
formats. Regarding the discrimination index in the text format, there was a borderline significance between easy items and 
moderate/difficult items, with moderate/difficult items being more discriminating (0.18+0.19) than the easy questions in the text group 
(0.11+0.14). Within the MM group, there was no discrimination between the easy and moderate/difficult items, as was in the text group; 
however, it is noticed that easy items in the multimedia group had higher discrimination than in the text group. The point biserial in the 
MM format was significantly higher in the easy items (M = 0.28, SD = .20) than in the moderate/difficult items (M = .14, SD = .17). 




6.1.2.4.4 Crosstabulation of exam formats by item cognition level 
 
Finally, because the nature of the question changes when an image or video is added to 
it, the level of cognition and difficulty level might be affected. Therefore, a series of 
crosstabulations have been conducted to compare the results by exam format (text or 
multimedia) with item cognition level, item difficulty level perceived by the consultants, 
and item difficulty levels through residents’ performance (item analysis). First of all, a 
cross-tabulation between forms and item cognition levels is presented in Table 6.29. 





*Chi-square test value =53.43, df,1 p-value = .000 
When running a crosstab between item format and item cognition level, there was a 
difference between the multimedia (MM) and the text (TXT) format in regards to the items’ 
cognitive level, X2 (1, N = 160) = 53.43, p =.000. It was found that the majority of items in 
the text format were of the recall/understanding type (K2-C = 84%) while the majority of 
the multimedia items were of the higher cognitive levels (K2-A/B = 74%). 
Within the text group only, 16% of the items had a cognitive level of K2-A/B labelled by 
the reviewers, and most items (84%) had been labelled as recall (K2-C) while the opposite 
was noticed in the MM group, with 74% of the items thought to be of higher cognitive level 
K2-A/B by the reviewers and only 26% were thought to carry a recall level of cognition. 
   Form 
Item Cognition Level  
Total 
K2-
B/A K2-C  
TXT Count 13 67 80 
% within form 16.3% 83.8% 100.0% 
MM Count 59 21 80 
% within form 73.8% 26.3% 100.0% 
    
Total 
Count 72 88 160 
% within form 45.0% 55.0% 100.0% 
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Next, a crosstabulation between forms and consultants’ views on how the items would be 
viewed by the residents were carried out and results are shown in Table 6.30 below. 





*Chi-square test value =9.35, df =1, p-value = .002 
The table demonstrates similar results as the cognition level (see Table 6.29 above). 
Results show that there is a significant difference between forms according to difficulty 
level classified by the consultant X2 (1, N = 160) = 9.35, p =.002). In the text format, 
according to the consultant’s labelling, 53% of the items were easy and 48% were of 
medium/difficult level while in the MM form, 71% of the items were classified as 
medium/difficult and 29% as easy. The text format had almost equal distribution of easy 
and medium/difficult items while the multimedia format comprised mainly of 
medium/difficult items as labelled by the consultant. 
Lastly, a crosstabulation between item cognitive level and item analysis from performance 
for each of the format is presented. Both crosstabs in tables 6.31 and 6.32 show that 
there was no association between item cognitive levels and the difficulty level by IA. There 
was no difference between the two groups in the text format, as well as in the multimedia 
format. 
 
 Form  
Difficulty Level by consultant  
Total Easy Medium / Difficult  
TXT Count 42 38 80 
% within form 52.5% 47.5% 100.0% 
MM Count 23 57 80 
% within form 28.8% 71.3% 100.0% 
Total Count 65 95 160 
% within form 40.6% 59.4% 100.0% 
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Table 6.31: Crosstabulation: item cognitive level X difficulty by IA (text format) 
 *Chi -square test value =.491, df =1, p-value = .484 














Item Cognition Level  
Difficulty by IA 
Total Easy Moderate/Difficult  
K2-B/A Count 6 7 13 
% within form 46.2% 53.8% 100.0% 
K2-C Count 38 29 67 
% within form 56.7% 43.3% 100.0% 
    Total Count 44 36 80 
% within form 55.0% 45.0% 100.0% 
Item Cognition Level  






Count 29 30 59 
% within form 49.2% 50.8% 100.0% 
K2-C Count 11 10 21 
% within form 52.4% 47.6% 100.0% 
    Total Count 40 40 80 
% within form 50.0% 50.0% 100.0% 
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6.1.2.5 Reliability (Cronbach Alpha) 
 
Reliability was calculated using SPSS V24. Cronbach’s Alpha for the promotion exam 
and multimedia text-matched items were calculated for each year. Tables 6.33 and 6.34 
demonstrate the results.  




Reliability results for the promotion exam alone (100 questions) for the text group in 2013 
was (α = 0.765). Adding the text items that were taken by the residents slightly decreased 
the exam reliability to (α = 0.761). However, multimedia items had the opposite effect. 
When adding it to the promotion items, it increased exam reliability. When calculating 
results for the multimedia and text items reliability alone they were low as the number of 
items was much less (30 items in 2013 and 50 items in 2015). However, in 2013, the 
multimedia items had a higher reliability than the text items as seen in Table 6.33. 
Items for the year 2015 had a higher reliability value than 2013 due to the higher number 
of items. Table 6.34 also shows that taking pilot items alone, text items had slightly higher 
reliability (α = .636) than multimedia items (α = .615). However, generally, the multimedia 
groups had higher reliability. 
Table 6.34: Reliability for 2015 items using Cronbach’s Alpha  
 
 
 100 Standard  30 Items 130 Items  
Text Group .765 .096 .761 
Multimedia 
Group 
.810 .405 .835 
 100 Standard  50 Items 150 Items  
Text Group .797 .636 .849 
Multimedia 
Group 
.844 .615 .879 
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6.1.2.6 G-Coefficient and D-Study 
 
Each student took the 100 promotion questions and one format (either MM or TXT). So, 
in this research, the promotion questions were crossed as each student took the 
promotion items. In addition, students were nested in forms (students: forms) as each 
student could only take one form in the exam (either MM or TXT). MM and TXT items 
were also nested in forms (items: form) since each form had its unique items. The possible 
sources of error to be studied here were items, forms, and person and are considered as 
random facets. Levels, regions, and gender are fixed facets (193). The G-coefficient was 
calculated using Excel 2016 and SPSS V24. The variance was analysed using the 
MINQUE technique to measure the sources of variances contributing to results that could 
not be measured by using the classical test theory reliability (Cronbach). 
Table 6.35 displays the variance component estimates from the generalizability study. 
There are two contributors to errors in this research, students and items, as well as errors 
that are not accounted for. For the multimedia examination that was run in 2013 (pilot), 
the student variance component accounted for 1.7 % of the total variance. Indicating that 
differences among students’ characteristics were minimal and didn’t vary substantially 
overall. The multimedia items accounted for 22.6 % of the total variance. This indicated 
that the multimedia items varied in characteristics and parameters. Almost 76% of the 
variance was unaccounted for (due to error) and could be explained by the students’ 
interaction with the items. The G-coefficient was .40 and is considered low; however, it is 
based only on 30 items. The more good quality items are involved in a test the higher the 
reliability is expected to be. 
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In the text examination for 2013 (pilot) 24% of the variance was due to the items indicating 
variation among the text characteristics, and the rest of the variances was attributed to 
error (or students’ interaction with the item). Examination in 2015 for both formats (text 
and multimedia) items accounted for almost 15% of the total variance and almost 3% 
were due to student variances. The rest of the variances were due to error or interaction 
of the students with the items. The G-coefficient (another measurement of reliability) was 
higher for the multimedia items in 2013 than the text and similar to text in 2015 items. The 
G-coefficient was increased for both formats in 2015 and indicated that a G-coefficient of 
.62 for the multimedia items. 
Table 6.35: G-Coefficient and sources of error variance for multimedia and text 








Student 1.7 0.3 2.7 2.9 
Item  22.6 24.1 15.8 14.5 
Error 75.7 75.6 81.5 82.6 
Items (n) 30 30 50 50 
G-Coefficient .40 .10 .62 .64 
G SEM**  7 7 6 6 
*Con refers to contribution expressed in percentage 
** Standard Error of Measurement 
 
The SEM for each of these exams was calculated and was found to be seven for both 
exams forms in 2013 and six for both exams forms in 2015. The SEM was used to 
calculate a 95% confidence interval (by multiplying it by 1.96) and resulted in a confidence 
interval of ±13.72 for the 2013 exams and ±11.76 for the 2015 exams. 
A decision study (D-study) based on the results of the G-coefficients was generated and 
the results of items needed are displayed in Table 6.36. The table displays both the G-
coefficient, as well as phi-coefficient of the D-study at 0.80 (the desired level of exam 
reliability for high-stakes exams). Phi-coefficients tend to be lower than G-coefficients and 
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results are calculated based on the assumption of a new exam with new items and new 
participants. In Table 6.36, the D-study indicated that a total of 122 multimedia items 
would be required to achieve a G-coefficient of 0.80 based on the 50 multimedia items 
that were used in 2015, and would require 144 new multimedia items to reach a phi-
coefficient of 0.80. It can be seen from the table that the estimated number of items 
needed based on the 2015 exam is less than those needed based on the 2013 exam. In 
addition, based on the text items of 2015, a D-study indicates that 111 of the same text 
items would be required to reach a G-coefficient of .80 and 131 new text items would be 
required to achieve a phi-coefficient of 0.80. 
Table 6.36: D-Study for multimedia and text based on a desired coefficient of 0.80 
Coefficients (set at 0.80) G1 Phi2 
Items needed based on MM 2013 171 222 
Items needed based on TXT 2013 1168 1450 
Items needed based on MM 2015 122 144 
Items needed based on TXT 2015 111 131 
1 G-Coefficient for the generalizability study 
2 Phi- Coefficient for the D-study 
 
When comparing reliability calculated from the G-theory results with Cronbach’s alpha 
reliability for the multimedia and text items of both years results were similar. Table 6.37 
outlines the results. 





Items (year) 30 Items (2013) 50 Items (2015) 
Reliability Alpha  G-Coefficient Alpha G-Coefficient 
Text Group .09 .10 .63 .64 
Multimedia 
Group 
.40 .40 .61 .62 
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6.2 Questionnaire (survey) results 
 
This report outlines the results of the online survey that was conducted to discover and 
explore the opinions of residents towards computer-based testing and the use of 
multimedia (image and video-based) questions in their examinations. The survey 
consisted of 50 statements in six main themes, rated on a four-point Likert scale 
(Appendix 11). Results were calculated using IBM SPSS V.24 and Microsoft Excel 2016 
to analyse the results displayed through frequency tables and bar charts. The items were 
coded and the four-point Likert scale was given ordinal values from 1-4. 
There were 84 residents who had access to the questionnaire, with 69 of them (82%) 
starting the survey. 23% (n=19) discontinued the survey from the first theme. The final 
response rate, therefore, was 59% (n= 50). Out of these 69 residents, almost half were 
from the text group and the other half were from the multimedia group. Most of the 
residents who completed the survey were from the Central Region, followed by the 
Western Region, then the Eastern Region. Regarding gender, males were more than 
females by three-fold as seen in Table 6.38. Residents who answered the survey were 
from all levels with equal distribution from the junior levels (R1 and R2) and more being 
from the senior levels (R3). 
Table 6.38: Frequency of residents’ demographic completing the survey 
Form Gender Region Level 
TXT = 32 Male = 63 Central = 48 R1 = 17 
MM =37 Female = 21 Western = 13 R2 = 20 





The questionnaire contained a few questions that were not applicable to the text group to 
answer and were only for those who received the MM items. The survey contained some 
item-non-response from some participants. However, their responses on a complete 
theme were included; otherwise, they were removed from the rest of the survey for failure 
to complete the survey.  
 
Figure 6.12: Survey results for the general questions (Theme 1) 
 
As seen from the graph above (Figure6.12), results from the six general theme questions, 
all of the items in this theme favoured the agreement. The highest disagreement was on 
not having enough time to complete all the questions, with 27% of the resident’s selecting 
either disagree or strongly disagree (this is further explained and elaborated on in the 
qualitative analysis section). Fifty-four per cent of the residents felt strongly about having 































































































































































































































































Figure 6.13: Results for multimedia questions (Theme 2) 
 
Regarding the multimedia questions theme (Figure 6.13), the same was observed 
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Looking at the results in Figure 6.14, there was a high agreement level among residents 
regarding the value and use of images in examinations. Some residents felt that the use 
of image enlargement was not useful and that images didn’t necessarily make them do 
more than recall facts. 
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The same was observed in the questions related to the video theme (figure 6.15) of using 
videos in examinations and what it entailed. An overall view demonstrated that most of 
the residents were in high agreement and were in favour of using videos in examinations. 
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Regarding computer-based questions, most of the residents who completed the survey 
agreed that the use of computer-based testing and most of their functions were helpful 
during their examination. There seemed to be some conflicting opinions regarding one of 
the CBT functionalities (i.e., scrolling) among residents with 35% disagreeing it was 
distracting to their examinations and 65% agreeing that they were distracted during their 
examinations by the scrolling function (see Figure 6.16). 
 
Figure 6.16: Results for computer-based testing questions (Theme 5) 
 
Overall, residents were satisfied with the staff professionalism, environment technical, 
and overall experience with their examinations, as seen in the bar charts below in Figure 
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highlighted that most residents didn’t face any technical problems during their 
examinations. 
 
Figure 6.17: Overall results questions (Theme 6) 
 
 



































































































































































The following section is the qualitative analysis of the focus group discussion followed by 
the validity framework analysis. 
6.3 Focus group results 
 
A total of 33 EM residents participated in the focus group from three regions. Twenty-six 
were male and seven were female. All groups were mixed gender except for one group. 
Two of the focus group conducted in the central region were residents who were from the 
MM group only. One of them consisted of junior residents the other of seniors. The rest 
of the three focus groups were of mixed levels of residents and both text and multimedia 
groups. The reason for this was to have a dynamic discussion where perspectives of both 
views were captured regarding the test items. Table 6.39 represents the demographic 
information of the participants. 
Table 6.39: Demographic data for focus group participants  
Focus Group  Region  Format Level Number  Gender (M:F) 
One  Central (Riyadh) MM Juniors 4 3:1 
Two  Central (Riyadh) MM-TXT  Mixed 5 male 
Three Central (Riyadh) MM  Seniors 7 6:1 
Four Western(Jeddah) MM-TXT Mixed 8 6:2 
Five Eastern (Khobar) MM-TXT Mixed 9 6:3 
 
A pair of 18 items were displayed (in total 36 items) once in the multimedia format and 
another in the text format. Items were displayed and residents were asked to read the 
question, answer it, and explain why they selected the answer they did. They were also 
asked to identify any factors that helped or hinder their decision-making process to 
identify the answers. After each item, a description of the item analysis was displayed 
and reasons for why items behaved as they did was postulated and explained by the 
residents from their point of view. Appendix 21 presents an example of one of the items 
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in a combined view of item analysis of an item with comments made on the item from 
residents. It also presents the item in both formats MM and TXT, as well as the relevant 
theme for each quote. 
6.3.1 Transcription themes and codes 
 
Thematic analysis of the transcription using Braun and Clark’s (2006) six-phase guide 
revealed seven main themes that emerged from the discussion, each containing a group 
of subthemes. A total of 1114 final statements were extracted and considered. The main 
themes are demonstrated in Figure 6.19 and were related to the clarity of the questions, 
quality of the multimedia, issues related to computer-based testing, characteristics of 
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6.3.1.1 Clarity of the question 
 
The first theme, “clarity of the question” represents 30% of the statements extracted and 
describes factors that affected the clarity of the items. This theme had four subthemes 
that affected residents perceiving the items when read. Clarity of the items was affected 
mainly by its content, as well as other factors such as item format, presence or absence 
of multimedia, and expectations of items written by examiners. 
6.3.1.1.1 Content of the item 
 
Content of the item, which mainly affected item clarity, included factors such as content 
clarity, the presence of clues and cues in the item, wording and language used in the 
item, missing, incomplete or unnecessary information that was present in the item, 
position of the information in the item (whether it was presented in the stem or the 
options), and the presence of incorrect, protocol-driven or more than one answer. The 
following sections describe theses subthemes. 
6.3.1.1.1.1 Clarity 
 
Clarity of the item content as described by the residents related to issues that either made 
the question more or less clear to them. Sometimes, the image made the item clearer 
because it displayed enough description that was needed in comparison to text “from the 
image we knew it’s mastoiditis if it’s only the question by itself we would say its otitis 
media”. While other times, the image aided in excluding diagnosis “oesophageal rupture 
cannot be ruled out… in the X-ray the absence of mediastinal air and these things I mean 
kind of goes against, I mean it gives you a more wider range of exclusion of other 
diagnoses rather than description” as opposed to the text which did not “because it can 
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all come, I mean I can exclude for instance retropharyngeal but peri-tonsillar, I can't, and 
angioedema I won't be able to, and epiglottitis I won't be able to”. 
In some instances, the image acted the opposite way, making the item unclear while the 
description (text) was perceived as the clearer format “especially the ultrasound of the 
pregnant lady, a lot didn't get this one. They got it wrong, but for us, it’s there so we got it 
right”. Some residents found that the content in some items had no relation to the image, 
which confused them and made the item unclear to answer, preferring to have had the 
text as the clearer format “I know but the history is not correlated with the image” and 
“child abuse, the history is different and the picture is different”. Even if the resident knew 
the answer the presence of the image didn’t help “Either way the diagnosis is not clear, 
right the answer is clear, but the diagnosis is not clear”. 
6.3.1.1.1.2 Cues and clues 
 
Cues and clues played roles in both formats of items and were what helped residents 
reach the diagnosis faster in some items or aided in answering the items immediately 
without continuing to read the questions. As one resident put it, “The text because it will 
give me exactly what I am looking for and that's it”. In some items, the multimedia acted 
as the cue to reach the answer and, in other times, the text gave away the answer. For 
example, when multimedia acted as the cue because it was so clear, residents felt they 
didn’t have to continue gathering information from the item: “Yes, this is it without reading 
the stem. I will answer” and “I mean there were a lot who said from the picture we knew 
the answer, anyway I don't need to continue, I mean they didn't need to read the 
question”. In the text format, certain terms and descriptions led residents to either reach 
to an immediate diagnosis or translate the word meaning into a diagnosis “hyperdense 
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means bleed” or “the last line gave you the answer, goes over trigeminal nerve that's it, 
distribution”. One resident pointed out the difference between both formats, where the 
text required no thinking and the multimedia required using visual skills “Hyperdense 
means acute stroke that's it but this one (means MM) it’s not hyperdense. I have to see 
it”. Another remarked had he gotten the text format he would have answered it easily: “If 
I got written vesicle, as soon as you say that it’s zoster”. 
6.3.1.1.1.3 Language and wording 
 
There were some instances where residents commented on words that were either not 
understandable, unfamiliar, or the choice of wording was not appropriate for the scenario 
and led to uncertainty and unclarity of the item, such as “There is soot; I didn't understand 
soot anyways”. One resident pointed out that the way an item was written made the 
question of a more difficult level than it should be: “The information that this question is 
testing is very easy, it’s not difficult, but the way it was written makes it a moderate difficult 
question”. Another resident pointed out that the medical terminology that was used was 
incorrect: “Anyways, it's wrong to label it the gestational sac. Extrauterine adnexal mass 
or mass. You don't say gestational sac, because you remember probable, the table of 
Rosen, probable and possible and…” 
6.3.1.1.1.4 Missing, incomplete or unnecessary information 
 
This subtheme of content clarity covered statements related to items being unclear 
because of missing information that was felt needed, or added information that was felt 
unnecessary. Some residents felt that because the question was missing something it 
was unclear. “And the question was unclear, there was no video or any ECG, for instance, 
306 
 
to show you that”. While others felt that the descriptions of some reports were incomplete 
compared to the actual visual report they would have seen in the ED and would help in 
the diagnosis: “He didn't write that aVR is higher than the V1, which is one hint to let you 
know if there is left main versus the LAD”. Another resident said that if a test was added, 
it would have made the item clearer to answer: “So I think an extra information in the 
question that guides you that it's actually candida would solve the problem”. In some 
cases, the items had more than enough information and were felt unnecessary to be 
included, as it was just distracting and made residents interpret information that was not 
required in the end as one resident said: 
 “The question, in the end, wants an investigation you don't need to list me the 
vitals and list me extra information. You made me read the paper and I don't care 
about it in the question.”  
 
6.3.1.1.1.5 Position of the information 
 
Sometimes, the presence of information early on in the stem or later in the options made 
the item clearer. The information, when present directly in the stem, helped to reach the 
diagnosis from the start with no misdirection. For example: “This is foreign body it’s from 
the history”. It could also be in the stem and felt to be unnecessary, but the combination 
of multimedia and options is what makes the question easy to answer. “I don't need the 
stem; he gives me the picture, and gives me the options. The picture really was enough; 
I mean the one who chose the picture is an artist”. The information in the stem sometimes 
misdirected the thinking process of the residents and the options redirected them back to 




V-1 “No abdominal because, in the options he put transvaginal, so I mean this is 
abdominal  
V-2 “Ah so I have to read the options so I know what is the picture, ok why don't 
you tell me that this is an abdominal question from the beginning, so I can think in 
a structured way better than this” 
 
6.3.1.1.1.6 Incorrect, more than one answer or protocol-driven answers 
 
Residents debated on the correct answers in some items because items were felt to have 
more than one answer for the given questions. This was either due to a) mismatching of 
information in the question with the multimedia “No, there are questions that are wrong, 
for instance, eye discharge yellow, and the answer is chlamydia, and it is supposed to be 
the yellow gonorrhoea. I put it as soon as I saw the picture”; b) differences in hospital 
practice and management protocols among residents in training hospitals: “Even here 
there is a third possible answer also, official ultrasound, I mean we have it in the hospital. 
Still we the bedside ultrasound is not of official I mean to be medicolegal documentation”; 
c) answering based on what is done in practice or what is standard in textbook: 
“Practically, real-life we will get an official ultrasound, but we know that in the exam they 
want us to put obstetric consultation”; d) exposure to the case “so all these answers can 
go with it, so if you didn't see a similar case to its situation, you will not answer it”; e) 
debate on which treatment came first as explained by one resident: 
“I could understand why that could be written because sometimes a lot of times 
when you place this as an option it's considered resuscitation option ok. For 
instance, you find A. is put as resuscitation, B, C and D are put as procedures, so 






And; f) related to a certain speciality “But wait a minute there is something important. It's 
known in derma you sit with two consultants in the same clinic, each one says the 
diagnosis is different from the other one”. All these mentioned points were related to the 
clarity of content, which was a subtheme for “Clarity of the Question”. The next three sub-
themes also affect question clarity. 
6.3.1.1.2 Item format 
 
Item format had an effect on how the content was perceived by the residents as either 
more or less clear. It also affected the way an item was interpreted. Item format also 
seemed to affect the level of cognition used by the residents and way of thinking. One 
resident explained how the thought process was in a CT scan and text item (Appendix 
21): 
“The idea is, the image first you will see, interpret the image, after that you will see 
there is early sign of ischemic stroke, then you will think I should give tPA but there 
is contraindication by the vital, the blood pressure, so I should decrease the blood 
pressure before that. Then I will give the tPA, so first choice will be to give labetalol 
which will reduce the blood pressure. While in the other question in the written one, 
you will see the right hyperdense middle cerebral artery, its infarction, you will go 
to the vital directly, it's high, give labetalol directly.”  
 
Regarding cognition level, some residents viewed multimedia as possessing a recall level 
of cognition “No, you are recalling an image of pneumothorax that you know already, you 
know that this is pneumothorax right, the radiolucent area? but someone describes it for 
you, you are seeing an X-ray, showing radiolucent area in all the border of the chest. With 
this (text), this makes you imagine more and use more thinking, maybe it will let you miss 
the diagnosis”. Another resident felt that multimedia made them think of more differentials: 
“When we look at the picture, we would think of more than one diagnosis I mean really, 
to be honest, this is very important those that got the text they answered it correctly”. 
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Depending on the format, residents would reach different diagnoses for some items: “V-
BD1: nasal foreign body by text by the picture I don't know” and “V-NP: yes the one on 
the right (text) I will choose beta HCG while I'm smiling, but the one on the left (MM) I will 
not do beta-HCG regardless what the best result say”. Text formats were straightforward 
and required no thinking process for some residents “V-5: for example, what answered 
for me is that I don't need to think free fluid, no fluid, is there foetal monitoring, so they 
gave it to me” and, for some, the text format provided part of or the whole answer: “V-K: 
In the written part he gave me half of the answer, in the other (MM) no he didn't give me 
half of the answer, this is an extra level” “V-2: You made it obvious for him the answer, 
you gave them the answer”. 
6.3.1.1.3 Presence or absence of the image 
 
In some cases, the presence of the multimedia made the question more confusing. In 
some items, residents felt that the image was not needed and only added confusion to 
the item or wasted their time in looking at it: “It has no use. What will it add? Just a picture 
of someone, and on the contrary, it will confuse me, do you know what confuses me in it. 
See, there is even a rash on his face and it is mixing up the topic now” and “notice that 
we know Ramzi Hunt and we know Herpes zoster and we don't know the answer because 
of the video”. One resident explained his point of view regarding adding images: 
“I don't know how was the arrangements of the questions I mean some of the 
questions it didn't need at all MM and the MM was put in it. Like the question of the 
tamponade, because the stem was long and above that, there was a video of a 
tamponade and when we went back to the questions he had only wanted (what's 
the next step?). So, if we are simply saying that this is a cardiac tamponade I would 
have at least saved time have for the thinking process because this is the most 
questions that we got mixed up with either because there was no time in regards 




While other residents felt that the absence of multimedia was not good, and felt that the 
item needed an image or video to make the question clearer to be able to answer. Or the 
image needed extra information to complete the scenario “Even here, I expect here, there 
has to be an image. It will make a difference”. One resident described what a good picture 
resembled: “So if we're going to talk about clinically, I mean clinically appropriate question 
to give a picture, then it needs to be a picture that's going to add. I mean it didn't. This 
didn't add much because they already wrote that he has white patches and change the 
colour of the mouth. What will add is to bring me a picture of the scrapable or not, a 
diagnostic method.” 
6.3.1.1.4 Expectations from examiners (overthinking) 
 
This theme has to do with pre-conceptions from residents and their expectations 
regarding what the items should include and what the examiner (i.e., item write) expects 
from them. Some senior residents expected that when a clinical manifestation was 
presented it should be very clear (exaggerated) or only of the typical classical 
presentation. If not presented this way then it drove their thinking to another direction or 
made them overthink as they did not expect it to come in the exam. One resident said: 
“Yes, but what is the point? that the test is different because it's an artificial 
environment. I have to over exaggerate the clinical sign so that they can see it I 
mean the candidates. Maybe this in real life they will make it a good diagnosis the 
right diagnosis, but for me, in the exam I'm expecting the over-exaggeration so if it 
is sudden like this, I don't expect the examiner to bring me something sudden like 





Another resident also said: 
“But I didn’t think in the exam he would bring me something that isn't 
classical…when they bring it a presentation, it has to be the classical. It's supposed 
to be. They don't bring something out of the normal right? Bringing a picture with 
something that is not that classical presentation drives your thinking into a 
completely different pathway” 
 
Some residents tended to overthink the item and the multimedia that was included in the 
item, which might make them miss something: “I'm analyzing the image more, but at the 
same time, it increases the risk that I miss something” or made them select the incorrect 
answer: 
“I remember my thinking process at the time that I was thinking ok so they give me 
the multimedia because they want you to do the procedure, not to resuscitate, 
although the correct action would be to start resuscitation if the patient does not 
respond. Then you do the pericardium centesis. So that's why I felt the image might 
have confused my thinking process.” 
 
6.3.1.2 Multimedia quality 
 
The second theme that accounted for 20% of the statements made by the residents had 
to do with the quality of the multimedia itself. Analysing the content in this theme led to 
six sub-themes that affected multimedia, which, in turn, affected the residents’ 
performance towards the items. These were clarity of the multimedia, the need for 
labelling and orientation to the multimedia, the presence of more than one condition in a 
single media, the size and length of the multimedia, the severity of the condition displayed 




6.3.1.2.1 Clarity of multimedia 
 
Most references to multimedia quality were due to clarity of the multimedia used. This 
had to do with the selected image or clip that didn’t appear to relay enough or appropriate 
information to answer the question. This was expressed by one resident through the need 
to repeat the video to try to answer the question: “So the video was that one, I repeated 
it without exaggeration five times and in the end, I answered and I wasn't sure”. Clarity of 
the media was expressed to be given in the exam setting very clearly in order to be able 
to answer the question: “Heartbeat you have to either bring the picture clear like how you 
see it in real life. Anyway, even in real life sometimes you’re asking your colleagues for 
second eye to see there is no heartbeat, to confirm that”. Another resident said: “I agree, 
not always through our clinical practice the picture becomes clear like google, but at least 
for exam wise to know the sign, and anything else I can manage”. Clarity of the image 
might play a role in how the image is perceived by the examinee: “In general, this might 
look a little bit elevated to me but does not look elevated to N, so here comes the part of 
bringing a clear image that no two would differ on that this is ST elevation”. Some 
residents gave conflicting views regarding the clarity of the same images; where some 
could see it clearly and others could not. Other residents, when viewing both formats of 
the item, felt that the image was not clear compared to the text: “Yes, and also if you've 
noticed, the ear here was not clear, in the description it wrote it clearly”. And another 
commented on the choice of media included as being bad: “I mean the problem is not the 
presence or absence of the image, the image itself is bad”. Some residents felt that the 
multimedia used were acceptable and clear and attributed clarity to computer issues: 
“Maybe the screen itself didn't serve a lot, but it was acceptable”. Some residents felt that 
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multimedia items were clearer and easier to answer: “But what was its percentage, I think 
80% or 85 % was clear, and that you are discussing on three, four.” 
6.3.1.2.2 Orientation, view, and labelling 
 
This was an important theme in multimedia quality and had to do with the spatial 
orientation of the multimedia, the organ, and space around the condition being explained. 
In addition, the cut, view of the image presented, marking and labelling directions were 
mentioned. These were all felt to be highly important to residents when interpreting 
multimedia. Viewing the image properly had to do with a) being able to manoeuvre the 
media in order to get more than one view and have a better understanding of what was 
being seen: “You have to take time; you have to manipulate; you have to take two views 
(transverse and longitudinal). Orientation was important to be able to understand what 
part of the body one was looking at. One resident explained: 
“Before I read the question, I thought it was abdominal aorta. When I read the 
question, I said ok this is something in the pelvis so I start re-thinking. Of course, 
this takes from me a lot of time. I try to find out what exactly is there here. Is that 
intrauterine or this is out? Where is the probe exactly, where is he directing the 
probe?” 
 
Labelling was viewed by residents as important to have a better understanding of what 
they were looking at. This would save time in orienting themselves to the image. One 
resident even commented that it would be fairer to the juniors “If this image, for instance, 
had an area, they mark the area, maybe it would be more fair for juniors”. Sometimes the 
image was too close or the video too short and confused the resident: “Wait a sec but I 
mean it took me a while to realize what we are looking because it's too zoomed in. In my 
mind, I thought that it's an omphalocele or something. Why don't they write for us 
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labelling? I don't know coronal or sagittal view of the pelvis for example, because if you 
are not an expert in the ultrasound you might not realize what the clip is. It’s too short for 
you to realize in a way”. 
Residents commented on that they wanted to be able to manipulate the image brightness, 
size, and cut too as done in the clinical setting to be able to have a more complete view 
of the lesion or condition: “I'm talking about images as X-rays and like that, the problem 
is sometimes it need that you have to adjust the brightness, like the CT for example, you 
have to adjust the brightness, you have to adjust. You see it from a different angle from 
different sizes and like that”. Another said: “And zoom out zoom in. You play with the 
resolution make it high, low”. 
6.3.1.2.3 More than one condition or factor 
 
This implies to the multimedia not purely containing one condition in the clinical 
presentation. For example, one of the cases was a child presenting with a foreign body 
in the nose, but also had an area of acne and redness on his face. Although the redness 
had no relation to the scenario it did distract some residents from answering the item. 
“See you can say it is allergic rhinitis from the options because there is some rash”. 
Another case was a patient that had a skin manifestation of zoster that was on the 
trigeminal nerve distribution but also had crusting, which was another infection 
superimposed on it. This confused some residents of all levels. “This is very misleading. 
There is crust, honey crust appearance, and superinfection, and maybe she has 
superinfection in reality, but he wants you to answer the herpes zoster, with the picture 




“The distribution is with the nerve herpes zoster, but I mean when you see the 
question, the text will answer herpes zoster without thinking. But when I see the 
picture I will get mixed up. I will say maybe he meant the superinfection of the 
impetigo, or” 
 
6.3.1.2.4 Severity of the condition 
 
This has to do with how severe the condition appeared to the residents perceived from 
the picture to what they know about the condition. Some residents would view the 
multimedia and feel that the condition is benign or not severe enough to what the item 
writer intended. This was compared to the description in the text format and in some 
items, it demonstrated that the image did not fit the description intended for the scenario. 
“But the text doesn't give you an idea of how sever is … he didn't show you the severity 
of the image” or “It looks more benign”. 
6.3.1.2.5 Length and size of multimedia 
 
This was more related to the technical aspect of the multimedia; the length and duration 
of the clip that was used in the video, as well as the size of the image or video that was 
being viewed. Residents felt that some video clips were too short or too quick to be able 
to grasp and understand what was going on in the presentation and, therefore, didn’t 
allow them to have a proper view from the first play. “But it was about 20 seconds or 30 
seconds, the video It was something like that” or saying that the image was too fast “See 
how it is transforming between the layers very fast”. One senior resident expressed the 





Residents expressed their need to review and repeat the videos because the duration 
was too short for them to diagnose the clinical presentation presented: “By the time you 
do this it’s over, you go back and repeat and that's it”. And one resident felt that the 
looping of the video distracted him: “The duration of the videos I had a problem with it, 
some of them were two seconds or three the ultrasound. It is going for three seconds and 
you know it or you don't know it and it is repeating, repeating, repeating”. While another 
resident felt that the looping was fine and not distracting: “If it was to do with the looping, 
I think like this is ok”. 
The size of the multimedia also played a role in the clarity of the questions. Residents felt 
that some of the MM was not large enough for their viewing and they had to concentrate, 
repeat or take longer to view the media: “It was short yes and for me to be honest, it 
wasn't big, the picture was, I mean I can enlarge it but the picture itself for the ultrasound. 
That’s to say I had to highly concentrate”. Even though the function of enlargement was 
enabled in the exam, some residents felt that some images were still not clear. This was 
also reflected in the survey results when some residents felt that the use of enlargement 
was not useful (Figure 6.14). One resident commented: “If you enlarge it, it becomes not 
that clear, yes it was some of them”. And another one commented on the quality of 
enlargement: “When you do zoom on the image, the quality is very, very bad”. One 
comment was that “The images were too zoomed when enlarged and too far when in the 
normal window". Other residents preferred to keep the image small as it seemed to be 
clearer that way than when it was enlarged: “I used to return it back small and I would try 
to get closer and get a better look at it”. For some, the enlarge function seemed to enlarge 
the frame of the media but not the image or video itself: “Yes but it didn't enlarge. The 
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video didn’t enlarge.” Other residents didn’t comment and felt that the multimedia was 
good enough as originally displayed even though it didn’t enlarge. “To be honest I didn't 
try to zoom it more than how it was put”. 
6.3.1.2.6 Measurement tool 
 
The last sub-theme in MM quality relates to comments regarding comparisons to the 
normal clinical sign or the presence of a ruler marks that would help measure certain 
abnormalities. Residents felt that including these within the X-ray image as done in 
practice would have helped them answer and made the diagnosis more obvious: “If you 
give measurement maybe I'll know”. In addition, residents felt that the ECG paper should 
be clearly viewed when enlarged to be able to count the small square units on the ECG 
graph. This is to measure the height (amplitude), as well as the width (breadth) of the 
waves. “In practice when we have a doubt, we bring the paper and see one square, two 
squares. But on the screen, we can't do that”. When asked, some residents gave the 
opposite opinions and felt that the image was clear enough to answer and there was no 
need for any measurement tool to be included. 
6.3.1.3 Issues related to CBT administration 
 
The third theme that seemed to be emerging from the discussions were issues related to 
the CBT. This accounted for 13% of their statements that were extracted. Issues with CBT 







Most residents commented on the importance of having a protected break time during 
their three-hour examination. Breaks were needed for using the bathroom, as well as for 
having a rest from the examination. Residents felt anxious and unfair that there was no 
way to pause the exam time to go and use the bathroom. Bathroom breaks were 
necessary during examinations because of stress and the amount of coffee they had 
consumed early in the morning. Comments were: “All of us need to go to the toilet. I mean 
I'm sorry stress we have to go”; “I needed to go to the bathroom, but I discovered that the 
time was running. I mean this is unfair.” And “The break from my own time, I mean I go 
to the exam after a few cups of coffee, I have to take a break”. In addition, residents 
expressed that they needed a break to do whatever they wanted during the examination 
period, to have their own space, have refreshment, and relax a bit. “Give me space, 15 
minutes I can go and drink water, I breathe a bit, stretch.” Residents also commented on 
the issue of refreshments and having the need to drink or snack on something. Because 
the examination was in computer labs, residents were not allowed to have food or drinks 
inside. This bothered them as some felt thirsty and others felt stressed and wanted to 
have a drink of water “I wanted to moisten my throat because I was stressed”. 
6.3.1.3.2 Environment 
 
Regarding the environment, residents commented on the seating, the heat of the room, 
and venue. One resident had felt that the room was hot while others felt that it was cold 
and some felt it was good. This was reflected in the questionnaire (Figure 6.17) where 
there were opinions of disagreements of the room temperature being comfortable and 
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were expressed in the focus group as stated: “The hall was very hot, I was getting vagal 
in the exam from the heat” or “The room was a bit cold”. Residents were happy with the 
noise-cancelling headsets that made them concentrate and not hear background noises 
“The nicest thing is the headset, for me this was the best thing”. Another resident felt that 
even though the headset was available, he was easily distracted: “Even though, no, 
coughing, I was distracted”. One resident didn’t feel comfortable using the head seat 
because of his glasses, others did not use it and some pointed out that this was not 
available to them in the Eastern Region. 
Regarding seating tables, residents felt that they had their privacy during examination, 
and females felt comfortable sitting in the same room as their male colleagues: “Anyways 
you don't even know who is surrounding you” and for females “If the female wants privacy 
she wants to take off her niqab (face cover) or something its ok”. The idea that all 
residents were present in one room brought comfort to them. They were sure that they all 
received the same treatment, supervision and information as commented by them: “Leave 
us all in the same area, the same information will be said, the same description”. 
Regarding registration, some residents felt that the registration process was complicated 
and made them feel uneasy before the exam. They felt that they just wanted to go in and 
start the test as one resident put it: 
“The way of registration it was I don't know that you come and take the ID card and 
register and then go back and sit in the rest area and then come back again. I 
mean it's a bit complicated, it’s not easy just come in and that's it. I mean the idea 
is that you are coming you want to go into the exam and that’s it. that's.. its stress 
under stress and like that, I want to go into the exam I don't want to sit another 
place and get distracted like that. I mean one is already psychologically doesn't 
want to”. 
Regarding supervision, only one resident commented on the proctors being a source of 
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distraction during the examination: “Those who were supervising us were distracting us 
honestly; I mean the going and coming”.  
6.3.1.3.3 Computer issues 
 
There were both positive and negative comments towards the use of computers as a 
mode of exam conduction. Most residents felt comfortable and enjoyed the features and 
functions of the computer examination. This was also reflected in the questionnaire 
(Figure 6.16). Residents liked the feature of marking items that needed reviewing. This 
was also favoured in the questionnaire (Figure 6.16). But residents did comment that they 
were not able to use it fully due to time constraints: “I mean there was a nice feature which 
was re-mark, and I will go back to it, but you didn't give me any time”. In addition, the 
feature of highlight helped them highlight key features in the scenario and helped one 
resident to highlight what was important in long scenarios: “I highlight because it's long. 
So, I highlight the symptoms for instance or the age the things that I feel made a difference 
to the answer” and because they were used to it in paper examination as a test strategy: 
“Because, usually in paper I underline the things that I don't want to miss, I know that this 
is a clue that I don't want to forget about so I used to highlight it. There are things he 
writes on the basis to deviate you from this that's it to rule out certain diagnosis”. 
There was one feature where most residents expressed on the survey as being 
distracting, which was the scrolling function (Figure 6.16). However, during the focus 
group, only a few commented on it saying that it was good and wasn’t an issue. Of the 
comments regarding scrolling were: “It was clear from below, it was written scroll down I 
go down” or “You don't want to miss the image, this is the concern that some people might 
not realize that there is a scroll down option”. However, not all residents shared the same 
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view about the exam features. Some felt uncomfortable using them, or felt they were too 
complicated or there was no time to spare using them during the examination as 
expressed “In the computer, highlight it takes a bit of time”; “We all wanted to, we just 
want to finish the exam and that's it nobody wants to think of trying something else”, and 
“it was complicated”. Most residents had an exam with no technical problems, with only 
a few complaining about technical issues they had faced during their examination. These 
are probably the few that have answered yes to the technical question in the questionnaire 
(Figure 6.18). A few residents had their video play automatically without them starting it 
and it confused them when reading the question and distracted them from how they 
wanted to approach the item. One resident explained: 
“When I put next, the video automatically starts, so it was distracting that I read 
the question so I start to be in a daze, I mean I'm assuming. I start guessing what 
is the question before I even read the question” 
 
Another resident expressed the same view saying: “The video works automatically, so to 
me, to be honest, I would get preoccupied. I don't read the questions. I'm assuming what 
is the question from the picture.” 
6.3.1.3.4 Proportion and Number of Items 
 
Lastly, residents commented on the number of items in the exam that exhausted them 
and related to why they needed a break in their examinations. Residents seemed to agree 
that when they reached 50-70 questions, they felt tired and started to lose concentration: 
“Especially in the exam situation, the deflates starts after 50 questions you can't 
concentrate well”; “I mean I reach question for instance 60 or 70 that's it. I start to, even 




6.3.1.4 Characteristics of multimedia 
 
This is the fourth theme that highlights the properties and characteristics of multimedia 
items as expressed by the residents. It comprised 11% of the statements and contained 
six sub-themes: clinically oriented, visually oriented, acts as supplementary material, 
provides unanticipated information, relays enough information, and stimulates cognitive 
thinking. 
6.3.1.4.1 Clinically and visually oriented 
 
Residents highly expressed that multimedia items were clinically oriented and they 
preferred these types of questions; as it reflected what they did in practice on a daily basis 
“The exam, in general, was clinical, I mean honestly there isn't the system go read the 
book and come, no, it was clinical” and “I mean, I see it as if it's a case coming to the 
hospital. It’s not just the memorizing what's in the book and you come”. A few residents 
commented that it makes for a good clinician in practice to know how to answer these 
questions. One resident said: “This makes you good physician, to judge your physician is 
good or not where you will graduate physician, have your patient safe”. It also helped one 
resident to not miss information as in text format: “The text you cannot imagine by it. You 
cannot get justification for the picture. But this this is clinical. I see it like this they come 
to you like this you say its classical textbook; but here (text) you cannot, sometimes you 
don't read the question properly, you’re in a hurry you don't register it from the history”. 
Another resident pointed out that using multimedia goes more with clinical scenarios “It 
will be more in context with the clinical scenario”. 
Another characteristic that was noticed was that multimedia items were visually oriented 
and were based on what residents did in their practice “see cases and read reports”. 
323 
 
Residents expressed that they were used to seeing the cases rather than remembering 
them some of what was said: “I think that because our speciality is visually oriented”; 
“Maybe we are used to the ECG picture” and “Because this is what we practice, this is 
what we see”. One resident said that getting an ECG in the test took longer to answer 
because they were used to seeing it: “When he gives us text, describes in it the ECG, we 
need time to imagine because most of the ECG is about visual learning”. 
6.3.1.4.2 Acts as a supplementary material 
 
Multimedia items, as noted by some residents, don’t always relay all the information; 
instead, they act as a supplement or hint to the rest of the information in the items. One 
resident said: “It doesn't become spot diagnosis for the picture itself, I mean there is 
description for the case, you don't depend a complete dependence on it. Why? because 
sometimes the picture is not the only thing that you need.” 
6.3.1.4.3 Provides unanticipated information and relays enough information 
 
It was noticed that multimedia items provided unanticipated or additional information that 
would otherwise be absent in the text format. However, in MM, it would aid in answering 
the question. This extra information would be related to the background of the image or 
surroundings that would normally not be described in the text version of the scenario 
probably due to its irrelevancy to the case. For example, one resident commented: “Here 
the ear was covered with the hair”. The absence of signs in the image aided in excluding 
diagnosis that text couldn’t do: “So from the history you will know it’s either A or C. The 




Multimedia helped in directing thought process in one direction as one resident puts it: “It 
just direct you to one place maybe I wasn't thinking about it but it actually directs me to 
one way”. It also provided the course of a disease that might not be included in the 
description: “V-S: The picture added that the rash started in the lower leg and then spread 
upward The idea is the pattern of the rash where does it start where does it end and the 
way it looks. Because in the picture it's true that it didn't say where it started and how, but 
the description of the rash was there, and it wasn't there in the text”. MM also provided 
missing information that was not thought of when writing the item: “Keeping in mind that 
this is from the text he didn't say this is flexors or extensors”; “I don't sit and imagine the 
lead, ok how much is the elevation, minor elevation, high elevation.” 
In addition, for providing unanticipated information, it also has the capability to provide 
enough information to answer the question or to make the diagnosis quickly when chosen 
properly. Some residents described it as recall: “I mean if for example, he got a video 
something you have to recall it, but you know the video this shape, and you saw the same 
video, we'll answer the question directly” and “You are recalling an image of 
pneumothorax that you know already”. Another resident said: “Yes when you see the X-
ray, it tells you someone comes to you with shortness of breath”. Sometimes, the 
multimedia was so clear, it acted as a cue and the question didn’t need reading: “Anyways 
I am not going to read the question”, or an indicator “This is spot diagnosis the picture I 
mean”. It also gave clarification to doubts: “It will resolve the debate”. 
6.3.1.4.4 Stimulate cognitive function 
 
Residents commented that MM items challenged their thinking and made them think of 
more differentials: “Put more differential diagnosis” and “So it makes you use this; I mean 
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cognitive thinking”. As expressed by one resident: 
“Like for example, rash when he writes it as description, I will answer it term we 
know it and write it. But when you bring a picture of a rash, despite that we hate 
rash ok, I will sit and think is it this one or this one or this one. This is going to test 
me as I know it or I don't know it” 
 
One resident said that it makes him use analysis but may also make him miss information: 
“I'm analysing the image more, but at the same time, it increases the risk that I miss 
something”. Other comments by residents were related to mental feelings: “There is 
clinical, I mean challenging”; “It’s amazing because it tests something”. Comments were 
also related that to answer the question, the basic thing one needs was knowledge: “I 
mean the image depend on who knows what is it. I mean knowledge” and interpretation 
skills “The one who doesn't know how to read the X-ray he will not guess it”. One resident 
commented that it serves as a teaching method: “It’s what measures for us the real level 
of us and it’s really beneficial for us and its' what teaches us” 
6.3.1.5 Time 
 
From the survey response (Figure 6.12), it was apparent that time was an issue for 
residents as 27% of the residents said that time wasn’t enough. Time is the fifth theme, 
and although it accounts for 10% of the statements, it was almost always the first thing 
mentioned by most residents in all focus groups and was strongly voiced as one resident 
said: “Of course the time, everyone talked about it, which is something, I mean, has to be 
addressed”. Residents had said that time felt short and that although they had time to 
complete the exam, there was no time to review it. Time was expressed by residents in 
different ways. Some said that there wasn’t enough time to review the items: “Maybe 
sometimes you have enough time to finish the exam but maybe there are things you have, 
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you put a mark on it you want to come back to it, you don't have enough time.” Others 
said that there was just enough time to complete the exam: “The last questions and the 
screen turned off”; “There was 20 seconds left”. Two residents felt rushed: “I used to feel 
that I am in a race honestly with time”; “For me it was, click, click, click quickly let me finish 
I mean catch whatever you can”. One commented that even if there was time, they 
wouldn’t have energy to review: “Even if I finish early, exhausted to review because 
mentally exhausted I just finish I can't review anymore”. Some resident felt that time was 
good.  
Time was also expressed as being wasted by irrelevant information or MM or being saved 
because of cues and clear MM. Wasted time was due to difficult items: “I know I will not 
answer it I don't want to waste time and I go to the one after it”; irrelevant MM: “It takes 
time from me for nothing”; preoccupied if the item was marked or not: “Put for me the next 
10 questions it will be for study”; interpreting MM: “You will waste time”; interpreting 
results: “If he wrote all normal and he's wasting my time”; reading long questions: “The 
question look how long it is, and the diagnosis is from the picture” and as mentioned, 
orienting to the MM. 
Comments related to saving time were mostly related to MM being clearer than text: 
“When I saw it, immediately I diagnose it”; “The time for me to imagine these two and a 
half lines the picture was faster” and “The picture is easier and even the time”. Others felt 
the opposite that text gave them more time: “I mean, I get the description maybe I'll have 
five minutes left”. Extra time was felt needed for MM items mostly for two reasons: a) to 
repeat and look again at the MM: “It's clear, but it took time for me to repeat” or “And 
repeat and look at is there bleed or no bleed”, and b) to familiarize, and analyse the MM: 
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“You need time to interpret them to answer”, “It takes time, this is chest this is abdomen" 
and “You are not holding the probe and you know the orientation, for example in the 
picture or the.. this is the issue; I mean these questions needs more time”. 
6.3.1.6 Difficulty of Item 
 
Difficulty is the sixth theme and accounted for 5% of comments. Most difficulty comments 
were either because of different levels of training, where items would be more difficult for 
juniors than seniors: “But R2 and R3 we are alike”, “Because of the level” or blueprint 
content not expected for juniors: “Do you think the R1 will read the spiral fracture”. 
Knowledge background played a role in perceiving the item as easy or difficult: “I'm telling 
you if it comes to me in R1, I will say this is milk, I don't know except Candida”. With more 
knowledge, more differentials are available and the item will differ between levels: “With 
increasing knowledge you get more options in your list”. Items will also differ with 
experience, as one resident said: “The experience refines the information that you have”. 
The other factor that some commented on was the order of the items in terms of difficulty 
level. Some residents liked to start with easy questions then have the items escalate in 
difficulty as one described it: “It gives you a bit of shake to the mind” and it boosts 
confidence “But when you put the question you gain confidence”. Others preferred to have 
the difficult items first because, at the end of the exam, they lacked energy: “Let it be the 
first thing difficult”; “By the time you get the difficult, you don't have any more energy”. 
Some preferred having easy items at the end because of less time and energy as one 
commented: “The last 30 questions I answered it may be in 30 minutes”. One resident 
didn’t agree on having difficult items all at once as it will affect the rest of his performance; 
he put it: “That's why I messed up the rest”. A few comments related to item difficulty was 
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due to the complexity of the item, with some favouring this: “You want a level of 
sophistication, the picture”. The extra level of thinking between formats renders the level 
of the item as one resident explained”: 
“In the written part he gave me half of the answer in the other (MM) no he didn't 
give me half of the answer, this is an extra level”  
 
6.3.1.7 Miscellaneous  
 
The final theme that accounted for 11% was composed of various factors related to 
learning preference, personality characteristics, and test-taking strategies. Some 
residents perceived the item differently because of their style as one resident said: “It 
depends on the person’s nature if he's an, auditory person or visual”. Residents who were 
aware of their style knew which item format they preferred: “I know myself I'm visual” and 
“I lean toward the text”. A few commented that the item will be perceived differently 
according to the person’s personality as one said: “It also depends on the personality” 
and another commented “different personalities”. 
Other residents noted that certain questions should be presented using MM, such as 
ultrasounds: “I'm still with the images, except in GYNE Ultrasounds”, echocardiography 
“ECHO-abnormal wall motion, this you need a video”, rashes: “Even rash, it’s better to 
come as a picture” and ECGs: “I think any ECG question has to be ECG”. 
Regarding item bias, almost all comments were related to one of the items used regarding 
a transmitted disease. Some residents felt that the mention of a country was inappropriate 
and stereotyping it. Comments were “My objection on it is for stereotyping”; “Don't 
stigmatize the geographic”. However, these comments were mentioned by a few. The 
rest of the residents felt it important to know the geographic distribution and 
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socioeconomic status of certain diseases. 
Lastly, regarding ethical comments, some residents voiced that they didn’t like taking the 
unmarked items during their examinations and that the blueprint had changed. Some felt 
that they weren’t informed and others felt that they received the information late. On 
elaborating with the residents, the problem was highlighted due to miscommunication, as 
there was a change in the EM admins responsible for informing residents, and the newly 



















6.4 Validity and validity framework 
 
In this section, the results of using the framework for the purpose of this research are 
covered. The aim of using the validity framework was to follow a systematic approach to 
conduct and collect information and evidence throughout the whole process of the 
research study and use these evidence as support or threat for data interpretation to be 
able to make a sound and valid judgment of the results (159). Here, the evidence of 
validity focuses on the trustworthiness of the decision that is made based on the 
judgments on scores and results collected from an assessment procedure in a specific 
context (37). When going through the process of validity, the aim is not to conclude that 
the test is valid. Rather, it is to state as certainly as possible to what degree of validity 
does the test presume to have (153). Analysis in this section is through a narrative report 
going step by step what seemed to work in the framework and what didn’t. This involves 
providing examples of what was done throughout the process as providing evidence, as 
well as threats that were faced during this research and providing solutions and 
explanations when appropriate. 
6.4.1 General overview of frameworks 
 
In assessment, depending on the literature and framework one chooses to follow, there 
are always at least three links in the chain of inferences that are needed in order to be 
able to interpret a score (67): 
• Evaluating (scoring) the observed performance or (construct demonstrated)—
deciding if it’s good, poor, or somewhat in between 
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• Generalization of results from observed performance (construct) to other tests that are 
similarly designed, but not identical. 
• Extrapolation of exam results from the context of assessment (e.g., simulation) to 
expected performance in actual practice  
 
To demonstrate the three points above, with this research Figure 6.20 depicts this 
complicated process. If the purpose of the test is to identify the examinee’s ability to make 
appropriate decisions for patient care (using higher-cognitive skills) in the speciality of 
Emergency medicine in a written examination; therefore, MM -MCQs were constructed, 
written, and reviewed well for this purpose, according to well-developed test content, 
according to item writing instructions, with questions that contained stems describing 
clinical situations that required examinees to indicate the next step in patient care. For 
checkpoints 1, the evaluation link for score interpretation should be very strong and 
straightforward. Because of the relatively appropriate number of the MCQs, the scores 
are most likely to be reproducible (point 2) (i.e., they will relate to scores of similar 
examinations covering the same EM content with different items). Point 3 – extrapolation 
- usually tends to be the most difficult link and the weakest link of MCQ score 
interpretation. This is most plausible when the observed performance on the MCQs are 
very similar to the real performance in context (in the ED), which is not the case here, as 
performance patterns on written examinations (cognitive abilities) are not reflected in the 
performance pattern in the clinical situation (clinical abilities). In fact, it might be the 
opposite. Performing well on MCQs does not equal to performing well in the clinical 
setting. However, it can be said that if the test was constructed systematically well and 
contained items that are highly relevant and in a way that tests higher cognitive abilities, 
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then it may be plausible that poor-performing examinees (with low scores) will tend to not be able to provide safe practice 
and won’t be able to demonstrate patient care in the actual setting. However, this cannot be said for examinees that got 











Figure 6.20: General overview of validity frameworks 
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 6.4.2 Cambridge Framework  
 
The framework was evaluated on how it demonstrated what is needed in a testing process 
(e.g., evidence, methods), who is expected to use it (i.e., who is responsible in each step), 
how to apply it successfully (i.e., clarity of classification and categories, ease of use, 
acceptability and value by users), and whether its applicability locally is as effective as its 
applicability internationally. The focus was on the first three inferences as the last two, as 
explained before, were not applicable in this research. Interpretations are also based on 
the proposed methods in the framework presented in Appendix 18. The framework 
conceptualises validity and helps determine the appropriate level and type of validity 
evidence needed for assessment. In many ways, it mirrors the framework of the APA 
(Downing SM 2003) that also has five headings; content representation, response 
process, internal structure, relationship to other variables, and consequences, as 
demonstrated in Appendix 7. 
The display of the Cambridge framework in a table rather than text as other frameworks 
made it easier to comprehend and understand the concept. Identifying the i 
interpretive and validity argument clarified what was described in Kane’s framework. The 
presentation of questions and related methods made the framework more operational and 
accessible to apply. However, the proposed structure of the framework intended to be 
easy to understand and avoid technical language. This was not felt when dealing with the 
framework. The language and wording of the questions like most validity frameworks took 
quite some time to understand. And even till the end of the research, there was still some 
vagueness that seemed to be unclear. For example, the use of the word elicits in the 
questions made it vague and not easy to understand. Another example, in the warrant 
334 
 
section ‘scores reflect the quality of performances’ and its related question ‘are scores 
dependable measures of the intended construct?’ seem to be quite complex and heavy 
with information that is not relayed. The language and choices of words that carry heavy 
meanings would not be easy for someone outside this filed to comprehend. The 
researcher needed to explore other frameworks (Standard (155), Downing (164),(168)) 
for more details to understand the language used and compiled here. For novices in 
assessment and validity concepts, this framework is not easily understood. In fact, further 
reading and search of other frameworks and guidelines were needed in order to 
understand this one. 
The framework claims that it can be used in high-stakes examinations. However, the 
display of the framework seemed to be confusing in some areas, particularly relating to 
content and the item development process as presented in Table 6.40. In the scoring 
inference methods again, the use of terms such as board documents and number of 
markers are uncommon terms in the researcher’s country (Saudi Arabia), as well as in 
the assessment literature. In addition, the first impression when reading scoring would 
be statistical analysis and item analysis in addition to reliability to be included in this 
section. It was confusing to see that the methods used in this section were only related 
to reliability of score results and methods of scoring, as well as classifying grades. 
Examples of statements are present in Table 6.40 The title of generalization inference, 
was misleading to the researcher, as the title implied like other frameworks the 
generalization from a test taker's observed score to an estimate of the test taker's 
universe score. However, in here it implies to the blueprint and if the task adequately 
reflects what is important in the syllabus. In addition, differences between methods in 
335 
 
generalization and construct representation seemed to be overlapping or unclear.  
Table 6.40: Comments on Cambridge framework with examples 
Inference  
 




Using general terms, such as examiner reports, in statements such 
as ‘Review examiner reports for insights into how the questions 
were answered by candidates’. Does this indicate IA report or a report 
written by the examiner? In which case it’s not applicable in MCQ 
examinations. 
 
Item analysis seems to focus mostly on IRT methods and gave the 
impression that if CTT was used that the validity evidence for the 
results was incorrect. 
 
Methods cover linking item to exam objective and cognitive level but 
no further reference here on the blueprint review, who and how 
should carry it out, who should write the items, and if any 
qualifications are needed. Reference to identify subtopics are 
mentioned in the generalization section 
 
Scoring Statement used in the framework ‘Review exam board documents on 
marking and scoring procedures’ does this refer to policies and 
procedures and if so, what are examples used. In addition, what does 
review imply? To make changes or to follow it even if not updated.  
 
Generalization  The statement here was ‘Ask appropriate examiners/experts to rate 
for each exam question the cognitive demands rewarded by each 
question, as reflected by the mark scheme’. Statement in construct 
representation is ‘Ask appropriate examiners/experts to rate the 
extent to which each question places certain types of cognitive 
demands on students.’ In the first statement is rating the cognition 
for each item based on IA? If so, is this for classifying the item? Or 




Although covered by other frameworks and guidelines, this framework did not help in 
understanding the differences in test-taking strategies, behaviours, cultural references, 
linguistic references, or native expressions. These are all threats (alternate explanation) 
to validity arguments and are important to identify. The analysis of the research was 
mapped against the Cambridge framework and is presented in Table 6.41, and the 
following chapter discusses these results. 
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Table 6.41: Mapping research against the Cambridge framework for validity evidence 
Points Step in Cambridge 
Framework  
Strengths  Weaknesses (Threats) Measures Taken 
Purpose of the 
test  
Not specified clearly 
may be construct 
representation  
Defined and identified using the K1, 
K2 taxonomy and considering the 
CLT. 
Abstract concept of cognition that 
one can never be sure of  
Follow guidelines and 




and use of test 
score 
Not specified clearly 
may be construct 
representation 
Intended interpretation was for test 
score use and was described 
No other test formats were used, 
no criterion reference to relate to  
One can compare 
results with other similar 
tests for convergence 
and dissimilar tests 




Not specified may 
be scoring, as a 
standardization 
method for the item 
writer  
SMEs were content experts in the 
field guided by assessment experts 
during the whole process. SMEs 
were trained and selected  
IW may have been distracted with 
some tasks or during Hajj and 
Ramadan 
Items were reviewed 




Scoring  Cut-score set, from a group of 
speciality experts, after item review. 
Cut scores are clearly documented.  
Pre-determined fixed cut scores 
are the organisation’s policy. Didn’t 
change SS when including MM, 
didn’t consider lower mean test 
scores due to MM. 
 
Current SS that was 
applied here was norm 
referencing. This 
method is currently 
being revised to try and 
adopt criterion-
referenced (Angoff) 







Every effort was made to capture 
test interpretation. Item statistics 
criteria and ranges were developed 
pre-examination. And post-
examination was summarized and 
reviewed before reporting. Key 
validation was verified. Score 
reports were timely and distributed 
to the exam committee and 
Scores might be affected by 
extraneous factors 
 
Candidates were not immediately 
informed of their results, post-hoc 
analysis by exam committee was 
completed before candidates were 
informed of their pass/fail status. In 
addition, performance on each 
Categorised reports 




announced to residents according to 
the organisations’ pre-set rules  
category was distributed later by 
training PD according to 
organisation policy.  
Misinterpretati






Results are first reviewed by 
Assessment experts with 
recommendations to EM experts.   
Some analysis methods, such as 
IRT, DIF were not implemented. 
CTT is documented well 
in the literature to be 
used. The addition of G-
study and reliability was 
also implemented.  
 
Time of exam 
is sufficient to 
complete the 
test 
No reference in the 
framework for the 
exam process 
Time was calculated to be 1 to 1.5 
minutes per item based on work in 
the Middle East, for students whom 
English is not their native language. 
Also, based on the pilot study and 
following residents’ requests an 
additional break was included in the 
exam. Time was thought of to view 
and answer the questions so there 
would be enough time to complete 
the entire exam (165). 
Playback of videos, interpretation 
of more than one image in a single 
item wasn’t factored in as 
additional time. So, although there 
was enough time to complete the 
exam, there was not enough time 
to review it. 
 
Some items may have been 
difficult for some junior residents 
and were considered a bit 
advanced for their level of training 
at their given stage. No additional 
time was factored in for MM items. 
IA did not show a 
speeded test; almost all 
examinees completed 
the exam but didn’t have 
time to review the exam 
from discussion and 
survey. 
 
A look into factoring in 
additional time for MM 
items will lead to the 
review of the cost of 
booking additional 
testing time with the 
publishing vender must 
be weighed against the 
economy (55). 
 
Exam Setting Not specified clearly 
may be construct 
representation 
Scheduling the exam in a realistic 
formal setting (high-stake exam) 
adds to the generalizability of the 
results (54) 
 
Provides a realistic setting where 
candidates will perform on beta 
items the same way as to test items 
Possible increased level of stress 
not knowing if the item is marked or 
not, and if there is enough time to 
answer 
Orientation was given to 
residents explaining the 
new format. 
 







Not specified clearly 
may be construct 
representation 
Has many advantages over 
conventional methods and can 
include innovative item formats. 
Improves construct representation 
 
Provides more IA information to 
judge on the quality of MM in 
comparison with the text 
Unfamiliarity with CBT and 
computer functions may be a 
source of CIV 
 
Computer skills, complexity 
computer interphase, familiarity 
with navigating through its 
software, screen size, screen 
refresh rate may affect examinee 
performance, and technical 
problems (39, 47, 63, 67). 
CBT more relaxing 
allows for presenting 
different item types, 
allows for in-depth 
analysis (e.g., time 
spent on item) (39). 
Guidelines for 
developing CBT were 
taken, and technical 
support and measure 
were available. Survey 
results demonstrated a 
good experience. 
Instructions Not specified clearly 
may be construct 
representation 
Clear instructions were provided, 
presentation conducted. Provided 
orientation to residents and 
orientation before CBT, e-mails sent 
out with materials  
Unclear instructions, not all 
residents understood it or forgot 
about it (67) 
Results from the survey 
and focus group 








Developed and reviewed by content 
experts in EM field and medical 
education field. Content covered are 
important and relevant. The content 
reflected weight in the training 
curriculum  
The finalized blueprint was not 
distributed to residents except a 
couple of months before the exam 
due to the formation of a new exam 
committee that reviewed and 




Almost all residents 
were studying for the 
exam which contained 
the same BP, however, 
students changed their 
study methods  
 
Face validity 
(acceptability) of the 
exam was assessed by 
using a computerized 
questionnaire and 
Focus group feedback 
 Evidence for validity of the construct 
measured that senior residents 
should achieve higher scores (42).  
One exam for different levels may 
affect residents’ perceptions 
towards the exam 
 
 
BP was checked for 
content and difficulty 
level of items to be 
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Results showed that seniors have 
higher marks than juniors, expected 
because of knowledge.  
 
 
Item pool created reflected the 
different grade level distribution, 
one would question if the sampling 
process of the exams produce fair 
and meaningful results 
 




of the item was applied 
which was assigning a 
level to reflect that items 
were balanced. 
Item Content Construct 
representation 
Items were in clinical vignette format  
developed by content expert and 
reviewed for technical and IWF. 
The Use of items of low cognitive 
levels and violations of the item 
writing principles  
 
Irrelevant, difficult, not 
representative  
 
The use of clinical 
vignette and MM 
materials to promote 
higher cognitive levels 
and clinically oriented 
cases. Developed 
according to reviewed 
BP. 
IWF Not specified clearly 
may be construct 
representation 
Items were well-constructed and 
Items were reviewed for flaws: flaws 
related to testwiseness, flaws due to 
irrelevant difficulty, linguistic and 
Cultural bias (165)  
 
Review of items by more than one 
expert. Clarification from residents 
in the focus group. 
Poorly constructed items can bias 
test with the presence of IWF (198) 
 
Linguistic aspects may affect 
examinees to understand the item 
 
Students for whom English is not 
their native language are at a 
disadvantage as their processing 
time is already slower than that of 
their native speaking peers. (198) 
Issue of language 
seems to be overcome 
as it is introduced in 
school, and the 7 years 
of medical school are in 
English, by the time the 
student reaches 
residency he would 
have understood the 
language and has 
gotten used to the MCQ 





Not specified clearly 
may be construct 
representation 
Items are free of language and 
content that were offensive. 
Contains no elements extraneous to 
the construct, appropriate for level 
and do not contain emotional 
distress to examinee. 
One item was felt to be 
inappropriate  
Program directors and 
senior residents 
disagree and consider 
the item important to 
ensure residents know 
disease distribution  
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Multimedia  Not specified clearly 
may be construct 
representation 
Straightforward, submitted and 
reviewed by experts. Most are of 
high quality and reviewed by 
external experts for clarity and 
fairness.  
Some items may not have been of 
the highest quality (i.e., clearest) 
due to the degradation in quality 
that results from copying and 
reformatting videos, however, they 
were clear enough to answer the 
question. 
 
May accidentally cause CIV (39). 
Performance may be affected 
when irrelevant, excessive or 
additional information is presented 
e.g., irrelevant images (126). 
Select high-quality 
images and videos, from 
their original source if 
possible. Otherwise, 
reduce the amount of 
copying and 
reformatting of such 
materials (19).  
 
MM are more authentic, 





Not specified clearly 
may be construct 
representation 
Standardization of exam centres is 
equipped and checked by both 
SCFHS and testing agency to 
ensure that all testing centres are of 
the same standards. The 
environment was comfortable, 
secure, equipped with minimum 
distraction 
 
Three test centres help overcome 
bias of the overall results from a 
single test centre (109). 
Probably, between the three 
SCFHS testing centres, factors 
such as the seating arrangements, 
temperature, lighting, noise, 
presence of other candidates in the 
testing room may have varied, thus 
affecting how well candidates 
performed on the test (19).  
 
Testing centre in one region had 
another speciality testing with them 
and did not have the headset for 
sound isolation 
 
Proctors may be a source of 
distraction to examinees during 
testing (189) 
Majority of feedback 
from residents were 
mostly positive, with no 
major issues. IA showed 
no differences across 
regions. Standardization 
measures were taken 
for testing conditions 
and settings (165). Test 
sites took into 
consideration the 
comfort, space, privacy, 
lighting and environment 
that is free from 
distractions. Timing of 
test administration was 
comparable across 
sites. Proctors were 
trained and Security 
measures and 
procedures were taken 




Reliability  Generalization Methods for selecting and 
synthesizing data from different 
sources (triangulation) and deciding 
when to stop (saturation) will inform 
the generalization inference for 
qualitative data (157). 
Increased number of items and 
testing time 
Sampling techniques, sample size 
and non-randomization of 
participants weakens 
generalization to participants, 
context and situation that are not 
similar. (visual speciality, more 
than one level in one exam) 
Reliability statistics: 
internal consistency, 




The previous table demonstrated both the sources of validity evidence (strength) and possible sources of CIV (threats) that 
were faced during the test development process, as well as ways to overcome them. These are the columns of the second 
part of the Cambridge framework that represent the validity argument that was presented in Figure 5.7. To evaluate the 
validity of intended test score interpretations and uses and test psychometric quality, evidences must be explained and 
reported. Based on the qualitative data presented in Table 6.41 and the justification for each step, it can be concluded that 
the sources of the validity evidence gathered for this research are valid and interpretation made from the test results are 
trustworthy. To clarify the gathered sources, Table 6.42 generally outlines these sources against three frameworks: the 12-
test development framework, the Cambridge framework, and Downing’s framework based on the APA standards. The first 
column outlines the 12 components of an effective test development framework, the second column explains what evidence 
recommended by the framework was gathered during this research’s test process, and the last two columns outline whether 




Table 6.42 Mapping sources of validity evidence gathered to the effective test development process, Cambridge and Downing’s 
frameworks  
Validity Framework (Sources of Validity Evidence) 




Detailed plan for the test was explained  
 
Was not 
mentioned or not 
clearly stated  
 
 
Covered in the 
APA Standards  
Research phase was outlined and explained 
Item writing process was explained 





The domain and construct to be measured was defined and a clear statement of 

















Form template, item format, ordering and section was provided Not clearly stated Test Content 
Test content, length and time allowed for testing was described Construct 
representation 
Test Content 
Score reporting, psychometric properties was shown Construct 
representation 
Response Process 
Internal Structure  
Directions for administrators, test takers and any other materials was clarified Not stated APA Standards 
Evidence from test results relating to the construct was explained Generalization Relationship to 
other variables 
CBT specifications (hardware and software requirements) were described Not stated APA Standards 
 
Item Development 





Test Content  
Response Process 




Items were written, reviewed and tested Process for item development, review 
and selection was illustrated and explained. 
Not clearly stated Test Content 
Expert judges training through workshops was given Not clearly stated APA Standards 
Procedure for pilot testing was conducted and explained Not clearly stated Test Content 
APA Standards 
Item model (CTT) and item analysis was used and explained. Construct 
representation 
Internal Structure 






Test Design and 
Assembly 





Response Process  
Internal Structure. 
Issues related to test content; format was attended to. Not clearly stated Test Content 
Internal Structure 
Procedures and steps taken were reported during test design, development and 






Procedures and steps taken were reported during test design, development and 
scoring to provide evidence of validity, reliability and fairness. 
Scoring and 
Generalization 











Threats to validity that may arise during administration were identified and 
avoided. 
Not clearly stated Response Process 
Explanation, materials, sample questions and research purposes were prepared 
to test takers prior to their examination. 
Not clearly stated Response Process  
 
Documentation for test administration was explained to allow others to replicate 
the condition. 
Not stated APA Standards 
Scoring Policy and procedures for scoring, scoring criteria, quality control was followed. 
 
Scoring Response Process  
Internal Structure  
 
Cut Scores 
Cut score criteria, and rationale for procedures used was described and was 
consistent with the purpose of the test. 
Scoring  Response Process  
Scores reflected the competency level of examinee Construct 
Representation 







Test score reports that were accessible and understandable were provided to the 
examination committee and residents.  







How scores were interpreted and used was presented  Construct 
Representation 
Internal Structure  




Procedures for ensuring test security during test development and administration 
was described  
Not clearly stated APA Standards 
Handling of copyright tests, material transmission, score and test confidentiality 
and data for research purposes was maintained and reported. 




Procedures and steps taken during test design, development, scoring and 
analysis were provided. 
 
All sources of the 
framework 
All sources of the 
framework 
Population, sample characteristics, material used, language and translation 
procedures were reported. 
 
Not clearly stated APA Standards 
Procedures for the administration of computerized tests and tests using 
multimedia was explained. 
Not clearly stated APA Standards 
 
As can be seen from the table, Downing’s framework based on the Standard’s framework covers all aspects of the 12-test 
development framework, although this was not a straightforward process. However, when looking at the Cambridge 
framework and comparing it to the other two in table 6.42, a number of points were not mentioned, or explicitly clear in the 
framework presentation. This demonstrates a gap in the Cambridge framework that may lead test developers to miss 
important sources of validity evidence when being used, and lack of reporting on this evidence. One important issue that 
was not clearly outlined in most of these frameworks was external factors that could be related to either culture, religion, 
natural disaster or lack of resources. Although external-related factors were not addressed within the Cambridge Validity 
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Framework for this study, the researchers did adjust processes for administering assessments by avoiding scheduling of 
examinations in the Holy month of Ramadan when all Muslims fast. Table 6.43 demonstrates further examples where the 
researcher was able to navigate and prepare for such events before the examinations.in order to minimise any effect due 
to these factors. 
Table 6.43: External issues faced that may affect test development validity 
Issues that were Faced 
During Test Development 
Possible Threats that were Faced due to 
External Factors 
How the Problem was Addressed 
 
Issues that may affect test 
security  
Cultural-factor: Identifying candidates for 
authentication because of the way they dress 
(long modest clothing or covering of the face)  
Females were taken to a private area for 
authentication, and searching for materials before 
examination. 
Sudden interruptions in the 
process and in gathering 
validity evidence 
Natural disaster factor: A communicable 
disease during winter season prevented EM 
residents from gathering for discussions, and 
prevented exam committees from meeting for 
the item writing process in a timely manner as 
they were either mobilized to other hospitals or 
the hospital was partially closed for a 
precautionary quarantine measure.  
Residents were re-scheduled and were given 
enough time to meet for discussions that suited 
them all and after the quarantine was ended and the 
environment was safe for all.  
 
Most of the item writing process started well before 
these events, and, therefore, re-scheduled 
meetings did not affect the flow of item 
development. The tests were completed, reviewed 
and delivered months before the actual testing 
schedule.  
CIV that may affect the 
performance of examinee 
Religion-factor: Fasting during the months of 
Ramadan, or various Islamic days throughout 
the year where Muslims fast occasionally may 
affect examinee performance.  
Testing dates are usually scheduled a year in 
advance where the exam committee with the 
researcher avoided the month of Ramadan and 
other days to conduct an examination. An 
appropriate date was selected for these exams. 
 
CIV that may affect the 
 
Lack of resource: experts in the field of 
The researcher’s supervisory team was formed of 
members who were medical educators working in 
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response process, internal 
structure and scoring of the 
examination and test results  
assessment in the region/country, as well as 
difficulty in finding psychometricians to aid in 







the field of assessment, as well as a 
psychometrician. In addition, the researcher 
travelled to neighbouring countries to meet with 
psychometricians and assessment expert to discuss 
issues related to test validity and psychometry. 
Furthermore, multiple workshops and conferences 
on validity, statistics, and psychometry were 
attended by the researcher to be able to understand 
and analyse the data. 
Validation of the testing 
process and the research 
process  
Lack of resource: The practice of conducting 
examinations and research studies frequently 
without following systematic guidelines to 
ensure the validity of the process and 
research. This is usually due to lack of 
knowledge or human resources to test 
developers.  
The researcher aware of the importance of validity 
in testing utilized experts in the field and based the 
research on applying multiple validity frameworks to 
ensure that the intended interpretation of test results 
was valid as demonstrated. In addition, a further 
















This concludes the results section for validity and validity frameworks. The results of the multiple sources of evidence 
gathered, the strength and weaknesses faced throughout the testing process and ways to overcome them, provide evidence 
of validity of the MM-TXT testing process. Quantitative results from pilot and test item analysis showed that multimedia 
items were more discriminating and took longer to answer than text items. Difficulty levels of both formats were similar and 
no significant differences were found. Results from the questionnaire outlined six main themes relating to multimedia items 
and issues related to CBT. Focus group thematic analysis yielded seven themes related to multimedia quality and 
characteristics, CBT, clarity and difficulty of the question, time and miscellaneous factors. The multiple results that were 
presented in this chapter are further discussed in the following chapter (Discussion), where results from both quantitative, 
as well as qualitative methods were pooled together (mixed-methods) to demonstrate the effect of multimedia on MCQ 



























The recent development in assessment procedures in Saudi Arabia led to exploring new 
methods to assess physicians in high-stakes examinations. The previous chapters 
explored the characteristics and effectiveness of multimedia by reviewing published 
literature, which was mostly stemmed in the learning environment. This research further 
compared multimedia to text-matched items using the Cambridge Validity Framework 
that was investigated. The quantitative set up of this research aimed at finding the effect 
of multimedia items on MCQs scores and item statistics in comparison with text 
questions as a means of measuring cognitive skills. While the qualitative aspect acts as 
an explanatory method for understanding the quantitative data. 
To the best of the author’s knowledge, this is the first study in Saudi Arabia that 
investigated the use of multimedia in high-stakes written examinations based on 
international guidelines and validity frameworks. 
7.2 General overview of CBT and multimedia examination 
 
CBT was viewed by most residents as a nice and comfortable experienced favoured 
over PNP exams, as demonstrated by Figure 6.16. The most appreciated expressed 
benefit of the multimedia (MM) examination was that the items reflected real-life cases 
as dealt with in practice (section 6.3.1.4.1). The MCQs used in the research stressed 
diagnostic information-gathering through reading the history, examination, and lab 
results in addition to the multimedia. Most residents preferred the MM format to their 
usual paper-based examinations, as demonstrated in Section 6.2 (Figures 6.12-6.15). 
The results coincide with previous studies (55, 80). This could be explained by the 
congruency effect, which explains that when information is encoded in a picture-based 
learning style, it is probably better retrieved in a picture-based testing setting (121). 
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Computer features personalize the experience for the test taker and offers a means of 
test strategies for examinees as expressed by the resident (use of highlights and mark 
item) to have a more comfortable and better way of answering the items and play an 
important role in the design of the examination, which is also documented in the literature 
(152, 165 p 339). 
7.2.1 Item difficulty 
 
Mean test scores for text groups (M= 75.3) were slightly higher than those of the 
multimedia group (M = 73.4) but were not significant. Although results were not 
significant, looking at the items individually, it does imply that most text items seem to 
be more direct and probably easier than multimedia questions. Both formats had a 
moderate difficulty level (Diff = 0.75,0.74), which is considered optimal for item 
discrimination. The correlation for difficulty between formats was high (r=0.81), which 
indicated that the items that were difficult in the text format were also difficult in the 
multimedia format. 
Although the same range of difficulty levels in both formats was equal, there were items 
that behaved differently between formats. For example, when a multimedia item was 
more difficult (less in mean test score) items were probably not clear and had quality 
issues as indicated by the residents (Section 6.3.1.1). This might have had an effect on 
students’ ability to identify the relevant findings and, hence, their performance (55). 
Another explanation why some multimedia items might have been perceived more 
difficult was because it was more authentic and did not give out any hints, as did the text 
version (e.g., description of an ultrasound). This goes with what residents said that text 
items gave away the answer and required no further thinking from them. In addition, in 
one of the studies comparing both formats, description of audio-clips in testing was 
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easier and gave out hints more than the audio format (20). More so, multimedia items 
were probably testing higher levels of cognition and so were perceived harder and were 
documented in the literature (45). 
On the other hand, when an item was less direct in the text format (e.g., description of 
physical examination of a cut finger) the multimedia item made it easier to understand. 
The study by Shen and Li (2010) explained that content experts for the multimedia items 
believed that when narrating a situation or movement in the text format, the information 
became less direct and that candidates could gain richer information from the multimedia 
version that demonstrated a certain level of “feel” and “look” to them (5). This was 
demonstrated by the example of tendon injury in the hand that was easier for residents 
to view in the video more than the text (Figure 5.3, Chapter 5). However, multimedia was 
more difficult when it replaced textbook terminology, therefore, explaining why 
sometimes multimedia items were perceived easier or difficult according to the students’ 
perception of it. Similar results were found in the Shen et al. study (5). 
In addition, some residents felt that although text items had the description, it required 
them to imagine the clinical situation, X-ray, or imagine the ECG report, which required 
more cognitive skills and according to cognitive load theory an additional mental process; 
therefore, making the text item more difficult (Section 3.3.7.3.2). Constructing a mental 
model from text alone requires some effort and may be subjected to misinterpretations 
and affect one’s comprehension because the text would need to be interpreted, unlike 
pictures where the mental model is directly formed (121). This is in line with 
Vorstenbosch et al’s. (2013) study where students needed to interpret text information 
translating it into images (49). It was also noted from the discussion (6.3.1.1) and 
literature, why some multimedia items were easier than text and was due to either the 
picture not being related to the content and the item could be solved without it or because 
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it was so clear that it acted as a cue and gave away the answer (121). However, 
conflicting views from other residents expressed that, when the multimedia had no 
relation to the item, it made them confused, required extra effort from them to make a 
link, and wasted their time. This was also reflected by students in another study (39). 
They also felt that some multimedia lacked labels, had they been present it would have 
made the item more helpful (39). This could be explained by the cognitive load theory, 
when redundant information is present, it has a negative effect and increases the 
cognitive load in the working memory by processing unnecessary information (124, 135, 
139). In addition, Cook (2006) explained in his article about visual representation, and 
that the use of graphics may turn out to be functionally useless to the learner, even 
though it was designed to be cognitively useful (114). This is because the learner did not 
perceive the information in the intended manner that the graph was originally designed 
for. Vague or unclear multimedia for whatever reason may lead to construct irrelevant 
variance. This has been highlighted by other studies (99, 152) and affects test result 
interpretation and validity. As commented by the residents (Chapter 6), some items were 
more difficult because the MM did not correlate with the image. The reason is that the 
image did not fit with the verbal material and mental integration; therefore, would be 
difficult. Examinees’ attention would be split between two modes of information as also 
explained in the modality principle (114) and based on the CLT, the split-attention effect 
occurs causing overload on the working memory (39, 126, 139). 
In addition, there seems to be discrepancies between what consultants perceive would 
be a difficult, medium, and easy item for residents and what residents actually performed 
on the exam. This research demonstrated that while experts had classified items to be 
difficult or not based on the content, residents had another perspective of what was 
difficult or not based on the presentation and clarity of the items given. For instance, as 
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demonstrated in Chapter 6, Table 6.21 while consultants had labelled 14 items to be of 
the most difficult level for residents only one was classified as difficult by IA of residents’ 
responses. The rest were either of medium difficulty or easy items. While by item 
analysis calculations, there were actually 14 difficult items but they were not the same 
ones that were labelled by the consultant as being difficult. From the item analysis, four 
of the items that were labelled as easy by the consultant and nine that were labelled as 
medium were actually difficult for the residents. This could be due to the items in some 
instances being very clear and unambiguous making those having the knowledge 
answering it hence, rendering the item as easy and not difficult for the resident. In 
addition, it could be that what consultants assumed to be difficult for the residents based 
on content or domain was not true for residents, as was because of how they think like 
experts. Experts have a rich knowledge base, need shorter viewing times and know 
where to best look for abnormalities through their rich knowledge base foundation (150) 
while novice learners tend to have pieces of information that are weakly connected, also 
known as fragmented knowledge (i.e., constraint to surface feature) (114). 
Overall, labelling items by cognition levels (K1 or K2) seemed to align and reflect the 
residents’ performance more with the items than the consultant’s judgment. This was 
demonstrated by the presence of no differences between difficulty index calculated by 
item analysis and item cognition level set by the reviewers (Chapter 6 Table 6.23). 
Results also showed that most but not all questions were difficult no matter what the 
format was, as shown in Table 6.16. This would reflect that the content was perceived 
with the same difficulty but the format may be testing a different element of the construct 




Furthermore, the complexity of the item (having more results, labs and multimedia) 
doesn’t necessarily indicate that the item would be more difficult. On the contrary, results 
have shown that what consultants have labelled difficult items and what reviewers have 
labelled as items having higher cognitive skills, residents perceived as easy. This does 
not indicate that there were no higher cognitive functions taking place; it just indicates 
that put all together, the items might have been so clear as presented in a real-life setting 
that whoever had the information no matter how complex or simple the item was would 
get it correct. And the opposite was true. Some items that were labelled as easy and as 
recall questions turned out to be difficult to the residents. This was mostly due to the 
multimedia being irrelevant to the question, not relating to the content or wasn’t a 
classical or exaggerated presentation as expected by the residents. 
Another explanation for the failure of visual resources can be attributed to the residents’ 
learning styles as mentioned by them (Chapter 6), as not all residents were adequately 
able to process the images equally. Depending on the item format and personality of the 
residents, items seem to be interpreted differently when taken in the multimedia or text 
format. Preferred learning style plays a role in how the items are perceived by the 
candidates. Some perceive visual media as challenging and stimulate cognitive skills 
while others see it as recalling an image from practice or a book and is considered a 
spot diagnosis with no thinking required. This was also noted by students in a study 
where using graphics, audio, video and animations helped them recall information. In 
addition, in the speciality of nursing examination with an AV format, nurses felt that the 
visuals helped them recall information and hence, they spent more time understanding 
the concept and less time trying to memorize the details (80) while others perceive the 
same for text items. Some residents perceived written descriptions of a condition as 
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challenging requiring imagination and thinking while others who preferred to read 
description found it to be as recalling information. 
Visual skills and clinical experience also play an important role in how residents 
interpreted the data from multimedia and depend on knowledge and experience as 
pointed out by the residents. Residents’ level of knowledge and expertise in the EM 
content area may have affected their performance with multimedia (38); the less prior 
knowledge one had, the more likely they were to be subjected to cognitive overload 
(114). Prior knowledge can determine how easy a learner can interpret and perceive 
visual representation in working memory (114). Therefore, visual skills varied between 
training years among residents and were reflected in their scores. This was apparent in 
test results where mean tests scores in both formats showed a statistically significant 
difference among residency levels (demonstrated in Table 6.13 Chapter 6). This was 
more apparent between R1s and R2s and R3s. This is supported by studies in 
radiological expertise where visual skills development depended on knowledge base 
and clinical experience (42). These results (seniors scoring higher than juniors) support 
the construct validity of the test items. 
In addition, individual characteristics such as prior knowledge, cognitive skills, spatial 
ability and learning style preferences affect how residents interact with the item (38, 50, 
114). In the case of ultrasound and echo items, residents found it more difficult to 
interpret the image, as well as the video than the text version. This was identified 
because of the short loop of video and not enough labelling or information given 
regarding the surrounding structures, as well as the image format was being viewed as 
a standard two-dimensional (2D) image instead of the usual three-dimensional (3D) view 
in clinical practice. In this situation, by the time the residents viewed the relevant pictures 
from the video clip the next segment re-looped, not giving them enough time for deeper 
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processing (139). This led to cognitive overload because the cognitive capacity was not 
enough to cope with the processing demands (139). This is all related to the anatomy of 
the structure, special orientation and spatial relations for example, of the uterus to other 
organs, sacs and spaces. This is important in order to be able to understand what is 
being viewed and is understandable as, during residency training, postgraduates interact 
with the patient and conduct radiological procedures that are of multiple views (54). A 
similar example was explained in the speciality of anatomy where viewing the carpal 
bones was in the anterior and posterior view in the atlas while in the multiple views in 
the dissection lab (147). 
There were no differences in test scores by gender or region between residents. This 
indicated that both genders and all regions were receiving the appropriate level of 
training that was set by SCFHS training programs. There were differences between level 
of residents in mean test scores. This was expected and should be the case as the 
higher the residency training, the more knowledge the residents would have and the 
higher mean test scores were expected. This also provides strength to validity evidence. 
7.2.2 Discrimination, point biserial and reliability  
 
Multimedia questions were significantly more discriminating than their text-matched 
questions (p =.03), Table 6.16. Furthermore, discrimination was higher in the multimedia 
items particularly in the medium/difficult group; however, it was not significant. This was 
also seen in the cross-tabulation results in Table 6.29 where results showed that the 
majority of items in the text format were of the recall/understanding type (K2-C) and 
those of the multimedia items were of the higher cognitive levels (K2-A/B). This also 
reflected in the consultants’ judgment regarding what residents would perceive as being 
difficult. The text format had almost equal distribution of easy and medium/difficult items 
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based on the consultants’ labelling, while the multimedia format contained mainly of 
medium/difficult items as displayed in Table 6.30. In addition, residents perceived that 
the exam required them to do more than recall facts as reflected in the survey results 
(Figures 6.12-6.15). There were two studies that did not have similar results, regarding 
images having no uniform effect on item discrimination (54, 55). The reasons for this 
remain unexplained (54).  
From the residents’ feedback, the discrimination of the items seemed to vary according 
to the question and its content, in addition to the various factors that they have outlined. 
This goes with the weak correlation that was found between the discriminating index for 
both groups (r=0.23) in Figure 6.9. Sometimes, items were more discriminating in the 
text format and other times it was more discriminating in the multimedia format. This 
could be due to the nature of the visual data that may have an effect on mean test scores 
and, hence, item difficulty and discrimination. Hunt noted that students’ performance in 
different areas varied when categorising items according to visual types. Items 
containing chest radiographs that required interpretation had higher discriminating levels 
while items that displayed fracture images, were more difficult and had no improvement 
in their discrimination indexes (55). 
The point biserial was also higher for the multimedia group than the text with a borderline 
significance. This is expected with a higher discrimination for the multimedia group. The 
high discrimination and point biserial for the multimedia items indicate a better correlation 
of items in the multimedia format to the whole examination. The higher the correlation, 
the more reliable the exam is. This was true when calculating the reliability coefficient 
and G-coefficient for the multimedia and text items. Overall, the multimedia format had 
a higher reliability than the text format in the pilot items and similar reliability to the text 
items in the main study. This indicated that reliability was not lost by changing testing 
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formats. Reliability estimates suggest that reliability in well-selected multimedia items 
and with enough numbers improve reliability. This agrees with another study that found 
no change in reliability among test formats in a computerized test using AV items in the 
speciality of nursing (5). The G-coefficient calculated highlighted that residents’ scores 
did not only vary because of individual differences in their knowledge or measured skills 
but also due to the items and their interaction with the items as expressed through their 
comments in the focus groups. A higher reliability can be achieved using these higher 
fidelity questions in CBT, as they closely resemble the actual clinical stimuli than the text 
questions (70). In addition, the larger the number of items that are included in an 
examination, the more reliable the test scores would be (32 p.129). 
7.2.3 Duration 
 
On average, MM items took about five seconds longer to complete than text items as 
shown in Table 6.16, Chapter 6. Although this difference may seem small on an 
individual item basis, it was statistically significant (p <0.01). This is important, as it may 
have a significant impact on the total time needed to answer items particularly if most 
or all items in an examination were augmented with MM. This was also implied by 
Bersky (1994) (72). This also explains the time restriction felt by residents to complete 
the items as reflected in the survey (Figure 6.12). The complexity and length of the items 
allowed residents to complete the items but not to have enough time to review the items.  
Although multimedia items took longer to answer, there was a high correlation with the 
text format (r=.74) in Figure 6.11, which indicated that questions that took longer to 
answer in the multimedia format also took longer to answer in the text format. The longer 
duration spent on the multimedia item could be explained by it being more complex and 
requiring more time. In addition, some items were perceived easy but due to the quality 
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of the multimedia, it took longer to look at or it was required to repeat the video. This 
was also reflected in a study that pointed out that lengthy and frequent inspection of 
images does not mean an improvement in learning results (123). Residents explained 
that the longer duration on items was due to having to spend more time on an image to 
understand and search for the clinical signs, repeating the videos more than once 
because of the short loop, orienting themselves to the anatomy of the structures seen 
and due to the difficulty level of items. This was reflected in the correlation between item 
difficulty and duration where 18% of the durations could be explained by the difficulty 
level. 
In some instances, multimedia items were answered quicker than text items. Three 
explanations were given by the residents as: a) the multimedia was very clear making 
the item easy and so less time was spent on reading or trying to remember how 
something exactly looked like and, therefore, there was more time to focus on the 
features of the multimedia and what it meant in order to be able to apply it (80); b) the 
duration spent on the items did not always give an accurate reflection on their thinking 
process. Some items were too difficult and were answered quickly for any answer, 
instead of wasting more time on something they knew they weren’t going to answer; and 
c) some descriptions of procedures or signs such as ECG were felt more complicated or 
less direct than its multimedia pair and took longer to understand and imagine. 
In addition, the duration spent on an item and the number of items an examinee can 
answer per minutes depend on different factors, such as the type of question and media, 
complexity of the required thought process to answer the item, and the examinees' test 
habits (32 p.129). In addition, in CBT, the actual time spent on multimedia items is also 
explained by the type of item and the nature of the task (165 p.343). It is apparent that 
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multimedia items should have more time allowed to answer based on the results and 
this would strengthen the validity argument and justify the additional testing time (20). 
7.2.4 Characteristic of multimedia items 
 
Multimedia items as reflected in the questionnaire (Figure 6.13-6.15) and from the 
emerging themes of the focus group (Section 6.3.1.4) highlights the characteristic of 
multimedia being realistic and reflecting clinical practice more, containing more 
information about the patient’s situation compared to text and aiding in confirming 
resident’s diagnosis by making their decisions more certain (Figure 6.13). In a study 
conducted by Crisp and Sweiry (2006), students felt that the presence of an illustration 
reassured them. However, this depended on how students’ perceived images as being 
useful and helpful (120). 
Residents expressed that multimedia items either acted as an addition to the item, 
provided information that was usually not described in the text format and provided the 
whole description of the clinical presentation. As described by Peeck (1993), multimedia 
can be seen as an adjunct to the main text, as well as a significant source of information 
on its own. However, this is only when it is adequately extracted for proper interpretation 
(123). 
Multimedia’s effects on examinees' performance go beyond its surface characteristics. 
As it involves applying cognitive abilities (clinical reasoning), physical spatial and 
perceptual skills (e.g., pattern recognition, visual search, and visual information 
processing), as well as features that interact with the examinee. This was also reflected 
by Ravesloot et al. (2012) and Parshall, Davey and Pashley (2000) (42, 95). However, 




7.2.5 Item format  
 
In general, MM items could be either difficult or easy, and the differences in difficulty 
were likely related to the item format and to the amount of the information that the MM 
content added to or took away from the test items relative to their text-based counterpart. 
This was also demonstrated by Linjun Shen et al. 2010 (5), where multimedia resources 
were most useful when they served a specific purpose (e.g., supplying additional 
information or clarifying a concept or procedure), and when included they must be clear, 
contain minimal irrelevance, complement the corresponding text and do not cause 
ambiguity (120). 
Residents felt that some features of multimedia were missed when given in the image 
format when compared to text. Such features were related to the brightness of images, 
having more than one cut of radiological image (e.g., CT) scan. As cross-sectional 
images require a set of consecutive images to scroll through in order to make a diagnosis 
and greatly differs from looking at a single image. This is backed up by studies that 
suggest that these types of images are extraordinary with respect to cognitive process 
and visual information (31, 50, 150). 
In addition, residents expressed that multimedia items provided specific information that 
was not usually translated in the text format (e.g., height of the ECG waves, its relation 
to other waves, background colour of skin bedding, the absence of certain signs, the 
direction of a rash and the actual severity of the clinical condition). Multimedia items also 
provided information that were hindering to test performance by providing images or 
videos that contained other signs that were not relevant to the case (e.g., presence of 
runny nose and type of skin acne in a foreign body case, the presence of examiner’s 
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hand in an image that confused the residents, ear covered by hair in an ear infection 
question). 
It is a fallacy to consider all multimedia (either images or videos) as being equal. It seems 
highly possible that the effect of multimedia depends on its relevance to the context of 
the item, and depends on the type of image or video used (40). These were all expressed 
by the residents throughout their discussions (Section 6.3.1). 
7.2.6 Multimedia, Higher-Cognitive Levels and Validity 
 
It is known from the literature (Chapter 3), that the use of multimedia may test a different 
element of a construct (cognitive powers) than the text version of the item, and this can 
only be demonstrated if the two forms perform differently (5, 77). That means that the 
context of the item has substantially changed and resulted in each format measuring a 
different construct (5). This was demonstrated in the results of this research in item 
parameters, particularly item discrimination and duration. 
Results from item analysis showed that multimedia items were more discriminating, took 
longer to answer and, to some extent, were more difficult and had a higher point biserial 
(Section 6.1.2.2). Residents also expressed multiple times that the presence of these 
items stimulated them to think and use higher cognitive levels (Section 6.3.1.4.4). 
When multimedia makes an item more difficult than the text version, then this could 
either be explained by the presence of cues in the text version or the requirement of an 
extra skill by the examinee to interpret the cues found in the multimedia (54). When an 
extra skill is required from a well written clear multimedia item this meant that it has an 
impact on item validity, and adds value to the role of multimedia in measuring the 
construct being tested (54, 229). Such extra skills could be occurring in the working 
memory as explained by the cognitive load theory (CLT). We can also assume that the 
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skills needed to extract information to reach the correct answer from multimedia are 
different from those used to extract it from the text format. (54). This suggests that 
images have an effect on test validity (54). 
In written examination, validity is limited by its low fidelity for testing physical examination 
findings because tasks presented in written questions are dissimilar to real-life 
experiences. Improving the authenticity of the question by making the stimulus more 
realistic and similar to the actual setting (e.g., by showing rather than describing the 
abnormality) should improve the validity of score interpretation (70). Using words and 
describing physical findings in scenarios bypasses the important skill of identifying and 
interpreting the abnormality in a given case. Replacing what is described with actually 
showing the physical abnormality using multimedia makes the question more resembling 
to the actual application of knowledge or skill in the clinical setting (70). This strengthens 
the validity of score interpretation. Much research is needed in this area, as until present 
few data support this proclamation. 
The authenticity that is added by the use of multimedia is not enough to be included in 
licensing examination if no additional measurement value is added, or if it distracts the 
examinee from the intended construct (5). However, the results of previous studies 
demonstrated that the use of multimedia items are promising in that they are capable of 
measuring elements of the construct differently than those of the text items (5). 
The results of this study are consistent with results from a study on the use of innovative 
questions to improve assessment of nursing practice; that demonstrated that these items 
were more difficult and better discriminating than their counterpart in the text format, 
students felt these items were more representative of their actual work performance and 
that the video items required more cognitive skills and were perceived as more authentic 
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than their matched MCQ items (45). The results are also consistent with the literature 
that well-written questions, enhanced with multimedia that are aimed to test problem-
solving and interpretation skills require a higher level of cognitive performance or an 
additional skill more than questions with a written description of the scenario (45, 55). 
7.3 Validity framework 
 
This study tried to clarify and conceptualise how the Cambridge framework fits within the 
Saudi context of assessment and tried to provide a framework for medical educators not 
only in developed countries but also in developing ones that may face different 
challenges. Analysis of the framework tried to determine the evidence, methods used, 
as well as the challenges faced and gaps for assessment that needed further 
elaboration. The framework, as well as other frameworks, did not contain answers on 
how to deal with situations when interruptions occurred during test development that 
would affect the validity process; or when certain steps of the framework could not be 
completed fully. The framework was found to be difficult to understand and the language 
not simple for someone outside the field of assessment. In addition, the researcher 
needed to explore other frameworks, such as the APA framework described by Downing 
(164), Kane described by Cook (157) and the framework for effective test development; 
which was more comprehensible (168). Although the framework is theoretical, practical 
applications in the clinical setting referring back and forth to the various steps of the 
framework is highly needed. Furthermore, from the literature review, the studies with 
their various methods and limitations, none had described the in-depth evaluation of the 
validity framework used, and few got direct feedback from their examinees through the 
use of surveys only. From the literature, there was no systematic way described for 
educators or clinicians to follow the framework practically and reporting it with examples, 
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except for three articles. Two by the same author Andreatta (2009, 2011). One article 
was on validity evidence in simulation article which tackled a specific simulation 
procedure and mapped it against validity evidence for further explanation (37), and the 
other one was about validity in a competency-based assessment in obstetrics and 
gynaecology (156). The third article was by Cook, Brydges, Ginsburg and Hatalas (2015) 
and was on the approach to validity argument. As the authors presented a practical guide 
to Kane’s framework (157). As it should be noted that the language used in Kane’s report 
on the framework was not always easy to follow and comprehend. 
Most of the studies also did not clearly discuss the reporting of validity evidence, which 
is important in judging the evidence (160), the literature still lacks behind in reporting the 
quality for evaluating assessment tools. And although a lot of guidelines are present, the 
task of reporting felt challenging with no practical examples to follow. 
7.4 Limitations 
 
Like all research, this research has several limitations that should be considered when 
interpreting the results. 
7.4.1 Research method constraint 
 
Despite the strength of mixed-method research, it does have its limitations. Limit to 
generalizability in mixed-methods are due to the sampling techniques. For the 
quantitative method, generalization cannot directly be applied from the population 
because the sample was randomly assigned but not randomly selected. However, this 
could be overcome by replicating the study with different individuals at different times 
and at different places. This is known as the “replication logic” (159 p.269). For 
qualitative method, because participants in the focus groups were not randomly selected 
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and the sample size may sometimes be considered small, researchers must be careful 
when generalizing results from focus groups (159 p.239). 
7.4.2 Sample size constraint 
 
The sample size of the items and residents may be viewed by some as not being large 
enough (164 residents combined and 80 items combined). The lacking number of 
questions investigated was as a result of resource constraints, which may limit the 
external validity of this research. Unfortunately, developing and analysing a large 
number of multimedia questions can be difficult, as such research relies on a number 
of stakeholders and their cooperation. In addition, it would be extremely difficult to 
include a large number of these questions during a single examination. Regarding 
residents’ number, the whole population was included. Although the number of 
multimedia–text item pairs might not be sufficient to make a confirmatory conclusion, 
the number of questions examined in this research does provide insight to the use of 
multimedia items as a method of testing higher cognitive skills. 
The study did not include the audio type of media as explained in Section 5.3.3.6.3.3, 
as it wasn’t fitting for the speciality of EM in the format of MCQs. Most types of audio 
(conversations, heart sounds, breath sounds etc.) are either examined during EM 
residents’ clinical examination, or are more commonly used in other sub-specialities. 
For example, heart sounds are tested more in the speciality of Cardiology, 
communication and consultation conversation in the speciality of psychiatry, breath 
sounds and wheezes in the speciality of pulmonology and so forth. In addition, the 
studies in the literature review mostly referred to videos and images and to some extent, 
audio. 
Therefore, results may not be generalizable to specialities that use more of this type of 
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format. In addition, results in this study were not correlated with another form of 
assessment method testing the same construct to ensure validity. 
This multimedia format would need to be tested on other specialities to determine the 
“fit” for purpose and generalizability of results and any additional requirements or 
improvements that need to be made. Although extensive time and review went into 
developing the items, the testing format could still be improved and become more user-
friendly as suggested by the residents (being able to change image resolution, 
providing more than one cut image). These changes may further improve the exam 
results and reliability (109). However, the researcher believes that the overall exam 
process and results were not greatly affected by any one of these limitations. 
 
7.4.3 External variables that affect results 
 
In this study, even though residents were randomly assigned to different forms of 
questions, different instructors taught the different residents according to their regions, 
so there was no control over the effectiveness of the instructional process. However, 
reliability and item analysis demonstrated that there were no differences among 
residents by gender or region. Although residents were informed of the study 
beforehand, some didn’t receive the follow-up notice and felt uncomfortable. This and 
the effect of other factors such as stress, fatigue, and loss of concentration could not be 
determined. This examination was based on SCFHS policies and did not include a break; 
however, after the residents’ comments a break was implemented in SCFHS long 
examinations. Some testing procedures were not applicable, optimal or according to the 
framework (e.g., the use of well-known standard-setting techniques, the use of IRT 
theory in analysis). This depends on the criteria set by the policymakers. Classical test 
theory (CTT) is mostly used in the Middle East probably because of it being more 
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understandable and easier to implement, as well as the lack of experts in IRT methods 
in the region. In addition, IRT was not applicable in this research as explained in (Section 
5.3.3.7.1) because of the sample size, which requires a large number. Therefore, DIF 
was also not possible. In addition, DIF could not be done, as all the participants were 
Saudi and of the same culture and religious background. However, CTT and G-theory 
and statistical analysis were applied to residents’ demographics, which looked at mean 
group differences by level, gender and region, as well as differences in items in relation 
to content, difficulty, cognition, level, gender, region and type, with no differences found. 
This ensured fairness of the items. Moreover, focus group discussions did not reveal 
unfair items from the residents’ perspectives. Finally, fairness and item bias prevention 
was also covered through standardised testing condition, scoring procedures, and 
statistical characteristics that provide evidence for validity and reflect test takers’ 




7.5.1 The researcher as an instrument in design, data collection and 
analysis 
 
This section covers the role of the researcher as she carries out the research process. 
The researcher has a bachelor’s degree in medicine and surgery as an undergraduate 
followed by a master’s degree in medical education. Having started up the Department 
of Medical Education with a Senior Medical Educator with expertise in assessment, the 
researcher’s focus and interest in working in SCFHS were mainly in the area of 
assessment. Working in the SCFHS and meeting various physicians from all 
specialities and different regions gave insight on what to expect. Having worked with 
the EM committees since they first joined also gave the researcher familiarity with the 
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EM setting and gave insight on what to expect as challenges and expectations for the 
residents. Being involved in conducting the workshops and reviewing items also gave 
confidence and insight on what to expect and review in the study in order to ensure the 
quality of the delivered items, as well as to look for factors that may act as a CIV. 
Using the validity framework shortly after the development of the Assessment unit in 
the Commission gave the researcher time to take a critical look and reflection and 
compare the steps in the framework with the set-up of the department. Because the 
use of frameworks searches for validity threats, it also gave an opportunity to reflect on 
any negative evidence that may have risen that were against the research conclusion, 
and theoretical explanation. Self-reflection and overcoming biases were considered, for 
example, through listening to the recording and taking a second look at the researcher’s 
justification, responses to some issues, and looking at it from another perspective. 
The research design used was a mixed-method design drawing on different research 
methods. In the qualitative aspect of the research, the researcher was considered an 
instrument of data collection as the researcher was the one asking the questions, 
collecting, and analysing the data (159 p.36). Therefore, the researcher was aware of 
this point when trying to capture the participants’ viewpoints to have a better 
understanding of what was felt by the residents. In qualitative research, this is referred 
to as empathetic understanding (159 p.36). During the focus group (FG), no observer 
was present because of resource constraints and unfamiliarity with the process and 
during the discussion, the researcher was aware of two things: 1) That most or probably 
none of the participants have ever been in a focus group before, and, therefore, did not 
know what to expect; and 2) because of the nature of the Saudi population it is not 
common amongst Saudis to express what they feel. The culture and the way most are 
brought up even in schools do not focus on reflecting and expressing one’s feelings. 
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Therefore, the researcher was aware that this might be a challenge and that some 
participants would feel conscious or shy during this process. In addition, it was 
recognised that the role of the researcher as head of assessment would make residents 
intrigued to open up subjects regarding their examinations during the focus group. 
Therefore, the following points were used in order to ease the tension and facilitate the 
group discussion: 
1) The FG started with a brief introduction of the researcher and participants 
2) Explanation of what was the purpose of the meeting, and what was expected, and 
3) Unrelated to the project, participants were allowed time to express what they desired 
in regards to their examinations. 
Participants felt more comfortable speaking and interacting after they had expressed 
their concerns and had their questions answered and were able to better focus on the 
FG discussion. The researcher being a female moderator in a more masculine field 
didn’t feel that there was an impact during the focus group. The impact of gender on 
data generation is not that straightforward, as other factors usually come into 
consideration such as demonstrating sensitivity and expressing genuine interest by the 
moderator (209 p.50). During the discussion, the researcher took notes and during the 
analysis phase, all of which played a final role in interpreting the results. During the 
transcription phase, to minimise errors, transcription of the whole focus group 
conversations was done by the researcher. One of the ways to reduce error is for the 
transcriber to have a background of the context and subject matter that is being 
transcribed, and to understand the accent, pace and rhythm of the participants. And, in 
this case, have a further skill in medical terminology, as well as understanding and 
speaking both the languages of Arabic and English (220 p.18). Regarding quantitative 
analysis, it was objective, generated by the computer on well-defined and approved 
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standards and criteria in assessment. Results were discussed and reviewed with the 
supervisory team, statisticians and medical educators in the field of assessment and 
helped to make the judgments on the results sound. 
An important aspect to be mindful of were the sources of knowledge that helped shape 
the thinking and process of the research and research study. The sources of knowledge 
are concerned with the study of the theory and justification of knowledge also known as 
epistemology (159 p.12). The study used was a combination of rationalism as the 
inductive reasoning method with empiricism and the deductive (confirmatory) method 
and pragmatism as a way of combining methods to find solutions, solve problems, and 
answer the questions. The researcher also had an influence on how the study, design, 
data collection and interpretation were dealt with. The sources of beliefs of the 
researcher needed to be identified as it shaped how one learns from the world around 
him/her. Sources of belief can stem out of family and friends, tradition, culture and 
religion, books, as well as thinking and experiencing the world. As a Saudi, Arab, Muslim 
female researcher there is no doubt that the sources of knowledge would be different 
from someone else with a different religion or backward from somewhere else. However, 
it is also the combination of these resources that also helped shape and give 
trustworthiness to the research. As an Arab generally, and a Saudi specifically, the 
culture and family around the researcher helped in building a character that is 
community-driven, embracing honesty and the search for truth. As a Muslim, it is at the 
heart of Islam to practise honesty, kindness, altruism, beneficence, and doing the best 
in everything in one’s daily life. In addition, it is also in the heart of our practice to have 
faith and believe in things that are not seen or felt. Table 5.1 in Chapter 5 described an 
overview of the epistemology and ontology taken by the researcher. What one believes 
in what validity is and what it constitutes is what determines his/her viewpoint on what is 
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considered as validity evidence. It is apparent that this belief is connected to the culture 
that one lives in and his/her epistemological belief on knowledge and how it is found and 
constructed. This, in turn, is tied to some views to religious beliefs and how one acquires 
knowledge. Validity can be viewed as an integrative process that requires high 
measurement precision as a piece of evidence. At the same time, from an orthogonal 
viewpoint, validity can be viewed as a separate property of psychometric functioning. 
For example, it can be viewed that high reliability is not necessary nor sufficient for 
validity; as one may have an instrument that measures the construct but has a low 
measurement precision (158). In regards to the researcher, the basic well-known 
concept of validity was taken. However, it is viewed from a point of degree, and the 
absence of some evidence whether because of lack of resources, sample size or 
unawareness doesn’t entail the results to be totally invalid. Meaning, if all proper steps 
are taken in a rigours manner; however, the results turn out to be unrelated, does not 
mean that the results are not valid. 
The ethical stances that the residents have voiced were valid and considered a threat to 
validity. However, this was beyond the researcher’s role or position to change. Like 
anywhere else, each organisation sets its own policies and procedures that fit their 
culture, economic and political environment. The only thing one can do when test factors 









In general, the structure of the framework seems to be simple. However, its simplicity 
proved to be challenging as it did not provide detailed information on what to do in 
every step. Even with the reviewed edition of the framework that came out after the 
research was conducted. The review of the framework was mostly linguistic (230). 
Moreover, in addition, factors that seemed to hinder this research process and affect 
its flow were first viewed as threats to validity. However, when revising the framework, 
it was noticed that out-of-hand factors were not mentioned in the framework and were 
not explained on how to deal with. This led to the view that these were areas that were 
missed and that there was a gap that needed to be reviewed. Therefore, the idea of 
including these factors into the framework as an additional section that could influence 
the flow of test development and affect countries more than others. This is where the 
notion of international validity was explored. The Cambridge framework tends to be 
applicable for international examinations, which may assume that the construct for a 
test is similar across culture. However, it was difficult to assume that the measured 
construct, as well as behaviours, are identical across cultural groups, how much was 
overlapped and what were the social component of the instruments in the framework. 
Culture is associated with ethnicity, religion, regional aspects and specific institutions 
(197). The ethnic composition of Saudi citizens is mostly Arab, religion is Islam, and 
the regional aspects are related to how the community is set up. The institution 
depends on the qualification and experience of related policymakers familiar with 
assessment, as well as the availability of resources in these areas. The Cambridge 
framework, as well as other frameworks, did not cover aspects of test administration 
that have an effect on results. 
An example of cultural issues that might affect the validity of test results and their 
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interpretations by introducing threats to validity or CIV, is during test security and 
administration that was faced was the cultural dressing of the female (wearing a fully 
covered dress (abaya) and face cover(niqab)). This may make authentication difficult 
in a mixed environment where no private secure room was available at the time of 
exam setting. In addition, identifying any hidden materials in pockets under the 
dressings, as well as searching females in front of their male colleagues would be a 
major issue of disrespect and invasion of privacy. Exam centre outline was not all 
designed for this purpose in the first place and so lack of place is a physical issue 
(189). Another example of issues faced were sudden interruptions to gathering validity 
evidence appropriately by natural or manmade disasters that were beyond the control 
of the researcher and test developers. For example, during the preparation of the 
examination, a spread of certain diseases during winter season affected the 
examination process. Precautionary measures were taken, such as partial hospital 
closure and preventing residents from different hospitals and staff to gather. This 
affected meeting times and item writing flow process. In addition, another incidence 
was a sudden lack of trained experts that were shifted to another region in the country 
where patient care was needed (e.g., most physicians of various specialities travel to 
Makkah during the Hajj pilgrimage as a national and moral duty, and fast during the 
Holy month of Ramadan). This has an effect on the test process and timing of planned 
events (e.g., preparing materials, publishing blueprints, developing items), etc. 
Although most of the time exams are not scheduled during these months, testing 
cannot be stopped for these two whole months. In the month of Ramadan where 
fasting is required, this may affect examinee’s performance. The breaking of fast is 
when the sun sets and so, examination is difficult to be conducted at that time, 
particularly when it is a holy month of worship and prayers. Therefore, the threats of 
375 
 
validity in these situations are unclear in how they affect the results and inferences 
made from these results. Although these issues might be seasonal or occasional and 
might affect certain cultures, regions, or countries more than others, they are still 
important issues that need to be cleared, understood and addressed during testing 
and in the researcher’s opinion should be added to validity frameworks, to be aware 
of such issues and prepare beforehand when applicable, particularly when a great 
deal of time and effort is put in conducting a structured examination. Such preparation 
could be, designating a private area for security and searching female candidates 
before entering an exam, blocking certain dates or months for testing when a religious 
event is expected, preparing materials beforehand, and starting exam preparation 
earlier to avoid any delay in testing. 
Issues that were faced during the whole process that was not covered in any 
framework were issues related to education research, politics, and decision making 
that were inextricably intertwined. The following points were left unanswered by the 
researcher: 
• How to deal with imbedded cultural and religious events and issues that are 
justified when they affect certain aspects of test conduction (e.g., Hajj, 
Ramadan) 
• Although validity is a degree and not all of it can be applied to one setting, but 
are there minimum acquired standards to have as a basis for a valid test, where 
one works their way from the ground up increasing its strength? 
• In addition, when validity evidence is gathered appropriately but is interrupted by 
factors that are beyond the control of test developers (e.g., spread of disease, 
lack of experts, religious events) and have an effect on the timing of planned 
events (e.g., preparing materials, publishing blueprints, developing items, etc), 
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what is the state of validity in these situations, particularly when a great deal of 
time and effort would have been put in? 
• When a change in organisational leadership and a turn-over of policymakers 
and decision-makers govern the organisation and with each policymaker, new 
rules are adopted and others are dropped irrespective of it affecting the validity 
framework. This is mostly because of dealing with stakeholders that are not 
familiar with the concept of test validity and the detailed process of quality 
assurance needed. As resistance to change plays an important role in 
introducing threats to validity during testing.  
• Lack of experts in specific fields (assessment experts, psychometricians with 
backgrounds in G-theory and IRT theory), as the main practice in the Kingdom 
is CTT. 
Countries greatly differ in the degree of policies, regulations and legal control they 
exercise in testing. In addition, depending on the resources available (e.g., assessment 
experts and psychometricians) organisations set their own standards and mechanisms 
for controlling them in testing (e.g., analysis done by a third party or non-
psychometricians). International validity may have a place if the appropriate framework 
was selected that also included challenges that may be faced in different cultures and 
populations. This is to minimise CIV and to ensure that inferences reached from test 
results hold up in other populations that are linguistically, culturally, and 
socioeconomically different (199) This is achieved in exported assessment, and, 
therefore, perhaps exported validity frameworks could be developed. Exported 
assessments as stated by Oliver, Lawless and Young (199) is the assessment that ‘are 
developed in one country and are used in countries with a population that differs from 
the one which the assessment was developed’. An example of this is the Graduate 
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Record Examinations (GRE) to make a decision for higher education admission. In 
addition, with the availability of International Test Commission (2001), the International 
Guidelines for Test Use and International Journal of Testing (82) list guidelines on test 
use that are needed at an international level. However, they do highlight that contextual 
conditions must be considered at the local level when being implemented and that 
these conditions may affect how the guidelines may be realised and managed in 
practice. The conditions include social, political, institutional, linguistic and cultural 
differences between assessment settings. It also includes legal documentation, local 
laws applied to countries, international standard that addresses testing issues, as well 
as national guidelines (189). The same view might be implemented to validity 
framework. 
Furthermore, the move towards CBT and online testing evidenced by the work being 
carried out in the USA and UK raises a whole host of issues related to testing process 
security and administration that may have a place in the framework. The idea of 
exported assessment, International ICT program, International Test Commission [ITC] 
(2005, 2013), as well as the (Standards for Educational and Psychological Testing) 
(American Educational Research Association [AERA], American Psychological 
Association [APA], and the National Council on Measurement in Education [NCME], 











MCQ with multimedia are more discriminating and take longer to answer than the 
classical text MCQs. Their difficulty depends on the type, characteristic, and fit of the 
multimedia with the accompanying text. The use of multimedia items rather than text 
increases the construct and face validity of the test questions. Multimedia items improve 
assessment validity by engaging students in an authentic clinical task that resemble their 
actual practice and that elicit their knowledge and higher cognitive skills. The 
development of a MM exam is an iterative process, requires multiple viewing, feedback 
and revision by professionals. Because it can be difficult to conceptualize and describe 
the concept while using multimedia, seeing the material is essential and feedback from 
examinees is vital. 
Developing a computer-based exam using multimedia is a lot more than simply 
converting a paper-based exam to a computer-based one. This is due to the fact that 
multimedia materials are more dynamic and are very different than what is used in the 
conventional method. 
Before simply adopting a new or existing assessment method, instrument or framework, 
one must first question and think about the appropriateness and effect/ influence of these 
measurements form a philosophical and conceptual point of view as it is being 
conceptualised and operationalised in a different culture or setting and whatever 
similarities are shared in these instruments may not be generalized or guaranteed across 
populations (197). Using an instrument, method or measure and applying it from one 
setting and culture to another requires attention to the cultural relevance. Therefore, 
there is no one best framework that is applicable for all, even if the framework has been 
described by a regulatory body. Consumers of test validity theories and frameworks 
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should focus more on the content instead of form and be familiar with the multiple 
vocabularies that validity carries. Producers should know the differences between 
validity theories and definitions and focus on arguments that limit possibility theories 
rather than on more definitions and frameworks. Different scholars, thinkers and groups 
will need to wear their own sunglasses to view validity. They will need to decide on their 
own filtering process on what entails as being important to them and in their own context. 
7.7 Recommendation and Future research 
 
The literature demonstrates that there is little valid and reliable research that can offer 
guidelines for test developers and organisations that wish to carry out the development 
of computer-based examinations using multimedia (39, 94, 231). All information gained 
from the literature studies and this research were compiled in a recommendation table 
(Table 7.1) that contains factors to consider when selecting multimedia materials that 
may affect multimedia and should be considered by all test developers. In addition, Table 
7.2, describes characteristics and the nature of multimedia materials that were organised 
into three headings with factors related to the multimedia material itself and software 
interface, the accompanying text that should have a clear relationship with the MM and, 
finally, the individual’s characteristics (123). These should be used to inform examination 
committees, as well as in the training item writers to be used as evidence to strengthen 
exam validity (120). 
To strengthen the results of this research, further correlational studies and group 
performance should be carried out to correlate the results of MCQ examinations 
enhanced with multimedia with other formats of written examinations, as well as clinical 
examinations (e.g., OSCE). In addition, conducting a think-aloud protocol for a test with 
these item formats are necessary to gain deeper insight into the resident’s cognitive 
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processes of thinking and interpreting the items with multimedia and improving the 
quality and development of selected materials. As most research is focused on the use 
of multimedia for instructional design and learning. Another area that needs further 
research is in the complexity and types of multimedia used (i.e., videos, CT, clinical 
image, X-ray, etc.), as well as their features (multiple cut images of CT images, 
resolution changes of radiological images) and their effects in the items and on 
examinees’ cognitive process. All these would inform the development of guidelines for 
their use in examinations. 
Finally, there is a place for research on what is the best way to use validity frameworks 
and report them practically using simple language that is understood to those who are 
novice in the test development process. In addition, the elaboration on unanticipated 
challenges (natural and man-made) that affect the validity process and the possible 
addition to existing frameworks as a means of exploring the addition of international 











Table 7.1: Factors to consider when selecting multimedia materials 
Material Selection Explanations  
 
Type 
It is important to properly select multimedia materials for problem-
solving examinations (55) by using different types of multimedia (still, 
dynamic, both or none) for different purposes, fields and content 
domains (38, 124, 140). 
Content Multimedia cases need to be submitted by experts in the speciality, 
and in accordance with general guidelines of the blueprint (19). 
 
Selected video clips should allow the student to grasp the whole 
rather than the detail of the clip to avoid focusing on details that 
require multiple viewing (122). 
Relevancy Multimedia materials that are selected as test items should be 
relevant and relay the correct information needed (49) 
Quality It is important to consider the quality of the multimedia used when 
selecting the item so it does not be distracting (5). 
Collaboration Content experts should work closely with those providing multimedia 
material in order to ensure high-quality materials (56). 
Required Skills 
and Knowledge  
When selecting videos for item constructions, subject matter experts 
and educationalist should work together to have a combined 
knowledge of video technology, source credibility, subject content, 
current theory in multimedia learning and best practices of using 
video (124)  
Material 
Orientation 
It is recommended when selecting images or videos to understand 
and make clear the interaction between the multimedia and spatial 
ability as this interaction is expected during assessment (54, 147). 
Expectations Students’ expectation regarding what element in a question is 
considered relevant should be considered when writing the item, to 
avoid the MM receiving more attention than the information provided 
from the text (120). 
 
Additional time should be factored in, to allow students to carefully 
view and review the multimedia according to the selected multimedia 














Table 7. 2: Nature of multimedia materials 
1. Variables Related to the multimedia material itself 
• Measurement: length, size, duration, position, volume (5, 56, 124). Interaction (MM 
and special ability) (124, 126). 
• Formatting issues: Number of materials per item, line length, number of lines, 
layout on screen, screen resolution, screen size, font style and size, interline 
spacing, white space, sound, clarity, quality, pixilation, scrolling (5, 39, 56, 124). 
• Angle and Appearance: Side (right, left), view, frames, rotation, positioning, 
different cut levels, angles, single or stack view, correct exposure (5, 56, 58, 80). 
• Colour Versatility: Colour (presence or absence), resolution, shading (highlight and 
shadow detail), light exposure, fine-tuning of contrast, tonal range, brightness control 
(39, 56, 58, 123). 
• Demographic (related to MM material): age, gender, level, region, ethnicity (39). 
• Dimensionality: two-dimensional materials (illustrated) or three-dimensional 
material (real) (38, 147). 
• Fidelity: the degree to which the item and media represents the context of a real-
world situation (authenticity) (95, 99) 
• Interactivity: the degree to which the item responds to examinees’ input. For 
example, select answer format, simple feedback after response, or examinee 
interacts with the multimedia gaining more information with each interaction (38, 45, 
97, 99, 118). 
• Level of abstraction: realistic representation (visible concept), or abstract 
representation (non-visible concept) (38). 
• Complexity: level of difficulty, number of tasks the examinee must take and 
consider (99) 
• Type of Media: static (illustrations, photos, graphs, charts or maps) or dynamic, 
(audio, video, animated or interactive illustrations) (95, 99, 139)  
• Item Format: multimedia used in stimulus or response format (118, 232), selected-
response or constructed response (95, 118). 
• Input devices: Keyboard, mouse, headphone, touch screen, light pen, joysticks, 
speech recognition software (59, 95). 
• Response Action: physical actions examinees need to take in order to respond to 
the item e.g., clicking, typing, navigating the screen, drag-and-drop, pull-down menu, 
touch screen, speak into the microphone (59, 95, 99, 118).  
• Mode of Presentation: paper, software or PowerPoint (145).  
• Assessment Structure: display individual item or by group, situated task or 
simulated task (39, 99). 
• Information: presented as narrated, text or image (95), Duplication (in MM and text 
or only one format). 
• Exclusive rights: Sources permission and copyright issues of multimedia (7), new 
or used multimedia (40). 
• Other factors: Location, landmarks identification (58), patient information needed 
or removed (19), calculator requirement, measurement tools (e.g., ruler, ECG 
calibrated paper, lab results), navigation tools (pause, stop, loop), on-screen text, 
closed captioning, audio-only or video only items (7, 39, 94, 123, 124). 
2. Variables Related to the accompanying Text 
• Relationship with the text content and context (123, 143). 
• Degree of abstraction and situation described in the text content and context (38, 
143). 
• Difficulty level of the accompanying text scenario (39, 123). 
• Information presented as narrated, text or with an image (95), Duplication (in MM 
and text or only one format). 
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• Density of information (simple or complex) in the material, and organisation of the 
information in the material (123). 
3. Variables Related to the Individual 
• Prior Knowledge, memory and comprehension (39, 123) 
• Age, gender, ethnicity and level (39, 123) 
• Ability, reading skills, language and visual literacy (123) 
• Motivational factor (39, 99, 120, 122) 
• Stress and anxiety (39, 63, 80, 102). 
• Rate of reading from on-screen text (39) 
• Familiarity with the material and computer interface use (39, 80, 94, 100, 143). 
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Variables related to the research question 
Variable Type/role 
(159) p 38-42 
Key characteristics  Example Effect 
Independent 
variable (IV) 
A variable that is 
assumed to cause 
changes to another 
variable  
Type of question 
(text or multimedia)  
The type of question 




The variable that is 
changed because of 






The type of question 





A variable that comes in 




other variables  
Cognitive thinking 
process due to the 
type of multimedia 
used 
The type of question 
leads to processing 
information in the 
working memory. The 
mediating variables 
may affect this 
process. 
Moderator variable  A variable that outlines 
the course by which 
one variable affects the 
other  
Level of residents 




the type of question 
and IA parameters 
changes according to 
the different level of 
residents and their 
knowledge. Or 
changes according to 
their region they are 




Is a variable that 
competes with the IV to 







item flaws)  
Perhaps the observed 
relationship between 
question type and test 
scores is due to the 
different learning styles 
of the participants 
(visual, auditory, etc) 




An extraneous variable 
that is not controlled for 
and maybe the reason 
why a particular result is 
found. It varies with the 
independent variable 





Perhaps the effect of 
stress, fatigue during 
testing or the 
temperature in the 
exam room has an 




















































were taken in a 
final 
examination by 
















format calls for 
interpretation 
of visual 
material to test 
cognitive skills 
at levels above 
the level of 










70 items were 
identical in all 












































Including visual data produced 
changes in DIFF and Disc in 
most items. 43 items were 
harder with the image format, 
18 were easier and 9 showed 
no differences between groups. 
Students in both groups 
praised the illustrated format to 
be more clinically relevant and 
most favoured this format; if 
images were improved to be 
introduced in their final 
certifying examinations(55).  
 
Problems with reproduction 
and selection of visual data 
were revealed. 
 
Some items gave paradoxical 
results for e.g., where an 
illustrated item performed 
much better than the text item, 
students who didn’t answer it 
were of the middle and high 
performers in the test. With 
further inspection, most 
students interpreted the image 
incorrectly and got the correct 






















a whole.  
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content (Z).  
Study’s 
question as 







































(X) but in the 
same content 








to (X) was 
constructed 
this is called 









were given in 
a separate 
year. 
There were no significant 
differences in mean difficulty 
levels or discrimination levels 
among the pairs of questions X, 
Y and Z. 
Results could be attributed to 
the small sample size that may 
have masked the real 
differences. However, they do 
not undermine what is 
obvious, the importance of 
visual recognition in the 
surgery speciality and 
responding to visual stimuli as 
done in clinical practice. 
 
Students preferred visual 
questions and considered it to 
be more clinical and more 
acceptable. These views 




between pairs  
No differences 














Judy et. al, 
1992 (19)  
















Echo form A (4 






An entire form 
is composed of 
both a video 
subtest and a 
print subtest 
(about half of 
the cases were 
videos and the 








abilities in the 




















view the study 
and mark the 
answers 
twice.   
For each case 




taken from an 
analogous 
cardiovascular 
video case in 











the blueprint.   
 
Candidates 
had their own 
test booklet 
and worked at 
their own 
pace for each 
question. 
Video formats were slightly 
easier than the print formats. 
The print subsets were 
somewhat more reproducible.  
The equivalence of the video 
and print format in this study 
supports the use of the print 
format in national 
examinations. And due to the 
additional expense and testing 
time, video examinations 
should be used at the local 
level whenever resources are 
available.   
 
Correlations series with MCQ 
scores, candidate descriptors 
and experience found low to 
moderate correlations between 
MCQ and motion studies, and 
high correlations between print 
and video format. These 
studies showed a slight 
tendency to favour the video 
subset over the print.  
 
Results of the study propose 
that subsets of both formats 
are measuring some aspect of 
skill in reading motions 
studies. And that MCQ and 
motion studies might measure 
different knowledge or skills. 
DIFF DISC 






than the print 
cases.    
Case-total 
correlations 
were similar for 
the two 
formats within 
each type of 
study, although 
they tended to 













Two forms of 
CST5 were 
administered in 




the effect of 
interactive 
audio-visual 
(AV) format vs. 










test (CST). The 
number of 





















took Form I 
that consisted 
of nine text 
format cases 
followed by 
the two AV 
format cases 
(cases 6 and 
10). 
177 subjects 
took Form II 
that consisted 
of the same 
nine cases in 




(cases 6 and 
10). A total of 
11 text cases 
in this group. 
Internal consistency reliabilities 
for AV versus text format were 
similar to suggest that no 
reliability was lost by a change 
in format.  
 
AV formats had significantly 
lower mean scores than text 
format on (FRI)6 items (lower 
mean scores indicate less risky 
behaviour). 
 
Results suggest that 
examinees behave the same 
with regard to taking actions 
that benefit the patients. 
 
Results (longer time spent on 
AV format and lower FRI 
means) suggests that 
examinees exposed to AV 
format had more information or 
were more careful about a 
patient situation which points 







































et. al, 2003 
(70) 
20 parallel test 
questions 
































except it was 
delivered 
using videos 








Overall, video-based questions 
had similar difficulty and 
discrimination results compared 
to their equivalent text-based 
questions. 
 
Initial studies showed similar 
reliability with the text and 
video-based questions. 
 
There was a low-moderate 
correlation between video and 
text question scores.   
Questions using both formats 
revealed similar result 
distributions of item difficulty 
and discrimination. 
 
The use of patient video-clips 
in CBT is feasible from a 
technical, practical and 
psychometric point of view.  
 
Further research is necessary 
to gather validity evidence of 
these types of questions. 
 
The low-moderate correlations 
between both formats suggest 
that the medium used (text or 
video) to present the 
information in the vignette 
might affect the nature of the 
assessed competencies within 






















trends of video 
format having 


















al., 2009 (20)  
USMLE 
introduced 43 
Step-1 and 51 
Step-2 
unscored 










































Results favoured text version of 
items for first-time examinees 
form the US and Canada, as 
well as international medical 
schools. 
 
Correlations between P values 
for multimedia and text version 
(In Step 1 and 2) were high. 
Similar correlations were found 
in item discriminations. 
Multimedia items required 
significantly more time to 
answer than the text version 
Examinees are more able to 
interpret the described (text) 
version of auscultation findings 
than the more authentic 
multimedia.  
Audio items were constantly 
more difficult and less 
discriminating. 
 
 Increasing fidelity and 
authenticity with multimedia 
format requires an increase in 
testing time (Multimedia items 
required on average, 30 to 60 
seconds longer for a response 
than text versions) 
 
Using multimedia to present 
auscultation findings has a 
substantial impact on item 
parameters (difficulty, 
response time, to a more 

























than the text 
items for both 



























and 49 items 
unique to a test 
form). Each 
innovative item 
had a matched 
text version to 
make parallel 
test forms. Item 
position was 











(89 took the 
CBT exam and 


















that were not 
possible to 



















Difficulty values and item total 
correlation for both formats 
were generally similar.  
The video interaction items 
were generally more difficult in 
the innovative format. 
In general, innovative items 
were more difficult and more 
discriminating than paired-text 
items.  
 
Innovative items that were 
developed to test higher levels 
of cognitive processing did 
indeed and were rated higher 













There were 2 















There were 5 







of the 89 
students 42 
took form A 











































if they perform 
differently? 
and secondly, 





























that was given 
in the MM 
format was 
described in 
the stem in 
the text format 
(the 
auscultatory 





Paired Analysis: Nine pairs 
demonstrated significant 
differences in difficulty and /or 
discrimination. 
 
MM items were not uniformly 
easier for candidates across 
different ability levels, which 
may indicate that text and MM 
items test different elements of 
the same concept.  
 
MM items significantly needed 
longer time to answer by the 
examinees. 
When text narration was less 
direct, the MM made the items 
easier. However, MM made 
the item more difficult when it 
replaced the textbook 
terminology. 
 
Also, multimedia items seem 
to be measuring some 
construct that is different from 
what the text is measuring. 
Although difficult to explain, it 
does provide valuable 
information and might explain 
why differences in 
discrimination were more 





















































was either an 
image or 










As stated in 
the article: (1) 
what is the 
influence of 
images as a 
response 















and (3) what is 
the influence 














list of labelled 
images 






list of textual 
options (that 
is an answer 
list) 
Both examinations had similar 
overall difficulty and reliability.  
 
Variable effects from the 
images suggest a context-
dependent interaction is taking 
place with item content.  
 
Cross-sectional images 
suggest an extra skill is being 
tested, while schematic data of 
foetal circulation suggests 
cueing.  
The effect of images in 
assessment are divergent and 
not uniform (in their study 
results were presented by 
themes). Images influence 
item difficulty and to a lesser 
extent discrimination.  
 
Influence on scores is 
dependent on the type of 
image used that interacted 
with the content of the test 
item and had an effect on item 
difficulty and discrimination 
when used in the response 
format instead of an answer 
list. This may have 
implications for the validity of 
test items.  
 
Students with high spatial 
ability (SA) perform better in 
the exam as a whole and are 
less influenced by the form of 



















other images.  
Discrimination 







varied in other 
images. 
Study Method Hypothesis,  Multimedia Text Item  Results1 Conclusion 
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 question Item    
Holland J. et. 
al, 2015 (40)  
Item analysis 
data from 3 
consecutive 
years of six 
histology 
MCQs tests 
were used. A 














from 277 to 








































Overall, there was no influence 
on item difficulty, discrimination 
or point biserial that was seen  
Image use in this context is 
statistically indiscriminating. It 
is suggested that if included 
within the stems it should be 
based on the principles of 
constructive alignment. 
 
Even with the advances of 
research in Cognitive Theory, 
and how visual and verbal 
material processing works, the 
evidence-base with respect to 
their effect in written 
























































2017 (49)  
A retrospective 
analysis of 15 









items that were 
the same but 
had an image 
included in the 
stem (stimulus 
format). 
As stated in 
the article: 






































was given in 

















was given in 
paper format.   
There were some differences in 
item difficulty but these were 
not consistent to either text nor 
items with images. 
 
Images do not significantly 
alter item statistics. It also 
does not indicate if images 
were helpful to students when 
answering the questions. 
 
Instructors should carefully 
select the appropriate image 
that would portray the correct 
information when selecting 
items to be included in an 
examination. Furthermore, 
item analysis should be closely 
examined to make sure there 













were found for 
either of the 
item formats 
1 Results are the overall general, details can be found in the original article. 
2 Fellowship of the Royal Australasian College of Surgeons 
3 Cardiovascular motion studies include (echocardiograms, ventriculograms, and arteriograms).  
4 Both forms (A &B) of echo cases contained 25 videos and 22 prints. The two forms (A &B) of ventriculograms/arteriograms had 12 videos of ventriculograms 
and 14 videos of arteriograms, and 9 or 10 print ventriculograms followed by 11 or 12 print arteriograms. 

















Appendix 3: Examples of proposed frameworks and 


















Examples of proposed frameworks and dimensionalities for multimedia classification 
Study 
Reference 




& Pashley, 2010 
 
1. Assessment Structure: includes different ranges of formats (e.g., discrete 
items, item sets, constructed responses, situated tasks, simulated environments)  
 
2. Complexity: number and variety of elements of items the examinee must 
consider 
 
3. Response action: what physical interaction the examinee requires (e.g., type, 
click, drag-drop, record) 
 
4. Media inclusion: any variety of interactive media (i.e., audio, video, 
animations, graphics) in the response or stimulus format. 
 
5. Level of interactivity: how much the item reacts and responds with the 
examinee’s input. Different degrees of interactivity may be presented ranging 
from a single-step item (make a selection), to limited feedback to examinees to a 
complex simulated patient interaction scenario. 
 
6. Fidelity: how much is the item’s authenticity (i.e., degree of resemblance to 
real-life situation and context) 
 
7. Scoring model: relates to what type of response data and mode that are 
collected (e.g., recorded, the use of AI, multi-part items), and how examinees 






1. 'Process visualized': has three categories: Transformation, Translation, 
Transition.  
a) Transformation: A process that involves changes and alterations in key 
characteristics of the graphic form such as size, colour, shape, or texture. 
b) Translation: A process that involves positional changes (motion) from 
one location to another  
c) Transition: this process involves the appearance and disappearance of 
entities that change fully or partly.  
 
2. The domain of interactivity contains two categories interactive and non-
interactive: 
1. Interactive: where there is some degree of learner control over the 
animation sequence. 
2. Non-interactive: where there is no learner control, the animation plays at 
a constant rate and time. 
 
3. Dimensionality can either be two or three-dimensional animation and finally,  
 
4. The level of abstractions can be divided into two categories: 
1. Iconic, symbolic or representational: which means that the presented 
phenomenon is usually a realistic representation. 







1. Task: the task should reflect real-life situations and resemble the complexity 
and level, that means it should be relevant to what is perceived in the real 
world, and students need to be able to relate or link to the situation (117). 
 
2. Physical Context: the safe and relaxed environment in which the 
assessment is being taken, the exam should reflect the way knowledge will 
be used in the clinical setting, time is also not reflected well between a quick 
response in an exam setting or more time to think maybe even over days in 
the real setting. 
 
3. 3. Social Context: difficult but should be able to resemble social processes 
of real life 
 
4. Assessment Result or Form: authentic results should be for performances 
that students can produce, permits making inferences about the underlying 
construct, has multiple indicators to make a fair conclusion, report the work 
 
5. Criteria and Standards: characteristics of assessment results that are 
valued. Should be explicit and transparent to the learner in advance, related to 


















Appendix 4: Combined view of Bennett et al. (1999) and Lui et al. 
(2001) for the development of multimedia in assessment 
422 
 
Combined view of Bennett et al. (1999) and Lui et al. (2001) for the development of 
multimedia in assessment 






• What is being measured? (7)  
• Does it fit with the purpose of the construct? (7) 
• Does it provide relevant evidence? (7) 
• Does the benefit outweigh the harm when using the necessary 




• Should the multimedia and paper-based exam be the same? why? 
(80) 
• How can multimedia enhance the paper-based version? (80) 
• What abilities are provided by multimedia? (80) 
• What materials are needed to create a multimedia test? (80) 








• Test Development:  
o Are the materials available? What are the resources for their 
availability? (7) 
o What tools, resources, and methods are needed in the test 
development process? (7) 
o How big is the multimedia bank? And what types and quality 
of media are available? (94). 
o Regarding marking schema, is it feasible and how long will it 
take? (80) 
o Is training or orientation towards multimedia use required? 
(7) 
 
• Delivery:  
o What factors are needed to deliver multimedia to a wide 
audience? (80) 
o What test centres are available? And what are the 
consequences of using them? (7) 
o What available technical supports are present? (7) 
o What equipment is needed from hardware and software etc. 
(80). 
o What are the issues regarding security? What are the 
security measures that are needed? (80), (7) 
o Is there a third party involved in the delivery and what are 
their roles? Or the delivery in house? (7) 
o Is training required and who are the stakeholders involved?  
(7) 
o What is needed to prepare examinees and orient them? (7) 
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Perspectives • Students’ Perspective:  
 
o Students’ perspective of multimedia testing (80) 
o Feelings towards using multimedia: comfortable, anxiety, 
familiarity (80) 
o Effect on students’ learning: does MM help them learn the 
concept better? And in what way or How? (80) 
o Are additional computer skills required when taking 
multimedia? (80) 
o For those who do not have a computer, is taking MM fair to 
them? (80) 
 
• Faculties’ Perspective:  
o What do faculty think of mm use? (80) 
o Feelings towards it: comfortable? Confusing? Complex? 
(80) 
o What skills, knowledge, materials, equipment are required 
to deliver a test? (80) 
o How long will it take to deliver a MM exam? Are faculty 
willing to spend more time on such tests? (80) 





• What is the financial burden required to carry out this method? (7) 
• How much manpower is needed? Is it cheaper? Less manpower 
than paper-based? (80) 
• What are the cost for additional time, candidates, or methods when 
having a third party involved, with a pre-determined contract? (7) 
• Are the extra expenses worth the effort? (7) 
• Are the benefits worth the cost? (7) 
Reliability • Can it be reproducible and delivered on a large scale?” (7) 
• What is the technology of multimedia reliable enough for large 
scape testing? (80) 
Outcome/Impact • Can it be taught? and does it impact teaching and learning? (7)  
• What are the consequences of its use? Is it fair to certain groups? 
(7) 
• What advantages does CBT have over the paper-based test in 
regards to speed and grading? (80) 
• Is using multimedia powerful enough to realize its capabilities? (80) 






































Types of validity 




Comprises of predictive and concurrent validity and is 
concerned with specific test criterion correlations. It is assessed 
by comparing test scores with an external variable (criteria) that 
is said to provide a direct measure of the behaviour in question 
(50, 154) For example: Does this IQ test predict study results? 
The study results are the criterion in this example. (50) 
Predictive Validity The extent to which a person’s future level on a criterion can be 
predicted from previous test performance. (e.g., a candidate’s 
job performance after graduating; or SAT scores predict GPA 
scores in college. Attempts to answer the question: do scores 




The extent to which the test scores estimate an individual's 
present standing on the criterion For example, when a multiple-
choice form of spelling test is substituted for taking dictation (1, 
42, 153, 154). 
Content Validity How well the test content samples subject matter that one 
draws conclusions from. It relates to what the blueprint covers 
(1, 153, 154). 
For Example: Do items on a particular IQ test cover all aspects 
of intelligence? (50) 
Construct Validity Tries to measures a trait, quality or attribute that is not clearly 
formulated or defined, and is interpreted by a test. Examples of 
constructs are intelligence, personality, attitude, creativity 
measurement, professionalism, teamwork, diagnostic 
reasoning, cognitive function. Construct validity includes almost 
all forms of validity (1, 50, 153, 154)For example: Does a 
particular IQ test measure intelligence? (50)  
Face Validity 
(acceptability) 
Ensures that scale items are actually measuring what they set 
out to measure. In other words, does the test appear to the 
examinee as it should be, is it testing what it is supposed to 
test? (1). For example, a high-fidelity patient simulation exam 
would be used to assess certain clinical/surgical performances. 
Consequential 
Validity 
It deals with psychological, social, intended and unintended 
consequences that arise from the use of the test (159 p.176). 
For example: pass/fail because a test also measures something 
else other than the construct (i.e., CIV). 
Reliability  Reproducibility, and tries to answer: Will we get the same 
results consistently? (1) 
Feasibility  How practical is it, from a fiscal, logistical, technological and 



































Outline of the Standards adapted from AREA, APA and NCME (2014) (155) 
Standard  Overarching Standard (relates to) 
Standard 1.0 (Validity) Clear articulation of each intended test score 
interpretation for a specified use should be set forth, and 
appropriate validity evidence in support of each intended 
interpretation should be provided.  
Standard 2.0 
(Reliability/Precision) 
Appropriate evidence of reliability/precision should be 
provided for the interpretation for each intended score 
use. 
Standard 3.0 (Fairness) All steps in the testing process, including test design, 
validation, development, administration, and scoring 
procedures, should be designed in such a manner as to 
minimise construct-irrelevant variance and to promote 
valid score interpretations for the intended uses for all 
examinee in the intended population. 
Standard 4.0 (Test 
Design and 
Development) 
Test and testing programs should be designed and 
developed in a way that supports the validity of 
interpretation of test scores for their intended uses. Test 
developers and publishers should document steps taken 
during the design and development process to provide 
evidence of fairness, reliability, and validity for intended 
uses for individuals in the intended examinee population. 
Standard 5.0 (Scores 
and Scales) 
 
Test scores should be derived in a way that supports the 
interpretation of test scores for the proposed uses of 
tests. Test developers and users should document 
evidence of fairness, reliability, and validity of test scores 
for their proposed use. 





To support useful interpretations of score results, 
assessment instruments should have established 
procedures for test administration, scoring, reporting, 
and interpretation. Those responsible for administering, 
scoring, reporting, and interpreting should have sufficient 
training and supports to help them follow the established 
procedures. Adherence to the established procedures 
should be monitored, and any material errors should be 





Information relating to tests should be clearly 
documented so that those who use test can make 
informed decisions regarding which test to use for a 
specific purpose, how to administer the chosen test, and 
how to interpret test scores.  
Standard 8.0 (Test 
Takers’ Rights and 
Responsibilities) 
Test takers have the right to adequate information to help 
them properly prepare for a test so that the test results 
accurately reflect their standing on the construct being 
assessed and lead to fair and accurate score 
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interpretations. They also have the right to protection of 
their personally identifiable score results from 
unauthorized access, use, or disclosure. Further, test 
takers have the responsibility to represent themselves 
accurately in the testing process and to respect copyright 
in test materials. 
Standard 9.0 (Test 
Users’ Rights and 
Responsibilities)  
Test users and are responsible for knowing the validity 
evidence in support of the intended interpretations of 
scores on tests that they use, from test selection through 
the use of scores, as well as common positive and 
negative consequences of test use. Test users also have 
a legal and ethical responsibility to protect the security of 
test content and the privacy of test-takers and should 
provide pertinent and timely information to test takers 
and other test users with whom they share test scores.  
Standard 10.0 -13 
(Testing Applications) 
Standards 10.0, 11.0, 12.0 and 13.0 have to do with 
testing applications of certain tests, namely 
psychological testing and assessment, workplace testing 
and assessment, educational testing and assessment 

















































Examples of validity frameworks (164)(159 p.171-173)  






Content (BP, domain, 
item)  





• Test BP 
• BP representation 
of the domain  
• Test specification  




of items to domains 
• Relationship of test 
content to the 
domain 
• Quality of items 
• Qualification of item 
writers 
• Sensitivity review 
• The familiarity of 
students to format  
• Quality control for 
scoring  
• Key validation of 
initial scores 




• Quality control of 
final scores 
• Subscore analysis  
• Accuracy of 
pass/fail decisions 
to scores 
• Quality control of 
score reporting 
• Relaying score 



































Impact of scores on 
student and society 
The consequence 






Methods used for 















 Scoring Generalization Extrapolation Implication  
  Translating an 
observation into one or 
more scores 





analysis, rater selection 
and training,   
Using scores as 
a reflection of 
performance in 
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Appendix  8, containing the table The 12 Components (steps) for an effective test 
development process adopted and adapted from Downing & Haladyna From the 
Book Handbook of Test Development by S. Lane, M. Raymond & T. Haladyna (165, 






































Strengths and weakness of mixed method research 
Strength  Weakness  
The use of multiple theories, perspective 
and methods adds strength to the 
educational research and adds insights 
that may be missed using a single method 
 
May be difficult for the researcher to carry 
out both aspects of the study and, 
therefore, may require a research team  
Words, pictures and narrative can be used 
to add meaning to numbers and numbers 
can be used to give precisions to pictures 
and words. 
 
The researcher is required to understand 
and know about different methods and 
how to use them and mix them properly   
Qualitative data can help identify 
problems in quantitative data, provide 
feedback and help correct them  
It is more expensive and time-consuming  
Quantitative data can add amount and 
frequency to qualitative data  
 
Some aspects of mixed-method research 
such as how data are integrated and 
analyzed how to deal with conflicting 
results and the problems of paradigm 
mixing are still being worked out 
 
Statistics can be better understood from 
the insight of the qualitative part (variation 
in human characteristics)  
 
Researchers who believe to stick with one 
paradigm tend to contend the mixed 
paradigm (159 p.473)  
Can obtain a fuller and deeper answer to 
research questions  
 
 
More than one method can be used and, 
therefore, the strength of one method can 
overcome the weakness of another  
 
 
Can provide validation through a better 
convergence of findings  
 
 
Multiple stakeholder involvements add to 











































Appendix 10 containing the table of Principles of questionnaire construction 
adapted from Johnson and Christensen ((159) p.193) has been removed die to 
Copyright restrictions.  
Adopted from Johnson RB, Christensen L. Educational Research: Quantitative, 


























































































    Thank you for taking the time to fill out our questionnaire. Your feedback is a vital part of the development process and improvement of our exams and 
we are looking forward to receiving your completed form.  
 
1. PLEASE CHECK THE BOX YOU AGREE WITH THE MOST 









• Exams Instructions were clear and appropriate     
• Exam questions provided good coverage of the curriculum     
• Exam covers materials on which I expect to be tested on     
• The exam reflects important relevant topics from my daily practice     
• The layout of the questions was easy to follow      
• The language used in the exam was understandable     
• There was enough time to complete all the questions     

















2. Regarding Multimedia Questions PLEASE CHECK THE BOX YOU AGREE WITH THE MOST (section A, B, C): 
 









• Multimedia questions felt more realistic and reflect what is emphasized in the  
clinical practice/real-life situations 
    
• Multimedia questions have more information about the patient’s situation     
• Multimedia questions were more relevant to my clinical practice      
• The multimedia questions challenged me to do original thinking     
• The multimedia questions made me feel more involved and able to 
understand the patient’s problems better 
    
• The multimedia questions made decision making more certain because it 
offered more information than words alone could convey 
    
Multimedia questions were easier to answer     
• The use of multimedia complements/completes the presentation of the 
problem being presented and tested (makes it better) 












3. Regarding Questions WITH Image (IF NOT APPLICABLE PLEASE GO TO Q3) 









• The images used were clear     
• Image enlargement function was useful     
• The use of images in the questions is good     
• The use of images added strength to the exam     
• The use of images contributes to my clinical work     
• The use of images stimulated me to think     
• The use of images challenged my clinical reasoning skills     
• The use of images required me to do more than recall facts     
• The use of images resembled medical conditions similar to those actually 
encountered in the work setting 
    
 
4. Regarding Questions WITH Videos (IF NOT APPLICABLE PLEASE GO TO Q3) 











• The videos used were clear      
• Video enlargement function was useful     
• The use of videos in the questions is good     
• The use of videos added strength to the exam     
• The use of videos contributes to my clinical work     
• The use of videos stimulated me to think     
• The use of videos challenged my clinical reasoning skills     
• The use of videos required me to do more than recall facts     
• The use of videos resembled medical conditions similar to those actually 
encountered in the work setting 
    
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• This experience with CBT was better than expected     
• the orientation video was helpful in navigating the exam     
• The navigation options (scroll, mark, review, etc.) were pretty easy to use     
• The “Review function” makes it easier to go back and review the test compared 
to paper-based exams 
    
• The “Calculator function” was sufficient to do simple math     
• The “Scroll function” was distracting (e.g., cannot see both the question and           
image at the same time) 
    
• The computer was fast enough that it does not take long for questions to           
appear on the screen 
    
• The font size was appropriate      
• I felt comfortable reading from the monitor screen     
• The computer exam was easy to navigate     





5. Did you experience any technical problems during the exam?   Yes No    
• If yes, please explain  
 
• Overall comments about the exam 
 
 
















• The staff were professional      
• Being in a cubicle makes it easier to concentrate     
• An extra paper and pencil could be useful/helpful to take notes     
• I was satisfied with my overall experience with the exam     
























































Exploring the validity of multimedia written assessment in Saudi Arabia 
 
 
You are invited to take part in a research study that is taking place from October 2012 until 
October 2015. You will receive information about this project that aims to explore the validity 
of using multimedia multiple-choice questions (MCQs) in written examinations. 
 
Purpose of the study: 
 
Help raise the quality of practising doctors by raising the assessment standards of safety and 
clinical competence in high-stake written examinations. MCQs can be written to test higher 
cognitive skills such as analyses, interpretation and evaluation if structured correctly and 
supported with the innovative technology and the use of computer-based testing. This can be 
aided by using a set of systematic methods and recourses to help validate not only the 
examination questions but also the whole test development and assessment processes. 
 
Participants of the study: 
 
I am inviting residents of all levels who are in the speciality of Emergency Medicine. I am 
interested in the views, perspectives and experiences of Emergency medicine physicians 
who have been through SCFHS written examinations and can relate exam contents and 
relevancy to their daily life practice in the emergency care setting. I am also interested in 
your perspectives and feedback on some of the steps taken to construct the examination 
process. 
 
What would be involved? 
 
I would like you to take part in a focus group discussion. I will invite 8-10 residents to the 
group, some of whom you might know already as your colleagues. There will be a facilitator 
who will ask questions and facilitate the group discussion, as well as two note-takers to write 
down the ideas and what is expressed in the group. We would like your feedback o n  how 
you felt that you performed on the examination, how you perceived the examination to be 
in terms of difficulty, relevancy to your speciality and how well the multimedia items resembled 
real-life cases. The focus group will be arranged in advance (approximately 2-3 months 
beforehand) at the most convenient time for participants and will take around 1 hour and 30 
minutes. If you have any questions or concerns regarding the study you are welcome to 
contact Thuraya Kattan (contact details below). The discussions will be tape-recorded so that 
I might have a record of what was said, this will help me to further understand and analyse 
what was said in the group. 
 
If you are not comfortable to participate in front of the focus group and feel more comfortable 
to share your views in an individual meeting, that could be arranged. Terms of privacy and 






What will be done with the information gathered? 
 
The discussion of the focus group will be transcribed into print and will then be analysed by 
myself and the Plymouth University researchers. All participants will be given the researcher’s 
draft analysis report of the focus group to read and if you wish to give your written or verbal 
comments on it. The transcript will only be used for the purpose of the study and will not be 
used for any other purpose. It will also be dealt with by the primary investigator and the 
Plymouth University researchers and no one else. The information gathered from the 
discussions will be a source for my PhD thesis. The results of this study and some of the 
transcripts might be used for writing up and publishing articles in academic journals or may be 
presented in meetings or posters sessions, however, your identity will be protected 
(confidentiality and anonymity will be protected, see below). If you are interested, you are 
welcome to have a copy of the final transcription, its analysis, results and of the articles before 
they are published if you wish to receive them. 
 
Confidentiality and Privacy: 
 
Your participation in this research is voluntary, and you are free to refuse to participate in this 
study or withdraw at any time without giving reasons and without your decision affecting 
your future career or training as a resident/specialist. Participation involves attending the focus 
group discussion and contributing as much or as little as you please. Everyone attending the 
focus group will be asked that the discussion be confidential, to respect the privacy of others 
and not to disclose any information outside the focus group. All names will be changed and 
kept anonymous in the transcript, and confidentiality on specific answers will be assured so as 
no one can be identified from the transcript or linked to any results. Your place of work or level 
of training will not be mentioned nor appear in the printed copy. Only the researchers involved 
in the study will read your responses. The transcript will be securely stored and kept in a 
locked place, and all electronic materials will be encrypted and password protected and access 
to files will be restricted. Audiotapes will privately be demolished within five years of completion 
of the research. You will not be identified in any report or presentation arising from the study. 
However, feedback concerning the overall outcome of the study will be offered as an 
institutionalized report. If you agree to participate in this study, then responding to this invitation 
is required, and you will be asked to sign a consent form. 
 
 
Benefits, Risk Estimation and Protection from Harm: 
 
The study involves you taking part in a focus group discussion to share your views and 
perspectives on the written examination and its construction process. Your participation may 
benefit yourself, as well as other specialities in improving the examination process and raising 
the quality and standards of the assessment process. This study does not pose any physical 
risk or harm to the participants apart from the usual discomfort of a conversation experience. 
The focus group discussion is not marked and will not contribute to mark or evaluation. It 
may be possible that you experience some stress or frustration depending on what is 
discussed in the group, but you are free to leave at any time if you wish. The researcher or a 
resource from the Commission will be available for support and to privately discuss any 
discomfort with you afterwards if you wish. Participation in this study will not affect your 
current nor future exam results or training evaluation. Participants will be anonymous and 
will not be identifiable by the information given. The information drawn from this focus group 
discussion is for research purposes only. 
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If you have any further questions or concerns about the study, you can contact the 
principal investigator 
 
This research has been approved by the Saudi Commission for Health 





Exploring the validity of multimedia written assessment in Saudi Arabia 
 
The purpose of this study is to raise the quality of practising doctors by raising the 
assessment standards of safety and clinical competence in high-stake written examinations. 
MCQs can be written to test higher cognitive skills such as analyses, interpretation and 
evaluation if structured correctly and supported with the innovative technology and the use 
of computer-based testing. This can be aided by using a set of systematic methods and 
recourses to help validate not only the examination questions but also the whole test 
development and assessment processes. 
 
 I have read all that has been mentioned in the information sheet and understand all 
that has been mentioned in the above study. 
 
 I have had the chance to reflect onto the information given, ask questions to clarify 
points, and have received adequate answers to them. 
 
 I recognize that my participation in this study is voluntary and that I am able to 
withdraw whenever I want at any point in time of this study without giving a reason 
and without my decision affecting on my future career or training as a resident. 
 
 I understand and agree that my words might be quoted directly, confidentially and 
without identifying who I am.  I understand that my name will be kept anonymous, and a 
made-up name may be used instead. 
 
 Audio-tapes will be stored in a secured place. 
 
 I understand and agree that the researcher may publish the results of the discussion 
and it may contain some quotations made by me anonymously. 
 
By ticking all the above boxes and signing this consent form you are showing that you 
completely understand the above information motioned and agree to participate in the 
focus group discussion. 







If you are not comfortable to participate in front of the focus group and feel more 
comfortable to share your views in an individual meeting, that could be arranged. 






































































Appendix 13: Points checked by specialist and content expert 























Points Checked by Specialist Reviewer 
 
Points checked by Content Expert 
Reviewer 
Stem • The stem was reviewed for the inclusion of 
relevant information, defining abbreviations  
• The scenario was checked for the 
appropriate sequence of clinical 
presentation, rephrasing of the question 
• All vital signs, lab results were checked that 
they were in the appropriate format (e.g., 
bold, SI unit, space, font and size) 
• The stem was reviewed for accuracy of 
content and that the given information 
was sufficient. 
• That it was a realistic case, commonly 
seen in students’ daily practice, clear, no 
doubt about the given information. 
• Elimination of any names, stereotypes 
• Describes changes that occur and not 
interpreting the findings, gives normal 




• The question was reviewed that it was clear 
and closed-ended. 
• That no unnecessary or additional 
information was included in the questions. 
This would be removed and inserted in the 
stem. 
• Appropriate – (clear, specific, asks in 
relation to scenario) 
Options  • Balancing of the options and randomization 
of the correct answer. 
• Options are arranged chronologically or 
numerically 
• Options did not contain clues or IWF 
• Key – was checked for appropriateness, 
correctness and that there was no more 
than one correct answer. 
• Distractors – was checked for plausibility, 
and that there were no fillers. 
• That all options were homogenous and 
similar to key answer in length and 
complexity 
Item as a 
whole  
• Editorial review: clarity, grammar, spelling, 
punctuation and capitalization error (27 
p.228) 
• Checked for any IWFs against item writing 
guidelines, which was then removed and 
edited 
• Check for any grammatical, spelling errors 
and corrected accordingly 
• Review for any possible cues or clues that 
might lead to the correct answer 
• Sensitivity and fairness review: check for 
insensitive content, language or 
stereotyping of person, offensive content 
that implies racial, ethnic and other groups. 
• Special language care review:  
o Review that appropriate wordings 
were used and that and lab data 
used as were unified throughout the 
items e.g., (Na Vs. Sodium), 
(oxygen saturation or SpO2), using 
• Checked for appropriateness – (aligned 
with Test Blueprint and level)  
• Checked for authenticity 
• The content was checked that it was up 
to date with the medical literature.  
• Check for any ambiguities or difficulties in 
the question, flaws and level of question 
• Cognitive demands review  




man, woman, male, female, boy, girl 
(<19 years old), unifying all MVA to 
MVC).  
o Review for the presence of any 
unfamiliar words (e.g., guiac was 







• Ensure that no description is present in the 
scenario that would duplicate the image 
• Ensure that images used are consistent 
with the given scenario (e.g., age, gender, 
site, side: left/right) 
• Ensure that the wordings “see clinical 
image”, “see X-ray”, “see scan” video was 
included in items associated with 
multimedia to notify candidates of its 
presence, in case it did not appear on the 
exam screen. 
• All images were edited. This included 
checking format, numbering them, putting 
them in a separate folder, remove any 
names or MRN number, labelling A/B on 
images if there were more than one image 
per question. 
• Ensure that MM and images were 
copyrighted. 
• That MM and image were clear and 
relevant to the scenario 
• That image added to the level of the 
question.  
Other • Identifying questions with calculators 
• Checking the appropriateness of 
classification and level of question 
assigned 
• Reference – (up to date) 















































Computer-based test exam specification: 
A) General exam specification: 
• The exact date of the Examination needed to be scheduled in order to reserve 
seats in the computer labs to administer the test. 
• The exam bank would contain 160 questions and would be delivered into two 
forms 
• A unique master code was generated for all exam items, as well as all the 
multimedia by the test administration industry (this was delivered in a form of a 
template).  
• A unique registration code was developed by the Commission for each 
resident.  
• Test administrator needed to match each computer with residents’ new ID 
code, as well as with the specified exam form, they would receive. 
 
B) Form specification: 
• The exam comprised of two forms each with a unique label to identify which 
contained the multimedia items or the texted matched items. 
• The first form (Form-A) would contain 130 questions (100 original promotion 
questions) in addition to 30 text-based beta questions. The second form (Form-
B) would also contain 130 questions (the same original 100 promotion 
questions) in addition to 30 multimedia beta questions. 
• The first one-hundred questions would appear in both forms A and B in the 
same order provided by the Commission. (i.e., questions 101-130 would 
appear in form A only in the same order provided, and questions 131-160 would 
appear in form B only in the same order provided). 
• Questions will follow the same appearance and order as delivered by the 
Commission in their documents.  
• Characteristics of question layout in each form was provided by the 
Commission using the given item and multimedia master code and then linked 
to the residents’ registration master code.  
 
C) Test Blueprint and Classification: 
• Exam blueprint for both 100 promotion questions, as well as the 30 paired 
questions needed to be delivered to the test delivery service in advance. 
• Classification under each question, as well as the blueprint details needed to 
be submitted. 
• All the questions in the blueprint supplied were used in this examination as this 
was a one-time examination. 
• Two new classification sub-heading was added these were “Forms” and 
“mastercode” and were included under each question to identify on which form 




D) Multimedia specification:  
• Multimedia questions used in the exam comprised of images and videos and 
needed to be submitted at an early stage for quality testing. 
• Multimedia given within this examination was not permitted to be used in any 
other examination or to be stored in the test administrator’s banks. 
 
E) Logistic specification: 
 
• Reservation of the computer test centres/labs in three regions of Saudi Arabia 
(Central, Eastern, and Western) needed to be arranged and confirmed at an 
early stage, this required setting the exam date and time with the EM scientific 
committee. 
• An orientation video of the test administrator’s software needed to be 
demonstrated to residents before the examination to orient them on how to 
navigate computer-based tests. 
• A paper-based survey needed to be developed in order to be distributed at the 
end of the examination to candidates. The feedback would be used to make 
the improvements and adjustments for the main project the following year. 
• Detailed exam specification and test setup including images, layout, computer 
screen, etc. were covered through the completion of a test specification 
document (TSD) Appendix 17. 
• For quality assurance, questions would be uploaded through a secure test 
portal (STP) system  
• The exam time needed to be increased from two to three hours to compensate 
for the increase in number in the original exam items, as well as the addition of 
the 30 paired questions 
• The paired questions were not included in the candidate’s final marking, 
however psychometric properties were needed  
 
F) Scores and reports: 
• Residents’ results were requested to not appear on the screen at the end 
of the examination (review process according to item statistics) 
• Item analysis reports on the performance of the questions were requested 
to be available for all items marked and unmarked. 
• Result report was requested to be sent immediately to the SCFHS STP 































Strengths and weaknesses of MCQs 
 
Strength of MCQs 
Can measure the higher level of thinking (196, 233, 234)(27 p.66)  
Test a wide range of content domain and learning objectives (21, 98, 187, 196, 200, 234, 
235) (2, 27 p.65)  
Valued by test developers for their higher reliability (27, 151 p.65)(233, 234)  
Easy to mark (27, 151 p.66) and can be scored automatically (196, 233, 234)(27 p.66)(165 
p.289)  
Is characterized by being objective in scoring (the same results will come out with different 
content experts, agreement on the same key answer) (187, 200, 233) (27 p.66)(165 p.289)  
Suitable for large-scale testing (2, 151, 196) 
Validity evidence for selected-response format is strong 66 (165 p.289)  
Have many validity advantages in measuring cognitive ability and achievement (165 p.289) 
through establishing content validity by allowing a representative sampling of the cognitive 
domain. It also decreases the threat to validity by avoiding construct underrepresentation  
Familiar to learners and most feasible to use in schools and universities (151) 
Can discriminate between high and low ability students if properly constructed. (187) 
Robust psychometric properties (236) 
Well-constructed items are able to test higher levels of cognition (reasoning) and can 
discriminate accurately between high and low ability students (2)(27 p.38)  
Has a greater efficiency than other test formats because it is cost-effective, takes less time 
to score and good items are reusable for future exams reducing test preparation time for the 
future (27 p.66), (165 p.289)  
Well-constructed items developed by content experts and are edited, reviewed, 
administered and score are defensible (165 p.289)  
Takes less time to answer compared to constructed-response format (235)  
Weakness of MCQs 
Difficult to construct successfully (2, 151, 185, 234) and Cannot measure psychomotor skills 
or production skills (165 p.289)  
Prone to cheating (151) 
Time-consuming (185, 187, 200) 
Success depends on the appropriateness of the distracters (185) 
Often test recognition of knowledge over higher cognitive process (151, 187) and difficult to 
test diagnostic ability (234). 
Critics of MCQ characterize it by being artificial by providing examines with a predefined list 
of possible answers (165 p.289)  
Has a clueing effect, that may aid in finding the correct answer (165 p.289)  
Poorly written items with flaws are a major source of CIV (165 p.289)  
Not authentic, is artificial, not a reflection of real-life clinical situations (151, 233)  
Difficult to identify a student’s learning needs (no information on the student’s thought 
process to the answers is provided).(235). 
Allows for guessing which affects the marking process (185, 187, 234). 
Trivial content and poorly trained item writers introduce flaws to the items and some see this 
as a weakness (165 p.289)  
Guessing the answer is viewed by some to be a major weakness (165 p.289)  
They inhibit students from creative expression and original thinking (185) 


































List of possible MM-TXT topics 






Case with neck distention (internal 
jugular distention) with tamponade or 
pneumothorax 
Image or Video 
Ventricular Tachycardia 
Normal Rhythm goes to V. Tach + 
fusion beat 
Video 
Pericardial Tamponade Echocardiogram with tamponade US (ECHO) 
Pulmonary Embolism 
Echocardiogram, ventricular collapse 
(or IVC collapse on US) 
US (ECHO) 
Gastroenterology  
Pancreatitis Edema around the pancreas  CT 
Spontaneous bacterial 
peritonitis 
Procedure of ascetic tap with dark 
coloured fluid drainage (infected) Or 
wrong landmark Video 
Volvulus Radiological Sign of volvulus X-ray 
Pseudovalvulus Psuedo-vovulus (psuedo-obstruction) X-ray 
Nasogastric tube NG tube in place or too high X-ray 
Calculous cholecystitis 
Impaction in CBD (US with stone in 
GB) 
US (US with 
stone in GB) 
Appendicitis Sonographic sign of +ve appendicitis US   
Infectious Diseases  
Pneumonia PCP X-ray  
Measles Measles Picture  
Diphtheria Throat: diphtheria Picture  
Diabetic foot (Cellulitis) 
Diabetic foot and subcutaneous 
emphysema  
Pic / X-ray: 
preferably both 
Bilateral facial palsy  





Seizure, starts as partial seizure and 
progresses to generalized 
Video 
Pseudoseizure 
Pseudoseizure, patient pretending to 
have seizure 
Video 
Any available diagnoses Abnormal Reflexes Video 
Myasthenia gravis Myasthenia gravis Video 
Cerebellar lesion Cerebellar sign Video 
OB/GYN  
Pre-eclampsia 
Pregnancy with pre-eclampsia 
symptoms (image of edema of face or 
hand) 
Picture/Video: 
Mastitis Mastitis in a breastfeeding mother Picture 
Deceleration CTG showing Deceleration CTG Rhythm 
Premature rupture of the 
membrane 
+ve Test for premature rupture of the 
membrane 
Picture 
Any type of abortion abortion US 
Ectopic pregnancy Ectopic pregnancy US 
Renal  Urinary Bladder injury Cystogram X-ray/Video  
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Stone in urinary tract stone 
CT or X-ray with 
stone  
testicular torsion testicular torsion Picture  
Stone in the urinary tract stone 








Less franc fracture Less franc fracture X-ray  
Tendon injury 
Tendon examination in hand with an 
abnormal finding  
Video 
Calcaneus fracture Calcaneus fracture Picture or X-ray 
Shoulder dislocation Shoulder dislocation/or relocation X-ray   
Boxer fracture Boxer fracture X-ray/Pic 
Tenosynovitis Tenosynovitis (image and test) Video or pic    
Paronychia Paronychia Picture 
Phelon Phelon Picture 
Paediatrics  
Infantile spasm  Infantile spasm  Video 
Child abuse Child abuse, e.g., abuse burns Picture/X-ray 
Tooth fracture (avulsion) Pediatric Tooth fracture (avulsion) Picture 
Anaphylaxis Hereditary angioedema Picture 
Orbital cellulitis Orbital cellulitis Picture 
Periorbital cellulitis Periorbital cellulitis Picture 
Diaphragmatic hernia Diaphragmatic hernia (neonates) X-ray 
Foreign body 
Foreign body like a disc battery or coin 
in the oesophagus or abdomen 
x-ray 
Foreign body 
Foreign body in the chest causing 
collapsed or hyperinflated lung 
X-ray 
Neonatal jaundice Neonatal jaundice Pic 
Fingertip Amputation Fingertip Amputation Pic 




TCA ECG strip ECG 
Digoxin effect or toxicity ECG changes of digoxin ECGs 
Body packer  Body packers X-ray 
EMS Scenario with two cases 




Abnormal Light reflex Pupil reaction, location of the problem Video 
Neurofibromatosis Neurofibromatosis Picture 
Meningitis/encephalitis LP abnormal fluid (dark, bloody) Video or Pic  
ENT  
Foreign Body in ear Foreign Body in ear Picture  
peritonsillar abscess Throat: peritonsillar abscess or similar Picture 
Otitis media or if not 
available, Normal 
tympanic membrane 
Audioscope (pressure) of the tympanic 
membrane to show mobility 
Video 
Nasal foreign body Nasal foreign body Picture 
Epistaxis Nasal packing   Picture 
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Epiglottitis Epiglottitis X-ray 
Thyroid masses  Thyroid masses  Picture or US 
Vascularity of the nose Epistaxis (area of bleeding) diagram  Drawing 
Rupture tympanic 
membrane 




Sub mental abscess/edema  
Picture 
Glaucoma Mid dilated pupil and red eye  Picture 
Toxicology  
Methemoglobinemia 
Methemoglobinemia (chocolate blood 
colour) or video of blood extraction 
Picture/video 
CO poisoning CO poisoning, redness in skin (flushed) Picture 
Opioid overdose Pupil pinpoint (opioid) Picture/video 
Stimulant overdose 
 E.g., amphetamines causing 









Stab wound/ penetrating injury insito in 
a stable patient 
Picture 
Chest Stab Wound Stab wound in the chest Picture 
Subungual Hematoma 
Minor trauma (nail avulsions) or 
hematoma under nail 
Picture 
Free fluid in the 
abdomen 
FAST bleeding FAST 
Subconjunctival 
haemorrhage 
Subconjunctival haemorrhage Picture 
Resuscitation  
 Sinus Arrhythmia  








Facial trauma in a bearded person with 
a short neck (i.e., difficult airway) 
Pic or Video 
Procedure 




Video/Pic of a monitor or Rhythm Strip: 
electrical alternans 
Video/Pic of a 
monitor OR 
Rhythm Strip  








































Test Specification Document (91, 155, 168) 
Sections Brief explanation of section content Examples  
1. General Information Test design specialist, client service manager, test 
developer, psychometrician’s involved, Exam name 
abbreviation, title & type of exam 
Names, the contact information of client, 
manager, etc. Type of exam beta exam. 
2. Exam Approvers Client and Test design specialists Contact information and roles 
3. Project Scope 1. Type: New item format specification  
 
 





3. Sent/attached documents 
4. Important Exam notifications  
 
5. The appearance of Exam screen to the 
candidate 
1. E.g., image enlargement, font size, colour 
and background, abbreviations. 
2. A unique identifier, marked/unmarked 
questions, one-time exam, upload on STP 
system, upload data for all items, no 
examinee image to appear only ID Check, 
examinee image is taken on the test site. 
 
3. Word doc. Excel, and what it contains 
4. The appearance of question same as 
submitted, same sequence as submitted, 
5. A) confirmation of the name of the 
examinee and exam with a question are you 
(name)? On the first page, B) appearance of 
screen to the examinee (question to appear 
on one screen, if too long (over the standard 
screen size) then option of scrolling and not 
splitting of the screen), video to be embedded 
within the question and not to appear as an 
exhibit. C) Button options: inclusion of buttons 
(skip, previous, next, review and mark). The 
functionality of a close button to go back to the 
exam e.g., from the review screen, basic 
calculator button to appear with relevant 
questions, Comment button functionality for 
candidates’ comments 
A warning to appear in the middle of the 
screen if the exam was ended accidentally, or 




4. Review Disk 
Information 
Who reviews the disk, any specifications required E.g., the disc should contain both exam forms 
sequentially as it should appear on the day of 
delivering the live exam. 
5. Exam Delivery Details of exam site, date, time and client  International, July 8, 9:00 am, SCHFS  
6. Content delivery and 
Item banking 
Mode of the provision of items, provision of unique 
identifier, number of files delivered. 
e.g., items to be delivered electronically, 
unique master code, 2 files. 
7. Form specification Number of forms delivered, name, the ID of form, 
overall time, status (e.g., sequential), marked and 
unmarked items 
E.g., two forms, 
name: schs_7768848 Status: New form 
8. Screen section 
information  
Information about the screens to be viewed by the 
examinee, setting if it is to be optional or required 
e.g., schs_7768848 160/130 show timer, 
required, screen tutorial: required, show timer 
(optional).  
9. Additional information Any extra requirements needed to be included in the 
exam screen 
e.g., client logo, calculator, examinee image, 
the appearance of a digital clock, as well as a 
warning after an hour and when there are 10 
minutes left of the exam. 
10. Functions of exam 
screen  
Standard buttons and any additional buttons to 
include 
e.g., mark, scroll down, next, skip, back, 
calculator (basic, scientific or custom), 
hotkeys enabled, others: e.g., abbreviations 
included at bottom of the question 
11. Functions for 
examinees  
Additional functions to be available during the exam Review items at any time during the exam, 
comments on items at the end of the exam 
only 
12. Exam presentation 
(style) 
Font size, style, and colour,  
Background colour, margin details  
Item format: Sans serif text (Calibri), font size 
between 20-24, word count per line <8. This 
does not count (prepositions, possessive 
pronouns, indefinite articles or numbers within 
the text).  
 
13. Item information  Item Type MCQs – single response, video .avi files 
Pop-up exhibits Some video may need to be viewed as an 
exhibit 
Graphics (gif, jpg, etc.), special characters  Two images to appear next to each other 
Language, Type  English UK the content and non-content 





Logo on examinee document 
e.g., logo appearance on approval screen, 
and at the end. 
Screen resolution  Resolution: default 1024X768 
Result type  
Availability of cut score  
Simple XML – Results, as well as image, post-
administration determined 
14. Score information  Percent score  % correct on total item 
Rounding  none 
weight of item  Dichotomous (0/1), no -ve mark 
Score report 
Category 
Overall for the entire exam  
Number correct by category/domains 
Score report information 
 
 
Notice of exam completion, not to appear to 
examinees but to be allowed for printing by 
the TCA  
No pass/fail to appear 
Examinee sore report (select if to be displayed, 





Demographic information to be displayed on the 
screen, logo and others. 
Score report for scored items only and of 
category and performance details as percent 
correct, percent correct by category, number 
correct by category and number of items 
delivered by category,  
 
Examinee demographic information (name, 
speciality, government ID, passport, exam 
centre, region, eligibility ID) 
15. Client information  Reporting information for the client Repot description by section and category 
Result information for the client Client results were received through STP, 
results were not submitted to a third party, 
results file included examinees’ comments 
16. Attachments and Add-
ons 
Any additional information that needs to be relayed 
through the form of an attachment 
Name and type of document e.g., Item format 
specification and EM promotion BP in the form 
















Appendix 18: Cambridge framework 
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Tasks elicit performances 




1.Do the tasks elicit 
performances that reflect the 
intended constructs? 
Review examiner reports for insights into how the questions 
were answered by candidates. 
Analyse performance data (e.g., item level scores) for a 
sample of candidates using statistical methods (e.g., Rasch, 
factor analysis) to explore item functioning, relationships 
between items, and to check for test bias (e.g., using 
differential item functioning analyses by gender, school type, 
etc.). 
For misfitting items, analyse the nature of candidate 
responses to gather insights into any possible sources of 
construct irrelevant variance. 
Ask appropriate examiners/experts to rate the extent to which 
each question appears to elicit each assessment objective 
set out in the syllabus (using this as a proxy for the 
constructs). 
 
Ask appropriate examiners/experts to rate the extent to 
which each question places certain types of cognitive 




Scores reflect the quality of 




2. Are the scores/grades 
dependable measures of 
the intended constructs? 
Review exam board documents on marking and scoring 
procedures. 
 
Ask a number of markers to mark the same exam scripts in 
a multiple re-marking exercise so that the consistency and 
reliability of marking can be analysed. 
 
Conduct statistical analyses of candidate exam results to 
explore issues relating to aggregation of test scores and 
intended and achieved weightings of exam components. 
•  




Shaw S, Crisp V, Johnson N. A framework for evidencing assessment validity in large-scale, high-stakes international examinations. 
Assessment in Education: Principles, Policy & Practice. 2012;19(2):159-76. (35) 
Statistical analysis of the effectiveness and accuracy of 




Scores reflect likely 
performance on all possible 






3.Do the tasks adequately 
sample the constructs that are 
set out  as important  within 
the syllabus? 
Ask appropriate examiners/experts to identify the topics and 
sub-topics assessed by each exam question for a number 
of exam sessions in order to evaluate content and skills 
coverage. 
 
Ask appropriate examiners/experts to rate for each exam 
question the cognitive demands rewarded by each question, 
as reflected by the mark scheme. 
 
Ask appropriate examiners/experts to rate for each exam 
question the extent to which the scoring guidelines set out 




Score reflect likely wider 
performance in the domain 
 
4.Are the constructs sampled 
representative of competence 
in the wider subject domain? 
  
Ask higher education representatives and employer 
representatives to review the syllabus content in relation to 
the preparation it provides for further study or employment. 
 
Conduct longitudinal studies involving correlations between 
test scores/grades and performance in subsequent 




Appropriate uses of scores 
are clear 
 
5. Is guidance in place so that 
stakeholders know what 
scores/grades mean and how 
the outcomes should be used? 
Review available guidance documents. 
 
Use a questionnaire to teachers to gather their views on 
guidance on score/grade meaning and uses and gather 
insights on how they use scores/grades. 
 
Use a questionnaire to stakeholders (e.g., higher education 
providers) to gather their views on guidance on score/grade 




































Appendix 19 with the table of Checklist for evaluating a mixed-methods research 
study has been removed due to Copyright restrictions.  
Adopted from Johnson RB, Christensen L. Educational Research: Quantitative, 

























































Validity check for quantitative research methods (159) p284-92 
Type Meaning  Example Comment  
Internal Validity 
(Causal Validity)  
Establishing evidence that a 
relationship is present 
between two variables (IV 
and DV) 
Maturation: (a mental or physical 
change) over time that may have 
an effect on performance on the 
DV (e.g., learning, boredom, 
hunger, fatigue) 
This can be overcome by having a control group 
because the effect of the threat occurs for both groups 
equally.  
 
Differential selection: differences 
in characteristics between 
participants (age, gender, ability, 
intelligence, language, learning 
style, maturity, motivation, anxiety, 
stress, etc.) 
Overcome the threat of differential selection through 
the use of random assignment that equates the 
groups (in a large enough sample size) and therefore, 





The extent that the study 
results can be generalized to 
other populations, times, and 
setting 
Population validity: generalizing 
the study from sample to 
population and to other types of 
people in the target population. 
G-Study was conducted, although G-coefficient was 
not high enough, it could be due to the low number of 
items. Further reliability studies would be needed. 
 
Ecological validity: generalizing 
results across any settings 
Reactivity effect: changes in 
performance due to participants 
knowing that they are part of a 
study 
This is not applicable based on the results of this 
study. Further similar studies need to be conducted 
fist 
A few residents commented that they felt 
uncomfortable not knowing which item was marked. 
However, this could not be assessed. 
Temporal validity: generalizing 
results across time 
Would need further reliability studies 
Construct 
Validity 
The extent that the higher-
order construct is accurately 
Measured and 
“operationalized” in a study 
Treatment diffusion: participants 
interact or share resources with the 
other group 
Identified the construct (higher cognitive skills) and 




The extent to which the 
relationships between the 
variables (independent and 
dependent) are related in the 
larger population 
Effect size: measures the strength 
(magnitude) of the relationship 
between the variables 
Statistical analysis of the items and their relationships 
were provided. No correlation studies were taken 





Validity check for qualitative research methods (159) p284-92 
Type Meaning  Example  Comments 
Trustworthiness  Validity in qualitative research 
that is plausible, credible and 
defensible 
E.g., presenting all views, strength 
and weaknesses of methods, data 
collection, residents’ opinions 
Providing details and evidence throughout the 
research, as well as challenges and limitations.  
Triangulation  A validation approach using 
multiple methods, 
investigators, data sources 
when searching for results 
convergence. 
Using test, focus group and 
questionnaire, gathering multiple 
perspectives from different regions 
to provide a better perspective and 
understanding of the phenomenon.  
Multiple methods were used (test, pilot, focus group, 
questionnaire) and multiple data sources (collecting 
data from multiple sources, at different times and 
places) 
Research Bias Collecting results that the 
research wants to find 
Allowing one’s personal views 
affect in Selecting recording and 
interpreting the information 
Overcome by reflexivity: the researcher actively 
participates in self-reflection about his/her 
perspective and biases. 
 
And negative-case sampling: searching for examples 
that disconfirm the researcher’s expectation about 
the study.  
Descriptive 
Validity  
The accuracy in reporting 
descriptive information (facts, 
events, setting, behaviours, 
etc.) by the researcher  
Is it accurate? what is reported: 
- What actually happened 
- What was seen and heard 
Detail reports, thematic analysis and narrative review 
throughout the research  
Interpretive or 
Emic Validity 




feelings and their subjective 
worlds 
Using feedback to clarify 
misconceptions and understand 
their feelings.  
Participant feedback was presented, checking with 
residents to clear up miscommunications and 
inaccuracies about what they said 
 
In transcription and analysis: used verbatim 
descriptions that are phrased very similarly to what 
residents meant to relay it to the reader.  
Provided direct quotations pf participants’ exact 
words, as well as their actions and feelings. 
Theoretical 
Validity 
The degree to which the 
developed theoretical 
explanation of the phenomena 
fits the data making it 
defensible and credible  
Explaining the phenomena and 
why it operates as it does. The 
theoretical construct of the thinking 
process of scenarios is used to 
explain the students' perception to 
Strategy to further support this is to do extended 





the MM-TXT items, diagnosis, and 
choices of answer selection. (other 
factors play a role: break, fatigue, 
CBT, learning preferences). 
The use of multiple theoretical perspectives, 
disciplines to interpret and explain the data. 
Cognitive load theory, multimedia learning, test-
taking strategies.  
 
Results match to what was predicted that multimedia 
items are more discriminating and sometimes more 
difficult. 
 
Peer review of results through discussion with 
colleagues and the involvement of a ‘Critical friend’ 
who interacted with the research throughout the 
whole process for feedback regarding actions 
Internal validity  The degree to which the 
researcher describes the 
phenomena of how it operates 
and obtains a causal 
explanation and tests its 
theory  
Using critical friend and multiple 
methods, triangulation and 
reflexivity. 
To improve internal validity in a qualitative study, one 
can use the following strategies:  
Critical friend, low-inference descriptors, multiple 
data source, multiple methods, multiple theoretical 
perspectives, negative-case sampling (where results 
didn’t match), participant feedback, member 
checking, reflexivity, Triangulation, peer review, 
ruling out alternative explanations. All these were 
used. 
External validity  Generalizing the findings to 
other people, places and 
times.  
In qualitative research, this is 
considered a weakness because 
people are not randomly selected 
and it usually focuses on 
documenting particular findings in a 
certain context rather than a 
universal one.  
Naturalistic Generalization could be evaluated with 
other specialities: The more similar people are in 
characteristics and circumstances the more 
defensible the generalization can be 
 
Provide all information about the participants in the 
study, the selection, context, setting, methods, data 
collection and analysis to give the reader the ability 
to make the decision of generalizability and to 





Validity check for mixed-methods research based on Onwuegbuzie and Johnson's 2006 types of mixed research validity (also 
called types of legitimation)(226 p.306-9)  
Type Meaning  Example  Comment  
1) inside-outside 
legitimation 










and their subjective 
worlds (emic 
viewpoint), as well 
as the researcher’s 
outsider view (etic 
viewpoint) 
Presented quotes in transcriptions 
and feelings towards items and 
CBT 
Fully present both perspectives the participants 
(through transcription) and the researcher 














Demonstrate an understanding of 
why the quantitative and 
qualitative aspects were 
undertaken from a philosophical 
view. 
Fully explain the philosophical and methodological 
paradigm including the researcher’s epistemological, 




The degree to which 
the researcher can 
take the quantitative 
and qualitative views 
and integrate them 
into a mixed broader 
viewpoint 
Look through combined or 
multiple-lenses to have a better 
understanding of explaining the 
phenomenon  
Strategies used are: The researcher must think, 
become and look through the lens as a quantitative 
researcher and as a qualitative researcher and move 
back and forth thill he/she becomes a mixed 
researcher (Gestalt switches) 
 
Role reversal and empathy towards examinees 
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4) Weakness minimization 
legitimation 




compensated by the 
strength of another 
research approach. 
IA doesn’t reflect the whole reason 
and is compensated with focus 
group feedback. G-theory 
replaces CTT reliability deficit.  
Combine qualitative and quantitative approaches 
that have non-overlapping weaknesses. Using test, 
pilot, focus group and questionnaires and 
triangulation of results from all. 




builds on one phase 
of the research 
design on the other 
and (from the 
qualitative and 
quantitative phases) 
Building the FG based on the 
results of the MM-TXT matched 
item analysis and the 
questionnaire results. 
The researcher needs to understand which research 
design needs to be conducted and purposively builds 
the second phase based on the findings from the 
earlier phases, thus achieving sequential validity. 
Here a QUAN-QUAL sequential design was taken. 








qualitative data) or Qualitizing 
(reporting quantitative data into 
words, themes and categories)  
The researcher provided quality inferences from 
quantitizing and qualitizing some of the data from IA 
and questionnaires, as well as presenting 
quantitative analysis for focus group discussions. 
7) Sample integration 
legitimation 
The degree to which 
the relationship 
between the QUAN 






by the researcher  
IA reflected that some MM items 
took longer hence may be more 
difficult. However, in the focus 
group discussion, residents 
attributed longer duration in some 
items to quality of media and 
repeating videos even if it was 
easy. 
The researcher should keep in mind that the 
participants in the QUAN and QUAL groups may not 
have the same beliefs and has to be careful in 
combining the data  
 
Strategies to use is to study the degree to which the 
research purpose was met, the problem under study 
was solved and the research question was 
answered. (i.e., pragmatic legitimation)  
 
Integration legitimation: the degree to which the 
QUAN and QUAL data were integrated, analysed 
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of the involved 
stakeholders  
Certain rules and regulation 
adopted in the organisation may 
restrict the optimal method of test 
administration (e.g., method of 
standard-setting, using only CTT 
and not IRT), no set break 
available. 
The researcher fully understood and represent 








resolves all the 
relevant validity 
types mentioned in 
the QUAN, QUAL 
and mixed methods 
research  
Reviewing all types of QUAN and 
QUAL validity mentioned in 
previous tables.  
The most important type of validity in mixed 
research. 
 
The researcher must identify what are the relevant 
types of validity, trustworthiness and legitimations 
that need to be addressed in the study. 
Pragmatic legitimation The extent to which 
the research 





Problem: first-time takers for CBT, 
solution: orientation, presentation 
and material distributed.  
 
Problem: non-random sampling of 
examinees, solution: random 
assignment  
The researcher presented results to questions, 
explained weaknesses and strength of validity 
framework and methods to overcome problems (in 
results chapter 6) 
 
To what extent does the research motive others to 
use the findings.  
Integration legitimation The degree to which 
QUAN and QUAL 
results are combined 
in a third viewpoint 
e.g., interpretation form IA to its 
reason from the questionnaire and 
focus group 
QUAN and QUAL results were presented in the 
results chapter separately and integrated as a whole 
in the discussion. 
Research reliability  Same results are 
obtained if the 
research was 
repeated 
If research repeated on other EM 
residents with other items would 
the results be the same? 
Reliability study was undertaken, and the results 
were good. Although not strong probably due to not 
having a larger sample size. Requires further 













Appendix 21: Example of a combined result of QUAN and QUAL analysis
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Example of a combined result of QUAN and QUAL analysis 
 
Item Parameters  
 
Item Parameters 
DIFF DI RPB KEY 
0.55 0.15 0.38 B 
A B C D 
11.4 54.5 6.8 18.2 
 
DIFF DI RPB KEY 
0.73 0.32 0.52 B 
A B C D 
13.6 72.7 2.3 2.3 
 
Item Description Item Description  
 
A question with moderate 
difficulty that does not 
correlate with students’ 
overall performance but 
still can discriminate 
between them.  
 
 
A very good question with 
moderate difficulty and 
discriminates between 
students and correlates with 
their overall performance. 
 
Explanation by Focus group discussion: why MM item was less discriminating in this item and more difficult Theme 
R1-G: no it’s not that clear by the way,  I would miss it 
R1-N: on the contrary, for me, this image helped me more, to be honest 
R1-A: I think without the picture, the answer will be clear.  
Clarity of MM 
R1-N: maybe on the screen, it's more clear, it’s more clear on the screen CBT - screen 
R1-G: No this is unfair for R1 
V-BH: no if he brought a clear CT, the junior he has to know, this one 
V-5: and this promotion will define the R1 and R2 and R3 
Difficulty level- level or 
residents  
R1-G: no description is better  Item Format – Preference  
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V-G1: but still, the text compared to the image here, the text is easier  
V-NP: yes, it was confusing a lot this is what confused me; without the CT it was very easy 
Presence/absence of MM  
R1-G: so, for me, the description became easier than the CT, the time that I will sit reading the CT it takes time, it's 
not like when I read a description, it's just faster.  
Time – Importance of time 
R1-V: the idea is, the image first you will see, interpret the image, after that you will see there is early sign of 
ischemic stroke, then you will think I should give tPA but there is contraindication by the vital, the blood pressure, 
so I should decrease the blood pressure before that. Then I will give the tPA, so first choice will be to give labetalol 
which will reduce the blood pressure. While in the other question in the written one, you will see the right 
hyperdense middle cerebral artery its infarction, you will go to the vital directly, it's high, give labetalol directly.  
 
R1-N: on the contrary, for me this image helped me more to be honest, because this hyperdense is going to make 
me think of bleeding, it’s right that in the end, the answer is going to be the same but the questions this time, is the 
same answer but maybe there is another question... I’m not focusing per level, when I first saw the question, I’m an 
R3 and I’m talking now, when I first saw the question I knew that he wanted labetalol, even before I reached it, as 
soon as I read the blood pressure 195, I knew he needed something to decrease it, but when I read hyperdense I 
said why not bleeding. Then I said if it's bleeding, they’re not going to put a high blood pressure then come back 
and tell me bleeding. The questions “next step” this is what cleared it more for me that he wanted to decrease the 
pressure then give tPA. Ok but if someone didn’t pick this up or he knows this is common, the consultants always 
asked us in it and hyperdense will come with bleeding. What is the most thing that is hyperdense in a CT? 
R1-G: bleed 
R1-N: bleed, so bleeding anyways will change all the answers 
Direction of thoughts 
V-2: exactly, the CT will not benefit me with anything because it will not change the management 
V-BL: the history is, history is not correlated with the image 
Relevancy of MM 
V-K: but the problem even it didn't say weakness it said pain so it makes you confused a bit if it was weakness it 
would be ok you look for signs  
V-S: but there is another thing in the Q that is confusing, that it is left facial arm and leg pain. It presents with 
weakness more than pain so this was… 
Language – choice of words 
V-F: it's a hyperdense it's acute bleeding 
V-J: hyperdense means bleed  
V-W: a specific sign, it has a certain terminology, hyperdense MCA sign  
Cue and Clues 
V-W: but the image, you won’t know it if you never saw it Exposure 
V-G1: that bleeding, something big, but here I feel that I don't know  Severity of the condition, 
Clarity of MM 
R1-Ali: if this image, for instance, had an area, they mark the area, maybe it would be more fair for juniors Labelling 
Difficult – level of resident 
 
