In this paper, we introduce a new algorithm for solving nonlinear programming (NLP) problems. It is an extension of Guo's algorithm [1] which possesses enhanced capabilities for solving NLP problems. These capabilities include: a) extending the variable subspace, b) adding a search process over subspaces and normalized constraints, c) using an adaptive penalty function, and d) adding the ability to deal with integer NLP problems, 0-1 NLP problems, and mixed-integer NLP problems which have equality constraints. These four enhancements increase the capabilities of the algorithm to solve nonlinear programming problems in a more robust and universal way. This paper will present results of numerical experiments which show that the new algorithm is not only more robust and universal than its competitors, but also its performance level is higher than any others in the literature.
INTRODUCTION
Recently Guo [1] has advanced an algorithm for solving non-linear optimization problems which have INequality constraints. This algorithm not only has the ability to solve NLP problems which have INequality constraints in complex conditions, but also possesses such characteristics as a) ergodicity of the search space (i.e. the algorithm can search any point in the space), and b) monotonicity *Corresponding authors. E-mail: kang@whu.edu.cn, degaris@starlab.net ISSN: 0020-7160 # 2002 Taylor and Francis Ltd DOI: 10.1080=00207160290018293 523 of convergence. However, although Guo's algorithm can deal quite successfully with NLP problems which include real variables and INequality constraints, it has major difficulties dealing with other kinds of NLP problems (such as integer NLP problems, 0-1 NLP problems, and mixed integer NLP problems) when the constraints include EQualities (as distinct from INequalities).
We introduce further improvements by a) extending the variable subspace, b) adding a search process of the subspace and normalized constraints, c) using an adaptive penalty function, and d) adding the ability to deal with integer NLP problems, 0-1 NLP problems, and mixed-integer NLP problems, all of which may have EQuality constraints. We define an optimization algorithm to be robust if it can deal with different types of objective functions, constraints and variables, without requiring major changes in the algorithm.
INTRODUCTION TO GUO'S ALGORITHM
It was shown in [1] that Guo's algorithm has many advantages when solving optimization problems, such as its brevity, its high computational efficiency, and its ability to find more than one optimal at the same time (if they exist). Since the new algorithm presented in this paper is based upon Guo's algorithm, it is advisable to first present briefly its main features.
The general NLP problem can be expressed in the following form:
where X 2 R p ; Y 2 N q , and the objective function f ðX ; Y Þ, the equality constraints h i ðX ; Y Þ and the inequality constraints g j ðX ; Y Þ are usually nonlinear functions which include both real and integer variables. Denoting the domain D ¼ fðX ; Y ÞjX lower X X upper ; Y lower Y Y upper g, we introduce the concept of a subspace V of the domain D. m points ðX j ; Y j Þ; j ¼ 1; 2; . . . ; m in D are used to construct the subspace V , defined as
where a i is subject to P m i¼1 a i ¼ 1; À0:5 a i 1:5. Because Guo's algorithm deals mainly with optimization problems which have real variables and INequality constraints, we assume k 1 ¼ 0 and q ¼ 0 in the expression (1) . Denoting
We define a Boolean function ''better'' as:
better
If betterðX 1 ; X 2 Þ is TRUE, this means that the individual X 1 is ''better'' than the individual X 2 .
Guo's algorithm can be described as follows:
GUO'S ALGORITHM Begin initialize popln P ¼ fX 1 ; X 2 ; . . . ; X N g; X i 2 D since ðq ¼ 0 implies no integer variablesÞ generation count t :¼ 0;
where N is the size of population P; ðm À 1Þ is the dimension of the subspace V (if the m points (vectors) that construct the subspace V are linearly independent), t is the number of generations, e is the accuracy of solution. X best ¼ arg Min 1 i N f ðX i Þ means that X best is the variable (individual) in X i ði ¼ 1; 2; . . . ; N Þ that makes the function f ðX Þ have the smallest value.
A NEW OPTIMIZATION ALGORITHM
Since Guo's algorithm deals mainly with continuous NLP problems with Inequality constraints, to make it a truly universal and robust algorithm for solving general NLP problems, we extend Guo's algorithm by adding to it the following 8 improvements (1) Guo selected randomly only one candidate solution from the current subspace V . Although he used the concept of a subspace to describe his algorithm, he did not really use a subspace search, but rather a multi-parent crossover. Because he selected randomly only one individual in the subspace, this action would tend to ignore better solutions in the subspace, and hence influence negatively the quality of the result and the efficiency of the search. If however, we select randomly several individuals from the subspace, and substitute the best one for the worst one in the current population, the search should be better. So we replace the instruction line in Guo's algorithm:
''select randomly one point X 0 from V ;'' with the two instruction lines:
The dimension m of the subspace in Guo's algorithm is fixed (i.e. m parents reproduce). The algorithm always selects a substitute solution in subspaces which have the same dimension, regardless of the characteristics of the solutions in the current population. Thus, when the population is close to the optimal value, the searching range is still large. This would apparently result in unnecessary computation, and effect the efficiency of the search. We can in fact reduce the search range, that is to say, the dimension of the subspaces. We therefore use subspaces with variable dimensions in the new algorithm, by adding the following instruction line to Guo's algorithm:
if abs ð f ðX best Þ À f ðX worst ÞÞ Z .and. m ! 3 then m :¼ m À 1;
where Z depends on the computation accuracy e, and Z > e. For example, if the computation accuracy e ¼ 10 À14 , then we can set Z ¼ 10 À2 or 10 À3 .
(3) We know in principle that Guo's algorithm can deal with problems containing Equality constraints. For example, we can use the device of setting two INequality constraints 0 h i ðX ; Y Þ and h i ðX ; Y Þ 0 to replace the equality constraint h i ðX ; Y Þ ¼ 0, but the experimental results when employing this device are not ideal. However, equality constraints are likely to exist in real-world problems, so we should find methods to deal with them. One such method is to use a penalty function. A commonly used fitness function of this type is:
where h i is a bracket operator which returns the value of its operand if the operand's value is positive, and zero otherwise. r is the penalty factor.
Since the INequality constraints have been included in function better in Guo's algorithm, we use the following fitness function which includes only the penalty of the EQuality constraints:
ðh i ðxÞÞ 2 (4) Using the penalty function described above in numerical experiments, we observe that when a constraint coefficient is very large, it will have a decisive effect on the entire fitness function and influence the accuracy of the solution (referring to Example 1). We therefore introduce a normalization method (see [2] ), which finds the largest coefficient in the constraint, then divides the entire constraint by it. For example, the third constraint in Example 1 is:
The largest coefficient is 750 Ã 1728 ¼ 1;296;000. Divided by 1,296,000, the constraint becomes
The effect of the constraint on the fitness function will now be reduced significantly. The normalized constraint is denoted as h i ðxÞ, so FðxÞ is:
To reduce the computational cost, we sometimes substitute ''absolute value'' for ''square'':
It has been shown by numerical experiments that this is better. (5) The penalty factor r is usually fixed. However, some people use it as a variable, such as Cello [3] , who employed a self-adaptive penalty function, but his procedure was rather complex (using two populations). We also make r a variable namely r ¼ rðtÞ, where t is the iteration count. It can self-adjust according to the reflection information, so we label it a ''self-adaptive penalty operator''. Since the constraints have been normalized, r is relative only to the range of the objective function, which ensures a balance between the errors of the fitness function and the objective function, in order of magnitude.
(6) Guo's algorithm can deal only with continuous optimization problems. It cannot deal directly with integer or mixed integer NLP problems. In our algorithm, when we are confronted with such problems, we need only replace the integer variables derived from the range of the float of the fitness function with ''integer function'' int(Y), where int(Y) is defined as the integer part of Y . No other changes to the algorithm are needed.
(7) 0-1 NLP problems are a special case of integer NLP problems. The procedure for solving them is similar to (6) except that the 0-1 variables should be defined in the interval (0, 2).
(8) The only genetic operator used in Guo's algorithm was crossover. However, we can add mutation if we know more about the characteristics of the problem. For example, in Example 3, we know that the maximum is relative to the inner sequence of the individual, hence we can introduce a mutation operator which sorts the components of each individual in descending order. Results are better with sorting than without sorting.
Considering the above points, we introduce a new algorithm as follows:
we define the fitness function as: We define the Boolean function ''better'' as follows:
The new algorithm can now be described:
while not absðFðZ best Þ À FðZ worst ÞÞ e do select randomly m points Z 0 1 ; Z 0 2 ; . . . ; Z 0 m from P to form the subspace V ; select s points randomly Z Ã 1 ; Z Ã 2 ; . . . ; Z Ã s from V ;
if absðFðZ best Þ À FðZ worst ÞÞ Z .and. m ! 3 then m :¼ m À 1; endwhile output t; P; End
The new algorithm has the two important features:
(1) The ergodicity of the search. During the random search of the subspace, we employ a ''non-convex combination'' approach, that is, the coefficients a i of Z 0 ¼ P m i¼1 a i Z i are random numbers in the interval [À0.5, 1.5]. This ensures a non-zero probability that any point in the solution space is searched. This ergodicity of the algorithm ensures that the optimum is not ignored.
(2) The monotonic fitness decrease of the population (when the minimum is required). Each iteration (t ! t þ 1) of the algorithm discards only the individual having the worst fitness in the population. This ensures a monotonically decreasing trend of the values of objective function of the population, which ensures that each individual of the population will reach the optimum.
When we consider the population Pð0Þ; Pð1Þ; Pð2Þ; . . . ; PðtÞ; . . . as a Markov chain, we can prove the convergence of our new algorithm. See [4] .
NUMERICAL EXPERIMENTS
To test the robustness and universality of our new algorithm, we chose four different test problems on which to perform numerical experiments.
Example 1: Pressure Vessel Design Problem.
In this problem, a cylindrical pressure vessel with two hemispherical heads ( Fig. 1) is designed to minimize its fabrication cost. The total cost consists of the cost of the materials plus the cost of forming and welding. Four variables are used. They are the inner radius of the vessel x 1 the length of the vessel without the heads x 2 , the thickness of pressure vessel 0.0625y 1 , and the thickness of the head 0.0625y 2 . Of the four variables, x 1 and x 2 are continuous variables and y 1 and y 2 are discrete variables. Denoting the variable vector ðX ; Y Þ ¼ ðx 1 ; x 2 ; y 1 ; y 2 Þ, the NLP problem can be described as follows: FIGURE 1 The pressure vessel model. Minimize f ðX ; Y Þ ¼ 0:6224ð0:0625y 1 Þð0:0625y 2 Þx 1 þ 1:778ð0:0625y 2 Þx 2 1 þ 3:1661ð0:0625y 1 Þ 2 x 2 þ 19:84ð0:0625y 1 Þ 2 x 1 s:t:
The first and second constraints limit the thickness of the cylinder and the head to lie below a factor of the cylinder diameter. The third constraint ensures that the enclosed volume is greater than a specified value. The fourth constraint limits the length of the cylinder to a prescribed value. The third constraint is the most sensitive.
Many people have tested this problem. To illustrate the performance of the new algorithm, we performed many numerical experiments using the new algorithm. When we set the parameters to: N ¼ 30, e ¼ 10 À14 , Z ¼ 10 À3 , m ¼ 10, s ¼ 8, rðtÞ ¼ 100000 þ intðt=1000Þ, we obtained the best result ever obtained in the literature, as listed in Table I .
Example 2: A Chemical Formula Optimization Problem [10]
There are many optimization problems in the field of chemical engineering. For example, the following is a mathematical model of the optimization problem concerning the creation of a chemical formula:
x j c j þ ln x j P 10 i¼1 x i s:t: h 1 ðX Þ: where c j ; j ¼ 1; . . . ; 10 are constants that are assigned the following values:
c½1 : 10 ¼ fÀ6:089; À17:164; À34:054; À5:914; À24:721; À14:986; À24:100; À10:708; À26:662; À22:179g
This is an NLP problem with equality constraints. Our result is listed in Table II . We set our parameters at: N ¼ 50; m ¼ 10; r ¼ 100;000; s ¼ 8; Z ¼ 10 À3 . In Table II , SAS [11] is the result obtained by NiQin using the software SAS=OR (a product of the SAS company, USA), and GA [12] is the best result obtained by Michalewicz, Logan and Swaminathan using their evolutionary algorithm. From Table II , we see that our result is the best.
Example 3: The BUMP problem
Keane introduced the BUMP problem [13] in 1994 as follows: Because the BUMP problem is super-nonlinear, super-multi-modal (multipeaked), and super-multidimensional, it has been used as a universal test function to compare the performances of optimization algorithms from around the world. Figure 2 illustrates its objective function surface when n ¼ 2. Since the constraint Q n i¼1 x i ! 0:75 is essential, we replace it with the equality constraint Q n i¼1 x i ¼ 0:75 to test the performance of our algorithm. The optimal value of this problem is still unknown, but our result is the best to be published so far. See [14] .
Example 4: An 0-1 Linear Programming Problem
We chose this example to show that our algorithm can deal with 0-1 linear programming problems--in this case, a language translation task allocation problem. The translation tasks are allocated to a group of human translators. There is a Chinese text which needs to be translated into English, Japanese, German, and Russian (denoted by E, J, G, R respectively). There are four human translators denoted by A, B, C and D respectively. The times that the four people need to translate the text to the other languages are listed in Table III . The problem is how to assign the task to every person to ensure that the total time is minimized [15] .
We denote the variable x ij (assigned 0 or 1) as:
x ij ¼ 1; the ith person is assigned to complete the jth task 0; the ith person is not assigned to complete the jth task where the constraints indicate that each task can be assigned to only one person, and that each person must complete a task.
We assume x ij 2 ½0; 1:99999999, each x ij is a real variable, and we replace it with intðx ij Þ when evaluating the fitness function. When we set N ¼ 50, m ¼ 10, r ¼ 100000, s ¼ 8, Z ¼ 10 À3 , the result was as good as the optimal value described in [15] :
CONCLUSION
Judging by the results obtained from the above numerical experiments, we conclude that our new algorithm is both universal and robust. It can be used to solve function optimization problems with complex constraints, such as NLP problems with inequality and (or) equality constraints, or without constraints. It can solve 0-1 NLP problems, integer NLP problems and mixed integer NLP problems. When confronted with different types of problems, we don't need to change our algorithm. All that is needed is to input the fitness function, the constraint expressions, and the upper and lower limits of the variables of the problem. Our algorithm usually finds the global optimal value.
The implementation of the algorithm was very simple, merely a hundred lines of C code.
