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We study optimal birth control policies for an age-structured population of 
McKendrick type which is a distributed parameter system involving first order par- 
tial differential equations with nonlocal bilinear boundary control. The functional 
analytic approach of Dubovitskii and Milyutin is adopted in the investigation. 
Maximum principles for problems with a free end condition a fixed final horizon 
are developed, and the time optimal control problem, the problem with target sets, 
and the infinite planning horizon case are investigated. 11 1989 Academic Press, Inc. 
1. INTRODUCTION 
A wide variety of problems dealing with biological populations and 
resource management have been formulated in an optimal control setting 
[ 1, 23. Much work is on models described by ordinary differential equa- 
tions. On the other hand, age-structured population models involving 
partial, differential equations are becoming increasingly emphasized [ 3-51. 
Analysis of such distributed systems in the optimal control theory 
framework has only recently been reported [3,6]. In this paper we shall 
work in the spirit of [3] on optimal birth control policies of the human 
population using the McKendrick type model. We adopt Dubovitskii and 
Milyutin’s functional analytical approach [7] in the optimization yielding 
more transparent results. We first study the “standard” problem with a free 
end condition and fixed final horizon (time). Other aspects, not treated in 
[6], such as the time optimal control problem, the problem with target 
sets, and the infinite planning horizon case are investigated. The role of 
controllability [9, lo] is also discussed. 
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2. FIXED HORIZON AND FREE END POINT PROBLEM 
Consider the control of the following population distributed parameter 
system [3] 
p(r, 0) = PO(r), OdrGr,, 
~(0, t) = P(t) jr2 k(r) h(r) p(r, t) dr, t>,O 
r, 
(1) 
in which p(r, t) is the population density, r denotes age, t represents time, 
r,,, is the maximum age, B(t) is the specific fertility rate of females at time 
t, k(r) and h(r) denote, respectively, the female ratio and the fertility 
pattern; [r,, r2] is the fertility interval with j:; h(r) dr= 1. The initial 
population density p,(r) and the mortality rate p(r) satisfy 
s 
r 






Generally speaking, the population parameters p(r), k(r), and h(r) are 
time dependent. Here, we assume that they are time independent functions, 
in order to simplify arguments. However, under suitable smoothness 
assumptions, the results obtained for the optimal control problems 
continue to hold. 
For the population dynamical system there are two independent con- 
trolling variables /3(t) and h(r) (may be h(r, I) and can be combined into 
one). The latter retlects the fertility pattern of the female such as late 
marriage and fertility. b(t) reflects an average birth rate. We study here, 
under certain demands of the society, what the optimal birth policy is. This 
is an optimal control problem in control theory. We determine necessary 
conditions for the optimal control, extending Pontryagin’s maximum 
principle to population systems with distributed parameters. 
Assume that the population parameters in Eq. (1) are nonnegative and 
measurable functions. Furthermore, let B, h, and k be bounded functions 
whose values outside their domain of definition are zero. 
By the method of characteristics, the solution of Eq. (1) can be written 
(formally) as 
po(r-t)e-r:-,P(P)dfJ r 3 4 
P(t-r)S:ik(S)h(s)b~~, t-r)dsepjhg(QJdp, r<t, (2) 
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The classical solution of (1) is a solution of (2). Under certain smoothness 
conditions on the population parameters, the two are equivalent. For a 
detailed discussion, see [3]. 
For an arbitriay PJ~)E L’(0, rrrl), Eq. (2) in L’(0, r,,,) has a unique 
solution p(r, t) E C(0. x; L’(0, r,,,)); moreover, 
and r~5,Jt) does not vanish only in [kr,, (k+ l)r,]. 
Because of the above reasons, we call the solution of Eq. (2) a weak 
solution of Eq. (1). Unless otherwise stated, in what follows when we speak 
of a solution of Eq. (1) we shall mean the weak solution. 
Consider now the optimal control problem: Determine (p*, p*), 
/3*( .) E Uad, such that 
(4) 
where p(r, t) is the trajectory of the control /3(t), p(r) E L’(O, r,) is an 
arbitrary fixed function, and L is a functional defined on L’(O, r,) x 
[/IO, /I,] x [0, r,] x [0, T] satisfying the following conditions: 
(1) Wp(r), P, r, t)Pp, WAr), P, r, t)l@ exist for every (p(r), B, r, f) 
E L2(0, r,) x [PO, p,] x [0, r,] x [0, T] and L is continuous about its 
variables; 
(2) j2 lW4rL P, r, t)/@ dr, &“’ (aL(p(r), /3, r, t)/agl dr-are bounded 
for t E [0, T] and any bounded subset of L,(O, r,) x [ fl,,, PI] x [O, r,] x 
CO, Tl 
u,, = { P(t) IO d PO d P(f) 6 8,) t E CO, Tl at., 
a(t) is measurable on [O, T] ). (5) 
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Let (/?*, p*) be an optimal solution of problem (4) and define the 
adjoint equation of Eq. (1) to be 
&?(r, t) + f%(r, t) 
ar -= p(r) 4(r, t) - P*(r) k(r) h(r)dt) af 
+ aw*, 8*, r, 0 
ap (6) 
q(r, T) =p(r) - p*(r, T), 
do, t) = q(t), 
As with Eq. (l), we call solutions (weak solutions) of Eq. (6) to be the 
solutions of the following equation: 




e-Jbm’p(p)dp *(s) k(s- t) h(s - t) q(s) ds 
f 
q(r, t)=,-Jb”m’il(~)d~ q(r+ T- t, T) (7) 
+ 
I 
T,-J:+“~i~Wp /l*(s) k(r + s - t) h(r + s - t) q(s) ds 
I 




In L’(O, r,), Eq. (6) has a unique solution. 
First, we have the following 
LEMMA 1. The solutions of Eq. (1) and its adjoint Eq. (6) satisfy the 
following relation: 
! q(r, T)Cp(r, T) - p*(r, T)l dr 0 
r ‘2 
= SI q(t) k(r) Q-1 p(r, t)CB(t) - B*(t)1 dr dt 0 ‘1 
Cp(r, t) - p*(r, t)l dr dt. (8) 
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= j7q(T-r,T)P(r)j”k(r)h(r)p(r,r)dre~i:~’I’l”’~~dr 
0 r, 
=joT[q(,,-J,7e Ib ‘fGl’)& p*(s) k(s - t) h(s - t) q(s) ds 
+ j’e- 0 j’-‘p(p)& wp*, p*, ‘3 .I 
8P I 1 ds I (.s l.3 I
.P(f) jr: 4~) h(r) p(r, f) dr 
= j7 q(t) b’(f) jr2 k(r) h(r) p(r, 2) dr 
0 n 
+jo=j,7e 




.B(f) jr:k(r) h(r) p(r, ~1 dr 
- e-.SA-‘w(P’dQ b*(s) k(s - t) h(s - t) q(s) ds 
‘P(t) jr2k(r) h(r) p(r, t) dr dt 
rl 
= {‘q(t) /3(f) 1” k(r) h(r) p(r, t) dr 
0 TI 
- joTp*(s) q(s) ds 1” k(r) h(r) dr 
II 
e-J~~-‘p’p)dp B(t) k(s - t) h(s - t) p(r, t) dt 
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+ jar ds jr2 k(r) h( r ) dr 
‘1 
.s 
sj;-Q”)“p aup*, P*, ‘? .I 
0 ap (s ~ 1.5) 
. fi( t) k(s - t) h(s - t) p(r, t) dt 
= jr q(f) P(f) jr2 k(r) h(r) p(r, t) dr dt 
0 ‘1 
- jar 8*(s) q(s) ds j; e --Gdddp k(t) h(t) dt 
./l(s - t) jr2 k(r) h(r) p(s - t) dt 
‘I 
= jTq(l) B(t) jr*k(r) h(r) dry t)dr dt 
0 ‘I 
- joT q(s) P*(s) 1: k(r) h(r) dry $1 dr 
+ Jar ds JI: aL(p*L:*’ ” .)/ p(r, 3) dr 
(1,s) 
SO 
I ‘, q(r, VCp(r, 77 - p*(r, VI dr 0 
= j’d”) B(t) jr2 k(r) h(r) p(r, t) dr dt 
0 ‘I 
- jb q(s) P*(s) 1’ k(r) h(r) p(r, $1 dr ‘1 
- j’dt) P*(t) jr2 k(r) h(r) p(r, t) dr dt 
0 ‘I 
T  
+ f I ds 3 auP*, P*, ., 4 
0 0 ap 
p(r, 3) dr 
(r.s) 
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“’ aL(p*, p*, ‘) ) 
p*(r, s) dr 
0 0 c’p cr.\1 
= jrq(W(r,jr24r)Nr)~(r.f)drdr 
0 II 
- jT q(f) /l*(t) jr2 k(r) h(r) p*(r, t) dr dt 
0 ri 
- jTy(r) B*(t) jr2 k(r) 4r)Cp(r, f) - p*(r, d dr dt 
-0 f-l 
+ JOT/r aL(p*i:*’ .’ ‘)I(,,,) Cp(r, t) - p*(r, 111 dr 
T ‘z 
= 
II s(t) k(r) h(r) p(r, t)CB(t) - P*(f)1 dr dt 0 ri 
+ joT 1: aL(P*;:*l .’ ‘)I ( ,) [p(r, t) - p*(r, ~11 dr. 
I, 
This is Lemma 1. 
It can be easily deduced from Lemma 1 that 
483 P)-J(B*Y p*) 
I 1 dr [P(t) - PC(t)1 dt (r,r) 
‘* k(r) h(r) p*(r, t) dr [B(t) - B*(t)1 dt 
‘* k(r) h(r)Cp(r, f) - p*(r, t)l dr [B(t) - D*(t)1 dr 
+; I r CAr, T) - p*(r, r)l* dr 
+ j’s’” Co(p(r, t) - p*(r, t)) + dB(t) -B*(t))] dr dt. 
0 0 (9) 
From Eq. (3), we can show that for T> 0 there exists M, > 0 such that 
s irn Cp(r, t) - p*(r, [)I* dr Q M, joT [B(t) -8*(t)]* dt 
VP, P) E Uad, f  E CO, Z-1. (10) 
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In (9), substitute f3p(t) + (1 - 0) p*(t), 19 E (0, l), for P(t); paying atten- 
tion to (lo), we obtain immediately (note that the integrand is bounded 
and measurable) 
[ 1 q(t) r2 k(r) h(r) p*(r, t) dr -j; L7L(p*kpa*> .’ .)I( I) dr] r, r, 
.CB-P*(t)lGo, VP E [PO, 8,1, t E CO, Tl a.e. (11) 
THEOREM 1. The solution of problem (4) satisfies the maximum principle 
B*(t) H(t) = pompaxp, W(t), Vt E [0, T] a.e. 
s $ 
H(t)=q(t)i;;k(r)h(r)p*(r, t)dr-~~aL(p*~~*~.‘-)I dr, (12) 
(r,t) 
from which we have 
H(t) is the switching function. 
3. TIME OPTIMAL CONTROL PROBLEM 
We consider the time optimal control problem for system (1); that is, 
determine T* >O and (B*, p*)~ Dad such that 
T*=min{TIp(r, T)n V#~,V(B,P)E~~~} 
p*(r, T*) n Vf 0 
If (/?*, p*, T*) is the solution of the time optimal control problem (13), 
then in [9] it is shown that 
s r[p*(r,T*l-F(r)lCp*(r,T*)-p(r,T*)]dr>O v(fi,p)~O~~. (14) 
Define the adjoint equation 
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@(r, f) + @(Y, f) 
?r -=p(r)q(r, t)-P*(t)k(r)h(r)q(r) ?t 
q(r, T) = p*(r, T) - p(r), 
q(O, t) = q(t). 
Its solution is understood to be as in (7). Combining (13) and 
we obtain 
THEOREM 2 (Maximum Principle for Time Optimal Control). 
optimal control satisfies the following maximum principle: 
b*(r) H(t) = max pH(t), Vt 6 [0, T] a.e. 
BO~P~BI 






4. INFINITE HORIZON PROBLEM 
We consider further the optimal control problem on an infinite time 
interval 5 
min J(B, p)= min s i rm LMr, t), P(t), r, t) dr 4 8(. ) E Uad @(‘)E Gad 0 0 (17) 
with other conditions similar to (4). We will assume that L is continuously 
differentiable with respect to its arguments. Moreover, for each admissible 
(/3, p), the integral in (17) is convergent. 
LEMMA 2. Let (/I*, p*) be the solution of the optimal control problem 
(17). Then for each arbitrary T> 0, (/3*, p*) is a solution of the following 
optimal control problem: 
r 
Jd A P) = min Li rm L(p(r, t), P(t), r, t) dr dt, Lw)EUad 0 0 
Wry t) + Wr, t) 
at ---= -P(r) p(r, t), ar O<r<r,, t>O, 
p(r, 0) = p,(r), O<r<r,, 
p(r, T) = p*(r, T), 
~(0, t) = P(t) jr2 k(r) h(r) p(r, t) dr, 
n 
t 3 0, 
Uad= (b(t)lO<p~<~(t)<P,, IE [0, T] a.e.>. (18) 
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Proof: If not, let (b, a) satisfy Eq. ( 18), and 
T  
SI 




s.i L(p*(r, t), B*(t), r, t) dr dt. 0 0 
Then define 
B*(t) = g;;,, O<t<T, 
t > T, 
fi*(r, T)= 
d(r, t), O<t<T, 
p*(r, t), t> T. 
(P^*(t), $*(r, t)) is admissible and 
This is a contradiction. So, Lemma 2 holds. 
Let X= C(0, T; L2(0, r,)) x L”(0, T). We consider the necessary condi- 
tions that must be satisfied for the optimal control problem (17). From the 
definition of solution (2), each admissible control (p, j3) E X. Define 
Q, = {p(r, th b(t)EXI BoG8(t)GPl, te CO, Tl a.e.> 
Q2 = {Mr, t), P(t)) E XI P, + P, = -w, p(O, t) 
= B(t) jr2 k(r) h(r) p(r, t) dr, P( r, 0) = po(r),p(r, T) = p*(r, T)). 
rl 
Then probnlem (17) is equivalent to finding (p*, /I*) E Q, A Sz, such that 
(19) 
This is a minimum problem formed by the inequality constraint Q, and the 
equality Q,. We can use the general theory of Dubovitskii and Milyutin for 
extremum problems. 
THEOREM 3 [7]. Let the functional JT( 8, p) assume a local minimum at 
the point (p*, /!I*) in C2, n Q,. Assume that JT( 0, p) is regularly decreasing 
at (p*, fi*) with directions of decrease cone ZC,); assume that the inequality 
409.144.‘2-I6 
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constraint is regular at (p*, /3*) with,feasihle directions cone K,, and that the 
equality constraint is also regular at (p*, b*) M’ith tangent directions cone 
K?. Then there exist continuous linear fitnctionals .f;, ,f,, j>. not all 
identically zero, such that ,f, E K,, i = 0, 1, 2, and such that they .satiTjj the 
condition 
.fo+.f, +fz=O. (20) 
We will now determine systematically the corresponding cones in 
problem (19). Under the assumptions for J( /?, p), the functional J7.( fl, p) 
is differentiable at any point ( fiO, pO) and 
J>( PO, po)(p, j?) = jo7jr [ aL(po(r’ f~ppo(f)’ ” t, p(r, t) 
Since J,(p, 8) is regularly decreasing at (p*, B*), its directions of decrease 
cone is 
Ko= UP, P)EJ-IJaB*> P*)(P> B)<OL (21) 
If K, # 0, then for arbitrary Jo E K,*, there exists A, > 0 such that 
fo(p, p) = -2, jo7 jr [ aL(p*(r, y*(Q r, l) p(r, t) 
+ T rm Wp*(r, t), P*(t), r, 1) SJ ag b(t)] dr dt. (22) 0 0 
Note that Q, = C(0, T; L’(0, rm))xb,, 6, = (/l(t)~L”;(o, T)l PO< 
/I(t) < /?i > is a closed convex subset of L”(0, T). Thus, &i = C x d, # 0, 
and for Q, at the point (p*, p*) the feasible directions cone is 
K,=(n(B,-(P*,p*))l~>o}. 
For an arbitrary f, E K*, if there exists a(t) E L(0, T) such that [7] 
fib, PI = jo= u(t) B(t) dt (23) 
then 
4t)CB - P*(t)1 3 0, VPe [PO, 8,1, te CO, Tl a.e. (24) 
G: X-+ C(0, T; L2(0, r,) x L2(0, r,)), 
G(P, P) = 
[ 
po(r- t) e--S:-tfi(Q)dP, r 3 t, 
p(r, t) - 
i 
/l(t - r) 1” k(s) h(s) p(s, t-r) ds e-JhPcP)dP, 
?I 
r<: t; p(r, T) - p*(r, T) 
Thus, for G(p, p), we can write 
Qz= ((~3 P)ENG(P, B)=Oj 
G(P” + A Bo + b) - G(P,> Bo) 
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In order to determine the tangent directions cone, we define the operator 
ZZ P(r, t) - 
t-r)ds 
PiAS, t - 
e- 
r) 
L \ rc t; 
[I 
0, r> t, 
+ - &r-r) jr2k(s)h(s)ji(s, t-r)dseP~~P’(P)dp, 
?I 
r-c t; 0 
from which G’(p,, PO) exists and 
G’(P,, Bo)(A fl) 
r [O, rkt, 
L i 
&(t - r) jr2 k(s) h(s) fi(s, t-r) ds e-Gp’p)@ 
= i)(r, t) - I, 
+ fi(t - r) jr* k(s) h(s) p,,(s, t-r) ds cI~P(P)~~, 
1, 
ret; B(r, T) 
Let (p*, /3*) be the solution of (19). Then G(p*, fl*) = 0. Choose arbitrary 
(q(r, t), g(r)) E C(0, T; L2(0, r,) x L2(0, r,)), and solve the equation 
G’(P*, B*)(A ij) = (4, g). 
544 
Then 
Assume that the linearized system 
%(r, t) + @(r, f) 
at ~ = -P(T) p(r, t), ar O<r<r,, t>O, 
Ar, 0) = 0, OGrdr,, 




+ P(t) jr2 k(r) h(r) p*(r, t) dr 
r, 
is controllable. Then choose P(t) = fi(t)E L” such that p(r, t) = g(r)- 
f(r, T), and let d(r, t) = p(r, t) +f(r, t); here f(r, t) = q(r, t) for r > t, and 
j?*(t-r)J:;k(r)h(r)f(r, t-r)d r f or r < t, (fi, p^) satisfies Eq. (23). Now the 
tangent directions cone K2 is formed by the kernal of G’(p, /?). In other 
words (p, b), satisfying the following equation, belongs to X 
@(r, 4 + Mr, t) 
at ___ = -p(r) p(r, t), ar O<r<r,, t>O, 
dr, 0) = 0, 06rdr,, 
~(0, t) = B*(t) Jr2 k(r) h(r) Ar, t) dr 
r, 
+ P(t) Jr2 k(r) h(r) p*(r, t) dr 
r, 




K,, = { (p(r, t), B(t)) E Xl (P, B) satisfies Eq. (25)) 
K,, = { Mr, t), B(t)) E Xl (P, P) satisfies Eq. (26)). 
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Then the tangent directions cone 
K2=K,,+K,2, 
and K,, , K12 are linear subspaces of X. Because 
K: = K,* + K,*,, 
(29) 
for arbitrary f2 EG, f2 =fil +fi2, fiie K&, i= 1,2, fi2 = (&, 0), 
f&(r, t)) = 0, and for all P(r, t) E C(0, T; L2(0, r,)) satisfying P(r, t) = 0, 
there exists et(r) E L2(0, r,) such that 
fi2b P) = 1: p(r, T) a(r) dr. (30) 
From Theorem 3, there exist in X not identically zero linear functionals 
fo9 fiT fil y fi2 such that 
fo+h +f,, +fn=O. 
In particular, for b(t) E L”(0, T), select p such that (p, /I) satisfies (27). 
Then (p, p) E K,, and f, I(p, 8) = 0, from which 





Wp*(r, 21, P*(j), r, j) p(r, j) 
0 0 aP 
T 
+ si 
rm Wp*(r, ‘);Bp*(jh r, j) 8(j)] dr dj 
0 0 
5 
‘m - p(r, T) 4r) dr. 
0 
(31) 
Define the adjoint system 
Mr, j) + %(r, j) 
ar -= p(r) dr, j) - P*(j) k(r) h(r) q(j) at 
+ A aUp*, 8*, r, j) 
0 
ap 
s(r, T) = 4th 
(32) 
do, j) =4(j). 
As in Lemma 1, we can prove 
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LEMMA 3. The ,following relation holds between the solution (p, /I) of’ 
Eq. (18) and the solution oj’ (29): 
i., JOT jc c7L(p*(r’ tL:*lr). r’ ‘) p(r, t) dr dt - Jr p(r, t) r(r) dr 
=- jr q(t) P(t) jr*k(r) h(r) p*(r, t) dr dt. (33) 
0 r, 
From Lemma 3, (32) can be written as 
fi(p, p) = Ao jar [ jr Wp*(r, Il,b8*(rh r, t) dr 
-q(t) jr2 k(r) h(r) p*(r, t) S(t) dt. 
‘I 
(34) 
Then Eq. (15) states that 
” aW*(r, t), P*(f), r, t) 
A0 
ap 
-q(f) k(f) h(t) p*(r, t) 
I 
dr [P - P*(t)1 2 0 Vt E [0, T] a.e. (35) 
We claim that there cannot exist situations in which A,, cI(r) are 
simultaneously zero. For then f, = 0, q(r, t) E 0, fiz = 0, f. = 0, from 
which fil =O. This contradicts the fact that fo, f,, f,i, fi2 are not all 
identically zero. 
On the other hand, if K. = @, then for arbitrary (p, 6) E X, 
w  [ 0 
T rm Wp*(r, G, P*(t), r, t) p(r 
9 
t) 
0 0 ap 
+ Wp*h 4, B*(f), r, t) 
ab P(t)] 
dr dt = 0. 
In particular choose 1, = 1, a(r) = 0; then (30) shows that 
Ao jar j;m Wp*k Qpb*Wj rr 4 p(r, t) dr dt 
=-- j T q(t) B(f) jr2 4r) h(r) P*(r, t) dr dt. 
0 r, 
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-q(t) !‘I k(r) h(r) p*(r, t) dr j(t) dt = 0, 
II 1 
from which 
rm am*(r, t), P*(f), r, t) 
i[ 0 ab 
-q(t)jr*k(r)h(r)p*(r,r) dr=O, 
rl 1 
Therefore, (33) still holds. 
Finally, if the adjoint system 
Vi E [0, T] a.e. 
ag(h t) + ag(r, t) 
at -= P(r) B(r, t) - B*(t) k(r) h(r) 4(t) ar 
(36) 
BP, t) = B(l) 
has a nonzero solution &r, t) (in which case d(r, T)f 0) such that 
g(t) j”k(r) h(r) p*(r, t) dr=O, 
0 
Vt 62 [0, T] a.e. 
then choose Lo = 0, a(r) = 4(r, T); we know (34) is still valid. Otherwise, if 
for an arbitray nonzero solution g(r, t) of Eq. (36) we always have 
4(r, t) jr2 k(r) h(r) p*(r, 1) drf 0, 
r, 
(37) 
in ‘which case we say the situation is nondegenerate, then the linearized 
system (27) is controllable. For if not there exist cc(t) E L*(O, r,) such that 
I 
rm 
a(r) p(r, T) dr = 0, dr)$ 0, 
0 
Then selecting A., = 0 and the solution Q(r, t) of Eq. (32) corresponding to 
a(r) (note that it is also a solution of (36)), we have from Lemma 3 





i(f) J k(r) h(r) p*(r. t) dr= 0. Vf e [0, T] a.e. 
)‘I 
This is a contradiction. So, under assumption (37) the linearized system is 
controllable. 
Under all circumstances, we obtain 
THEOREM 4. Assume that (p*, B*) is the solution of the optimal control 
problem. Then there exist i, 3 0, a(r) E L*(O, r), not identically zero, such 
that the following maximum principle holds: 
8*(f) H,(P*, 8*) = ,j”~;$p, ,RH,(P** B*) 
. . 
H(P, B) =4(t) B(f) jr* k(r) h(r) p(r, f) dr- &L(p, B , r, t), (38) 
f-1 
Note. In Ref. [9], it is shown that for an arbitrarily given ideal situa- 
tion p*(r) and E > 0, if the initial function pO(r) satisfies suitable conditions 
and provided /?i > fi,, = [SF: k(r) h(r) e -~~~(p)dpdr] -‘, there exist a control 
B(t) E U,, and a time T> 0 such that IIp(r, T) - p*(r)/1 d E. This suggests to 
us the following optimal control problem. 
Determine the optimal control (p*, p*) E X such that 
J(p*, fi*) = min 
Jj PC-)E L/,d 0 
Up(r, t), P(t), r, t) dr dt, 
0 
+(r, f) + Wry t) 
at 
~ = -p(r) p(r, t), ar 
O<r<r,, t>O 
p(r, 0) = PO(r), OGrdr,, 
p(r, T) E v= {p(r) I lb(r) - p’(r)11 GM} 
~(0, f)=B(t) jr2 k(r) h(r) p(r, t) dr, t 2 0, 
r, 
u,, = {~(t)lO,<~o,<~(t)~<P1, te [0, T] a.e.}. 
(39) 
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The assumptions on L are as before. Let 
~,=~~(r,t),B(t)~~IBodP(t)6B,,t~C0,Tla.e.} 
Q2 = {Mr, t), B(t)) E XI Ar, T) E V> 
Q3 = {Mr, th P(t)) E XI P, + pr = -PP, p(r, t) = pa(r), 
do, t) = B(t) jr2 k(r) h(r) dr, t) drl. 
f-i 
(40) 
Now, the directions of decrease cone and its adjoint are as in (21) and (22). 
Corresponding to 52, the feasible directions cone and its adjoint are as in 
(20) and (23). Because Q, is a closed convex set and fi, # 0, the dual f2 
corresponding to its feasible directions is a supporting functional; that is, 
fAP> PI 2.m*, B*)> Vp(r, T) E V. 
Thus, there exists c((r) E L’(O, r,) such that 
f2(p, B) = 1: 4r) p(r, T) dr. (41) 
Therefore, 
a(r) = ~oCpo(r) - p*(r, VI, 2, b 0. 
For Q2,, dctine the operator G: X+ C(0, T, L’(O, r,)) by 
G(P,~)=P(~, t)- 
I 
po(y - t) e--S:-rP(P)+, r 2 t, 
p(t - r) lr* k(s) h(s) p(s, t-r) ds e-~~p”P’dp, r < t. 
r, 
(42) 
Then Q, = {(p, /J’) I G(p, /?) = O}. As before, 
G’(P*, B*)(B, b) 
= fi(r, t) - /?*(t - r) jr* k(s) h(s) @(s, t-r) ds e-~~ucQ)dp 
r, 
+&t-r) Jr2 k(s) h(s) p*(s, t - r) ds e-IbflL(P)dp, 
r, 
r < t. 
550 ('HAN ANDGUO 
For an arbitrary g(r, j) E C(0, T; L’(0. Y,,)), the equation 
G’(P*, b’*)(d, 0) = g(r, 1) 
has a unique solution. Thus, G’(p*, 8*)X= C(0, T; L’(O, Y,,)). Therefore, 
for Q, the tangent directions cone K, = ((p, b) 1 G’(p*, p*)(p, 8) = 0}, from 
which we have 
THEOREM 5. Assume that (p*, /3*) is the solution of the optimal control 
problem (39). Then there exist &, > 0, &, 3 0, not identically zero, such that 
adr, t) + adr, t) 
ar __ = Ar) dr, t) - B*(t) k(r) h(r) q(t) at 
+ l am*, P*, r, 4 
0 
ap 
dr, T) = ioCpo(r) - p*(r, T)], 
do? t) = s(t). 
(p, /I*) satisfies the maximum principle 
(43) 
(44) 
Here, H, is as shown in (38). 
Return to the infinite time problem (15). Assume that 
bT+ Ilq*(t)ll LZ(0.T) = 1. (45) 
The subscripts show the relationship to T. Take TN + cc such that 
/z OTN + 1,. From (6) and for fixed t and T, sufficiently large t, 
TN 
qT,= s 




It is easily proven that 
47-h + s(t), as N-+cc 
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and q(t) satisfies 
551 
-K’p(p)+ p*(s) k(s- t) h(s - t) q(s) ds 
THEOREM 6. For the optimal control problem on an infinite time interval, 
there exist 1, > 0 and q(t), both not identically zero, such that 
B*(t) H,(P*Y P*) = B0T;& w&P*? P*)Y Vt ~5 [0, T] a.e., 
WP, P) = q(t) P(t) jr2 k(r) h(r) p(r, t) dr - 1, UP, 0, r, t) 
The function q(r, t) satisfies 
adry 1) + Wry t) 
ar -= p(r) q(r, t) -B*(t) k(r) h(r) q(t) at 
+ I aUp*, P*, r, t) m 
ap (46) 
dr, 02 I= 0, 
464 t) = q(t). 
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