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Abstract 
Eriksson, K., Reachability is decidable in the numbers game, Theoretical Computer Science 131 
(1994) 431-439. 
Given two integral positions p and q in the numbers game of Mazes, can one decide whether q can be 
reached by playing from p? The answer is yes. 
1. Introduction 
Mozes [6] introduced the following combinatorial l-player game, known as the 
numbers game. Numbers are placed on the nodes of a given undirected simple graph 
G=( V, E), and a move, called a jfiring of a node, consists of changing the sign of 
a negative number on, say, node x, and for every edge (x, y) subtracting this positive 
number times the weight k,, (a positive integer) from the number on the neighbor y. 
The Reachability Problem: Given two positions p and q in the numbers game, decide 
whether q can be reached from p by some legal play sequence. 
There is a related game, the chips game of Bjorner, Lo&z and Shor, for which the 
rules go as follows. N chips are distributed on the nodes of a graph, and a node may be 
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fired if it has at least as many chips as outgoing edges, in which case one chip is moved 
along each outgoing edge. The reachability problem above is solvable for the chips 
game. This is, of course, a trivial consequence of the easy observation that the number 
of reachable positions in the chips game is bounded by the number of distributions of 
N chips on this graph. (A good algorithm is given by Bjorner and Lo&z Cl].) 
However, the result is surprising in light of the fact that the chips game can be 
regarded as a special case of vector addition systems, for which the reachability 
problem has been proved unsolvable (see references in Cl]). 
Bjiirner asked (personal communication, 1991) if the reachability problem is solv- 
able also for the numbers game and, in particular, when the game is integral in the 
sense that all numbers are integers. In general, there is an infinite set of positions 
reachable from a position in the numbers game, so the question is not so easily settled. 
In this paper is presented an algorithm, depending heavily on nontrivial linear 
algebra, which in finite time decides whether q can be reached from p in integral 
games. Observe that, since the weights are integers, all positions that are reachable 
from an integral position will also be integral. All fired numbers are integers, so they 
have absolute values of at least 1. The method of proving reachability used here 
demands this sort of lower bound on the size of fired numbers, but for nonintegral 
games there exists no such bound. This is discussed in Remark 2.5 at the end of the 
paper, where I conjecture that reachability is undecidable for the numbers game, when 
the numbers are permitted to be any algebraic numbers. 
1 .I. Matrix theory preliminaries 
In constructing the algorithm we need a bit of matrix theory. 
A matrix (or vector) is nonnegative if all its entries are nonnegative, and positive if all 
its entries are positive. 
Let 3 be the partial order on real matrices defined by entrywise 3, i.e. if A = (a,,) 
and B = (b,,) then A 3 B if all a_, >, b,, . Naturally, we let A > B mean that A 3 B but 
A#B. 
A square matrix AE [WV ’ ” (so the rows and columns are indexed by the same index 
set V) is indecomposable if there is no linear ordering of V such that we got a block 
matrix 
where AI and A3 are square, and 0 denotes a zero matrix. A submatrix induced by 
a subset of V is a principal submatrix of A. 
Let p(A) denote the spectral radius, i.e. the modulus of the largest eigenvalue, of 
a square matrix A. Let e,, XE V, be the xth unit vector. 
The PerronFrobenius theory on nonnegative matrices, see e.g. the book by Mint 
[S], provides us with the following useful theorem. 
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Theorem 1.1 (Perron-Frobenius). A nonnegative square indecomposable matrix A has 
one eigenvector, unique up to multiplication with a scalar, with all elements positive. Its 
corresponding eigenvalue is p(A)>O, and it is simple. No other eigenvector is non- 
negative. If B is a principal submatrix of A, then p(A)>p(B). Zf A > B, then again 
p(A)>p(B). 
The nonnegative matrix that we will study is the weight matrix A of a weighted 
graph G = (V, E), whose entries are uXY = k,, if (x,y)~E and 0 otherwise. Since all 
weights are positive the zero pattern of A is symmetric. Thus, a weight matrix A is 
indecomposable if and only if there is no partitioning V= Viu Vz of the node set, such 
that a,,=0 as soon as XE VI and YE V,. In other words, A is indecomposable if and 
only if G is connected. The principal submatrices correspond to the subgraphs of 
G induced on subsets of the nodes. 
In the proofs below we will sometimes use the inverse of a square matrix. When the 
matrix is not invertible, but positive semidefinite, we will use the MooreePenrose 
pseudoinverse, see e.g. Strang [7] for details. Here, we are content with the following 
special case. 
Theorem 1.2 (Moore-Penrose). If M is a positive-semidefinite symmetric matrix whose 
null-space is spanned by a unit vector c, then there exists a pseudoinverse P, such that 
MP= I- cc’. Hence, MPM=M. P is also symmetric and positive semidefinite. 
At one point in the algorithm we will need the following result. 
Lemma 1.3. For any weight matrix B (i.e. a nonnegative integral matrix with symmetri- 
cal zero pattern) with p(B)=2, there exists a positive-definite diagonal matrix 
D = diag (d,) such that DBD- ’ is symmetric. This also implies that D2 B is symmetric. 
Proof. First observe that multiplying B by D to the left and D- ’ to the right leaves the 
weight product b,,b,, of each edge unchanged, since A=DBD-’ has entries 
aXy = &b,,ld,. 
It is sufficient to consider connected weighted graphs, since the largest eigenvalue of 
the weight matrix is 2 if and only if this is so for all connected components of the 
graph. Then the graph G corresponding to weight matrix B must be one of the three 
following kinds: either a tree, a circuit or a strict supergraph of a circuit. We shall 
cover the cases one at a time. Remember that all weights are positive integers. 
Case 1: G is a tree. First note that the characteristic polynomial of the weight matrix 
B of a tree does not change if we change the weights of the edges but maintain the edge 
products, since for any leaf x with sole neighbor y, the characteristic polynomial of 
B will contain b,, only together with b,, (make a sketch of the relevant determinant), 
and then the statement follows by induction: Every tree can be obtained by adding 
a leaf to a smaller tree. Hence, for every tree with p(B)=2, the symmetric matrix 
A with the same weight products as B for every edge has also p(A) = 2. Give the nodes 
some linear ordering such that every node except the first one is neighbor to exactly 
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one predecessor. This is possible since the graph is a tree. The symmetrizing can then 
be achieved by a diagonal matrix D=diag (d,) where d, is chosen positive and 
dy=dxJm: ‘f I x is the neighbor of y that precedes y. 
Case 2: G is a circuit with weight matrix B. Let A be a weight matrix of an 
unweighted circuit, i.e. where all edge weights are equal to 1. Then (1, 1, ...)T is an 
eigenvector with eigenvalue 2, and since the eigenvector is positive, 2 is the largest 
eigenvalue by Perron-Frobenius. Any other integer weighted circuit of the same size 
has a weight matrix B>A. Again by Perron-Frobenius, p(B)>p(A)=2, so the 
unweighted circuit is the only possibility: 
l 
0 1 0 .‘. 1 
1 0 1 ... ; 
A= 0 1 . . . .., 0 
. 
. . . 
. . 0 1 . . . 
1 . . . 0 1  
Case 3. B is the weight matrix of a strict super graph of a circuit. Taking A to be the 
weight matrix of the circuit subgraph, Perron-Frobenius gives that p(B) > p(A) 3 2. 
Thus, we know that if a weight matrix B has largest eigenvalue 2, then either it is 
already symmetric or it is the weight matrix of a tree, in which case there exists 
a diagonal matrix D such that DBD-’ is symmetric. Multiply both sides with D to 
obtain D2B which must also be symmetric. 0 
2. The algorithm 
Now consider a numbers game played on a graph G = (V, E) with integer weight 
matrix A. Any position in the game can be described as a vectorpcZ”, where entry px 
is the number on node x. If pX<O and we fire x, we say that the fired number of this 
move is - px, which is positive. The shot vector of a play sequence from a position p is 
the vector s~i2” whose xth entry s,, for every XE I’, is the sum of all numbers fired 
from node x during the play sequence. 
Example 2.1. If the nodes in the graph in Fig. 1 are numbered clockwise 1, 2, 3, the 
position in Fig. 1 may be represented by p =(2, - 1, - 3)T. The weights are 
k12=kzI=k31=l, kS2=2, k,,=3, kz3=4, as marked by the arrows in the figure. 
Firing number - 3 on node 3 gives p1 =( -1, -7, 3)T. Then we can fire - 1 on node 
1 to obtain p2 = (1, - 8, O)T. Now fire - 8 on node 2 to obtain p3 = (- 7,8, - 32)T. The 
shot vector of this play sequence is s=(l, 8,3). 
Lemma 2.2. If position q is reached from position p by some play sequence with shot 
vector s, then 
q=p-AAs+2s. 
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Proof. Playing one move x from p gives the new position 
P new =p - As’ + 2s’, 
where s’ = -pxeX, the shot vector of this move. This is verified simply by multiplying 
both sides by e: for arbitrary y and observing that the result on the right-hand side is 
py+kxypx if y#x and -px if y=x. 
Add up the corresponding equations for all moves in the play sequence from p to 
q to obtain the desired result. 0 
Theorem 2.3. If p and q are positions in an integral game, then there is an algorithm 
which in a finite number of steps decides $ q can be reached by playing from p. 
Proof. Suppose that there is a play sequence leading from p to q. By virtue of 
Lemma 2.2 we have 
q=p-As+2s, (1) 
where s is the shot vector of this play sequence. Each move x contributes with 
a positive integer to sX, the xth component of s, so the length of the play sequence is 
bounded by CxeV s,. 
Now suppose that onlyp and q are given and we want to determine if there exists 
a play sequence fromp to q. Depending on the spectrum of A we have one of the three 
cases. 
Case 1: A has no eigenvalue equal to 2. Then (A-21) is invertible, and a play 
sequence from p to q must give a shot vector 
s=(A-2Z)-‘(p-q). 
s is a possible shot vector only if all its components are nonnegative integers. If they 
are not, then q cannot be reached from p. Otherwise, it is enough to play all legal 
sequences of length 1 XsV sX, and these are finitely many. If q is not reached in this way 
then it is not reachable from p. 
Case 2: A has some eigenvalue equal to 2, but p(A)>2. Then by the Perron- 
Frobenius theorem on nonnegative matrices, the eigenspace V c R” corresponding to 
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Fig. 2. Sketch in dimension 2. The area is P”, the line is J&‘, and the intersection is convex and bounded. 
eigenvalue 2 consists, except for the zero vectors, only of vectors u such that u has at least 
some positive and some negative element. Let P denote the nonnegative real numbers. 
Then P” is the nonnegative orthant of R”, and VnP” contains only the origin. 
Let t be some solution to q=p--At+ 2t. If there is no solution then, of course, 
q cannot be reached from p. Otherwise, the set of all solutions is the affine subspace 
d={i+u: UEV}. 
Only vectors with all components nonnegative are possible shot vectors, so we can 
restrict our study to drip”, which is a convex bounded set, since ~4 does not extend 
in the infinite directions of P” (see Fig. 2). An upper bound on the sum of the elements 
of the shot vector of a play sequence from p to q, and hence an upper bound on the 
length of the play sequence, is then 
This is a standard linear programming problem, and easily solvable. By playing all 
play sequences of this length fromp, we can decide whether q can be reached or not. 
Case 3: p(A) = 2. Then the matrix M= 21-A is positive semidefinite. Using the 
Perron-Frobenius theorem again, we obtain that its nullspace is spanned by a vector 
c’ with all elements positive. Let D = diag (d,) be the positive-definite diagonal matrix 
such that DA is symmetric, whose existence was guaranteed in Lemma 1.3. Then also 
DM is a symmetric matrix and, of course, it is positive semidefinite with nullspace 
spanned by some positive vector c with entries c,., XE V. Let 
Q=DM=2D-DA. 
Then Q has a Moore-Penrose pseudoinverse P, such that QP = I- CC= and QPQ = Q. 
Let D’ be the inverse of D and let P’ be defined by D’P’D’= P. Then P’ is also 
symmetric and positive semidefinite and thus defines a positive-semidefinite quadratic 
form pTP’p on position vectors p. We shall see that its value varies monotonically 
during the game. Let s’ =( -pxex), so that firing node x gives 
pnew =p + MS’ =p + D’Qs‘. (2) 
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The increment of the quadratic form is 
=p,eT(2D- DA)e,p,-2p,e~Dp+2p,e~ccTDp 
= 2d,p: - 2d,p: + 2pxc,(cTDp) 
= ~P~G(c~DP), 
with the opposite sign of that of cTDp. 
Now, multiply (2) by cTD from the left, to obtain 
cTDpnew = cTDp+cTDD’Qs’=cTDp, 
since c’Q is zero. Consequently, L gf cTDp is invariant during the game. Thus, we get 
three cases: 
l L > 0. Let c,in = min {c,: XE V}. Then the quadratic from pTP’p will decrease by at 
least 2Lcmi, in each move, so we need only play finitely many steps until the form 
equals or passes below qTP’q. Play all possible such play sequences. If q is 
reachable it will be reached in this process. 
l L < 0. Then the quadratic form will increase by at least 2LCmi” in each move, so we 
need only play finitely many steps until the form equals or surpasses qTP’q, and we 
may argue as above. 
l L = 0. Then the quadratic form is also invariant, say Q, so the positions will stay on 
the intersection of the hyperplane cTDp = 0 and the quadric pT P’p = Q. The hyper- 
plane does not extend in the infinite direction of the quadric, which is D’c, since 
cTDD’c= 1~0. Thus, the intersection is bounded, so it can contain only finitely 
many integral vectors. If q does not lie on the intersection, then it is not reachable. 
Otherwise, reachability can be decided in finite time by an exhaustive search of 
legal play sequences from p. 0 
Remark 2.4 (Rational positions). In fact, it follows that the reachability problem is 
decidable for p and q rational positions; if p is rational, then there is some integer 
c such that cp is integral and by linearity, q can be reached from p if and only if cq can 
be reached from cp. 
Remark 2.5 (Algebraic positions). We shall here demonstrate an algebraic game where 
the size of the numbers tends to zero. This shows that there is no general lower bound 
for the size of the fired numbers during a game, so the algorithm used for integral 
games cannot be generalized to algebraic numbers games. 
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We shall play the game on &, the unweighted complete graph with four nodes. Let 
c1 z 0.6 be defined by 
N4--cr3-U2--a+l =o. 
Let the initial position be 
p1= -4 PZ=L 
p3=ct-c?, p4=a+a2-cr3. 
Then p1 is negative while p2, p3 and p4 are positive; hence, only node 1 is playable, and 
firing it gives the new position 
p3=-2, p1=4 
p4=c2-2, p2= l-~=c?+c2-c?. 
However, this is the initial position times c(, with the nodes permuted. Consequently, 
every move in the game will give a new position where the numbers are approximately 
of size 0.6 times that of the previous position, so all numbers tend to zero as the game 
continues. (I thank Henrik Eriksson for pointing out this example.) 
It seems reasonable to conjecture that for algebraic positions in general, the 
reachability problem is undecidable. 
Remark 2.5 (Complexity). For the generic Case 1, when the matrix B=A-21 is 
invertible, one can prove the following (horrible) complexity bound: the algorithm will 
stop after at most 
( ~~P_4~~k”-ln(“+l”2)n11P-411k”-‘n’”+”r’ played moves, 
where n is the number of nodes, k is the largest weight, and IIp II denotes the sum of the 
absolute values of the entries of p. This is due to the fact that we obtain a bound 
Z= )I (B)- ‘(p-q) 11 on the number of moves we must play in order to be sure to reach 
q if it is possible to do so. There are n possible moves in every position (but of course 
many of them may be illegal), so we get an upper bound of a’ on the number of 
different play sequences, and hence an upper bound of In’ on the number of moves one 
has to play. The bound IclIp-ql/k”- n 1 (“+ ‘)I2 is obtained as follows: since B is 
integral, ldet BI 2 1. A fundamental property of the inverse B- ’ is that every element is 
equal to a cofactor of B divided by det B. Since the entries of B are bounded by k, 
Hadamard’s inequality yields that the cofactors of B, and hence the elements of B- ‘, 
are bounded by (km)“-‘. Finally, 
Remark 2.6 (Noninteger weights). The weights of the graph of the numbers game have 
been taken to be integers throughout this article, following Mozes [6]. However, more 
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general versions have been studied [2,4]. For the algorithm presented here, it is 
obvious that integer weights are mandatory. It is an open question whether the 
reachability problem is solvable, for example, in the case of rational weights and 
rational positions. 
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