We consider row sequences of vector valued Padé-Faber approximants (simultaneous Padé-Faber approximants) and prove a Montessus de Ballore type theorem. Moreover, we provide a comparison between this new Montessus de Ballore type theorem and the Montessus de Ballore type theorem in Bosuwan (Math. Notes, 2018, 103).
Introduction
Let E be a compact subset of the complex plane C, such that C \ E is simply connected and E contains more than one point. By the Riemann mapping theorem, there exists a unique exterior conformal mapping Φ from C \ E onto C \ {w ∈ C : |w| ≤ 1} satisfying Φ(∞) = ∞ and Φ ′ (∞) > 0. For any ρ > 1, we denote by Γρ := {z ∈ C : |Φ(z)| = ρ}, and Dρ := E ∪ {z ∈ C : |Φ(z)| < ρ}, a level curve with respect to E of index ρ and a canonical domain with respect to E of index ρ, respectively. The Faber polynomials (see [1] ) for E are defined by the formulas Φn(z) := 1 2πi
(that is, the polynomial parts of the functions Φ n ). Denote by H(E) the space of all functions holomorphic in some neighborhood of E. We define 
H(E)
Qn,mFα − Pn,m,α = a In fact, the numbers a (α) k,n depend on m, but to simplify the notation we will not indicate it. Finding a solution of (2)-(3) reduces to solving a homogeneous system of d(n + 1) linear equations on d(n + 1) + 1 coefficients of Qn,m and Pn,m,α , α = 1, 2, . . . , d. This is where the word "linear" in Definition 1 comes from. Note that if d = 1, then (n, m) linear simultaneous Padé-Faber approximants are the classical (n−m, m) linear Padé-Faber approximants (see, e.g., [2] for the definition of classical linear Padé-Faber approximants). Moreover, for the case when d = 1, there is another related construction called nonlinear Padé-Faber approximants (see [3] ). Unlike the classical case, these linear and nonlinear Padé-Faber approximants lead, in general, to different rational functions (see the examples in [3] and [4] ).Because in this paper we will restrict our attention to linear simultaneous Padé-Faber approximants, in the rest of the paper we will omit the word "linear" when we refer to them.
Furthermore, if E is the closed unit disk, then the corresponding Faber polynomials are Φn(z) = z n , which implies that these simultaneous Padé-Faber approximants are exactly simultaneous Padé approximants or type II Hermite-Padé approximants (see, e.g., [5, 6] for the definition of simultaneous Padé approximants or type II Hermite-Padé approximants). So, simultaneous Padé-Faber approximation serves as one of the generalizations of type II Hermite-Padé approximation. For any pair (n, m), a vector of rational functions Rn,m always exists but, in general, it may not be unique. In what follows, we assume that given (n, m), one solution is taken. Moreover, since Qn,m ≢ 0, we normalize Qn,m to be a "monic" polynomial.
Because the studies of simultaneous Padé-Faber approximants and simultaneous Padé-orthogonal approximants are quite similar, we will follow many definitions from [7] . The following is a definition of poles for a vector of functions.
Definition 2.
Let Ω := (Ω 1 , Ω 2 , . . . , Ω d ) be a system of domains, such that, for each α = 1, 2, . . . , d, Fα is meromorphic in Ωα . We say that the point λ is a pole of F in Ω of order τ if there exists an index α ∈ {1, 2, . . . , d} such that λ ∈ Ωα and it is a pole of Fα of order τ, and for β ≠ α either λ is a pole of F β of order less than or equal to τ or λ ∉ Ω β . When Ω = (Ω, Ω, . . . , Ω), we say that λ is a pole of F in Ω.
Let F ∈ H(E)
d . Denote by ρ |m| (F) the index ρ > 1 of the largest canonical domain Dρ inside which F has at most |m| poles. Denote by Q F |m| the monic polynomial whose zeros are the poles of F in D ρ |m| (F) counting multiplicities. The set of these poles is denoted by P |m| (F).
In [8] , the author proved a Montessus de Ballore type theorem for simultaneous Padé-Faber approximants using the following concept of polewise independence of a vector of functions adapted for our type of regions. 
, where H(Dρ \ E) is the space of all holomorphic functions in Dρ \ E.
Note that if E is the closed unit disk, then Definition 3 is equivalent to the classical definition of polewise independence (see, e.g., [5 
where ‖ · ‖ K denotes the sup-norm on K, and if K ⊂ E, then ‖Φ‖ K is replaced by 1. Additionally,
where ‖ · ‖ denotes (for example) the norm induced in the space of polynomials of degree at most |m| by the maximum of the absolute value of the coefficients.
Because the space of polynomials of degree at most |m| has a finite dimension, all of its norms are equivalent and therefore we can use any norm in (5 The goal of this paper is to give a new Montessus de Ballore type theorem for simultaneous Padé-Faber approximants. Importantly, we provide some examples to show that in many cases, the new theorem offers many advantages over Theorem A. For example, there are many simple examples of vectors of functions that are not polewise independent yet satisfy our sufficient conditions in the new theorem. Moreover, for some examples of vectors of functions (where both theorems can be applied), our new estimates for the limits in (4) and (5) on the new theorem are better. We will present these examples and discussions in the next section.
Before stating this new result, we need some more terminology.
Denote by Q F m the monic polynomial whose zeros are the poles of F in Dm(F) counting multiplicities. The set of these poles is denoted by Pm(F).
For each pole λ of F in this system of domains
we associate an index α(λ) ∈ {1, 2, . . . , d} as follows. The index α(λ) verifies that λ ∈ D ρm α(λ) (F α(λ) ) and λ is a pole of F α(λ) of the same order as is a pole of F in Dm(F). If there are several indices α satisfying this condition, then we choose the one with the greatest ρm α (Fα). The following theorem is the main result of this paper. 
where K is any compact subset of D ρm α (Fα) \ Pm,α(F) and if K ⊂ E, then ‖Φ‖ K is replaced by 1. Additionally, we obtain
Note that for d = 1, Theorem 1 reduces to a Montessus de Ballore type theorem for Padé-Faber approximants [2, Theorem 4] . Moreover, notice that the right hand side of (6) depends on α. Therefore, in many cases, this new estimate is better than the estimate in (4) (see an example in the next section). An outline of this paper is as follows. Section 2 contains the comparison between Theorem A and Theorem 1. The proof of Theorem 1 is in Section 3.
Comparison between Theorem A and Theorem 1
In this section, let us show that in many cases Theorem 1 offers many advantages over Theorem A.
First of all, let us give some very simple vectors F that are not polewise independent in D ρ |m| (F) but have exactly |m| poles in Dm(F). Define E := {z ∈ C : |z| ≤ 1},
,
and fix the multi-index m :
If we set v 1 ≡ 0 and v 2 ≡ 1, then definitely, v 2 is non-null and it is easy to check that v 1 and v 2 verify (i), (ii), and (iii) in Definition 3, particularly
This implies that G and F are not polewise independent with respect to m in
|z| < 4}. Therefore, using Theorem A, nothing can be said about the convergences of {R n,m,1 }, {R n,m,2 }, and {Qn,m} as n → ∞ (for both G and F). However, G and F have exactly 2 poles in
respectively. Now, applying Theorem 1 to F, we can conclude that for any K ⊂ {z ∈ C : |z| < 4} \ {2},
and for any
Additionally, the inequality (7) in Theorem 1 for F implies that
Next, let us give an example of a vector F and a multi-index m to show that the estimates on the rates of convergences of {Rn,m,α} for α = 1, 2, . . . , d in (6) and {Qn,m} in (7) are better than the ones in (4) and in (5) . Define E := {z ∈ C : |z| ≤ 1},
and fix the multi-index m := (1, 1). Let F := (F 1 , F 2 ). Clearly, ρ |m| (F) = 4, F is polewise independent in D ρ |m| (F) and F has exactly 2 poles in Dm(F) = ({z ∈ C : |z| < 4}, {z ∈ C : |z| < 5}).
By (4), for any compact set K ⊂ {z ∈ C : |z| < 4} \ {2, 3},
and lim sup
Applying (6), for any compact set K ⊂ {z ∈ C : |z| < 4} \ {2},
and for any compact set K ⊂ {z ∈ C : |z| < 5} \ {3},
For this example, the estimates in (8) and (10) for the convergence of {R n,m,1 } are the same and the estimate in (11) for the convergence of {R n,m,2 } is better than the one in (9) . Therefore, for this example, Theorem 1 provides the better estimates on the rates of convergences of {R n,m,1 } and {R n,m,2 } than Theorem A. Moreover, from (5) and (7), we have
respectively. Note that the equations above imply that Q F |m| and Q F m are the same. Moreover, the estimate on the rate of convergence of Qn,m using Theorem 1 is better than the one using Theorem A.
Proof of Theorem 1

Notation and auxiliary results
First of all, we want to discuss the domain of convergence of Faber polynomial expansions of holomorphic functions. The Faber coefficient of G ∈ H(E) with respect to Φn is given by
where ρ ∈ (1, ρ 0 (G)). The following lemma (see, e.g., [9] ) provides the formula for computing ρ 0 (G), where G ∈ H(E), and the domain of convergence of Faber polynomial expansions of holomorphic functions.
Moreover, the series ∑︀ ∞ n=0 [G] n Φn converges to G uniformly on compact subsets of D ρ0 (G) .
As a consequence of Lemma 1, if 
The proof of the main theorem is a consequence of convergence in h-content and Gonchar's lemma defined as follows. Let B be a subset of the complex plane C. By U(B), we denote the class of all coverings of B by at most a numerable set of disks. Define
where |U j | stands for the radius of the disk U j . The quantity h(B) is called the 1-dimensional Hausdorff content of the set B. Note that this set function h is semi-additive and monotonic, but it is not a measure.
Definition 4.
Let {gn} n∈N0 be a sequence of complex valued functions defined on a domain Ω ⊂ C and g be another complex function defined on Ω. We say that {gn} n∈N0 converges in h-content to g on compact subsets of Ω if for each compact subset K of Ω and for any ε > 0, we have
Such a convergence will be denoted by h-limn→∞ gn = g in Ω.
The following is Gonchar's lemma (see [11, Lemma 1] or [12, §2.2 (b)]) which allows us to derive uniform convergence on compact subsets of the region under consideration.
Lemma 3 (Gonchar's lemma). Assume that h-limn→∞ gn = g in Ω. If all functions gn are meromorphic in Ω and have no more than k < +∞ poles in this domain, then the limit function g is (except on a set of h-content zero) also meromorphic and has no more than k poles in Ω.
Hence, in particular, if g has a pole of order ν at the point λ ∈ Ω, then at least ν poles of gn tend to λ as n → ∞.
Incomplete Padé-Faber approximants
The following is a definition of incomplete Padé-Faber approximants which play a major role in the proof of the main theorem. 
The normalization of Q n,m,m * used in our proofs is the following: 
where the second inequality has a meaning when K(ε) is a non-empty set. 
where ‖Φ‖ 
By the definition of incomplete Padé-Faber approximants and Lemma 1, we have 
Note that the constants bν,n can be calculated in two forms: 
Let K be a compact subset of D ρ m * (F) and set
(σ = 1 when K ⊂ E). We want to show that lim sup
Let
We first prove that lim sup
Due to the normalization of Q n,m,m * (the upper estimate in (18)), the formula in (24) implies that for ρ 1 ∈ (1, ρ m * (F)),
where c 1 does not depend on n (from now on, we will denote some constants that do not depend on n by c 2 , c 3 , . . .). Moreover, by Lemma 2, we have
Therefore, by (29) and (30),
Letting ρ 1 → ρ m * (F), we have (28) as we wanted.
Secondly, we prove that
Hence, to estimate bν,n , we need to estimate a k,n first. We will use the technique in [2] to estimate a k,n . Let ρ 1 ∈ (1, ρ m * (F)) satisfying (27). Choose ρ 2 ∈ (1, ρ 0 (F)). We have
By our choices of ρ 1 and ρ 2 , and for each 
Then, it follows from the limit formula for the residue that
Leibniz's formula allows us to write
For j = 1, 2, . . . , q and t = 0, 1, . . . , τ j − 1, set
(notice that the βn(j, t) do not depend on k). Therefore, we rewrite (33) as
By the definition of incomplete Padé-Faber approximants,
for all k = n −m + 1, . . . , n (we recall thatm is defined in (21)). Equations (35) can be viewed as a system ofm equations onm unknowns βn(j, t) and the corresponding determinant to this system is
where the subindex on the determinant means that the indicated group of columns are successively written for j = 1, 2, . . . , q. It is not difficult to check that
where n!! stands for 0!1! · · · n! (use, e.g., [13, Theorem 1] for the calculation of the above equality). Therefore, the system of equations (35) has a unique solution.
To avoid a long expression, let us define: for all j = 1, 2, . . . , q and t = 0, 1, . . . , τ j − 1,
where τ 0 = 0. Using Cramer's rule to (35), we have
where ∆n(j, t) is the determinant obtained from ∆ by replacing the h and C(y, h) is the determinant of the (y, h) th cofactor matrix of ∆n(j, t). Replacing βn(j, t) in (34) by the expression in (36), we obtain for k ≥ n + 1,
Define B(λ, r) := {z ∈ C : |z − λ| < r}.
Let ε > 0 be sufficiently small so that {z ∈ C : |z − λ j | = ε} ⊂ {z ∈ C : |Φ(z)| > ρ 2 } for all j = 1, 2, . . . , q and
Clearly, there exists a constant c 6 such that for all j = 1, 2, . . . , q, t = 0, 1, . . . , τ j − 1, and k ≥ n + 1,
and there exists a constant c 7 such that for all j = 1, 2, . . . , q, t = 0, 1, . . . , τ j − 1, and
for sufficiently large n. From (40),
Using (39), (41), and |∆| = c 5 > 0, it follows from (37) that
By the definition of k,n (see (32)),
where we recall that ρ 2 < ρ 1 . This and equality (42) imply
Moreover, by Lemma 2, we have for all ν ≥ 0 and for all k ≥ n + 1,
where δ > 0 is sufficiently small and ρ 2 ∈ (1, ρ 0 (F)) is chosen so that
(the reason for the first inequality will become clear later). Combining (43) and (44), we have
Now, we show (31). Recall that by Lemma 2, we have ‖Φν‖ K ≤ c 2 σ ν , for all ν ≥ 0. Therefore,
where the last inequality follows from the first inequality in (45). Hence,
Combining (28) and (46), we have (26). Therefore, from (23), we obtain lim sup
where K is any compact subset of D ρ m * (F) . Applying the second inequality of (18), we have
which implies that h-limn→∞ R n,m,m * = F in D ρ m * (F) . As an immediate consequence of Lemma 3, the statement concerning the asymptotic behavior of some of the zeros of Q n,m,m * is proved.
Next, we study the rate of convergence of some of the zeros of Q n,m,m * to the poles of F in D ρ m * (F) . Let us define two indicators related to the asymptotic behavior of the zeros of Q n,m,m * . These two indicators were first introduced in [12] and were also used in the study of incomplete Padé approximants in [5] . Let Moreover, we would like to emphasize that ∆(a) and (a) depend on our choice of a sequence {Q n,m,m * }n≥m (recall that for given n ≥ m ≥ m * , Q n,m,m * may not be unique). 
Indeed, for all sufficiently large n, τ ≤ n ≤ m. From now, we will only consider such n's. Set
Let η > 0 be sufficiently small so that
Using (48) and (52), we obtain
for n sufficiently large. Let q(z)/(z − λ) τ be the principal part of the function F at the point λ and qn /Q n,λ be the sum of the principal parts of R n,m,m * corresponding to its poles in B(λ, r). Note that deg(q) < τ, q(λ) ≠ 0, and deg(qn) < n . It is known that the norm of the holomorphic component of a meromorphic function may be bounded in terms of the norm of the function and the number of poles (see [14, Theorem 1] ). Therefore, using (53), we have
for sufficiently large n. Multiplying the function in the norm by (z − λ) τ Q n,λ and applying the maximum principal, we obtain
for sufficiently large n. By (54), and the fact that q(λ) ≠ 0,
Letting η, ε, r → 0 + , we have proved that
Now, we will verify that (λ) ≥ τ. Because ∆(λ) < 1, we have δ 1 (λ) < 1. Proceeding by induction, we let
We need to prove that δ k+1 (λ) < 1. Note that deg(qQ n,λ − (z − λ) τ qn) < 2m. We differentiate the polynomial inside the norm in (54) k times. Consequently, by Cauchy's integral formula, its k-th derivative satisfies an inequality like (54). Substituting z = λ in the corresponding inequality, we have
Proof of Theorem 1
. . , λq be the distinct poles of F in Dm(F) and set
Recall that the set of these poles is denoted by Pm(F). LetQn,m be the polynomial Qn,m normalized as in (17), namelyQ
From now on, ∆ and are defined as in Section 3. Moreover, it is easy to see that (λ) ≥ τ. Now, we are ready to prove Theorem 1 which is the main theorem.
Proof of Theorem 1. Let λ be a pole of F in Dm(F) and τ be its order. So, λ is a pole of order τ of 
This means that Rn,m is uniquely determined for all sufficiently large n. In fact, if this was not the case, we could find a sequence of Qn,m with deg Qn,m < |m|, which contradicts (60). Let r > 0 be sufficiently small so that B(λ, r) contains no other pole of F. Let λ n,1 , λ n,2 , . . . , λn, n be the zeros of Qn,m in B(λ, r) indexed in increasing distance from λ, i.e., 
where τ j is the order of λ j as a pole of F in Dm(F). Therefore, (Q uniformly on compact subsets of C and (62), we obtain the inequality (7). Finally, let α ∈ {1, 2, . . . , d} and let K be a compact subset of D ρm α (Fα) \ Pn,α(F). Using (60), if ε > 0 is sufficiently small, then K(ε) = K. By (19) applied to a sequence of incomplete Padé-Faber approximants Rn,m,α , we obtain (6). This completes the proof.
