Abstract: This paper proposes an efficient option pricing model that incorporates stochastic interest rate (SIR), stochastic volatility (SV), and double exponential jump into the jump-diffusion settings. The model comprehensively considers the leptokurtosis and heteroscedasticity of the underlying asset's returns, rare events, and an SIR. Using the model, we deduce the pricing characteristic function and pricing formula of a European option. Then, we develop the Markov chain Monte Carlo method with latent variable to solve the problem of parameter estimation under the double exponential jump-diffusion model with SIR and SV. For verification purposes, we conduct time efficiency analysis, goodness of fit analysis, and jump/drift term analysis of the proposed model. In addition, we compare the pricing accuracy of the proposed model with those of the Black-Scholes and the Kou (2002) models. The empirical results show that the proposed option pricing model has high time efficiency, and the goodness of fit and pricing accuracy are significantly higher than those of the other two models.
Introduction
In the last decade, many studies have examined the pricing of financial securities using the various jump-diffusion models (Kou, 2002; Leippold and Wu, 2002; Glasserman and Kou, 2003; Kou & Wang, 2004; Espinosa and Vives, 2006;  
Option Pricing Model under Double Exponential Jump-Diffusion Settings, with SV and SIR

Double Exponential Jump-Diffusion Process, with SV and SIR
In probability space ( ,  , ℙ ) , is the filtration generated by the Brownian motion and the jump process at time t , 0 t T   , and ℙ is a real probability measure. Suppose the instantaneous interest rate ( ) r t and the SV ( ) t  of the underlying asset of returns are governed by the following CIR process. The basic state process ( ) X t (i.e., the underlying asset price 
At this point, we depict three processes: the basic state process, volatility process, and interest rate process. Let the price of the underlying asset 
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In order to demonstrate these processes from a clear perspective, the number of underlying assets is assumed to be one, and the default risk and the correlations between 1 ( ), ( ), ( ), ( ), r t
W t W t W t J t
  are ignored. In the following sections, we begin by using Equations (1) and (2) to obtain the pricing characteristic function ( , ( ), , ) t t T     of financial derivatives.
Double Exponential Jump-Diffusion Process with SV and SIR under the Risk Neutral Probability Measure
To get the pricing formula for financial securities, it is necessary to carry out a measure transformation for the double exponential jump process with SV and SIR under the risk neutral probability measure. In this section, Equations (1) and (2) are transformed under the risk neutral probability measure ℙ . Equations (1) and (2) show that a double exponential jump process ( ) 2  2  2  1  1  2  2  3  1  1  2  2  1  1  3  2   2  2  2  1  2  2  1  2  2  1  2 ( , , ) 
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Following Fubini's theorem, we exchange the order of the expectation and the integration: 
Then, from Lévy's inversion theorem and Gil-Pelaez (1951), we have:
From Equation (6), we obtain the price of the generalized call option, as follows:
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The price of the option based on the double exponential jump model with SV and SIR, based on Equations (7) and (8), can be computed quickly and accurately using the inverse Fourier transform method.
Parameter Estimation Based on the MCMC-LV Method in the Jump-Diffusion Model
In this section, we analyze estimates of the parameters for the double exponential jump-diffusion model with SV and SIR. That is, a Markov chain Monte Carlo with latent variable (MCMC-LV) method is used to estimate the parameters of the jump-diffusion model. The MCMC-LV method has strong extensibility. If we add more latent variables such as credit risks, correlation coefficients, or more jumps, the MCMC-LV method can still be extended and used.
Sketch of MCMC-LV Method
The MCMC-LV method that we use to estimate parameters for the double exponential jump-diffusion model with SV and the SIR can be divided into two parts. First, we estimate the underlying asset price process:
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Then, we estimate the interest rate process: 
Note that the parameter estimations of Equations (9) and (10) are independent of each other. Because ( ) J t , ( ) t  , and t  cannot be observed directly, the parameter estimation cannot be achieved directly using the Gibbs algorithm and sample data of the underlying assets. Thus, the time series of ( )
and t  are regarded as the latent variables being estimated.
For a CIR interest rate, there are no latent variables. Therefore, we use Metropolis-Hastings sampling for the MCMC (MCMC-MH).
MCMC-LV Method for the Underlying Asset Price Process
According to Hu et al. (2006) , the differential expression of ( ) S t and ( ) t  in Equation (9) are changed into discrete form, as follows: 
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Here, t B follows a 0-1 distribution, where the probability of 1 is
asymmetric double exponential distribution, with density
If we let
It is inevitable that we will encounter ( 1)   .
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are parameters of prior distributions, which are set artificially based on experience and the statistical results from the experiment. The types of the prior distributions are shown in Table 1 . 
From Equations (12)- (15) 
Equation (16) is the key PDF needed for the MCMC simulation, and will be discussed and used later. After the derivation of Equation (16), MCMC Gibbs sampling (Geman and Geman, 1984) is needed to obtain the sample for the calculation of the model parameters  . The Gibbs sampling repeatedly draws samples of  from a Markov process with discrete time and continuous state. Discrete time means that each round of sampling is a time node of the Markov process. Continuous state means that the samples are drawn from a continuous probability distribution in each round of sampling. After the samples drawn from the Markov chain reach a steady-state distribution, after many rounds of sampling, the model parameters  can be estimated by the mean (median or mode) of the samples.
Before beginning the MCMC Gibbs sampling, the only known information is the M days of asset prices, which can be transformed into daily return samples y  . 
As demonstrated in the previous steps, 0 0 0 , , 
Then the Markov chain  has a unique stationary distribution, with PDF  
conditioned on y  ) that satisfies the Chapman-Kolmogorov Equation (See proof in Appendix B.2): . Define:
When taking the 1 m th   round of sampling, the following procedures are necessary, according to the transition kernel (18):
(2) Draw a sample
(4) Draw a sample
However, the CPDFs of the above four steps are difficult to calculate. In order to find alternative ways to so, we determine the following relationships: 
where   f denotes Equation (16). Based on the above four relationships, we can perform the following equivalent process:
here is Equation (16)).
(6) Extract the sample
(7) Extract the sample
(8) Extract the sample (5) → (6) → (7) → (8) → (5) → (6)  stated above, the samples gradually converge to the stationary distribution
After extensive rounds of cycling, Equation (17) can be used to estimate  . Because the CPDFs in the above four procedures are complex, the best way to solve the problem is to use the accept-rejection method (see Glasserman, 2004) to produce the Monte Carlo sampling.
MCMC-MH Method for Interest Rate Process
The differential expression of ( ) r t in Equation (10) is changed into discrete form, as follows: 
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In Equation (19), we assume that (1) 
Based on other relevant studies (Yu et al., 2011; Hu et al., 2006; Lu and Hua, 2010; Han et al., 2010; Yang et al., 2010) , the prior distributions of the parameters are set as
where 1 Table 1 .
Similarly to the proof in Appendix B.1, we can obtain the CPDF of a single sample as follows: 
Because the joint random variables  
are independent of each other, conditioned on r  , from Equations (20) and (21), we obtain the CPDF of the joint random variables   , y   , as follows:
JMSE 2017, 2(4), After the derivation of the important Equations (22) and (23), we need to use MCMC Metropolis-Hastings sampling (Martino et al., 2015; Meyer et al., 2008; Gilks et al., 1995) 
(2) Accept m  , with probability
(4) If m  is accepted and m does not reach N , repeat the above steps. 
Empirical Analysis
In this section, we present the empirical results from the proposed option pricing model (the option pricing model under the double exponential jump-diffusion settings with SV and SIR). First we conduct time efficiency analysis, goodness of fit analysis, and jump/drift term analysis of the proposed model. Then, we compare the pricing accuracy of the proposed model to those of the BS and Kou (2002) models (alternative double exponential jump-diffusion option pricing models). In order to evaluate the option pricing accuracy, we select 10 50ETF European options from the Shanghai Stock Exchange (SSE), expiring in June 2016, including five call options and five put options with different strike prices. In addition, we collect samples of option prices from 63 trading days between 1 February 2016 and 6 May 2016.
To determine the theoretical option price of the proposed model on each trading day between 1 February 2016, and 6 May 2016, we need to use the MCMC-LV method to estimate the parameters of the double exponential jump-diffusion model with SV and the SIR. We collect 572 days (before 6 May 2016) of 50ETF closing prices and O/N SHIBOR rates, which are used as the training samples of the MCMC-LV method. On each trading day, the parameters of the proposed model are set equal to the average values of 2000 parameter samples from the MCMC-LV method, the training samples of which are the 50ETF prices and the O/N SHIBOR rates for the previous 500 trading days. Table C1 (see Appendix C) shows the results of the estimated parameters for the 63-day period using the MCMC-LV method.
As shown in Table C1 , each trading day has a unique set of parameters. The training samples for the parameters on each day are the 50ETF closing prices and the O/N SHIBOR rates over the previous 500 trading days. Therefore, the parameters for the different trading days are similar, but not the same. With regard to the parameters of the 50ETF closing prices, the drift rate  denotes the ability to achieve long-term stable returns. Because the training samples are all taken from a bear market (although the 500-day sampling period is not long enough to extend beyond the bear market), the drift parameters on the 63 trading days are barely positive. Here,  denotes the intensity of the double exponential jumps, and 1  , and 2  denote the amplitudes of the positive jump and negative jump, respectively. The greater the values of the parameters, the larger the jump amplitude will be. Then, p is the probability of positive jumps,   denotes the mean-reverting rates rate,  is the long term volatility, MCMC-LV sampling is conducted using Matlab 2015b on a personal computer configured as follows: Intel(R) Core(TM) i7-4500U CPU @ 1.80GHz 2.40GHz, 8.00 GB RAM, and 64 bit Windows 10 operating system. Table 2 and Figure 1 show that far more time is required to determine a single sample of parameters for the underlying asset model than is the case in the interest rate model. For example, it takes approximately 5.741 seconds, on average, to draw a sample of parameters for the 50ETF model using 500 training samples (500 days of 50EFT returns), but only JMSE 2017, 2(4), takes about 3.81E-04 seconds to draw a sample of parameters for the interest rate model. This is because the 50ETF model combines the double-exponential jump, CIR volatility, and the CIR interest rate, and has nine parameters that need to be estimated. In comparison, the interest rate model is related to only one CIR process, and has just three parameters that need to be estimated. This is why we do not adopt the mixed-exponential jump (Cai and Kou, 2011) and the hyper-exponential jump (Cai and Kou, 2012) , because too many parameters can lead to a heavy computational burden.
In Figure 1 , the time required for a single sample of parameters of the 50ETF model decreases linearly with the number of training samples (days of 50EFT returns). However, the requirement for a single sample of parameters for the interest rate model displays quite a volatile relationship with the number of training samples, in an order of magnitude of The option pricing is calculated using Matlab 2015b on a personal computer configured as follows: Intel(R) Core(TM) i7-4500U CPU @ 1.80GHz 2.40GHz, 8.00 GB RAM, and a 64 bit Windows 10 operating system. Table C2 (See Appendix C) shows the estimated European option prices using the double exponential jump-diffusion option pricing model with SV and SIR (i.e., Equations (9) and (10)) using the estimated parameters in Table C1 .
To verify the effectiveness of the proposed model, the BS and Kou models are employed for a price comparison. Table C3 (See Appendix C) shows the estimated option prices from the BS model, using a moment estimation to obtain the parameters. Table C4 (See Appendix C) shows the estimated option prices from the Kou model, applying the MCMC-LV model for the parameter estimation.
In addition, Table 3 and Figure 2 show the average time required to determine the call and put option prices under the proposed model. Fast results can be achieved by reducing the number of sampling points in the numerical integration. The pricing of a put option is marginally faster than that of a call option. In addition, as the number of sampling points increases (below 10240 points), the computational time increases slowly. However, when the number of sampling points rises above 10240 points, the computational time increases rapidly. 
The Kou model:
The BS model:
The confidence level is 0.05   . The K-S test results of the three models are shown in Table 4 . above experimental results show that the proposed model has the highest goodness of fit, while the next best is the Kou model, followed by the BS model. In order to explore the contribution of the jump term and the drift term to asset price fluctuations, it is crucial to calculate the proportion of the drift/jump term accounts for the 50ETF daily return. From Equation (11), the daily return of 50ETF can be written in discrete form: despite some anomalies around zero, a greater absolute value for the return implies a smaller proportion of the drift term and a larger proportion of the jump term. Thus, the jump term is good at explaining significant fluctuations in 50ETF prices, while the drift term is good at explaining small fluctuations in 50ETF prices.
In order to compare the accuracy of the pricing model, we propose using MSE VAR , MRE , and ME STD to measure the discrepancies between the estimated option price and the real closing price. The definitions of the three indices are shown in Table 5 . Each of these three indicators can be compared horizontally and vertically. In a horizontal comparison, we compare the pricing accuracy of different option contracts under the same model, while in a vertical comparison, we compare the pricing accuracy of different models under the same option contract. The comparison results are shown in Table 6 . Compared with the Kou model, it seems that the more the put option is out-of-the-money, the higher is the accuracy of the proposed option pricing model. The pricing accuracy of "50ETF/Put/June/1.8" and "50ETF/Put/June/2.0" under the proposed option pricing model is higher than that of the Kou model, while the pricing accuracy of "50ETF/Put/June/2.4" and "50ETF/Put/June/2.6" under the Kou model is higher than that of proposed model and the BS model.
The mean
MSE VAR , mean M RE , and mean ME STD of the Kou model are the largest among the three models, increasing to 1749.47%, 185.06%, and 287.50% respectively, partly owing to large errors in the pricing of call options.
Conclusions
We propose an efficient options pricing model that incorporates the SIR, SV, and the double exponential jump into the jump-diffusion settings. The model comprehensively considers the leptokurtosis and heteroscedasticity of the return distribution, rare events, and the SIR. We determine the pricing characteristic function and pricing formula of a European option. We develop the MCMC-LV method to estimate the parameters of the double exponential jump diffusion model with SIR and SV. From our time efficiency analysis, the MCMC-LV for 50ETF constitutes the main time consumption, while the MCMC-LV method for interest rates is very fast. The reason is that the 50ETF model combines a double-exponential jump, CIR volatility, and the CIR interest rate, and has nine parameters to be estimated. In comparison, the interest rate model is related to only one CIR process, and has only three parameters that are needed to be estimated.
The goodness of fit test shows that the proposed model best fits the 50ETF daily return. It is clear that the double-exponential jump and SV contribute to a higher peak and fatter tails. The jump/drift term analysis shows that the jump term is good at explaining great fluctuations in 50ETF prices, and that the drift term is good at explaining small fluctuations in 50ETF prices.
We also compared the pricing accuracy between the proposed model and the BS and the Kou (2002) models using real market data. We selected 10 50ETF European options from the Shanghai Stock Exchange (SSE), expiring in June 2016, as a sample, including five call options and five put options with different strike prices. Then, we calculated the theoretical prices of all 50ETF call and put options expiring in June 2016. The empirical results show that the average pricing accuracy of our proposed model is much higher than that of the BS and Kou models, especially for call options. With regard to our model, fast pricing results can be achieved by reducing the number of sampling points in the numerical integration. Our model suggests that it is more efficient to keep the number of sampling points below 10240 during option pricing, because when the number of sampling points increases beyond 10240 points, the computational time increases rapidly.
The proposed option pricing model has several limitations in dealing with path-dependent derivatives and American options. One suggested way is to treat T in ( , , ( ) 
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Appendix A. Derivation of the Characteristic Function
From Equation (3):
( , , )
Then, applying the Feynman-Kac Theorem to the characteristic function
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Under the risk-neutral probability measure ℙ , the discounted characteristic function
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Determining the probability density function of  , we need to calculate
JMSE 2017, 2(4), 252-289
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B.2. Proof of the Transition Kernel of the Markov Chain
It's obvious that the chain is irreducible and has positive recurrence. Thus, the stationary distribution exists and is unique. This completes the proof. 
