Abstract-A mobile electromagnetic-induction (EMI) sensor is considered for detection and characterization of buried conducting and/or ferrous targets. The sensor may be placed on a robot and, here, we consider design of an optimal adaptive-search strategy. A frequencydependent magnetic-dipole model is used to characterize the target at EMI frequencies. The goal of the search is accurate characterization of the dipole-model parameters, denoted by the vector Â; the target position and orientation are a subset of Â. The sensor position and operating frequency are denoted by the parameter vector p p and a measurement is represented by the pair ðp; O p; OÞ, where O O denotes the observed data. The parameters p p are fixed for a given measurement, but, in the context of a sequence of measurements p p may be changed adaptively. In a locally optimal sequence of measurements, we desire the optimal sensor parameters, p p Nþ1 for estimation of Â, based on the previous measurements ðp p n ; O O O O n Þ n¼1;N . The search strategy is based on the theory of optimal experiments, as discussed in detail and demonstrated via several numerical examples.
INTRODUCTION
E LECTROMAGNETIC-INDUCTION (EMI) has been used widely to sense highly conducting and ferrous targets [1] , [2] , [3] . A typical EMI configuration is illustrated in Fig. 1 , where the sensor consists of colocated transmitter and receiver coils, placed on the ground and in the vicinity of the target. The target depth is often much larger than the principal target dimension L and the operating frequency (kilohertz) corresponds to wavelengths that are typically much larger than L. This, as discussed further below, allows one to develop simple models for the target response to an EMI sensor.
Electromagnetic-induction is typically operated as an active sensor. In particular, when a measurement is taken, the sensor's transmitter coils first radiate a primary electromagnetic field, which enters the highly conductive target and induces eddy currents that radiate a secondary field, this measured by the sensor. The soil has conductivity typically many orders of magnitude smaller than that of the target and, therefore, the effects of the soil may be ignored in many applications. Under this assumption, a magnetic dipole model has been established in [1] to characterize the interaction between the EMI sensor and a highly conducting and/or ferrous target. As discussed in detail below, a general target is composed of a superposition of frequencydependent magnetic dipoles and the model parameters Â include the target position and orientation, as well as the intrinsic magnetic-dipole properties (e.g., EMI resonant frequencies). The model has been validated using measured data and it has been applied to detecting subsurface unexploded ordnance (UXO) [2] .
When performing target detection and classification, one must estimate the model parameters Â and the task of efficiently estimating Â is influenced strongly by the search strategy. Let p p n represent the sensor parameters and O O n the observed data for measurement n. Before the first measurement ðp p 1 ; O O 1 Þ, one has no knowledge concerning Â. However, based on ðp p 1 ; O O 1 Þ, one may estimate the model parameters, denotedÂ Â 1 . The goal is to choose the sensor parameters for the second measurement, denoted p p 2 , to improve the estimate of Â. In general, after N measurements are performed, from whichÂ Â N is determined, the object is to choose p Nþ1 , as to improve the estimation of the target properties,Â Â Nþ1 . The search for p p Nþ1 may be constrained by various measures, such as the energy costs required for a given measurement. The purpose of this paper is to explore an optimal search strategy. For simplicity, we here restrict the sensor parameters p p to three real numbers: two numbers denoting sensor cross-sectional position ðx x; y yÞ and a third representing the sensor operating frequency. The data O O is a single complex number, corresponding to the observed magnetic field in a prescribed direction. This framework may be extended to address morecomplex ðp p; O OÞ, including, for example, multiple EMI operating frequencies and even multiple sensor modalities (e.g., EMI and radar). These additional complexities do not change the basic search framework and they will be the subject of future research.
The search strategy assumes that the observed data for measurement N þ 1 is represented as O O Nþ1 ¼ S S Nþ1 þ G G Nþ1 , where S S Nþ1 denotes the noise-free target EMI signal and G G Nþ1 represents additive noise (assumed white and Gaussian). The aforementioned dipole model approximates S S Nþ1 % f fðp p Nþ1 ; ÂÞ. The Cramer-Rao bound (CRB) [4] for estimation of Â, within the context of assumed additive white Gaussian noise, takes on a simple form which may be approximated using ðp p n Þ n¼1;N andÂ Â N . The search strategy is based on the idea of choosing measurement parameters p p Nþ1 that minimize the CRB-computed optimal variance of an unbiased estimate of Â Nþ1 . As we discuss further below, there are many ways in which the CRB may be employed to achieve this goal. It should be emphasized that the CRB is utilized in an approximate manner because we employ an estimate of the target parameters, represented byÂ Â N .
We see from the above discussion that the search strategy consists of a repetition of two steps. Specifically, based on measurements ðp p n ; O O n Þ n¼1;N , we estimateÂ Â N , using the nonlinear dipole model S S % f ðp p; ÂÞ, with this representing
Step One. In Step Two, usingÂ Â N and assuming additive white Gaussian noise, the CRB is estimated for the optimal unbiased estimator. The next measurement parameters p p Nþ1 are selected to minimize a measure defined in terms of the CRB (assuming that the model is correct over the range of P P considered for p p Nþ1 ). This process is repeated, generating a sequence of measurements, with the search terminated when the estimated dipole-model parameters represent the observed data to a desired level of accuracy.
The basic framework pursued here has a long history, constituting the theory of optimal experiments. As noted by MacKay [5] , this theory can be traced back almost two centuries to the work of Laplace. In the middle of the 20th century, Lindley [6] developed measures that quantify the information content accrued from a measurement and, several decades ago, Chernoff [7] and Fedorov [8] wrote extensive books on the subject of optimal experiments. More recently, Mackay [5] has written a nice overview of the subject in which the work of Fedorov has been linked to Bayesian analysis. In all of these previous studies, the underlying theory requires an accurate model for the quantities measured in a given experiment. In the work presented here, we demonstrate how a simple and accurate model for EMI sensing of conducting and ferrous targets may be employed to yield a locally optimal search strategy, within the framework of the theory of optimal experiments. The search is only locally optimal because we choose each set of sensor parameters p p n one at a time (not globally), i.e., this is a "greedy" algorithm. In addition, given that we must estimate the target parameters from which the CRB is computed, the approach is only approximately locally optimal. This follows the strategy of Chernoff [7] and Fedorov [8] and, as indicated below, the results for sequential EMI sensing are encouraging.
Before proceeding, we note that the general ideas discussed below fall under the general framework of sensor management, which has attracted significant attention over the last several years. It is of interest to mention some of this recent work and how it is related to the research reported here. Kastella [9] has developed a method of sensor management utilizing "discrimination gain," which is based on the Kullback-Leibler information or cross-entropy. This has focused primarily on the classification problem and densityfunction estimation, based on sensor data. Abdel-Samad and Tewfik [10] have considered radar-based search strategies, with this closely related to Kastella's discrimination gain. This research is also related to optimal search strategies, with recent work in this area described by Castanon [11] . Many of these approaches are associated with target detection and classification, where, here, we are interested in performing adaptive regression for the parameters of a model, the model representing the characteristics of the target.
The strategy pursued here for adaptive sensing is most closely related to the work of Whaite and Ferrie [12] , wherein they pursued adaptive optical measurements, with the goal of estimating the surface of a three-dimensional body (also regression for the parameters of a model, where in [12] the model is defined by three-dimensional shape basis functions). As discussed further below, our search for buried conducting targets, in the context of an induction sensor, involves maximizing the determinant of the Fisher information matrix, while, in [12] , the search is based on minimizing the determinant of the covariance matrix. For Gaussian processes, these two search strategies are essentially the same. The main distinctions between the present paper and [12] are: 1) The application to EMI-based subsurface sensing is new and of significant interest for autonomous sensing of landmines, UXO and underground structures, 2) in EMI sensing, we measure a complex quantity (the phasor magnetic field) and, therefore, the measured quantity is a vector, complicating model fitting and sensor search, while, in [12] , a scalar parameter (distance) was measured, and 3) the present paper includes a penalty term that accounts for measurement cost, while this was not considered in [12] .
TARGET EMI DIPOLE MODEL
The development of a dipole model for EMI sensing of conducting and/or ferrous targets has been discussed in detail elsewhere [1] , [2] . We here summarize the model to elucidate which parameters will be sought in the search process. In the coordinate system of the sensor, the z direction is normal to the air-soil interface and the z-component of magnetic field is measured. In addition, assume that the magnetic dipole of the source current is also z-directed, corresponding to the coil configuration in Fig. 1 . For a unitstrength source dipole, the z-directed magnetic field induced by the presence of a targets is represented as [1] , [2] H z ðÂjr r r r s ; ! s Þ ¼ z À z s ½ðr r r r À r r r r s Þ T ðr r r r À r r s Þ 3 ðr r À r r s Þ T U U T M Mð! s ÞU Uðr r À r r s Þ; ð1Þ where r r s ¼ ½x s ; y s ; z s T is the position vector of the sensordipole, ! s is the sensor transmission frequency (in Hertz), r r ¼ ½x; y; z T is the position vector of the target-dipole, and the dipole target is characterized by the 3 Â 3 diagonal magnetization tensor
The target is assumed, for simplicity, to be rotationally symmetric (many targets of interest are, such as land mines and UXO [1] , [2] , [3] ) and, therefore, the top two terms along the diagonal are degenerate (these correspond to the two directions perpendicular to the target axis of rotation).
In the coordinate system of the target, the axis of rotation is the z direction. The terms m m p0 and m m z0 correspond to the zero-frequency magnetic dipole moments of the target, respectively, directed perpendicular to and along the target axis of rotation (these terms vanish for nonferrous targets [1] ). As discussed below, the rotation matrix U U accounts for the angular differences between the sensor and target coordinate systems. The dipole moments m m m m pk and m m zk are nonzero for both ferrous and nonferrous conducting targets and ! ! pk and ! ! ! ! zk represent the associated EMI resonant frequencies. As indicated by the sums in (2), there are, in general, an infinite number of this latter class of dipole components, although, in practice, typically only the lowest-order component is of importance (i.e., only one term in the sum is of significant strength). Since, in general, the target axis is at an arbitrary orientation (; ) with respect to the sensor coordinate system, in (1), U U is a unitary rotation matrix, accounting for the relationship between the two coordinate systems (see Fig. 2 ) 
We also note that, in (1), we have considered the case of a single buried dipole target. For more than one such target, the total EMI response has been demonstrated to be the linear combination of the responses from the isolated targets, i.e., there is very little intertarget interaction at EMI frequencies [1] , [2] .
It is important to distinguish between two categories of parameters appearing in (1), (2) , and (3). The first category represents parameters associated with the target, denoted by the parameter vector Â, introduced in Section 1. These parameters are specifically defined as Â ¼ ½m p0 ; m pk ; ! pk ; m z0 ; m zk ; ! zk ; x; y; z; ;
The second category of parameters, which we denote as p p, contain the sensor spatial position and operating frequency, i.e., p p ¼½x s ; y s ; z s ; ! s T . The parameters in Â carry the characteristic information of the target and these parameters are to be estimated from a set of measurements. The parameters p p control the spatial sample point and sensor frequency at which the measurements are collected by the sensor and, therefore, the set of different p p determine the data used to estimate Â. Finally, in the notation developed in Section 1, the measured observations are 
SEQUENTIAL SEARCH STRATEGY

Estimation of the Target-Model Parameters
If the additive sensor noise G G is white and Gaussian, the maximum-likelihood estimation of Â, based on measurements ðp p n ; O O n Þ n¼1;N , reduces to a least-squares (LS) fit [4] :
subject to :m p0 ; m pk ; ! pk ; m z0 ; m zk ; ! zk ! 0; ð5Þ where the nonnegativity constraints come from the physical meanings of the respective parameters. There are many techniques available for performing the constrained optimization in (5) , where, here, we apply a constrained form of the Levenberg-Marquardt method [13] .
An important issue concerning the computation in (5) involves the potential for local minima. Note that the model parameters have physical meaning and, therefore, based on knowledge of the characteristics of expected parameters, one may constrain the parameter search space, eliminating many potential local minima. In addition, when performing the gradient search, we have considered multiple, randomly generated search initializations. For the problems of interest here, we have found that many initializations yield the same minima and such repetition is used as an indication of a wellbehaved functional minima. The parameters estimated based on measurements ðp p n ; O O n Þ n¼1;N are denotedÂ Â N .
The Fisher Information Measure of the Measurements
Our objective now is to determine optimal sensor parameters p p Nþ1 for measurement N þ 1. The measure of the quality of p p Nþ1 will be based on the Fisherinformation matrix, which we quantify in terms of measurements ðp p n ; O O n Þ n¼1;N , assuming that the estimated model parametersÂ Â N are correct. Moreover, to simplify the representation, it is assumed that the additive noise G G n is white and Gaussian, O O n ðp p n ; ÂÞ ¼ fðp p n ; ÂÞ þ G G n , recalling that f fðp p n ; ÂÞ represents the dipole target model. 
Substituting (7) into (8), and after simple manipulations, we have
Re r Â f fðp p n ; ÂÞ ½ r Â f fðp p n ; ÂÞ ½
where superscript H represents complex transpose and Re fwg represents the real part of the complex number w. As indicated in Section 2, in the problem considered here, f fðp p n ; ÂÞ represents a complex number, corresponding to a single component of magnetic field, measured with sensor parameters p p n , for target parameters Â. Equation (9) is evaluated at Â ¼Â Â N , i.e., we assume that the model parameters computed after the first N measurements are correct and the Cramer-Rao bound (CRB) discussed subsequently characterizes the best-achievable variance on their unbiased estimation.
The Objective Function of Sequential Optimal Sampling
The expression J J is an estimate of the Fisher information matrix (based on the estimatedÂ Â N ) and the inverse of J J is an estimate of the Cramer-Rao bound (CRB) [7] , [8] . The objective in selecting sensor parameters p p Nþ1 is to reduce the uncertainty in the estimated target-model parameters, with this uncertainty characterized through the CRB C C ¼ J J À1 . Fedorov [8] discusses several alternative measures q one can employ, based on C C, to characterize the quality of p p Nþ1 For example, q may represent 1) the trace of C C, 2) the maximum value along the diagonal of C C, or 3) the determinant of C C. In all cases, we choose p p Nþ1 with the goal of minimizing q and, for example, option 2 then becomes a mimimax algorithm. Alternatively, we here choose to maximize the determinant of J J, which, as we demonstrate below, makes direct use of C C ¼ J J À1 . Consider determining all sensor parameters ðp p n Þ n¼1;Nþ1 at once, rather than sequentially. Unless r Â f ðp; ÂÞ is independent of Â, which requires that f fðp p; ÂÞ have a linear dependence on the parameters Â, computation of J J requires knowledge of Â. We do not have knowledge of Â to start with. Note, however, for a linear model, the set of optimal sensor parameters p p n may be determined without requiring any measurements.
Since the dipole model is nonlinear, we determine the sequence of sensor parameters p p n sequentially, using data ðp p n ; O O n Þ n¼1;N to estimate the target parametersÂ Â N . The Fisher information matrix is then computed using these approximated target parameters and then this approximated J J is employed to select the next sensor parameters p p Nþ1 . As indicated below, this process can be implemented in a computationally efficient manner.
The form of J J realized in (9) was manifested as a consequence of assuming that the noise G G n is white and Gaussian, yielding an attractive search strategy. From (9), the quantity q may be expressed as
where J J j j represents the determinant of J J and, from (9), J J n ðp n Þ ¼ Re ½r Â f fðp p n ; ÂÞ½r Â f fðp p n ; ÂÞ
It is important to emphasize that J J n is not only a function of the nth measurement, through p p n , but it is also a function of all N measurements, via the estimated target parametersÂ Â N , i.e., (11) is evaluated at Â ¼Â Â N .
Considering now the new sensor parameters p p Nþ1 , we have
where I I is the 2 Â 2 identity matrix and F F is a K Â 2 matrix
where we assume that there are K target parameters in the vector Â. The logarithmic increase of the Fisher information measure is
where B B N ¼ P N n¼1 J J n is the Fisher information matrix computed using the first N sensor parameters p p n , based on assumed target parametersÂ Â N . Therefore, from (14) , the sensor parameters p p Nþ1 for the N þ 1 measurement are selected at the point where the model "error bars" F F H B B
À1
N F F are largest [5] . Since our objective is to achieve the maximum information gain, we define the optimal sampling
It is important to note that B N is only invertible after performing a sufficient number of measurements. To address this in the first few iterations of the search (first few measurements), the inverse of B N is computed using the standard technique of "diagonal loading," where one produces a full rank matrix B N þ I with a sufficiently small and positive , with the inverse approximated as ðB B N þ I IÞ À1 . The search for p p Nþ1 is performed in a three-dimensional space, corresponding to sensor position ðx s ; y s Þ and the sensor frequency ! s . We employ gradient search methods of the type discussed in Section 3.1. We also note that, for the EMI-sensing application considered here, the problem is often "clutter limited" rather than "noise limited" [2] . This means that, in most applications, an induction sensor operates at a high signal-to-noise ratio (SNR) [2] and the principal challenge involves accurate estimation of the target parameters Â with which one may distinguish targets of interest from clutter. Under this high-SNR case, the "noise" G G n in O O n ðp p n ; ÂÞ ¼ f fðp p n ; ÂÞ þ G G n is dominated by the misfit between O O n ðp p n ; ÂÞ and the model f fðp p n ; ÂÞ, where, for N previous measurements, f fðp p n ; ÂÞ is evaluated with the estimated Â %Â Â N .
We conclude this section by noting that the target characteristics reflected in the vector Â contain many parameters, some of which may be more important than others for a given task. For example, if the only goal is to detect and locate a buried conducting target, then the spatial position of the target ðx; y; zÞ should be given more importance than the remaining target parameters. In such situations, the significance of important parameters in Â should be reflected in the cost function. In the UXO-sensing problem considered in Section 4, it is insufficient to simply detect and locate the target: The goal is to distinguish actual UXO from non-UXO conducting clutter. It has been demonstrated that all target parameters in the vector Â are important for this classification task [2] . Therefore, in the above analysis, we have chosen the new sensor parameters p p Nþ1 to minimize the overall "error bars" in the model parameters, considering the importance of all parameters in Â.
Constraints Imposed by Measurement Cost
Thus far, we have sought those sensor parameters p p Nþ1 that maximize the Fisher information gain, driven by the goal of reducing uncertainty in the target parameters Â. In practice, each measurement involves a cost, manifested in the form of time, power consumption, etc. For example, we may find that the sensor position for the optimal p p Nþ1 may be distant from the measurement associated with p p N . Moreover, there may be another only slightly suboptimal set of parametersp p p p Nþ1 , while p p N andp p p p Nþ1 are closely spaced. Considering both sensor performance and measurement cost, sensor parametersp p p p Nþ1 may be preferable to p p Nþ1 . To address such practical issues, we append a cost term cðp pÞ to the objective function q ðp pÞ in (14) . The functional form of cðp pÞ depends on the type of costs of interest in a given sequence of measurements. Here, we only consider the simple situation described above in which a cost is incurred as a function of the distance between measurements p p N and p p Nþ1 . The corresponding cost term is
where W W is constructed from the 3 Â 3 identity matrix by setting the third row to zero (thereby removing the sensor frequency and defining c only in terms of the separation between consecutive measurements). Appending cðp pÞ to q ðp pÞ, we obtain a new objective function ðp pÞ as
where ! 0 is a scaling factor balancing the relative importance between cðp pÞ and q ðp pÞ.
Cumulative Iterative Search Process
We now summarize the overall search process. Given N measurements ðp p n ; O O n Þ n¼1;N , we estimate the target model parameters, as discussed in Section 3.1. A measure of the quality of potential sensor parameters p p Nþ1 is computed, based on the Fisher information in the first N measurements parameters p p n , for n ¼ 1; . . . ; N, plus the additional information provided by potential parameters p p Nþ1 . Computation of the Fisher information matrix requires knowledge of the model parameters and these are represented by the model parameters estimated based on ðp p n ; O O n Þ n¼1;N . To make computation of the Fisher information matrix tractable, we assume that the system noise is white and Gaussian. Additional measurement costs may also be included, as discussed in the previous section. After p p Nþ1 is determined, a new observation O O Nþ1 is measured, the model parameters are updated, and the process is repeated. We have found that the algorithm converges in all our numerical examples, as well as for all examples we have considered for actual UXO experimental data (see Section 4).
EXAMPLE RESULTS
The adaptive-sensing strategy presented in Section 3 for buried conducting targets is demonstrated below, based on computed and measured data. The results in Sections 4.1, 4.2, 4.3, and 4.4 are based on computed data, generated using the model summarized in Section 2. The sensing results for computed data allow us to compare the estimated target parameters with "truth." In Section 4.5, we present an example of sensing a buried UXO from an actual former bombing range.
Comparison of Optimal Search and Fixed Grid
In our first example, we compare the locally optimal ("greedy") search strategy discussed in Section 3 to a search based on a fixed grid. The sensor coil is placed at z ¼ 0 (on the surface) and we vary the sensor ðx; yÞ position and the EMI frequency. The target dipole is located at a depth of 10 m and at rotation ¼ 93 and ¼ 88 . The target dipole parameters are summarized in Table 1 . In Fig. 3a , we present an ordered grid of points on the soil surface, with the order of the measurements denoted by the numbers, while, in Fig. 4a , we present the sensor path as defined by the search strategy. The frequencies corresponding to each sensor position in Figs. 3a and 4a are shown in Figs. 3b and 4b , respectively. We have chosen sensor frequencies that vary linearly in the case of the fixed grid (Fig. 3b) , while the adaptive algorithm selects an Shown are the actual target parameters, the estimated parameters, and the parameters estimated based on the first (single) measurement. The angles are in radians.
optimal frequency (Fig. 4b ) and sensor position (Fig. 4a) . The target is located at ðx; yÞ ¼ ðÀ5; À5Þ and the initial sensor position, in both cases, is ðx; yÞ ¼ ð30; 30Þ, in units of meters. The new measurement ðp p Nþ1 ; O O Nþ1 Þ is performed and appended to the existing data ðp p n ; O OÞ n¼1;N from the previous N measurements. The target parameters are then reestimated using ðp p n ; O OÞ n¼1;Nþ1 , yieldingÂ Â Nþ1 .
In Fig. 5 , we present the accuracy of the estimated target parametersÂ Â Â Â N , for the sensor parameters in Fig. 3 and the adaptively determined sensor parameters in Fig. 4 . Assume that the target parameters Â define a K-dimensional vector, the kth parameter of which is denoted Â k . The mean-square error between the estimated and actual target parameters is computed as
We see in Fig. 5 that, using the adaptive search procedure, the target parameters are estimated very well after six measurements, while the fixed search strategy yields similar parameter-estimation accuracy after 12 measurements. We attribute the abrupt MSE drops in Fig. 5 to the fact that we are estimating 11 target parameters with a series of (noise-free) measurements, each of which corresponds to measuring a single complex number (magnetic field in the z-direction). For this noise-free example, after enough measurements are performed, there is sufficient data to accurately estimate the target parameters (constituting a sharp drop in the MSE). We have addressed in Section 3.3 computational issues employed to account for insufficient data during the first few iterations of the search. The search for target parameters given a set of measurements was performed identically for the fixed and adaptive grid (see Section 3.1). Specifically, given a set of measurements ðp p n ; O O n Þ n¼1;N , performed adaptively or along a fixed grid, the estimated target parametersÂ Â N are computed using a gradient-based solution of (5) and the final results are determined, based on five randomly selected initializations ofÂ Â N , to address the potential for local minima (see Section 3.1).
Multiple Dipoles
As indicated in Section 2, a large conducting target may be composed of multiple dipoles (i.e., there may be multiple dipoles). In addition, although a single set of dipoles may represent a single small target, multiple small targets again yield multiple dipoles. One will not know a priori how many dipoles are present in a given environment under test and, therefore, it is of interest to examine how the algorithm "learns" the number of dipoles present. In the next example, we demonstrate that, if one searches for M dipoles and M is larger than the L dipoles actually present, then, within the model M À L of the dipoles will be set to zero (eliminated) by the adaptive search process.
In the next example, there are L ¼ 2 dipoles present in the actual scene and the model searches for M ¼ 3 dipoles. In Fig. 6a are shown the spatial positions of the measurements ðx; yÞ, numbered as they occur sequentially, and, in Fig. 6b , we plot the sensor frequency as a function of iteration number.
In Table 2 , we present the parameters associated with the dipoles, for the true two dipoles as well as the estimated Fig. 6 . Variation of the sensor parameters p p n as a function of measurement n, using the adaptive search strategy, for the two-dipole target summarized in Table 2 Fig. 6 Shown are the actual target parameters, the estimated parameters, and the parameters estimated based on the first (single) measurement. Fig. 7 . Variation of the sensor parameters p p n as a function of measurement n, using the adaptive search strategy, for the two-dipole target summarized in Table 3 parameters determined by the search process (after N ¼ 22 measurements). We see from Table 2 that the model tries to fit M ¼ 3 dipoles to the L ¼ 2 actually present in the data. The parameters of two of the three dipoles are in close agreement with the actual dipoles present. With regard to the third dipole, note that it is positioned at z ¼ 0 (on the airsoil interface) and the sensor at z s ¼ 0 observes no magnetic field from such a target, as indicated in (1). Therefore, this dipole exists in the null space of the sensor and, therefore, it is essentially eliminated by the search algorithm.
Accounting for Measurement Cost
As indicated in Section 3.4, there are many scenarios for which one must take into account the cost of a given measurement, this influencing the optimal sequence of measurements. In the next example, we consider a cost of the type dictated in (16), where, in this example, ¼ 03.
There are a total of L ¼ 1 dipoles in the actual scene and the search algorithm fits M ¼ 3 dipoles, adaptively learning that two of these dipoles are absent.
In Fig. 7a , we plot the position ðx; yÞ for the sequence of measurements and, in Fig. 7b , the associated sensor frequency. For comparison, we also plot, in Figs. 8a and 8b, the corresponding results of the same example without accounting for the measurement cost, i.e., with ¼ 0. It is noted from the comparison of Figs. 7a and 8a that the sensor follows a relatively smooth spatial trajectory when the measurement cost is accounted for, this implemented by the constraints placed on the distance between consecutive measurements. It is also interesting to note from Fig. 7 that the sensor appears to want to view the target from multiple perspectives or relative orientations. Such search strategies have been observed in mammals, such as bats [15] .
In Table 3 , we tabulate the actual and estimated dipole parameters from the search with the measurement cost accounted for, with corresponding results without the Fig. 7 Shown are the actual target parameters, the estimated parameters, and the parameters estimated based on the first (single) measurement.
TABLE 4
Target Parameters Â for the Single-Dipole Target Considered in Fig. 8 Shown are the actual target parameters, the estimated parameters, and the parameters estimated based on the first (single) measurement. Fig. 9 . Mean-square error for estimation of the target parameters Â, for the searches considered in Figs. 7 and 8 . measurement cost given in Table 4 . In both cases, the parameters of one of the three dipoles are in close agreement with "truth" and the other two dipoles either have zero dipole strength or exist in the null space of the sensor (at z ¼ 0), as determined by the search process.
In Fig. 9 , we present a comparison of the accuracy of the estimated target parameters,
, as a function of the number of measurements N, when measurement cost is and is not accounted for (corresponding to Figs. 7 and 8,  respectively) . We observe that the target-parameter error approaches zero after 12 measurements when cost is not included, versus requiring 16 measurements when measurement cost is accounted for. This demonstrated that the smoothness of the sensor trajectory is obtained at the cost of missing the overall optimal sensor positions and frequencies.
Surface of Information-Gain Search Space
In the previous examples, we observed that the optimal sensor sampling points tend to stay in the neighborhood of the target. Since the sensor position is determined by the objective function, it is useful to examine this function in greater detail. From (14) and (15), the objective function is the Fisher information gain. The optimal points are a result of maximizing this information gain. It is then natural to conjecture that there is a large amount of information in the neighborhood of the target, which, through the maximization process, makes the optimal sampling points approach the target. For the example in Fig. 3 , we evaluate the information gain as given in (14) , in the vicinity of the target, for the EMI frequency selected for the respective measurement (see Fig. 3b ). The spatial dependence of (14) is shown in Fig. 10 for the first five iterations of the example in Fig. 3 .
There are several important observations from Fig. 10 . First, note that the cost function is a relatively smooth function of the sensor parameters ðx; yÞ, therefore yielding a relatively simple procedure for locating the sensor position of maximum information gain. Moreover, the maximum information gain tends to be localized about the target. Finally, the amount of information gain decreases as the number of iterations increases, as expected.
The results presented above on adaptive sensing for buried targets are representative of a large number of tests we have performed on computed EMI data. These results are not the best we have achieved; they are typical.
Results on Measured Data
The adaptive-sensing algorithm has been tested on measured data, for actual UXO. The data were collected at Jefferson Proving Ground (JPG), a former military bombing range that has been utilized for UXO technology demonstrations since 1994. We consider data collected by Geophex, Ltd. in the latest phase (Phase V) of the JPG demonstration. The Geophex EMI sensor is called the GEM-3 [2] , and data were collected on a fixed spatial grid on the surface, at the following EMI frequencies: 150Hz, 330Hz, 930Hz, and 2790Hz. The example presented here is for a buried 80mm UXO projectile. Since the original data were collected on a predefined two-dimensional grid, the sensor in the examples presented below was limited to moving to spatial points within the grid. The algorithm selected the optimal EMI frequency (among the set of frequencies collected by the GEM-3) as well as the spatial grid point for the sensor, with this performed in a greedy fashion, as discussed in Section 3. The search penalized sensor positions for measurement N þ 1 that were distant from those associated with measurement N (as in Section 4.3).
In Fig. 11 , we locate with blue points the grid along which the GEM-3 data were collected and the asterisk locates the position of the UXO (as viewed from the surface). The sensor positions selected by our algorithm are numbered, with the initial position (point 1) selected as to be relatively distant from the target; see Table 5 for details on the sequence of adaptive measurements. It is observed that the algorithm directs the sensor toward the target, with estimated target parameters displayed in Table 6 . In this table are shown the target parameters as determined using all of the data from the fixed grid shown in Fig. 11 (49 sensor points, with four frequencies used per point), as well as the target parameters determined by the adaptive sensing algorithm, Fig. 11 ) using 14 sensor points and a single (locally optimal) EMI frequency per point (a sensor position can be selected multiple times with different frequencies, in particular, in Fig. 11 , points 5-6 share the same position but different frequencies).
The three-dimensional spatial location and orientation of the target determined via adaptive sensing are in almost perfect agreement with the results of the fixed-grid data and the other parameters are also found to be in reasonable agreement (see Table 6 ). The target parameters were estimated with the respective data using (5), each employing the same initialization for the gradient search (the parameters for the search initialization are set randomly, and five random initializations are considered to address potential local-minima problems).
The results in Fig. 11 and Table 6 are typical of results found for numerous targets interrogated under the JPG data collection, and demonstrate algorithm performance with an actual EMI sensor operating in an actual former bombing range.
CONCLUSIONS
The theory of optimal experiments has been applied to the problem of sensing buried conducting and/or ferrous targets via an EMI sensor. This reduces to an adaptive regression problem wherein one attempts to extract the target parameters from the observed data by choosing a sequence of sensor parameters that maximize the information gain accrued on each measurement. In this sense, the algorithm is "greedy" since it seeks a local maximization of the information gain on each measurement. However, since the target parameters are unknown a priori, it is demonstrated that this greedy approach is required unless the target model is linear in its parameters, which is often not the case.
Several example results have been presented. One of the interesting issues is that, when sensing, one does not know the target parameters or the target complexity. In the context of EMI sensing, target complexity reduces to the number of subsurface dipoles present. It has been demonstrated that, if one assumes M dipoles are present and, in reality, there are L < M subsurface dipoles, the algorithm adaptively "learns" that M-L of these dipoles are in the null space of the sense (i.e., they are not present, as observed by the sensor).
The work presented here represents a proof of concept in that we have demonstrated that the theory of optimal experiments may be applied to adaptive sensing. There are many issues that warrant further study. For example, we have only considered a single sensor (induction). It is of interest to adaptively sense with multiple sensors for which one must develop target models that incorporate the correlation in the target signature across multiple sensors. In addition, there may be examples for which multiple models exist for the targets expected in a given sensing scenario. In this case, another problem that the theory of optimal experiments addresses [5] , [7] , [8] is which measurement (p p Nþ1 ; O O Nþ1 ) is most informative in discerning which of these models best fits the observed data ðp p n ; O O n Þ n¼1;Nþ1 , with this also an important issue worthy of further study. (1996) (1997) (1998) (1999) (2000) (2001) and he is currently the PI of a MURI dedicated to multimodal inversion. He is an associate editor of the IEEE Transactions on Antennas and Propagation. His current research interests include short-pulse scattering, subsurface sensing, and wave-based signal processing. He is a member of the Tau Beta Pi and Eta Kappa Nu honor societies. He is a fellow of the IEEE.
