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Abstract
In this paper we deal with identifying codes in cycles. We show that for all r ≥ 1, any
r -identifying code of the cycle Cn has cardinality at least gcd(2r + 1, n)
⌈
n
2 gcd(2r+1,n)
⌉
. This lower
bound is enough to solve the case n even (which was already solved in [N. Bertrand, I. Charon,
O. Hudry, A. Lobstein, Identifying and locating-dominating codes on chains and cycles, European
Journal of Combinatorics 25 (7) (2004) 969–987]), but the case n odd seems to be more complicated.
An upper bound is given for the case n odd, and some special cases are solved. Furthermore, we give
some conditions on n and r to attain the lower bound.
© 2005 Elsevier Ltd. All rights reserved.
1. Introduction
Let G = (V , E) be a simple, non-oriented graph and let r ≥ 1 be an integer. For a
given vertex v ∈ V , we say that a subset C of V r -covers v if and only if Br (v) ∩ C = ∅,
where Br (v) denotes the ‘ball’ of radius r centered on v: w ∈ Br (v) if and only if there
exists a path on at most r edges between v and w in G. We say that a subset C r -separates
two distinct vertices u and v if and only if Br (u) ∩ C = Br (v) ∩ C . An r -identifying
code of G is a set C ⊆ V which r -covers all the vertices of G and r -separates any pair of
distinct vertices of G. In this paper we denote the set Br (v) ∩ C by Ir (v), and call it the
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r -identifying set of v. The r -identifying sets are all distinct and nonempty. Note that two
distinct vertices u and v are r -separated by C if and only if some vertex of C belongs to
the symmetric difference Br (u)Br (v).
Not all graphs admit an r -identifying code. A necessary and sufficient condition to admit
an r -identifying code is that for any pair of distinct vertices u and v we have Br (u) =
Br (v). In this case V itself is an r -identifying code; therefore, the associated optimization
problem is to find the minimum cardinality of such a code, which we denote by Mr (G).
This concept was introduced in 1998 in [7], and there are now numerous papers dealing
with identifying codes (see for instance [8] for an up-to-date bibliography). The problem
of determining a minimum identifying code in a graph being NP-Complete (see [4]), it is
natural to restrict ourselves to study identifying codes in some restricted classes of graphs
(see for instance [1,3], or [6]). In this paper we are interested in finding the minimum
cardinality of an identifying code in cycles. This subject was already investigated in [2,5],
and we give here some more results about cycles.
For all n ≥ 3, Cn will denote the cycle on the vertex set {vi | i ∈ Zn}, the index being
then taken modulo n. In the whole paper d(u, v) will denote the distance with respect to
the number of edges of a shortest path between vertices u and v of Cn . Note that a cycle Cn
admits an r -identifying code if and only if n ≥ 2r + 2.
The structure of this paper is the following. In Section 2 we show that for all r ≥ 1, any
r -identifying code of the cycle Cn has cardinality at least gcd(2r + 1, n)
⌈
n
2 gcd(2r+1,n)
⌉
.
This lower bound is enough to solve the case n even, which we briefly present in Section 3.
In Section 4 we investigate the case n odd. We start by giving an upper bound, which
differs from at most r from the lower bound. Then we solve the three special cases r = 1,
n = 2r + 3 and n divisible by 2r + 1. Finally we give some conditions on r and n to attain
the lower bound.
2. The lower bound
In this section we give a lower bound on the minimum cardinality of an r -identifying
code of the cycle Cn . This bound follows from the fact that any r -identifying code of Cn
must r -separate any two consecutive vertices of Cn . This result improves the
⌈
n
2
⌉
bound
given in Theorem 9 in [2].
Let r ≥ 1 and n ≥ 2r + 2, and let C be an r -identifying code of Cn . By definition, C
must, in particular, separate any two consecutive vertices of Cn . Since for all i ∈ Zn we
have Br (vi )Br (vi+1) = {vi−r , vi+1+r }, then one of the two vertices vi−r or vi+1+r must
belong to C (see Fig. 1).
Now let us define a graph C ′(n,r) on the vertex set {vi | i ∈ Zn} such that, for all i ∈ Zn ,
vi−r vi+r+1 is an edge of C ′(n,r). Then C must cover all the edges of C ′(n,r): C is a transversal
of C ′(n,r). The minimum cardinality of a transversal of C ′(n,r) is then a lower bound on the
cardinality of Cn .
Theorem 1. For all r ≥ 1 and n ≥ 2r + 2 we have:
Mr (Cn) ≥ gcd(2r + 1, n)
⌈
n
2 gcd(2r + 1, n)
⌉
.
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Fig. 1. One of the two vertices vi−r or vi+1+r belongs to C .
Fig. 2. A transversal of C′
(n,r)
is generally not an r-identifying code of Cn .
Proof. Let a = gcd(2r + 1, n) and let n′ = n
a
. Then C ′(n,r) consists of the disjoint union
of a cycles on n′ vertices. For each cycle on n′ vertices, the minimum cardinality of a
transversal is
⌈
n′
2
⌉
, hence
|C| ≥ a
⌈
n′
2
⌉
. 
Unfortunately, a transversal of C ′(n,r) is generally not an r -identifying code of Cn . For
example, it may happen that one vertex of Cn is not r -covered by a transversal of C ′(n,r) (see
Fig. 2). And even if the transversal r -covers all the vertices of Cn , it may happen that some
nonconsecutive vertices are not r -separated (see Fig. 2).
3. Case n even
These two results, which were first obtained in [2], derive easily from Theorem 1. We
present them here for completeness.
In the case where n ≥ 2r + 4 is even, the ‘bad’ things described above never happen.
Indeed, the previous lower bound is simply n2 in this case. As for all n ≥ 2r + 4 the set{vi | 1 ≤ i ≤ n, i even} is an r -identifying code of Cn , then we have:
Theorem 2. For all r ≥ 1 and n ≥ 2r + 4, n even, we have:
Mr (Cn) = n2 . 
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In the extreme case n = 2r + 2 the situation is a little bit different. For all vi ∈ V , Br (vi )
consists of all the vertices of the cycle but the vertex vi+r+1. Since at most one vertex of
the cycle can have C as an r -identifying code, then this implies that Mr (C2r+1) ≥ n − 1.
Since for any v ∈ V , V \ {v} is an r -identifying code of Cn , then we have:
Proposition 1. For all r ≥ 1 we have:
Mr (C2r+2) = 2r + 1. 
4. Case n odd
In this case the lower bound is not always attained. In the next subsection we show an
upper bound for Mr (Cn), which differs from at most r from the lower bound. In Section 2
we investigate the special cases r = 1, n = 2r + 3 and n divisible by 2r + 1. Finally, in
the last subsection we give some conditions on r and n so that the lower bound is attained.
4.1. An upper bound
Lemma 1. For all r ≥ 1 and all n ≥ 2r + 3 odd we have
Mr (Cn) ≤ n + 12 + r.
Proof. We show that the set C := {vi | 0 ≤ i ≤ 2r +1}∪{vi | i odd, 2r +3 ≤ i ≤ n−1} is
an r -identifying code of Cn . For convenience let us call barrier the set B := {vi | 0 ≤ i ≤
2r +1}. We say that a vertex vi ∈ V touches the barrier if and only if Br (vi )∩B = ∅. Every
vertex of Cn being trivially r -covered by C , we have only to prove that all the vertices of Cn
are r -separated by C . First, we prove that any vertex vi touching the barrier is r -separated
from any other vertex v j = vi . Indeed, if v j does not touch the barrier then we are trivially
done. If v j touches the barrier too, then by symmetry it is enough to consider the case
r + 1 ≤ i < j ≤ n − r − 1, where vi and v j are r -separated by vi−r , and the case
r + 1 ≤ i ≤ n − r − 1, −r ≤ j ≤ r , where vi and v j are r -separated by v0. Now it
remains to show that, for i < j , two vertices vi and v j both neither touching the barrier
are r -separated, which is obvious: if j = i + 1 then they are either r -separated by vi−r or
vi+1+r (either i − r or i + r + 1 is odd), and in the other cases they are r -separated either
by vi−r or vi−r+1. 
This lower bound shows that the exact value of Mr (Cn) lies in an interval of amplitude
at most r . More precisely, we can reformulate Theorem 1 together with the previous lemma
as follows:
Theorem 3. For all r ≥ 1 and all n ≥ 2r + 3 odd, we have:
n + 1
2
+ gcd(2r + 1, n) − 1
2
≤ Mr (Cn) ≤ n + 12 + r. 
Sometimes the upper bound is attained but not the lower (e.g. when r = 1), sometimes
both ((2r + 1) | n), and sometimes neither (n = 2r + 3). We shall investigate these cases
in the next subsection.
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4.2. Special cases
4.2.1. Case r = 1
In this case, for all n ≡ 0 [3], the lower bound equals the upper bound which are both
trivially attained. In the general case where n ≡ 0 [3], then the upper bound is attained:
Theorem 4. For all n ≥ 7, n odd, we have:
M1(Cn) = n + 12 + 1.
Proof. Let n ≥ 7 be odd. By Theorem 1, it suffices to prove that there does not exist any
1-identifying code of Cn of cardinality n+12 . By contradiction, suppose there exists C a
1-identifying code of Cn of cardinality n+12 . In this case, there are at least two vertices of
C which are consecutive on the cycle. Without loss of generality, let us assume that these
vertices are v1 and v2. To 1-separate v1 from v2, either v0 or v3 must belong to C . Without
loss of generality, let us assume that v3 ∈ C . Then we have |I1(v2)| = 3, and for every
c ∈ C \ {v2} there is at most one vertex whose 1-identifying code is {c}. Hence we have
3|C| ≥
n−1∑
i=0
|I1(vi )| ≥ 1 × 3 + (|C| − 1) × 2 + (n − |C|) × 1.
Since |C| = n+12 , then equality holds, so that:
for all c ∈ C \ {v2} there is a vertex whose 1-identifying set is {c}. (1)
In particular, v0 ∈ C (consider c = v1), v4 ∈ C , and v5 ∈ C (consider c = v3).
To 1-cover v5 we need that v6 ∈ C . If n = 7 then there is a contradiction since
I1(v5) = I1(v6) = {v6}. Else, n ≥ 9 and v7 must belong to C to 1-separate v5 from
v6. Then v8 ∈ C to 1-separate v6 from v7, and then v7 violates condition (1). 
4.2.2. Case n = 2r + 3
In the case n = 2r + 3 the lower bound is equal to n+12 and the upper bound is equal to
n − 1, and neither the lower nor the upper bound is attained.
Theorem 5. For all r ≥ 1, if n = 2r + 3 then we have:
Mr (Cn) =
⌊
2n
3
⌋
.
Proof. Let C be an r -identifying code of C2r+3. For all i we have
Ir (vi−r−1) = C \ {vi , vi+1}. (2)
Thus, the two following assertions are true:
(a) there is at most a pair {vi , vi+1} such that vi ∈ C and vi+1 ∈ C;
(b) there is no pair {vi , vi+2} such that vi ∈ C and vi+2 ∈ C .
Indeed, (a) follows from (2) and (b) comes from the fact that Ir (vi−r−1) = Ir (vi−r ).
Let us then partition the vertices of C2r+3 into blocks of three consecutive vertices, plus
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Fig. 3. r-identifying codes of C2r+3 for r ∈ {5, 6, 7}.
possibly one block consisting in one or two vertices. If there is a pair {vi , vi+1} such that
vi ∈ C and vi+1 ∈ C , then we can partition the vertices such that vi and vi+1 are not in the
same block. By (a) we know that there is at most one such pair. By (b), any three-element
block of the partition contains at least one vertex of C . This leads to the inequality
Mr (C2r+3) ≥
⌊
2n
3
⌋
and to conclude it suffices to exhibit r -identifying codes having the desired cardinalities
(see Fig. 3). 
4.2.3. Case for which 2r + 1 divides n
The lower and the upper bound are equal if and only if gcd(2r + 1, n) = 2r + 1, that is
to say if (2r + 1) | n, hence:
Theorem 6. Let r ≥ 2 and let n be and odd integer such that 2r + 1 divides n. Then
Mr (Cn) = (n + 1)2 + r. 
4.3. Some conditions on r and n to attain the lower bound
In the case r ≥ 2, we can give some conditions on n and r so that the ‘bad’ things
described in Section 2 do not happen. We start by showing that if n is large enough with
respect to r then ‘close’ vertices are r -separated by any transversal of C ′(n,r).
Lemma 2. Let r ≥ 1 and let n be an odd integer such that n ≥ 3r + 2 and let C be a
transversal of C ′(n,r). Then all vertices u, v of Cn such that d(u, v) ≤ 2r are r-separated
by C.
Proof. Since C is a transversal of C ′(n,r) then any two consecutive vertices of Cn are
r -separated by definition of C ′(n,r). Let u and v be two nonconsecutive vertices of Cn such
that d(u, v) ≤ 2r . We may assume that u = v0 and v = vi , 2 ≤ i ≤ 2r . Let j =
⌊ i
2
⌋
,
and let x = v j and y = v j+1. Let x ′ = v j−r and y ′ = v j+1+r (see Fig. 4). Note that x ′
and y ′ are such that Br (x)Br (y) = {x ′, y ′}, and x ′y ′ is an edge of C ′(n,r). Since C is a
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Fig. 4. The vertices u, v, x, y, x ′, y′ in a case where d(u, v) ≤ 2r .
transversal of C ′(n,r) then x ′ or y ′ belongs to C . Now to conclude it is enough to prove that
x ′ ∈ Br (u) \ Br (v) and y ′ ∈ Br (v) \ Br (u).
Since d(u, x ′) = | j − r | and d(v, y ′) = |i − j −1− r | then x ′ ∈ Br (u) and y ′ ∈ Br (v).
Since n ≥ 3r + 2 then the shortest path between x ′ and v is the one using the vertex
x : d(x ′, v) = d(x ′, x) + d(x, v) = r + d(x, v) ≥ r + 1, hence x ′ ∈ Br (v). Similarly
d(y ′, u) = d(y ′, y) + d(y, u) = r + d(y, u) ≥ r + 1, hence y ′ ∈ Br (u). 
To obtain the next lemma we then simply have to notice that to r -separate ‘far’ vertices
it suffices to r -cover them. Hence, if n is large enough, then any transversal of C ′(n,r) which
moreover r -covers all the vertices of Cn is an r -identifying code of Cn .
Lemma 3. Let r ≥ 1 and let n be an odd integer such that n ≥ 3r + 2 and let C be
a transversal of C ′
(n,r)
such that all the vertices of Cn are r-covered by C. Then C is an
r-identifying code of Cn.
Proof. Let C be a transversal of C ′(n,r) such that all the vertices of Cn are r -covered by C .
To prove that C is an r -identifying code of Cn , it then suffices to show that all pairs of
distinct vertices of Cn are r -separated by C . Let u and v be two distinct vertices of Cn . If
d(u, v) ≤ 2r then by Lemma 2 u and v are r -separated. If d(u, v) ≥ 2r + 1, then the balls
Br (u) and Br (v) are disjoint. Since u and v are r -covered then they are r -separated. 
Now, we show that if n is not too large compared to r , then any transversal of C ′(n,r)
r -covers the vertices of Cn . By the previous lemma, any transversal, in that case, is an
r -identifying code of Cn .
Theorem 7. Let r ≥ 1 and let n be an odd integer such that 3r + 2 ≤ n ≤ 4r + 1 and let
C be a transversal of C ′(n,r). Then C is an r-identifying code of Cn.
Proof. We show that if a transversal of C ′(n,r) does not r -cover a vertex of Cn then we have
n ≥ 4r + 2. By Lemma 3 the conclusion follows. Let C be such a transversal, and let us
assume that v0 is not r -covered by C (see Fig. 5). Then vi ∈ C for all i = −r, . . . , r . But
for all i = 1, . . . , r the vertices vi and vi−1 are r -separated, because a transversal of C ′(n,r)
precisely r -separates all consecutive vertices of Cn . Since vi−1−r ∈ C , then necessarily
vi+r ∈ C for all i = 1, . . . , r . Similarly, to r -separate v j and v j−1, it is necessary that
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Fig. 5. If v−r , . . . , vr are not in C , then vr+1, . . . , v3r+1 must lie in C .
v j+r ∈ C for all j = r + 1, . . . , 2r . Finally, to r -separate v2r from v2r+1 the vertex v3r+1
must lie in C . Hence the cycle has at least 4r + 2 vertices. 
The argument used above can, in the meantime, be used clockwise and
counterclockwise on the cycle. We then get:
Theorem 8. Let r ≥ 1 and n odd such that gcd(2r + 1, n) = 1 and 4r + 5 ≤ n ≤ 8r + 1.
Then any transversal of C ′(n,r) is an r-identifying code of Cn.
Proof. Let C be an optimal transversal of C ′(n,r). Since gcd(2r +1, n) = 1, then |C| = n+12 .
Like in the proof of Theorem 7, let us assume that C does not r -cover v0. With the same
argument as above, we then get that vr+1, . . . , v3r+1 all belong to C . Using this argument
also counterclockwise, we get that also the vertices v−(r+1), . . . , v−(3r+1) are in C . If
4r + 5 ≤ n ≤ 6r + 3, then all the vertices of Cn , but for the vertices v−r , . . . , v0, . . . , vr ,
are in C . Hence |C| = n − (2r + 1) > n+12 , a contradiction. If 6r + 5 ≤ n ≤ 8r + 1, then
C contains at least 4r + 2 vertices, which also contradicts |C| = n+12 . 
For the case n = 4r + 3, if gcd(2r + 1, n) = 1, then it suffices to add one vertex to an
optimal transversal of C ′(n,r) to get an r -identifying code of Cn .
Proposition 2. Let r ≥ 1, then we have
Mr (C4r+3) = 2r + 3.
Proof. There is essentially one optimal transversal C of C ′(n,r), of cardinality 2r + 2.
Starting from an element not in C , let us walk through C ′(n,r): we alternate between vertices
S. Gravier et al. / European Journal of Combinatorics 27 (2006) 767–776 775
in C and not in C , until we reach the final two vertices which must both be in C . Without
loss of generality, we may assume that vr ∈ C , then v3r+1 ∈ C , then vr−1 ∈ C , and so on,
until we go through vr+1 and v3r+2 which are both in C . We get C = {vr+1, . . . , v3r+2},
which does not r -cover v0, hence C is not an r -identifying code of Cn . Since there exist
r -identifying codes of Cn of cardinality 2r + 3 (for instance add v0 to the previous C) then
we get the desired result. 
Still if n is large enough, in the next theorem we show that if the graph C ′(n,r) consists of
more than one cycle (i.e. gcd(2r + 1, n) = 1), then we can choose an optimal transversal
of C ′(n,r) which r -covers the vertices of Cn . By Lemma 3 this transversal is an r -identifying
code of Cn .
Theorem 9. Let r ≥ 1 and let n be an odd integer such that n ≥ 3r + 2 and
gcd(2r + 1, n) = 1. Then there exists an optimal transversal of C ′(n,r) which is an r-
identifying code of Cn.
Proof. Let a = gcd(2r + 1, n) and let n′ = n
a
. We know that C ′(n,r) consists of the disjoint
union of a cycles on n′ vertices. Let us denote v( j )k the k-th vertex of the j -th cycle of
C ′(n,r), such that v( j )k = v j+(2r+1)k for all j ∈ Za and k ∈ Zn′ . For all j ∈ Za , both sets
Tevenj := {v( j )k | k even} and Toddj := {v( j )k | k odd} ∪ {v( j )0 } are optimal transversals of
the j -th cycle of C ′(n,r). Thus,
T := T even0 ∪ T odd1 ∪
(
a−1⋃
j=2
T evenj
)
is an optimal transversal of C ′(n,r). We claim that T r -covers all the vertices of Cn . Indeed,
let us consider 2r + 1 consecutive vertices of the cycle Cn . Since a ≤ 2r + 1, then for
some k ∈ Zn′ v(1)k and one of the two vertices v(0)k or v(2)k appear in the 2r + 1 vertices
considered. If k is even then v(0)k or v
(2)
k is in T , and if k is odd then v
(1)
k ∈ T .
The conclusion follows from Lemma 3 since n ≥ 3r + 2. 
5. Conclusion
In this paper we gave some results about identifying codes in cycles. The case n even is
solved in Section 3, and the case n odd is investigated in Section 4.
For the case n even, we recall the results of [2]:
• Mr (Cn) = n2 for all r ≥ 1 and all n ≥ 2r + 4, n even (Theorem 2)• Mr (C2r+2) = 2r + 1 for all r ≥ 1 (Proposition 1)
For the case n odd, we have a lower and an upper bound which differ from at most r
(Theorem 3):
n + 1
2
+ gcd(2r + 1, n) − 1
2
≤ Mr (Cn) ≤ n + 12 + r
for all r ≥ 1, n ≥ 2r + 3, n odd.
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In some special cases we were able to compute exactly Mr (Cn). We obtained the
following results:
• M1(C5) = 3 (Theorem 5)
• M1(Cn) = n+12 + 1 for all n ≥ 7, n odd (Theorem 4)
• Mr (Cn) =
⌊
2n
3
⌋
for all r ≥ 1 and n = 2r + 3 (Theorem 5)
• Mr (Cn) = n+12 + r for all r ≥ 1, n ≥ 2r + 3 such that 2r + 1 divides n, n odd(Theorem 6)
• Mr (Cn) = gcd(2r + 1, n)
⌈
n
2 gcd(2r+1,n)
⌉
for all r ≥ 1, n ≥ 3r + 2, n odd, such that
gcd(2r + 1, n) = 1 (Theorem 9)
• Mr (Cn) = gcd(2r + 1, n)
⌈
n
2 gcd(2r+1,n)
⌉
for all r ≥ 1 and n odd such that 3r + 2 ≤
n ≤ 4r + 1 (Theorem 7)
• Mr (Cn) = n+12 for all r ≥ 1 and n odd such that 4r + 5 ≤ n ≤ 8r + 1 and
gcd(2r + 1, n) = 1 (Theorem 8)
• Mr (C4r+3) = 2r + 3 (Proposition 2)
What remains to be done concerning identifying codes in cycles? The case gcd(2r +
1, n) = 1 is almost solved, and what remains unknown is the subcase gcd(2r + 1, n) = 1
and 2r +5 ≤ n ≤ 3r +1. The biggest uncertainty lies in the case where gcd(2r +1, n) = 1,
when the lower and the upper bound differ exactly from r . In this case we know that the
graph C ′(n,r) consists of only one cycle of size n, and up to isomorphism there is only one
optimum transversal of C ′(n,r). How many vertices do we have to add to this transversal so
that it becomes an r -identifying code of Cn?
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