This paper uses experiments and modelling to study capacitively coupled radio-frequency (rf) discharges in pure nitrogen, at 13.56 MHz frequency, 0.1-1 mbar pressures and 2-30 W coupled powers. Experiments performed on two similar (not twin) setups, existing in the LATMOS and the GREMI laboratories, include electrical and optical emission spectroscopy (OES) measurements. Electrical measurements give the rf-applied and the direct-current-self-bias voltages, the effective power coupled to the plasma and the average electron density. OES diagnostics measure the intensities of radiative transitions with the nitrogen second-positive and first-negative systems, and with the 811.5 nm atomic line of argon (present as an actinometer). Simulations use a hybrid code that couples a two-dimensional time-dependent fluid module, describing the dynamics of the charged particles (electrons and positive ions N + 2 and N + 4 ), and a zero-dimensional kinetic module, describing the production and destruction of nitrogen (atomic and molecular) neutral species. The coupling between these modules adopts the local mean energy approximation to define space-time-dependent electron parameters for the fluid module and to work out space-time-averaged rates for the kinetic module. The model gives general good predictions for the self-bias voltage and for the intensities of radiative transitions (both average and spatially resolved), underestimating the electron density by a factor of 3-4.
Introduction
Radio-frequency (rf) discharge plasmas produced in nitrogen and nitrogen mixtures are becoming increasingly popular because they exhibit a high chemical reactivity leading to the production of active radicals and ions, even at low pressures and ambient temperature. These plasmas can be produced using various rf-excitation techniques (dielectric barrier, inductive coupling and capacitive coupling), and they are frequently used for the processing, modification and functionalization of different kinds of materials, such as fullerenes [1, 2] , nanotubes and nanofibres [3] [4] [5] , polymers [6] [7] [8] [9] and textiles [10, 11] . Nitrogen-containing rf-plasmas are also used to grow GaN thin films [12, 13] and in the production of hydrogenated carbon nitride materials, from thin films [14] [15] [16] [17] [18] [19] [20] [21] to nanoparticles [22, 23] . Nitrogen-doped carbonaceous materials can exhibit numerous interesting properties, such as extreme hardness [24] or increased biocompatibility [25] [26] [27] [28] . The use of nitrogen/methane mixtures to produce capacitively coupled radio-frequency (ccrf) dusty plasmas (with CH 4 concentrations below 10%) is another very active research field. The purpose of these investigations is the simulation of the chemistry of Titan's atmosphere in the laboratory, including the synthesis of analogues of its organic solid aerosols [29] . These analogues (named tholins) are probably produced by photochemistry processes induced by solar radiation upon charged particles from Saturn's magnetosphere. To ensure that the dust particles produced in a laboratory plasma environment are representatives of Titan's aerosols, one needs to characterize the plasma source controlling the reactivity of the N 2 -CH 4 mixture, comparing it with the photon source that provides the energy required to grow the solid particles of Titan. Several experimental works have been carried out with this intention, involving a wide number of different N 2 -CH 4 plasmas produced by directcurrent (dc) discharges [30] [31] [32] [33] [34] , microwave discharges [35] and their afterglows [36] , inductively coupled radio-frequency discharges [37] , spark discharges [32] , corona discharges [38, 39] , dielectric barrier discharges [40] and ccrf discharges [41] . The infrared properties of dust particles synthesized within ccrf nitrogen/methane plasmas, at different mixing ratios, are studied for example in [42, 43] .
Regardless of the specific application intended, a control on the densities and/or energies of the main plasma species (via a modification in the operating conditions-pressure and applied voltage or power) is essential to induce changes in the plasma reactivity, in view of either the reactor's optimization (in terms of processing rates and uniformity) or the tailoring of dust production. In this respect, the study of pure nitrogen discharges is a mandatory first step to understand the strong coupling between the discharge operating conditions and the plasma parameters, before moving to the (even more) complex kinetic schemes associated with N 2 mixtures.
Although nitrogen plasmas have been studied for many years, and despite their growing interest in applications, there is only partial knowledge about their behaviour under ccrf discharge conditions. In fact, the majority of papers on N 2 plasmas concern dc [44] [45] [46] [47] [48] [49] [50] , high-frequency (microwave) discharges [51] [52] [53] [54] [55] [56] and inductively coupled discharges [57] , and focus essentially on their kinetic description. Usually, these are zero-dimensional self-consistent models, coupling the two-term electron Boltzmann equation (or just assuming a Maxwellian electron distribution function) to the rate balance equations of different vibrationally and electronically excited (molecular and atomic) states, yielding the electron energy distribution function (eedf), the vibrational distribution function (vdf) of the ground-state nitrogen molecules and the populations of the excited species considered. These kinetic models play an important role in detailing the main mechanisms of (vibrational and electronic) excitation, dissociation and ion production with N 2 plasmas, but they offer only a partial description of the charged and neutral species' dynamics, whose full analysis requires a multi-dimensional space-dependent approach. Other authors have adopted onedimensional Monte Carlo simulations to study the electron kinetics [58] and the coupling between the electron and the vibrational kinetics [59] of ccrf discharges in nitrogen. The approach was extended to a hybrid Monte Carlo fluid model [60] , describing the electron kinetics and the chemistry of these discharge plasmas, and to particle-in-cell Monte Carlo models calculating the eedf, to analyse its coupling with the vdf [61] or the electron heating mechanism within the spacecharge sheaths [62] .
In the particular case of non-equilibrium ccrf discharges in nitrogen, a self-consistent modelling strategy must account for the interplay between the transport of particles, in the presence of density gradients and the rf field, and their production/destruction due to kinetic mechanisms involving both electrons and heavy species. This modelling requires a two-dimensional (2D) description of the charged-particle dynamics, to allow the calculation of the self-bias voltage (in the case of asymmetric discharges, with more surfaces grounded than driven) [63, 64] , and to provide more reliable predictions for the profiles of electron density and energy (hence, for the coupled electrical power). Also, in the case of molecular gases like nitrogen, the use of a comprehensive kinetic scheme is preferable: (i) to adequately describe electron-neutral collisions (especially with vibrational excited states), playing an essential role in coupling the plasmagas system and establishing the final gas-phase chemical composition and (ii) to deduce self-consistent electron parameters (transport and rate coefficients), whose calculation depends on the gas chemical composition via the eedf. This paper studies ccrf discharges (at f = 13.56 MHz frequency) in pure nitrogen, produced within cylindrical parallel-plate reactors (with radii R = 65 and 69 mm, and interelectrode distances d = 40 and 33 mm, for the experimental setups with the GREMI and the LATMOS laboratories, respectively, the latter corresponding to the PAMPRE experiment [29] ), at V rf 100-300 V applied voltages and p 0.1-1 mbar pressures. Under these conditions, the neutral gas is found close to room temperature (T g 350 K), as deduced from the rotational spectrum of the nitrogen second-positive system (SPS) [41] . Figure 1 represents a schematic diagram of the plasma chamber and the external circuit with such reactors. In both reactors, the rf voltage is applied to the upper electrode through an L-type matching network and a blocking capacitor C B 760 and 550 pF for the GREMI and the LATMOS reactors, respectively (these values include the effects not only of the blocking capacitor but also of the stray capacitance and cables); a grounded counter-electrode shields the back of the powered electrode and fixes a cylindrical lateral grid that confines the plasma. Mass flow controllers adjust the injection, through the driven electrode, of nitrogen and of argon traces added at a constant Ar/N 2 flow ratio (of about 5%), for the purpose of monitoring the evolution of electron-collision mechanisms. The nitrogen flow is kept equal to 25 sccm in the GREMI reactor, while in the LATMOS reactor nitrogen is injected at flow rates between 4.6 and 98 sccm to produce a pressure variation of 0.2-1.14 mbar.
This work was driven by the need to provide answers to several challenging questions. (i) Is it possible to join a sophisticated 2D space-time-dependent discharge code to a complex kinetic scheme to model ccrf discharges in pure nitrogen? (ii) Is it necessary to adopt such a complete description to provide an adequate modelling of these discharges? (iii) Is it reasonable to use such a highly complex scheme, considering the uncertainties associated with some of the collisional data required? (iv) What are the model predictions for the dissociation degree of nitrogen and the evolution of the main radiative transitions with the excited N 2 species? The strategy adopted to clarify these issues involves model validation by comparison between simulations and measurements performed on two similar (not twin) experimental setups and a sensitivity study of model results to variations of some key parameters.
Experimental diagnostics allow measuring the following quantities: (i) the applied rf voltage, using a high-voltage probe, (ii) the self-bias voltage, (iii) the effective power coupled to the plasma, taking into account circuit losses, (iv) the average electron density, using a resonant-cavity technique, (v) the intensities of radiative transitions with the nitrogen SPS and first-negative system (FNS), and with the 811.5 nm atomic line of argon, using optical emission spectroscopy (OES) diagnostics. Modelling uses a hybrid code that couples a 2D time-dependent fluid module, describing the dynamics of charged particles (electrons and positive ions N + 2 and N + 4 ), and a homogeneous (0D) kinetic module, describing the production and destruction of nitrogen (atomic and molecular) neutral species. The coupling between these modules adopts the local mean energy approximation [65, 66] to define space-timedependent electron parameters for the fluid module and to work out space-time-averaged rates for the kinetic module. Model results yield the self-consistent dc-bias voltage, the effective power coupled to the plasma and the 2D spatial distributions for (i) the rf plasma potential, (ii) the densities and fluxes with the charged particles and the electron mean energy and (iii) the densities of the most relevant nitrogen species.
Experimental diagnostics
The experimental analysis of the ccrf discharges in pure nitrogen resort to the following diagnostics: (i) electrical and plasma measurements of the applied rf voltage, the self-bias voltage, the power coupled to the plasma and the average electron density (the latter is carried out on the GREMI reactor only), (ii) OES measurements of the nitrogen SPS and FNS band intensities, and of the 811.5 nm atomic argon line intensity.
Electrical and plasma measurements
The applied rf voltage V rf , one of the main parameters defining the experimental work conditions, is measured on the driven electrode using a high-voltage probe connected to a digital oscilloscope. Once the plasma has reached its steady-state situation, the self-bias voltage V dc is measured with a 10 M voltmeter.
The power coupled to the plasma W eff is obtained adopting the so-called subtractive method [63, [67] [68] [69] , which accounts for the power losses in the external circuitry by measuring the power at the output of the rf generator, for the same V rf , with and without the plasma. Note that W eff is the quantity to consider in defining equivalent working conditions, for the comparison between simulations and measurements.
The diagnostic of the average electron density n e uses the fact that the reactor chamber, with its lateral metal grid, acts as a resonant cavity in the microwave range. We prefer this space-average diagnostic to local probe measurements with compensation, since the latter are much more intrusive under ccrf conditions. By placing two axi-symmetric electrically insulated loop antenna at the bottom of the system [41] , one can measure the shift in the resonance frequency of the cavity, with and without the plasma, to deduce the on-axis electron density n e 0 according to the relation [70] [71] [72] [73] 
In equation (1), f res and f res0 are the resonant frequency with and without the plasma, respectively, f ≡ |f res − f res0 | is the frequency shift, e and m e are the electron charge and mass, respectively, ε 0 is the vacuum permittivity, and A is a geometrical factor that depends on the electron density profile and on the electromagnetic mode adopted in measurements which, in our case, is found in the range 1-1.8. For simplicity, we have taken A = 1 (which corresponds to assuming a constant electron density profile) since this approximation affects the value of n e n e 0 by less than 10%. The value of f res0 has proven to be a critical parameter in providing a good estimation of the electron density. For example, the resonance frequency can change due to the small dilation of the metallic chamber affected by gas heating, and therefore it is measured here just after the plasma extinction. The choice of the electromagnetic mode is also of importance. In a previous work [41] we adopted the TM 210 mode, whose resonance frequency is found near that of other transverse magnetic (TM) modes; here, we preferred the TM 010 mode because it appears isolated and because its electric field distribution presents an on-axis maximum, coinciding with the position of the electron density maximum, hence allowing for measurements with higher sensitivity (in this case, reaching n e values as low as 6 × 10 13 m −3 ).
Spectroscopic measurements
OES diagnostics use a UV-VIS-NIR monochromator with 60 cm focal length in both the LATMOS and the GREMI laboratories. These systems measure the intensities of the following radiative transitions: (i) the 370-438 nm bands with the SPS N 2 (C atomic line of argon, chosen because it presents no overlapping with nitrogen bands. As mentioned, argon is admitted at ∼5% Ar/N 2 flow ratio in LATMOS or at percentages that ensure a constant 25 sccm nitrogen flow in GREMI. Argon acts as an actinometer: because its levels are populated by electron collisions, the evolution of their line intensities is assumed to represent that of electron mechanisms.
Model description
To model ccrf discharges in pure nitrogen, we have developed a hybrid code coupling a 2D (r, z) time-dependent fluid module (assuming azimuthal symmetry due to the configuration of the rf reactor) to a very complete 0D kinetic module. The fluid module solves the continuity and momentum-transfer equations for electrons and positive ions N 
The fluid module
The fluid module is similar to that used to model ccrf discharges in hydrogen [75, 76] . In particular, the flux equations (for both particle and energy) adopt the stationary drift-diffusion approximation, with the introduction of an effective field [77] in the specific case of the ions. Details about the validity of this approach are discussed in [65] .
The continuity and the momentum-transfer equations for charged particles α (α = e, i for electrons and ions, respectively) are given by
Here, n α (r, z, t) is the particle density, α q (r, z, t) are the q = r, z components of the particle flux, S α (r, z, t) is the net production rate of particles due to kinetic mechanisms, 
where ε(r, z, t) is the electron mean energy, ε q (r, z, t) is the q component of the electron energy flux, (µ ε N)(r, z, t) and (D ε N)(r, z, t) are the reduced mobility and diffusion coefficient for energy transport, respectively, and S ε (r, z, t) is the net power density lost by the electrons due to (elastic and inelastic) collisions. Equation (4a) describes the rate of change of the electron energy density n e ε as a result of (by order of the terms on the right-hand side of the equation) convection (corresponding to the transport of energy due to the drift-diffusion electron motion, see equation (4b)), conduction (corresponding to the transfer of energy from the rf electric field to the electrons) and friction (corresponding to the electron energy dissipation in collisions). The fluid module is closed by Poisson's equation for the rf potential V (r, z, t)
Equation (5) relates the space-time separation of charged particles to the rf electric field E(r, z, t) = − ∇ r,z V (r, z, t).
Equations (2a)- (5) are solved within the plasma reactor (corresponding to a 2D workspace delimited by the discharge axis at r = 0, the grounded lateral grid at r = R, the driven electrode at z = 0 and the grounded electrode at z = d, see figure 1 ), subject to the following boundary conditions. At the reactor axis, symmetry boundary conditions are given by
Flux conditions for totally absorbing boundaries are imposed at the different electrodes and walls using [65, 66] ( e ) ⊥ = 1 2
In these equations, ⊥ relates to the flux component perpendicular to the boundary, v and vu represent the average values of v and vu over the eedf, respectively, ξ e is the secondary electron emission coefficient (here, we assume that secondary emission occurs at the driven electrode only, with
is the thermal velocity for the i-ion species, and
is in the opposite direction to the wall.
Note that conditions (7a)-(7b), for the electron particle and energy, are obtained using the expansion that writes the electron distribution function as a combination of two components (isotropic and anisotropic) [66] , whereas condition (7c) for the ions separates their thermal (isotropic) and drift (anisotropic) motion. Finally, the potential at each physical boundary satisfies
at the grounded electrode and walls,
where ω = 2πf , V rf is the peak voltage applied to the driven electrode, and V dc is an offset potential termed the self-bias voltage, which develops in the case of an asymmetric reactor (with more surfaces grounded than driven). The value of the self-bias voltage is updated, after each rf period T rf , using
where
is the current across the blocking capacitor C B (see figure 1 ). This current can be evaluated by integrating the axial component of the conduction current density over the surface of the driven electrode:
introducing
where σ ≡ e(µ e n e + i µ i n i ) is the total plasma conductivity (defined by assuming E eff i E) and J diff is the net diffusion current defined according to (see equation (2b))
The total current I t is obtained by adding the contributions of the displacement current I D and the conduction current I c :
and it is used to evaluate the effective electrical power coupled to the plasma,
The electron parameters (transport and rate coefficients) in equations (2a)-(4b) are calculated as integrals of cross sections over the eedf (see [66] for more details on these expressions). As mentioned, the space-time dependence of these parameters is defined by adopting the so-called local mean energy approximation [65, 66] , which assumes that the space-time variation of the eedf, f (u, r, z, t), is introduced via the local electron mean energy profile, i.e. (u is the electron kinetic energy)
The procedure is the following: first, the homogeneous and stationary eedf, f (u), is calculated from the kinetic module (see section 3.2) for various values of E/N, given the composition of the gas/plasma system (including the vdf); second, the eedfs obtained are used to calculate the different electron parameters, which are then tabulated as a function of ε eedf = ∞ 0 u 3/2 f (u) du; third, the local values of the electron mean energy ε(r, z, t), obtained from the solution to the electron energy balance equation (4a), are used in the table constructed to define the space-time map of the electron transport and rate coefficients.
The ion transport parameters in equations (2a)-(2b) are as follows. For the ion mobilities, a dependence on the reduced effective electric field was introduced, according to [78, 79] (values in V −1 cm 2 s −1 , referred to a standard gas density of 2.69 × 10 19 cm 100 Td.
For the ion diffusion coefficients we have used the values proposed in [80] ,
The kinetic module
The kinetic module solves the space-time-averaged rate balance equations, for the different neutral (molecular and atomic) species considered. Generally, the rate balance equation for species k is given by (for the axis-symmetric geometry considered here)
where n k and k q are the species density and flux q-component, respectively, and S k is a source term accounting for the net production of k-species:
In equation (17), C αl,k and K ml,k are the rate coefficients for the production of species k from collisions of neutral species l with charged species α and neutral species m, respectively, C tot kα and K tot kl are the rate coefficients for the total destruction of species k from collisions with charged species α and neutral species l, respectively, A l,k is the production frequency of k-species from the radiative decay of l-species and A tot k is the total destruction frequency of k-species by radiative decay.
In order to limit the calculation runtime (due to the large number of species and kinetic processes considered), the kinetic module solves the stationary space-averaged version of equation (16):
The use of a stationary approach to describe the neutral (heavy) species dynamics is justified, considering the long relaxation times associated with both their transport (
and a thickness of the space-charge sheath δ ∼ 1 cm) and their kinetic mechanisms (1/(n e C ek ) ∼ 0.1-10 s, for an electron density n e ∼ 10 9 cm −3 and excitation rate coefficients C ek ∼ 10 −8 -10 −10 cm 3 s −1 ), when compared with the rf period of 1/f ∼ 74 ns.
The boundary fluxes in equation (18) are set to satisfy Milne's condition [81, 82] ,
with γ k the k-species' wall-loss probability. Using equations (17) and (19) in (18) one obtains
where the average quantities X (X = n k , n k n l , C αl,k n α , . . .) are defined as
The space averages in equation (20) are obtained as follows. The averages of the charged-particle collision frequencies (C αl,k n α and C tot αk n α ) are calculated using the space-dependent distributions obtained from the solution to the fluid module; the averages of the heavy species densities (n k , n k n l and the integrals on the left-hand side of equation (20) 
where n b k is the bulk density, δ R , δ 0 and δ d are the sheath thickness near the grid, the driven electrode and the grounded electrode, respectively, and the functions f r k , f 0 k and f d k correspond to the ratio of the wall density to the bulk density, calculated at r = R, z = 0 and z = d using boundary condition (19) , i.e.
As we have associated the boundary layers for neutral particles with the discharge space-charge sheaths, the quantities δ R , δ 0 and δ d are estimated in the fluid module as the time-average thicknesses of the regions where the rf field exhibits strong relative gradients. In particular, the sheath edges are taken at positions where the corresponding (axial or radial) reduced electric fields are equal to 10% of the wall field
. Note that equations (22a)- (23) allow the calculation of the space-average integrals in equation (20) also for the heavy species with constant density profiles, by setting δ x = 0. As mentioned, the kinetic module solves the rate balance equations of 45 vibrational states (with the groundstate molecule) and 10 electronic states (7 for molecules and 3 for atoms), coupled to the two-term homogeneous and stationary electron Boltzmann equation, accounting for inelastic collisions from ground-state molecules and atoms, and inelastic and superelastic collisions involving vibrationally excited states (only the first 10 states are considered, see table 1 ). This module adopts the kinetic scheme proposed in [80] , where details about the choices of the different mechanisms and rates can be found. Tables 1 and 2 summarize the kinetic reactions for the molecular species and the atomic species, respectively, used in writing the source terms (17) and in solving the electron Boltzmann equation. In these tables, the double arrow ←→ indicates that second-kind collisions are also considered for the reactions where it appears. The cross sections for the various electron-neutral collisional processes (appearing in the electron Boltzmann equation) are taken from [46, 47, 83] and references therein. The cross sections for superelastic collisions are obtained from those for the corresponding inelastic processes using Klein-Rosseland's formula [84] .
The vibrational states of ground-state N 2 (X 1 + g , v) molecules play a central role in nitrogen discharges. The kinetics of vibrational states includes excitation/de-excitation mechanisms due to electron-impact collisions (e-V), radiative transitions and heavy species collisions, involving an energy transfer via vibrational-translational (V-T, with both molecules and atoms) and vibrational-vibrational (V-V) interactions. Moreover, several vibrational states are involved in heavy-particle reactions, some of them leading to dissociation (see tables 1 and 2). This work adopts the SSH (Schwartz, Slawsky and Herzfeld) theory [84] [85] [86] [87] [88] to write the rate coefficients for (i) the V-T mechanisms with molecules: 0.5 
Heavy-particle collisions
a The cross section for this mechanism is considered also in the solution to the electron Boltzmann equation. b This mechanism is considered only in the solution to the electron Boltzmann equation. e + N(S) ←→ e + N(D, P ) eedf (37) e + N(D) ←→ e + N(P ) eedf 
a The cross section for this mechanism is also considered in the solution to the electron Boltzmann equation. 
and (ii) the V-V mechanisms:
The rate coefficients for the V-T mechanisms with atoms consider the calculations of [90] [91] [92] [93] to deduce the approximated formulae
where the quantities A 0 , A 1 , A 2 and v are given in table 3, for both reactive (with an atomic exchange between the two collision partners) and non-reactive (direct) collisions. In equations (24a)-(26b) (26a) by detailed balancing. Note also that only single-quantum transitions (the most likely ones) are considered for V-V and V-T reactions with molecules, whereas multi-quantum transitions are accounted for in V-T exchanges with atoms. Vibrational dissociation by V-V and V-T processes is also included, as a transition from v = 45 to a pseudo-level in the continuum [94] .
The kinetic scheme presented in tables 1 and 2 depends on quantities whose knowledge is somewhat limited, such as the secondary electron emission coefficient ξ e , the wallloss probability γ k of ground-state species N 2 (X 1 + g , v) and N( 4 S) (which may depend on the working conditions and/or the specific surface properties), and the branching ratios b ion for the associative ionization reactions (23)- (24) and b atom for the atomic wall de-excitations (47)- (48) . There is a difference in the nature of the walls, between the GREMI and the LATMOS reactors: both are essentially made of stainless steel, but the counter-electrode in the LATMOS reactor is made of aluminium alloy. With no specific data for γ k , accounting for the interaction of species with different reactor walls, the quality of comparison between model results and measurements is probably affected. For the simulations in section 4 we have taken ξ e = 0, γ N 2 = 4.5 × 10 −4 , γ N = 10
and b ion = b atom = 0.5. The sensitivity of the model results to these input parameters will be discussed in section 4.
Model solution
The solution to the model iterates between the kinetic and the fluid modules. Figure 3 presents the flowchart of the numerical workflow used in the simulations. Typically the kinetic module runs every ten rf periods, knowing the space-time-averaged values of the chargedparticle densities and of the electron rate coefficients/rates for the production/destruction of each neutral species. Reducing, by a factor of five, the frequency adopted for updating the kinetic module speeds up calculations by a factor of two, with negligible changes (below 2%) in the main quantities calculated. Results are also not affected if the kinetic module is updated more frequently instead, but the calculation time is heavily degraded in this case. The stationary solution to the set of (non-linear) rate balance equations (20) is obtained by combining a semi-implicit time-relaxation technique with an iterative matrix-inversion method. Convergence ensures relative variations of less than 10 −6 for the densities of all neutral species and is achieved after several hundred iterations. The new chemical composition of the gas phase is then used as input data to the homogeneous electron Boltzmann equation, allowing updating the set of electron parameters (transport and rate coefficients). The space-time dependence of the electron parameters is defined by the local electron mean energy approximation (see section 3.1), and the spatial variation of the neutral species densities is tailored using the profiles given by equations (22a)-(22c); then, these quantities are used in the solution to the fluid module. Replacing (22a)-(22c) with constant profiles for the populations of the molecular and the atomic excited species yields an increase of 5%, 8% and 2.5% for the charged-particle densities, the self-bias voltage and the coupled power, respectively, and a 2% variation in the density of neutral species.
The charged-particle transport equations (2a)-(4b) and Poisson's equation (5) are discretized using a secondorder finite difference representation that includes boundary conditions (6a)- (8) . In order to correctly describe the spacecharge sheaths, near the integration boundaries, the flux equations (2b) and (4b) are discretized using the ScharfetterGummel exponential scheme [95] . In this work, Poisson's equation is numerically solved by direct matrix methods, and the charged-particle transport equations are integrated by adopting a semi-implicit splitting method, which uses a CrankNicholson algorithm with an integration time step controlled by the Courant-Friedrichs-Lewy condition [96] . The code is usually solved in a 33 × 16(r, z) point grid, for typical 1000-4000 time steps within each rf period. The choice of finer grids leads to a severe degradation in the calculation time, with minor changes in the results. In general, 500-1000 rf cycles are needed to meet the global convergence criterion: relative changes between two consecutive periods, below (i) 5 × 10 −4 for the charged-particle densities, the electron mean energy, the plasma potential and the self-bias voltage, (ii) 10
for the neutral particles, corresponding to calculation times of 1-3 h using a Fortan compiler on an Intel-Xeon E5520 (2.26 GHz) CPU.
As a result, the model yields the 2D profiles of the chargedparticle densities n α and fluxes α , of the electron mean energy ε and flux ε , and of the rf field E and potential V , the values of the self-bias voltage V dc and of the effective power coupled to the plasma W eff and the average densities n k of N 2 (X 
Results and discussion
This section presents numerical and experimental results characterizing the operation of ccrf discharges in pure nitrogen, at 0.1-1 mbar pressures and 2-30 W coupled powers (corresponding to applied rf voltages in the range 100-300 V).
Overall good agreement (qualitative and often also quantitative) is found between simulations and measurements, which exhibit the same order of magnitude and the same kind of evolution trends as a function of the power coupled to the plasma, for various pressures. Moreover, the LATMOS and the GREMI reactors have similar behaviour (hence justifying here a presentation of selected results only, namely considering the kind of measurements made in each reactor), although their different dimensions (radii and specially interelectrode distances) can explain some distinctions in the operation features. axial profile is the one whose shape changes the most with variations in the pressure. These profiles are a consequence of the relationship between the populations of electrons, ions and neutrals, interlinked through the main charged-particle production/destruction mechanisms: (i) direct and stepwise electron-impact ionization (reactions (6) and (7), see table 1); (ii) associative ionization involving the excited states N 2 (A) and N 2 (a ) (reactions (23) and (24) (10) and (11), respectively). Mechanisms (i) and (ii) are dominant and their relative importance depends on the pressure: the contribution of the associative ionization to the charged-particle production is 35% at 0.2 mbar and 10% at 1 mbar. The results also show that transport effects are less important for N , see section 3.1); consequently, the N + 2 ion is lost at the same positions where it is created, and its density profile reflects that of the ionization rate by electron impact (its main production mechanism at 1 mbar, see figure 4(d) ). Figure 4(c) shows that the electron mean energy exhibits maximum values in the sheath regions, with the consequent enhancement of reactivity (i.e. production/destruction rates) in these regions (this is confirmed in figure 4(d) for the electron-collision mechanisms). Note that the maxima of the electron mean energy (within the space-charge sheaths) are displaced from those of the charged-particle densities, which occur halfway between the electrodes due to transport (see figure 4(b) ). Note further the exceptional magnitude of ε at the corner (r = R, z = 0) (∼12 eV for these conditions), due to the very small gap between the driven electrode and the grounded grid.
Figures 5(a) and (b) present the axial profile of radiative intensities with the SPS(0,0) band and the 811.5 nm atomic argon line, measured (along the discharge cross section) and calculated (applying a time and radial average) for the GREMI reactor at various pressures. This figure shows that the 2D model yields an axial distribution for both nitrogen and argon intensities in good agreement with spatially resolved spectroscopic measurements. The latter are difficult to control, not only due to the extreme dependence of the emitted light intensity with position but also because of the limitations in defining a precise reference frame between the electrodes. These difficulties can justify the differences observed in the positions of the calculated and measured intensity peaks, which in any case do not call into question the validity of the model results.
The self-bias voltage, measured and calculated for both reactors at various pressures, is depicted in figures 6(a) and (b) as a function of the power coupled to the plasma. Note that an increase in the coupled power and a decrease in the pressure, both lead to a more asymmetric discharge operation (hence to a higher self-bias voltage), due to an enhancement in the charged-particle fluxes towards the electrodes. Good agreement is found (both quantitative and qualitative) between V dc simulations and measurements for the LATMOS reactor. For the GREMI reactor, the model predicts the correct evolution trend for V dc with variations in both W eff and p, yet yielding values that seem systematically deviated with respect to the experiment, which might be due to uncertainties in the wall-loss probabilities adopted. In any case, the quality of the agreement for a global parameter such as the self-bias voltage, obtained using two different experimental setups, constitutes another successful test for model validation. Figure 7 presents the space-time-averaged electron density, as a function of the power coupled to the plasma, measured and calculated for the GREMI reactor at various pressures. As for V dc , one observes n e to increase with W eff (at a constant pressure) simply due to the enhanced energy involved in plasma maintenance. Note that a decrease in p (at a constant coupled power) leads to an increase in n e (for most conditions), which is associated with an increase also in ε, probably to compensate for higher (particle and energy) losses. Ultimately, this variation is responsible for a significant increase in the ionization degree, when p decreases at a constant W eff . Figure 7 shows that the calculated electron density is underestimated by a factor of about 4 with respect to experiment, which is a typical limitation of fluid simulations when applied to the modelling of ccrf discharges. This is probably associated with the fact that the electron flux equation (2b) neglects the corresponding inertia term, which overestimates the energy budget required to maintain the rf sheaths leaving less energy available for electron production. However, even with this limitation, the model is capable of providing correct qualitative predictions for the evolution of n e with W eff and p. Figures 8(a) -(c) present the space-time-averaged radiative intensities, as a function of the power coupled to the plasma, of the SPS(0,2) and the FNS(0,0) bands, and of the 811.5 nm atomic argon line, measured and calculated for the LATMOS reactor at various pressures. Measurements were carried out in the vicinity of the driven electrode, where the emitted light intensity is maximum, and thus they are compared with spatially averaged simulation results, calculated over the entire discharge cross section (in the radial direction) and over 1/3 of the interelectrode distance (in the axial direction, below the driven electrode). The experimental observations reveal that the transition intensities are highly dependent on the position (within mm, see figure 5 ), which makes it extremely difficult to control the measurement of spatially averaged data to compare with the simulations. Within each figures 8(a)-(c) the model results are normalized to a single experimental point, because no absolute calibration of the optical device has been carried out and thus the OES data are in arbitrary units. Fair agreement is found between simulations and measurements, particularly at low pressures and low coupled powers. Figure 8(b) shows that the evolution of the FNS(0,0) intensity, with variations in either the pressure or the coupled power, is similar to that of the electron density (see figure 7 and the inset of figure 8(b) ), thus confirming the relevant role of the electron collisions in the production of N + 2 and the coherency of this study (the n e measurements were made in the GREMI reactor, whereas the spatially averaged OES measurements were performed in the LATMOS reactor). Note that the SPS(0,2) and the Ar(811 nm) intensities exhibit different behaviours with changes in p and W eff . The argon line follows the same variation trends as n e (decreasing with an increase in p and increasing with W eff ), whereas the SPS(0,2) band increases with p and tends to saturate as W eff increases. These differences can be explained by a combination of factors: (i) the argon excitation is assumed to proceed via direct electron collisions only, whereas the N 2 (C) excited state is created not only by the direct electron excitation (4a) but also by the pooling reaction (15b) (see table 1), whose contribution to the total N 2 (C) production is 5% at 1 mbar and 26% at 0.2 mbar.
(ii) the differences, both in threshold and in shape, between the electron-impact excitation cross sections of N 2 (C) and of Ar lead to different spatial distributions of the corresponding timeaveraged electron rate coefficients, hence to different local production rates with these mechanisms whose values, in any case, decrease with the pressure. . Using the local mean energy approximation (see section 3.1) the eedf becomes spatially resolved via its dependence on ε and n e (see equation (15)), and thus the results are obtained at the discharge centre (r = 0 and z = 16.5 mm) and in the space-charge sheath with the driven electrode (r = 0 and z = 4.1 mm), where the OES measurements were made (see figure 8 ). Figure 9 reveals that a change in the pressure induces a considerable modification of the eedf in the spacecharge sheath, but the same is not observed in the plasma bulk where the eedf's shape is not altered by pressure variations. In both regions a decrease in p yields an increase in the tail of f (u)u 1/2 and a simultaneous decrease in its body, but these modifications are particularly significant in the sheath where ε changes from 5.9 to 9.7 eV when p goes from 1 to 0.5 mbar. Note that the increase in the eedf's tail with the decrease in the pressure, although implying an enhancement in the electron-collision rate coefficients, does not augment the relative contribution of the electron-impact mechanisms for charged-particle production, at low pressures. This (apparent) contradiction is associated with the extraordinary increase observed in the N 2 (A) and N 2 (a ) populations when the pressure decreases (see figures 10(a) and (b)).
Figures 10(a) and (b) present the relative densities of the N 2 (A) and the N 2 (a ) metastable states, as a function of the power coupled to the plasma, calculated for the LATMOS reactor at various pressures. These species play an important role in the electron production (via the associative ionization reactions (23) and (24), see table 1) and in the population of the N 2 (C) state responsible for the SPS transition (via the pooling reaction (15b), see table 1). The densities n N 2 (A) /N and n N 2 (a ) /N become larger with either a decrease in p or an increase in W eff (particularly at low pressures), due to the increase in both n e and ε. Incidentally, the same kind of variation was reported about measurements of the N 2 (A) density in inductively coupled plasmas (at lower pressures and higher coupled powers) [97] . Note that the main production mechanisms of states N 2 (A) and N 2 (a ) proceed, respectively, via the states N 2 (B) (pooling reaction (16a) and radiative transition (28) ) and N 2 (a) (pooling reaction (18) and electron excitation (4a)), which are created via collisions with N 2 (A) itself (vibrational de-excitation (14) ) and with electrons (reaction (4a)). The vibrational excited states N 2 (X, v = 2-10) are also populated essentially by direct electron excitation. Ultimately, the electron kinetics controls the population of the metastables, justifying their variations with the working conditions. Figure 11 plots the dissociation degree of nitrogen n N /(n N 2 +n N ), as a function of the power coupled to the plasma, The results displayed also show that the dissociation degree decreases with an increase in the wall-loss probabilities for atoms (as expected, a significant effect is observed) and vibrationally excited molecules, γ N and γ N 2 , respectively. These results can be explained by noting that the main dissociation mechanisms of nitrogen involve collisions with highly excited vibrational states (above v > 10, see reactions (22) and (41) in tables 1 and 2), whose kinetics is essentially governed by N 2 -N 2 V-V and N 2 -N V-T mechanisms (reactions (38) and (13), respectively), which are favoured by an increase in both the coupled power and the pressure. Consequently, the N(S, D, P ) populations are roughly proportional to p and the dissociation degree presented in figure 11 displays negligible variations with the pressure. This is in contrast with the results of figure 7, which suggest an important variation of the ionization degree with the pressure (in coherency with the evolution of n N 2 (A) /N and n N 2 (a ) /N versus p plotted in figure 10) , regardless of the fact that the ionization energy is higher than the dissociation energy in nitrogen. This apparent contradiction puts forward the existence of different mechanisms, associated with the electron and the vibrational kinetics, in control of the ionization and the dissociation of nitrogen, respectively.
As mentioned in section 3.2, the kinetic scheme presented in tables 1 and 2 depends on several parameters (b ion , b atom , γ N , γ N 2 and ξ e ), whose values can influence the model results. Simulations tests show that (i) the branching ratios b ion and b atom can vary between 0 and 1 with little influence on the results. (ii) The wall atomic recombination probability has an (obvious) direct effect on the dissociation degree, which decreases by a factor of ∼10 2 when γ N increases from 10 −3 to 1. This variation in γ N also yields a maximum increase of ∼12% in n e , due to a reduction in the destruction of the metastable N 2 (A) by atomic impact (recall that the associative ionization involving N 2 (A) is one of the main electron production channels). (iii) An increase in the wall vibrational de-excitation probability significantly reduces the population of the lower vibrationally excited states, thereby affecting the shape of the vdf. This has a direct impact on the dissociation degree (controlled by the vibrational kinetics) and the electron production (controlled by direct/stepwise electronimpact ionization, which is favoured by the quenching of vibrationally excited states down to the ground state). The dissociation degree and the electron density decrease by ∼93% and increase by ∼45%, respectively, when γ N 2 varies from 4.5 × 10 −4 to 1 at 0.5 mbar and 10 W. (iv) Variations in the secondary electron emission coefficient produce negligible changes in the electron density, although affecting the self-bias voltage through changes in the boundary condition (7a). By increasing ξ e from 0 to 0.5, |V dc | reduces by ∼10% at 0.5 mbar and 10 W.
Final remarks
This paper has studied ccrf plasma discharges in pure nitrogen, using both experiments and simulations. Experiments obtained relevant parameters (the rf-applied and the dc-selfbias voltages, the effective power coupled to the plasma, the average electron density, and the intensities of radiative transitions with the nitrogen second-positive and first-negative systems and with the 811.5 nm atomic line of argon), recorded in the LATMOS and the GREMI laboratories. Measurements were made independently and with different equipment upon two similar (not twin) experimental setups (cylindrical parallel-plate reactors surrounded by a lateral grounded grid), at p = 0.1-1 mbar pressures and W eff = 2-30 W effective powers coupled to the plasma (corresponding to applied rf voltages V rf = 100-300 V). The coupled powers were measured using the subtractive method (with and without the plasma), thus accounting for the power losses in the external circuitry (the matchbox, coaxial cables and different connectors). The simulations used a hybrid code that couples a 2D (r, z) time-dependent fluid module to a very complete 0D kinetic module. The fluid module solves the continuity and the momentum-transfer equations for electrons and positive ions N The code was validated by comparison between simulations and measurements, yielding good agreement (within the experimental uncertainties) for the self-bias voltage and for the intensities of radiative transitions (both average and spatially resolved), at different pressures and coupled powers. This validation showed that it is possible to join a sophisticated 2D space-time-dependent discharge code to a complex kinetic scheme to model ccrf discharges in pure nitrogen. Moreover, the validation used experimental results obtained from two separate setups, which corresponds to exceptional benchmarking conditions not only for this work but also for future works. Finally, because model validation has also been based on the analysis of optical emission spectroscopy diagnostics, it further allowed the clarification of the mechanisms controlling the kinetics of the main excited species with nitrogen. In particular, experimental SPS results are only matched if the N 2 (A) density, n e and the electrical parameters are correct, whereas the FNS emission is only properly modelled if both the calculated N + 2 density and the vdf are accurate. Note that here we have chosen to describe the evolution of the relevant physical quantities as a function of W eff instead of V rf . This choice is because, in the present model, neither the inertial terms in the electron flux equation (2b) were accounted for, nor the external power circuit was considered in a self-consistent way, which can alter the phase between V (t) and I t (t), and thus the relationship between V rf and W eff .
Results exhibit a strong spatial non-homogeneity that depends particularly on the operating pressure. These features are well predicted by the 2D transport effects considered in the model, which adopts the local mean energy approximation to define space-time-dependent electron parameters for the fluid module and to work out space-time-averaged rates for the kinetic module. The success of this spatial description depends mostly on the calculated eedf, whose tail is more populated in the space-charge sheath region than in the plasma bulk region, especially at low pressures. The transport effects also justify that the maxima of the charged-particle densities occur at the reactor centre, displaced from the maxima of their production rates (located within the space-charge sheaths). These results show the need to adopt the complete 2D space-time description considered here to provide an adequate modelling of these discharges.
Simulation tests show that the model predictions are not significantly affected (variations below 10%) by changes in (i) the branching ratios for the production of atoms and of ions, (ii) the secondary electron emission coefficient, (iii) the frequency adopted for updating the nitrogen kinetics in calculations and (iv) the profiles imposed in the model for the molecular and atomic excited species. As expected, the probabilities for the atomic recombination and the vibrational de-excitation at the wall have a direct effect on both the dissociation degree and the electron density. However, even by setting these probabilities to unity the dissociation degree remains low and n e increases not more than 45%. This shows that the highly complex kinetic scheme proposed here is able to capture the main plasma features (within experimental errors), even considering the uncertainties associated with some of the collisional data.
As usually observed in fluid models applied to ccrf discharges, simulations underestimate the electron density by a factor of 3-4, yet yielding correct qualitative predictions for the evolution of n e with W eff and p. Electrons are produced mainly by direct and stepwise electron-impact ionization and by associative ionization involving the metastables states N 2 (A) and N 2 (a ); these mechanisms yield a relatively low electron density ( n e 5 × 10 8 -5 × 10 9 cm −3 ) due to the limited coupled power characterizing these discharges. At 10 W the ionization degree ranges from 6 × 10 −8 at 1 mbar to 4 × 10 −7 at 0.5 mbar, and this variation is accompanied by an increase in the populations of N 2 (A) and N 2 (a ). Even if the ionization of nitrogen is essentially controlled by the electron kinetics, its dissociation is governed by the vibrational kinetics and by the atomic losses at the walls. The dissociation degree is very weak, varying between 10 −3 and 4 × 10
for increasing coupled powers (these are maximum values, obtained for a vanishingly small atomic wall-loss probability), being associated with atomic populations that are roughly proportional to the pressure. Since the populations of atoms are not easily measurable, this is an important model result. The reliability of the predictions for the dissociation degree is indirectly ensured by the good agreement between simulations and measurements for the intensities of radiative transitions, since both results depend on the accuracy of the kinetic description for the excited N 2 and N species. This work is part of a more extended study aiming at characterizing ccrf discharge plasmas produced in nitrogenmethane mixtures (for CH 4 concentrations up to 10%), for the laboratory synthesis of analogues to Titan's solid aerosols. The step-by-step methodology adopted was initiated with the study of pure N 2 discharges presented here, which allowed us to set well-grounded physical basis for understanding these plasmas (in terms of the discharge production features, the transport description adopted and the kinetic mechanisms considered), before moving to more complex situations. This strategy will continue with the study of N 2 -H 2 and N 2 -CH 4 ccrf discharges, the latter including dust formation.
