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Abstract
This paper proposes an original and unied toolbox to evaluate nancial crisis Early
Warning Systems (EWS). It presents four main advantages. First, it is a model free method
which can be used to asses the forecasts issued from dierent EWS (probit, logit, markov
switching models, or combinations of models). Second, this toolbox can be applied to any
type of crisis EWS (currency, banking, sovereign debt, etc.). Third, it does not only provide
various criteria to evaluate the (absolute) validity of EWS forecasts but also proposes some
tests to compare the relative performance of alternative EWS. Fourth, our toolbox can be
used to evaluate both in-sample and out-of-sample forecasts. Applied to a logit model for
twelve emerging countries we show that the yield spread is a key variable to predict currency
crises exclusively for South-Asian countries. Besides, the optimal cut-o correctly allows us
to identify now on average more than 2/3 of the crisis and calm periods.
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Early Warning Systems (EWS) constitute a crucial tool for authorities to implement
optimal policies to prevent or at least attenuate the impact of a nancial turmoil. The rst
EWS was proposed by Kaminsky, Lizondo and Reinhart (1998) (KLR hereafter) relying
on a signaling approach. They use a large database of 15 indicators covering the external
position, the nancial sector, the real sector, the institutional structure and the scal policy
of a particular country. An indicator signals a crisis when it exceeds a particular cut-o.
The estimation of this threshold is at the core of such an analysis. KLR determine it so as
to minimize the noise-to-signal ratio (NSR), such that the probability of occurrence of a
crisis is at its maximum after exceeding the cut-o. The EWS for country j is then built
as the weighted-sum of the individual indicators, the weights being given by the inverse
of the NSR. Berg and Patillo (1999) use panel probit models as EWS and show that their
forecasting ability outperforms the one obtained using a signaling based model. This analysis
hence paved the way for several other studies (Kumar et al., 2003, Fuertes and Kalotychou,
2007, Berg et al., 2008). These EWS do not exploit the fact that nancial turmoils refer to
specic regimes structurally dierent from the ones observed during tranquil periods. Hence,
Bussiere and Fratzscher (2006) propose a multinomial logit EWS, whereas other studies use
Markov-Switching models (see Abiad, 2003, Martinez-Peria, 2002 and Fratzcher, 2003).
Nevertheless, even if these approaches seem to be dierent, they suer from similar draw-
backs in their evaluation strategies. First, they all use the NSR measure (or sometimes si-
milar measures of correct identication of crisis and calm periods) based on ad hoc cut-os
as in ne comparison criterion. Yet, as noticed by Bussiere and Fratzscher (2006 p.957) the
choice of the cut-o is crucial: if it is low, crises will be more accurately detected (i.e., the
type I error will decrease), but at the same time, the number of false alarms will increase
(i.e., the type II error) leading to an eciency cost in terms of economic policy. Second, no
statistical inference is provided to test for the forecasting superiority of an EWS compared
to another one. This absence represents an important issue, in particular when one has to
choose between an EWS model exhibiting low type I and high type II errors and another
one with dierent features.
Therefore, we argue that the evaluation of the forecasting abilities of EWS has not been
suciently exploited, even though it is essential for crisis forecast. This paper aims at lling
this gap by proposing an original evaluation methodology. First, our toolbox is model free, i.e.
it can be applied to any EWS, whatever the model considered. This characteristic is essential
given the great diversity of econometric approaches used in the EWS literature. Second, it









































2we not only provide various criteria to evaluate the (absolute) validity of EWS forecasts but
also propose some tests to compare the relative performance of alternative EWS. Fourth,
our toolbox can be used to evaluate both in-sample and out-of-sample forecasts.
Our evaluation methodology is based on two steps: In a rst step, for a given EWS model,
we determine optimal cut-o points, i.e. thresholds, that best discriminate between crisis
and calm periods. Elaborating on the traditional credit-scoring measure (Basel Committee
on Banking Supervision, 2005 and Lambert and Lipkovich, 2008 inter alii), it goes beyond a
simple analysis of the NSR, by determining the optimal threshold for each country as the
value of the cut-o that maximizes (minimizes) dierent measures balancing type I and type
II errors, i.e. sensitivity-specicity and accuracy measures. In a second step, various criteria
and tests are proposed to compare alternative models.
The main nding of our paper is that a correct EWS evaluation requires to take into
account the cut-o in the model comparison step and then to determine an optimal crisis
forecast. We show that traditional QPS-type criteria tend to conclude to the superiority of a
model, even though the two alternative EWS considered have identical forecasting abilities.
On the contrary, the criteria integrating the cut-o, i.e. AUC, behave correctly in this case.
Furthermore, we argue that inference for nested and non-nested hypotheses is essential to
identify the optimal specication. The choice of the outperforming model should thus rely on
proper statistical tests, which check the signicance of the dierence between the evaluation
criteria associated with two alternative models. To this aim, the classic Diebold-Mariano
(1995) test (and its nested version, Clark-West, 2007), as well as an AUC comparison test
that takes into account the cut-o are proposed.
To empirically illustrate the utility of such an evaluation toolbox, we propose an appli-
cation which aims at assessing the relevance of the yield spread in currency crises EWS.
For economic theory, yield spreads are usually associated with credit growth sustained by
excessive monetary expansion as well as investors' anticipations which can result in capital
ight. Hence they may contain information on a potential future distress in the balance of
payment. This economic reasoning can be considered as a special case of an EWS specica-
tion issue that gages the importance of a leading indicator for correctly forecasting crises.
To this aim, we consider two EWS models, one including the spread, the other without the
spread, in a xed-eects panel framework. We assess their forecasting performances for six
Latin-American and six South-Asian countries. We show that the criteria and tests including
the cut-o should be favored as they allow us to rene the forecasting abilities of EWS. In-
deed, the yield spread appears to be an important indicator of currency crises in half of the
countries when we rely on tests including the cut-o such as the Area under the ROC test,









































2der the general Clark-West test based on standard QPS. The outperforming model (with or
without spread) for each country is then used to forecast crises by relying on the optimal
cut-o. It turns out that the optimal cut-o is quite dierent from the NSR one, and more
importantly it leads to a better trade-o between the two types of errors. In particular, the
optimal cut-o correctly identies on average more than 2/3 of the crisis and calm periods,
in contrast with the NSR one, that correctly forecasts all the calm periods at the expense of
most of the crisis ones. Our ndings seem robust to changes in the crises dating method.
The paper is organized as follows. Sections 2 to 4 present our new evaluation framework.
More exactly, we tackle the determination of the optimal cut-o in Section 2. Section 3
introduces the evaluation criteria whereas Section 4 presents the comparison tests. Section
5 is devoted to the empirical application, which reveals the role played by the yield spread
in currency crises EWS. Section 6 concludes.
2 Optimal Cut-o
The aim of any EWS is to forecast crisis and calm periods as correctly as possible, so that
the appropriate policy measures can be taken in both tranquil and tumultuous situations.
In this section we thus propose to quantify how well an EWS discriminates between the two
types of periods by identifying the optimal cut-o.
2.1 How important is the cut-o choice?
EWS deliver probabilities indicating the chance for a specic crisis to occur in a certain
period. Therefore, the in-sample (or out of-sample) evaluation of an EWS relies on the di-
rect comparison of these crisis probabilities with an original crisis dating, which constitutes
the benchmark. 1 This comparison implies two inputs of dierent nature: a sequence of pro-
babilities and a crisis dating that takes the form of a dichotomic variable, labelled yt. By
convention, we assume that yt takes a value equal to one if a crisis is identied at time t and
zero otherwise. 2
The forecasted probabilities are thus transformed into a dichotomic variable, known as
crisis forecast. Formally, if we denote ^ pt the estimated (or forecasted) crisis probability at
1. We do not tackle here the pertinence of the crisis dating. We assume that economic experts are able
(ex-post) to precisely date the crisis periods. Nevertheless, a robustness analysis with respect to the potential
inaccuracy of the crisis dating will be performed in the last section.
2. It can also be assumed that yt equals one if a crisis occurs in a certain time horizon (6, 12, 24 months,
etc.), so as to forecast the approximate timing of a crisis some periods before it actually occurs (see KLR,
Berg et al., 1999). This approach presents the advantage of giving the authorities the time necessary to









































2time t issued from an EWS model, the crisis forecast variable ^ yt is computed as follows:




1; if ^ pt > c
0; otherwise
; (1)
where c 2 [0;1] represents the cut-o. In this perspective, the rst step of any EWS eva-
luation consists in determining an optimal cut-o c that discriminates between predicted
crisis periods (^ yt (c) = 1) and predicted calm periods (^ yt (c) = 0). The choice of the cut-o
has strong implications for both forecasts evaluation and economic analysis. Obviously, the
cut-o determines type I and type II errors, i.e. the errors associated to a misidentied crisis
or to a false alarm. The type I error (or false negative) corresponds to a case in which the
estimated (or forecasted) probability of crisis is smaller than the cut-o, but a crisis occurs.
On the contrary, the type II error (also known as false alarm) corresponds to a situation in
which the estimated (or forecasted) probability of crisis is larger than the cut-o whereas no
crisis occurs. Ceteris paribus, the higher the cut-o is, the more type II (respectively type I)
errors are frequent (respectively infrequent).
The optimal cut-o also contains economic interpretation in terms of vulnerability. The
higher the probabilities during observed calm periods, the larger the optimal cut-o is and
the more the country is vulnerable. This is particularly accurate if the crisis probability
series is volatile during the calm periods, i.e. sharp risk exposure. Besides, since the cut-o
increases until it nds the optimal balance between type I and type II errors, the closer
the level of the crisis probabilities during crisis and calm periods, the more dicult it is
to get a correct diagnosis. By contrast, a lower cut-o and lower volatility of the crisis
probabilities during calm periods characterize solid economies. However, we have to keep
in mind that the exchange market pressure revealed by the optimal cut-o depends on the
underlying model and the decision-maker's risk aversion reected in the method chosen to
compute the cut-o. These vulnerability results should hence be interpreted with caution.
By contrast, the evolution of the indicators entering the exchange market pressure index,
contains useful information relative to a country's resilience to crisis (see Lau et al. 2003).
Adequate macroeconomic policies should then lead to a steady evolution of these indicators
during the volatile periods and thus to a currency crisis pressure index as close to its average
as during the pre-crisis period.
Given the cut-o's importance, it is surprising that the methods used to determine it
are so over-arbitrary. At the same time, it exists a very rich literature devoted to the EWS
specication topic, stressing the choice of the most pertinent explanatory variables, the









































2nancial crises EWS). And yet, to the best of our knowledge, no paper has been devoted to
EWS evaluation, and more specically to the choice of an optimal cut-o.
At the time being, two types of cut-os have been used in this literature. In most papers,
the cut-o is arbitrarily xed, generally to 0.5 or 0.25. This approach is economically non-
sensical, since it means to arbitrarily determine type I and type II nominal risks. In other
ones, it relies on the "Noise to Signal Ratio" (NSR) criterion proposed by KLR. In order to
dene the NSR cut-o, let us consider a sequence fyt; b yt (c)g
T
t=1 :





where NSR(c) represents the ratio of the false alarms (type II error or false positive) to the
number of crises correctly identied (true positive) by the EWS for a given cut-o.
NSR(c) =
PT
t=1 I(^ yt(c)=1)  I(yt(c)=0)
PT
t=1 I(^ yt(c)=1)  I(yt(c)=1)
; (3)
where I(z) denotes an indicator function that takes the value 1 if z is true and 0 otherwise.
However, this criterion omits type II error, and assumes that the costs related to the
occurrence of a misidentied crisis (type I error) overweight the ones inicted by a false
alarm (type II error). This clearly constitutes an important constraint one may want to rule
out, since type I error is usually the main element we try to control, as generally done in
other statistical literatures. We thus propose two methods which identify the optimal cut-o
by taking into account both types of errors.
2.2 A credit-scoring approach
The rst method is based on the traditional credit-scoring notions of sensitivity and
specicity (Basel Committee on Banking Supervision, 2005). We thus label it the credit-
scoring approach.
Denition 2. The optimal credit-scoring cut-o is the threshold that minimizes the absolute


















































2where sensitivity (Se), also known as hit rate, represents the proportion of crisis periods cor-
rectly identied by the EWS, while specicity (Sp) is the proportion of calm periods correctly
identied by the model:
Se(c) =
PT










The underlying idea is that variation in the cut-o leads to higher values of sensitivity
corresponding to lower values of specicity. Figure 1 displays the specicity and sensitivity
of an hypothetical EWS as functions of the cut-o c. The sensitivity is a decreasing function
of c, since a rise in c results in decreasing the number of crisis signals, ^ yt (c) = 1, and thus in
the percentage of crises correctly predicted. On the contrary, the specicity is an increasing
function of c. The higher c is, the higher the number of calm signals, ^ yt (c) = 0, and hence,
the larger the proportion of calm periods correctly identied. The general form of both curves
depends on the specication of the EWS. Even so, an optimal cut-o can be found at the
intersection of both curves, as shown in Figure 1.
Insert Figure 1
The main advantage of this credit-scoring identication method is that, in contrast to the
NSR criterion, it relies on both type I and type II errors (see Engelmann et al., 2003, Renault
et al., 2004 and Stein, 2005). It assigns equal weight to both types of errors. However, this
assumption should be relaxed if we assume that the identication of a crisis is more costly
for an economy than a false alarm (or vice versa). A possible extension of our method can
be envisaged so as to take into account the costs c1 and c2 associated to the non-predicted
crises and to a false alarm respectively. It simply consists in determining the optimal cut-
o as the threshold that minimizes the dierence between the weighted sensitivity and the
weighted specicity, where the weights are dened by c1 and c2 respectively. For example,
the costs of the misidentication of a crisis -in terms of GDP- (c1) can be approximated by
an econometric evaluation of GDP gap during crisis periods. By contrast, the costs linked to
false alarms (c2) cannot be assessed easily, because they consist of costs incurred as a result of
the reaction of monetary and/or banking authorities to an unfounded crisis announcement.
If the policymaker can estimate these costs, however, this weighted method of identication
of the optimal cut-o should be privileged.
Alternatively, instead of directly arbitrating between type I and type II errors, the optimal
cut-o can be determined as the one that maximizes some accuracy measures or the one that










































The second approach consists in aggregating the number of crisis and calm periods cor-
rectly identied by the EWS in an accuracy measure. c is thus obtained by the maximization
of the corresponding accuracy measure: The simplest measure, named Total Accuracy (TA),
is dened as the ratio of cases correctly predicted to the total number of periods. Maximizing
the TA measure is thus equivalent to maximize the number of correctly identied periods,
whatever their type (crisis or calm). This measure does not arbitrate between type I and
type II errors as the two types of periods are not considered separately (the denominator
represents the total number of periods in the sample). We can thus be confronted with an
undesirable situation in which the optimal cut-o correctly identies all calm periods, but
only a few, or none of the crisis periods. We hence propose another measure, which arbitrates
between the two types of errors.






where J (c) denotes the Youden Index; dened as J = Se(c) + Sp(c)   1.
The Youden Index ranges between 0 and 1; the higher the proportion of calm and crisis
periods correctly identied (relatively to the number of crisis and calm periods) by the model,
the greater the J-measure. This optimal cut-o c
AM also corresponds to the cut-o that
minimizes the misclassication error measure (also called Total Error measure) dened as
the sum of the ratios of misidentied crises and false alarms to the number of crisis and calm
periods respectively. More formally, the Total Error is dened as TME (c) = 2 Se(c) Sp(c)
and corresponds to 1   J (c):
3 Evaluation Criteria
Traditionally, the forecasting abilities of an EWS are assessed only on the basis of the
crisis probabilities pt, i.e. independently of the cut-o. In fact, two criteria are generally
used, namely the Quadratic Probability Score (QPS) and the Log Probability Score (LPS). 3
The QPS statistic is simply a mean square error measure comparing the crisis probability
3. The Log Probability Score (LPS), corresponds to a loss function that penalizes large errors more
heavily than QPS, with LPS =  1=T
PT
t=1 [(1   yt)ln(1   ^ pt) + yt ln(^ pt)]: This score ranges from 0 to 1,















































(^ pt   yt)
2; (8)
where ^ pt represents the ex-ante forecast probability of crisis at time t and yt is a dummy
variable taking the value one when a crisis occurs at time t. QPS takes values from 0 to
1, with 0 indicating perfect accuracy. This metric originated in weather forecasting and has
been introduced by Diebold and Rudebusch (1989). It relies on the sum of squared residuals
as in a standard linear model.
However, these traditional criteria evaluate the EWS only on the basis of the gap between
the crisis probability and the realization of the observed crisis variable. The cut-o, essential
for an EWS, is not taken into account.
We thus propose to include the cut-o in the validation of EWS via two main ways.
On the one hand, the EWS (i.e. the crisis probabilities) and the optimal cut-o can be
jointly validated. Still, the optimal cut-o has been identied so as to maximize (minimize)
the accuracy (misclassication error) measures. Hence, we cannot use the same or similar
criteria to jointly assess the probabilities and the optimal cut-o. We draw an analogy
with calibration and validation of DSGE models (Kydland and Prescott, 1991), where the
moments of interest ("validation" step) are dierent from the auxiliary moments used in
calibration ("estimation" step). This approach is thus unfeasible in our context. On the
other hand, we can assess the forecasting abilities of an EWS conditionally to all the values
of the cut-o, i.e. from 0 to 1, in a similar vein to robustness analysis. This constitutes the
main advantage of this approach, as the predictive abilities of a "good" EWS should not
break down for reasonable changes in the value of the cut-o.
3.1 Cut-o based criteria
In this context, we propose an original evaluation criterion, the Area under the ROC
Curve (AUC), rst developed by electrical engineers and radar engineers during World War
II for detecting enemy objects in battle elds, and then used in medicine, machine learning
and credit scoring literature.
Denition 4. The ROC (Receiving Operating Characteristic) curve is a graphical tool which
reveals the predictive abilities of an EWS. More exactly, it represents the trade-o between
sensitivity and 1   specificity for every possible cut-o. The ROC curve is thus obtained
by representing all the couples fSe(c);1   Sp(c)g corresponding to each value of the cut-o









































2For a perfect EWS model, the ROC curve passes through the point (0,1), indicating that
it correctly recognizes all crisis and non-crisis periods. On the contrary, a completely ran-
dom guess about crisis would give a point along a diagonal line (the so-called line of no-
discrimination) from the left bottom to the top right corners.
Insert Figure 2




[Se(c)  (1   Sp(c))] d(1   Sp(c)): (9)
An area under the ROC curve approaching 1 indicates that the EWS is getting closer to
the perfect classication. In contrast, the expected value of the AUC statistic for a random
ranking is 0.5.
The AUC is straightforward to implement, since it can be estimated by using an average
of a number of trapezoidal approximations. Another way to obtain the AUC consists in








K(^ pj; ^ pi); (10)
where T1 (T0) is the number of crisis (calm) periods in the sample, and K (:) denotes a kernel
function that depends on the estimated crisis probabilities in crisis periods (pi;8i : yi = 1)
and calm periods (pj;8j : yj = 0) dened by:




1; if ^ pi < ^ pj
1
2; if ^ pi = ^ pj
0; if ^ pi > ^ pj:
(11)
Our toolbox allows us to evaluate EWS models by taking into account the cut-os (and
therefore the crisis forecasts, the most important output of such a model) apart from relying
solely on the crisis probabilities. The best model according to the AUC criterion is the
outperforming EWS whatever the cut-o, and implicitly it is the best one conditional to
the choice of the optimal cut-o. Indeed, taking into account the cut-o in the evaluation of











































Let us consider a simple example of two EWS (denoted by A and B) with exactly the
same forecasting abilities, but dierent estimated crisis probabilities. To be more exact, we
suppose that the series of probabilities associated with model B, i.e. pB, corresponds to an
upward shift of the sequence of probabilities associated with model A, pA, by a constant
: pA = pB + . It results that the two models have the same forecasting abilities, since the
optimal cut-o for model B diers from that of model A only by . The sensitivity and
specificity (and implicitly type I and type II errors) series associated with the two EWS
are thus identical. And yet, in this context, QPS-type criteria wrongfully privilege one of the
models. On the contrary, when taking into account the cut-o in the evaluation, e.g. AUC,
we can conclude that the two models are utterly equivalent in terms of crisis forecasts.
Let us assume that  > 0. In such a case, the crisis probabilities obtained from model B
are always higher than those of model A, as illustrated in gure 3.
Insert Figure 3
Consider that the frequency of crisis occurrence is low and that ex-post we observe two
crises of dierent but limited durations (which is the more common case in EWS literature).
QPS is based on the dierence between the probabilities outputted by the EWS and unit
(zero) during crisis (calm) periods. Accordingly, it corresponds to the sum of squared die-
rences, depicted by hatched areas in gure 3. It is thus clear that QPS for model B is higher
than the one for model A if crises are not frequent, pointing out that model A has better
predictive abilities. Still, the result depends on the frequency of observed crises (the length
of hatch areas 1 and 2 in gure 3). Formally, model A is preferred to model B if and only if:




2   2(yt   ^ pA;t)] > 0: (12)










As a result, if the proportion of crisis periods, i.e. 1=T
PT
t=1 yt, is small relatively to the ratio
of the sum of probabilities to the number of periods, i.e. 1=T
PT
t=1 pA;t and the constant ,
for  > 0, the rst model, A, is improperly considered to be more parsimonious than the
latter, B. Besides, if the frequency of crises is below =2, eq. 13 is fullled independently of
the sum of probabilities fpA;tgT









































2they have identical forecasting abilities, except for the case where  = 0, i.e. the two series of
probabilities are identical. This nding is true provided that the cut-o has not been taken
into account in the evaluation of the EWS. By contrast, the ROC evaluation criteria allow
us to conrm this equivalence.
To illustrate this theoretical ndings, let us consider the series of estimated probabilities,
pA, for two countries, Brazil (over the period 1994-2010) and Indonesia (over the period
1986-2009) obtained by estimating a logit model (see the empirical section for more details).
Denote by pB the sequence of probabilities obtained by shifting pA upwards by  = 0:2. The
left part of table 1 presents the QPS, and the AUC for each country and model.
Insert Table 1
Notice that QPS diers from one model to another, leading to the improper conclusion
that the rst model is slightly better than the second one and should be privileged for taking
policy decisions. By comparison, the criteria based on the ROC curve are identical for the
two models. To be more precise, not only the areas under the ROC, i.e. AUC, are equivalent,
but also the ROC curves themselves.
Better still, apart from the aforementioned criteria (QPSand AUC), the comparison of
two EWS models must rely on statistical test that we present in the next section.
4 Comparison Tests
Usually, the EWS literature aims to propose new econometric specications (panel logit,
Markov switching model, time varying probabilities Markov switching model etc.) or more
frequently, new choices of explanatory variables in order to improve the crisis forecast ability
(out-of-sample analysis) or the explanation of the crisis origins (in-sample analysis). These
choices cannot be reduced to simple tests of signicance, even if we are interested in the
inuence of a given variable on the crisis probability. It is well known that the signicance
of a parameter associated to a particular economic variable (in-sample) does not necessarily
mean that this variable is able to improve the forecast ability of the EWS.
Hence, the EWS literature should be based on the comparison of forecasts issued from
alternative models. However, this comparison is usually conducted according only to simple
criteria such as the QPS (with the drawbacks previously mentioned) without any statistical
inference (see, for example, Kaminski, 2003, Arias and Erlandsson, 2005, Jacobs et al., 2008)
even if they already exist in the statistical literature.
Accordingly, in the last step of our evaluation procedure, we propose to use a set of









































2from alternative EWS models. For that, let us consider two EWS models, denoted 1 and 2.
Denote by fytg
T
t=1 the sequence of observed crises series and f^ pj;t (c1)g
T
t=1 the sequence of
probabilities obtained from the EWS model j for j = 1;2.
The rst test we propose is a non parametric test of comparison of ROC curves (DeLong
et al., 1988). It is based on the comparison of the areas under the ROC curves associated
with the two EWS models, denoted AUC1 and AUC2. The null of the test corresponds to the
equality of areas under the ROC curves i:e:; H0 : AUC1 = AUC2 ; in other words, neither of
the models performs better than the other. DeLong et al. propose a test statistic based on
the dierence of AUC and use the theory on generalized U-statistics to propose an estimator
of the variance of the dierence (see Appendix 1 for technical details).
Denition 5. Under the null H0 : AUC1 = AUC2; the two EWS forecasts are equivalent,








The second test is the seminal test of comparison of forecast accuracy proposed by
Diebold-Mariano (1995) and its specic version for nested models, proposed by Clark and
West (2007). Both tests are based on the forecast errors of the two models, denoted fe1;tgT
t=1,
and fe2;tgT
t=1, with ej;t = yt ^ pj;t for j = 1;2: The null corresponds to the hypothesis of equal
forecasting accuracy, conditionally to a particular loss function g (:): These tests are very
general and can be applied with any type of loss function including MSFE, MAE, etc.. Since
there is no specic loss function in the case of EWS models, we propose to use the MSFE,
with g(ej;t) = (yt   ^ pj;t)
2. This loss function corresponds to half the QPS standard criterion,
since QPS = 2=T
PT
t=1 g(ej;t):
Denition 6. Under the null hypothesis of equal predictive accuracy of both EWS, H0:
E[(yt   ^ p1;t)
2] = E[(yt   ^ p2;t)








where dt denotes the loss dierential, dt = (yt   ^ p1;t)
2   (yt   ^ p2;t)
2, d is the loss dierential
mean, d = (1=T)
PT
t=1 dt and 2
 d;0 is the asymptotic long run variance of the loss dierential.
Following standard practice, the long run variance 2
 d;0 can be estimated with a Kernel
estimator as a weighted sum of the available sample autocovariances of the loss dierentials
fdtg
T









































2when the models are nested (since the denominator converges to zero). However, in EWS
literature we often come across cases requiring to compare nested models. An appropriate
test for nested models has been suggested by Clark and McCracken, (2001) and Clark and
West, (2007). 4
Note that the test of comparison of ROC curves relies on the AUC criterion whereas the
DM test-statistic is based on the same loss function (MSE) as the QPS criterion. It follows
that the ROC test takes into account not only the observed crises periods and the crises
probabilities issued form two EWS specications, as the DM (and its nested alternative
CW) but also all the values of the cut-o.
Let us return to the previous example of Brazil and Indonesia in which we compare two
EWS that have the same forecasting abilities. In the right part of table 1 we present the test
statistic and p-value for Clark-West (1997)'s test, based on a QPS-type loss function, and
DeLong (1988) test, relying on AUC dierences. It results that for these two countries, when
the two series of probabilities are dierent enough ( = 0:2), the WAUC test does not reject
the null hypothesis of equal forecasting abilities. On the contrary, the CW test leads to the
rejection of the null hypothesis and consequently to an improper choice of model A over B.
These ndings emphasize the importance of the three evaluation tests for comparing EWS
models.
5 Empirical Application
We now propose an empirical application to illustrate the importance of the EWS eva-
luation procedure. This application focuses on the role of the yield spread (i.e., long term
government bonds minus the short term money rate) as a forward-looking indicator in the
construction of EWS models. In a more general perspective, it can be viewed as an example
of EWS specication where the main issue consists in assessing the importance of a leading
indicator for correctly forecasting crises.
The yield spread can be considered as a forward interest rate that can be decomposed
following the expectation hypothesis theory into an expected real interest rate and an ex-
pected ination component (Estrella and Mishkin, 1996). It is hence linked to both changes
4. Let us assume that model 1 is the parsimonious model and model 2 is the larger one, that reduces to
model 1 if some of its parameters are set to 0. The corrected statistic proposed by Clark and West (2007),








where ^ ft = (yt   ^ p1;t)2   [(yt   ^ p2;t)2   (^ p2;t   ^ p1;t)2],  f is the sample average of ^ ft and 2
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2in investors' expectations and expectations of future monetary policy. Since currency crises
have been associated with credit growth sustained by excessive monetary expansion in many
countries and investors anticipations can result in capital ight, aggravating a potential cri-
sis, yield spreads can be assumed to reect distress in the balance of payment. Moreover,
since the yield spread seems to outperform other variables at long term forecasting horizons
that are relevant from an investor's point of view, this variable is more forward-looking than
other leading indicators (Estrella and Hardouvelis, 1991, Estrella and Trubin, 2006). Conse-
quently, the use of the yield spread as a forecasting tool is even more compelling since it can
signal the occurrence of a crisis in advance.
In this context, we propose to apply our evaluation methodology to asses the genuine
usefulness of yield spread in forecasting currency crises.
5.1 EWS Specication
In order to asses the inuence of yield spread, we consider a simple Logit EWS. More
formally, let yit represent the binary crisis variable for country i 2 f1;::Ng at time t 2
f1;::Tig: Ti denotes the number of time periods considered for the ith country (unbalanced
panel). For each country, the crisis (logit) probability is dened as follows:




1 + exp(i + 
0
ixit)
; i = 1;:::;N; (17)
where xit denotes a vector of macroeconomic indicators, that includes yield spread. i denotes
a constant and i the vector of slope parameters. In this rst specication, all parameters
are country specic.
The approach generally used in the literature consists in estimating the binary EWS
model in a panel framework by imposing some restrictions on the i parameters (see Berg
and Patillo, 1999, Kumar et al., 2003 inter alii). It is well know that the panel approach is a
way to reveal unobservable country heterogeneity and to increase the information set. This
last point is particularly important in the specic context of currency crisis, given the relative
scarcity of such events. However, this advantage has an obvious limit: the more heterogeneous
countries are pooled in a "meta" model, the less the restrictions (i = ; for all i) on the slope
parameters i are likely to make sense (even if we introduce individual eects i): This trade-
o between more information and heterogeneity of slope parameters i can be summarized
by a simple question, to pool or not to pool? To overcome this issue, Berg et al. (2008)
recommend to construct country clusters, for which the slope parameters can be assumed









































2rst one, proposed by Kapetanios (2003) is a pure statistical method based on an iterative
procedure of homogeneity tests. The second approach focuses on macroeconomic similarities,
crisis transmission mechanisms, contagion, etc.. We favor here the latter and consider two
regional clusters, the rst one including the Latin-American countries and the second the
South-Asian ones. 5 For each country the crisis probability is then dened as follows:
Pr(yit = 1) =
exp(i + 
0xit)





h is the hth regional cluster, h 2 f1;:::;Hg, and dim(
h) = Nh, so that
PH
h=1 Nh = N,
and dim(
h) is the number of countries in the hth cluster. i represents the xed eects (i.e.,
the constant term specic to each country).
5.2 Data and Estimation
We consider a sample of twelve countries 6 for the period January 1980 to December 2010
extracted from the IMF-IFS database as well as the national banks of the countries under
analysis via Datastream.The currency crisis indicator (the dependent variable), representing
crises in the coming 24 months, is obtained by implementing the Kaminski, Lizondo and
Reinhart (1998) modied dating method, thereafter KLRm, proposed by Lestano and Ja-
cobs (2004) (see Appendix 2 for more details). Note that in the case of binary EWS models
there is a debate related to the crisis dating quality, contrary to Markov-based models which
do not require an a-priori identication of crises in the estimation step. However, the dating
method impacts not only the estimation of an EWS, but also its evaluation, which means
that the evaluation of Markov-based EWS depends on the dating method too. To check the
sensitivity of our results to the dating method, we perform a robustness analysis based on
the pressure index proposed Zhang (2001), instead of KLRm.
In all the estimated models (regional and pooled panel logit as well as country-by-country
logit), the set of explicative variables includes growth of international reserves, growth of
exports, growth of domestic credit over GDP, rst dierence of lending over deposit rate,
rst dierence of industrial production index and yield spread. All variables are lagged one
period. Among them, the yield spread plays a key role in our analysis since we aim to gauge
its contribution to the improvement of the EWS. The other predictors are classic leading
indicators for currency crises, associated with devaluation pressure, loss of competitiveness,
5. Note that, as a robustness check, we have also considered the pooled logit model as well as the optimal
clusters derived from the Kapetanios procedure.










































2indebtedness, loan quality and recessions, respectively (see KLR; Berg and Patillo, 1999;
inter alii). The procedure used to select these leading indicators is described in Appendix 2.
A thorough attention has been given to the stationarity of the series, outliers and especially to
the possible correlation among leading indicators (see Appendix 2 for more details). We also
take into account the potential presence of serial correlation 7 using the sandwich estimator
(Williams, 2000). This method is described in Appendix 3.
insert table 2
The estimation results for the model including the yield spread are presented in table
2. The yield spread is one of the most important explanatory variables both in panel and
time-series models. It is signicant at a 5% level for the Latin-American cluster as well as for
11 out of 12 countries. The results for the pooled panel model conrm these ndings. This
rst result implies that in all the countries considered, a higher short term interest rate with
respect to the long term one, i.e. a negative slope in yield spread, signals future balance of
payment problems that lead to currency crises. The other explanatory variables generally
have the correct sign too, but their signicance plummets when regrouping the countries in
a panel set without accounting for the heterogeneity of the estimated parameters.
5.3 EWS Evaluation
To analyze the importance of the yield spread in forecasting currency crises, we consi-
der two specications of our EWS models, one that includes the yield spread indicator and
another that does not include it and compare their forecasting abilities. These models are
estimated for the two optimal regional clusters (South America and South Asia). First, let
us compare the two specications (with and without spread) using a QPS-type criteria, as
it is usually done in the literature. The left part of table 3 displays the QPS corresponding
to the two models for each of the twelve countries in our sample. The QPS criteria seems
to conrm that the spread improves the forecasting abilities of the EWS for almost all the
countries (10 out of 12).
Insert Table 3
While most of the papers in the literature would stop here and conclude to the importance
of the yield spread for all countries, we propose to go further on and to test if the spread is
signicantly important for a currency crisis. As shown in section 4, since both specications
7. Berg and Coke (2004) show, that considering a forecast horizon larger than 1 leads to autocorrelation









































2are nested, (the former can be reduced to the latter by imposing the nullity of the spread
parameter), Clark-West's (2007) CW test is used to compare the forecasting ability of the
two logit models. The results are displayed in the right part of table 3. The tests roughly
conrm the importance of spread's contribution to currency-crises forecasting but only at
10% level, oering hence a more rened diagnostic than QPS-criteria.
In particular, in the case of Brazil, Malaysia and Venezuela, the test rejects the null of
equal forecasting abilities only at 10% signicance level, whereas for Peru it cannot reject it
at all. This step provides evidence that the introduction of the spread in the model does not
provide sucient information to improve the model's ability to correctly forecast currency
crises. Figure 4 depicts the crisis probabilities for Brazil issued from the model with spread
(EWS1) and the model without spread (EWS2). Graphically, the series of probabilities seem
almost identical, conrming the results of the CW test. These ndings support the use of
statistical tests to compare EWS instead of relying on simple QPS   type criteria.
Insert Figure 4
In the next step we propose to check this diagnostic by relying on criteria integrating
the cut-o. We thus use the AUC evaluation criterion (see the left part of table 3) and nd
evidence of a positive eect of the yield spread on the forecasting abilities of the EWS. For
most of the countries, the AUC is always higher for the logit with yield spread relatively
to the logit without yield spread. Still, relying on AUC criterion instead of QPS, we iden-
tify one country, namely Argentina, for which the yield spread does not contribute to the
improvement of the EWS.
However, the main impact of the cut-o is that the dierences between criteria are gene-
rally proven to be statistically insignicant. The right part of table 3 displays the DeLong's
(1988) test statistics WAUC and their p-values. Under the null, the areas under the ROC
of both logit models are identical. These tests conclude to the rejection of the null only for
6 countries out of 12. In particular, for Argentina, Brazil, Peru, Philippines, Uruguay and
Venezuela no gain in terms of sensitivity and specicity - no improvement in the type I and
type II errors - results from the introduction of the spread in the EWS model. Indeed, this
test leads to the conclusion that spread is important mostly for South-Asian countries. It
appears that 5 out of the 6 countries for which this leading indicator improves the EWS be-
long to this cluster. For the South-American cluster, it seems that the yield spread does not
signicantly improve the crisis forecasts. Taking into account the cut-o in the evaluation
leads hence to relativize the importance of spread in crisis forecasting. It is thus evident that
this comparison of the areas under the ROC test allows us to better grasp the signicance









































2empirically supports the use of AUC type criteria and tests, that are able to provide a more
reliable diagnostic for any EWS.
Insert Table 3
5.4 Optimal cut-o
Previous results suggest that for some countries, e.g. Indonesia, Malaysia, Mexico, South
Korea, Taiwan, and Thailand, the yield spread has a signicant impact on the forecasting
abilities of the EWS, whereas for others the inuence of this variable is not signicant. We
now investigate the forecast accuracy of the outperforming model (with or without spread) for
each country by identifying the optimal cut-o and calculating the associated percentage of
correctly identied crisis (respectively calm) periods, i.e. sensitivity (respectively specicity).
To emphasize the importance of the optimal cut-o in crisis forecasting, the time-series results
are also presented in a similar vein to robustness check.
Insert Table 4
The right part of table 4 displays some descriptive statistics of the three cut-os consi-
dered, i.e. credit-scoring, c
CSA, accuracy measures, c
AM and noise-to-signal ratio, cNSR for
the country-by country analysis. The major insight is that the NSR cut-o proposed by
Kaminski et al. (1998) is always larger than the optimal cut-o we propose. The dierence
is signicative, as the mean ratio is of 2 to 1 for the panel analysis and 3.3 to 1 for the
country-by-country analysis. Besides, cNSR is characterized by a larger dispersion relative to
the other two cut-o. It results that the average forecast performance of the EWS model
are quite dierent given the cut-o choice. The use of an optimal cut-o leads on average to
a correct identication of at least 2/3 of the crisis and calm periods, as sensitivity exceeds
72% on average and specicity outruns 71%.
On the contrary, the NSR cut-o leads to a perfect identication of calm periods (speci-
city = 100%). However, this accuracy with respect to calm periods is possible only to the
detriment of the crisis ones, since the average sensitivity is equal to 5:2%. In other words,
the average type I error (false negative) is larger when using cNSR, while the average type
II error (false alarms) is lower compared to c
CSA and c
AM. Thus, the optimal cut-o are
less sensitive to false alarms compared with missed crises. One rationale behind this could
be that policy makers and enterprises are possibly willing to take a 'crisis insurance' and to
accept a possible false alarm rather than be taken by surprise by a crisis, especially since the










































The performance of the optimal model at the country level conrms our previous ndings
i.e. the use of an optimal cut-o improves signicantly currency crises forecasts (see table 5).
Take the example of Argentina. 8 Using the NSR criteria leads to the correct identication
of all the calm periods, but only 8:1% of the crisis periods. Assuming that a crisis occurs each
ten years on average, it would take the model 123.46 years to correctly predict a currency
crisis. At the same time, with our c
CSA cut-o the probability to correctly identify crises
periods rises to 70:3% and the time necessary to correctly identify a crisis reduces to 14.2
years. This increase in sensitivity (and drop in misidentied crises) is possible only at the
cost of more false alarms. However, if we admit that the cost of a false alarm is lower than
the one of a misidentied crisis, the gain becomes evident, especially since a large increase
in the proportion of crises correctly identied (from 8:1% to 70:3%) is associated with a
smaller reduction of specicity (from 100% to 64:8%). An extreme case is that of Malaysia.
To correctly identify all calm periods, the value of the NSR cut-o rises until reaching the
value of 0.245, missing all the crisis periods (sensitivity = 0). By contrast, the optimal cut-
os correctly identify not only the crisis periods (sensitivity = 0.839) but also the calm ones
(specicity = 0.810). The time-series results conrm this forecast gain associated with the
computation of the optimal cut-o.
Insert Figure 5
Figure 5 depicts the cut-os (z axis) against their associated sensitivity (x axis) and
specicity (y axis) in a 3D scatterplot. The points on this gure correspond to the three
types of cut-o estimated (CSA, NSR and AM) for the twelve countries in the sample.
We observe that the values of optimal cut-o CSA and AM are relatively low (z axis)
compared to the NSR ones. Besides, they are concentrated in a region with large specicity
and sensitivity, indicating that these cut-os correctly identify most of the crisis and calm
periods. On the contrary, the NSR cut-o correctly identies all calm periods at the expense
of most of the crises. Graphically, these cut-o are clustered around specicity equal to one
(y axis) and small values of sensitivity (x axis).
As mentioned in section 2.1, the optimal cut-o can also be analyzed in terms of vul-
nerability to crisis. Figures 6 and 7 depict the currency crisis probability series issued from
the optimal EWS model as well as the optimal credit-scoring cut-o c
CSA. Notice that the
crisis probabilities during the calm periods in the second half of the sample are as elevated as
before, suggesting that the forecasting abilities of macroeconomic indicators have not been
improved recently.









































2Insert Figures 6 and 7
We nd that crisis probabilities during calm periods do not exhibit a downward trend,
revealing a certain constant pressure in the exchange market. The highest pressure, as the
optimal cut-o indicates, corresponds to Brazil, Peru, Philippines and Venezuela. Notice,
however, that Brazil and Peru are characterized by a lower volatility than the other two
countries during calm periods, while for Venezuela the model does not seem to perform too
well. By contrast, the rest of the countries are characterized by a lower cut-o (around 0.2).
Furthermore, the variance of the crisis probability series during observed crises is higher than
the one characterizing calm periods in most countries. This could be explained by alternating
moments of extreme vulnerability and short periods of recovery all the way through the crisis.
Among others, the recent nancial crisis has left two of the twelve countries in our analysis,
namely Peru, and South Korea on the verge of a currency crisis (the KLRm and Zhang
dating methods identify both events). At the same time, we also identify risky periods in the
recent years that are not considered as crises by the dating method. It is particularly the case
of Indonesia, Thailand, and Venezuela, for which crisis probabilities soar, indicating balance-
of-payment vulnerability. How comes that for these countries our dating method does not
identify a currency event after 2007? Looking at the three indicators on which the pressure
index relies, i.e. relative changes in exchange rate, relative changes in international reserves
and absolute changes in interest rate, we ascertain the idea that in these countries the drop in
reserves, the exchange rate depreciation and the rise in interest rate are incomparably lesser
than those registered during previous currency crises, and they are not simultaneous. On the
contrary, Peru knows one of its largest sudden drops in the growth of international reserves,
whereas South Korean interest rates soar. It is thus clear that most of these emerging markets
have become more resilient to currency crises over time, since in spite of their vulnerability,
they do not face extreme movements in the balance of payment during the crisis period
2007   2009.
5.5 Robustness Check
We now propose a sensitivity analysis of our results to the choice of crisis dating method.
In a binary model (logit, probit, etc.), this choice impacts not only the evaluation results,
but also the estimation of the parameters of the EWS. In the worst case, we could argue that
it is useless to asses the EWS forecast with respect to a dating scheme that could be invalid.
The aim of our paper is neither to provide a new dating methodology, nor to show that the
KLRm is the best dating procedure. We consider only that it is possible to identify the crisis









































2economic experts' analyses or can be done through a pressure index approach. Whatever the
methodology used, in this paper, we simply assume that it is possible ex-post to well identify
the crisis. If this assumption is not satised, no EWS evaluation is possible whatever the
model used (logit, markov, etc.).
Insert table 6
However, currency crises (and other crises) may not be precisely identied. That is why
we recommend to conduct a robustness check of the evaluation procedure to the choice of
the crisis dating method. Here, we propose to consider the Zhang dating method instead of
KLRm. The robustness check ndings for our EWS evaluation are summarized in table 6:
The QPS evaluation criterion indicates that the spread is important in forecasting currency
crises for 10 out of 12 countries, and AUC conrms these ndings. As for the comparison
tests, CW generally supports the alternative hypothesis that the model with spread out-
performs the one without this variable (7 out of 12 countries at the 5% signicance level).
Instead, the WAUC test rejects the null hypothesis of equal forecasting abilities for 6 countries
at the 5% level in favor of the model with yield spread. More precisely, for countries like
Argentina, Indonesia, Malaysia, Peru, Philippines, South Korea, Taiwan, Thailand, Uruguay
and Venezuela, the results obtained with the Zhang dating method go along the lines of our
previous analysis, based on the KLRm dating method.
Nonetheless, changes in the dating method reect in both the observed crisis series and
the estimated crisis probabilities and thus in the relative comparison of the two models (with
and without spread). More exactly, this time QPS and AUC favor the model without spread
for three countries, i.e. Mexico, Peru and Philippines, while both comparison tests conrm
this intuition.
Insert table 7
Moreover, the three cut-o considered (c
CSA, c
AM and cNSR) have the same characteristics
as in our previous analysis. Table 7 reports their descriptive statistics. For instance, the
average NSR cut-o is at least twice the optimal ones, leading to the correct identication
of all calm periods at the expense of most of the crisis ones, exactly as previously found.
By contrast, the optimal cut-o lead to a better trade-o between type I and type II errors;
by lowering the value of the cut-o, the number of crises correctly identied raises at a
higher speed than the increase in false alarms. Our cut-o thus lead to an average correct










































In this paper, we propose an original, model-free, evaluation toolbox for EWS. This
general approach not only assesses the validity of EWS forecasts, but also allows comparing
the relative performance of alternative EWS. It is actually a two-step procedure combining
the evaluation of the competing EWS and the comparison of their forecasting abilities. We
show both theoretically and empirically that the cut-o has to be taken into account in EWS
evaluation since existing QPS-type evaluation criteria often lead to diagnostic error. More
importantly, we argue that the signicance of the dierence in evaluation criteria for two
alternative models has to be tested in a statistical framework. To this aim, we introduce
several comparison tests. Then, the optimal cut-o, the one that best discriminates between
crisis and calm periods (by simultaneously minimizing type I and type II errors) is identied
for the outperforming model. Therefore the cut-o appears as a key element in economic
actors' decisions as it labels a country as vulnerable or not at a given moment. Additionally,
we assert that the optimal cut-o is dierent from the NSR one, previously used in the
literature, and on top of that, it leads to a better trade-o between the two types of errors.
Our new methodology has four main advantages. First, it is model-free (it can be applied
to any EWS, independent of the underlying econometric model). Second, it can be used to
assess EWS for any type of crises (currency, banking, debt, etc.). Moreover, it can be used not
only for an in-sample evaluation, but also to assess the out-of-sample forecasts of an EWS.
Besides, it covers both the selection of the outperforming model and the crisis forecast, thus
proving to be extremely useful for researchers and economic actors as well.
Applying our evaluation toolbox to a sample of twelve emerging countries from 1980 to
2010, we show that the criteria and tests including the cut-o should be favored as they allow
us to better rene the forecasting abilities of EWS. Indeed, the yield spread appears to be
an important indicator of currency crises in half of the countries when we rely on the Area
under the ROC comparison test, whereas it rst seems to be essential in all the countries
considered (when using QPS-based tests like Clark-West). Furthermore, the optimal cut-o
correctly identies on average more than 2/3 of the crisis and calm periods, in contrast with
the NSR one, that correctly forecasts all the calm periods at the expense of most of the
crisis ones.
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Appendix 1. Comparison of ROC Curves Test
The non-parametric test of comparison of ROC curves has been proposed by DeLong
et al. (1988). It is based on the comparison of the areas under the ROC curves associated
with the two EWS models, denoted AUC1 and AUC2. The null of the tests corresponds to






Under the null, it has an asymptotic 2(1) distribution. By denition the asymptotic variance
of the dierence V(AUC1   AUC2) is equal to:
V(AUC1   AUC2) = V(AUC1) + V(AUC2)   2cov (AUC1;AUC2) (20)
Each of these three elements can be estimated using a non parametric kernel estimator. Let
us consider V the variance covariance matrix of the vector (AUC1 AUC2)









































2kernel estimator of V, denoted b V, can be derived from the theory developed for generalized










where T1 (respectively T0) is the number of crisis (respectively calm) periods in the sample,































































































where K (:) denotes a kernel function of the estimated crisis probabilities in crisis periods
(yi = 1) and calm periods (yj = 0) dened by:




1; if ^ pi < ^ pj
1
2; if ^ pi = ^ pj











































There is no ocial currency crisis dating method similar to the one NBER proposes
for recessions. Therefore, a crisis episode is generally detected when an index of speculative
pressure exceeds a certain threshold. Many alternative indexes have been developed and used
for identifying currency crises. But they are all non-parametric termination rules that take
into consideration the size of the movements in a combination of a number of series. Lestano
and Jacobs, (2004) compare several currency crisis dating methods, aiming to identify the
one that recognizes most of the crises categorized by the IMF for the 1997 Asian u. They
conclude that the KLR modied index, the Zhang original index (Zhang, 2001), and extreme
values applied to the KLR modied index perform best.
Following their results, we identify crisis periods using the KLR modied pressure index













where eit denotes the exchange rate (i.e., units of country i's currency per US dollar in
period t), rn;t represents the foreign reserves, while irit is the interest rate. Meanwhile, the
standard deviations X are actually the standard deviations of the relative changes in the
variables, (Xit=Xit), where X denotes each variable separately, including the exchange rate
and the foreign reserves, with Xit = Xit   Xi;t 6. For the interest rate, ir is the standard
deviation of the absolute changes in interest rate. For both subsamples, the threshold equals





1; if KLRmit > 2KLRmit + KLRmit
0; otherwise:
(26)
To check the robustness of our results to the dating method, we also consider the Zhang
pressure index instead of the KLRm. It is dened as follows:
Crisisit =
8
> > > <















9. In the case of KLR the threshold equals three standard deviations; however, in this case, Taiwan would
never register any currency crises, which is historically not accurate. For example, Taiwan was not exempted











































eit is the standard deviation of (eit=eit) in the sample of (t-36, t-1), and 
0
rit is the
standard deviation of (rit=rit) in the sample of (t-36, t-1). The thresholds are set to 1 = 3
and 2 =  3. Contrary to the KLRm index, the interest rates are excluded from the ZCC
and the thresholds used are time-varying for each component.
From a macroeconomic point of view, it is more important to know if there will be a
crisis in a certain horizon than in a certain month, because this time period allows the state
to take steps to prevent the crisis. Consequently, we dene for each country C24t, which
corresponds to yt from our general framework and thus serves as the crisis dummy variable











At the same time, several explanatory variables from three economic sectors are conside-
red (Lestano et al., 2003) on a monthly frequency and denoted in US dollars:
1. External sector: the one-year growth rate of international reserves, the one-year growth
rate of imports, the one-year growth rate of exports, the ratio of M2 to foreign reserves, and
the one-year growth rate of M2 to foreign reserves.
2. Financial sector: the one-year growth rate of M2 multiplier, the one-year growth rate of
domestic credit over GDP, the one-year growth rate of real bank deposits, the real interest
rate, the lending rate over deposit rate, and the real interest rate dierential.
3. Domestic real and public sector: the industrial production index.
As in Kumar, (2003), we reduce the impact of extreme values by using the formula:
f(xt) = sign(xt)  ln(1 + jxtj). Traditional rst generation (Im, Pesaran, Shin, 1997 and
Maddala and Wu, 1999) and second generation (Bai and Ng, 2000 and Pesaran, 2003) panel
unit root tests are performed, leading to the rejection of the null hypothesis of stochastic
trend except for the lending rate over deposit rate and industrial production index indicators.
Hence, these series are substituted by their rst dierences.
Finally, we identify the most correlated leading indicators for each country. Two indicators
are considered as being correlated for a certain country if Pearson's correlation coecient is
higher than a 30% threshold. It seems that growth of real exchange rate and real interest
rate are highly correlated with most indicators for all countries, whereas the rst dierence
of lending rate over deposit rate, the rst dierence of the industrial production index and
yield spread are the least correlated ones with all the other indicators for all the 12 countries.
The competing models are dened such that no couple of indicators is correlated in more









































2information criteria of the pooled panel data models, i.e., growth of international reserves,
growth of exports, growth of domestic credit over GDP, rst dierence of lending over deposit
rate, rst dierence of industrial production index and yield spread. The missing values
through the series are replaced using cubic splines interpolation, but when the series revealed
missing values at the beginning of the sample, such as "the one-year growth of terms of trade"
or "yield spread", the corresponding observations are dropped from the analysis, leading to
an unbalanced panel framework. Table 8 shows the period covered by the leading indicators
for each of the 12 countries.
Insert Table 8
Appendix 3: A Robust Estimator of the Variance of the
Parameters
To compute robust estimators of the variance for logit models we use a sandwich esti-
mator. Technically, variance-covariance matrix of the estimators is asymptotically equal to
the inverse of the hessian matrix: V(^ ) =  H(^ ) 1. However, this is appropriate only if we
employ the real Data Generating Process (DGP). For a more permissive method from this
point of view, we dene the variance vector as follows:
V(^ ) = ( H(^ )
 1)V(g(^ ))( H(^ )
 1); (29)
where H(^ ) 1 is the inverse of the hessian matrix, and V(g(^ )) is the variance of the gradient.
Using the empirical variance estimator of the gradient we nd that:








which is a robust variance estimator for the time-series model.
The main advantage of this sandwich method is that it can also be applied in the case
of grouped data, as in our case. It is important to note that in the current situation, each
country from a cluster is a group of time-series observations that are correlated. Thus,
the observations corresponding to a country are not treated as independent, but rather
the countries themselves which form the clusters, are considered independent. Therefore,
instead of using gt(^ ), we use the sum of gt(^ ) for each country, while T is replaced by
the number of countries in a cluster. These changes ensure the independence of so-called









































2Figure 1 { Optimal Cut-o determination


















































































2Figure 4 { Brazil - Crisis probabilities



























































































































2Table 1 { Example: Evaluation Criteria
Country Model QPS AUC CW ROC
Brazil EWS1 0.454030 0.639801 Statistic 5.537*** 0
EWS2 0.534030 0.639801 P-value < 0:001 1
Indonesia EWS1 0.231282 0.807832 Statistic 9.876*** 0
EWS2 0.311282 0.807832 P-value < 0:001 1
Note: Two EWS with equal forecasting performance are compared by using evaluation criteria (QPS and AUC ) as well as
comparison tests (CW and ROC). The smaller the QPS the better the model; the larger the AUC, the better the model.
The null hypothesis of both test is the equality of forecasting abilities of the two models. The alternative indicates that the
non-constraint model (EWS1) is better than the other one. The asterisks *,**, and *** denote signicance at the 90%, 95%
and 99% level, respectively.
Table 2 { EWS Estimation
Panel Model Time-series Model
Pooled Regional 1 Regional 2 Signicance
(South America) (South Asia) at 5% level at 1% level














































Note: The table presents the estimation results for the pooled panel model, regional panel model and country-by-country
(time-series) models. The gures between parentheses are t-statistics. The asterisks *,**, and *** denote signicance at the
90%, 95% and 99% level, respectively. For the time-series models we present the number of countries for which a specic variable









































2Table 3 { EWS Evaluation: Regional Panel Model
Evaluation Criteria Comparison Tests
Model QPS AUC CW test WAUC test




without spread 0.288 0.705*




without spread 0.461 0.646





without spread 0.262 0.616





without spread 0.259 0.765





without spread 0.400 0.537




without spread 0.459* 0.601*




without spread 0.439* 0.537*





without spread 0.260 0.691





without spread 0.351 0.443





without spread 0.285 0.648




without spread 0.270 0.786




without spread 0.488 0.471
Note: QPS ranges from 0 to 2, the lower its level, the better the model. The AUC criteria takes values between 0.5 and 1, 1
being the perfect model. The best model according to each evaluation criteria is denoted by an asterisk (*). The null hypothesis
of the comparison tests is the equality of predictive performance of the two models. The alternative of the Clark-West, CW, and
Diebold-Mariano test, DM, is the statistical dierence between the two criteria (it indicates that the model with the smaller
QPS is better than the other one), while the alternative hypothesis of the DeLong, WAUC, test is the statistical dierence
between the two areas (the model with a larger AUC is better). The asterisks *,**, and *** denote test signicance at the 90%,
















































Average 0.245 0.239 0.815 0.246 0.233 0.477
Std-deviation 0.079 0.117 0.130 0.084 0.092 0.213
Minimum 0.147 0.115 0.567 0.162 0.118 0.245
Maximum 0.371 0.437 0.993 0.378 0.388 0.955
Average Sensitivity 0.72 0.819 0.048 0.656 0.745 0.052
Average Specicity 0.72 0.711 1.000 0.654 0.635 1.000
Note: This table includes some descriptive statistics for the cut-os. We select the optimal cut-o for the best model by using
two methods (credit-scoring - CSA-, and accuracy measures - AM-). For comparison reasons we also present KLR's NSR
cut-o. The corresponding average levels of correctly identied crisis and calm periods are also included.
Table 5 { EWS Forecasting abilities
Time-series Regional Panel
cut-o sensit specif cut-o sensit specif
Argentina c
CSA 0.151 0.703 0.703 0.185 0.703 0.648
(without spread) c
AM 0.120 0.892 0.624 0.185 0.703 0.648
cNSR 0.782 0.108 1.000 0.254 0.081 1.000
Malaysia c
CSA 0.293 0.935 0.939 0.171 0.839 0.810
(mixt) c
AM 0.293 0.935 0.939 0.169 0.935 0.798
cNSR 0.993 0.000 1.000 0.245 0.000 1.000
Note: The optimal model, as resulting from table 3, is chosen for each country. We select the optimal cut-o by using two
methods (credit-scoring - CSA-, and accuracy measures - AM-). The corresponding proportion of correctly identied crisis
(calm) periods, denoted sensit, (specif) are also presented. Note that type I and type II errors can be obtained as their









































2Table 6 { EWS Evaluation: Regional Panel Models (Robustness check)
Evaluation Criteria Comparison Tests
Model QPS AUC CW test WAUC test




without spread 0.500 0.508





without spread 0.496 0.547





without spread 0.356* 0.455





without spread 0.433 0.610





without spread 0.334* 0.516*





without spread 0.375* 0.646*





without spread 0.308* 0.692*





without spread 0.289 0.565





without spread 0.174 0.541





without spread 0.396 0.559




without spread 0.317 0.604




without spread 0.385* 0.528
















































Average 0.269 0.262 0.805 0.271 0.275 0.514
Std-deviation 0.115 0.144 0.120 0.119 0.123 0.209
Minimum 0.105 0.087 0.638 0.101 0.098 0.157
Maximum 0.501 0.496 0.957 0.498 0.514 0.848
Average Sensitivity 0.733 0.834 0.112 0.603 0.611 0.028
Average Specicity 0.732 0.694 1.000 0.606 0.689 1.000
Note: See note to table 4.
Table 8 { Database
Country Period
Argentina February 1994 - December 2010
Brazil February 1995 - August 2009
Indonesia February 1986 - August 2009
Malaysia February 1993 - April 2009
Mexico February 1982 - August 2009
Peru November 1995 - January 2009
Philippines January 1987 - February 2008
South Korea September 1981 - December 2010
Taiwan February 1986 - December 2010
Thailand February 1994 - January 2009
Uruguay January 1992 - April 2007
Venezuela February 1997 - December 2008
Note: Data availability.
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