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Abstract
Policies and interventions in the health-care system may have a wide range of effects on multiple patient 
outcomes and operate through many clinical processes. This presents a challenge for their evaluation, 
especially when the effect on any one patient is small. In this essay, we explore the nature of the  
health-care system and discuss how the empirical evidence produced within it relates to the underlying 
processes governing patient outcomes. We argue for an evidence synthesis framework that first models 
the underlying phenomena common across different health-care settings and then makes inferences 
regarding these phenomena from data. Bayesian methods are recommended. We provide the examples of 
electronic prescribing and increased consultant provision at the weekend.
Scientific summary
Decisions to adopt new health technologies rely on evidence of their effectiveness along with their costs. 
For targeted clinical interventions, this evidence may come from randomised studies with well-defined 
end points. The effects of structural interventions or policy changes in health-care services are not as easily 
measured, as they are often disparate, affect multiple processes and end points, and may only be small in 
any one patient. The evaluation of structural interventions and policies therefore requires the synthesis of 
multiple forms of evidence from across the causal pathway that links the intervention to the outcomes that 
are relevant for the decision-making process.
The health-care system is a complex system that features multiple, interacting causal processes, emergent 
behaviours at different levels and non-linear responses to change. However, there are phenomena that 
are consistent across different health-care settings, and the causal processes by which an intervention 
may affect patient clinical outcomes are generally understood. These phenomena are distinct from the 
data from which they are inferred. These data may take multiple forms and be subject to many sources of 
bias and error. A researcher can, through literature review and expert consultation, construct a qualitative 
causal model of the phenomena of interest. This provides a framework both for identifying the relevant 
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literature and for the development of estimators of the effect of interest. Well-established evidence 
synthesis tools such as meta-analysis and bias modelling can then be used to make inferences about the 
phenomena of interest and their relationships. A Bayesian methodology is best suited to this form of 
research, as it permits the propagation of uncertainty through models, fits naturally in a decision-making 
framework and allows researchers to update results when new information becomes available.
Ongoing developments in evidence synthesis, such as methods for rapid reviews, bias modelling, and 
synthesising qualitative and quantitative evidence, will improve the evaluation of structural interventions. 
Many interventions converge on the same causal processes; research can be optimally targeted at 
understanding such pathways to facilitate future evaluations.
The purpose of evidence synthesis
A wide range of policies and interventions is available to the health-care system. Each of these has a 
potential effect on patient health and quality-of-life outcomes and a decision must be made whether or 
not to implement each policy or intervention. Any choice, including doing nothing, has an opportunity 
cost, which is the best outcome that could have been achieved using the same resources. The appropriate 
policy decision must, therefore, turn on the basis of whatever evidence is available.
The purpose of evidence synthesis is often to inform clinical decisions.1 For example, the National Institute 
for Health and Care Excellence in England uses systematic reviews and meta-analyses to produce clinical 
guidelines,2 often based on cost-effectiveness analyses, which may themselves include evidence syntheses.3 
Such evidence synthesis is generally only across studies. In the more complex case of health services 
research, synthesis takes place both within and between studies. The reason for this is to be found in the 
complex nature of casual pathways that exist in health services research.
A feature of health service interventions is that they propagate themselves across the health-care system. 
That is to say, there is a causal chain that may involve many mediating variables between an intervention 
and its effects on patients.4 It follows that changes in the system which are captured by intervening 
variables are important in interpreting and explaining the effect of service interventions. A simple example 
of such a causal chain is shown in Figure 1.1. The system is conceptualised as having different levels which 
may begin at the patient level and end in the Department of Health. Within this framework, interventions 
could be classified according to the ‘level’ at which they act on the system. Clinical interventions, such as 
clinical guidelines, are designed to impact on clinicians; generic interventions, such as a human resources 
policy, are designed to impact at a managerial level; and policy interventions, such as the method of 
reimbursement, may be designed to interact across many organisations.
FIGURE 1.1 Causal chain showing how interventions at different levels may impact on downstream processes  
and outcomes. Reproduced from Evaluating policy and service interventions: framework to guide selection and 
interpretation of study end points, Lilford RJ, Chilton PJ, Hemming K, Girling AJ, Taylor CA, Barach P, vol. 341,  
p. c4413, 2016,4 with permission from BMJ Publishing Group Ltd.
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The purpose of an evidence synthesis is to piece together the various observations from each level that 
have been made of a particular system to gain knowledge of the relationships between the variables in this 
system. An individual study may provide insight into a number of aspects of the health-care system. It may 
observe a number of relevant variables that impact on the effect of an intervention across the causal chain. 
But, as in health technology assessment, this evidence must be assimilated in combination with other 
studies examining the same phenomena. There may be biases within any study, including randomised 
controlled trials (RCTs). Indeed, within any one study there may be biases as a result of study design, 
problems with implementation or interacting factors from other parts of the organisation, each of which 
needs to be considered when making any inferences. Between studies there may be differences  
in the observed relationships between variables, whether through natural variation or differing institutional 
contexts, and there may be publication biases. Thus, evidence synthesis needs to takes place both within 
and across studies.
The decision-maker needs to understand how an intervention functions and to be able to predict its 
effects. The process by which it functions may be relatively simple, such as how a particular medication 
affects the risk of mortality, or more complex, such as how a policy within a hospital affects patient length 
of stay, for example. In the former case, the intervention and the outcome can often be measured directly, 
along with any relevant variables that may causally related, in an experimental setting. In the latter case, 
the effect on any one patient may be too small, the duration between implementing the intervention  
and observing changes in patient outcomes may be too long, or there may be co-occurring changes to the 
institution to warrant any single study and make reliable inferences from it; in these cases the evidence 
is generally limited to other more upstream outcomes.4 In this case, evidence produced from across the 
causal pathway would need to be synthesised to quantify the effect of interest.
What is clear is that the nature of the system producing the evidence observed needs to be understood 
for inferences to be made from such evidence. A ‘black box’ approach is not recommended, for reasons 
we explain later. For large systems, such as the health-care system, inference often takes place in a 
piecemeal fashion, with many small studies each examining parts of the whole system. There may be 
a number of different candidate causal models which explain the phenomena of interest that may be 
empirically indistinguishable from one another.5 Specific knowledge of the health-care system is required 
for development of a valid causal theory. Thus, all forms of evidence produced may help to clarify the 
question under consideration, from ethnographic and qualitative evidence to quantitative evidence, both 
observational and experimental.
Decisions have been emphasised as an important motivating reason for conducting an evidence synthesis. 
Bayesian inference works more naturally with decision analysis. A decision-maker may want to know, once 
we have taken the evidence into account, what the probability is that an intervention is effective, or what 
the odds are that the value of an effectiveness parameter lies in a particular region. A Frequentist must 
remain tongue-tied in the face of such a question, whereas Bayesian methods results can be interpreted in 
this way. The choice of methods should therefore reflect not only what is being studied but also the reason 
for which it is being studied.
The nature of the system
Health service institutions are complex systems. It is important here to distinguish between a complex 
system and a complex intervention. The latter describes an intervention that may be composed of multiple 
interacting components which may differ depending on the context in which it is used; one example of 
this is an electronic prescribing system for hospitals.6 Guidance already exists for the evaluation of complex 
interventions.7 A complex system, on the other hand, describes a set of dynamic properties of a system. 
These properties make analysis and evaluation more challenging, and methods usually used to evaluate 
simple, clinical interventions may not be appropriate.8 (Issues of complexity in evaluation are further 
discussed in Essay 6.)
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Let us consider why a health-care institution is a complex system.9 It comprises many interacting, casual 
processes. As stated above, there are multiple levels of the system, so patterns of behaviour can be 
observed at the individual patient and clinician level, or at more aggregate levels such as the ward or 
even hospital level. There are emergent processes – by which we mean that the behaviour of the system, 
when viewed at an aggregate level, arises from the interaction of agents at a lower level, despite those 
agents not exhibiting the same behaviours. For example, increases in waiting times or systematic failures 
may occur in accident and emergency departments despite the behaviour of all the clinical staff and their 
interactions with patients remaining the same. Non-linear relationships exist in health care and the output 
may be greater or less than the sum of its parts. Small changes to processes whereby components of the 
health-care system interact, such as an information technology system to identify medication errors in 
general practice,10 may have large effects on patients. This may then improve patient outcomes, freeing 
up clinician time and other resources, leading to further improvements for other patients: these are 
spillover effects.
One may view the complexity of a health-care system as prohibiting successful modelling of that system, 
but this view would ignore the successes of other fields which study complex systems. For example, to 
model infectious disease epidemiology, we generally use simple models at an aggregate level, such as the 
Susceptible, Infected, Recovered model.11 From a more general perspective, the methods of biology are 
different from those of physics despite biological objects comprising physical objects such as atoms and 
molecules. Biology enjoys success despite being a study of complex systems.
The difficulty of conducting experiments differs across various types of complex system. In biology it may 
be possible to conduct experiments at the system level: cells or individual people can be randomised to 
different conditions. In climate science, on the other hand, the system as a whole cannot be subject to 
experimentation, although experiments could be conducted on parts of the system. Health services offer 
an intermediate position; sometimes experiments, specifically RCTs, are possible, especially for interventions 
that interact ‘close to the patient’ (e.g. targeted service interventions in Figure 1.1). The repertoire of types 
of trial for health services research is further discussed in Essay 2 in this volume. For example, there are 
many hundreds of trials of methods to improve adherence to quality standards (e.g. Flodgren et al.12,13).  
Experiments have even been conducted at the level of whole hospitals or wards (e.g. Hillman et al.,14 
Cumming et al.15). Nevertheless, there are many circumstances in which experiments are just not possible 
and have not been done. Alas, even when experiments have been done, it is still necessary both to 
understand why or how the intervention succeeded or failed, and to link the outcomes in the observed 
study to many other relevant patient clinical outcomes. And, to make rational and consistent scientific 
judgements about the effects of interventions on phenomena outside of the study design, or in a new 
time or place, an understanding of mechanisms is required.
The aim of models is to predict and explain phenomena in the health-care system. Each element in the 
model is representative of a phenomenon, which we can describe as a stable feature of the health-care 
system. Phenomena here are distinguished from the data from which they are inferred.16 This distinction 
leads to a number of important conclusions relevant to evidence synthesis. Phenomena are generally stable 
and are the result of the confluence of a manageable number of causal factors, whereas data are noisy 
measures of the phenomena that are generated by a very large number of factors, including measurement 
error and bias.
Consider the model presented in Figure 1.2, which shows the relatively simple example of how an 
electronic prescribing system may impact on patient clinical outcomes. The phenomenon of an adverse 
drug event in this model is caused by a medication error made in the process of health-care delivery. There 
may be other relevant causal factors, such as the presence or absence of a monitoring system, but the 
underlying theory is fairly straightforward. The data from which the presence of an adverse drug event 
is inferred may be very noisy. Typically, adverse drug events are identified by case note review; different 
reviewers may have different thresholds for what is considered an adverse drug event, the quality of 
case notes might differ from hospital to hospital, and so forth. We can, therefore, distinguish between 
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assessing the reliability of data and explaining the underlying phenomenon.16 This may be considered a 
viewpoint from a realist philosophy of science. For example, in the evaluation of a patient safety initiative, 
Benning et al.17,18 measured errors and adverse events in multiple institutions. Multiple expert reviewers 
were used in the case note review, and there were controls for seasonal effects as well as reviewer learning 
and fatigue. However, these very real issues of data quality should not be conflicted with the phenomena 
to which they relate: in this case the link between intervention components and intervening variables and 
the link between intervening variables, clinical processes and adverse events (see Figure 1.1). We return 
to the question of assessing data reliability later and of methods for dealing with biases. To quote Bogen 
and Woodward:16
In undertaking to explain phenomena rather than data, a scientist can avoid having to tell an 
enormous number of independent, highly local, and idiosyncratic causal stories involving the (often 
inaccessible and intractable) details of specific experimental and observational contexts. He can 
focus instead on what is constant and stable across different contexts. This opens up the possibility 
of explaining a wide range of cases in terms of a few factors or general principles. It also facilitates 
derivability and the systematic exhibition of dependency-relations.
The models can and should reflect important aspects of the system, such as why there are non-linearities  
in the system, but ultimately we are trying to explain why an intervention works and predict its effects.  
The function of the data is to help with this task.
There are both observable and unobservable processes governing a health-care system. For example, the 
mortality rate may be easily measurable, but levels of staff morale are not. The question to the researcher 
then is how to gain knowledge of these processes and their structure in order to develop a model. 
We take the point of view that abduction is how knowledge is gained: the theory that is inferred from 
observation is that which is most likely, and most simple.19
To illustrate the abductive process, Lipton provides the example of Ignaz Semmelweis.19 Semmelweis 
wanted to find the cause of childbed (puerperal) fever in order to prevent the high rates of mortality it was 
causing in the Viennese hospital where he worked in the 1840s. Semmelweis had competing hypotheses 
about why the incidence of childbed fever was much higher in one maternity division than the other. The 
accepted explanation at the time was one of ‘epidemic influences’ that descended over entire districts, 
but that could not explain the difference between the divisions. Other explanations considered included 
that medical students and midwives received their training in different divisions, that a priest giving last 
rites had to always pass through one division to get to the other, and that women were delivered on their 
sides in one division but on their backs in the other. After he observed his colleague die from a disease 
FIGURE 1.2 Qualitative causal model showing the effects of an electronic prescribing system on patient-level 
outcomes.
Intervening
variables
(X)
Adverse
drug event
(ADE)
Patient-level
outcome(s)
(Y)
Medication
error
(ME)
Electronic
prescribing
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resembling childbed fever after puncturing a finger during an autopsy, Semmelweis inferred that ‘cadaveric 
matter’ was the cause. To test this he had medical students disinfect their hands after performing 
autopsies and the mortality rate dropped significantly.
Semmelweis did not require knowledge of the germ theory of disease to produce knowledge of how 
the high mortality rate was being caused. Nor did he require knowledge of how he could measure the 
mortality rate or even an agent-based model of clinicians on the ward. Contrastive explanation and the 
weighing up the probabilities of hypotheses can help us to understand complex systems. Simple models 
may be objected to on the basis that they do not capture the minutiae of reality. But do we need to know 
how being tired can cause a clinician to make an error to know that clinicians sometimes make errors and 
that some of those errors cause patients harm and that an intervention that causes fewer errors reduces 
patient harm? Indeed, the underlying casual model may be fairly simple; it is the processes governing the 
data we observe that may be highly complex and context dependent.
With the use of appropriate models and methods, evidence can be synthesised to gain understanding 
of the health-care system, and to make predictions about the effects of policies and interventions. To 
reinstate, many forms of evidence are required to make accurate inference and knowledge can be  
gained about phenomena in a model. Moreover, this line of argument also leads us further to support a 
Bayesian perspective, as it permits us to weigh up the probabilities of different hypotheses and, in the last 
analysis, even the models themselves, allowing us to predict what happens when we intervene.19
Methods of evidence synthesis
Thus far, we have discussed both why evidence syntheses might take place within health services 
research and what the nature of the system producing the evidence may be. How does this translate 
into methodology? We consider three main steps: theory, data collection and evaluation, and evidence 
synthesis. These steps hopefully provide a useful and logical method by which a scientifically valid  
and useful evidence synthesis may be conducted. Where methods are lacking or underdeveloped, we have 
tried to offer tentative suggestions.
Theory
First, an underlying theory for the phenomenon or phenomena being studied needs to be explicated. 
This theory comes in the form of a model of how the system of interest functions at the level of interest. 
Consider again the diagram in Figure 1.1 which provides a taxonomy of interventions depending on the 
level at which they interact with the system. This will act as our starting block for developing a model.  
For a clinical intervention the model may be very simple. Figure 1.3 shows the example of clopidogrel  
(Plavix®, Bristol-Myers Squibb) for the prevention of myocardial infarction. The intervention directly acts on 
a single, easy-to-measure patient outcome (although other outcomes, such as costs and quality of life, may 
equally be of interest). Certain intervening variables may affect the chance of experiencing a myocardial 
infarction and some may, in practice, affect how likely it is for a patient to receive or comply with the 
treatment. Some of these intervening variables may be unobservable. Nevertheless, in a well-conducted 
RCT, these intervening variables should be the same in both control and treatment groups. The role of 
intervening variables cannot be overlooked, however, because they may interact with how the intervention 
works in a clinical context.
A generic service intervention may have a more complicated model. Figure 1.2 shows again the relatively 
simple example of how an electronic prescribing system may impact on patient clinical outcomes. The aim 
of such a system is to reduce the medication errors that occur, and contingent patient harm in the form of 
adverse drug events. These in turn may have effects on patient clinical outcomes such as death or quality 
of life. Furthermore, the effectiveness of the intervention may depend on some other set of intervening 
factors, for example the ability of physicians to understand and follow clinical advice from the computer.20 
Similarly, other intervening factors may affect the risk of experiencing a medication error, adverse drug 
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FIGURE 1.3 Qualitative causal model for the effects of clopidogrel on acute myocardial infarction.
Intervening
factors
Acute
myocardial
infarction
Clopidogrel
event and clinical outcomes, such as the skill and morale of clinical staff and the availability of other 
interventions in the hospital environment. For many generic service and policy interventions, local hospital 
culture, the presence or absence of mediating factors and patient case mix are all intervening factors.21 
Indeed, such models may become quite complex as the scope of the intervention grows. Figure 1.4 shows 
a candidate model for the effects of increasing consultant-to-patient ratios.
At a more practical level, how are these models interpreted? They encode our assumptions about the 
conditional dependencies between variables making them clear to any reader. The models presented in 
Figures 1.2–1.4 are Bayesian causal networks represented as directed acyclic graphs, a common form 
of model used in a variety of fields, including epidemiology, statistics, philosophy and economics.22–24 
These models provide an economical representation of joint probability functions and facilitate efficient 
inferences from multiple observations.23 More specifically, the model encodes the conditional dependencies 
between a set of random variables, some of which may be unobservable. In Figure 1.2, the model 
represents the relationships between the variables and encodes probabilistic statements about these 
relationships, such that we would not observe an effect of electronic prescribing on adverse drug events 
statistically if we condition on medication errors. On the basis of these models, we can derive, for example, 
FIGURE 1.4 Qualitative causal model.
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Patient
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the risk of mortality for a patient treated in a hospital with an electronic prescribing system in terms of the 
intervening variables. This is important in order to derive estimates from multiple studies from across the 
causal pathway. We will return to this topic in the section Evidence synthesis.
It may not seem satisfactory for a researcher, in isolation, to develop a model. The researcher may lack 
important understanding of the causal factors involved. Agents within the system, such as doctors, 
nurses and managers, have important first-hand knowledge of the system. Through expert focus groups, 
ethnography and other qualitative means, theory can be developed and then reflected in the model. An 
iterative process can be used, whereby a model may be presented back to experts and clinical staff and 
refined further.
Developing a model iteratively raises the issue of the level of granularity and choice of variables appropriate 
for the model. Granularity refers to the grouping of variables. For example, should we include a general 
‘medication errors’ variable in the model or a number of more specific variables relating to different 
types of medication error, such as dosing errors or allergies, or even more specific such as not prescribing 
low-molecular-weight heparin, on the basis of patient weight or prescribing penicillin to a patient who 
has already demonstrated an allergy? For both points, we suggest two criteria: (1) does the model better 
explain the phenomenon (as opposed to the data) or permit more precise predictions; and (2) does 
the model facilitate inferences that can be made about the phenomena from data? To illustrate these 
questions, we consider again medication errors: (1) more granularity may more precisely explain how 
an electronic prescribing platform reduces medication errors, as it may only act through certain types 
of error. However, it may hinder our ability to make predictions, particularly quantitative predictions, as 
the relationship between each of the medication errors and their relationship with adverse drug events 
would need to be explicated unless some fairly strong assumptions were made, such as independence 
between different types of medication errors. For (2), there may be far fewer data available for each type 
of medication error than for medication errors overall, and these data may be less reliable given low event 
rates of very specific events. This may prohibit inferences about the phenomena in a more granular model. 
And, as both the more and the less granular models are positing the same causal model in essence, we are 
not committing an error of conflating the data with the model. An example of grouping variables is given 
in the context of an intervention to reduce adverse events following discharge from hospital.25
It may be questioned why we are concerned specifically with modelling all the way to patient outcomes 
rather than being satisfied with more upstream outcomes. The response to this is a general health 
economic concern. Given the limited resources of the health-care system and potentially unlimited  
health-care needs, the portfolio of policies and interventions that are invested in should maximise the 
returns (equity considerations aside); but we are left with the issue of comparing interventions that have 
a wide range of potential outcomes. Health benefits may be compared on the basis of a ‘natural’ unit, 
such as deaths averted. However, this may be too narrow and capture only a small range of possible 
outcomes, which is especially likely to be true in the case of policy or generic service interventions. In this 
case, the quality-adjusted life-year is often used, which accounts for changes to both quality and length of 
life. For these reasons, it is important to determine the effect of these interventions on patient outcomes. 
Once a satisfactory model for doing so has been developed, the next step is to identify and evaluate the 
available evidence.
Identifying and evaluating evidence in the literature
Here, we will only provide an overview of methods that may be of practical use for the evidence synthesis 
methods we describe.
The question for the literature search is what needs to be found. The model developed for the synthesis 
guides the search for literature: data from which the phenomena and conditional probabilities in the 
model can be inferred are required. For the model in Figure 1.3, the only essential studies are those which 
have examined the change in risk of acute myocardial infarction conditional on clopidogrel therapy.26
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For the model in Figure 1.2, a greater number of searches are required: the risk of experiencing a 
medication error conditional on there being an electronic prescribing platform, the risk of experiencing 
an adverse drug event conditional on electronic prescribing, the risk of various patient clinical outcomes 
conditional on electronic prescribing, the relationship between medication errors and adverse drug events, 
and the relationship between adverse drug events and patient clinical outcomes and costs. The first three 
of these searches concern the relationship between electronic prescribing and the various variables that 
may be considered outcomes. As previously discussed, the more downstream an outcome is from the 
intervention, the smaller the potential effect and hence the greater the required sample size required to 
detect such an effect in a study. This is likely to translate into fewer studies the greater the distance there is 
between the intervention and outcomes on the causal chain, and the greater the noise associated with the 
result. For example, a recent systematic review and meta-analysis of computerised physician order entry 
(CPOE) systems, which are an important component of electronic prescribing platforms, found 16 studies 
taking medication errors as their end point, and six that addressed adverse drug events. No studies were 
identified that looked directly at patient clinical outcomes.27 Furthermore, these were just the quantitative 
studies; qualitative studies were not considered. Methods for identifying relevant qualitative studies differ 
somewhat from those used to identify quantitative studies, but are well established.28,29
As the model becomes more complex, such as that shown in Figure 1.4, more searches are required. This 
may present a large burden in terms of time and resources for a researcher. In many cases, interventions 
at the generic service intervention level or policy level converge on the same processes, namely reducing 
patient harm and costs through reducing adverse events. As a result, the results from a literature search of 
this relationship can be used in many syntheses; indeed, we are conducting such a review currently.30
Advances are being made in improving the efficiency with which literature reviews are conducted. For 
example, Tsafnat et al.31 describe automated systematic review procedures and examine the impact 
such an automated process may have on each of the stages of the systematic review. However, much 
of this technology focuses on the review of RCTs, which are generally reported more consistently than 
observational studies which are likely to constitute much of the evidence for policy and generic service 
interventions. Indeed, many rapid-review methodologies still require the searching of multiple databases 
and manual review of retrieved abstracts.32,33
Once relevant studies have been identified, the next step is to assess them for quality. Quality assessment 
criteria have been widely established for both RCTs and observational studies. For observational studies 
there is the Newcastle–Ottawa scale,34 and for RCTs there is the Cochrane Risk of Bias tool.1 This tool is 
designed to facilitate the researcher to identify where there is a high risk of bias in various aspects of the 
trial design and conduct, such as the randomisation and allocation. However, the question then remains 
concerning what we should do with studies that may, potentially, be biased; we return to this question 
shortly. The key point is that the studies need to be assessed for their reliability for making inferences 
about the underlying phenomenon.
There is widely considered to be a hierarchy of evidence, with certain study designs providing more reliable 
evidence of effectiveness than others. Setting aside systematic reviews and meta-analyses, the RCT is 
generally considered to be the top of the hierarchy as the experimental design allows for the control 
of both observed and unobserved confounding factors and should generally be easily replicable. In an 
ideal world, all interventions about which there is uncertainty surrounding the existence or magnitude of 
an effect would be assessed in such an experimental setting, but this is obviously not possible for both 
practical and ethical reasons. There are many who eschew non-experimental evidence. Observational 
evidence is often argued to be ‘too biased’ to make important health policy decisions. But this would be 
to take an extreme position. Under the right conditions, a well-conducted observational study can produce 
unbiased results. Indeed, these studies may be more reliable than a poorly conducted RCT. Differential 
dropout, for example, can lead to a large bias.35 A recent Cochrane review comparing treatment effects 
reported in observational studies with RCTs found that, ‘on average, there is little evidence for significant 
effect estimate differences between observational studies and RCTs, regardless of specific observational 
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study design, heterogeneity, or inclusion of studies of pharmacological interventions’.36 That said, in some 
cases there are considerable differences between the results of randomised and non-randomised studies of 
the same intervention.37,38
Bias is an important concern for all study types. For non-randomised studies, case-mix adjustment is 
demonstrably imperfect and in certain cases can even worsen potential biases.39 Discarding any non-
randomised studies, though, is extreme. Accepting these studies at face value may also be imprudent. 
A middle ground is perhaps more satisfactory: modelling the biases in studies. Turner et al.40 describe a 
method to model bias in evidence syntheses. They consider both internal biases, those biases which may 
cause the results of the study to deviate from those from a perfectly conducted study, and external biases, 
which may undermine generalisability to the target population of interest. The authors provide a method 
of adjusting study results for both internal and external additive and proportional biases. To determine 
the magnitude of the biases, the authors discuss a method of expert elicitation, where a number of 
independent reviewers provide their beliefs about the potential size of effect that might be observed as a 
result of bias if there was no intervention effect. A number of different categories are considered, similar to 
those in the Cochrane Risk of Bias tool, and include selection, performance and allocation biases. Sterne  
et al.41 discuss methods of dealing with publication biases that may be apparent in the literature.
Deciding which studies to include is a topic of perennial interest in evidence synthesis, even after modelling 
potential biases. Data may need to be lumped together or split,42 and the impact of these decisions  
should be explored through sensitivity analysis.43 For example, the sensitivity of results to the inclusion of 
low-quality studies should be explored.1
Evidence synthesis
At this stage we have identified the available evidence to ‘populate’ our causal model. To synthesise this 
evidence we need to derive an estimator for the effect of interest from our model. We will first consider 
only quantitative evidence and then discuss the inclusion of qualitative evidence. The effect of interest is 
the average treatment effect of the intervention. Considering the model in Figure 1.2, and assuming that 
we are only interested in mortality as the outcome, Y, then the average treatment effect is
P(Y jeP = 1)� P(Y jeP = 0), (1)
that is, the probability of mortality for a patient treated in a hospital with an electronic prescribing system 
minus the probability of mortality for a patient in a hospital without an electronic prescribing system. 
Following Pearl,23 we can derive a non-parametric estimator of this effect.
The intervening variables, X, have been included in the model as they were deemed of scientific interest. 
We may be interested in deriving the conditional effect P(Y jeP = 1,X = x), for example. In the above 
equation, we are calculating the effect of electronic prescribing averaged over the possible values of X. 
However, they are not strictly relevant in this model to the causal process by which electronic prescribing 
has its effect. It may be decided to leave out these variables as the results from the identified studies are 
already conditioning on these characteristics. More importantly, these data may not be available or the 
studies that investigate them may be underpowered.44 This presents a problem when these same factors 
may lead to a different probability of adoption of an electronic prescribing system in practice. In this case 
it may still be possible to identify an estimator for the causal effect; Tian and Pearl determine the general 
conditions under which this is possible.45
For simplicity in this illustration we will consider the model in Figure 1.2 but without the intervening 
variables, X, so that we have the simple model eP→ME→ADE→Y . Then, using the variable symbols in 
Figure 1.2,
P(Y jeP = 1) � P(Y jeP = 0) =∑ADEP(Y jADE)P(ADEjME = 1)½P(ME = 1jeP = 1) � P(M = 1jeP = 0), (2)
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where we have used the fact that an adverse drug event must be preceded by a medication error (i.e. 
it is a preventable adverse drug event). Each of the components on the right hand side of the equation 
can be estimated using the studies identified. For example, the term P(ME = 1jeP = 1)� P(M = 1jeP = 0) 
represents the absolute risk difference for a medication error with and without and electronic prescribing 
system. This can be estimated using standard meta-analytic techniques to combine the results from studies 
where this is estimated. As an illustration of this, consider the effect of CPOE on medication errors, as 
discussed above. Sixteen studies examine this, which are provided in Nuckols et al.27 When the absolute 
risk differences are meta-analysed using a random effects meta-analysis,46 they produce the results shown 
in Figure 1.5 (the posterior distribution of the risk difference). To incorporate the studies which take 
adverse drug events as their end point, we can use the fact that
P(ADEjME = 1)½P(ME = 1jeP = 1) � P(M = 1jeP = 0) = P(ADEjeP = 1) � P(ADEjeP = 0). (3)
Within-study correlations may need to be considered when both end points are measured in the 
same study.
A Bayesian approach has been recommended throughout this essay. Estimation of a parameter in a 
statistical model in Bayesian analysis involves updating a prior distribution for the parameter, which 
represents what is already known about the parameter, with data, which enters via a likelihood 
function. A prior distribution can be informative or non-informative. A non-informative prior means 
that no prior information is provided and may, for example, allow for all values of the parameter to 
be of equal probability. A posterior distribution for the parameter can then be determined from the 
prior and likelihood. This posterior distribution represents our subjective uncertainty about the value of 
the parameter. Methods for the synthesis of both qualitative and quantitative evidence using Bayesian 
methods have been previously discussed in the context of health services research or policy, although 
FIGURE 1.5 Posterior distribution from a random-effects meta-analysis of the absolute effect of CPOE on the risk 
of a patient experiencing a medication error compared with prescribing with a paper-based system.
0.10
D
en
si
ty
0.05
0.00
–20 –10 0
Risk difference (percentage point)
10
DOI: 10.3310/hsdr04160-1 HEALTH SERVICES AND DELIVERY RESEARCH 2016 VOL. 4 NO. 16
13
© Queen’s Printer and Controller of HMSO 2016. This work was produced by Raine et al. under the terms of a commissioning contract issued by the Secretary of State for  
Health. This issue may be freely reproduced for the purposes of private research and study and extracts (or indeed, the full report) may be included in professional journals 
provided that suitable acknowledgement is made and the reproduction is not associated with any form of advertising. Applications for commercial reproduction should be 
addressed to: NIHR Journals Library, National Institute for Health Research, Evaluation, Trials and Studies Coordinating Centre, Alpha House, University of Southampton Science 
Park, Southampton SO16 7NS, UK.
methods have not been well developed. Roberts et al.47 use qualitative evidence to generate an 
informative prior using expert elicitation methods. This is then updated with quantitative evidence. Voils 
et al.,48 on the other hand, generate quantitative data from qualitative studies by attempting to determine 
the frequency of an association from individual reports in each study and then update a non-informative 
prior. In both cases, the qualitative and quantitative evidence can be used to infer the values of interest, 
and both provide relevant information.
Expert elicitation methods are often used to generate prior distributions in Bayesian analyses.49,50 The 
example of electronic prescribing also highlights another way in which they may be of use. The only 
studies providing relevant evidence may be of a similar but not identical intervention to the one of interest. 
CPOE is only one component of a full electronic prescribing system, yet only studies examining CPOE are 
available. A prior distribution for the parameters in the electronic prescribing model may be elicited from 
experts who are asked to extrapolate from the evidence of CPOE.
Ultimately, in whichever way the various forms of evidence are combined, the effect of interest can then 
be evaluated over the posterior distributions of each of the parameters. Or, if no data are available, it may 
be evaluated over the prior distributions even if some of these are non-informative.
Decision analysis
It was emphasised at the beginning of the essay that policy decisions are often the purpose of evidence 
syntheses. Bayesian decision analysis provides methods to determine the optimal decision within a 
normative utilitarian framework.51,52 A loss function is specified based on a utility function which represents 
the losses to a decision-maker. The benefits of an intervention can be determined using the methods 
described in this essay: the model and evidence synthesis can take place within a decision model.
Conclusions
In this essay we have provided a framework for evidence synthesis in health services research involving 
synthesis of external evidence from the literature and evidence internal to a study relating to salient 
phenomena contributing to the link between cause and effect. The evaluation of generic service 
interventions and policies within health systems is often hampered by the fact that the effect of these 
interventions on any one patient is often very small. Sample sizes required to detect such an effect may be 
prohibitively large, and, unless the study is perfectly conducted, the magnitude of the bias may overwhelm 
the size of the effect. It also may not be feasible, ethical or even necessary to conduct a randomised trial. 
Synthesising evidence from across the causal pathway may provide a method of estimating the effects of 
these interventions on the patient outcomes of interest.
Many forms of evidence are available from which the effects of interest can be inferred. However, in many 
cases there may be a risk of bias. This bias may arise anywhere from the conceptual stage in choosing 
which interventions to study right through to the publication of results where negative findings may not be 
published. We have discussed methods to model such biases. The Bayesian framework we have described 
also permits the synthesis of both qualitative and quantitative evidence: the most likely values for the 
phenomena described by the causal model can be ‘triangulated’ from the available evidence.
The methods described here combine many different methods elaborated elsewhere. However, in some 
cases further research is required to establish the optimal techniques. For example, there is no consensus 
on the best method for the integration of both qualitative and quantitative methods. Similarly, further 
research is required to elucidate the causal pathways present in health-care institutions. This essay is 
intended to provide a foundation onto which these techniques can be built, enabling estimation of the 
effects of generic service and policy interventions.
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