Embedded image codes are very sensitive to channel noise because a single bit error can lead to an irreversible loss of synchronization between the encoder and the decoder. Sherwood and Zeger introduced a powerful system that protects an embedded wavelet image code with a concatenation of a cyclic redundancy check coder for error detection and a rate-compatible punctured convolutional coder for error correction. For such systems, Chande and Farvardin proposed an unequal error protection strategy that maximizes the expected number of correctly received source bits subject to a target transmission rate. Noting that an optimal strategy protects successive source blocks with the same channel code, we
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give an algorithm that accelerates the computation of the optimal strategy of Chande and Farvardin by finding an explicit formula for the number of occurences of a same channel code. Experimental results with two competitive channel coders and a binary symmetric channel showed that the speed-up factor over the approach of Chande and Farvardin ranged from 2.82 to 44.76 for transmission rates between 0.25 and 2 bits per pixel.
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I. INTRODUCTION
We consider a joint source-channel coding system for progressive image transmission that uses an embedded source coder and a finite set of channel codes with error detection and error protection capability [1] , [2] . For example, the source coder may be the SPIHT coder [3] , JPEG2000 [4] , or 3D SPIHT [5] , and the channel coder may consist of the concatenation of an outer cyclic redundancy check (CRC) coder for error detection and an inner rate-compatible punctured convolutional (RCPC) coder for error correction [1] . The channel encoder transforms successive blocks of the source bitstream into a sequence of channel codewords, which are sent over a memoryless noisy channel. When the first decoding error is detected, the decoding is stopped, and the image is reconstructed from the correctly decoded codewords received up to that point. This is a reasonable approach for many embedded codes, including the SPIHT and JPEG2000 source codes, where, generally, a single bit error leads to a loss of synchronization between the encoder and the decoder [6] . In [1] , [2] , the size of the blocks of information bits is fixed, while the channel codewords have a variable size. But, for many applications, including transmission in ATM networks, it is more suitable to fix the size of the channel codewords and let the information blocks have a variable size (see Fig. 1 
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Proof. See Appendix VI.
We now introduce our algorithm. The basic idea is to compute the run length of a code rate ahead of time. 
are given by the following algorithm. 
. Because
. Moreover, by construction, inequality (7) In the first experiment, the channel coder was a concatenation of a CRC-32 coder and a rate-compatible punctured turbo (RCPT) coder [10] . The generator polynomial of the CRC code was zeros, and protection bits. We used iterative maximum a posteriori decoding, which was stopped if no correct sequence was found after 20 iterations. When the source coder is the SPIHT coder, this system yields state-of-the-art rate-distortion performance (see Table 2 in [12] ). For each bit error rate (BER) and each code rate, the probability of a packet decoding error was computed with 50,000
Monte Carlo simulations. Channel code rates for which this probability was equal to one were removed. The set of used code rates was For example, for RCPC codes at transmission rate 2 bpp and channel BER = 0.1, it found an optimal solution in 1.02 ms. Except for very low transmission rates, our algorithm was always faster (i.e., the speed-up factor was greater than one). Generally, the speed-up factor increased with the transmission rate. However, due to the complex formula for § P¨@ , which is needed to compute the length of a code rate run, a drop in the speed-up factor happened each time our algorithm needed to compute a new code rate run. This also explains why our algorithm was slower at very low transmission rates. Indeed, when only a few packets are present, the cost for computing a code rate run length outweighs the cost of computing the code rate for each channel codeword. Also when the smallest code rate was selected, both algorithms stopped and no further speed-up occurred (see the extremity of the graph corresponding to BER ¡ 0.1 in Fig. 2 (b) ). Finally, the speed-up factor was higher for BER were fewer code rate changes with the lower BER.
V. CONCLUSION
We considered joint source-channel coding for progressive image transmission in memoryless noisy channels. We showed how to speed-up a strategy of Chande and Farvardin that assigns channel codes to the source blocks such that the expected number of correctly received source bits is maximized subject to a target transmission rate. Whereas the original algorithm must determine the optimal channel code for each source block, our method determines ahead of time the number of successive source blocks that should be protected with the same channel code. Though the original algorithm is already fast, accelerating it is especially desirable in two applications. The first one is when the channel conditions change during transmission and, consequently, a new optimal protection has to be computed online. The second one is when it is used as an initial step in the local search algorithm of [8] , which can find a near-optimal solution to the problem of minimizing the expected distortion (1).
and the result follows from the equality . Similarly, the inequality
. The same method can be used to show that
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List of captions Results are given for two channel coders ((a) RCPT and (b) RCPC) and two BERs (0.05 and 0.1). 
