Abstract
Introduction
Virtual reality environments, training systems and computer games cover many different areas, such as graphics, artificial intelligence and network communications. Nowadays, users (or players) demand more sophisticated and credible computer-controlled opponents, but results are sometimes unsatisfactory. This is because of the need of real-time processing constraints to reach a satisfying feeling of immersion for the user. Moreover, to get an illusion of credible behaviour, the artificial intelligence (AI) part has to be updated at the same frame rate than graphic part does. If one part delays, all simulation cycle is delayed, getting a poor result [7] . The combination of AI techniques and virtual reality (or virtual environments) has given birth to the field of intelligent virtual environments (IVEs). An IVE is a virtual environment (VE) simulating a physical (or real) world, inhabited by autonomous intelligent entities [12] . These entities have to interact in / with the VE as if they * This work is supported by the Spanish government and FEDER funds under TIN2006-14630-C0301 project.
were real entities in the real world, and they have to be shown to users in an appropriate way. Synchronization is a critical issue, specifically both data and image synchronization in order to maintain coherence [4] .
In this work, two different agent architectures are proposed to integrate AI and VEs. The most interesting AI technique for this purpose, due to its features (scalable, autonomous, proactive, reconfigurable, agile, etc. . . ), is the Multi-Agent Systems (MAS) [18] approach. In this way, a framework that integrates a MAS and a VE for developing IVEs has been established.
A discussion of relevant research work is given in section 2. Section 3 covers the requeriments of a framework for an IVE. Section 4 is a presentation of a functional framework available online for research and experimentation. In section 5, two agent architectures for integration in an IVE are detailed, and finally conclusions are exposed.
Background and Motivation
Using 3D videogame engines to create intelligent VEs has been a common choice, because of the high level of photorealism achieved [2] . The usual approach for applications is to integrate an agent as a bot player in the game using any AI technique: M. van Lent et al. [11] use SOAR as an inference engine and B. Gorman et al. [8] , use MAT-LAB to control the bot. Considering a bot as an agent, agent techniques can also be applied (E. Norling [14] uses JACK for a BDI agent bot). Other choice is to use simulation packages. One of them is Swarm [13] , but it doesn't provide a framework for 3D simulations or visualizations. Another one is Breve [10] (an integrated simulation environment for the implementation of decentralized systems and artificial life simulations in 3D worlds), where, simulations are written in an interpreted language and integrated in this application for execution. A more laborious choice is to create a framework from the scratch. DIVA [17] and VITAL [1] use a Prolog-based engine for deliberation. There is some research in the field of crowd simulations in VEs [16] . Another approach is to develop a VE with only one agent acting as a wizard agent as STEVE [15] .
In all these approaches, AI and graphics use to be embedded, so they are not very extensible nor scalable. On the other hand, this paper proposes a more general and flexible approach, which may be easily extended because scalability is a main feature.
Requirements of a framework for IVEs
The framework which integrates MAS and VE for developing IVEs has to satisfy the following global requirements: separation of intelligence from visualization, distribution of the AI computation and using task-oriented behaviours.
Intelligence and Visualization
The first requirement is that both systems, virtual reality (VR) and MAS, work independently in order to create a flexible and versatile framework. Thus, there is a clear separation of the intelligence part (where reasoning is computed) from the visualization part (where the results of reasoning are displayed) as proposed by [16] . Figure 1 shows the abstraction level that allows to distribute independently both visualization and intelligence parts, facilitating the scalability of the IVE application. This approach allows to use specific graphic workstations exclusively for rendering, and thus, AI computing can be solved in other computers, scratching CPU cycles dedicated for rendering. 
Distribution of the AI computation
An IVE have to give a sense of immersion and credible behaviour of both the environment and individuals populating it. AI techniques are used to reach it, but those techniques may have a high computational cost. Moreover, as each one of the non-human inhabitants should show an autonomous behaviour able to interact with the environment (including other inhabitants) in a flexible way, to use a MAS approach seems suitable (each non-human inhabitant will be embodied as an agent). These agents will have only a partial knowledge of the VE, and they can figure out what it needs to do in order to reach its design objectives. This requirement, along with the previous one, allows the scalability of the applications developed with this framework. An application may have a computer for each one of the different agents in the MAS, independently of the one/s dedicated to the visualization part of the application.
Task-Oriented Behaviour
There is a set of predefined basic actions that an agent can carry out in the virtual world (VW). There are basic actions, such as look or move that are executed automatically (automatic behaviour) because time runs in a continuous way in the VE. Thus, an agent acts in the VW in the same way as a human in the real world. There are specialized actions that an agent can carry out in the VW, but not directly because these actions need a context. Therefore, agents execute a higher abstraction of an action: a task, that is, an action included in a context. A context is a set of attributes that defines an instance of an action.
JGOMAS Framework
This section presents JGOMAS [3] , a framework that accomplishes all requirements mentioned above to integrate a MAS and a VR system as a scalable solution for IVEs.
JGOMAS uses JADE [5] as multi-agent platform, so agents don't need a control module to decide which inner component has to be executed. It is JADE itself who decides which behaviour have to be executed at all time. This prototype can be used as a simulator for validating the coordination, communication, and learning algorithms in the field of MASs (or AI in general). JGOMAS provides an API that allows designers to add their own code modifications (mods), to improve the intelligence of the agents. JGOMAS prototype is being used in teaching AI at Technical University of Valencia and it is available for download at http://jgomas.gti-ia.dsic.upv.es. JGO-MAS is composed of three subsystems:
Multi-Agent Platform: JGOMAS uses a FIPA-compliant [6] multi-agent platform. It simplifies the implementation of MASs through a middle-ware that complies with FIPA specifications. JGOMAS takes advantage of the resources such platforms offers, and an IVE designer has only to implement the agents' intelligence, avoiding wasting time in low-level technical issues.
Multi-Agent System: JGOMAS' MAS can be viewed as an abstraction upper layer over a multi-agent platform. 
Agent Architectures
JGOMAS' agent follow an architecture that may be labelled as hybrid vertical-layered, according to traditional existing agent architectures classifications [18] .
Simulation Controller
This is a special agent in the MAS subsystem (there is only one running during a simulation). It translates all agent's actions to the VW, ensuring the world's consistency throughout the simulation at any time. SC has a valid representation of the state of the world, providing all information for graphic viewers. Because SC sends and receives a great amount of messages, its architecture has to respond quickly to any stimulus in the VW. Figure 2 shows its three level architecture (social, deliberative, reactive).
The simulation layer contains the simulation's logic manager module, who manages the life cycle of the simulation. This module is in charge of synchronization of the fulfillment of the rules governing the relationships of the society that is being simulated. The whole state of the VW, controlled by these three processing levels, is stored in the world's knowledge base, which contains all necessary data to represent and manage the world.
The reactive layer is the frontier between the environment (agents and viewers) and the VW. It is composed of two modules. The sensory responder module captures events from the environment. It performs agents' actions in the VW, calculates their physical consequences over the VW and translates new changes to the world's knowledge base. Therefore, the sensory responder sends these effects and changes occurred to other involved agents. On the other hand, this layer is in charge of interact with the viewer clients. There can be several viewers running at the same time on different computers, which are all connected to the simulation. Necessary information is sent to viewers at least once per frame to keep the desired frame rate.
Finally, the social layer is responsible for managing the interaction of the agent with others through the effective use of FIPA ACL cooperation protocols. 
Inhabitant Agents
InAs are agents having both a physical model and intelligence. Figure 3 shows their architecture, divided into three layers: physical environment, cognitive and social.
The physical environment layer establishes logical connection between an agent and the VW. Sensors capture events arriving from VW (in fact, from SC) to be passed to the cognitive layer to perform necessary operations. Once an agent has an action to carry out in the VW, effectors send it to SC.
The cognitive layer is composed of three modules: the knowledge base module, decision module and the perform module. An agent has a partial representation of the VW stored in the knowledge base module, which acts as the agent's memory. The decision module has two intervention levels: reactive level gets an immediate solution, whereas deliberative level uses knowledge base module to get a better solution. Deliberative level could have a planner to create task-oriented plans over a discrete view of the VW. The decision module is used both by the social layer and by the perform module to solve two critical issues: re-assignment of the priority level to every task in the task list, and preemption of the current active task. The perform module includes a task list, a scheduler and a dispatcher. The task list stores all tasks an agent have to do. The scheduler component uses the decision module of cognitive layer to re-assign the priority level to every task in the task list, and next, it selects the task with the highest priority. The dispatcher takes out the selected task from the list to execute it. In addition, the dispatcher can suspend (using the decision module) the current active task.
The social layer manages social interactions among agents to reach cooperation and coordination to achieve their both own and global objectives. 
Conclusions
A new approach to integrate AI in VEs has been presented. This approach allows to abstract from the peculiarities of interacting with a VE, so that the designer may focus on the problem to solve. This approach deals in a separated way visualization and intelligence modules, applying in this last case a distributed approach (MASs) so that scalable applications may be built both at graphic level (increasing the number of devices) and at MAS level (increasing the number of agents interacting in the environment). There is a first prototype of the framework using JADE as the supporting MASs platform, where a capture the flag kind of game is played in the environment. This prototype has been successfully tested. As future work, and becuase the current prototype depends on JADE platform, there is a new prototype in development over another MAS platform, SPADE [9] to study MAS platform independence.
