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ABSTRACT
We find supersymmmetric configurations of a D5-brane probe in the Maldacena-Nu´n˜ez back-
ground which are extended along one or two of the spatial directions of the gauge theory.
These embeddings are worldvolume solitons which behave as codimension two or one defects
in the gauge theory and preserve two of the four supersymmetries of the background.
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1 Introduction
The AdS/CFT correspondence [1] is one of the most remarkable achievements of string theory
[2]. In its original formulation this correspondence states thatN = 4 super Yang-Mills theory
in 3+1 dimensions is dual to type IIB supergravity on AdS5 × S5. By adding additional
structure to both sides of the correspondence one can get interesting generalizations. In
particular, on the field theory side one can add spatial defects which reduce the amount of
supersymmetry but nevertheless preserve conformal invariance [3], giving rise to the so-called
“defect conformal field theories” (dCFT).
A holographic dual of four-dimensional N = 4 super Yang-Mills theory with a three-
dimensional defect was proposed in ref. [4] by Karch and Randall, who conjectured that
such a dCFT can be realized in string theory by means of a D3-D5 intersection. In the near-
horizon limit the D3-branes give rise to an AdS5 × S5 background, in which the D5-branes
wrap an AdS4×S2 submanifold. It was argued in ref. [4] that the AdS/CFT correspondence
acts twice in this system and, apart from the holographic description of the four dimensional
field theory on the boundary of AdS5, the fluctuations of the D5-brane should be dual to the
physics confined to the boundary of AdS4. In the probe approximation the back-reaction of
the D5-branes on the near-horizon geometry of the D3-branes is neglected and the fluctuation
modes of the AdS4-brane are described by the Dirac-Born-Infeld action of the D5-brane.
The defect conformal field theory associated with the D3-D5 intersection described above
corresponds to N = 4, d = 4 super Yang-Mills theory coupled to N = 4, d = 3 fundamental
hypermultiplets localized at the defect. These hypermultiplets arise as a consequence of the
strings stretched between the D3- and D5-branes. In ref. [5] the action of this model was
constructed and a precise dictionary between operators of the field theory and fluctuation
modes of the probe was obtained (see also ref. [6]). The supersymmetry of the AdS4×S2 ⊂
AdS5 × S5 embedding of the D5-brane was explicitly verified in ref. [7] by using kappa
symmetry.
The defect field theories corresponding to other intersections have also been studied in the
literature. For example, from the D1-D3 intersection one gets a four-dimensional CFT with
a hypermultiplet localized on a one-dimensional defect [8]. Moreover, the D3-D3 intersection
gives rise to a two-dimensional defect in a four-dimensional CFT. In this case one has, in
the probe approximation, a D3-brane probe wrapping an AdS3 × S1 submanifold of the
AdS5 × S5 background. In ref. [9] the spectrum of fluctuations of the D3-brane probe was
obtained and the corresponding dual fields were identified. Let us finally mention that the
D3-D7 intersection leads to a configuration in which the D7-brane fills completely the four-
dimensional spacetime (a codimension zero “defect”) which has been used to add flavor to
N = 4 super Yang-Mills theory [10, 11, 12, 13].
The extension of the above ideas to more realistic theories is of great interest. It is
important to recall in this respect that four dimensional gauge theories with N = 1 su-
persymmetry share some qualitative features with the physics of the real world such as, for
instance, confinement. One can think of modifying the theory by introducing defects (regions
of space-time where some fields are localized), which break the SO(1, 3) Lorentz invariance.
Actually, the superalgebras of such field theories admit central charges associated with
objects extended in two or one space directions (codimension one and two, respectively).
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For instance, in SU(N) N = 1 SYM there are 1/2-BPS domain walls which interpolate
between the inequivalent N vacua which come from the spontaneous breaking of the ZZ 2N
symmetry (the non-anomalous subgroup of the U(1)R) to ZZ 2 by the gaugino condensate.
There can be also BPS codimension two objects, namely strings (flux tubes) which have been
studied in the context of different N = 1 theories, see [14] and references therein. For recent
progress along these lines, see also [15] and references therein. The physics of such objects
turns out to be quite rich, including for instance the phenomenon of enhanced (supersized)
supersymmetry, also present for domain walls [15]. Holographically, these objects can be
introduced by adding D-branes to the setup. As argued above, one can also think of adding
supersymmetric defects also of codimension one or two. Since this modifies the lagrangian
of the field theory, we expect, on general grounds, that the string theory setup should be
modified at infinity. Therefore, the defects should be dual to D-branes extending infinitely
in the holographic direction.
The purpose of this work is to make a rather systematic search for possible supersymmet-
ric embeddings for D-brane probes in a concrete model, the Maldacena-Nun˜ez dual [16, 17] to
SU(N) N = 1 super Yang-Mills (for a review see [18]). As shown in ref. [19], the Maldacena-
Nun˜ez background has a rich structure of submanifolds along which one can wrap a D5-brane
probe without breaking supersymmetry completely. Actually, a series of such embeddings
in which the D5-brane probe fills all the gauge theory directions was found in ref. [19]. In
those configurations the probe preserves the same supersymmetry as the background and
some of them can be considered as flavor branes [20], suitable to study the meson spectrum
of four-dimensional N = 1 super Yang-Mills theory.
In this paper we continue the analysis of [19] by studying the configurations of D5-brane
probes which are a codimension one or two defect in the gauge theory directions. As in
ref. [19] the main tool used will be kappa symmetry [21], which is based on the fact that
there exists certain matrix Γκ such that, if ǫ is a Killing spinor of the background, only
those embeddings satisfying Γκ ǫ = ǫ preserve some supersymmetry [22]. The matrix Γκ
depends on the metric induced on the worldvolume of the probe and, actually, by imposing
the equation Γκ ǫ = ǫ one can systematically determine the supersymmetric embeddings
of the probe and it is possible to identify the fraction of supersymmetry preserved by the
configuration.
Obviously, to apply the technique sketched above one has to know first the Killing spinors
of the background. For the Maldacena-Nun˜ez solution these spinors were determined in [19].
It will become clear from these spinors that only the D5-brane probes can have supersym-
metric embeddings of the type we are interested in here. The configurations we will find
preserve two of the four supersymmetries of the background. Of course, it would be inter-
esting to find the backreaction in the geometry of the branes described above, but this is a
technically challenging problem and is beyond the scope of the present work.
This paper is organized as follows. In section 2 we review the main properties of the
Maldacena-Nun˜ez solution which we will need in the paper. In this section we will also
recall the kappa symmetry condition for supersymmetric probes and we will discuss the
general strategy to solve it. In section 3 we will find D5-brane embeddings which are wall
defects from the gauge theory point of view. In section 4 we will obtain supersymmetric
configurations in which the D5-brane probe is extended only along one of the spatial gauge
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theory directions and behaves as a codimension two defect of the field theory. Section 5 is
devoted to summarize our results and to some concluding remarks. In appendix A we will
demonstrate that the solutions found in sections 2 and 3 saturate certain energy bound. In
appendix B we discuss other wall defect solutions different from those found in the main
text.
2 The Maldacena-Nun˜ez solution
The Maldacena-Nun˜ez (MN) background is a solution of the equations of motion of type
IIB supergravity which preserves four supersymmetries. It can be obtained [16, 17] as a
solution of seven-dimensional gauged supergravity, which is a consistent truncation of ten-
dimensional supergravity. The seven-dimensional solution is subsequently uplifted to ten
dimensions. The ten-dimensional metric in the string frame is:
ds210 = e
φ
[
dx21,3 + e
2h ( dθ21 + sin
2 θ1dφ
2
1 ) + dr
2 +
1
4
(wi − Ai)2
]
, (2.1)
where φ is the dilaton, h is a function which depends on the radial coordinate r, the one-forms
Ai (i = 1, 2, 3) are
A1 = −a(r)dθ1 , A2 = a(r) sin θ1dφ1 , A3 = − cos θ1dφ1 , (2.2)
and the wi’s are su(2) left-invariant one-forms, satisfying dwi = −1
2
ǫijk w
j ∧ wk. The Ai’s
are the components of the non-abelian gauge vector field of the seven-dimensional gauged
supergravity. Moreover, the wi’s parametrize the compactification three-sphere and can be
represented in terms of three angles φ2, θ2 and ψ:
w1 = cosψdθ2 + sinψ sin θ2dφ2 ,
w2 = − sinψdθ2 + cosψ sin θ2dφ2 ,
w3 = dψ + cos θ2dφ2 . (2.3)
The angles θi, φi and ψ take values in the intervals θi ∈ [0, π], φi ∈ [0, 2π) and ψ ∈ [0, 4π).
The functions a(r), h(r) and the dilaton φ are:
a(r) =
2r
sinh 2r
,
e2h = r coth 2r − r
2
sinh2 2r
− 1
4
,
e−2φ = e−2φ0
2eh
sinh 2r
. (2.4)
The solution of the type IIB supergravity also includes a Ramond-Ramond three-form
F(3) given by
F(3) = −1
4
(w1 − A1 ) ∧ (w2 − A2 ) ∧ (w3 − A3 ) + 1
4
∑
a
F a ∧ (wa − Aa ) , (2.5)
3
where F a is the field strength of the su(2) gauge field Aa, defined as F a = dAa+ 1
2
ǫabcA
b∧Ac.
In order to write the Killing spinors of the background in a simple form, let us consider
the frame:
ex
i
= e
φ
2 dxi , (i = 0, 1, 2, 3) ,
e1 = e
φ
2
+h dθ1 , e
2 = e
φ
2
+h sin θ1dφ1 ,
er = e
φ
2 dr , eiˆ =
e
φ
2
2
(wi − Ai ) , (i = 1, 2, 3) . (2.6)
Let Γxi (i = 0, 1, 2, 3), Γj (j = 1, 2), Γr and Γˆk (k = 1, 2, 3) be constant Dirac matrices
associated to the frame (2.6). Then, the Killing spinors of the MN solution satisfy [19]:
Γx0···x3 Γ12 ǫ = ΓrΓˆ123 ǫ = e
−αΓ1Γˆ1ǫ = [ cosα − sinαΓ1Γˆ1 ] ǫ ,
Γ12 ǫ = Γˆ12 ǫ ,
ǫ = iǫ∗ , (2.7)
where the angle α is given by
sinα = −ae
h
r
, cosα =
e2h − 1
4
( a2 − 1 )
r
. (2.8)
A simple expression for cosα as a function of r can be written, namely
cosα = coth2r − 2r
sinh2 2r
. (2.9)
In the first equation in (2.7) we have used the fact that ǫ is a spinor of definite chirality.
Moreover, from the above equations we can obtain the explicit form of the Killing spinor ǫ.
It can be written as:
ǫ = f(r) e
α
2
Γ1Γˆ1 η , (2.10)
where f(r) is a commuting function of the radial coordinate, whose explicit expression is
irrelevant in what follows, and η is a constant spinor which satisfies:
Γx0···x3 Γ12 η = η , Γ12 η = Γˆ12 η , η = iη
∗ . (2.11)
Apart from the full regular MN solution described above we shall also consider the simpler
background in which the function a(r) vanishes and, thus, the one-form A has only one non-
vanishing component, namely A3. This solution is singular in the IR and coincides with
the regular MN background in the UV region r → ∞. Indeed, by taking r → ∞ in the
expression of a(r) in eq. (2.4) one gets a(r) → 0. Moreover, by neglecting exponentially
suppressed terms one gets:
e2h = r − 1
4
, (a = 0) , (2.12)
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while φ(r) can be obtained by using the expression of h given in eq. (2.12) on the last equation
in (2.4). The RR three-form F(3) is still given by eq. (2.5), but now A
1 = A2 = 0 and A3
is the same as in eq. (2.2). We will refer to this solution as the abelian MN background.
The metric of this abelian MN background is singular at r = 1
4
(by redefining the radial
coordinate this singularity could be moved to r = 0). Moreover, the Killing spinors in this
abelian case can be obtained from those of the regular background by simply putting α = 0,
which is indeed the value obtained by taking the r →∞ limit on the right-hand side of eq.
(2.8).
Since dF(3) = 0, one can find a two-form potential C(2) such that F(3) = dC(2). The
expression of C(2), which will not be needed here, can be found in ref. [19]. Moreover, the
equation of motion satisfied by F(3) is d
∗F(3) = 0, where ∗ denotes Hodge duality. Therefore
one can write, at least locally, ∗F(3) = dC(6), with C(6) being a six-form potential. The
expression of C(6) can be taken from the results of ref. [19], namely:
C(6) = dx
0 ∧ dx1 ∧ dx2 ∧ dx3 ∧ C , (2.13)
where C is the following two-form:
C = −e
2φ
8
[ (
( a2 − 1 )a2 e−2h − 16 e2h
)
cos θ1dφ1 ∧ dr − ( a2 − 1 ) e−2hw3 ∧ dr +
+ a′
(
sin θ1dφ1 ∧ w1 + dθ1 ∧ w2
) ]
. (2.14)
It is also interesting to recall the isometries of the abelian and non-abelian metrics. In the
abelian solution a = 0 the angle ψ does not appear in the expression of the metric (2.1) (only
dψ does). Therefore, ψ can be shifted by an arbitrary constant λ as ψ → ψ + λ. Actually,
this U(1) isometry of the abelian metric is broken quantum-mechanically to a ZZ 2N subgroup
as a consequence of the flux quantization condition of the RR two-form potential [16, 23, 11].
In the gauge theory side this isometry can be identified with the U(1) R-symmetry, which
is broken in the UV to the same ZZ 2N subgroup by a field theory anomaly. On the contrary,
the non-abelian metric does depend on ψ through sinψ and cosψ and, therefore, only the
discrete ZZ 2 isometry ψ → ψ + 2π remains when a 6= 0. This fact has been interpreted
[16, 24] as the string theory dual of the spontaneous breaking of the R-symmetry induced
by the gluino condensate in the IR.
2.1 Supersymmetric Probes
We will now consider a Dp-brane probe embedded in the MN geometry (2.1). If we denote
by ξµ (µ = 0, · · · , p) a set of worldvolume coordinates and if XM are ten-dimensional coor-
dinates, the embedding of the Dp-brane is determined by a set of functions XM(ξµ). The
induced metric on the worldvolume is defined as:
gµν = ∂µX
M ∂νX
N GMN , (2.15)
where GMN is the ten-dimensional metric (2.1). Moreover, let e
M denote the one-forms of
the frame basis (2.6). The eM one-forms can be written in terms of the differentials of the
5
coordinates by means of the vielbein coefficients E
M
N , namely:
eM = E
M
N dX
N . (2.16)
Then, the induced Dirac matrices on the worldvolume are defined as
γµ = ∂µX
M E
N
M ΓN , (2.17)
where ΓN are constant ten-dimensional Dirac matrices. The supersymmetric BPS configu-
rations of the brane probe are obtained by imposing the condition:
Γκ ǫ = ǫ , (2.18)
where Γκ is a matrix which depends on the embedding of the probe (see below) and ǫ is a
Killing spinor of the background. In order to write the expression of Γκ it is convenient to
decompose the complex spinor ǫ used up to now in its real and imaginary parts as ǫ = ǫ1+iǫ2.
We shall arrange the two Majorana-Weyl spinors ǫ1 and ǫ2 as a two-dimensional vector
(
ǫ1
ǫ2
)
.
It is straightforward to find the following rules to pass from complex to real spinors:
ǫ∗ ↔ τ3 ǫ , iǫ∗ ↔ τ1 ǫ , iǫ ↔ −iτ2 ǫ , (2.19)
where the τi (i = 1, 2, 3) are Pauli matrices that act on the two-dimensional vector
(
ǫ1
ǫ2
)
.
We will assume that there are not worldvolume gauge fields on the D-brane, which is
consistent with the equations of motion of the probe if there are not source terms which
could induce them. These source terms must be linear in the gauge field and can only be
originated in the Wess-Zumino part of the probe action. For the cases considered below
we will verify that the RR potentials of the MN background do not act as source of the
worldvolume gauge fields and, therefore, the latter can be consistently put to zero. If this
is the case, the kappa symmetry matrix of a Dp-brane in the type IIB theory, acting on the
real two-component spinors, is given by [22]:
Γκ =
1
(p + 1)!
√−g ǫ
µ1···µp+1 (τ3)
p−3
2 iτ2 ⊗ γµ1···µp+1 , (2.20)
where g is the determinant of the induced metric gµν and γµ1···µp+1 denotes the antisym-
metrized product of the induced gamma matrices.
The kappa symmetry equation Γκ ǫ = ǫ imposes a condition on the Killing spinors which
should be compatible with the ones required by the supersymmetry of the background. These
latter conditions are precisely the ones written in eq. (2.7). In particular (see eq. (2.7))
the spinor ǫ must be such that ǫ = iǫ∗, which in the real notation is equivalent to τ1ǫ = ǫ.
Notice that the Pauli matrix appearing in the expression of Γκ in (2.20) is τ1 or τ2, depending
on the dimensionality of the probe. Clearly, the conditions Γκ ǫ = ǫ and τ1ǫ = ǫ can only
be compatible if Γκ contains the Pauli matrix τ1. By inspecting eq. (2.20) one readily
realizes that this happens for p = 1, 5. Moreover, we want our probes to be extended both
along the spatial Minkowski and internal directions, which is not possible for Lorentzian
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D1-branes and leaves us with the D5-branes as the only case to be studied. Notice that for
the MN background the only couplings of the Wess-Zumino term of the action linear in the
worldvolume gauge field F are of the form C(2)∧F and C(6)∧F , where C(2) and C(6) are the
RR potentials. By simple counting of the degree of these forms one immediately concludes
that these terms are not present in the action of a D5-brane and, thus, the gauge fields can
be consistently taken to be zero, as claimed above.
Coming back to the complex notation for the spinors, and taking into account the fact
that the Killing spinors of the MN background satisfy the condition ǫ = iǫ∗, one can write
the matrix Γκ for a D5-brane probe as:
Γκ =
1
6!
1√−g ǫ
µ1···µ6 γµ1···µ6 . (2.21)
Notice that, for a general embedding, the kappa symmetry condition Γκ ǫ = ǫ imposes a
new projection to the Killing spinor ǫ. This new projection is not, in general, consistent with
the conditions (2.7), since it involves matrices which do not commute with those appearing
in (2.7). The only way of making the equation Γκ ǫ = ǫ and (2.7) consistent with each
other is by requiring the vanishing of the coefficients of those non-commuting matrices. On
the contrary, the terms in Γκ which commute with the projections (2.7) should act on the
Killing spinors as the unit matrix. These conditions will give rise to a set of first-order BPS
differential equations. By solving these BPS equations we will determine the embeddings
of the D5-brane we are interested in, namely those which preserve some fraction of the
background supersymmetry.
3 Wall defects
In this section we are going to find supersymmetric configurations of a D5-brane probe
which, from the point of view of the four-dimensional gauge theory, are codimension one
objects. Accordingly, we extend the D5-brane along three of the Minkowski coordinates xµ
(say x0, x1, x2) and along a three dimensional submanifold of the internal part of the metric.
To describe these configurations it is convenient to choose the following set of worldvolume
coordinates:
ξm = (x0, x1, x2, r, θ1, φ1) . (3.1)
Moreover, we will adopt the following ansatz for the dependence of the remaining ten-
dimensional coordinates on the ξµ’s:
x3 = x3(r),
θ2 = θ2(θ1, φ1) , φ2 = φ2(θ1, φ1) ,
ψ = ψ0 = constant , (3.2)
In the appendix B we will explore other possibilities and, in particular, we will study config-
urations for which ψ is not constant. For the set of worldvolume coordinates (3.1) the kappa
symmetry matrix acts on the Killing spinors ǫ as:
Γκ ǫ =
1√−g γx0x1x2rθ1φ1 ǫ . (3.3)
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The induced gamma matrices appearing on the right-hand side of eq. (3.3) can be straight-
forwardly computed from the general expression (2.17). One gets:
e−
φ
2 γxµ = Γxµ , (µ = 0, 1, 2),
e−
φ
2 γr = Γr + ∂rx
3Γx3 ,
e−
φ
2 γθ1 = e
hΓ1 + ( V1θ +
a
2
) Γˆ1 + V2θ Γˆ2 + V3θ Γˆ3 ,
e−
φ
2
sin θ1
γφ1 = e
hΓ2 + V1φ Γˆ1 + (V2φ − a
2
) Γˆ2 + V3φ Γˆ3 , (3.4)
where the V ’s are the quantities:
V1θ ≡ 1
2
[
cosψ0 ∂θ1θ2 + sinψ0 sin θ2 ∂θ1φ2
]
,
V2θ ≡ 1
2
[
− sinψ0 ∂θ1θ2 + cosψ0 sin θ2 ∂θ1φ2
]
,
V3θ ≡ 1
2
cos θ2 ∂θ1φ2 ,
sin θ1V1φ ≡ 1
2
[
cosψ0 ∂φ1θ2 + sinψ0 sin θ2 ∂φ1φ2
]
,
sin θ1 V2φ ≡ 1
2
[
− sinψ0 ∂φ1θ2 + cosψ0 sin θ2 ∂φ1φ2
]
,
sin θ1 V3φ ≡ 1
2
[
cos θ1 + cos θ2 ∂φ1φ2
]
. (3.5)
Notice that the V ’s depend on the angular part of the embedding (3.2), i.e. on the functional
dependence of θ2, φ2 on (θ1, φ1). Using the expressions of the γ’s given in eq. (3.4), one can
write the action of Γκ on ǫ as:
Γκ ǫ =
e2φ√−g Γx0x1x2 [ Γr + ∂rx
3Γx3 ] γθ1φ1 ǫ . (3.6)
Moreover, by using the projection Γ12 ǫ = Γˆ12 ǫ (see eq. (2.7)), γθ1φ1 ǫ can be written as:
e−φ
sin θ1
γθ1φ1 ǫ = [ c12 Γ12 + c12ˆ Γ1Γˆ2 + c11ˆ Γ1Γˆ1 +
+ c13ˆ Γ1Γˆ3 + c1ˆ3ˆ Γˆ13 + c2ˆ3ˆ Γˆ23 + c23ˆ Γ2Γˆ3 ] ǫ , (3.7)
with the c’s given by:
c12 = e
2h +
(
V1θ +
a
2
)(
V2φ − a
2
)
− V2θ V1φ ,
8
c12ˆ = e
h
(
V2φ − V1θ − a
)
,
c11ˆ = e
h
(
V1φ + V2θ
)
,
c13ˆ = e
h V3φ ,
c1ˆ3ˆ =
(
V1θ +
a
2
)
V3φ − V1φ V3θ ,
c2ˆ3ˆ = V2θ V3φ −
(
V2φ − a
2
)
V3θ ,
c23ˆ = −eh V3θ . (3.8)
As mentioned at the end of section 2, we have to ensure that the kappa symmetry projection
Γκ ǫ = ǫ is compatible with the conditions (2.7). In particular, eq. (2.18) should be consistent
with the second projection written in (2.7), namely Γ12 ǫ = Γˆ12 ǫ. It is rather obvious that
the terms in (3.7) containing the matrix Γˆ3 do not fulfil this requirement. Therefore we must
impose the vanishing of their coefficients, i.e.:
c13ˆ = c1ˆ3ˆ = c2ˆ3ˆ = c23ˆ = 0 . (3.9)
By inspecting the last four equations in (3.8) one readily realizes that the conditions (3.9)
are equivalent to:
V3θ = V3φ = 0 . (3.10)
Moreover, from the expression of V3θ in (3.5) we conclude that the condition V3θ = 0 implies
that
φ2 = φ2(φ1) . (3.11)
Furthermore (see eq. (3.5) ), V3φ = 0 is equivalent to the following differential equation:
∂φ2
∂φ1
= −cos θ1
cos θ2
. (3.12)
Let us now write
∂φ2
∂φ1
= m(φ1) , (3.13)
where we have already taken into account the functional dependence written in eq. (3.11).
By combining the last two equations we arrive at:
cos θ2 = − cos θ1
m(φ1)
. (3.14)
By differentiating eq. (3.14) we get
∂θ2
∂θ1
= − sin θ1
m(φ1) sin θ2
. (3.15)
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Then, if we define
∆(θ1, φ1) ≡ 1
2
[
sin θ2
sin θ1
∂φ1φ2 − ∂θ1θ2
]
,
∆˜(θ1, φ1) ≡ 1
2
∂φ1θ2
sin θ1
, (3.16)
the c coefficients can be written in terms of ∆ and ∆˜, namely:
c12 = e
2h − a
2
4
− 1
4
+
a∆
2
cosψ0 − a∆˜
2
sinψ0 ,
c12ˆ = e
h [ ∆ cosψ0 − ∆˜ sinψ0 − a ] ,
c11ˆ = e
h [ ∆ sinψ0 + ∆˜ cosψ0 ] , (3.17)
where we have used eqs. (3.11)-(3.15) and the fact that
V1θV2φ − V2θV1φ = −1
4
. (3.18)
Moreover, by using the values of the derivatives ∂φ1φ2 and ∂θ1θ2 written in eqs. (3.13) and
(3.15), together with eq. (3.14), it is easy to find ∆(θ1, φ1) in terms of the function m(φ1):
∆(θ1, φ1) =
sign(m)
2
[ [
1 +
m(φ1)
2 − 1
sin2 θ1
] 1
2
+
[
1 +
m(φ1)
2 − 1
sin2 θ1
]− 1
2
]
, (3.19)
an expression which will be very useful in what follows.
3.1 Abelian worldvolume solitons
The expression of Γκ ǫ that we have found above is rather complicated. In order to tackle
the general problem of finding the supersymmetric embeddings for the ansatz (3.2), let us
consider the simpler problem of solving the condition Γκ ǫ = ǫ for the abelian background,
for which a = α = 0. First of all let us define the following matrix:
Γ∗ ≡ Γx0x1x2 Γr Γ1 Γˆ2 . (3.20)
Using the fact that for the abelian background Γx0x1x2x3 Γ12ǫ = ǫ (see eq. (2.7)), one can
show that
Γκ ǫ =
e3φ√−g sin θ1
[
∂rx
3 c12 + c12ˆ Γ∗ + c11ˆ Γˆ12 Γ∗ +
+ ( c12 Γ∗ + ∂rx
3 c12ˆ ) Γ1Γˆ1 − ∂rx3 c11ˆ Γ1Γˆ2
]
ǫ . (3.21)
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The first three terms on the right-hand side commute with the projection ΓrΓˆ123 ǫ = ǫ. Let
us write them in detail:
[∂rx
3 c12 + c12ˆ Γ∗ + c11ˆ Γˆ12 Γ∗ ] ǫ = [ ∂rx
3 c12 + e
h∆eψ0Γˆ12 Γ∗ + e
h∆˜Γˆ12 e
ψ0Γˆ12 Γ∗ ] ǫ . (3.22)
The matrix inside the brackets must act diagonally on ǫ. In order to fulfil this requirement
we have to impose an extra projection to the spinor ǫ. Let us define the corresponding
projector as:
P∗ ≡ β1 Γ∗ + β2 Γˆ12 Γ∗ , (3.23)
where β1 and β2 are constants. We will require that ǫ satisfies the condition:
P∗ ǫ = σ ǫ , (3.24)
where σ = ±1. For consistency P2∗ = 1, which, as the matrices Γ∗ and Γˆ12 Γ∗ anticommute,
implies that β21 + β
2
2 = 1. Accordingly, let us parametrize β1 and β2 in terms of a constant
angle β as β1 = cos β and β2 = sin β. The extra projection (3.24) takes the form:
eβΓˆ12 Γ∗ ǫ = σǫ . (3.25)
Making use of the condition (3.25), we can write the right-hand side of eq. (3.22) as:
[∂rx
3 c12 + e
h e(ψ0 −β)Γˆ12 (∆ + ∆˜ Γˆ12 ) ] ǫ . (3.26)
We want that the matrix inside the brackets in (3.26) acts diagonally. Accordingly, we must
require that the coefficient of Γˆ12 in (3.26) vanishes which, in turn, leads to the relation:
tan(β − ψ0) = ∆˜
∆
. (3.27)
In particular eq. (3.27) implies that ∆˜/∆ must be constant. Let us write:
∆˜
∆
= p = constant . (3.28)
Let us now consider the last three terms in (3.21), which contain matrices that do not
commute with the projection ΓrΓˆ123 ǫ = ǫ. By using the projection (3.25) these terms can
be written as:[
( c12Γ∗ + ∂rx
3 c12ˆ ) Γ1Γˆ1 − ∂rx3 c11ˆ Γ1Γˆ2
]
ǫ =
=
[
(∂rx
3 c12ˆ − σc12 cos β ) Γ1Γˆ1 + (σc12 sin β − ∂rx3 c11ˆ) Γ1Γˆ2
]
ǫ . (3.29)
This contribution should vanish. By inspecting the right-hand side of eq. (3.29) one imme-
diately concludes that this vanishing condition determines the value of ∂rx
3, namely:
∂rx
3 = σ c12
cos β
c12ˆ
= σ c12
sin β
c11ˆ
. (3.30)
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The compatibility between the two expressions of ∂rx
3 in eq. (3.30) requires that tan β =
c11ˆ/c12ˆ. By using the values of c11ˆ and c12ˆ written in eq. (3.17) it is easy to verify that this
compatibility condition is equivalent to (3.27). Moreover, one can write eq. (3.30) as:
∂rx
3 =
σ
∆
e−h [ e2h − 1
4
]
cos β
cosψ0 − p sinψ0 . (3.31)
Notice that ∆ only depends on the angular variables (θ1, φ1). However, since in our ansatz
x3 = x3(r), eq. (3.31) is only consistent if ∆ is independent of (θ1, φ1), i.e. when ∆ is
constant. By looking at eq. (3.19) one readily realizes that this can only happen if m2 = 1,
i.e.:
m = ±1 . (3.32)
In this case (see eq. (3.19)) ∆ is given by
∆ = m . (3.33)
Moreover, as ∆˜ = p∆ (see eq. (3.28)), it follows that ∆˜ must be constant. A glance at the
definition of ∆˜ in (3.16) reveals that ∆˜ can only be constant if it vanishes. Thus, we must
have:
∆˜ = 0 . (3.34)
Notice that this implies that θ2 is independent of φ1 and, therefore:
θ2 = θ2(θ1) . (3.35)
When ∆˜ = 0, eq. (3.27) can be solved by putting β = ψ0+ nπ with n ∈ ZZ . Without loss of
generality we can take n = 0 or, equivalently, β = ψ0. Then, it follows from (3.25) that we
must require that ǫ be an eigenvector of eψ0Γˆ12 Γ∗, namely
eψ0Γˆ12 Γ∗ ǫ = σǫ . (3.36)
Moreover, by putting ∆ = m, β = ψ0 and p = 0, eq. (3.31) becomes:
∂rx
3 = σme−h
[
e2h − 1
4
]
. (3.37)
Let us now check that the BPS equations for the embedding that we have found (eqs. (3.13)
and (3.14) with m = ±1 and eq. (3.37)), together with some election for the signs σ and m,
are enough to guarantee the fulfilment of the kappa symmetry condition (2.18). First of all,
for a general configuration with arbitrary functions θ2 = θ2(θ1), φ2 = φ2(φ1) and x
3 = x3(r),
the determinant of the induced metric is:
√−g = e3φ [ 1 + (∂rx3)2 ]
1
2 [ e2h +
1
4
(∂θ1θ2)
2 ]
1
2 ×
× [ e2h sin2 θ1 + cos
2 θ1
4
+
cosθ1 cos θ2
2
∂φ1φ2 +
1
4
(∂φ1φ2)
2 ]
1
2 . (3.38)
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Moreover, when x3 satisfies (3.37), it is straightforward to prove that:
1 + (∂rx
3)2|BPS = e
−2h [ e2h +
1
4
]2 . (3.39)
If, in addition, the angular embedding is such that cos θ2 = −m cos θ1, sin θ2 = sin θ1,
∂θ1θ2 = −m with m = ±1 (see eqs. (3.14) and (3.15)), one can demonstrate that:
√−g |BPS = e3φ−h sin θ1 [ e2h +
1
4
]2 . (3.40)
Moreover, in this abelian background, one can verify that:
[∂rx
3 c12 + c12ˆ Γ∗ + c11ˆ Γˆ12 Γ∗ ] ǫ |BPS = σme
−h [ e2h +
1
4
]2 ǫ . (3.41)
By using these results, we see that Γκǫ = ǫ if the sign σ is such that
σ = m . (3.42)
The corresponding configurations preserve two supersymmetries, characterized by the extra
projection
eψ0Γˆ12 Γ∗ ǫ = mǫ , (3.43)
while x3(r) is determined by the first-order BPS differential equation
dx3
dr
= e−h [ e2h − 1
4
] . (3.44)
3.1.1 Integration of the first-order equations
When m = ±1, the equations (3.13) and (3.14) that determine the angular part of the
embedding are trivial to solve. The result is:
θ2 = π − θ1 , φ2 = φ1 , (m = +1) ,
θ2 = θ1 , φ2 = 2π − φ1 , (m = −1) . (3.45)
Moreover, by using the value of e2h for the abelian metric given in eq. (2.12), it is also
immediate to get the form of x3(r) by direct integration of eq. (3.44):
x3(r) =
2
3
(
r − 1
4
) 3
2 − 1
2
(
r − 1
4
) 1
2 + constant . (3.46)
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3.2 Non-Abelian worldvolume solitons
Let us now deal with the full non-abelian background. We will require that the non-abelian
solutions coincide with the abelian one in the asymptotic UV. As displayed in eq. (2.10),
the non-abelian Killing spinor ǫ is related to the asymptotic one ǫ0 = f(r)η by means of a
rotation
ǫ = e
α
2
Γ1Γˆ1 ǫ0 , (3.47)
where α is the angle of (2.8) and ǫ0 satisfies the same projections as in the abelian case,
namely
ΓrΓˆ123 ǫ0 = Γx0x1x2x3 Γ12 ǫ0 = ǫ0 . (3.48)
By using the relation between the spinors ǫ and ǫ0, the kappa symmetry condition Γκ ǫ = ǫ
can be recast as a condition on ǫ0:
e−
α
2
Γ1Γˆ1 Γκ ǫ = ǫ0 , (3.49)
where the left-hand side is given by:
e−
α
2
Γ1Γˆ1 Γκ ǫ =
e3φ√−g Γx0x1x2 sin θ1 [ Γr + ∂rx
3Γx3 ] ×
×[ c12 e−αΓ1Γˆ1 Γ12 + c12ˆ e−αΓ1Γˆ1 Γ1Γˆ2 + c11ˆ Γ1Γˆ1 ] ǫ0 . (3.50)
Proceeding as in the abelian case, and using the projections (3.48), one arrives at:
e−
α
2
Γ1Γˆ1 Γκ ǫ =
e3φ√−g sin θ1
[
c12 e
−αΓ1Γˆ1 Γ∗ Γ1Γˆ1 + c12ˆ e
−αΓ1Γˆ1 Γ∗ + c11ˆ Γˆ12 Γ∗ +
+ ∂rx
3c12 e
−αΓ1Γˆ1 + ∂rx
3c12ˆ e
−αΓ1Γˆ1 Γ1Γˆ1 − ∂rx3c11ˆ Γ1Γˆ2
]
ǫ0 . (3.51)
In order to verify eq. (3.49) we shall impose to ǫ0 the same projection as in the abelian
solution, namely:
eψ0Γˆ12 Γ∗ ǫ0 = σǫ0 . (3.52)
Moreover, by expanding the exponential e−αΓ1Γˆ1 on the right-hand side of eq. (3.51) as
e−αΓ1Γˆ1 = cosα − sinαΓ1Γˆ1 we find two types of terms. The terms involving a matrix that
commutes with the projections (3.48) are given by:[
∂rx
3 (c12 cosα + c12ˆ sinα ) + ( c12ˆ cosα − c12 sinα )Γ∗ + c11ˆ Γˆ12 Γ∗
]
ǫ0 ≡
≡
(
AI + A1ˆ2ˆ Γˆ12
)
ǫ0 , (3.53)
while those with a matrix which does not commute with the projections are:
−Γ1Γˆ1
[ (
c12 cosα + c12ˆ sinα
)
Γ∗ − ( c12ˆ cosα − c12 sinα ) ∂rx3 + c11ˆ ∂rx3 Γˆ12
]
ǫ0 =
≡ −Γ1Γˆ1
(
BI + B1ˆ2ˆ Γˆ12
)
ǫ0 . (3.54)
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The coefficients A and B defined in eqs. (3.53) and (3.54) can be read from the left-hand
side of these equations after substituting the value of Γ∗ from eq. (3.52). They are given by:
AI = ∂rx3 (c12 cosα + c12ˆ sinα ) + σ( c12ˆ cosα − c12 sinα ) cosψ0 + σc11ˆ sinψ0 ,
A1ˆ2ˆ = σc11ˆ cosψ0 − σ( c12ˆ cosα − c12 sinα ) sinψ0 ,
BI = σ(c12 cosα + c12ˆ sinα ) cosψ0 − ( c12ˆ cosα − c12 sinα ) ∂rx3 ,
B1ˆ2ˆ = c11ˆ ∂rx3 − σ(c12 cosα + c12ˆ sinα ) sinψ0 . (3.55)
Since we are looking for solutions which must coincide with the abelian ones in the UV, we
can restrict ourselves to the case in which θ2 = θ2(θ1), i.e. with ∆˜ = 0. It is easy to prove
that in this case the combinations of c12 and c12ˆ appearing above reduce to:
c12 cosα + c12ˆ sinα =
[
r coth 2r − 1
2
] [
coth 2r − ∆cosψ0
sinh 2r
]
,
c12ˆ cosα − c12 sinα = eh
[
∆cosψ0 coth 2r − 1
sinh 2r
]
. (3.56)
To derive this result we have used the following useful relations:
eh sinα +
a
2
cosα =
1
sinh 2r
[
1
2
− r coth 2r
]
,
eh cosα − a
2
sinα = eh coth 2r ,
(
e2h − a
2
4
− 1
4
)
sinα + aeh cosα =
eh
sinh 2r
,
(
e2h − a
2
4
− 1
4
)
cosα − aeh sinα = coth 2r
[
r coth 2r − 1
2
]
, (3.57)
which can be easily demonstrated by using eqs. (2.4) and (2.8). Clearly, in order to satisfy
(3.49) we must require that
A1ˆ2ˆ = BI = B1ˆ2ˆ = 0 . (3.58)
Let us now consider the A1ˆ2ˆ = 0 equation first. It is easy to conclude that this equation
reduces to:
sinψ0
[
(1− coth 2r)∆ cosψ0 + 1
sinh 2r
]
= 0 . (3.59)
If sinψ0 6= 0 the above equation can be used to obtain an expression of ∆ with a non-trivial
dependence on the radial variable r, which is in contradiction with eq. (3.19). Thus we
conclude that sinψ0 must vanish, i.e. only four values of ψ0 are possible, namely:
ψ0 = 0, π, 2π, 3π . (3.60)
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Let us denote
λ ≡ cosψ0 = ±1 . (3.61)
Then, the condition B1ˆ2ˆ = 0 is automatically satisfied when sinψ0 = 0, while BI = 0 leads
to the following equation for ∂rx
3:
∂rx
3 = λσ e−h
cosh 2r − ∆λ
∆λ cosh 2r − 1
[
r coth 2r − 1
2
]
. (3.62)
As in the abelian case, the consistency of the above equation with our ansatz for x3 requires
that ∆ be constant which, in turn, only can be achieved if m = ±1 and ∆ = m. Notice that
this implies that the angular equations for the embedding are exactly those written in eq.
(3.45) for the abelian case. Moreover, when θ2 = θ2(θ1) and φ2 = φ2(φ1) are given as in eq.
(3.45), the determinant of the induced metric is
√−g = e3φ sin θ1 r
sinh 2r
[
cosh 2r − λm
]√
1 + (∂rx3)2 . (3.63)
When x3 satisfies the differential equation (3.62), one can easily demonstrate that:√
1 + (∂rx3)2 |BPS = re
−h , (3.64)
and, using this result to evaluate the right-hand side of (3.63), one arrives at:
e3φ sin θ1AI |BPS = σm
√−g |BPS . (3.65)
Therefore, one must take σ = m in order to satisfy eq. (3.49). When sinψ0 = 0, the extra
projection (3.52) on the asymptotic spinor ǫ0 is
Γ∗ ǫ0 = λm ǫ0 , (3.66)
which is equivalent to the following projection on the complete spinor ǫ:
eαΓ1Γˆ1 Γ∗ǫ = λm ǫ . (3.67)
Moreover, the differential equation which determines x3(r) is:
dx3
dr
= e−h
[
r coth 2r − 1
2
]
. (3.68)
It is straightforward to demonstrate that this equation coincides with the abelian one in the
UV. Actually, in figure 1 we represent the result of integrating eq. (3.68) and we compare
this result with that given by the function x3(r) for the abelian background (eq. (3.46)).
Moreover, if we fix the embedding θ2 = θ2(θ1), φ2 = φ2(φ1) and x
3 = x3(r) we have two
possible projections, corresponding to the two possible values of λ. Each of these values of λ
corresponds to two values of the angle ψ0, which again shows that the U(1) symmetry of the
abelian theory is broken to ZZ 2. One can check that the embeddings characterized by eqs.
(3.45), (3.60) and (3.68) satisfy the equations of motion derived from the Dirac-Born-Infeld
action of the probe. Moreover, it is shown in appendix A that these embeddings saturate an
energy bound, as expected for BPS worldvolume solitons.
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Figure 1: In this figure we represent the function x3(r) for the wall defect in the non-abelian
background (solid line). The dashed line represents x3(r) for the abelian background as
given by eq. (3.46). In both cases the constant of integration has been fixed by requiring
that the minimal value of x3 is 0.
4 Two-dimensional defects
In this section we will determine BPS configurations of a D5-brane which extends along two
Minkowski coordinates (say x0 and x1) and along a four-dimensional submanifold embedded
in the internal part of the metric (2.1). Such branes would be a two-dimensional object
from the gauge theory perspective and, actually, we will find that they preserve the same
supersymmetries as a D1-string stretched along x1. In order to find these configurations
from the kappa symmetry condition Γκ ǫ = ǫ let us choose the following set of worldvolume
coordinates for the D5-brane:
ξµ = (x0, x1, θ1, φ1, θ2, φ2) , (4.1)
and let us consider an embedding of the type
r = r(θ1, θ2) , ψ = ψ(φ1, φ2) , (4.2)
with x2 and x3 being constant1. From our general expression (2.21) it is straightforward to
prove that in this case Γκ ǫ is given by:
Γκ ǫ =
eφ√−g Γx0x1 γθ1φ1θ2φ2 ǫ . (4.3)
The induced Dirac matrices γθi and γφi are easily obtained by using in eq. (2.17) the vielbein
coefficients E
M
N and our ansatz. With the purpose of writing these matrices in a convenient
form, let us define the quantities:
∆i ≡ 1
2
cos θi + ∂φiψ
sin θi
, (4.4)
1For two-dimensional defects obtained with a different election of worldvolume coordinates and ansatz,
see appendix B.
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in terms of which the γ-matrices are:
e−
φ
2 γθ1 = e
hΓ1 +
a
2
Γˆ1 + ∂θ1r Γr ,
e−
φ
2
sin θ1
γφ1 = e
h Γ2 − a
2
Γˆ2 + ∆1 Γˆ3 ,
e−
φ
2 γθ2 =
1
2
cosψ Γˆ1 − 1
2
sinψ Γˆ2 + ∂θ2r Γr ,
e−
φ
2
sin θ2
γφ2 =
1
2
sinψ Γˆ1 +
1
2
cosψ Γˆ2 + ∆2 Γˆ3 . (4.5)
By using eqs. (4.5) and (2.7) the action of the antisymmetrized product of the γ’s on the
Killing spinors ǫ can be readily obtained. It is of the form:
e−2φ
sin θ1 sin θ2
γθ1φ1θ2φ2 ǫ = [ bI + b22ˆ Γ2Γˆ2 + b12 Γ12 + b12ˆ Γ1Γˆ2 + b13ˆ Γ1Γˆ3 +
+ b1ˆ3ˆ Γˆ13 + b2ˆ3ˆ Γˆ23 + b23ˆ Γ2Γˆ3 ] ǫ , (4.6)
where the b’s are functions whose expression depends on the embedding of the probe. In
order to write them more compactly let us define Λ1 and Λ2 as follows:
Λ1 ≡ 1
4
[
∂θ1r − a cosψ ∂θ2r
]
∆1 +
[
( e2h − a
2
4
)∂θ2r +
a
4
cosψ ∂θ1r
]
∆2 ,
Λ2 ≡ −e
h
2
[
cosψ ∂θ1r − 2a ∂θ2r
]
∆2 +
eh
2
cosψ ∂θ2r∆1 , (4.7)
where ∆1 and ∆2 have been defined in eq. (4.4). Then, the coefficients of the different
matrix structures appearing on the right-hand side of eq. (4.6) are:
bI = Λ1 cosα − Λ2 sinα − e
2h
4
,
b22ˆ = Λ1 sinα + Λ2 cosα ,
b12 = − e
h sinψ
2
[
∂θ2r∆1 − ∂θ1r∆2
]
sinα ,
b12ˆ =
eh sinψ
2
[
∂θ2r∆1 − ∂θ1r∆2
]
cosα ,
b13ˆ =
eh
2
sinψ
[
∂θ2r ( e
h sinα +
a
2
cosα ) − a
2
∆2
]
,
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b1ˆ3ˆ =
eh
2
sinψ
[
∂θ2r ( e
h cosα − a
2
sinα ) + eh∆2
]
,
b2ˆ3ˆ =
eh
2
cosψ
[
∂θ2r ( e
h cosα − a
2
sinα ) + eh∆2
]
+
eh
4
∂θ1r sinα ,
b23ˆ =
eh
2
cosψ
[ a
2
∆2 − ∂θ2r ( eh sinα +
a
2
cosα )
]
+
eh
4
[
∆1 + ∂θ1r cosα
]
. (4.8)
By inspecting the right-hand side of eq. (4.6) one immediately realizes that the terms
containing the matrix Γˆ3 give rise to contributions to Γκ which do not commute with the
projection Γ12 ǫ = Γˆ12 ǫ satisfied by the Killing spinors (see eq. (2.7)). Then, if we want
that the supersymmetry preserved by the probe be compatible with that of the background,
the coefficients of these terms must vanish. Moreover, we would like to obtain embeddings of
the D5-brane probe which preserve the same supersymmetry as a D1-string extended along
the x1 direction. Accordingly2, we shall require the vanishing of all terms on the right-hand
side of eq. (4.6) except for the one proportional to the unit matrix, i.e.:
b22ˆ = b12 = b12ˆ = b13ˆ = b1ˆ3ˆ = b2ˆ3ˆ = b23ˆ = 0 . (4.9)
By plugging the explicit form of the b’s in (4.9), one gets a system of differential equations
for the embedding which will be analyzed in the rest of this section.
4.1 Abelian worldvolume solitons
The above equations (4.9) are quite complicated. In order to simplify the problem, let us
consider first the equations for the embedding in the abelian background, which can be
obtained from the general ones by putting a = α = 0. In this case from b2ˆ3ˆ = b23ˆ = 0 we get
∂θir = −∆i, where the ∆i’s have been defined in eq. (4.4). More explicitly:
∂θir = −
1
2
cos θi + ∂φiψ
sin θi
. (4.10)
One can verify that the other b′s in (4.9) vanish if these differential equations are satisfied.
Let us see the form of the kappa symmetry condition when the BPS equations (4.10) are
satisfied. For the abelian background, the determinant of the induced metric is given by:
√−g = e
3φ
4
sin θ1 sin θ2
[
(∂θ1r)
2 + 4e2h (∂θ2r)
2 + e2h
] 1
2
[
∆21 + 4e
2h∆22 + e
2h
] 1
2 , (4.11)
and the coefficient bI is:
bI =
1
4
∂θ1r∆1 + e
2h ∂θ2r∆2 −
e2h
4
. (4.12)
2From a detailed analysis of the form of the b’s one can show that the requirement of the vanishing of
the coefficients of the terms containing the matrix Γˆ3 implies the vanishing of b22ˆ, b12 and b12ˆ. Therefore,
we are not loosing generality by imposing (4.9).
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If the BPS equations ∂θir = −∆i hold, one can verify by inspection that:
e−3φ
√−g |BPS = − sin θ1 sin θ2 bI |BPS , (4.13)
and, thus, the kappa symmetry condition (2.18) becomes
Γx0x1ǫ = − ǫ , (4.14)
which indeed corresponds to a D1 string extended along x1. In this abelian case the spinors
ǫ and η in eq. (2.10) differ in a function which commutes with everything. Therefore, the
condition (4.14) translates into the same condition for the constant spinor η, namely:
Γx0x1η = − η . (4.15)
It follows that this configuration is 1/16 supersymmetric: it preserves the two supersymme-
tries determined by eqs. (2.11) and (4.15).
4.1.1 Integration of the first-order equations
The BPS equations (4.10) relate the partial derivatives of r with those of ψ. According to
our ansatz (4.2) the only dependence on φ1 and φ2 in (4.10) comes from the derivatives of
ψ. Therefore, for consistency of eq. (4.10) with our ansatz we must have:
∂φ1ψ = n1 , ∂φ2ψ = n2 , (4.16)
where n1 and n2 are two constant numbers. Thus, ψ must be given by:
ψ = n1φ1 + n2φ2 + constant . (4.17)
Using this form of ψ(φ1, φ2) in eq. (4.10) , one can easily integrate r(θ1, θ2), namely:
e2r =
C(
sin θ1
2
)n1+1 (
cos θ1
2
)1−n1 (
sin θ2
2
)n2+1 (
cos θ2
2
)1−n2 , (4.18)
where C is a constant. From the analysis of eq. (4.18) one easily concludes that not all
the values of the constants n1 and n2 are possible. Indeed, the left-hand side of eq. (4.18)
is always greater than one, whereas the right-hand side always vanishes for some value of
θi if |ni| > 1. Actually, we will verify in the next subsection that only when n1 = n2 = 0
(i.e. when ψ = constant) we will be able to generalize the embedding to the non-abelian
geometry. Therefore, from now on we will concentrate only in this case, which we rewrite
as:
e2r =
e2r∗
sin θ1 sin θ2
, (n1 = n2 = 0) , (4.19)
where r∗ = r(θ1 = π/2, θ2 = π/2) is the minimal value of r. It is clear from (4.19) that
r diverges at θi = 0, π. Therefore our effective strings extend infinitely in the holographic
coordinate r.
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4.2 Non-Abelian worldvolume solitons
Let us consider now the more complicated case of the non-abelian background. We are
going to argue that the kappa symmetry condition can only be solved if ψ is constant and
sinψ = 0. Indeed, let us assume that sinψ does not vanish. If this is the case, by combining
the conditions b1ˆ3ˆ = 0 and b2ˆ3ˆ = 0 one gets ∂θ1r = 0. Using this result in the equation b12 = 0,
one concludes that ∂θ2r = 0 (notice that the functions ∆i can never vanish). However, if r
is independent of the θi’s the equation b13ˆ = 0 can never be fulfilled. Thus, we arrive at a
contradiction that can only be resolved if sinψ = 0. Then, one must have:
ψ = 0, π, 2π, 3π = 0 (mod π) . (4.20)
Let us now define
λ ≡ cosψ = ±1 . (4.21)
Thus, in this non-abelian case we are only going to have zero-winding embeddings, i.e.,
as anticipated above, only the solutions with n1 = n2 = 0 in eq. (4.18) generalize to the
non-abelian case. Since ψ is constant, we now have
∆i =
1
2
cot θi . (4.22)
When sinψ = 0 the equations b12 = b12ˆ = b1ˆ3ˆ = b13ˆ = 0 are automatically satisfied.
Moreover, the conditions b2ˆ3ˆ = b23ˆ = 0 reduce to:
sinα ∂θ1r + 2λ ( e
h cosα − a
2
sinα ) ∂θ2r + λe
h cot θ2 = 0 ,
cosα ∂θ1r − 2λ ( eh sinα +
a
2
cosα ) ∂θ2r +
λa
2
cot θ2 +
1
2
cot θ1 = 0 . (4.23)
From eq. (4.23) one can obtain the values of the partial derivatives of r. Indeed, let us define
∆θ1 ≡
1
2
cot θ1 coth(2r) +
λ
2
cot θ2
sinh(2r)
,
∆θ2 ≡
1
2
cot θ2 coth(2r) +
λ
2
cot θ1
sinh(2r)
. (4.24)
Then, one has
∂θir = −∆θi . (4.25)
To derive this result we have used some of the identities written in eq. (3.57). Notice that
∆θi → ∆i when r →∞ and the non-abelian BPS equations (4.25) coincide with the abelian
ones in eq. (4.10) for n1 = n2 = 0 in this limit. After some calculation one can check that
b22ˆ also vanishes as a consequence of (4.25). Indeed, one can prove that b22ˆ can be written:
b22ˆ =
λeh
2
[
∆θ1 ∂θ2r − ∆θ2 ∂θ1r
]
, (4.26)
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which clearly vanishes if eq. (4.25) is satisfied.
For a general function r(θ1, θ2), when the angle ψ takes the values written in eq. (4.20),
the determinant of the induced metric takes the form:
√−g = e
3φ
4
sin θ1 sin θ2
[
(∂θ1r)
2 + 4(e2h +
a2
4
)(∂θ2r)
2 − 2aλ∂θ1r∂θ2r + e2h
] 1
2 ×
×
[
∆2θ1 + 4(e
2h +
a2
4
)∆2θ2 − 2aλ∆θ1∆θ2 + e2h
] 1
2 . (4.27)
If the BPS equations (4.25) are satisfied, the two factors under the square root on the right-
hand side of eq. (4.27) become equal. Moreover, one can prove that:
bI =
1
4
∂θ1r (∆θ1 − λa∆θ2) +
1
4
∂θ2r
(
4 (e2h +
a2
4
)∆θ2 − λa∆θ1
)
− e
2h
4
. (4.28)
Using this result one can demonstrate, after some calculation, that eq. (4.13) is also satisfied
in this non-abelian case. As a consequence, the kappa symmetry projection reduces to the
one written in eq. (4.14), i.e. to that corresponding to a D1-brane.
4.2.1 Integration of the first-order equations
In order to integrate the first order equations (4.25) for r(θ1, θ2), let us define the new variable
y(r) as:
y(r) ≡ cosh(2r) . (4.29)
In terms of y, the BPS system (4.25) can be greatly simplified, namely:
∂θ1y + cot θ1 y = −λ cot θ2 ,
∂θ2y + cot θ2 y = −λ cot θ1 , (4.30)
which can be easily integrated by the method of variation of constants. In terms of the
original variable r one has:
cosh(2r) =
cosh(2r∗) + λ cos θ1 cos θ2
sin θ1 sin θ2
, (4.31)
where r∗ ≡ r(θ1 = π/2, θ2 = π/2) is the minimal value of r. This is a remarkably simple
solution for the very complicated system of kappa symmetry equations. Notice that there
are two solutions for r(θ1, θ2), which correspond to the two possible values of λ on the right-
hand side of (4.31). If λ = +1 (λ = −1) the angle ψ is fixed to ψ = 0, 2π (ψ = π, 3π).
Thus, the U(1) symmetry ψ → ψ + ǫ of the abelian case is broken to ZZ 2, reflecting the
same breaking that occurs in the geometry. Moreover, it follows from (4.31) that r diverges
at θ1,2 = 0, π. It is easily proved that the embedding written in eqs. (4.20) and (4.31)
satisfies the equations of motion of the probe and, actually, it saturates a BPS energy bound
(see appendix A). Moreover, in appendix B we will find new codimension two defects in the
non-abelian background for which the angle ψ is not constant.
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5 Concluding remarks
In this paper we have systematically studied the possibility of adding supersymmetric con-
figurations of D5-brane probes in the MN background in such a way that they create a
codimension one or two defect in the gauge theory directions. The technique, thoroughly
explained in sections 2 and 3, consists of using kappa symmetry to look for a system of
first-order equations which guarantee that the supersymmetry preserved by the worldvol-
ume of the probe is consistent with that of the background. Although the general system of
equations obtained from kappa symmetry is very involved, the solutions we have found are
remarkably simple. For a given election of worldvolume coordinates and a given ansatz for
the embedding, chosen for their simplicity and physical significance, the result is unique.
In order to extract consequences of our results in the gauge theory dual, some additional
work must be done. First of all, one can study the fluctuations of the probes around the
configurations found here and one can try to obtain the dictionary between these fluctuations
and the corresponding operators in the field theory side, along the lines of refs. [5, 9]. In the
analysis of these fluctuations we will presumably find the difficulties associated with the UV
blowup of the dilaton, which could be overcome by using the methods employed in ref. [19]
in the case of flavor branes (see also ref. [25] for a similar approach in the case of the glueball
spectrum of the MN background). Once this fluctuation-operator dictionary is obtained we
could try to give some meaning to the functions x3(r) and r(θ1, θ2) of eqs. (3.68) and (4.31)
respectively, which should encode some renormalization group flow of the defect theory.
Let us also point out that one could explore with the same techniques employed here some
other supergravity backgrounds (such as the one obtained in [26], which are dual to N = 1,
d = 3 super Yang-Mills theory) and try to find the configurations of probes which introduce
supersymmetric defects in the field theory. It is also worth mentioning that, although we
have focussed here on the analysis of the supersymmetric objects in the MN background,
we could have stable non-supersymmetric configurations, such as the confining strings of
ref. [27], which are constructed from D3-branes wrapping a two-sphere. Another example
of an interesting non-supersymmetric configuration is the baryon vertex, which consists of a
D3-brane wrapped on a three-cycle which captures the RR flux [28].
Finally, it is also interesting to figure out which kind of brane configurations of the type
IIA theory correspond to the different objects studied throughout this paper and, moreover,
how they would uplift to M-theory, working along the lines of [29].
The MN construction of N = 1 Yang-Mills in the type IIB theory by wrapping D5-branes
in a finite holomorphic two-cycle of a CY3 corresponds in the type IIA theory to D6 branes
wrapping a SLag three cycle inside a CY3, which, when going to eleven dimensions, gets
uplifted to a G2 holonomy manifold. We have seen that codimension one objects preserving
two supercharges can be added by including D5-branes wrapping a supersymmetric three-
cycle. In the type IIA theory, supersymmetric codimension one objects can be introduced
by adding a D4-brane wrapping a holomorphic two-cycle (this is how domain walls are
introduced in N = 1 four dimensional field theories, see, for instance [30]) or by considering
a D6-brane wrapping a divisor four-cycle of the CY3. This first configuration uplifts to a
M5 wrapping an associative three cycle inside the G2 manifold, whereas the second yields
a cohomogeneity two Spin(7) holonomy manifold. The two cohomogeneous directions are
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the one corresponding to the energy scale and the distance to the defect. The codimension
two objects, introduced by wrapping a D5-brane in a four-cycle yield D4-branes wrapping a
susy SLag three-cycle in the type IIA theory, which therefore uplift to a configuration where
M5-branes wrap the coassociative four-cycle of the G2 manifold. Finally, notice that, if both
kind of codimension one and two objects are parallel, they can be added simultaneously,
preserving just one supercharge. The corresponding M-theory setup could consist of a stack
of M5-branes wrapping a Cayley four-cycle inside the Spin(7) manifold described above. In
this case, both the codimension one and two objects are extended along the flat directions
transverse to the Spin(7) manifold.
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A Energy bounds
The lagrangian density for a D5-brane probe in the Maldacena-Nun˜ez background is given
by:
L = −e−φ√−g − P [C(6) ] , (A.1)
where we have taken the string tension equal to one and P [C(6) ] denotes the pullback of
the RR potential written in eqs. (2.13) and (2.14). In eq. (A.1) we have already taken
into account that we are considering configurations of the probe with vanishing worldvol-
ume gauge field. For static embeddings, such as the ones obtained in the main text, the
hamiltonian density H is just H = −L. In this appendix we are going to verify that, for the
systems studied in sections 3 and 4, H satisfies a lower bound, which is saturated just when
the corresponding BPS equations are satisfied. Actually, we will verify that, for a generic
embedding, H can be written as:
H = Z + S , (A.2)
where Z is a total derivative and S is non-negative:
S ≥ 0 . (A.3)
From eqs. (A.2) and (A.3) it follows immediately that H ≥ Z, which is the energy bound
we are looking for. Moreover, we will check that S = 0 precisely when the BPS equations
24
obtained from kappa symmetry are satisfied, which means that the energy bound is saturated
for these configurations. These facts mean that the configurations we have found are not just
solutions of the equations of motion but BPS worldvolume solitons of the D5-brane probe
[31].
A.1 Energy bound for the wall solutions
Let us consider a D5-brane probe in the non-abelian Maldacena-Nun˜ez background and let
us choose the same worldvolume coordinates as in eq. (3.1) and the ansatz (3.2) for the
embedding. For simplicity we will consider the angular embeddings θ2(θ1, φ1) and φ2(θ1, φ1)
written in eq. (3.45) and we will consider a completely arbitrary function x3(r). Using the
value of
√−g given in (3.63), one gets:
H = −L = e2φ sin θ1
[
r
sinh 2r
( cosh 2r − λm )
√
1 + (∂rx3)2 − λm
4
a′ ∂rx
3
]
, (A.4)
where m = ±1 is the same as in eq. (3.45) and λ = cosψ0 = ±1 (see eq. (3.61)). In order
to write H as in eq. (A.2) , let us define the function
Λr ≡ e−h
[
r coth 2r − 1
2
]
. (A.5)
Notice that the BPS equation for x3(r) (eq. (3.68)) is just ∂rx
3 = Λr. Furthermore, a
′ can
be written in terms of Λr as:
a′
4
= − e
hΛr
sinh 2r
. (A.6)
Using this last result, we can write H as :
H = sin θ1 e
2φ
sinh 2r
[
r ( cosh 2r − λm )
√
1 + (∂rx3)2 + λme
h Λr ∂rx
3
]
. (A.7)
Let us now write H as in eq. (A.2), with:
Z = sin θ1 e
2φ+h
sinh 2r
[
cosh 2rΛr ∂rx
3 + cosh 2r − λm
]
. (A.8)
By using eq. (3.64), one can prove that
H |BPS = Z |BPS . (A.9)
Moreover, Z can be written as a total derivative, i.e. Z = ∂rZr + ∂θ1Zθ1 , with
Zr = sin θ1 e
2φ+h
sinh 2r
[
cosh 2rΛr x
3 +
sinh 2r
2
− λmr
]
,
Zθ1 = cos θ1 e2φ
[
2e2h +
1− a4
8
e−2h
]
x3 . (A.10)
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To derive this result it is useful to remember that e2φ+h/ sinh 2r is constant and use the
relation
∂r
[
cosh 2rΛr
]
= e−h sinh 2r
[
2e2h +
1− a4
8
e−2h
]
, (A.11)
which can be proved by direct calculation. Moreover, taking into account that r = eh
√
1 + Λ2r
(see eq. (3.64)), one can write S as:
S = sin θ1 e
2φ+h
sinh 2r
( cosh 2r − λm )
[√
1 + Λ2r
√
1 + (∂rx3)2 − ( 1 + Λr∂rx3 )
]
, (A.12)
and it is straightforward to verify that S ≥ 0 is equivalent to
( ∂rx
3 − Λr )2 ≥ 0 , (A.13)
which is obviously always satisfied for any function x3(r) and reduces to an equality when
the BPS equation (3.68) holds.
A.2 Energy bound for the effective string solutions
We will now consider the configurations studied in section 4. Accordingly, let us choose
worldvolume coordinates as in (4.1) and an embedding of the type displayed in eq. (4.2)
in the non-abelian MN background, where, for simplicity, we will take the angle ψ to be a
constant such that sinψ = 0 (see eq. (4.20)). In this case it is also easy to prove that the
hamiltonian density can be written as in eq. (A.2), where for an arbitrary function r(θ1, θ2),
Z is a total derivative and S ≥ 0. In order to verify these facts, let us take Z to be:
Z = e
2φ
4
sin θ1 sin θ2
[
e2h − (∆θ1 − λa∆θ2)∂θ1r −
(
4 (e2h +
a2
4
)∆θ2 − λa∆θ1
)
∂θ2r
]
.
(A.14)
One can prove that Z is a total derivative. Indeed, let us introduce the functions z1(r)
and z2(r) as the solutions of the equations:
dz1
dr
= cosα
e2φ
8
,
dz2
dr
= −
[
a cosα + 2eh sinα
] e2φ
8
, (A.15)
where h, φ and α, are the functions of the radial coordinate displayed in eqs. (2.4) and (2.9).
Then, one can verify that Z = ∂θ1 Zθ1 + ∂θ2 Zθ2 , where
Zθ1 = − cos θ1 sin θ2 z1 + λ sin θ1 cos θ2 z2 ,
Zθ2 = − sin θ1 cos θ2
[ e2φ+2h
4
− z1
]
− λ cos θ1 sin θ2 z2 . (A.16)
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In order to prove this result the following relation:
d
dr
[
e2φ+2h
]
= 2re2φ , (A.17)
is quite useful.
It is straightforward to prove that for these configurations the pullback of C(6) vanishes.
Therefore (see eq. (A.1)), the hamiltonian density in this case is just H = e−φ√−g, with√−g given in eq. (4.27). Once Z is known and given by the expression written in eq. (A.14),
S is defined as H−Z. One can verify that S ≥ 0 is equivalent to the condition
[
∂θ1r +∆θ1 − λa(∂θ2r +∆θ2)
]2
+ 4e2h
[
∂θ2r +∆θ2
]2
+ 4
[
∆θ2∂θ1r −∆θ1∂θ2r
]2 ≥ 0 ,
(A.18)
which is obviously satisfied and reduces to an identity when the BPS equations (4.25) hold.
It is easy to compute the central charge Z for the BPS configurations. The result is:
Z |BPS =
e2φ
4
sin θ1 sin θ2
[
(∆θ1 − λa∆θ2)2 + 4e2h∆2θ2 + e2h
]
. (A.19)
It follows from the above expression that Z |BPS is always non-negative.
B More defects
B.1 Wall defects
Let us find more supersymmetric configurations of the D5-brane probe which behave as a
codimension one defect from the gauge theory point of view. In particular, we are interested
in trying to obtain embeddings for which the angle ψ is not constant. To insure this fact we
will include ψ in our set of worldvolume coordinates. Actually, we will choose the ξ’s as:
ξµ = (x0, x1, x2, θ2, φ2, ψ) , (B.1)
and we will adopt the following ansatz for the embedding:
θ1 = θ1(θ2), φ1 = φ1(φ2),
x3 = x3(ψ) , r = r(ψ) . (B.2)
For these configurations the kappa symmetry matrix acts on the Killing spinors ǫ as:
Γκ ǫ =
1√−g γx0x1x2θ2φ2ψ ǫ . (B.3)
Now the induced gamma matrices are:
e−
φ
2 γxµ = Γxµ , (µ = 0, 1, 2),
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e−
φ
2 γθ2 = e
h ∂θ2θ1 Γ1 + W1θ Γˆ1 + W2θ Γˆ2 ,
e−
φ
2 γφ2 = e
h sin θ1∂φ2φ1 Γ2 + W1φ Γˆ1 + W2φ Γˆ2 + W3φ Γˆ3 ,
e−
φ
2 γψ =
1
2
Γˆ3 + ∂ψ r Γr + ∂ψ x
3 Γx3 , (B.4)
where the W ’s are the following quantities:
W1θ =
1
2
[cosψ + a∂θ2θ1 ] ,
W2θ = −1
2
sinψ ,
W1φ =
1
2
sin θ2 sinψ ,
W2φ =
1
2
[ sin θ2 cosψ − a sin θ1∂φ2φ1 ] ,
W3φ =
1
2
[cos θ2 + ∂φ2φ1 cos θ1 ] . (B.5)
B.1.1 Embeddings at r = 0
Let us analyze first the possibility of taking in our previous equations r = 0 and an arbitrary
constant value of x3. Since eh → 0, a → 1 and φ → φ0 when r → 0, one has in this case
γθ2 = e
φ0
2 [W1θ Γˆ1 + W2θ Γˆ2], γφ2 = e
φ0
2 [W1φ Γˆ1 + W2φ Γˆ2 + W3φ Γˆ3] and γψ = e
φ0
2 Γˆ3/2 and
one immediately gets:
γθ2φ2ψ ǫ =
e
3
2
φ0
8
[
sin θ2 + (sin θ2 ∂θ2θ1 − sin θ1∂φ2φ1) cosψ − sin θ1 ∂θ2θ1 ∂φ2φ1)
]
Γˆ123 ǫ .
(B.6)
On the other hand, it is easy to compute the value of the determinant of the induced metric
for an embedding of the type (B.2) at r = 0 and constant x3. By using this result one readily
gets the action of Γκ on ǫ. Indeed, let us define s(θ2, φ2, ψ) to be the following sign:
s(θ2, φ2, ψ) ≡ sign
[
sin θ2 + (sin θ2 ∂θ2θ1 − sin θ1∂φ2φ1) cosψ − sin θ1 ∂θ2θ1 ∂φ2φ1)
]
. (B.7)
Then, one has:
Γκǫ |r=0 = sΓx0x1x2Γˆ123ǫ |r=0 . (B.8)
It follows that the condition Γκǫ = ǫ is equivalent to the projection:
Γx0x1x2Γˆ123ǫ |r=0 = s ǫ |r=0 . (B.9)
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Notice that the right-hand side of (B.9) only depends on the angular part of the embedding
through the sign s. Let us rewrite eq. (B.9) in terms of the spinor ǫ0 defined in eq. (3.47).
First of all, let us introduce the matrix Γˆ∗ as:
Γˆ∗ = Γx0x1x2Γ1Γˆ23 . (B.10)
Recall from (3.47) that ǫ = e
α
2
Γ1Γˆ1 ǫ0. As α(r = 0) = −π/2, see eqs. (2.8) and (2.9), the
above condition reduces to:
Γˆ∗ ǫ0 = s ǫ0 . (B.11)
It is easy to verify that this condition commutes with the projections satisfied by ǫ0, which
are the same as those satisfied by the constant spinor η (see eq. (2.11)). Moreover, it
is readily checked that these configurations satisfy the equations of motion of the probe.
Notice that the angular embedding is undetermined. However, the above projection only
makes sense if s(θ2, φ2, ψ) does not depend on the angles. Although the angular embedding
is not uniquely determined, there are some embeddings that can be discarded. For example
if we take θ1 = θ2, φ1 = φ2 the corresponding three-cycle has vanishing volume and s is
not well-defined. For θ1 = constant, φ1 = constant one has s = 1. The same value of s is
obtained if θ1 = π−θ2, φ1 = φ2 or when θ1 = θ2, φ1 = 2π−φ2. Notice that this configuration
consists of a D5-brane, which is finite in the internal directions, wrapping the finite S3 inside
the geometry, which has minimal volume at r = 0. This object is thought to correspond to
a domain wall of the field theory [16, 32]. However, the physics of domain walls is yet not
fully understood in this model.
B.1.2 General case
Let us now come back to the general case. By using the relation between the spinors ǫ and
ǫ0, the kappa symmetry equation Γκ ǫ = ǫ can be rephrased as the following condition on
the spinor ǫ0:
e−
α
2
Γ1Γˆ1Γκe
α
2
Γ1Γˆ1 ǫ0 = ǫ0 . (B.12)
Let us evaluate the left-hand side of this equation by imposing the projection (B.11), i.e. the
same projection as the one satisfied by the supersymmetric configurations at r = 0. After
some calculation one gets an expression of the type:
e−
α
2
Γ1Γˆ1Γκe
α
2
Γ1Γˆ1 ǫ0 =
e3φ√−g
[
dI + d11ˆ Γ1Γˆ1 + d1ˆ2ˆ Γˆ1Γˆ2 + d12ˆ Γ1Γˆ2 +
+d2ˆ3ˆ Γˆ2Γˆ3 + d23ˆ Γ2Γˆ3 + d1ˆ3ˆ Γˆ1Γˆ3 + d13ˆ Γ1Γˆ3
]
ǫ0 , (B.13)
where the d’s depend on the embedding (see below). Clearly, in order to satisfy eq. (B.12)
we must require the conditions:
d11ˆ = d1ˆ2ˆ = d12ˆ = d2ˆ3ˆ = d23ˆ = d1ˆ3ˆ = d13ˆ = 0 . (B.14)
The expressions of the d’s are quite involved. In order to write them in a compact form let
us define the quantities P1, P2 and P3 as:
P1 ≡ W1θW2φ − W1φW2θ + e2h sin θ1 ∂θ2θ1 ∂φ2φ1 ,
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P2 ≡ eh
(
W2φ ∂θ2θ1 − W1θ sin θ1 ∂φ2φ1
)
,
P3 ≡ eh
(
W1φ ∂θ2θ1 + W2θ sin θ1 ∂φ2φ1
)
. (B.15)
Then the coefficients of the terms that do not contain the matrix Γˆ3 are:
dI =
s
2
[
P2 cosα − P1 sinα
]
+
[
P1 cosα + P2 sinα
]
∂ψx
3 + sP3 ∂ψr ,
d11ˆ = −
s
2
[
P1 cosα + P2 sinα
]
+
[
P2 cosα − P1 sinα
]
∂ψx
3 ,
d1ˆ2ˆ =
s
2
P3 − s
[
P2 cosα − P1 sinα
]
∂ψr ,
d12ˆ = s
[
P1 cosα + P2 sinα
]
∂ψr − P3 ∂ψx3 . (B.16)
From the conditions d11ˆ = d1ˆ2ˆ = 0 we get the BPS equations that determine ∂ψx
3 and ∂ψr,
namely:
∂ψx
3 =
s
2
P1 cosα + P2 sinα
P2 cosα − P1 sinα , ∂ψr =
1
2
P3
P2 cosα − P1 sinα , . (B.17)
while the equation d12ˆ = 0 is satisfied if the differential equations (B.17) hold.
The expressions of the coefficients of the terms with the matrix Γˆ3 are:
d2ˆ3ˆ = −W3φ
[
W1θ cosα + e
h ∂θ2θ1 sinα
]
∂ψx
3 ,
d23ˆ = W3φ
[ (
W1θ sinα − eh ∂θ2θ1 cosα
)
∂ψx
3 − sW2θ ∂ψr
]
,
d1ˆ3ˆ = W3φ
[
W2θ ∂ψx
3 − s
(
eh ∂θ2θ1 cosα − W1θ sinα
)
∂ψr
]
,
d13ˆ = sW3φ
[
W1θ cosα + e
h ∂θ2θ1 sinα
]
∂ψr . (B.18)
Let us impose now the vanishing of the coefficients (B.18). Clearly, this condition can
be achieved by requiring that r and x3 be constant. It is easy to see from the vanishing
of the right-hand side of eq. (B.17) that this only happens at r = 0 and, therefore, the
configuration reduces to the one studied above. Another possibility is to impose W3φ = 0,
which is equivalent to the following differential equation:
−cos θ2
cos θ1
= ∂φ2φ1 . (B.19)
For consistency, both sides of the equation must be equal to a constant which we will denote
by m:
∂φ2φ1 = m , cos θ1 = −
cos θ2
m
. (B.20)
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Moreover, by differentiating the above relation between θ1 and θ2, we immediately obtain:
∂θ2θ1 = −
sin θ2
m sin θ1
= −sign(m) sin θ2√
sin2 θ2 + m2 − 1
. (B.21)
Moreover, by using eqs. (B.20) and (B.21) one can easily find the following expression of the
P’s:
P1
sin θ2
=
1
4
[
1 + a
(
∂θ2θ1 +
1
∂θ2θ1
)
cosψ + a2
]
− e2h ,
e−h
P2
sin θ2
=
1
2
(
∂θ2θ1 +
1
∂θ2θ1
)
cosψ + a ,
e−h
P3
sin θ2
=
1
2
(
∂θ2θ1 +
1
∂θ2θ1
)
sinψ . (B.22)
For consistency with our ansatz, the right-hand side of the equation for ∂ψr in (B.17)
must necessarily be independent of θ2. By inspecting the right-hand side of (B.22) it is
evident that this only happens if ∂θ2θ1 is constant which, in view of eq. (B.21) can only
occur if m2 = 1, i.e. when m = ±1. In this case ∂θ2θ1 = −m and the angular embedding is:
θ1 = π − θ2 , φ1 = φ2 , (m = +1) ,
θ1 = θ2 , φ1 = 2π − φ2 , (m = −1) . (B.23)
Notice that the functions in (B.23) are just the same as those corresponding to the embed-
dings with constant ψ (eq. (3.45)). Moreover, taking ∂θ2θ1 = −m in the expression of the
Pi’s in eq. (B.22), and substituting this result on the right-hand side of eq. (B.17), one finds
the following BPS differential equations for r(ψ) and x3(ψ):
∂ψr =
1
2
sinh(2r) sinψ
cosh(2r) cosψ − m ,
∂ψx
3 =
sm
2
e−h
(
r coth(2r) − 1
2
) cosh(2r) − m cosψ
cosh(2r) cosψ − m . (B.24)
Lets us now verify that the BPS equations written above are enough to guarantee that
(B.12) holds. With this purpose in mind, let us compute the only non-vanishing term of the
right-hand side of eq. (B.13), namely dI . By plugging the BPS equations (B.17) into the
expression of dI in eq. (B.16), one gets:
dI |BPS = s
P21 + P22 + P23
P2 cosα − P1 sinα . (B.25)
From eq. (B.25) one can check that:
√−g |BPS = e3φ
∣∣∣ dI |BPS ∣∣∣ . (B.26)
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In order to verify that the kappa symmetry condition (B.12) is satisfied we must check that
the sign of dI |BPS is positive. It can be verified that:
sign
[
P2 cosα − P1 sinα ] |BPS = −m sign(cosψ) , (B.27)
and therefore (see eq. (B.25)), the condition sign (dI |BPS) = +1 holds if the sign s of the
projection (B.11) is such that:
s = −m sign(cosψ) . (B.28)
Then, given an angular embedding (i.e. for a fixed value of m), we must restrict ψ to a range
in which the sign of cosψ does not change and the sign s of the projection must be chosen
according to (B.28). Moreover, one can show that the equations of motion are satisfied if
the first-order equations (B.24) hold.
B.1.3 Integration of the BPS equations
After a short calculation one can demonstrate that the equation for r(ψ) in (B.24) can be
rewritten as:
∂ψ
[
cosψ sinh(2r) − 2mr
]
= 0 . (B.29)
In this form the BPS equation for r(ψ) can be immediately integrated, namely:
cosψ =
C + 2mr
sinh(2r)
, (B.30)
where C is a constant. Moreover, once the function r(ψ) is known, one can get x3(ψ) by
direct integration of the right-hand side of the second equation in (B.24).
Let us study the above solution for different signs of cosψ. Consider first the region in
which cosψ ≥ 0, which corresponds to ψ ∈ [−π/2, π/2] mod 2π. If the constant C > 0, let
us represent it in terms of a new constant r∗ as C = sinh(2r∗) − 2mr∗. Then, the above
solution can be written as:
cosψ =
sinh(2r∗) + 2m(r − r∗)
sinh(2r)
, (B.31)
from which it is clear that r∗ is the value of r such that cosψ = 1. The functions r(ψ) for
m = ±1 written in eq. (B.31), and the corresponding x3(ψ), have been plotted in figure 2.
If m = +1, the solution (B.31) is such that r →∞ and |x3| → ∞ when ψ → ±π/2 mod 2π.
However, ifm = −1 the radial coordinate r grows from its minimal value r∗ at ψ = 0 mod 2π
to a maximal value rˆ = r∗ +
sinh(2r∗)
2
at ψ = ±π/2 mod 2π, while x3(ψ) remains finite when
ψ ∈ [−π/2, π/2] mod 2π.
If C < 0, it is clear from (B.30) that, as we are considering the region cosψ ≥ 0, only
the solution with m = +1 is possible. Defining 2r˜ = −C, the solution in this case can be
written as
cosψ =
2(r − r˜)
sinh(2r)
, (m = +1). (B.32)
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Figure 2: The functions r(ψ) and x3(ψ) for the solutions (B.31) in the interval ψ ∈
[−π/2, π/2] mod 2π. The continuous line represents the embedding with m = +1, while
the dashed line corresponds to m = −1. In this latter case r(ψ) and x3(ψ) remain finite,
while for m = +1 they diverge at ψ = ±π/2.
This solution has two branches such that r → r˜,∞ when ψ → ±π/2. Finally, if C = 0 only
the m = +1 solution makes sense. In this case the solution grows from r = 0 at ψ = 0 to
r =∞ at ψ = ±π/2.
In the region cosψ ≤ 0, i.e. for ψ ∈ [π/2, 3π/2] mod 2π, the solutions can be found from
those for cosψ ≥ 0 by means of the following symmetry of the solution (B.30):
ψ → π − ψ , C → −C , m→ −m . (B.33)
Then, one can get solutions in the range ψ ∈ [0, 2π] by joining one solution in the region
cosψ ≥ 0 to the one obtained by means of the transformation (B.33). Notice that the result-
ing solutions preserve supersymmetry at the cost of changing the angular embedding, i.e.
by making m→ −m, when the sign of cosψ changes. In particular, in the solution obtained
from the one in (B.31) when m = −1 the coordinate r does not diverge. One can apply
this construction to a single brane probe with a singular embedding or, alternatively, one
can consider two different brane probes preserving the same supersymmetry with different
angular embeddings and lying on disjoint regions of ψ.
B.2 Two-dimensional defects
In analogy with what we have just done with the wall defect solitons, let us find some
codimension two embeddings of the D5-brane probe in which the angle ψ is not constant.
We shall take the following set of worldvolume coordinates:
ξµ = (x0, x1, r, θ2, φ2, ψ) , (B.34)
and we will adopt an ansatz in which x2 and x3 are constant and
θ1 = θ1(θ2), φ1 = φ1(φ2). (B.35)
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The induced gamma matrices γxµ (µ = 0, 1), γθ2 and γφ2 are exactly those written in eq.
(B.4), while γr and γψ are given by:
e−
φ
2 γr = Γr , e
−φ
2 γψ =
1
2
Γˆ3 . (B.36)
Let us try to implement the kappa symmetry condition in the form displayed in eq. (B.12).
For this case, the left-hand side of (B.12) can be written as:
e−
α
2
Γ1Γˆ1Γκe
α
2
Γ1Γˆ1 ǫ0 =
e3φ
2
√−g Γx0x1
[
fI + f11ˆ Γ1Γˆ1 + f12ˆ Γ1Γˆ2
]
ǫ0 , (B.37)
where the f ’s are expressed in terms of the Pi functions of (B.15) as:
fI = cosαP1 + sinαP2 ,
f11ˆ = − sinαP1 + cosαP2 ,
f12ˆ = −P3 . (B.38)
Since the matrices Γ1Γˆ1 and Γ1Γˆ2 do not commute with the projection (3.48), it is clear that
we must impose:
f11ˆ = f12ˆ = 0 . (B.39)
From the condition f11ˆ = 0, we get:
P2
P1 = tanα , (B.40)
while f12ˆ = 0 is equivalent to the vanishing of P3, which implies:
sin θ2 ∂θ2θ1 = sin θ1∂φ2φ1 . (B.41)
By using this condition for the angular part of the embedding, we can write the ratio between
the functions P1 and P2 as:
P2
P1 =
r sinα (∂θ2θ1)
2
r cosα +
(
e2h − a2
4
)(
(∂θ2θ1)
2 − 1
) . (B.42)
The consistency between the expressions (B.40) and (B.42) requires that ∂θ2θ1 = ±1. More-
over, by separating variables in the angular embedding equation (B.41) one concludes that
∂φ2φ1 = m , with m constant. Proceeding as in the previous subsection, one easily verifies
that the only consistent solutions of (B.41) with ∂θ2θ1 constant are:
θ1 = θ2 , φ1 = φ2 , (m = +1) ,
θ1 = π − θ2 , φ2 = 2π − φ1 , (m = −1) . (B.43)
Notice the difference between (B.43) and (B.23). One can verify that this embedding is a
solution of the equations of motion of the probe. Moreover, by computing
√−g and fI for
the embeddings (B.43), one readily proves that the kappa symmetry condition is equivalent
to the following projection on ǫ0:
Γx0x1 ǫ0 = ǫ0 . (B.44)
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