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Abstract
A series of unfunctionalised and hydroxyl functionalised ionic liquids were
synthesised with the aim of developing an ionic liquid based sensing platform. The
electrochemical, and interfacial properties, were investigated and characterised to
understand their use in a liquid-liquid, ITIES, platform.
Electrochemical cells were designed and tested against model systems before
the potential windows for the ionic liquid, ITIES, systems were measured. The
potential windows were substantially wider than those previously reported. Initial
agitation experiments with cytochrome-c showed promising results for the extrac-
tion and stabilisation, in the ionic liquids. However, protein ion transfer, under
an applied potential, across the interface was not possible with any of the ionic
liquids synthesised here. Capacitance results indicated, along with the cytochrome-
c agglomeration, a charge build up or diﬀusion impedance at the interface.
To investigate the reasons for this in greater depth pulse gradient stimulated
echo NMR was undertaken and combined with fluorescence correlation spectro-
scopy. In the first reported monitoring, of the eﬀect of an applied electric field
on a probe in an ionic liquid by FCS, the results showed a marked 80 - 90 %
decrease in diﬀusivity and an extremely slow relaxation time after the field was
removed. After 600 seconds the diﬀusivity at the electrode surface was found to be
unchanged, while the bulk diﬀusivity reduction had only reduced by 7 %. These
results support the application of hole theory to ion diﬀusion within ionic liquids.
Initial theoretical modelling to understand the ion dynamics at the interface
provides intriguing evidence to support the development of theoretical tools to
investigate interfacial ion dynamics, with what is believed to be the first reported
use of a temporal split-step model based approach. This approach is approximately
10 - 20 times faster than previously reported methods.
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Chapter 1
Introduction
The “holy-grail” for the detection and classification (or identification) of chemicals,
and biological, materials is a sensor platform which utilises a method that is simple,
fast, sensitive, specific and can be exploited across a wide variety of applications.
One of the methods that could meet all of these varied characteristics, for the
detection of a broad range of materials, is based on the extraction of compounds
from one liquid to another, known as liquid-liquid extraction. To most chemists
liquid-liquid extraction is only used during synthesis laboratory courses and in-
volves a separating funnel. The extraction is usually performed to remove the
desired product of a reaction from impurities i.e. unwanted by-products or un-
reacted starting materials, or vice versa. This is a time consuming, and usually
dreaded process (due to the reliance on passive diﬀusion), typically having signi-
ficant losses of the sample and involves the use of large volumes of toxic solvents.
Electrochemical techniques have been applied to liquid-liquid extraction in an
attempt to improve the extraction methodology. This has led to the development of
a method that can selectively partition ions from a mixture through the application
of an interfacial potential diﬀerence (i.e. the application of a charge across the
interface of the two liquids). This development has opened up a whole new area
of research not just for selective extraction but for the highly sensitive detection
of species within complex media.
If the liquid-liquid methodology is successful for selective extraction of specific
analytes it will provide a platform capable of performing specific and sensitive
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detection of materials (e.g. chemical or biological hazards) within a liquid
medium, removing the need to immobilise Biological Recognition Elements (BREs)
on surfaces for use in sensing platforms. This platform could also provide a full
system concept for the processing, extraction and measurements of analytes in a
single system.
1.1 Outline of Work
The aim of this work was to investigate the possible use of ionic liquids in
combination with electrochemical based liquid-liquid extraction and sensing:
Chapter 2 details the experimental methods and synthetic methodology,
including analytical results, used within this project.
Chapter 3 undertakes to characterise a number of unfunctionalised and
hydroxyl functionalised imidazolium based ionic liquids with varying alkyl chains
in regard of their applicability to biological macromolecule extraction, stabilisation
and their use electrochemically in a liquid-liquid, ITIES, sensing platform.
Chapter 4 documents the use of the synthesised ionic liquids for initial
agitation based extraction experiments with biological macromolecules. The design
of electrochemical cells to facilitate the application of an electric field to the system
is then described before testing with cytochrome-c.
Chapter 5 is an investigation into the diﬀusion of ions within an ionic liquid,
studied via pulse gradient stimulated echo NMR and fluorescence correlation spec-
troscopy. Initial results show support for the application of hole theory to diﬀusion
in ionic liquids, in disagreement with the ion-cage interpretation, and extremely
long discharge times.
Chapter 6 develops initial theoretical modelling looking specifically at ion
diﬀusion across an interface, and within the bulk of the immiscible phases,
using the application of a split-step approach for the first time.
Chapter 7 summarises the overall conclusions from this work and documents
the future possible direction of this area.
Chapter 2
Methodologies and synthesis
2.1 Viscosity measurements
The viscosity measurements were performed on a TA Instruments AR2000EX
rheometer. The temperature was controlled through the use of a Peltier plate,
and a 40 mm, 2° steel cone geometry was used for all of the measurements.
Measurements were recorded over a range of temperatures with angular velocities
between 0.1 and 10 rad per second. During the measurements, due to the length
of time per measurement, the samples were kept under a blanket of nitrogen to
ensure no ingress of water which could have distorted the results. TA Instruments
states a 5 % error, however the reproducibility of the results was found to be better
than this.
2.2 Density measurements
The density measurements recorded were performed using an Anton Paar ‘DMA38’
vibrating U-tube density meter. All readings were performed at 25￿ and repeated
three times to give an averaged result. The error associated with the measurement
has been given as ± 0.001 g cm-3 by the manufacturer.
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2.3 Water content
Water content of the ionic liquids were measured via Karl-Fischer titration on a
Mettler Toledo C30 Compact Karl Fischer Coulometer. Samples were repeated
three times and an averaged result reported.
2.4 UV-Vis spectroscopy
UV-Visible spectra were recorded on a Perkin Elmer Lambda 25 spectrophoto-
meter, calibrated to ± 0.2 nm using a holmium oxide standard, with an accuracy
of 0.5 nm and using 0.1 cm zirconium cells. All readings were taken at a constant
temperature of 25 °C via a thermostatic circulator controlling the sample holder
temperature. The cuvettes were cleaned before each use with nitric acid:water
(1:1), followed by water (x 2), ethanol (x 4) and DCM (x 6) before drying under
a stream of dry nitrogen. The spectra were recorded over a range of 200 - 800 nm
and were only used if the absorbance of the maximum wavelength was between
0.8 - 1.2 nm.
2.5 Interfacial tension (IFT) measurements
The interfacial surface tension measurements were performed using a specifically
designed cell (Produced by Dr Kevin Lovelock, JRF, Imperial College London) at
20 ￿.
The interfacial measurements were performed in a pendant drop manner,
injecting the denser phase into the light phase. In these experiments that was
the ionic liquid into a deionised water phase. The images were acquired using a
Krüss EasyDrop, and the associated Drop Shape Analysis software was used for
the determination of the interfacial tension of the ionic liquid:water interface (see
Figure 2.5.1 - Left, for an acquired image).
Method: The setup used a one millilitre syringe on a computer controlled
syringe driver. A wide bore stainless steel needle with a diameter of 1.830 mm
was used to minimise the likelihood of the ionic liquid climbing the outside of
the needle. External light sources were minimised and the droplet illuminated
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directly from behind. The ionic liquid was injected until it was the largest stable
pendant drop possible. It was injected as atmospherically wet, and the droplet was
equilibrated for 5 minutes before the image was ‘frame-grabbed’ from the video
using the built in frame grabber software.
Once the image is grabbed it is possible to determine the interfacial tension.
1. The image is scaled. This is performed using the lower edge of the needle
as the diameter is already known accurately. Figure 2.5.1 - Left, shows the
grabbed frame for [C8C1im][NTf2]. The two blue lines represent the area used
for the scaling/magnification. The edge of the needle between these two lines
is determined and then the diameter between those two extrapolated lines
calculated. The size of a pixel is then determined from the known value.
2. The edge of the droplet is determined. The purple line is used to determine
where the needle ends so that it is not included in the edge detection of the
droplet. The edge detection is performed where the pixel value is the last
black pixel. i.e. where the colour changes from black to white. The contour
of the edge is then determined. This is then applied to the image, this is a
red line, currently under the green line shown.
3. The Young-Lapace equation is fitted to the contour and the calculated fit is
plotted on the image, represented by the bright green line.
4. The fit allows the determination of the various parameters required to
determine the interfacial tension values (see Figure 2.5.1 - Right).
2.6 Computational modelling
2.6.1 Volume calculations
The ionic volumes of the ionic liquids were calculated using the Gaussian 09 soft-
ware package.[5] A Becke’s three-parameter functional, with the Lee-Yang-Paar
(LYP) GGA correlation functional, and 6-311+G(d,p) basis set was used.[6] The
integration grid was set to ‘ultrafine’ and an electron density convergence criterion
of 10-9 used.
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Figure 2.5.1 – Pendant drop of [C8C1im][NTf2] in distilled water (left). Labelled
pendant drop, having extracted the Young-Lapace fit from the image (right). s is
the length of the arc along the drop profile,   is the angle between the tangents at
point P(x,z) and the x-axis. de is the diameter at the equator and ds is the diameter
at the selected plane at a height de from the x-axis.
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Two methods were used for the determination of the optimised structures before
calculating the volumes:
1. Structures were fully optimised (via ‘opt’) without constraints and confirmed
by frequency analysis.
2. Optimised structures were determined through sequential minimisation of
the energy of the dihedral angles along the long alkyl chain (using ‘scan’).
This was performed in two steps, an initial coarse scan of 36 steps of 10
degrees each, followed by a fine scan of 25 step of 1 degree each in the
clockwise and counterclockwise direction.
The ionic volumes were then calculated. The volume stated in Tables 3.10.1 &
3.10.2 are each the mean of 10 calculations.
2.6.2 Split-step model
The code for the split-step model is given in Appendix C and was run in
MATLAB® (R2014b, 8.4.0.150421).
2.7 Agitation experiments
The agitation experiments were performed using a Lab Scale (SSL2), reciproc-
ating shaker. The vials being agitated were placed in Falcon tubes as secondary
containment and then agitated for 1 hour, 250 strokes per minute, at room
temperature (20 ￿).
2.8 Electrochemical experiments
2.8.1 Conductivity measurements
Conductivity measurements were performed using a custom made two-prong
platinum based probe. All of the measurements were performed at 25 ￿ us-
ing a stabilised oil bath. The samples were allowed to equilibrate overnight
before being measured. The measurements were performed under a blanket of
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Figure 2.8.1 – Conductivity standards tested with a custom made conductivity
probe. Slope equals the cell constant of the probe.
argon, with no stirring (to avoid any field eﬀects), on a CH Instruments, CHI760
potentiostat. To calculate the cell constant for the probe, the conductivity of
three NIST traceable standards by Reagecon (purchased from Fisher Scientific),
with known conductivity values, were measured before each run: 84 µS cm-1, 1413
µS cm-1 and 12280 µS cm-1. The cell constant calculated was found to be 1.501
cm (slope of Figure 2.8.1). Measurements were performed with an amplitude of
5 x 10-3 V and frequency range of 1 Hz to 1 x 105 Hz.
2.8.2 Liquid-liquid, Interface between Two Immiscible
Electrolyte Solutions (ITIES)
All liquid-liquid, ITIES, experiments were performed using an Autolab,
PGSTAT101 or PGSTAT302N. Data was recorded in Nova and then exported
for analysis in OriginPro 9.1.
The platinum electrodes were cleaned in a hydrogen flame before use. The
silver, silver chloride reference electrodes were made via chloridising with a 1 M
KCl solution at a current density of 0.4 mA cm-2 for 30 minutes, washed with 18
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MΩ water and aged for two days in 18 MΩ water. Previous coatings were first
removed by soaking in concentrated ammonium hydroxide solution. Before use
the reference electrodes were tested with a ferrocene/ferrocenium redox couple.
The electrochemical cells were cleaned using concentrated sulphuric acid
overnight. In the case of the fritted cell the acid was pulled through the frit
to ensure full cleaning occurred. Once soaked the cells were washed with distilled
water and soaked for a further 24 hours before washing. At this stage the cells
were dried and then used immediately after washing the surfaces of the cell with
the aqueous solution of the type being used in the experiment.
2.9 NMR methods
2.9.1 Standard NMR experiments
NMR spectra were recorded on a 400 MHz Bruker BioSpin GmbH spectrometer,
with all chemical shift values given as ppm (relative to tetramethylsilane) and
J-coupling constants given in Hz.
2.9.2 Pulse Gradient Stimulated Echo experiments
DOSY experiments were measured at a temperature of 298 K on a Bruker 500
MHz AVANCE III HD spectrometer running TopSpin 3.2 and equipped with a z-
gradient bbo/5 mm tuneable SmartProbe and a GRASP II gradient spectroscopy
accessory providing a maximum gradient output of 53.5 G cm-1 (5.35 G cm-1A-1).
The 1H DOSY spectra were collected using the Bruker pulse program, led-
bpgp2, at a frequency of 500.13 MHz with a spectral width of 5500 Hz (centred on
4.5 ppm) and 32768 data points. A relaxation delay of 12 s was employed along
with a diﬀusion time (large delta) of 150 ms and a longitudinal eddy current delay
(LED) of 5 ms. Bipolar gradients pulses ( /2) of 5 ms and homospoil gradient
pulses of 1.1 ms were used. The gradient strengths of the 2 homospoil pulses were
-17.13 % and -13.17 %. 24 experiments were collected with the bipolar gradient
strength, initially at 2 % (1st experiment), linearly increased to 95 % (24th experi-
ment). All gradient pulses were smoothed-square shaped (SMSQ10.100) and after
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each application a recovery delay of 200 µs used. The data was processed using
16384 data points in the direct dimension applying an exponential function with
a line broadening of 1 Hz and 128 data points in the indirect dimension. Further
processing was achieved using the Bruker Dynamics Center software (version 2.1.7)
– error estimation by Monte Carlo simulation with a confidence level of 95 %.
The 19F DOSY spectra used the same pulse program as above and were collec-
ted at a frequency of 470.59 MHz with a spectral width of 18800 Hz (centred on
-80.4 ppm) and 65536 data points. DOSY parameters were the same as above ex-
cept the diﬀusion time was 200 ms and bipolar gradient pulses 3 ms. The data was
processed using 65536 data points in the direct dimension applying an exponential
function with a line broadening of 1 Hz and 128 data points in the indirect dimen-
sion. Further processing was achieved using the Bruker Dynamics Center software
(version 2.1.7) – error estimation by Monte Carlo simulation with a confidence
level of 95 %.
2.10 Single molecule fluorescence (SMF)
All fluorescence correlation spectroscopy (FCS) experiments were carried out us-
ing a custom-built confocal spectroscopic setup (see Chapter 5, Figure 5.2.1) of
the Edel Research Group, Imperial College London. It consists of a 488 nm diode
laser (Coherent UK Ltd., UK). The laser beam is aligned into an IX71 microscope
(Olympus) using beam steering mirrors. The laser beam width is enlarged us-
ing a beam expander (Thorlabs, UK) to entirely backfill the aperture of a 60 ×
water immersion microscope objective (60 × /1.20 NA, water immersion,
Olympus, UK). A dichroic mirror (z488rdc, Chroma Technology Corp., USA) is
used to reflect the 488 nm laser beam into the objective lens. The incident laser
beam is focused by the objective lens. Fluorescence emission is collected by the
same objective and then transmitted through the dichroic mirror. Any residual ex-
citation light is removed by an emission filter (z488lp; Chroma Technology Corp.,
USA). The fluorescence is then focused onto a 75 µm precision pinhole (Melles
Griot, UK) positioned in the focal plane of the microscope objective. Subsequently,
the fluorescence is filtered by an emission filter (hq540/80 m, Chroma Technology
Corp., USA) and focused by a planoconvex lens (f = 30.0, i.d. 25.4 mm, Thorlabs,
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UK) onto an avalanche photodiode detector (AQR-141, EG&G, Perkin Elmer).
The detector is coupled to a multifunction DAQ card for data logging (PCI 6602,
National Instruments) which has submicrosecond time resolution per channel. A
LabView program is used to control data acquisition of the FCS measurements.
Fitting of the autocorrelation curves was performed using code provided by the
Edel Research Group, and modified for these experiments (see Appendix B).
The Rhodamine 123 used in these experiments was purchased from Sigma-
Aldrich and was used, without any purification, at a probe concentration of 100
pM.
2.10.1 Polydimethylsiloxane (PDMS) cell
The PDMS cell used in the SMF experiments was made using the Sylgard® 184
Silicone Elastomer Kit from Dow Corning in the following manner:
1. PDMS curing reagent and base, in a ratio of 1:10, were mixed in a plastic
beaker for 5 minutes.
2. The resulting mixture was placed in a vacuum desiccator and evacuated to
remove air bubbles from the elastomer. The mixture was left for approxim-
ately 30 minutes and returned to atmosphere and re-evacuated periodically
as this helped to burst any remaining air bubbles.
3. The de-gassed elastomer was then poured over a silicone wafer (Sigma-
Aldrich wafer - single side polished, <100>, N-type containing no dopant)
placed in a plastic petri dish, in an aluminium foil tray.
4. To achieve central void, for the ionic liquid sample in the SMF experiments,
a glass vial was held in place against the wafer while pouring the elastomer
to result in a cylindrical void once cured.
5. The aluminium tray, with the setting cell, was placed in an oven at 110 ￿
for 1 hour to fully cure.
6. The tray was removed and the resulting PDMS cell cut down to size for use
in the experiments.
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2.11 Synthetic Methodology and Analytical
Results
All reagents, unless specifically stated, were purchased from Sigma-Aldrich and
purified using published techniques.[7]
Mass spectrometry were recorded on a Micromass AutoSpec Premier (LSIMS)
instrument. The solvent used for LSIMS sample preparation was acetonitrile, for
the ionic liquid chloride salts, and dichloromethane for the final products (i.e. the
imidazolium bis(trifluoromethylsulfonyl)imide ionic liquid).
Elemental analysis was carried out by Stephen Boyer at the London
Metropolitan University.
2.11.1 Synthesis of 1-ethyl-3-methylimidazolium
bromide [C2C1im][Br]
1-bromoethane (100 ml, 1340 mmol, 1.2 eq) was added dropwise, over the course of
an hour, to a cooled and stirring solution of 1-methylimidazole (89 ml, 1117 mmol,
1 eq) in dry ethyl acetate (150 ml). During the addition the product started to
form and this was evident by the clouding of the solution. Once the addition was
completed the resulting solution was left stirring overnight. By the following day
stirring has ceased due to the formation of solid product throughout the majority of
the solvent. The solvent was removed via cannula before the resulting crystals were
washed with dry ethyl acetate (3 x 50 ml). The crystals were dried under vacuum
for 6 hours before recrystallising from acetonitrile. The solution was allowed to cool
to room temperature, during which time crystals started to form. The solution was
then placed into the freezer (-21 ￿) for 48 hours before removing the remaining
solvent and drying under high vacuum overnight to yield white crystals (186.4 g,
87 % yield).
d 1H (ppm) (400 MHz; DMSO-d6): 9.18 (1H, s, C(2)H), 7.81 (1H, s, C(4)H),
7.72 (1H, s, C(5)H), 4.2 (2H, q, 3JHH = 7.3 Hz, -NCH2CH3), 3.85 (3H, s,
-NCH3), 1.41 (3H, t, 3JHH = 7.3 Hz, -NCH2CH3).
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d 13C{1H} (ppm)(400 MHz, DMSO-d6): 136.24 (C(2)H), 123.55 (C(4)H), 121.97
(C(5)H), 118.35 (-CF3), 44.1 (-NCH2CH3), 35.70 (-NCH3), 15.12 (-NCH2CH3).
m/z (LSIMS+): 111 ( [C2C1im)]+, 100 %).
m/z (LSIMS-): 79 ([79Br]-, 100 %), 81 ([81Br-], 97 %).
Elemental Analysis (expected): C, 37.64 (37.72); H, 5.87 (5.80); N, 14.61 (14.66).
2.11.2 Synthesis of 1-ethyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [C2C1im][N(Tf)2]
Lithium bis(trifluoromethylsulfonyl)imide (98 g, 341 mmol, 1.3 eq) was added
slowly to a stirring solution of 1-ethyl-3-methylimidazolium bromide (50 g, 262
mmol, 1 eq) in dichloromethane (225 ml). The resulting solution was stirred for
48 hours. Water was then added and once the lithium bromide had dissolved the
phases were separated and the dichloromethane phase washed with distilled wa-
ter until the washing were negative by the silver nitrate test (17 x 50 ml). The
dichloromethane was removed under low heat on the rotary evaporator and the
resulting liquid treated with activated charcoal at room temperature overnight.
The bulk of the charcoal was removed with standard filtration through filter paper
and then through two 0.2 µm PTFE filter to ensure completed removal of partic-
ulates. The liquid was then dried overnight at 55 ￿ to yield a clear, colourless
liquid (100.1 g, 98 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.10 (1H, s, C(2)H), 7.77 (1H, s, C(4)H),
7.69 (1H, s, C(5)H), 4.18 (2H, q, 3JHH = 7.3 Hz, -NCH2CH3), 3.84 (3H, s,
-NCH3), 1.41 (3H, t, 3JHH = 7.3 Hz, -NCH2CH3).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.45 (C(2)H), 123.79 (C(4)H), 122.18
(C(5)H), 118.36 (-CF3) 44.34 (-NCH2CH3), 35.89 (-NCH3), 15.28 (-NCH2CH3).
m/z (LSIMS+): 111 ([C2C1im]+, 100 %).
m/z (LSIMS-): 280 ([NTf2]-, 100 %).
Elemental Analysis (expected): C, 24.65 (24.55); H, 2.66 (2.83); N, 10.64 (10.74).
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2.11.3 Synthesis of 1-propyl-3-methylimidazolium
chloride [C3C1im][Cl]
1-chloropropane (50 ml, 568 mmol, 1.1 eq) was added dropwise, over the course
of an hour, to a cooled and stirring solution of 1-methylimidazole (41.2 ml, 516
mmol, 1 eq) in dry ethyl acetate (100 ml). Once the addition was completed the
resulting solution was heated to 45 ￿ for 9 days under nitrogen. The solution was
then allowed to cool to room temperature before being cooled to -21 ￿ for 2 days.
Crystallisation of the product occurred upon cooling. The resulting crystals were
washed with dry ethyl acetate (9 x 50 ml) and recrystallised from acetonitrile.
Ethyl acetate was slowly added to ensure full crystallisation and the crystals were
dried under a low heat (35 ￿) overnight to yield white crystals (72.8 g, 88 %
yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.27 (1H, s, C(2)H), 7.80 (1H, s, C(4)H), 7.74
(1H, s, C(5)H), 4.14 (2H, t, -NCH2CH2CH3), 3.86 (3H, s, -NCH3), 1.80 (2H, q,
3JHH = 7.3 Hz, -NCH2CH2CH3), 0.85 (3H, t, 3JHH = 7.4 Hz, -N(CH2)2CH3).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.59 (C(2)H), 123.61 (C(4)H), 122.27
(C(5)H), 50.22 (-NCH2CH2CH3), 35.73 (-NCH3), 22.83 (-NCH2CH2CH3), 10.41
(-N(CH2)2CH3).
m/z (LSIMS+): 125 ([C3C1im]+, 100 %).
m/z (LSIMS-): 35 ([35Cl]-, 100 %), 37 ([37Cl]-, 30 %).
Elemental Analysis (expected): C, 52.15 (52.34); H, 8.29 (8.16); N, 17.27 (17.44).
2.11.4 Synthesis of 1-propyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [C3C1im][N(Tf)2]
Lithium bis(trifluoromethylsulfonyl)imide (72.9 g, 254 mmol, 1 eq) was added
slowly to a stirring solution of 1-propyl-3-methylimidazolium chloride (40.82 g,
254 mmol, 1 eq) in dichloromethane (150 ml) and water (50 ml). The resulting
solution was stirred for 48 hours before separating organic phase. The DCM layer
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was washed with distilled water until the washings were negative by the silver
nitrate test (7 x 50 ml). The dichloromethane was removed under low heat on
the rotary evaporator and the resulting liquid treated with activated charcoal at
room temperature overnight. The bulk of the charcoal was removed with standard
filtration through filter paper and then through two 0.2 µm PTFE filter to ensure
completed removal of particulates. The liquid was then dried overnight at 55 ￿
to yield a clear, colourless liquid (93.2 g, 90 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.10 (1H, s, C(2)H), 7.76 (1H, s, C(4)H),
7.70 (1H, s, C(5)H), 4.12 (2H, t, -NCH2CH2CH3), 3.85 (3H, s, -NCH3), 1.80
(2H, sextet, 3JHH = 7.3 Hz, -NCH2CH2CH3), 0.86 (3H, t, 3JHH = 7.4 Hz,
-N(CH2)2CH3).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.51 (C(2)H), 123.64(C(4)H), 122.26
(C(5)H), 118.35 (-CF3), 50.27 (-NCH2CH2CH3), 35.73 (-NCH3), 22.83
(-NCH2CH2CH3), 10.38 (-N(CH2)2CH3).
m/z (LSIMS+): 125 ([C3C1im]+, 100 %).
m/z (LSIMS-): 280 ([NTf2]-, 100 %).
Elemental Analysis (expected): C, 26.83 (26.67); H, 3.27 (3.23); N, 10.45 (10.37).
2.11.5 Synthesis of 1-butyl-3-methylimidazolium
chloride [C4C1im][Cl]
1-chlorobutane (144 ml, 1380 mmol, 1.1 eq) was added dropwise, over the course
of an hour, to a cooled and stirring solution of 1-methylimidazole (100 ml, 1255
mmol, 1 eq) in dry ethyl acetate (100 ml). Once the addition was completed the
resulting solution was heated to 55 ￿ for 14 days under nitrogen. The solution
was then allowed to cool to room temperature before being cooled to -21 ￿ for 2
days. Further crystallisation of the product occurred upon cooling. The resulting
crystals were washed with dry ethyl acetate (3 x 100 ml) and recrystallised from
acetonitrile. Ethyl acetate was slowly added to ensure full crystallisation and the
crystals were dried under a low heat (35 ￿) overnight to yield white crystals
(206 g, 94 % yield).
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d 1H (ppm)(400 MHz, DMSO-d6): 9.22 (1H, s, C(2)H), 7.80 (1H, s, C(4)H), 7.73
(1H, s, C(5)H), 4.17 (2H, t, -NCH2(CH2)2CH3), 3.86 (3H, s, NCH3), 1.77 (2H,
quintet, -NCH2CH2CH2CH3), 1.26 (2H, sextet, 3JHH = 7.4 Hz,
-NCH2CH2CH2CH3), 0.90 (3H, t, 3JHH = 7.4 Hz, -N(CH2)3CH3).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.57 (C(2)H), 123.61 (C(4)H) and
122.27 (C(5)H), 48.45 (-NCH2(CH2)2CH3), 35.34 (-NCH3), 18.76
(-NCH2CH2CH2CH3), 13.26 (-NCH2CH2CH2CH3), 35.89 (-N(CH2)3CH3).
m/z (LSIMS+): 139 ([C4C1im]+, 100 %).
m/z (LSIMS-): 35 ([35Cl]-, 100 %), 37 ([37Cl]-, 28 %).
Elemental Analysis (expected): C, 54.94 (55.01); H, 8.67 (8.66); N, 15.91 (16.04).
2.11.6 Synthesis of 1-butyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [C4C1im][N(Tf)2]
Lithium bis(trifluoromethylsulfonyl)imide (82 g, 286 mmol, 1 eq) was added slowly
to a stirring solution of 1-butyl-3-methylimidazolium chloride (50 g, 286 mmol, 1
eq) in dichloromethane (250 ml). The resulting solution was stirred for 48 hours.
Water was then added and once the lithium chloride has dissolved the phases
were separated and the dichloromethane phase washed with distilled water until
the washings were negative by the silver nitrate test (10 x 50 ml). The dichloro-
methane was removed under low heat on the rotary evaporator and the resulting
liquid treated with activated charcoal at room temperature overnight. The bulk
of the charcoal was removed with standard filtration through filter paper and then
through two 0.2 µm PTFE filter to ensure completed removal of particulates. The
liquid was then dried overnight at 55 ￿ to yield a clear, colourless liquid (110.7 g,
92 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.11 (1H, s, C(2)H), 7.77 (1H, s, C(4)H),
7.70 (1H, s, C(5)H), 4.16 (2H, t, -NCH2(CH2)2CH3), 3.85 (3H, s, NCH3), 1.77
(2H, quintet, -NCH2CH2CH2CH3), 1.27 (2H, sextet, 3JHH = 7.4 Hz,
-NCH2CH2CH2CH3), 0.91 (3H, t, 3JHH = 7.4 Hz, -N(CH2)3CH3).
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d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.98 (C(2)H), 124.10(C(4)H), 122.74
(C(5)H), 118.36 (-CF3), 48.97 (-NCH2(CH2)2CH3), 36.21 (-NCH3), 31.81
(-NCH2CH2CH2CH3), 19.23 (-NCH2CH2CH2CH3), 13.72 (-N(CH2)3CH3).
m/z (LSISM+): 139 ([C4C1im]+, 100%).
m/z (LSIMS-): 280 ([NTf2]-, 100%).
Elemental Analysis (expected): C, 28.75 (28.64); H, 3.51 (3.61); N, 10.19 (10.02).
2.11.7 Synthesis of 1-pentyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [C5C1im][N(Tf)2]
1-pentyl-3-methyimidazolium chloride was kindly provided by Dr J. Griﬃth, Welton
Research Group.
Lithium bis(trifluoromethylsulfonyl)imide (25.1 g, 87 mmol, 1.1 eq) was added
slowly to a stirring solution of 1-pentyl-3-methylimidazolium chloride (15 g, 79
mmol, 1 eq) in dichloromethane (25 ml). The resulting solution was stirred for 48
hours before filtering to remove the bulk of the precipitated lithium chloride. The
dichloromethane phase was then washed with distilled water until the washings
were negative by the silver nitrate test (4 x 50 ml). The dichloromethane was
removed under low heat on the rotary evaporator and the resulting liquid treated
with activated charcoal at room temperature overnight. The bulk of the charcoal
was removed with standard filtration through filter paper and then through two
0.2 µm PTFE filter to ensure completed removal of particulates. The liquid was
then dried overnight at 55 ￿ to yield a clear, colourless liquid (31.9 g, 93% yield).
d 1H (ppm)(400 MHz, DMSO-d6): 9.10 (1H, s, C(2)H), 7.77 (1H, s, C(4)H), 7.70
(1H, s, C(5)H), 4.15 (2H, t, 3JHH = 7.2 Hz, -NCH2(CH2)2CH3), 3.85 (3H, s,
NCH3), 1.79 (2H, quintet, 3JHH = 7.4 Hz, -NCH2CH2(CH2)2CH3), 1.45-1.09
(4H, m, -NCH2CH2(CH2)2CH3), 0.88 (3H, t, -N(CH2)4CH3).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.96 (C(2)H), 124.09 (C(4)H), 122.78
(C(5)H), 118.36 (-CF3), 49.23 (-NCH2(CH2)3CH3), 36.20 (-NCH3), 29.54
(-NCH2CH2(CH2)2CH3), 28.08 (-N(CH2)2CH2CH2CH3), 21.95
(-N(CH2)3CH2CH3) 14.16 (-N(CH2)4CH3).
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m/z (LSIMS+): 153 ([C5C1im]+, 100 %).
m/z (LSIMS-): 280 ( [NTf2]-, 100 %).
Elemental Analysis (expected): C, 30.54 (30.48); H, 3.75 (3.95); N, 9.78 (9.70).
2.11.8 Synthesis of 1-hexyl-3-methylimidazolium
chloride [C6C1im][Cl]
1-chlorohexane (35 ml, 255 mmol, 1eq) was added dropwise, over the course of
an hour, to a cooled and stirring solution of 1-methylimidazole (18.48 ml, 232
mmol, 1 eq) in dry acetonitrile (50 ml). Once the addition was completed the
solution was heated to 45 ￿ for 14 days under nitrogen. Two layers formed and
the lower ionic liquid layer was washed with dry ethyl acetate and acetonitrile (5:1)
(3 x 50 ml) before drying under vacuum. This resulted in a slightly pale yellow,
viscous liquid (36.4 g, 77 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.38 (1H, s, C(2)H), 7.83 (1H, s, C(4)H),
7.76 (1H, s, C(5)H), 4.17 (2H, t, 3JHH = 7.2 Hz, -NCH2(CH2)4CH3), 3.86 (3H, s,
NCH3), 1.77 (2H, quintet, 3JHH = 7.2 Hz, -NCH2CH2(CH2)3CH3), 1.25 (6H, m,
-N(CH2)2(CH2)3CH3), 0.85 (3H, t, -N(CH2)5CH3).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.64 (C(2)H), 123.57 (C(4)H), 122.24
(C(5)H), 48.68 (-NCH2(CH2)4CH3), 35.70 (NCH3), 30.53
(-NCH2CH2(CH2)3CH3), 29.34 (-N(CH2)2CH2(CH2)2CH3), 25.13
(-N(CH2)3CH2CH2CH3), 21.86 (-N(CH2)4CH2CH3), 13.82 (-N(CH2)5CH3).
m/z (LSIMS+): 167 ([C6C1im)]+, 100%).
m/z (LSIMS-): ([35Cl]-, 100 %), 37 ([37Cl]- , 28 %).
Elemental Analysis (expected): C, 59.36 (59.25); H, 9.59 (9.45); N, 13.72 (13.82).
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2.11.9 Synthesis of 1-hexyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [C6C1im][N(Tf)2]
Lithium bis(trifluoromethylsulfonyl)imide (35.4 g, 123 mmol, 1 eq) was added
slowly to a stirring solution of 1-hexyl-3-methylimidazolium chloride (25 g, 123
mmol, 1 eq) in dichloromethane (200 ml). The resulting solution was stirred for 48
hours before filtering to remove the bulk of the precipitated lithium chloride. The
dichloromethane phase was then washed with distilled water until the washings
were negative by the silver nitrate test (10 x 50 ml). The dichloromethane was
removed under low heat on the rotary evaporator and the resulting liquid treated
with activated charcoal at room temperature overnight. The bulk of the charcoal
was removed with standard filtration through filter paper and then through two
0.2 µm PTFE filter to ensure completed removal of particulates. The liquid was
then dried overnight at 55 ￿ to yield a clear, colourless liquid (43.4 g, 79 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.09 (1H, s, C(2)H), 7.76 (1H, s, C(4)H),
7.69 (1H, s, C(5)H), 4.15 (2H, t, 3JHH = 7.2 Hz, -NCH2(CH2)4CH3), 3.84 (3H, s,
NCH3), 1.77 (2H, quintet, 3JHH = 7.2 Hz, -NCH2CH2(CH2)3CH3), 1.26 (6H, m,
-N(CH2)2(CH2)3CH3), 0.86 (3H, t, -N(CH2)5CH3).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.49 (C(2)H), 123.63 (C(4)H), 122.27
(C(5)H), 118.35 (-CF3), 48.77 (-NCH2(CH2)4CH3), 35.74 (NCH3), 118.35
(-CF3), 30.54 (-NCH2CH2(CH2)3CH3), 29.33 (-N(CH2)2CH2(CH2)2CH3), 25.14
(-N(CH2)3CH2CH2CH3), 21.87 (-N(CH2)4CH2CH3), 13.83 (-N(CH2)5CH3).
m/z (LSIMS+): 167 ([C6C1im]+, 100 %).
m/z (LSIMS-): 280 ([NTf2]-, 100 %).
Elemental Analysis (expected): C, 32.25 (32.21); H, 4.37 (4.28); N, 9.51 (9.39).
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2.11.10 Synthesis of 1-heptyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [C7C1im][N(Tf)2]
1-heptyl-3-methyimidazolium chloride was kindly provided by Dr J. Griﬃth, Welton
Research Group.
Lithium bis(trifluoromethylsulfonyl)imide (21.9 g, 76 mmol, 1.1 eq) was added
slowly to a stirring solution of 1-heptyl-3-methylimidazolium chloride (15 g, 69
mmol, 1 eq) in dichloromethane (25 ml). The resulting solution was stirred for 48
hours before filtering to remove the bulk of the precipitated lithium chloride. The
dichloromethane phase was then washed with distilled water until the washings
were negative by the silver nitrate test (11 x 50 ml). The dichloromethane was
removed under low heat on the rotary evaporator and the resulting liquid treated
with activated charcoal at room temperature overnight. The bulk of the charcoal
was removed with standard filtration through filter paper and then through two
0.2 µm PTFE filter to ensure completed removal of particulates. The liquid was
then dried overnight at 55 ￿ to yield a clear, colourless liquid (25.3 g, 79 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.10 (1H, s, C(2)H), 7.77 (1H, s, C(4)H),
7.70 (1H, s, C(5)H), 4.15 (2H, t, 3JHH = 7.2 Hz, -NCH2(CH2)5CH3), 3.85 (3H, s,
NCH3), 1.78 (2H, quintet, 3JHH = 7.2 Hz, -NCH2CH2(CH2)4CH3), 1.28 (8H, b,
-N(CH2)2(CH2)4CH3), 0.87 (3H, t, -N(CH2)6CH3).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.95 (C(2)H), 124.08 (C(4)H), 122.78
(C(5)H), 118.36 (-CF3), 49.25 (-NCH2(CH2)5CH3), 36.20 (-NCH3), 31.48
(-NCH2CH2(CH2)4CH3), 29.84 (-N(CH2)2CH2(CH2)3CH3), 28.84
(-N(CH2)3CH2(CH2)2 CH3), 25.91 (-N(CH2)4CH2CH2CH3), 22.43
(-N(CH2)5CH2CH3), 14.34 (-N(CH2)5CH2CH3).
m/z (LSIMS+): 181 ([C7C1im]+, 100 %).
m/z (LSIMS-): 280 ([NTf2]-, 100 %).
Elemental Analysis (expected): C, 34.01 (33.84); H, 4.59 (4.42); N, 9.24 (9.11).
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2.11.11 Synthesis of 1-octyl-3-methylimidazolium
chloride [C8C1im][Cl]
1-chlorooctane (50 ml, 294 mmol, 1.1 eq.) was added, over the course of an hour,
to a cooled and stirring solution of 1-methylimidazole (21.3 ml, 268 mmol, 1 eq.)
in dry acetonitrile (100 ml). Once the addition was completed the solution was
heated to reflux for 14 days under nitrogen. Two layers formed and the lower ionic
liquid layer was washed with dry ethyl acetate and acetonitrile (5:1) (5 x 50 ml)
before drying under vacuum overnight to yield a clear, colourless, viscous liquid
(51.2 g, 83 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.46 (1H, s, C(2)H), 7.85 (1H, s, C(4)H),
7.78 (1H, s, C(5)H), 4.17 (2H, t, 3JHH = 7.2 Hz, -NCH2(CH2)6CH3), 3.87 (3H, s,
NCH3), 1.77 (2H, quintet, 3JHH = 7.2 Hz, -NCH2CH2(CH2)5CH3), 1.23 (10H, m,
-N(CH2)2(CH2)5CH3), 0.84 (3H, t, -N(CH2)7CH3).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 137.17 (C(2)H), 124.04 (C(4)H), 122.73
(C(5)H), 49.16 (-NCH2(CH2)6CH3), 36.18 (NCH3), 31.64
(-NCH2CH2(CH2)5CH3), 29.90 (-N(CH2)2CH2(CH2)4CH3), 28.96
(-N(CH2)3CH2(CH2)3 CH3), 28.82 (-N(CH2)4CH2(CH3)2CH3), 25.97
(-N(CH2)5CH2CH2CH3), 22.52 (-N(CH2)6CH2CH3), 14.40 (-N(CH2)5CH3).
m/z (LSIMS+): 195 ([C8C1im)]+, 100 %).
m/z (LSIMS-): 35 ([35Cl]-, 100 %), 37 ([37Cl]-, 32 %).
Elemental Analysis (expected): C, 62.30 (62.45); H, 10.16 (10.05); N, 12.01
(12.14).
2.11.12 Synthesis of 1-octyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [C8C1im][N(Tf)2]
Lithium bis(trifluoromethylsulfonyl)imide (31.1 g, 108 mmol, 1 eq) was added
slowly to a stirring solution of 1-octyl-3-methylimidazolium chloride (25 g, 108
mmol, 1 eq) in dichloromethane (225 ml). The resulting solution was stirred for 48
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hours before filtering to remove the bulk of the precipitated lithium chloride. The
dichloromethane phase was then washed with distilled water until the washings
were negative by the silver nitrate test (9 x 50 ml). The dichloromethane was
removed under low heat on the rotary evaporator and the resulting liquid treated
with activated charcoal at room temperature overnight. The bulk of the charcoal
was removed with standard filtration through filter paper and then through two
0.2 µm PTFE filter to ensure completed removal of particulates. The liquid was
then dried overnight at 55 ￿ to yield a clear, colourless liquid (42.17 g, 89 %
yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.09 (1H, s, C(2)H), 7.76 (1H, s, C(4)H),
7.69 (1H, s, C(5)H), 4.14 (2H, t, 3JHH = 7.2 Hz, -NCH2(CH2)6CH3), 3.84 (3H, s,
NCH3), 1.77 (2H, quintet, 3JHH = 7.2 Hz, -NCH2CH2(CH2)5CH3), 1.25 (10H, b,
-N(CH2)2(CH2)5CH3), 0.86 (3H, t, -N(CH2)7CH3).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.48 (C(2)H), 123.61 (C(4)H), 122.26
(C(5)H), 118.35 (-CF3), 48.78 (-NCH2(CH2)6CH3), 35.74 (NCH3), 31.16
(-NCH2CH2(CH2)5CH3), 29.38 (-N(CH2)2CH2(CH2)4CH3), 28.48
(-N(CH2)3CH2(CH2)3 CH3), 28.33 (-N(CH2)4CH2(CH3)2CH3), 25.49
(-N(CH2)5CH2CH2CH3), 22.06 (-N(CH2)6CH2CH3), 13.93 (-N(CH2)5CH3).
m/z (LSIMS+): 195 ([C8C1im)]+, 100 %).
m/z (LSIMS-): 280 ([NTf2]-, 100 %).
Elemental Analysis (expected): C, 35.49 (35.36); H, 4.80 (4.88); N, 8.96 (8.84).
2.11.13 Synthesis of 1-hydroxyethyl-3-methylimidazolium
chloride [(HO)2C2C1im][Cl]
2-chloroethan-1-ol (46.3 ml, 690 mmol, 1.1 eq) was added dropwise, over the course
of an hour, to a cooled and stirring flask containing 1-methylimidazole (50 ml, 627
mmol, 1 eq) in toluene (50 ml). Once the addition was completed, the reaction
mixture was heated to 65 ￿ for days. After being allowed to cool, the upper layer
was decanted oﬀ using a cannula and the lower phase was allowed to crystallise. To
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ensure full crystallisation and no loss of product, the round bottom flask was then
cooled to -21￿ overnight. The product was washed with dry ethyl acetate (3 x 50
ml) and dried under vacuum (35 ￿), before recrystallising from dry acetonitrile.
The product was dried under vacuum at 35 ￿ overnight yielding white, colourless
crystals (73.2 g, 72 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.18 (1H, s, C(2)H), 7.75 (1H, s, C(4)H),
7.71 (1H, s, C(5)H), 5.34 (1H, bs, -N(CH2)2OH), 4.22 (2H, t, 3JHH = 5.0 Hz,
-NCH2CH2OH), 3.87 (3H, s, -NCH3), 3.71 (2H, quintet, 3JHH = 5.2 Hz,
-NCH2CH2OH).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.85 (C(2)H), 123.29 (C(4)H), 122.65
(C(5)H), 59.27 (-NCH2CH2OH), 51.56 (-NCH2CH2OH), 35.65 (-NCH3).
m/z (LSIMS+): 127 ([(HO)2C2C1im]+, 50 %), 83 ([C1im]+, 100 %).
m/z (LSIMS-): 35 ([35Cl]-, 100 %), 37 ([37Cl]-, 30 %).
Elemental Analysis (expected): C, 44.47 (44.32); H, 6.96 (6.82); N, 17.12 (17.23).
2.11.14 Synthesis of 1-hydroxyethyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide
[(HO)2C2C1im][N(Tf)2]
Lithium bis(trifluoromethylsulfonyl)imide (88 g, 307 mmol, 1 eq) was added slowly
to a stirring solution of 1-hydroxyethyl-3-methylimidazolium chloride (50 g, 307
mmol, 1 eq) in dichloromethane (35 ml) and water (30 ml). The resulting solution
was stirred for 48 hours before filtering to remove the bulk of the precipitated
lithium chloride. The dichloromethane phase was then washed with distilled wa-
ter until the washings were negative by the silver nitrate test (9 x 50 ml). The
dichloromethane was removed under low heat on the rotary evaporator and the
resulting liquid treated with activated charcoal at room temperature overnight.
The bulk of the charcoal was removed with standard filtration through filter paper
and then through two 0.2 µm PTFE filter to ensure completed removal of partic-
ulates. The liquid was then dried overnight at 55 ￿ to yield a clear, colourless
liquid (65.8 g, 53 % yield).
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d 1H (ppm) (400 MHz, DMSO-d6): 9.07 (1H, s, C(2)H), 7.72 (1H, s, C(4)H),
7.69 (1H, s, C(5)H), 5.16 (1H, bs, -N(CH2)2OH), 4.20 (2H, t, 3JHH = 5.0 Hz,
-NCH2CH2OH), 3.86 (3H, s, -NCH3), 3.72 (2H, quintet, 3JHH = 5.0 Hz,
-NCH2CH2OH).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.82 (C(2)H), 123.35 (C(4)H), 122.66
(C(5)H), 118.35 (-CF3), 59.32 (-NCH2CH2OH), 51.63 (-NCH2CH2OH), 35.66
(-NCH3).
m/z (LSIMS+): 127 (100, [(HO)2C2C1im]+).
m/z (LSIMS-): 280 ([NTf2]-, 100 %).
Elemental Analysis (expected): C, 23.54 (23.59); H, 2.60 (2.72); N, 10.45 (10.32).
2.11.15 Synthesis of 1-hydroxypropyl-3-methylimidazolium
chloride [(HO)3C3C1im][Cl]
3-chloropropan-1-ol (57.7 ml, 690 mmol, 1.1 eq) was added dropwise, over the
course of an hour, to cooled and stirring 1-methylimidazole (50 ml, 627 mmol,
1 eq) in toluene (100 ml). Once the addition was completed, the reaction mixture
was heated to 60 ￿ for 4 days. After being allowed to cool, the upper layer was
decanted oﬀ using a cannula and the lower phase was allowed to crystallise. To
ensure full crystallisation and no loss of product, the round bottom flask was then
cooled to -21 ￿ overnight. The product was washed with dry ethyl acetate (3 x
100 ml) and dried under vacuum (35 ￿), before recrystallising from dry
acetonitrile. The product was dried under vacuum at 35 ￿ overnight yielding
white, colourless crystals (101.5 g, 92 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.28 (1H, s, C(2)H), 7.81 (1H, s, C(4)H),
7.73 (1H, s, C(5)H), 4.90 (1H, b, -N(CH2)3OH) , 4.24 (2H, t, 3JHH = 6.8 Hz,
-NCH2(CH2)2OH), 3.85 (3H, s -NCH3), 3.40 (2H, q, -N(CH2)2CH2OH), 1.924
(2H, quintet, 3JHH = 6.4 Hz, -N(CH2CH2CH2OH).
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d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.80 (C(2)H), 123.51 (C(4)H), 122.39
(C(5)H), 56.86 (-NCH2(CH2)2OH), 46.15 (-N(CH2)2CH2OH), 35.70 (-NCH3),
32.37 (-N(CH2CH2CH2OH).
m/z (LSIMS+): 141 ([(HO)3C3C1im]+, 100 %).
m/z (LSIMS-): 35 ([35Cl]-, 100 %), 37 ([37Cl]-, 32 %).
Elemental Analysis (expected): C, 47.45 (47.60); H, 7.46 (7.42); N, 15.76 (15.86).
2.11.16 Synthesis of 1-hydroxypropyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide
[(HO)3C3C1im][N(Tf)2]
Lithium bis(trifluoromethylsulfonyl)imide (81 g, 283 mmol, 1 eq) was added slowly
to a stirring solution of 1-hydroxypropyl-3-methylimidazolium chloride (50 g,
283 mmol, 1 eq) in dichloromethane (30 ml) and water (25 ml). The resulting
solution was stirred for 48 hours before filtering to remove the bulk of the precipit-
ated lithium chloride. The dichloromethane phase was then washed with distilled
water until the washings were negative by the silver nitrate test (7 x 50 ml). The
dichloromethane was removed under low heat on the rotary evaporator and the
resulting liquid treated with activated charcoal at room temperature overnight.
The bulk of the charcoal was removed with standard filtration through filter
paper and then through two 0.2 µm PTFE filter to ensure completed removal of
particulates. The liquid was then dried overnight at 55 ￿ to yield a clear, colour-
less liquid (55.98 g, 47 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.09 (1H, s, C(2)H), 7.75 (1H, s, C(4)H),
7.69 (1H, s, C(5)H), 4.72 (1H, b, -N(CH2)3OH) , 4.22 (2H, t, 3JHH = 7.2 Hz,
-NCH2(CH2)2OH), 3.84 (3H, s -NCH3), 3.41 (2H, q, -N(CH2)2CH2OH), 1.93
(2H, quintet, 3JHH = 7.2 Hz, -N(CH2CH2CH2OH).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.67 (C(2)H), 123.58 (C(4)H), 122.41
(C(5)H), 118.35 (-CF3), 57.07 (-NCH2(CH2)2OH), 46.26 (-N(CH2)2CH2OH),
35.72 (-NCH3), 32.31 (-N(CH2CH2CH2OH).
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m/z (LSIMS+): 141 ([(HO)3C3C1im]+, 100 %).
m/z (LSIMS-): 280 ([NTf2]-, 100 %).
Elemental Analysis (expected): C, 26..62 (25.66); H, 2.65 (3.11); N, 10.20 (10.41).
2.11.17 Synthesis of 1-hydroxyhexyl-3-methylimidazolium
chloride [(HO)6C6C1im][Cl]
6-chlorohexan-1-ol (50 ml, 375 mmol, 1.2 eq) was added dropwise, over the course
of an hour, to cooled and stirring 1-methylimidazole (25 ml, 312 mmol, 1 eq)
in toluene (50 ml). Once the addition was completed, the reaction mixture was
heated to 60 ￿ for 4 days. After being allowed to cool, two layers were noticeable,
therefore, the upper layer was decanted oﬀ using a cannula and the lower phase
cooled to -21 ￿ to attempt crystallisation. However, no crystallisation occurred
and the viscous liquid was washed with dry ethyl acetate and acetonitrile (5:1)
(5 x 50 ml). The liquid was then dried under vacuum at 35 ￿ overnight yielding
a clear, colourless, viscous liquid (59.2 g, 87 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.33 (1H, s, C(2)H), 7.82 (1H, s, C(4)H),
7.75 (1H, s, C(5)H), 4.47 (1H, bs, -N(CH2)6OH), 4.17 (2H, t, 3JHH = 7.2 Hz,
-NCH2(CH2)5OH), 3.86 (3H, s, -NCH3), 3.37 (2H, t, 3JHH = 7.2 Hz,
-N(CH2)5CH2OH), 1.78 (2H, quintet, 3JHH = 7.2 Hz, -NCH2CH2(CH2)4OH),
1.46-1.17 (6H, m, -N(CH2)2(CH2)3CH3OH).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.62 (C(2)H), 123.58 (C(4)H), 122.25
(C(5)H), 60.41 (-N(CH2)5CH2OH), 48.69 (-NCH2(CH2)5OH), 35.71 (-NCH3),
32.18 (-NCH2CH2(CH2)4OH), 29.42 (-N(CH2)4CH2CH2OH), 25.36
(-N(CH2)2CH2(CH2)3OH), 24.86 (-N(CH2)3CH2(CH2)2OH).
m/z (LSIMS+): 183 ([(HO)6C6C1im)]+, 100 %).
m/z (LSIMS-): 35 ([35Cl]-, 100 %), 37 ([37Cl]-, 31%).
Elemental Analysis (expected): C, 54.98 (54.91); H, 8.85 (8.76); N, 12.68 (12.81).
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2.11.18 Synthesis of 1-hydroxyhexyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide
[(HO)6C6C1im][N(Tf)2]
1-hydroxyhexyl-3-methylimidazolium chloride (30 g, 137 mmol, 1 eq.) was dis-
solved in dichloromethane (225 ml) and to this stirring solution lithium
bis(trifluoromethylsulfonyl)imide (39.4 g, 137 mmol, 1 eq) was added portionwise.
After stirring for 48 hrs under nitrogen, water (50 ml) was added to the solution
and it was left to stir until the lithium chloride precipitate had dissolved. The
resulting two phases were separated, and lower phase washed with distilled water
(11 x 50 ml) until the washings were negative when tested with silver nitrate. The
dichloromethane was removed under low heat on the rotary evaporator and the
resulting liquid treated with activated charcoal at room temperature overnight.
The bulk of the charcoal was removed with standard filtration through filter pa-
per and then through two 0.2 µm PTFE filter to ensure completed removal of
particulates. The liquid was then dried overnight at 55 ￿ to yield a clear, colour-
less liquid (55.4 g, 87 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.19 (1H, s, C(2)H), 7.76 (1H, s, C(4)H),
7.69 (1H, s, C(5)H), 4.36 (1H, bs, -N(CH2)6OH), 4.14 (2H, t, 3JHH = 7.2 Hz,
-NCH2(CH2)5OH), 3.84 (3H, s, -NCH3), 3.37 (2H, t, -N(CH2)5CH2OH), 1.77
(2H, quintet, 3JHH = 7.2 Hz, -NCH2CH2(CH2)4OH), 1.46-1.18 (6H, m,
-N(CH2)2(CH2)3CH3OH).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.50 (C(2)H), 123.62 (C(4)H), 122.27
(C(5)H), 118.35 (-CF3), 60.50 (-N(CH2)5CH2OH), 118.35 (-CF3), 48.77
(-NCH2(CH2)5OH), 35.75 (-NCH3), 32.22 (-NCH2CH2(CH2)4OH), 29.44
(-N(CH2)4CH2CH2OH), 25.39 (-N(CH2)2CH2(CH2)3OH), 24.89
(-N(CH2)3CH2(CH2)2OH).
m/z (LSIMS+): 183 ([(HO)6C6C1im)]+, 100%).
m/z (LSIMS-): 280 ([NTf2]-, 100 %).
Elemental Analysis (expected): C, 31.22 (31.10); H, 4.05 (4.13); N, 8.95 (9.07).
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2.11.19 Synthesis of 1-hydroxyoctyl-3-methylimidazolium
chloride [(HO)8C8C1im][Cl]
8-chlorooctan-1-ol (50 ml, 296 mmol, 1.1 eq) was added dropwise, over the course
of an hour, to cooled and stirring 1-methylimidazole (21.5 ml, 269 mmol, 1 eq)
in toluene (50 ml). Once the addition was completed, the reaction mixture was
heated to 60 ￿ for 7 days. After being allowed to cool, two layers were visible,
and the upper layer was decanted oﬀ using a cannula and the lower phase cooled
to -21 ￿ to attempt crystallisation. However, no crystallisation occurred and
the viscous liquid was washed with dry ethyl acetate and acetonitrile (5:1) (5 x
50 ml). The liquid was then dried under vacuum at 35 ￿ overnight yielding a
clear, colourless, viscous liquid (43.3 g, 65 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.13 (1H, s, C(2)H), 7.77 (1H, s, C(4)H),
7.70 (1H, s, C(5)H), 4.34 (1H, bs, -N(CH2)8OH), 4.15 (2H, t, 3JHH = 7.2 Hz,
-NCH2(CH2)7OH) , 3.84 (3H, s, -NCH3), 3.37 (2H, q, -N(CH2)7CH2OH), 1.77
(2H, quintet, 3JHH = 7.2 Hz, -NCH2CH2(CH2)6OH), 1.44-1.16 (10H, m,
-N(CH2)2(CH2)5CH3OH).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.50 (C(2)H), 123.61(C(4)H), 122.27
(C(5)H), 60.64 (-N(CH2)7CH2OH), 48.25 (-NCH2(CH2)7OH), 35.74 (-NCH3),
32.45 (-NCH2CH2(CH2)6OH), 29.35 (-N(CH2)6CH2CH2OH), 28.70
(-N(CH2)2CH2(CH2)5OH), 28.39 (-N(CH2)5CH2(CH2)2OH), 25.44
(-N(CH2)3CH2(CH2)4OH), 25.39 (-N(CH2)4CH2(CH2)3OH).
m/z (LSIMS+): 211 ([(HO)8C8C1im)]+, 100 %).
m/z (LSIMS-): 35 [35Cl]-, 100 %), 37 ([37Cl]-, 28 %).
Elemental Analysis (expected): C, 58.55 (58.41); H, 9.52 (9.39); N, 11.45 (11.35).
2.11.20 Synthesis of 1-hydroxyoctyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide
[(HO)8C8C1im][N(Tf)2]
1-hydroxyoctyl-3-methylimidazolium chloride (25.74 g, 104 mmol, 1 eq.) was dis-
solved in dichloromethane (150 ml) and water (50 ml). To this stirring
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solution lithium bis(trifluoromethylsulfonyl)imide (30.43 g, 106 mmol, 1 eq) was
added portionwise. After stirring for 48 hrs under nitrogen, the two phases were
separated, and lower phase washed with distilled water (9 x 50 ml) until the
washings were negative when tested with silver nitrate. The dichloromethane was
removed under low heat on the rotary evaporator and the resulting liquid treated
with activated charcoal at room temperature overnight. The bulk of the charcoal
was removed with standard filtration through filter paper and then through two
0.2 µm PTFE filter to ensure completed removal of particulates. The liquid was
then dried overnight at 55 ￿ to yield a clear, colourless liquid (42.1 g, 82 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.09 C(2)H), 7.76 (1H, s, C(4)H), 7.69 (1H,
s, C(5)H), 4.34 (1H, t, -N(CH2)8OH), 4.14 (2H, t, 3JHH = 7.2 Hz,
-NCH2(CH2)7OH), 3.84 (3H, s, -NCH3), 3.37 (2H, q, -N(CH2)7CH2OH), 1.77
(2H, quintet, 3JHH = 7.2 Hz, -NCH2CH2(CH2)6OH), 1.46-1.17 (10H, m,
-N(CH2)2(CH2)5CH3OH).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.49 (C(2)H), 123.62 (C(4)H), 122.27
(C(5)H), 118.35 (-CF3), 60.67 (-N(CH2)7CH2OH), 48.78 (-NCH2(CH2)7OH),
35.75 (-NCH3), 32.48 (-NCH2CH2(CH2)6OH), 29.37 (-N(CH2)6CH2CH2OH),
28.72 (-N(CH2)2CH2(CH2)5OH), 28.42 (-N(CH2)5CH2(CH2)2OH), 25.46
(-N(CH2)3CH2(CH2)4OH), 25.41 (-N(CH2)4CH2(CH2)3OH).
m/z (LSIMS+): 211 ([(HO)8C8C1im]+, 100 %).
m/z (LSIMS-): 280 ( [NTf2]-, 100 %).
Elemental Analysis (expected): C, 34.34 (34.21); H, 4.81 (4.72); N, 8.66 (8.55).
2.12 Ultrapure synthesis of ionic liquids
To synthesise two ultrapure ionic liquids the following additional steps were taken:
1. All new glassware was purchased.
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2. All glassware was washed with piranha solution (1:3, 30% hydrogen per-
oxide:concentrated sulphuric acid), washed with distilled water, before soak-
ing overnight in distilled water and washed again before storing in distilled
water until required.
3. No grease was used anywhere in the setup, grease being replaced by hard
PTFE sleeves when a good vacuum or seal was required.
4. The products of each step were kept stored under nitrogen and wrapped in
aluminium foil.
5. Filtration through the 0.2 µm PTFE filters was performed under only a slight
pressure to avoid carry through.
2.12.1 Synthesis of ultrapure 1-butyl-3-methylimidazolium
chloride [C4C1im][Cl]
For this ultrapure synthesis the 1-methylimidazole was stirred overnight with
freshly cut sodium before distillation.[7] Additionally, the 1-chlorobutane was washed
with concentrated sulphuric acid until the acid was colourless. It was then washed
with water, neutralised with sodium hydrogen carbonate, before washing with
water again. It was then dried with magnesium sulfate, before stirring overnight
with diphosphorus pentoxide and distilling from it the following day.[7, 8]
1-chlorobutane (144 ml, 1380 mmol, 1.1 eq) was added dropwise, over the
course of an hour, to a cooled and stirring solution of 1-methylimidazole (100 ml,
1255 mmol, 1 eq) in dry ethyl acetate (100 ml). Once the addition was completed
the resulting solution was heated to 45￿ for 30 days under nitrogen. The solution
was then allowed to cool to room temperature before being cooled to -21 ￿ for 2
days. Further crystallisation of the product occurred upon cooling. The resulting
crystals were washed with dry ethyl acetate (3 x 100 ml) and recrystallised from
acetonitrile until the mother liquor was colourless (4 times). The crystals were
dried under a low heat (35 ￿) overnight to yield white crystals (164 g, 75 %
yield).
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d 1H (ppm)(400 MHz, DMSO-d6): 9.32 (1H, s, C(2)H), 7.82 (1H, s, C(4)H), 7.75
(1H, s, C(5)H), 4.18 (2H, t, 3JHH = 7.1 Hz, -NCH2(CH2)2CH3), 3.87 (3H, s,
NCH3), 1.77 (2H, quintet, 3JHH = 7.4 Hz, -NCH2CH2CH2CH3), 1.26 (2H,
sextet, 3JHH = 7.4 Hz, -NCH2CH2CH2CH3), 0.90 (3H, t, -N(CH2)3CH3).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 137.11 (C(2)H), 124.08 (C(4)H), 122.75
(C(5)H), 48.92 (-NCH2(CH2)2CH3), 36.20 (-NCH3), 33.84 (-NCH2CH2CH2CH3),
19.24 (-N(CH2)2CH2CH3), 13.75 (-N(CH2)3CH3).
m/z (LSIMS+): 139 ([C4C1im)]+, 100 %).
m/z (LSIMS-): 35 ([35Cl]-, 100 %), 37 ([37Cl]-, 31 %).
Elemental Analysis (expected): C, 51.84 (55.01); H, 8.79 (8.66); N, 14.91 (16.04).
2.12.2 Synthesis of ultrapure 1-butyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [C4C1im][N(Tf)2]
Lithium bis(trifluoromethylsulfonyl)imide (82 g, 286 mmol, 1 eq) was added slowly
to a stirring solution of 1-butyl-3-methylimidazolium chloride (50 g, 286 mmol,
1 eq) in dichloromethane (225 ml). The resulting solution was stirred for 48 hours
before filtering to remove the bulk of the precipitated lithium chloride. The di-
chloromethane phase was then washed with distilled water until the washings were
negative by the silver nitrate test. The dichloromethane was removed under low
heat on the rotary evaporator. The liquid was washed with hexane twice (2 x
25 ml) before removing any remaining solvent at low temperature on the rotary
evaporator. It was then treated with activated charcoal at room temperature
overnight. The bulk of the charcoal was removed with standard filtration through
filter paper and then through two 0.2 µm PTFE filter to ensure completed re-
moval of particulates. The liquid was then dried overnight at 55 ￿ to yield a
clear, colourless liquid (95.6 g, 80 % yield).
d 1H (ppm) (400 MHz, DMSO-d6): 9.11 (1H, s, C(2)H), 7.76 (1H, s, C(4)H),
7.70 (1H, s, C(5)H), 4.16 (2H, t, 3JHH = 7.2 Hz, -NCH2(CH2)2CH3), 3.85 (3H, s,
NCH3), 1.77 (2H, quintet, 3JHH = 7.3 Hz, -NCH2CH2CH2CH3), 1.27 (2H,
sextet, 3JHH = 7.4 Hz, -NCH2CH2CH2CH3), 0.91 (3H, t, -N(CH2)3CH3).
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d 13C{1H} (ppm) (400 MHz, DMSO-d6): 136.97 (C(2)H), 124.08(C(4)H), 122.72
(C(5)H), 118.36 (-CF3), 48.98 (-NCH2(CH2)2CH3), 36.18 (-NCH3), 31.81
(-NCH2CH2CH2CH3), 19.22 (-N(CH2)2CH2CH3), 13.66 (-N(CH2)3CH3).
m/z (LSISM+): 139 ([C4C1im]+, 100%).
m/z (LSIMS-): 280 ([NTf2]-, 100%).
Elemental Analysis (expected): C, 28.58 (28.64); H, 3.55 (3.61); N, 10.12 (10.02).
2.12.3 Synthesis of ultrapure
N-butyl-N-methypyrrolidinium chloride
[C4C1pyrr][Cl]
For this ultrapure synthesis the N-methylpyrrolidine was stirred overnight with
potassium hydroxide before distillation.[9] Additionally, the 1-chlorobutane was
washed with concentrated sulphuric acid until the acid was colourless. It was then
washed with water, neutralised with sodium hydrogen carbonate, before wash-
ing with water again. It was then dried with magnesium sulfate, before stirring
overnight with diphosphorus pentoxide and distilling from it the following day.[7, 8]
1-chlorobutane (100 ml, 961 mmol, 1.1 eq) was added dropwise, over the
course of an hour, to a cooled and stirring solution of N-methypyrrolidine (93 ml,
874 mmol, 1eq) in dry ethyl acetate (100 ml). Once the addition was completed
the resulting solution was heated to 45 ￿ for 30 days under nitrogen. The solu-
tion (and precipitated product) was then allowed to cool to room temperature
before being cooled to -21 ￿ for 2 days to maximise crystallisation of the product.
Two crops of crystals were recovered from the mother liquor and were combined.
The resulting crystals were washed with dry ethyl acetate (3 x 100 ml) and re-
crystallised from acetonitrile until the mother liquor was colourless (3 times). The
crystals were then dried under a low heat (35 ￿) overnight to yield white crystals
(73.5 g, 47.3 %).
d 1H (ppm)(400 MHz, DMSO-d6): 3.61-3.36 (4H, m, -NCH2CH2[pyrr]), 3.33-3.27
(2H, m,-NCH2(CH2)2CH3), 2.99 (3H, s, -NCH3), 2.08 (4H, b, -NCH2CH2[pyrr]),
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1.77-1.59 (2H, m, -NCH2CH2CH2CH3), 1.32 (2H, sextet, 3JHH = 7.4 Hz,
-NCH2CH2CH2CH3), 1.00 (3H, t, 3JHH = 7.4 Hz, -N(CH2)3CH3).
d 13C{1H} (ppm) (400 MHz, DMSO-d6): 63.86 (–NCH2CH2 [pyrr]), 63.29
(-NCH2CH2 [pyrr]), 47.94 (-NCH3), 25.41 (-NCH2(CH2)2CH3), 21.55
(-NCH2CH2CH2CH3), 19.80 (-N(CH2)2CH2CH3), 13.99 (-N(CH2)3CH3).
m/z (LSIMS+): 142 ([C4C1pyrr)]+, 100 %).
m/z (LSIMS-): 35 ([35Cl]-, 100 %), 37 ([37Cl]-, 28 %).
Elemental Analysis (expected): C, 60.96 (60.83); H, 11.26 (11.34); N, 7.98 (7.88).
2.12.4 Synthesis of ultrapure
N-butyl-N-methypyrrolidinium
bis(trifluoromethylsulfonyl)imide [C4C1pyrr][N(Tf)2]
Lithium bis(trifluoromethylsulfonyl)imide (81 g, 281 mmol, 1 eq) was added slowly
to a stirring solution of N-butyl-N-methylpyrrolidinium chloride (50 g, 281 mmol,
1 eq) in dichloromethane (225 ml). The resulting solution was stirred for 48 hours
before filtering to remove the bulk of the precipitated lithium chloride. The di-
chloromethane phase was then washed with distilled water until the washings were
negative by the silver nitrate test. The dichloromethane was removed under low
heat on the rotary evaporator. The resulting liquid was washed with hexane twice
(2 x 25 ml) before removing any remaining solvent at low temperature on the
rotary evaporator. The liquid was then treated with activated charcoal at room
temperature overnight. The bulk of the charcoal was removed with standard fil-
tration through filter paper and then through two 0.2 µm PTFE filter to ensure
complete removal of particulates. The liquid was then dried overnight at 55 ￿ to
yield a clear, colourless liquid (33.6 g, 85 % yield).
d 1H (ppm)(400 MHz, DMSO-d6): 3.52-3.36 (4H, m, -NCH2CH2[pyrr]), 3.32-3.24
(2H, m,-NCH2(CH2)2CH3), 2.98 (3H, s, -NCH3), 2.08 (4H, b, -NCH2CH2[pyrr]),
1.76-1.61 (2H, m, -NCH2CH2CH2CH3), 1.32 (2H, sextet, 3JHH = 7.3 Hz,
-NCH2CH2CH2CH3), 0.94 (3H, t, 3JHH = 7.4 Hz, -N(CH2)3CH3).
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d 13C{1H} (ppm) (DMSO-d6): 118.35 (-CF3), 63.89 (–NCH2CH2 [pyrr]), 63.39
(-NCH2CH2 [pyrr]), 47.97 (-NCH3), 25.89 (-NCH2(CH2)2CH3), 21.55
(-NCH2CH2CH2CH3), 19.78 (-N(CH2)2CH2CH3), 13.92 (-N(CH2)3CH3).
m/z (LSISM+): 142 ([C4C1pyrr]+, 100%).
m/z (LSIMS-): 280 ([NTf2]-, 100%).
Elemental Analysis (expected): C, 28.75 (28.64); H, 3.51 (3.61); N, 10.19 (10.02).
Chapter 3
Characterisation of unfunctionalised
and functionalised ionic liquids
3.1 Introduction
The definition of an ionic liquid which will be used within this thesis is as follows:
An ionic liquid (IL) is a low melting point salt.
The liquid state of these ionic liquids stems from their coulombic interactions.
Most ionic salts have strong coulombic interactions between the highly positively
charged cations and the highly negatively charged anions leading to an ordered
ionic lattice structure. In the case of ionic liquids the ions tend to have a dissociated
charge, be large, and asymmetrical. The asymmetrical nature of the ions disrupts
the lattice structure and hence the coulombic interactions are reduced, and in turn
the melting point of the ionic liquid. The Coulombic interaction is given by:[10]
Ec =
MZ+Z 
4⇡"0r
(3.1.1)
where, M is the Madelung constant, Z+ and Z  are the ion charges, "0 is the
electric permittivity and r is the inter-ion separation between the ions.
It is the ability to tailor, or design, the ionic liquid to exhibit required prop-
erties which has caused the exponential growth in this field since the discovery of
air and water stable room temperature ionic liquids at the start of the 1990s.[11]
This ‘designability’ of the ionic liquids can be achieved by varying the cation
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structure, functionalisation and/or the anion. It has been reported that the
number of simple ionic liquids that can be created by possible cation/anion
combinations are in the order of 106.[12] A range of the most common cations
and anions used for the synthesis of ionic liquids is illustrated in Figure 3.1.1. The
naming and abbreviations are given below the respective ion, see Section 3.2 for
full details on naming of ionic liquids. Ionic liquid anions are either organic or
inorganic with the negative charge spread over a number of atoms (apart from in
the case of the halides).
Ionic liquids are now being applied across a wide, diverse, selection of
applications ranging from use as lubricants to separation processes.
3.2 Naming of ionic liquids
Over the last decade there has been a dramatic increase in the number of research
groups working on ionic liquids. As more functionalised, and diﬀerent types of,
ionic liquids are developed the classical naming method for ionic liquids starts to
become problematic. This classical system involved naming the ionic liquid after
the long, full chemical name i.e. 1-ethyl-3-methylimidazolium chloride is represen-
ted by [emim][Cl] or [EMIM][Cl]. However, when faced with a functionalised ethyl
side chain this naming method is no longer appropriate and therefore, the Welton
Research Group has implemented an alphanumeric naming system for ionic liquids.
This approach has been used within this thesis and is described as follows:[13]
1. The central charged cation is abbreviated e.g. an imidazolium cation is
abbreviated to im, while a pyrrolidinium cation is abbreviated to pyrr (see
Figure 3.1.1 for abbreviations).
2. The alkyl chains are then abbreviated, with a subscripted number to
describe the chain length e.g. C2 would represent an ethyl chain and C4
would represent a butyl chain.
Therefore, 1-ethyl-3-methylimidazolium, using the above system becomes [C2C1im]+.
1. If the alkyl chain is not linear this can be noted using superscripted
abbreviations e.g. 1-iso-propyl-3-methylimidazolium becomes [ iC3C1im]+.
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Figure 3.1.1 – Commonly used ionic liquids cations and anions.
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2. Functionalisation of the side chain is noted using the usual functional group
abbreviation, e.g. hydroxyl is represented by OH, and is placed in brackets
with the position noted with a superscripted number. e.g. 1-hydroxylethyl-
3-methylimidazolium becomes [(HO)2C2C1im]+. This indicates the hydroxy
group is located on the terminal carbon of the ethyl chain.
3. In-chain functionality can be illustrated, e.g. [(C1(O)C3)C1im]+ represents
an ether present between the the third and terminal carbon on one of the
alkyl chains present on the nitrogen of the imidazolium ring.
The anions of the ionic liquid are abbreviated as shown in Figure 3.1.1.
Therefore, 1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide would
be represented as [C2C1im][NTf2], and 1-hydroxyethyl-3-methylimidazolium
trifluoromethanesulfonate triflate would be represented as [(HO)2C2C1im][OTf].
3.3 Synthesis of ionic liquids using halide
intermediates
The traditional route for synthesising ionic liquids (both hydrophobic and
hydrophilic) has been via the use of halide intermediates. This synthetic path-
way involves five discrete steps:[13]
1. Purification of starting materials,
2. Quaternisation of the amine/phosphine/sulfone,
3. Purification of the ionic liquid halide salt,
4. Ion metathesis or double displacement exchange, and
5. Purification of the final ionic liquid product.
3.3.1 Purification of starting materials
To ensure spectroscopically pure ionic liquids, the purification process commences
with the starting materials. All starting materials must be dried and colour-
less before use. This is achieved by stirring with an appropriate drying agent
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(e.g. potassium hydroxide in the case of 1-methylimidazole) overnight before
distillation over the drying agent. From this point all materials must be handled
under an inert atmosphere, nitrogen or argon (Schlenk techniques should be
applied). Depending of the level of purity required, and the application of the
ionic liquid, pre-washing of the starting materials may be required (see Chapter
5). This is usually performed by washing the halo-alkane with concentrated sul-
phuric acid until it is colourless, then washing with sodium hydrogen carbonate
and water before drying with magnesium sulfate (if appropriate) and then drying
and distillation as documented above.[7, 8]
3.3.2 Quaternisation of the amine/phosphine/sulfone
Figure 3.3.1 – Initial alkylation step, for the ionic liquid halide salt, illustrating the
elimination pathway that can occur with overheating.
The first step for the synthesis of most ionic liquids is the alkylation step usu-
ally using chloro-, bromo- or iodo-alkanes. Control of this initial reaction step
is key because instead of the substitution pathway it is possible to also have an
elimination pathway (see Figure 3.3.1).[14] To avoid the elimination product over-
heating, ‘hot-spots’, must be avoided during the addition of the halo-alkane. This
can be achieved by slow dropwise addition of the haloalkane, high dilution with
an appropriate solvent (which dissipates the heat of the exothermic reaction) e.g.
ethyl acetate or toluene, and by cooling with ice. Normally halide intermediates
are solids up to around 70 ￿ and therefore the solvent allows stirring to continue
without solidification of the intermediate.
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Once addition is completed the reaction can be heated, however most research
groups have tended to heat the reaction at a low temperature and accept the
associated increased reaction time.
Chloro-alkanes are preferred for this quaternisation as they are more hydro-
philic than bromo-alkanes which means that they are more easily removed during
the purifications stages of the ionic liquid. Additionally, bromide salts tend to
form very quickly which can lead to impurities within the crystal/solid structure
and hence diﬃculty purifying the ionic liquid halide intermediate.
The formed ionic liquid halide salts are extremely hygroscopic and turn into
a ionic salt-water mixture within minutes of exposure to air, therefore Schlenk
techniques must be applied from this stage forwards.
3.3.3 Purification of the ionic liquid halide salt
Depending on the chain length and functionalisation of the alkyl chain the hal-
ide salt of the ionic liquid cation can be a solid, a viscous liquid or a liquid.
In all cases the salt is first washed with a solvent to remove unreacted starting
materials (usually three or four times), usually ethyl acetate is used. If ethyl acet-
ate is not eﬀective enough toluene may be used. As the washing step proceeds the
ethyl acetate can cause the halide salt to precipitate. Once washed solid halide
salts are recrystallised, to ensure high purity, usually from acetonitrile (to which
ethyl acetate may be slowly added if recrystallisation does not occur at reduced
temperature) before being dried in vacuo to remove residual solvent and any re-
maining volatile impurities. Recrystallisation will remove any coloration of the
intermediate, however only low heat should be applied to minimise degradation of
the ionic liquid intermediate upon drying.[15]
3.3.4 Ion metathesis or double displacement exchange
To form the desired ionic liquid the halide ion is exchanged with a metal salt
(usually lithium or sodium) of the desired anion e.g. lithium
bis(trifluoromethylsulfonyl)imide. The usual organic solvent used for this exchange
in our group is dichloromethane due to the high solubility of ionic liquid halides
and the low solubility of the resulting inorganic salts, lithium (or sodium) chloride
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Figure 3.3.2 – Ionic liquid metathesis route with a metal, conjugate acid of the
desired anion, or with an ammonium salt.
for example. In the case of hydrophilic ionic liquids the exchange is performed
directly in DCM. However, if the resulting ionic liquid is hydrophobic the reaction
can be performed in an aqueous solution in which the product would separate out,
or in a biphasic system, DCM/water, where the product is soluble in the DCM.
Typically, a small excess of the ionic liquid precursor is dissolved up in DCM and to
this solution is added the lithium or sodium salt of the desired anion. The solution
is stirred for a minimum of 24 hours, more usually 48 hours to ensure complete
exchange has occurred. At this stage the final ionic liquid has been formed but is
not yet pure.
3.3.5 Purification of final ionic liquid product
The crude reaction mixture contains a number of impurities which must be re-
moved before the ionic liquid is deemed to be pure. These tend to be precursors,
lithium/sodium salts from the metathesis, and reaction solvent. To remove the
bulk of the lithium/sodium halide salts the solution is first filtered before being
washed with water. This aqueous washing step not only removes any remaining
halide salts but also the remaining excess of ionic liquid halide salt precursors.
N.B. If the formed ionic liquid is hydrophilic, the volume of water used during
each washing phase must be minimised to reduce any losses of the ionic liquid.
To determine when the washing has been completed the water phase is tested by
the silver nitrate test (see Figure 3.3.3) and is deemed completed when the test is
negative i.e. no formation of a silver halide precipitate (see Table 3.3.1 for solu-
bility in water). To ensure total removal of any halide salts an additional wash is
performed before purification is continued.
Coloration of ionic liquids tend to occur due to aggressive heating of the liquid
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Figure 3.3.3 – Reaction of silver nitrate with lithium halide salts to form silver
halide (precipitate) and lithium nitrate.
Solubility in water / mol L-1
AgCl 1.3 x 10-5
AgBr 7.1 x 10-7
AgI 1.3 x 10-8
Table 3.3.1 – Water solubilities of silver halide salts at 25 ￿.[4]
during the halide salt formation or improper purification of the starting materials.
If coloration has occurred the solvent is first removed using a rotary evaporator
and then a high vacuum Schlenk line. Once dry and free of solvent activated
charcoal is added to the liquid and allowed to stir for 24 hours. It is sometimes
recommended to heat a sample while treating with activated charcoal[7] but this
should be avoided to eliminate the possibility of additional coloration in the ionic
liquid. Once stirred, the charcoal is removed by filtration and the ionic liquid
passed over a short alumina plug - the choice of acidic, neutral or basic depends
upon the ionic liquid itself.[16] It has been reported that sorbent material may be
left in the ionic liquid after filtering, however the use of celite or a 0.2 µm filter
minimises any remaining material.[17] The resulting ionic liquid is then deemed to
be pure and is dried further overnight in vacuo at 45 ￿ to remove any remaining
water.
The use of charcoal is not recommended for strong hydrogen bonding anions
or triflate based ionic liquid due to the strong interactions which would occur with
the carbon.[16]
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Figure 3.4.1 – Synthesis of the ionic liquid [BH+][A-] via acid (HA) base (B) com-
bination.
3.4 Synthesis of ionic liquids via acid base
combination
Another approach to the synthesis of ionic liquids is via a simple Brønsted acid
base combination - ionic liquids synthesised via this route are called protic ionic
liquids (PILs). In this method stoichiometric amounts of acid (HA) and base (B)
are mixed together and the proton exchange from the acid to the base forms the
desired ionic liquid (BH+A-). This is an equilibrium in which the position depends
upon the nature of the acid and base used. Therefore, these ionic liquids tend to
be mixtures of the acid, the base and the final desired ionic liquid. No ionic liquids
were synthesised in this manner during this project and hence the method will not
be further expanded upon here.
3.5 Synthesis of ionic liquids via direct alkylation
Direct alkylation of the amine, phosphone or sulfone is possible and this allows the
halide intermediate salt to be avoided. Typically this synthetic route is used to
form dialkylphosphate or alkyl sulfate salts. An advantage of using this route to
synthesise ionic liquids is that the resulting ionic liquids are halide free and cheaper
to synthesise. As with the halide intermediate route, purification of starting mater-
ials is extremely important. Alkylating agents themselves are moisture sensitive,
hydrolysing to form acidic impurities. Additionally, most alkylating agents are
very reactive (e.g. dimethyl sulfate) and therefore, to minimise coloration of the
ionic liquid during the exothermic reaction, cooling during the addition of the
alkylating agent is recommended.
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3.6 Synthesis of ionic liquids via ion exchange
chromatography
Ion exchange chromatography is another possible route for the synthesis of ionic
liquids. The exchange resin itself is a quaternary ammonium based resin which
associates with ions which can be used to exchange with the ionic liquid anion.
1. The exchange column is first conditioned with the desired anion. This is
usually performed by flushing the column with a concentrated solution of
the salt of the desired anion e.g. sodium acetate if an acetate anion ([OAc]-)
is desired (see Figure 3.6.1 - Left).
2. A solution of the ionic liquid halide intermediate is then passed over the
column. As the intermediate travels down the column the halide anion ex-
changes with the anion currently bound to the head groups of the ion ex-
change resin. In this case, if 1-ethyl-3-methylimidazolium chloride was being
used, the chloride anion would exchange with the acetate to give 1-ethyl-3-
methylimidazolium acetate ([C2C1im][OAc]) (see Figure 3.6.1 - Right).
This is normally a high yielding synthetic route resulting in pure and colourless
ionic liquids. However, the product volume per batch run through the resin is
limited and large quantities of resin are used, along with solvent. This synthetic
methodology has been used to synthesise 20 ionic liquids with amino acid anions.[18]
Here Ohno et al. exchanged the chloride intermediate with a hydroxide anion via
the use of a hydroxide conditioned exchange column. The resulting [C2C1im][OH]
solution was then neutralised with an aqueous solution of the desired amino acids.
Ion exchange is also possible with silver salts. Silver salts of the desired anion
can be synthesised from the sodium/lithium salt of the anion and silver nitrate
(AgNO3), exchange of the formed salt with the ionic liquid halide intermediate
produces the silver(I) halide salt. The use of silver salts means that this route can
be expensive and it has been documented that silver ions can remain in the ionic
liquid.[19]
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Figure 3.6.1 – Use of an ion exchange column for the synthesis of 1-ethyl-3-
methylimidazolium acetate, [C2C1im][OAc].
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Figure 3.7.1 – Synthesis of 1-butyl-3-methylimidazolium methyl carbonate,
[C4C1im][OCO2Me], in methanol.
Figure 3.7.2 – Methyl carbonate anion decomposition reaction with acid, HA, to
form carbon dioxide, methanol and the desired anion, A-.
3.7 Synthesis of ionic liquids via the dimethyl
carbonate anion
The dimethyl carbonate route was first attempted by Rogers et al. in 2003.[20] This
route involves forming the methyl carbonate of the imidazole (see Figure 3.7.1).
This initial step is performed in methanol in a pressure reactor. This is because
the temperature of the reaction is higher than the boiling points of the solvent
(methanol) and the dimethyl carbonate.
The resulting methyl carbonate anion, in the presence of an acid with a pKa
lower than 5.6 (the pKa of methyl carbonic acid is 5.6),[21] reacts to form methanol,
carbon dioxide and leaves the corresponding base as the anion of the ionic liquid
(see Figure 3.7.2).
This route can be classed as being more acceptable than the halide intermediate
route because dimethyl carbonate is non-toxic, no dichloromethane is required (as
is used for the metathesis via the halide intermediate route - Section 3.3.4), and
the resulting methyl carbonate anion allows ion exchange with simple acids rather
than alkali or silver salts.
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3.8 Properties
To design an ionic liquid, especially one that has to interact with a complex
molecule such as a biomolecule, there has to be a fundamental understanding
of the cation and anion eﬀects on the system. In the case here the ionic liquids
synthesised all have a bis(trifluoromethylsulfonyl)imide anion in order to ensure
that the ionic liquid would be immiscible with the aqueous phase and ultimately
form a stable interface between the phases.
The properties investigated were:
1. Viscosity of the ionic liquids (Sections 3.8.1 & 3.9.1, for Introduction, and
Results and Discussion respectively).
2. Density of the ionic liquids (Sections 3.8.2 & 3.9.2).
3. Conductivity of the ionic liquids (Sections 3.8.3 & 3.9.3).
4. Water solubility in the ionic liquids (Sections 3.8.4 & 3.9.4).
5. Ionic liquid solubility in the aqueous phase (Sections 3.8.5 & 3.9.5).
6. Interfacial tension between the ionic liquids and the aqueous phase (Sections
3.8.6 & 3.9.6).
3.8.1 Viscosity
Viscosity, ⌘, of a fluid can be defined as the fluid’s resistance to flow. All the
molecules in the fluid are in motion and the internal frictional forces create this
resistance. In the case of an ionic liquid being used electrochemically this is ex-
tremely important as the viscosity not only aﬀects the movement of a target analyte
into the ionic liquid, but the conductance of charge within the liquid itself.
The two plates model is used to define the parameters used here. In this case
the upper plate with a wide contact area, A, is sheared with a force, F (see Figure
3.8.1).
74 CHAPTER 3. CHARACTERISATION OF ILS
Figure 3.8.1 – Two plate representation of applied shear force, F , and the resulting
shearing eﬀect on the sample (grey).
The shear stress is given by:
⌧ =
F
A
(3.8.1)
Shear stress, ⌧ , is defined as the ratio of the shear force, F , and the shear area,
A.
With the shear rate:
 ˙ =
v
h
=
dv
dh
Shear rate,  ˙, with v being the velocity in meters per second and h the distance
between the two plate in meters. Diﬀerential variables dv and dh can be applied
in the case of planar fluid layers.
Viscosity is therefore defined as:
⌘ =
⌧
 ˙
(3.8.2)
i.e. the ratio of the shear stress, ⌧ , and the shear rate,  ˙.
Viscosity itself is measured by placing the fluid of interest between two plates
and moving those plates with a measured force and speed. The most common and
reliable setup is a cone-and-plate measuring system, which allows the use of small
sample volumes (Figure 3.8.2). In this setup the cone is the measuring, rotating
geometry (with an angle, ↵, of < 4°) with the plate as the static part. With this
setup only a small amount of sample is required, and cleaning of the setup is very
straightforwards. In addition, due to the constant shear rate that is achieved in
the entire conical gap, homogenous shear conditions throughout the sample are
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Figure 3.8.2 – Labelled cone-and-plate rheometer setup.
achieved. This conical shape also has the advantage of aiding the removal of any
air bubbles present in the system when the geometry gap is set.
The best geometry for a cone-and-plate system to use tends to be the truncated
cone. The truncated cone has multiple advantages over a non-truncated cone based
measuring system:
1. There is no wear and tear on the cone or the plate, as would be the case of a
non-truncated cone. Hence, there are no changes of the geometry parameters.
2. There is no friction between the cone or the plate, and therefore there are
no static or kinetic friction contributions from that contact, which will aﬀect
the torque and the resulting measurement.
3. In the case of large particles, the truncated cone setup can overcome the
issue of additional frictional forces as it ensures that there is enough free
space within the sample being tested.
The key requirement for the cone-and-plate system is the filling of the system.
The shear gap must be filled completely to correctly measure the fluid. The cone
should be overfilled by approximately 1 mm beyond the edge of the cone to allow
for any migration eﬀects that could occur during the measurement (see Figure
3.8.3).
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Figure 3.8.3 – Illustration of the optimum filling of the cone-and-plate measuring
system with the sample shown in grey.
The shear stress, ⌧ , in a cone-and-plate measuring system is shown to be:
⌧ =
3M
2⇡R3
(3.8.3)
M is the applied torque, R is the radius.
The shear rate,  ˙ , in this system is determined by the rotation of the cone, w
(the angular velocity in rad/s) and the cone angle, ↵ (see Figure 3.8.2).
 ˙ =
!
↵
(3.8.4)
Therefore, the viscosity of a fluid (see Equation 3.8.2) in a cone-and-plate
system, if we apply Equations 3.8.3 and 3.8.4, is calculated from:
⌘ =
⌧
 ˙
=
3M↵
2⇡R3!
(3.8.5)
The use of a large radius cone combined with an appropriate applied torque
is a key requirement to ensure that the sample is not ejected from the cone once
the shear is applied, this is of particular importance if the sample has a low vis-
cosity. The large radius increases the resistance for the sample and therefore re-
duces this likelihood. This radius, R, is found to have a significant impact on the
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Figure 3.8.4 – The left hand plot is a plot of the flow curve (shear stress) (⌧) versus
the shear rate ( ˙), with the right hand plot being viscosity (⌘) versus shear rate ( ˙).
viscosity calculated from Equation 3.8.5. Therefore, the correct filling of the cone,
as commented upon earlier, is very important.
The behaviour of a fluid when a shear is applied varies. Ionic liquids tend
to follow Newtonian behaviour, where the shear stress and the shear rate are
proportional to each other, with the viscosity being a function of temperature
and pressure, constant at all shear rates.[22, 23] Some fluids’ viscosity increases
as the shear rate increases and this is known as ‘Shear-thickening’ behaviour,
where the opposite behaviour (decreasing viscosity) is known as ‘Shear-thinning’
behaviour.[23]
These behaviours are represented in Figure 3.8.4:
• a represents ideal Newtonian behaviour.
• b represents shear-thinning behaviour.
• c represents shear-thickening behaviour.
The viscoelastic properties of a material can be determined by performing two
shear stress steps - creep and creep recovery. If a constantly acting stress is applied
to an ideally viscous material that material will exhibit continuous deformation,
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Figure 3.8.5 – Illustrative creep, and creep recovery curves (right) upon application,
and removal of, shear stress (left).
and upon removal of that load no reformation occurs because there is no elastic
property associated with the material. An ideally viscous material cannot store any
of the deformation energy applied to it during the load interval and hence once that
load/stress is released it remains deformed to the same extent as at the end of the
load/stress interval/phase.[23] To determine the visco-elastic behaviour/property
of a fluid a ‘creep’ test is performed. This test comprises of two phases (Figure
3.8.5 - Left):
1. A ‘stress’ phase - a constant shear stress (⌧0) is applied to the fluid from time
t0 to t1.
2. A ‘rest’ phase following the ‘stress phase’ - the stress is removed and the
sample left ‘at rest’ from t1 to t2.
In the case of an ideally viscous fluid it is not able to store any of the deformation
energy. Therefore, once the shear stress is removed there is no recovery, and the
resulting creep and creep recovery curves look like those found in Figure 3.8.5 -
Right.
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3.8.2 Density
Density is a fundamental property of any material, be it liquid, solid or gas. In this
work an ionic liquid with a density greater than water was desired and therefore
ionic liquid density was measured. Furthermore, the density measurements were
required for a number of calculations including:
1. Molar conductivity (See Chapter 4).
2. Interfacial tension (See Section 3.9.6).
3. Molar volume (See Section 3.10.2.2).
Density can be measured by vibrating a U-tube within a thermostatically
controlled bath, and the natural frequency of the liquid measured.
⌧ = 2⇡
r
⇢v +m
C
(3.8.6)
The period ⌧ , is given by the density of the liquid, ⇢, the cell volume, v, the
cell mass, m, and the spring constant C. As all but the density of the liquid are a
constant it is possible to determine the density of the liquid as per:
⇢ =
⌧ 2   B
A
(3.8.7)
where,
A =
4⇡2v
C
, B =
4⇡2m
C
(3.8.8)
By calibrating the unit with two diﬀerent substances (e.g. air and water) it
is possible to determine the constants A and B, and therefore the density of the
liquid.
3.8.3 Conductivity
The conductivity of an ionic liquid is a key property when being used as an
electrolyte. This is especially important due to the confusing nature of ionic
liquid conductivity where, in many cases, ionic liquids (even though highly charged)
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Figure 3.8.6 – Representation of the equivalent impedance circuit of an ionic liquid
between two blocking electrodes.
have been found to have conductivity values lower than those of dilute aqueous salt
solutions.[24] Ionic conductivity tends to be measured using the complex-impedance
method, and in this project it was performed using platinum ‘blocking’ electrodes
(i.e. electrodes with which there is no charge transfer to the carrier ions in the
solution).[25] Non-blocking electrodes are those which have the same element for
the electrode and the carrier ion, therefore allowing charge transfer to occur.
This is termed a complex-impedance method because it consists of a real
component, resistance, and an imaginary component, capacitance. Ultimately,
the conductivity cell of an ionic liquids is represented by the bulk resistance (Rb),
geometric capacitance (Cg), and double layer capacitance of the electrodes (Cdl),
see Figure 3.8.6.[26]
The complex-impedance, Z, is therefore given by:[27]
1
Z(!)
=
1
R
+ i!C (3.8.9)
where Z(!) is the complex impedance at an angular frequency of !. This in
turn can be separated into the real and imaginary terms Z 0 and Z 00 respectively:
Z 0(!) =
Rb
1 + (!CgRb)2
(3.8.10)
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Figure 3.8.7 – Representational Nyquist plot for equivalent impedance circuit as in
Figure 3.8.6.
Z 00(!) =
!CR2
1 + (!CgRb)2
(3.8.11)
Plotting the real and imaginary impedance gives the well known Nyquist plot
(Z” vs Z’), see Figure 3.8.7, from which the conductivity value of the ionic liquid is
obtained at the point of the minimum between the linear region at lower frequencies
and the semi-circular region at higher frequencies.
3.8.4 Water solubility
Water solubility in an ionic liquid is likely to be an important property for the
solubilisation/encapsulation of biological materials. The destabilisation of the ter-
tiary structure of a biological molecule aﬀects its conformation, and in turn can
aﬀect its activity.[28, 29, 30, 31] The presence of water within the ionic liquid could
provide enough hydration for the molecule to stabilise the tertiary structure, and
therefore allow not only transfer across the aqueous:non-aqueous (i.e. ionic liquid)
interface, but stabilisation of the transferred molecules.
3.8.5 Ionic liquid solubility
The solubility of the ionic liquid cation and anion is extremely important when
being used within an electrochemical liquid-liquid cell (see Chapter 4).
The imidazolium ring of the ionic liquid cation exhibits a peak at 211 nm in the
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ultraviolet (UV) and it is therefore possible to use this feature to determine the
ionic liquid’s solubility into the aqueous phase. It should be noted however that
this method only confirms the presence of the cation, not the anion, and therefore
not the ion pair.
3.8.6 Interfacial tension
The interfacial tension is extremely important in a liquid-liquid system. The inter-
facial tension will aﬀect not only the movement of the analyte of interest but the
movements of the electrolyte salts when a potential diﬀerence is applied across a
formed aqueous:non-aqueous interface within an electrochemical cell. Within the
electrochemical cells designed here, the interfacial tension between the aqueous
phase and the ionic liquid phases is aﬀected by the solubility of water into the
ionic liquid, and vice versa, the solubility of the ionic liquid cation and/or anion
into the water.
Due to the density of the ionic liquids synthesised here the interfacial tension
was measured by the pendant (hanging) drop method. The theoretical form of
a pendant drop was first derived in 1883 by Bashforth and Adams.[32] The inter-
facial tension is determined from the Young-Laplace equation which describes the
diﬀerence in pressure (4p) below and above a curved section of a droplet, which
has principal radii of curvature r1and r2, and an interfacial tension   (Equation
3.8.12).
4⇢ =   ·
✓
1
r1
+
1
r2
◆
(3.8.12)
3.9 Results and discussion
3.9.1 Viscosity of the ionic liquids
It is possible from investigating the steady-state flow curves to determine if a liquid
exhibits Newtonian behaviour i.e. it exhibits a constant viscosity across all shear
rates, therefore viscosity is independent of shear rate.[23] Figure 3.9.1 shows the
viscosity of [C2C1im][NTf2] across 1 to 10 rad s-1 at 15, 25, 35, 45, 55, 75 ￿.
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Figure 3.9.1 – Flow and viscosity function curves for [C2C1im][NTf2], with increas-
ing shear rate at 15, 25, 35, 45, 55, and 75 ￿.
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Figure 3.9.2 – Creep and creep recovery curve (black line) upon application of
torque (dashed line) for [(HO)6C6C1im][NTf2].
As can been seen, across all temperatures tested the viscosity is constant. This
was found with all the ionic liquids tested here and agrees with the results of other
research groups.[33, 34, 35] It has been reported that shear-thinning can occur with
longer alkyl chains, > [C10C1im]+, however ionic liquids of this length were not
recorded here.[36]
This ideally viscous behaviour was confirmed for all the tested ionic liquids
by investigating the creep and creep ‘recovery’ curves when a 0.5 mN.m torque
stress was applied. Figure 3.9.2 shows the creep and creep ‘recovery’ curve for
[(HO)6C6C1im][NTf2]. It can be seen that there is no recovery once the applied
stress was removed. This is consistent with the liquid not storing any of the
deformation energy during the initial stress period, and the liquid having no elastic
property (Figure 3.8.5).[23]
As can be seen from the ionic liquid values (Table 3.9.1) they are significantly
more viscous than standard organic solvents.
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Liquid Viscosity Value at 25 ￿ / mPa.s
Water 0.890[37]
Ethanol 1.074[37]
Propanol 1.945[37]
Hexanol 4.578[37]
Octanol 7.288[37]
Diethylene Glycol 30.2[37]
Glycerol 934[37]
[C2C1im][NTf2] 27.10 ± 0.04
[C3C1im][NTf2] 43.85 ± 0.07
[C4C1im][NTf2] 50.72 ± 0.35
[C6C1im][NTf2] 68.05 ± 0.21
[C8C1im][NTf2] 88.32 ± 0.12
[(HO)2C2C1im][NTf2] 77.99 ± 0.23
[(HO)3C3C1im][NTf2] 98.90 ± 0.18
[(HO)6C6C1im][NTf2] 199.87 ± 0.15
[(HO)8C8C1im][NTf2] 229.24 ± 0.20
Table 3.9.1 – Viscosity values for the unfunctionalised and hydroxyl functionalised
ionic liquids, with organic solvent and water values, at 25 ￿. (See Appendix for full
data).
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Looking within the classes of ionic liquid tested:
• Increasing the alkyl chain length leads to an increase in the ionic liquid’s
viscosity. This at first glance can seem counterintuitive, as the cation size has
increased this leads to a decrease in the molar concentration and hence the
electrostatic (cation-anion) associative interactions decrease.[35, 38] However,
as the chain length increases the reduction in the electrostatic ion interactions
are replaced by increased van der Waals interactions between the alkyl chain
and the ions, and through hydrocarbon-hydrocarbon interactions.[38] The van
der Waals interactions are also expected to be greater at > 4 carbon atoms
as at this distance the electron withdrawing eﬀect of the imidazolium ring is
reduced.[34] Jacquemin et al.,[35] suggest that micro-structuring of the ionic
liquid occurs with non-polar regions forming due to the alkyl side chains,
and ionic regions forming from the charged head groups and anions. The
micro-structuring would indeed lead to decreased mobility within the ionic
liquid and exhibit an increase in the viscosity of the liquid as the chain length
is increased.
• Incorporating a single hydroxyl group on to the terminal carbon of the
alkyl chain has a significant eﬀect on the viscosity of the imidazolium ionic
liquids. In comparison with the reasons given for the viscosity increase of
the unfunctionalised ionic liquids:
– The molar mass of the cation has increased by 16 mass units from the
addition of an oxygen and the hydroxyl group itself allows hydrogen
bonding (H-bonding) to occur between and the ionic centres of the
cation, the anion and other alkyl chains.
– As the alkyl chain length increases the H-bonding eﬀect will become
more pronounced as the electron-withdrawing eﬀect at > 4 will be little
or none.[34]
Comparing the viscosity between that of [(HO)6C6C1im][NTf2] and
[C6C1im][NTf2] there is a 194 % increase in the viscosity exhibited compared with
a 125 % increase between that of [(HO)3C3C1im][NTf2] and [C3C1im][NTf2]. This
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Figure 3.9.3 – Viscosity at increasing temperatures (15, 25, 35, 45, 55, and 75 °C)
for the [CxCyim][NTf2], ionic liquids.
indicates that the hydroxyl group’s hydrogen bonding eﬀect does have a greater
significance when the chain length is > 4.
The trend for both the unfunctionalised and functionalised ionic liquids
(Figures 3.9.3 & 3.9.4) as the temperature increases is that of an exponential
decay which fits the Vogel-Fulcher-Tammann (VFT) model.
Using the viscosity data obtained across the temperature range (15 - 75 °C) it
is possible to calculate the activation parameters for the ionic liquids. The eﬀect
of temperature on viscosity can be fitted to an Arrhenius-type of temperature
relationship (Equation 3.9.1):[35, 39]
⌘ = ⌘1e(
Ea
RT ) (3.9.1)
Where, ⌘ is the viscosity in Pa.s, Ea is the energy of activation for viscous flow
in J mol-1, R is the gas constant (8.3144621 J mol-1 K-1) and T is the temperature
in Kelvin, ⌘1 is the viscosity at infinite temperature. Seddon et al.[34] have stated
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Figure 3.9.4 – Viscosity at increasing temperatures (15, 25, 35, 45, 55, and 75 °C)
for the [(HO)xCxCyim][NTf2], ionic liquids.
that Equation 3.9.1 can only be applied when there is a small temperature range
and limited symmetry of the cation.
Natural log linearisation of Equation 3.9.1 gives the following:
ln (⌘) = ln (⌘1) +
Ea
RT
(3.9.2)
By plotting ln (⌘) versus 1/T it is possible to calculate the energy of activation
for viscous flow from the slope of the plot which equals EaR and ⌘1 from the
intercept.
The Gibbs energy of activation, 4G⇤, enthalpy of activation, 4H⇤, and the
entropy of activation, 4S⇤, can be calculated from the Eyring derived equation
(Table 3.9.2):[40]
⌘ =
hNa
Vm
e
⇣4G⇤
RT
⌘
(3.9.3)
Where, h is Plank’s constant, Na is Avogadro’s number, Vm is the molar volume,
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Figure 3.9.5 – Arrhenius plot for 1-butyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide, [C4C1im][NTf2].
R is the gas constant, 4G⇤is the molar Gibbs energy and T is the temperature in
Kelvin.
By taking into account that Gibbs energy is made up of enthalpy, H, and
entropy, S, (equation 3.9.4) it is possible to take the natural log of Equation 3.9.3
to give Equation 3.9.5. Plotting ln
⇣
⌘Vm
hNa
⌘
versus 1/T it is possible to calculate
4H⇤from the slope, 4H⇤R , and 4S⇤from the intercept,  4S
⇤
R .
4G⇤ = 4H⇤   T4S⇤ (3.9.4)
ln
✓
⌘Vm
hNa
◆
=  4S
⇤
R
+
4H⇤
RT
(3.9.5)
3.9.2 Density of the ionic liquids
In the case of the ionic liquids measured here the anion has been kept the same
(as water immiscibility is required) and the alkyl chain length has been increased
with and without a hydroxyl group functionalisation. As the alkyl chain length
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Ionic Liquid Density / g cm-3 at 25 ￿
[C2C1im][NTf2] 1.519 ± 0.00
[C3C1im][NTf2] 1.475 ± 5.77 x 10-5
[C4C1im][NTf2] 1.436 ± 1.16 x 10-4
[C5C1im][NTf2] 1.402 ± 5.77 x 10-5
[C6C1im][NTf2] 1.373 ± 5.20 x 10-4
[C7C1im][NTf2] 1.344 ± 5.77 x 10-5
[C8C1im][NTf2] 1.320 ± 0.0
[(HO)2C2C1im][NTf2] 1.575 ± 5.77 x 10-5
[(HO)3C3C1im][NTf2] 1.534 ± 5.77 x 10-5
[(HO)6C6C1im][NTf2] 1.430 ± 1 x 10-4
[(HO)8C8C1im][NTf2] 1.370 ± 2.52 x 10-4
Table 3.9.3 – Density values (at 25 ￿) for the unfunctionalised and hydroxyl func-
tionalised ionic liquids.
is increased the density of the ionic liquid decreases. This is to be expected as
the addition -CH2- units causes an increase in the bulk of the cation and there-
fore an expansion of the free space within the liquid. At a given mass therefore
volume increases and hence the density decreases. This is in agreement with the
literature.[34, 41, 42, 43] Incorporating a hydroxyl group increases the density of the
ionic liquid by approximately 0.05 - 0.059 g cm-3 across the liquids, but the linear
decreasing trend is also exhibited as the chain length is increased.
3.9.3 Conductivity of the ionic liquids
The measured unfunctionalised imidazolium based ionic liquid
conductivity values are in agreement with those found in the literature (Table
3.9.4 and Figure 3.9.6).[44, 45] The amount of water within an ionic liquid can lower
the viscosity of the liquid, and hence the ions in the liquid can be more mobile
which in turn increases the conductivity. Widegren et al.[44, 46] investigated this
fact by testing the conductivity of ionic liquid samples with varying weight percent
of water present and found that the conductivity increased as the water weight
percent increased. Therefore, deviation from those values recorded here or by other
research groups can be attributed to the water content of the ionic liquid being
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Ionic Liquid Conductivity / mS cm-1
[C2C1im][NTf2] 10.27 ± 0.076
[C3C1im][NTf2] 5.80 ± 0.095
[C4C1im][NTf2] 4.46 ± 0.040
[C6C1im][NTf2] 2.55 ± 0.022
[C8C1im][NTf2] 1.27 ± 0.012
[(HO)2C2C1im][NTf2] 3.38 ± 0.053
[(HO)3C3C1im][NTf2] 2.52 ± 0.022
[(HO)6C6C1im][NTf2] 0.96 ± 0.008
[(HO)8C8C1im][NTf2] 0.76 ± 0.009
Table 3.9.4 – Conductivity values (at 25 ￿) for the unfunctionalised and hydroxyl
functionalised ionic liquids.
tested.
The inclusion of the hydroxyl group was expected to increase the viscosity of
the liquid and reduce the conductivity exhibited by the liquid. The viscosities of
the functionalised ionic liquids were found to be greater than the unfunctionalised
liquids - see Section 3.8.1. With the increased viscosity the conductivity of the ionic
liquid is reduced (Figure 3.9.7). The conductivity of hydroxyethyl, hydroxypropyl
and hydroxyhexyl is reduced by 60 % and for hydroxyoctyl it is reduced by 40 %
by incorporating the terminal hydroxyl functional group.
3.9.4 Water solubility in the ionic liquids
The water content of the ionic liquid is important as a certain percentage of water
is required to stabilise any biological materials that are extracted into the ionic
liquid (‘organic’) phase. To test this the ionic liquids were dried at 50￿ overnight
before the water content was measured via Karl-Fisher measurements. These are
the stated ‘Dried water content’ values given in Table 3.9.5. The ‘Wet’ water
content values were obtain from shaking one millilitre of ionic liquid with ten
millilitres of distilled water for two hours and then leaving to settle overnight.
As the alkyl chain length increases the hydrophobicity of the ionic liquid in-
creases due to the addition of extra -CH2- units. These values are in agreement
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Figure 3.9.6 – Conductivity versus increasing alkyl chain length at the N3 position
for unfunctionalised and hydroxyl functionalised ionic liquids.
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Figure 3.9.7 – Conductivity versus viscosity for the unfunctionalised (top) and
hydroxyl functionalised (bottom) ionic liquids at 25 ￿.
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Ionic Liquid IL in water content / ppm
[C2C1im][NTf2] 2324 ± 38
[C3C1im][NTf2] 1766 ± 15
[C4C1im][NTf2] 1130 ± 05
[C6C1im][NTf2] 441 ± 25
[C8C1im][NTf2] 304 ± 03
[(HO)2C2C1im][NTf2] 11925 ± 120
[(HO)3C3C1im][NTf2] 10256 ± 096
[(HO)6C6C1im][NTf2] 4162 ± 059
[(HO)8C8C1im][NTf2] 1572 ± 011
Table 3.9.6 – Unfunctionalised [CxCyim][NTf2] and hydroxyl functionalised
[(OH)xCxCyim][NTf2] ionic liquid concentration present in water after agitation.
with those found by Luo et al.[47] The addition of the terminal alkyl hydroxyl group
has a substantial eﬀect on the water uptake of all the ionic liquids. This is to be ex-
pected as the hydrogen bonding ability of the liquid has been increased due to the
presence of the hydroxyl group. In the case of the hydroxyethyl and hydroxypropyl
imidazoliums the hydrogen bonding and the electrostatic forces dominate within
the liquid meaning that the small hydrophobic increase of the additional -CH2-
unit is negligible hence the similar water content value. It should also be noted
that the dried water contents of the ionic liquids were approximately equal within
the unfunctionalised and hydroxyl functionalised sets.
3.9.5 Ionic liquid solubility in the aqueous phase
It has been shown that not only the anion aﬀects the ionic solubility but the cation
as well.[33, 48] Coutinho et al. showed that as the hydrophobic nature of the cation
increased, by the increasing alkyl chain length of one of the side chains of the ionic
liquid, solubility in the water phase decreased.[48, 49, 50, 51] This was found to be the
case with both the unfunctionalised imidazolium and the hydroxyl functionalised
ionic liquids measured here (Table 3.9.6).
Incorporating the single terminal hydroxyl group has the expected eﬀect of
making the ionic liquid more water soluble. There is an assumption with the
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Ionic Liquid Interfacial Tension / mN m-1
[C2C1im][NTf2] 8.44 ± 0.023
[C3C1im][NTf2] 10.56 ± 0.016
[C4C1im][NTf2] 13.02 ± 0.029
[C5C1im][NTf2] 13.89 ± 0.051
[C6C1im][NTf2] 15.48 ± 0.017
[C7C1im][NTf2] 17.35 ± 0.035
[C8C1im][NTf2] 21.17 ± 0.245
[(HO)2C2C1im][NTf2] 1.85 ± 0.018
[(HO)3C3C1im][NTf2] 1.98 ± 0.088
[(HO)6C6C1im][NTf2] 4.55 ± 0.088
[(HO)8C8C1im][NTf2] 7.74 ± 0.038
Table 3.9.7 – Interfacial tensions between ionic liquid and water measured via the
pendant drop method.
measurements carried out here that the cation and anion move as an ion pair
across into the water phase, as the UV-Vis measurement only technically observes
the the 211 nm UV peak from the imidazolium ring structure.
3.9.6 Interfacial tension between the ionic liquids and the
aqueous phase
It has been hypothesised that the interfacial tension between ionic liquids and
aqueous solutions will decrease as the alkyl chain length increases.[52] This is be-
cause of the increased number of imidazolium cations present at the interface,
with their alkyl chains extending into the non-aqueous (ionic liquid) phase. This
is contrary to the results obtained here (Table 3.9.7). The results of the interfacial
tension measurements obtained here show that as the chain length increases the
interfacial tension increased in a linear relationship for the unfunctionalised ionic
liquids. This is in agreement with other research groups[53, 54] with variations being
attributed to drop equilibration time variation.[55]
The addition of the single hydroxyl group onto the end of the long alkyl chain
reduces the interfacial tension exhibited between water and the bis-imide based
ionic liquids: 63 % reduction for C8 and 71 % for C6.
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Figure 3.9.8 – Unfunctionalised (upper) and hydroxyl functionalised (lower) ionic
liquid concentration present in water after agitation versus alkyl chain length at the
N3 position.
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In the case of the hydroxyethyl and hydroxypropyl imidazolium ionic liquids
the interfacial tension is extremely low and there were diﬃculties forming a stable
pendant drop on the end of the wide bore needle. The increase by one -CH2- unit
does not have a large eﬀect on the interfacial tension. This is likely to be due
to the hydroxyl group H-bonding eﬀect outweighing the additional hydrophobic
properties of the additional -CH2- unit. As the chain length increases though this
eﬀect will become more pronounced.
3.10 Theoretical calculations
Theoretical calculations were also utilised within this project to determine the
molecular, ionic, volumes of the ionic liquids which were synthesised. This was to
be able to estimate the ‘free’ volume present within the ionic liquid for a biological
molecule. There are two methods used for the determination of molecular volumes:
1. Calculation based upon crystal structures
2. Computational calculations
3.10.1 Computational methods
Computational methods can be broadly separated into two major electronic
structure class types:
1. Semi-empirical - These methods employ empirical parameters which in turn
tend to mean that the method is inexpensive compared to Ab initio
computational methods.
2. Ab initio - These methods contain no experimental/empirical parameters
and are only mathematical approximations totally based upon quantum
mechanics and basic physical constraints.
3.10.1.1 Schrödinger equation
To allow access to the properties of a system the wave function of that system must
first be solved. This is achieved by solving the Schrödinger equation, Equation
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3.10.1, for the system:
Hˆ (q, t) =  ~@ (q, t)
i@t
(3.10.1)
The wave function,  , depends on the spatial and spin orbital represented by
q and time, t. In principle this fully defines a system and a usual simplification is
the time independent form:
Hˆ (q) = E (q) (3.10.2)
The Hamiltonian operator, Hˆ, describes the total energy, kinetic and poten-
tial, of the electrons and nuclei present within the system, in the absence of any
magnetic or electrical fields. The electrons and nuclei energy terms can be separ-
ated due to the fact that they have significantly diﬀerence masses. This assump-
tion is the Born-Oppenheimer approximation. This means that the nuclei, which
are heavier, move at a significantly slower rate compared with the electrons that
surround them. Hence, it is possible to treat the nuclei as being stationary in
relation to electrons, i.e. electrons moving in a field of fixed nuclei, this is known
as the clamped-nuclei approximation, and combined it allows the reduction of the
Hamiltonian operator down to the electronic Hamiltonian, Hˆelec:[56]
Hˆelec = Tˆ + VˆNe + Vˆee (3.10.3)
Tˆ =  1
2
NX
i
r2i (3.10.4)
where,r2i =
@2
@x2i
+
@2
@y2i
+
@2
@z2i
(3.10.5)
VˆNe =
NX
i=1
MX
A=1
ZA
riA
(3.10.6)
Vˆee =
NX
i=1
MX
j>1
1
rij
(3.10.7)
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The electronic Hamilitonian consists of the kinetic energy of the electrons,
Tˆ , the potential energy of the electron-nuclei interactions (often termed as the
external potential in density functional theory), VˆNe, and the electron-electron
interaction, Vˆee. Where, N represents the number of electrons present in the
system, M the number of nuclei and Z the charge of those nuclei.
This approximation in turn simplifies Equation 3.10.2 to:
Hˆelec elec(q˜) = Eelec elec(q˜) (3.10.8)
The physical interpretation of the wavefunction,  , is only associated with
the square of the wavefunction as this represents the probability of the electrons
being found within a volume @x1, @x2....@xN . As electrons are fermions with spin
of a half-integer there is a physical requirement for the wavefunction to be anti-
symmetric with respect to exchange of any spatial or spin coordinates of any
indistinguishable electrons. This is the antisymmetry principle (i.e. generalisation
of Pauli’s exclusion principle):
 (~q1, ~q2 . . . ~qN) =   (~q1, ~q2 . . . ~qN) (3.10.9)
Integrating the square of the wavefunction, with respect to all the variables
equals one, i.e. the probability of finding the electrons in space is unity, and if the
wavefunction satisfies this requirement it is said to be normalised:
ˆ
· · ·
ˆ
|  (~q1, ~q2 . . . ~qN) |2 d~q1d~q2 . . . d~qN = 1 (3.10.10)
3.10.1.2 Variation principle
Ultimately, to calculate the energy of the system the expectation value,
D
Oˆ
E
, of
the Hamiltonian needs to be calculated. It is first normalised as per Equation
3.10.10: D
Oˆ
E
=
ˆ
· · ·
ˆ
 ⇤calcOˆ calcdq˜ ⌘
D
 calc | Oˆ |  calc
E
(3.10.11)
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According to the variation principle the calculated energy value from Equation
3.10.11 will be the upper bound to the true energy of the ground state energy:
D
 calc | Hˆ |  calc
E
= Ecalc   E0 =
D
 0 | Hˆ |  0
E
(3.10.12)
Minimising the functional E [ ]by searching through all acceptable N-electron
wavefunctions allows the ground state energy, and the wavefunction, to be determ-
ined, where  ! N is an allowable N-electron wave function. It is made up of
three distinct terms: kinetic energy of the electrons, Tˆ , the potential energy of the
electron-nuclei interactions, VˆNe, and the electron-electron interaction, Vˆee:
E0 = min
 !N
E [ ] = min
 !N
D
 | Tˆ + VˆNe + Vˆee |  
E
(3.10.13)
3.10.1.3 Hartree-Fock, HF, approximation
To solve Equation 3.10.13, a subset is first determined which is a physically ap-
propriate approximation of the wavefunction. The subset matrix contains all
the electron wavefuntions,  , in columns with all the spatial positions, q, in
rows. The antisymmetrised product of these wavefunctions is known as the Slater
determinant,  SD, Equations 3.10.14 and 3.10.15:
 0: SD = 1p
N !
             
 1 (q˜1)  2 (q˜1) · · · · · ·  N (q˜1)
 1 (q˜2)  2 (q˜2) · · · · · ·  N (q˜2)
...
... . . .
...
...
... . . .
...
 1 (q˜N)  2 (q˜N) · · · · · ·  N (q˜N)
             
(3.10.14)
 0: SD = 1p
N !
{ 1 (q˜1) · · ·  N (q˜N)} (3.10.15)
The one-electron functions, i.e. spin orbitals, are composed of a spatial orbital
 (r) and a variable spin function s:
 (q˜) =
✓
 (r)↵(s)
 (r) (s)
◆
(3.10.16)
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These spin functions are orthonormal:
h↵ | ↵i = h  |  i = 1 (3.10.17)
h↵ |  i = h  | ↵i = 0 (3.10.18)
Using the variation principle it is possible to determine the best (i.e. closest)
Slater determinant, to the ground state energy. The Hartree-Fock limit is as close
to the real value as the basis subset will allow:
EHF = min
 SD!N
E [ SD] (3.10.19)
Hartree-Fock model based methods are based upon an electron moving in a
static field of nuclei (clamped-nuclei approximation), and therefore does not take
into account any electron correlation. Due to the variation principle (Equation
3.10.12) the EHF value, Equation 3.10.19, is always larger than the ground state
energy, E0.
3.10.1.4 Density Functional Theory
Density Functional Theory (DFT)[56] tends to be placed into the Ab initio class
and DFT models have gained prominence in recent years due to the fact that
they include electron correlation eﬀects. That is to say that they include the fact
that electrons actually react to each other within a system and actively avoid each
other. DFT is based upon functionals∗ of the electron density in the system. DFT
approximate functionals usually partition the electronic energy into the sum of
several functional terms:
Eelectronic = EKinetic + ECoulomb + EExchange + ECorrelation + EExternal (3.10.20)
When undertaking a DFT based method approximations are sought for the
kinetic energy from the electron motion, Ekinetic, exchange energy,
∗A functional is a function which is described as a function, i.e. a function of a function
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EExchange, and correlation energy, ECorrelation. Early models included work by
Thomas, Fermi and Dirac.[57, 58, 59] However, it is based upon two theorems by
Hohenberg and Kohn:[60]
1. ‘the external potential Vˆext is (to within a constant) a unique functional
of p(r˜).’- Looking back at equation 3.10.3, VˆNe(the potential energy of the
electron-nuclei interactions) is Vˆext.
2. Variation principle - revisited for DFT: Taking into account electron density,
the functional FHF [p] will only deliver the lowest energy state of the system
if the inputted electron density is the true ground state density p0.
Tˆ [pcalc] + Vˆee [pcalc] +
ˆ
pcalc(r)Vextdr =
D
 ˜calc | ˜ˆH |  ˜calc
E
= Ecalc [p]   E0 =
D
 0 | Hˆ |  0
E
(3.10.21)
To actually make use of electron density in a usable manner Kohn and Sham[61]
introduced the concept of a non-interacting reference system (basis set) using
orbitals such that as much of the exact kinetic energy of the system is computed,
therefore leaving only a small part of the system’s energy to be determined by a
functional. The Kohn-Sham operator allows the calculation of the exact kinetic
energy of a non-interacting reference state and is described by a Slater determinant
similar to Equation 3.10.14.
Kohn and Sham separated the functional into the following terms:
F [p] = Ts [p] + J [p] + EXC [p] (3.10.22)
Where, Ts [p] represents the exact kinetic energy of the system (with non-
interacting electrons) with an electron density of p, J [p] represents the classical
coulomb repulsion (Hartree) and EXC [p] represents the exchange-correlation en-
ergy. The exchange-correlation energy terms contains the remaining kinetic energy
not accounted for from the exact kinetic energy term Ts [p]. In principle, the solu-
tion is exact, within the limitations of the basis set being used, however the exact
values for the exchange-correlation potential are rarely known and hence the DFT
approach is to use diﬀerent approximations to determine EXC .
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3.10.1.5 Local (spin) Density Approximations
These functions are only in terms of the spatial variable ~r and are independent
of the eﬀective local potential at any other position. Hence, the usual method
for determining the exchange-correlation potential is via a ‘local density approx-
imation’, LDA. By including the spin of the system it is possible to improve the
approximation. This is know as ‘local spin density approximation’, LSDA. Nearly
all DFT exchange-correlation functions are based upon this.Examples of this are
the Slater Exchange functional:[62]
ELSDAX [⇢↵, ⇢ ] =  2
1
3CX
ˆ
⇢↵(r˜)
4
3 + ⇢ (r˜)
4
3dr˜
CX =
3
4
(
3
⇡
)
1
3 (3.10.23)
and the Vosko, Wilk and Nusair functional, EVWNC .[63]
LDA/LSDA was for many years only used for solid-state related calculations
until the gradient of the charge density at a particular point (~r) was taken into
account (this allows the assumption that the charge density is not uniform within
a system but varying slowly) and hole constraints applied. These functionals are
known as Generalised Gradient Approximations, GGA.
Becke88, usually abbreviated as B or B88 , is an example of a GGA based
exchange functional:[64]
EB88X = E
LSDA/LDA
X    
X
 =↵, 
ˆ
p
4
3
 
x2 
1 + 6 x sinh 1x 
dr˜
x  =
|rp |
p
4
3
 
  = 0.0042 (3.10.24)
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3.10.1.6 Hybrid functionals
Hybrid functionals allow the mixing of diﬀerent methods, usually in this case it
is the mixing of the Hartree-Fock exchange correlation potential with the DFT
exchange correlations potential to give the best result. One of the most popular
hybrid functionals used in DFT computational modeling is Becke’s three-parameter
functional, B3LYP, Equation 3.10.25. This functional takes into account the local
Slater exchange, the exact Hartree-Fock exchange, the Beck88 GGA correction (to
the Hartree-Fock), the Vosko, Wilks and Nusair (VWN) local correlation func-
tional and the Lee-Yang-Paar (LYP) GGA correlation functional.[6] Becke’s func-
tional includes coeﬃcients that allow the weighting over the various components
of the functional. Coeﬃcient a controls the exact exchange functional, with b and
c controlling the exchange and correlation gradient correction, via local density
approximation, respectively. These optimum constants, (Equation 3.10.25), were
determined by Becke from a linear least-squares fit of a number of atomisation
energies, ionisation potentials, proton aﬃnities and total atomic energies.[65]
EB3LY PXC [⇢↵, ⇢ ] =(1  a) ⇧ ESX [⇢↵, ⇢ ] + a ⇧ EHFX + b ⇧  EB88X [⇢↵, ⇢ ]
+(1  c) ⇧ EVWNC [⇢↵, ⇢ ] + c ⇧ ELY PC [⇢↵, ⇢ ]
a = 0.20
b = 0.72
c = 0.81 (3.10.25)
This is the hybrid functional used within this thesis. The methodology involves
performing optimisation calculations on a molecule, followed by frequency calcula-
tions on the optimised structure and finally the calculation of the desired property
of the molecule. With this functional a 6-311+G(d,p) basis set was used:[66]
• The basic basis set here is the 6-311G basis set. This describes the core
orbitals using basis functions with a fixed contraction of six primitive func-
tions (6-311G).
• Per valence orbital there are three basis functions provided/applied, 6-311G,
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with one being the contraction of three primitives (6-311G), and the
remaining two being a contraction of one primitive each (6-311G).
• Additions to this basic set are polarisation basis sets. Before this is applied
the valence basis set is allowed to change size but not shape. Polarised
basis sets removes this limitation and hence can add p functions to hydrogen
atoms, d/f functions to heavy atoms. Diﬀuse functions are important if the
system has electrons based relatively far from the nucleus e.g. lone pairs,
anions etc. 6-311+G. ++ adds diﬀuse function to all atoms. while + adds
diﬀuse function to all atoms but the hydrogens.
Therefore, the basis set used here is a diﬀuse, polarised basis set. For these
calculations the integration grid was set to ‘ultrafine’ and an electron density
convergence criterion of 10-9, (SCF=conver=9) used.
3.10.2 Results and discussion
3.10.2.1 Ionic volumes
The ionic volumes for the cations and anions were calculated via DFT using the
B3LYP functional and are reported in Table 3.10.1.
Between the two methods applied, standard optimisation of the structure using
‘opt’, and optimisation of the structure by scanning round each dihedral angle
(‘scan’), it can be seen that there are slight variations but nothing significant
for these ions. As is expected, the ionic volume of the cations increase as the
chain length increases and this trend is exhibited with both the unfunctionalised
and hydroxyl functionalised cations. The values calculated are in agreement with
those reported in the literature by Krossing et al.[67] , and however, disagree with
those reported by Maroncelli et al.[68] whom also performed DFT calculations.
3.10.2.2 Free volumes
The ‘free’ volume within a solution of the ionic liquid (or in fact any molecules)
can be calculated by subtracting the calculated/theoretical volume (determined by
crystal structures or computational calculations) from the real volume. The real
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Eﬀective Ionic Volume / cm3 mol-1
Ionic Liquid Ion ‘Opt’ ‘Scan’
[C2C1im]+ 95.29 96.30
[C3C1im]+ 108.79 107.58
[C4C1im]+ 121.75 119.38
[C5C1im]+ 138.03 136.50
[C6C1im]+ 149.77 152.17
[C7C1im]+ 163.42 166.46
[C8C1im]+ 176.14 178.16
[(HO)2C2C1im]+ 102.14 100.93
[(HO)3C3C1im]+ 116.36 110.98
[(HO)6C6C1im]+ 158.06 158.40
[(HO)8C8C1im]+ 181.27 185.62
[NTf2]- 124.16 -
Table 3.10.1 – DFT calculated eﬀective ionic volumes for the unfunctionalised and
hydroxyl functionalised ionic liquid cations and anion.
volumes can determined from molecular weight of the molecule and its density, ⇢
(Equation 3.10.26):
VMol =
Molecular Weight
⇢
(3.10.26)
In terms of an ionic liquid, the ionic volumes of the cation and anion are
determined and then combined to give the overall calculated volume of the ionic
liquid itself:[67, 69]
VCalc = V
⇤
Cation + V
⇤
Anion (3.10.27)
The free volume (VolFree) of the ionic liquids synthesised here were calculated
from the determined real volumes (VolMol) and computational calculations (VolCalc)
(Table 3.10.2).
As the volume of the ionic liquid increases the free volume within the liquid
also increases. It is hypothesised that the larger the free volume within the ionic
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liquid the greater the space and hence probability of a molecule ‘fitting’ into the
ionic liquid, and hence a greater likelihood of transference across an aqueous:non-
aqueous interface (as long as all other conditions are met). Due to the significant
size diﬀerences between a biological molecule and standard chemical molecules, it
is unlikely that a biological molecule will be fully encapsulated by a single chemical
molecule’s free volume. However, depending upon the chemical composition of the
molecule, multiple chemical molecules could encapsulate specific regions allowing
solubilisation, or at least stabilisation of the tertiary structure thereby keeping the
molecule conformationally stable.
3.11 Conclusion
Within a liquid-liquid system balancing the properties of the two phases and their
interaction is paramount. For the system being designed here the criteria for the
required liquid are that:
1. It is immiscible with water and salt solution of water.
2. It forms a stable interface, with a low interfacial tension, with around 10 %
water content.
3. It is conductive.
4. It is denser than water.
5. It will not lose ions easily into a water phase.
6. It has a suﬃciently low viscosity to allow ion movement in and out of the
non-aqueous ionic liquid phase.
It was known from the literature that bis(trifluoromethylsulfonyl)imide based ionic
liquids would give water immiscible ionic liquids (depending on the functional-
isation of the cation), and the imidazolium cation ring structure allowed relat-
ively ’easy’ functionalisation and so they were chosen as the liquids of choice
for investigation.
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All of the ionic liquids characterised here met the criteria listed above. Before a
down-selection is performed, their electrochemical potential windows
and extractive ability will be investigated. It is anticipated from these results that
the 1-hydroxyethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide will per-
form the best, based on its characteristics:
• It is denser and immiscible with water.
• It has the lowest interfacial tension measured for the synthesised ionic liquids.
• Its water content is found to be approximately nine percent when ‘wet’ and
it is a good conductor.

Chapter 4
Interfacial electrochemistry
4.1 Introduction
Electrochemistry can be described in multiple ways depending upon the
application in mind. Historically, electrochemistry has been used for the isolation
of various elements (most of the alkali metal series) and in the present day it is the
basis of all batteries, both rechargeable and single use. These are now widely used
in our electronic devices and starting to be used for solid state electronics.[70] The
applications of electrochemistry are varied, and wide ranging, and therefore the
best definition for the liquid-liquid extraction/detection electrochemistry method-
ology being described here is: ‘[Being] concerned with the behaviour of ions in
solution and the properties shown by these solutions’[71].
The aim of this investigation was to determine whether the behaviour of ions
could be exploited, with or without the use of complexing agents for the sensing
of target analytes, in liquids, at an Interface between Two Immiscible Electrolyte
Solutions (ITIES).[72, 73, 74]
4.2 ITIES
When two immiscible solutions (typically these are aqueous and organic solutions)
are placed into contact with each other a liquid-liquid interface is formed at the
point of contact, and when these phases contain electrolytes this is known as an
113
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ITIES. Through the use of an external power source a potential diﬀerence can be
applied across these two phases, charging the phases and polarising the interface.
This polarisation causes the ions within the system to redistribute themselves. If
an imbalance of charge forms across the interface, equilibrium is achieved by ion
transfer across the interface either from the aqueous phase to the non-aqueous
phase, or in the opposite direction. This ion movement across the interface gener-
ates a current and when plotted as a function of the potential being applied gives
a voltammogram. The Gibbs energy of (interfacial) transfer depends upon the
ion itself, and this imparts an inherent level of selectivity into an ITIES sensing
platform.[75]
The behaviour of target analytes under electric potential at, or across, an
interface is used in the field of detection for specific analytes for several key
reasons:[76, 77, 78, 79, 80]
1. Ions which do not readily undergo reduction or oxidation, or where the
products of such redox reactions are problematic, can be electroactive at
an ITIES and hence detected.
2. Tagging/labelling of the target analytes is not required – the only require-
ment is that the analytes can be moved under an applied field, i.e. contain a
positively or negatively charged molecular group. This provides a potential
means of label-free detection of a variety of analytes.
3. Because no solid surface exists at the sensing interface within a liquid-liquid
sensing platform this means that the substantial challenges associated with
functionalisation of surfaces with Biological Recognition Elements (BREs),
and non-specific binding of background materials to solid surfaces, may there-
fore be avoided and/or overcome.[81, 82, 83, 84, 85]
4. Existing classical electrochemical techniques can be used and miniaturisation
of instrumentation is possible allowing the development of small, low burden
sensing platforms.
5. The same electrochemical techniques allowing the detection and quantifica-
tion of a target analyte in a liquid-liquid, ITIES, system could potentially
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also be exploited to extract those analytes from complex matrices. This
could allow the development of an integrated sample extraction/purification,
concentration and quantification sensor platform.[86]
These characteristics provide the opportunity for a novel class of specific and
sensitive sensing platforms for the detection of a wide range of materials within a
liquid medium.
4.3 Components of a liquid-liquid, ITIES,
electrochemical cell
A standard liquid-liquid, ITIES, electrochemical cell consists of three main
components:
1. An electrode system - this can be a four, three or even two electrode system.
2. An aqueous phase electrolyte.
3. An non-aqueous phase electrolyte.
4.3.1 Electrode system
The typical liquid-liquid, ITIES, electrochemical setup is a four-electrode system
composed of one counter electrode and one reference electrode in the aqueous
phase; and the same within the non-aqueous phase.[87, 88] When compared with
a standard electrochemistry system, where electron transfer occurs from the elec-
trolyte to a solid electrode, in an ITIES based electrochemical system two charge
transfer processes can take place:[89, 90]
1. Transfer, across the interface, of an ion from the aqueous phase to the non-
aqueous phase, or in the reverse direction.
2. Electron transfer between a redox couple in one phase and a redox couple in
another phase.
116 CHAPTER 4. INTERFACIAL ELECTROCHEMISTRY
Figure 4.3.1 – Overall redox reactions for a silver, silver chloride based reference
electrode.
Platinum is usually used as the counter electrode in electrochemistry as it is an
inert and highly conductive metal.[91] Within a liquid-liquid, ITIES, electrochem-
ical cell the interface between the phases acts as the working electrode, the role
of the counter electrodes is to maintain the voltage at the working electrode, and
therefore the counter electrodes must have a surface area larger than that of the
working electrode in order to avoid any inhibition of an electrochemical response
from the cell.[92]
The reference electrode is the electrode which delivers a constant potential via
a reduction-oxidation (redox) reaction. Common reference electrodes include:
• the standard hydrogen electrode (SHE),
• the saturated calomel electrode (SCE), and
• the silver-silver chloride electrode (Ag|AgCl).
Due to the toxicity of mercury, mercury based electrodes (calomel, SCE) are being
phased out of laboratories and therefore, the recommended reference electrode
for use in a liquid-liquid, ITIES, electrochemical cell is the silver-silver chloride
electrode (see Figure 4.3.1 for the overall redox reaction). An advantage of the
silver-silver chloride electrode is that it is convenient to make using a chloride
based aqueous solution and a freshly cleaned silver wire.[91]
Nearly all reference electrode systems are based on their being used in an
aqueous system and hence their use in a non-aqueous (i.e. the lower (or indeed
upper - depending upon density) phase of an ITIES system) is formally incorrect.
To ensure that the Nernst-Donnan equation[90] (see Equation 4.3.1) is fulfilled
a pseudo silver, silver chloride electrode must be used within the non-aqueous
phase. This comprises a silver, silver chloride electrode enclosed within a satur-
ated electrolyte mixture containing the chloride salt of the base electrolyte present
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in the non-aqueous phase e.g. if the non-aqueous phase electrolyte is tetraalkyl-
ammonium tetraphenylborate, the aqueous solution would be of the tetraalkyl-
ammonium chloride salt.[93] Technically this can be termed an ion-selective elec-
trode as the reference electrode is selective to the chloride ion.
4↵   = 4↵  o +
RT
zF
ln
✓
a 
a↵
◆
(4.3.1)
where4↵  o is the standard ion transfer potential, R is the gas constant, T is the
temperature in Kelvin, z is the number of the charge of the potential determining
ion, F is Faraday’s constant, and a↵ and a  are the activities of the potential
determining ion in the non-aqueous phase ( ) and aqueous phase (↵) respectively.
Platinum may also be used as a psuedo-reference electrode. In this case the
potential within the electrochemical system is steady however it is not predict-
able due to it being unpoised, this however can be overcome by using an internal
standard (such as a redox couple) or by comparing with a conventional reference
electrode such as silver, silver chloride. The main advantages of using a platinum
pseudo-reference electrode are that it is a low-impedance reference (standard ref-
erence electrodes have a higher resistance), and can be polarised.[91] It has been
reported that platinum wire:
1. can be used within high-resistance media,[94]
2. in mesh form is found to give reproducible results and,[95]
3. that it can be used reliably under a wide range of conditions for aqueous,
non-aqueous, gel or frozen electrolytes.[96]
4.3.2 Liquid components
As is stated in the abbreviation ITIES, the liquid components of a liquid-liquid,
ITIES, electrochemical cell are immiscible with each other. The system requires a
stable interface to be formed between the upper and lower phases. In a standard
setup this is an interface between an aqueous phase and non-aqueous (usually
organic) phase.
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Figure 4.3.2 – Representational electrochemical scheme for a liquid-liquid, ITIES,
electrochemical cell.
Ultimately, the potential window of the liquid-liquid, ITIES, electrochemical
cell (see Figure 4.3.2) depends upon the nature of the ‘base’ or background electro-
lytes within the aqueous/non-aqueous phases and is defined as the region between
the transfer potentials of the base/background electrolytes:
• The ion transfer occurring at a positive potential diﬀerence (potential applied
to the right hand reference electrode with respect to the left is denoted as
positive) is due to the transfer across the interface of:
– R+ from the aqueous phase to the non-aqueous phase, or,
– Y- from the non-aqueous phase to the aqueous phase
• The ion transfer occurring at a negative potential diﬀerence is due to the
transfer across the interface of:
– S+ from the non-aqueous phase to the aqueous phase, or,
– X- from the aqueous phase to the non-aqueous phase
It is the transfer of these charged and highly mobile electrolytes forwards and
backwards across the interface that polarises the interface between the two phases.
If the Gibbs energy of transfer of the electrolytes is similar to that of the target
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analyte they could (especially as they are in excess in the system) swamp the
electrochemical response of the ion transfer of the target. Therefore, to minimise
this risk, electrolytes with a high Gibbs energy of transfer are chosen.
In the case of the aqueous phase, most ITIES systems are based on group I and
II alkali metals and their chloride or sulphate salts. Schiﬀrin et al. investigated
the salting out eﬀect of the non-aqueous phase base electrolytes by controlling
the aqueous phase electrolytes, therefore aﬀecting their Gibbs energy of trans-
fer and hence the potential window of the system.[97] The non-aqueous, organic,
phase for most ITIES systems has been based upon salts dissolved in nitrobenzene,
1,2-dichloroethane, or 1,6-dichlorohexane.[98] The majority of the salts used within
those solvents have been ammonium salts due to their high Gibbs energy of trans-
fer. A fully ‘organic’ ITIES electrochemical cell has been recently reported where
the ITIES was formed between an oil and an ionic liquid.[99] This setup would
not be suited for biomolecule extraction and detection, as the pre-ITIES sampling
is likely to be carried out with water. Additionally, the potential window of the
system was extremely limited.
4.4 Ion transfer in a liquid-liquid, ITIES,
electrochemical cell
Cation or anion transfer within the electrochemical cell can be classed as simple
or facilitated:[100]
• Simple Ion Transfer (SIT): This is direct transfer of the ion of interest
(which can be a cation or anion) across the aqueous/non-aqueous interface
once a potential diﬀerence is applied to the electrochemical cell. This type
of transfer is only possible if the Gibbs energy of transfer of the ion is within
the available potential window for the cell being used.
• Facilitated Ion Transfer (FIT): Facilitated ion transfer is where an ion
of interest first binds to an ionophore. IUPAC defines an ionophore as
‘A compound which can carry specific ions through membranes of cells or
organelles’[101]. The complexation of the ion to the ionophore aﬀects the
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transfer characteristics and lowers the Gibbs energy of transfer. This could
be lowered within the available potential window of the system, or in fact be
lowered into the available potential window allowing a transfer not previously
possible.[102, 103] Most ionophores are however not specific e.g. crown ethers,
and therefore any molecule that can complex with the ionophore could have
its Gibbs energy of transfer lowered and be transferred across the interface.
There is also facilitated ion transfer of the organic phase anion. In this situation
macromolecules are adsorbed at the interface (not transferred across it). By being
adsorbed at the interface these macromolecules facilitate the transfer of the smaller,
more mobile, non-aqueous phase electrolyte ions into their hydrophobic pockets
allowing their detection.[1, 104]
Careful choice of ionophore and aqueous/non-aqueous base electrolytes is there-
fore paramount to overcome, or at least minimise, this possible interference.
Arrigan et al. reported that the eﬀect of varying the aqueous phase base electro-
lyte from lithium chloride to magnesium chloride, in the the presence of a crown
ether ionophore, improved the limit of detection from 10 µM to 2 µM.[105] In this
situation the fact that magnesium is a di-cation meant that it was less likely to
complex with the crown ether compared with lithium, and hence the crown ether
was free to complex the target analyte. Therefore, careful selection of the electro-
chemical cell components can enhance the sensitivity of the sensor, e.g. SIT gave
a detection limit of 0.3 - 0.5 µM, compared with a detection limit of 0.05 µM via
FIT for dopamine.[106, 107]
4.5 Literature review - progress to date of liquid-
liquid extraction and detection of biological
molecules
Separating the literature by the molecular weight of the molecule/s being invest-
igated, i.e. chemicals, amino acids, peptides and proteins, as suggested in Arrigan
and Herzog’s review of ‘Electrochemical strategies for the label-free detection of
amino acids, peptides and proteins’[79] allows identification of the existing method-
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ologies that have been developed to overcome the diﬃculties associated with the
transfer of a molecule across an interface. Therefore, the following sections have
been divided into:
1. Small molecule detection/extraction using liquid-liquid, ITIES, electro-
chemistry – drugs, amino acids, and peptides (see Section 4.5.1).
2. Macromolecule detection/extraction using liquid-liquid, ITIES, electro-
chemistry – polypeptides, and proteins (see Section 4.5.2).
4.5.1 Small molecule detection/extraction using liquid-
liquid, ITIES, electrochemistry – drugs, amino acids,
and peptides
Exploitation of liquid-liquid, ITIES, electrochemical methods have developed sub-
stantially since the 1970s and as a results of the inclusion of flow-injection methods,
quantitative analysis has been made possible.[86] There are two reported methods
for small molecule detection/extraction via liquid-liquid, ITIES, electrochemistry:
1. Simple Ion Transfer – of the molecules across the interface.
2. Facilitated Ion Transfer – via the use of ionophores.
4.5.1.1 Dopamine
Dopamine (MW = 153) is a key neurotransmitter which has two centres that are of
interest electrochemically (see Figure 4.5.1).[80, 106] Standard electrochemical tech-
niques are aimed at redox electrochemistry. However, ascorbate is always present
in physiological samples of dopamine (see Figure 4.5.1 - right). As both molecules
contain the same catechol group this means that when oxidation of dopamine
occurs so too does the oxidation of the ascorbate’s (present in the sample) redox
centre.[108, 109, 110, 111] Due to the excess of ascorbate within physiological samples,
compared with dopamine, the dopamine signal is swamped.[105, 107]
Through the use of a liquid-liquid, ITIES, electrochemistry it has been demon-
strated that it is possible to selectively transfer dopamine (1 mM) while in the pres-
ence of an excess of ascorbate (20 mM).[106] This simple ion transfer is possible due
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Figure 4.5.1 – Molecular structure of dopamine (with the redox and ionic centres
highlighted) and ascorbate (with the redox centre highlighted).
to the protonated amine group (ionic centre) allowing the interaction of dopamine
with an applied potential being applied across the ITIES, while ascorbate, which
does not contain an ionic centre is left unaﬀected. This ionic centre also oﬀers the
possibility of making use of an ionophore and to undertake facilitated ion transfer
of the dopamine (see Section 4.4). This has been reported by Arrigan et al. who
were able to selectively detect and transfer dopamine in the presence of ascorbate
up to ratios of 104:1 (ascorbate:dopamine).[105] As part of their study the group
also investigated the choice of the aqueous phase base/background electrolyte, with
magnesium chloride giving the widest potential window and allowing a detection
of ca. 2 µM of dopamine.
A diﬀerent approach has been through the cell design, and it has been reported
that the lowest detected concentration of dopamine was ca. 0.3 – 0.5 µM via simple
ion transfer and 0.05 µM via facilitated ion transfer through the use of micro-
interfaces.[106, 107] Micro-interfaces have not been used in this work and therefore,
no further discussion will be included in this thesis.
4.5.1.2 Amino acids
The FIT (using dibenzo-18-crown-6 as the ionophore) of 10 out of 20 amino acids
has been demonstrated by Chen et al.[112] As was to be expected, the success
of this transfer was attributed to the lowering of the Gibbs energy of transfer
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through the crown ether interaction with the amino acid’s amine group. It was
hypothesised that the remaining ten amino acids did not transfer due to steric
hinderance aﬀecting the amino acid : crown interaction. Amino acid transfer with
an ionophore had been investigated previously and was found to be only partially
sucessful.[113] This was most probably due to the ionophore : amino acid interaction
not lowering the Gibbs energy of transfer into the available potential window of
the electrochemical cell used by Sawada et al..
The investigation (Chen et al.) did not report the detection limits for the
amino acids which were successfully transferred; however, it does highlight that
the larger a molecule is the greater the likelihood of steric hindrance for FIT.
Additionally, they chose to use magnesium chloride as the aqueous phase base/-
background electrolyte to avoid competitive binding with the ionophore. This
supports the requirement for highly specific/selective (or possibly controllable i.e
biological recognition element related) ionophores.
4.5.1.3 Peptides
Building on the dopamine work, Osakai et al.[114] investigated the hydrophobicity
of a range of peptides via simple ion transfer and facilitated ion transfer. The
interaction of the ionophore (dibenzo-18-crown-6) with the peptide backbone was
thought to alter the hydrophobicity of the peptide, and therefore allow FIT to
occur. Arrigan et al.[115] undertook an investigation into oligopeptide detection
via microinterfaces which supported this hypothesis. Limits of detection (LOD),
for di-lysine, in a mixture with diphenylalanine of 1.0 µM were achieved through
the use of stripping voltammetry.[116, 117, 118, 119] In comparison, the LOD for the
diphenylalanine was 9.7 µM. This diﬀerence was attributed to the di-lysine signal
dominating in the mixture (the LOD in absence of di-lysine was 1.3 µM). The
overall conclusions of both groups was that the ionophore interaction, and resulting
hydrophobicity of the complex, was key for interfacial transfer and detection of the
peptides.
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4.5.1.4 Ionised drugs
In a practical application of liquid-liquid, ITIES, electrochemistry the aim is to
be able to selectively detect and/or extract a target analyte from complex media.
The Arrigan group have demonstrated selective extraction of ionised drugs (namely
propranolol and timolol) from artificial urine across the interface into the organic
phase.[86] The aim of the study was selective extraction rather than detection,
however calibration curves were performed over a range of 25 - 195 µM and 25 - 52
µM for propranolol and timolol respectively. Their study highlights the utility of a
liquid-liquid, ITIES platform which combines both sample extraction and specific
analyte detection of targets within complex sample matrix.
4.5.2 Macromolecule detection/extraction using liquid-
liquid, ITIES, electrochemistry – polypeptides, and
proteins
In the field of biological detection, it is the detection and/or extraction of larger
macro molecules such as polypeptides and proteins that is of most interest. It is
however the sheer size, and complexity, of these macro molecules that means they
are inherently diﬃcult to transfer across a liquid-liquid interface, be it electro-
chemically or via agitation.[120, 121] In the 1980’s attempted transfers of protein in
a liquid-liquid, ITIES, cell showed that the protein was adsorbed at the interfaces
and precipitated out of solution. Such precipitation has been associated with con-
tact denaturing of the protein. It is hoped through the tailoring of the properties
of the non-aqueous phase that these issues can be overcome allowing liquid-liquid,
ITIES, electrochemistry to oﬀer a mechanism for label-free, selective and specific
detection of macromolecules.
There are four reported methods for protein detection/extraction via liquid-
liquid, ITIES, electrochemistry:
1. Simple Ion Transfer – transfer of the protein across the interface.
2. Facilitated Ion Transfer – transfer via the use of surfactant ionophores.
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3. Facilitated Ion Transfer – transfer of an non-aqueous phase ion via
macromolecule-interface interactions.
4. Impedance measurement of adsorbed macromolecules at the interface.[122]
4.5.2.1 Protamine
Amemiya et al. developed methods for simple and facilitated transfer of protamine
(MW ⇡ 4100)[123] across an liquid-liquid, ITIES, interface.[124, 125] In the case of
the FIT, dinonylnaphthalenesulfonate (DNNS) was used to allow facilitated trans-
fer of protamine.[125] It was proposed that a reverse micelle was formed via the
complexation of 20 DNNS molecules to the 20 charged groups available within the
protamine structure. The formation of this reverse micelle has been investigated
by various groups and Shinshi et al. made use of the properties of the surfactant
bis(2-ethylhexyl) sulfo-succinate (AOT) to facilitate protamine transfer.[126, 127]
4.5.2.2 Insulin
With insulin (MW ⇡ 5800), it was found that with the large insulin molecule,
and no ionophore present, facilitated ion transfer was occurring. This was via
adsorption of the target analyte (insulin) at the interface and then transfer of the
non-aqueous phase electrolyte anion into the aqueous phase.[104] This adsorption at
the interface can be measured through impedance measurements, and Østergaard
et al. were able to detect insulin concentrations as low as 0.1 µM.[128]
4.5.2.3 Cytochrome-c
With cytochrome-c (Cyt-c, MW ⇡ 12400) in the absence of AOT, facilitated trans-
fer of the non-aqueous phase anion also occurred, whereas in the presence of AOT,
facilitated transfer of the Cyt-c occurred.[126] Dryfe et al. has also demonstrated
electron transfer at a liquid-liquid, ITIES between cytochrome-c and an organic
phase electron donor – 1,1’-dimethylferrocene.[129] No SIT has been reported for
Cyt-c in a liquid-liquid, ITIES, electrochemical cell.
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4.5.2.4 Hen-Egg-White Lysozyme
A comparison of hen-egg-white lysozyme (HEWL, MW ⇡ 14300)[130] and insulin
has shown the importance of the charges on the protein for transfer of the organic
phase anion. HEWL is three times the molecular weight of insulin and has a
greater positive charge. Even though it is larger the greater positive charge means
that HEWL has a greater ability to transfer organic anions across the interface.[131]
This study also demonstrated that multiple charged molecules do not require the
use of stripping/pulse voltammetric methods to achieve sub micromolar detection
in comparison to smaller, single charged molecules such as dopamine.
4.5.2.5 Haemoglobin
Arrigan et al.[1] have demonstrated that the large molecular weight protein haemo-
globin (MW ⇡ 68000) is adsorbed at the interface (in the absence of an ionophore)
as would be expected from work with other proteins. When the pH of the aqueous
phase is less than the isoelectric point of the protein, the protein is positively
charged. This positively charged protein can then interact with the negatively
charged anion of the organic phase electrolyte.[1, 132] Unsurprisingly, a negatively
charged protein does not interact with the negative anion. The anion itself had
a marked aﬀect on the voltammograms of haemoglobin, whereas the cation has
little or no influence.[1, 104, 133] Their studies have shown that the nature of the
aqueous phase plays an important role in the behaviour, and therefore, detection
of proteins at a liquid-liquid ITIES. Investigations into the counter-ion binding of
protamine with a range of diﬀerently sized anions, by Samec et al. agreed with
the Amemiya group’s work concluding reduced ion-pair stability as the anion size
increased.[134] The structure of the protein also has an impact on the perform-
ance of electrochemical methods. Denaturation of haemoglobin has been shown to
cause a decrease in the detection signal.[135] This is due to conformational changes
in the protein, which cause the destruction of the hydrophobic pockets present in
the protein thereby reducing the interaction with the organic phase anion.
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4.5.2.6 DNA detection
Little work has been done on DNA detection via liquid-liquid, ITIES. The most
recent, carried out by Vagin et al.[136] has shown the use of a liquid-liquid
ITIES as an electrochemical probe for DNA hybridisation and a limit of
detection, via impedance spectroscopy, for the target oligonucleotide was found
to be 0.01 µM. Hardt and Hahn have recently designed a device based upon mass
transfer resistance at a liquid-liquid interface allowing the concentration and sep-
aration of DNA samples.[137] This is reported as a novel method for the direct
separation and pre-concentration of DNA samples by the authors.
4.5.3 Summary of requirements for an ITIES
electrochemical cell
For small molecules:
• Ionophores can increase the sensitivity of the system, they are however not
required to transfer molecules across the interfaces. The ionophore may
preferentially transfer other ‘interferent ions’ e.g. alkali metal ions from the
base/background electrolytes in the aqueous phase.
• Sub micromolar detection is possible with the combination of FIT and
choosing the electrochemical methodology e.g. stripping/pulse voltammetry
methods
For large molecules:
• FIT is likely to be required as the size increases. Interference from the
base/background electrolytes is possible. Therefore, judicial choice of the
electrolytes, the ionophore itself and the targeted molecular groups on the
analyte is key.
• Impedance based electrochemical methods can be applied to the system if
transfer does not occur, or detection via transfer of a non-aqueous phase ion
(and its detection) is possible i.e. indirect measurement of the presence of
the target adsorbed at the interface.
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• Cyclic voltammetry may achieve sub micromolar detection without the use
of more complex stripping/pulse voltammetry methods, if the target analyte
contains multiple charges.
4.6 Uses of ionic liquids in liquid-liquid, ITIES,
systems
Ionic liquids combine the advantages of molten salts with those of aqueous
media. However, it was only with the advent of non-haloaluminate ionic liquids
that investigations began into the range of possible uses in electrochemical sys-
tems. Due to the ability to functionalise ionic liquids in nearly anyway you desire
(as long as it can be synthesised) the field of electrochemistry with ionic liquids is
still expanding. The first reported use of an ionic liquid in a liquid-liquid, ITIES,
system was by Quinn et al. in 2002.[138] Kakiuchi’s research group has been the
most active investigating the possible applications of ionic liquids in liquid-liquid,
ITIES, systems. Since 2002 they have been highlighting the advantageous uses of
ionic liquids.[139, 140, 141, 142]
Electrode modification with ionic liquids is outside the scope of this project
and for further information the excellent review by Opallo and Lesniewski is
recommended.[143]
4.7 Agitation experiments
Agitation experiments were conducted with the synthesised ionic liquids (see
Chapter 2 & 3) to determine if extraction/transfer of a biological molecule across
the interface into the non-aqueous ionic liquid phase would even occur. Work
by Goto et al. had shown that cytochrome-c extraction, using the crown ether
dicyclohexano-18-crown-6 (see Figure 4.7.1), was possible into hydroxyl and ether
functionalised imidazolium based ionic liquids.[144, 145] Therefore, the chosen bio-
molecule of interest for these, and subsequent experiments, was cytochrome-c (Cyt-
c) because of its reasonable molecule size (molecular weight of 12,384 g mol-1) and
also because its pink/red colour allowed easy detection of its location when used
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Figure 4.7.1 – Molecular structures of the crown ethers 18-crown-6 and
dicyclohexano-18-crown-6.
via agitation or electrochemically. This crown ether was chosen due to its increased
lipophilicity, because of the cyclohexyl side chains, compared with 18-crown-6.[146]
The increased liphophilicity means that the crown ether should prefer to be sol-
ubilised within the ionic liquid, and hence aid the biomolecule transfer into the
ionic liquid. Cytochrome-c is a lysine rich protein and the NH3+ groups fit into
the DCH-18-crown-6 cavity.
4.7.1 Results and discussion
From Figures 4.7.3 and 4.7.4 it is easy to see the amount of Cyt-c transfer across the
aqueous:ionic liquid interface after agitation. The concentrations of the extracted
Cyt-c present in the ionic liquid was determined from the Soret band and are
reported in Table 4.7.1.
The distribution coeﬃcient for Cyt-c with these ionic liquids was calculated
(see Table 4.7.2) from Equation 4.7.1:[47]
DCyt c =
⇢
Ci   Cf
Cf
 
V olaq
V olIL
(4.7.1)
Where, Ci is the initial concentration of Cyt-c, and Cf is the final concentration
of Cyt-c in the aqueous phase. The volume ratio (V olaqV olIL ) allows the distribution
coeﬃcient to take into account diﬀerences between the volume of the aqueous (aq)
and ionic liquid (IL) phases. In this case, the volumes of the phases were identical
and the ratio becomes one. Overall, a distribution coeﬃcient  1 represents a
preference for the Cyt-c to be in the ionic liquid rather than the aqueous phase.
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Ionic Liquid Distribution coeﬃcient (DCyt-c) Preferred phase
[C2C1im][NTf2] 0.06 Aqueous
[C3C1im][NTf2] 0.49 Aqueous
[C4C1im][NTf2] 1.15 Ionic Liquid
[C5C1im][NTf2] 1.72 Ionic Liquid
[C6C1im][NTf2] 1.88 Ionic Liquid
[C7C1im][NTf2] 5.47 Ionic Liquid
[C8C1im][NTf2] 7.39 Ionic Liquid
[(HO)2C2C1im][NTf2] 74.06 Ionic Liquid
[(HO)3C3C1im][NTf2] 88.50 Ionic Liquid
[(HO)6C6C1im][NTf2] 0.01 Aqueous
[(HO)8C8C1im][NTf2] 3.78 Ionic Liquid
Table 4.7.2 – Calculated distribution coeﬃcients for the extraction ability of the
tested ionic liquids, and the preferred phase for the Cyt-c.
Therefore, only in the case of [C2C1im][NTf2], [C3C1im][NTf2] and
[(HO)6C6C1im][NTf2] is the aqueous phase preferred to the ionic liquid phase.
Looking at the unfunctionalised ionic liquids (Figure 4.7.3), the progressively
increasing extractive ability of the ionic liquid phase can clearly be seen. Of the un-
functionalised alkyl chain lengths tested the best was 1-octyl-3-methyimidazolium
bis(trifluoromethylsulfonyl)imide which extracted 87.32 % of the Cyt-c. Plotting
concentration of Cyt-c versus alkyl chain length gives a logarithmic fit (Figure
4.7.2), which implies that a plateau would be reached at the longer alkyl chain
lengths (> C8).
It can be seen that as the alkyl chain at the N3 position increases, for the
unfunctionalised imidazolium ionic liquids, the Cyt-c is starting to become more
resolved to the interface. This trend, visually, seems to be linear with increasing
alkyl chain length and can be attributed to the increasing hydrophobicity of the
ionic liquid (see Chapter 3, Section 3.9.4) causing the protein to be extracted
(with the DCH-18-crown-6) into water rich ionic liquid interfacial regions. Testing
of ionic liquids with longer alkyl chains would confirm this.
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Figure 4.7.2 – Extracted Cyt-c concentration versus increase alkyl chain length for
the unfunctionalised ionic liquids.
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Figure 4.7.3 – Photos of the Cyt-c before (top) and after (bottom) agita-
tion with unfunctionalised imidazolium bis(trifluoromethylsulfonyl)imide based ionic
liquids containing DCH18C6 (Increasing chain length from left to right starting with
[C2C1im][NTf2] labelled C2).
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The eﬀect of adding a hydroxyl group is varied. For the ethyl and propyl side
chains there is a substantial increase on the Cyt-c transfer:
1. For the [C2C1im][NTf2] adding a hydroxyl group onto the terminal
carbon (forming [(HO)2C2C1im][NTf2]) increases the distribution coeﬃcient
by approximately 123,000 %.
2. For the [C3C1im][NTf2] adding a hydroxyl group onto the terminal
carbon (forming [(HO)3C3C1im][NTf2]) increases the distribution coeﬃcient
by approximately 18,000 %.
The results for the hydroxyethyl and hydroxypropyl based ionic liquids agree with
those in the literature.[145] However, for the [(HO)6C6C1im][NTf2]) only 0.54 % of
the cytochrome-c was extracted compared with approximately 55 % by Goto et
al.[145] This result was unexpected and therefore the experiment was repeated six
times with fresh crown ether and fresh ionic liquid samples, and the result was
the same each time. It is clear from the vial itself (see Figure 4.7.4) that only
a slight reddening of the ionic liquid phase has occurred after agitation and in
comparison to before agitation, visually, the majority of the Cyt-c is still present
in the aqueous phase. There could be an aspect of alkyl chain folding here with the
hydroxyl group being positioned over the imidazolium ring. If this was the case the
hydroxyl group’s eﬀect may become negligible and the extractive capability could
be the equivalent of a much shorter, unfunctionalised ionic liquid. This requires
further investigation to determine the exact reason for this result.
It should be noted that the inclusion of a hydroxyl group onto the terminal car-
bon of the 1-octyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide slightly
reduces the extractive ability of the ionic liquid. This implies that the alkyl chain
property dominates at this chain length. From viewing the actual extraction (see
Figure 4.7.4) it can be seen that the Cyt-c is not as cleanly extracted. An aspect of
impacting and agglomeration of the protein at the interface looks to be occurring.
Goto et al. reported approximately 30 % extraction with a 20 % error at this chain
length but did not comment upon any agglomeration.
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Figure 4.7.4 – Photos of the Cyt-c before (top) and after (bottom) agita-
tion with functionalised imidazolium bis(trifluoromethylsulfonyl)imide based ionic
liquids containing DCH18C6 (Increasing chain length from left to right starting with
[(HO)2C2C1im][NTf2] labelled (HO)2).
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4.7.2 Conclusion
From these results it can be concluded that extraction of Cyt-c into all the unfunc-
tionalised, and the shorter alkyl chained hydroxyl functionalised imidazolium based
‌bis(trifluoromethylsulfonyl)imide ionic liquids is possible with the aid of DCH-18-
crown-6. 1-hydroxyhexyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide
has been unsuccessful at extracting Cyt-c. Because of this lack of success and the
agglomeration at the interface (and like reduction in activity) of the Cyt-c, this
ionic liquid should be discounted for use in the liquid-liquid, ITIES, system.
The ionic liquids oﬀering the best extractive power amongst those tested were:
1. 1-hydroxyethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide,
[(HO)2C2C1im][NTf2],
2. 1-hydroxypropyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide,
[(HO)3C3C1im][NTf2], and
3. 1-octyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide,
[C8C1im][NTf2].
4.7.3 Biotin and streptavidin extraction
Due to the success of the Cyt-c extraction into the ionic liquid using the iono-
phore DCH-18-crown-6 a test extraction was performed using 1-hydroxyethyl-3-
methylimidazolium bis(trifluoromethylsulfonyl)imide to determine if biotin, strep-
tavidin and their complex could be extracted into the ionic liquid phase from
water (Figure 4.7.5). Fluorescent versions were chosen and purchased from Sigma-
Aldrich Ltd.
Looking at each extraction in turn it can be visually determined that:
• There has been partial extraction of streptavidin into the ionic liquid phase,
however the majority of this is centred around the interface - vial S2.
• There has been biotin extraction into the whole of the ionic liquid phase -
vials B1 & B2.
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Figure 4.7.5 – Photos of the extraction of Cyt-c (Cy1 [no DCH18C6] & Cy2 [with
DCH18C6]), streptavidin (S1 [no DCH18C6] & S2 [with DCH18C6]), biotin (B1
[no DCH18C6] & B2 [with DCH18C6]) and streptavidin:biotin complex (SB1 [no
DCH18C6] & SB2 [with DCH18C6]) before (top) and after (middle & bottom) agit-
ation with [(HO)2C2C1im][NTf2].
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• There has been extraction of biotin from the streptavidin:biotin complex,
including some extraction of the complex itself, centred around the interface
(as with the streptavidin extraction) - vial SB2.
The results imply that biotin is reasonably extracted into the ionic liquid phase.
This could be due to a complexation with the crown ether, or standard solubil-
isation. What is very surprising is the result of the complex extraction. The
streptavidin:biotin complex has a dissociation constant of 10-15 M, and is one of
the strongest non covalent interactions known in nature.[147] From this preliminary
result here the (streptavidin:biotin) - ionophore - ionic liquid interaction appears
to be stabilising the biotin suﬃciently to cause disruption of the complex. This
would need to be investigated further to confirm this.
It would be possible, due to the designability of the ionic liquid cations (and
anions) to build the biotin functionality into the ionic liquid. This has indeed
been undertaken as an ionic liquid self assembled monolayer for surface plasmon
resonance.[148] This approach could oﬀer a BRE based ionic liquid for the select-
ive extraction of streptavidin and would show the utility of BREs (or even any
selectivity moiety) incorporated into ionic liquids.
4.8 Electrochemical cell design
As discussed earlier the components of the electrochemical cell are key to any
liquid-liquid, ITIES, based electrochemical sensor. This includes the actual phys-
ical electrochemical cell itself. Many diﬀerent cell designs have been suggested and
used over the years, however, Arrigan et al.[1] was the only paper where a photo-
graph of the liquid-liquid electrochemical cell being used was shown (see Figure
4.8.1). From this and after reading various review articles[90, 98, 149, 150] a new cell
was designed as shown in Figure 4.8.2).
The requirements for the cell included:
• An ability to remove the platinum counter electrodes for cleaning (both the
electrodes and the cell - hence the use of ground glass joints to allow the
electrodes to be removed but also form a liquid tight seal).
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Figure 4.8.1 – Electrochemical liquid-liquid, ITIES, cell used by Arrigan et al..[1]
Where, (a) indicated the aqueous phase, (b) a haemoglobin film being held down into
the organic phase with a copper wire, (c) the interface and (d) the organic phase.
• An ability to adjust the liquid-liquid interface present between the two
Luggin capillaries - achieved by the side arms being level, therefore allowing
the balancing of the volumes of the reference electrode phases.
• Correct placement of the Luggin capillaries directly opposite each other and
at the correct distance from the interface:
– The placement of the Luggin capillaries is a key feature of the electro-
chemical cell, as it is these capillaries which measure the current when
ions transfer across the interface. Therefore, they need to be placed close
to the interface. Luggin capillary distance from the interface was de-
termined as 2d where d is the outer diameter of the Luggin capillary.[151]
The distance from each other was therefore twice the outer diameter of
the capillary as the outer diameters of the capillaries were equal.
– The best Luggin capillaries are designed to have a narrow tip which then
widens rapidly to ensure no resistance build up within the cell.[92, 152]
This prototype cell was produced in-house by Stephen Ramsey (Imperial College
London, Chemistry Research Technicians) see Figure 4.8.2 and additional units
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Figure 4.8.2 – Designed and produced in-house liquid-liquid, ITIES, electrochemical
cell.
were produced by GPE Scientific Limited based on this design.
Figure 4.8.3 – Electrochemical liquid-liquid, ITIES, scheme by Koryta et al. used
for testing of the electrochemical cell design.[2]
To test the cell one of the original liquid-liquid, ITIES, experiments was chosen
as a test ion transfer (see Figure 4.8.3 for the electrochemical scheme).[2] Here
Koryta et al. used a four electrode based system with Luggin capillaries for sensing
the current, and two counter electrodes (one in the aqueous phase, and one in the
organic phase) to provide the potential. The counter electrodes were separated
from the bulk electrolyte by sintered frits.[2] The target analyte in this system was
tetramethylammonium (TMA+) which gave peaks at approximately +0.33 V on
the forward sweep and +0.22 V on the reverse sweep within the potential window of
the tetrabutylammonium tetraphenylborate (TBATPB) and the lithium chloride
(LiCl) base/background electrolytes. The potential window for this system is from
the inflection point of the peak on the left (labelled A, Figure 4.8.4) to the inflection
point of the dip on the right (labelled B). These are the points at which the base
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Figure 4.8.4 – Cyclic voltammograms of the TMA+ ion transfer, from the water
to the nitrobenzene (and back), in the designed electrochemical liquid-liquid, ITIES,
cell. Inset plot is the blank cell cyclic voltammogram for ease of comparison.
electrolytes start to move under the potential being applied to the system.
The resulting cyclic voltammograms for the test ion transfer in the designed
electrochemical cell are shown in Figure 4.8.4. These results matched the literature
values nearly identically. To test the cell further and to check the organic reference
phase was functioning as per the Nernst-Donnan equation (see Section 4.3.1) a
new electrochemical cell was setup using sodium chloride as the aqueous phase
base/background electrolyte, and TBACl as the reference (i.e. ion selective to the
TBA), and then with NaTPB as the reference (i.e. ion selective to the TPB) phase
for the reference electrode in the organic phase (see Figure 4.8.5).
In theory, as scan rate increases, the peak current exhibited on the forward
and reverse sweeps should increase in a linear manner. This was found to be the
case with both the TBACl based organic phase reference system and the NaTPB
based organic phase reference system, across the range of 5 mV s-1 - 200 mV s-1
(see Figure 4.8.5).
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Figure 4.8.6 – Cyclic voltammograms of dopamine in the electrochemical liquid-
liquid, ITIES cell shown in Figure 4.8.2. Recorded at a scan rate of 5 mV s-1.
Having tested and confirmed successful use of the designed cell, dopamine was
chosen as a suitable target analyte to transfer across the interface. The 2005 study
performed by Arrigan et al. was duplicated over the concentration range of 0 - 1.5
mM of dopamine (see Figures 4.8.6 - 4.8.7).[105]
4.9 Electrochemical experiments
Having successful confirmation that the uniquely designed and produced cell worked
with a range of target analytes the next step was to combine the electrochemical
cell with an ionic liquid and attempt to electrochemically transfer Cyt-c into the
ionic liquid.
The chosen electrochemical cell is detailed in Figure 4.9.1, 10 mM lithium
chloride was used as the reference phases for both the aqueous and ionic
liquid phases, with silver, silver chloride reference electrodes. The ionic liquid,
1-hydroxyethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide, was used
neat as the organic phase for the cell with 50 mM of DCH-18-crown-6.
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Figure 4.8.7 – Peak current against concentration via cyclic voltammetry (left) and
diﬀerential pulse voltammetry (right) for the dopamine test of the electrochemical
cell (Figure 4.8.6).
Figure 4.9.1 – Electrochemical scheme for the ionic liquid based liquid-liquid,
ITIES, cell based on [(HO)2C2C1im][NTf2].
Performing a cyclic voltammogram on the electrochemical cell gave a slanted
voltammogram (see Figure 4.9.2). This indicated added resistance in the cell,
normally this is associated with problems with the reference electrodes e.g. bubbles
within the Luggin cappilaries or the reference electrolyte solution.[91] However,
upon checking and refilling the cell a worse CV was obtained (Figure 4.9.2 - Right),
having lost the slight definition that was there on the first scan (Figure 4.9.2 - Left).
This is representative of the CVs obtained on all later attempts.
There are multiple explanations why there might be ohmic distortion within
an electrochemical cell:[91]
1. The concentration of the base/background electrolytes within the system
could be too low and therefore the conductivity across the whole system is
too low - an ionic liquid is eﬀectively 100 % ions, and therefore is unlikely to
aﬀect the charge carrying within the cell, and the concentration of lithium
chloride had been shown to be suﬃcient in the tests of the electrochemical
cell.
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Figure 4.9.2 – Resulting resistive cyclic voltammograms from the electrochemical
scheme shown in Figure 4.9.1.
2. The Luggin capillaries may be incorrectly placed - this however is not the
case as shown by the test results in Section 4.8.
3. The ability of the base/background electrolytes to move within the applied
electric field is limited - this usually occurs with viscous liquids, in the case
of the ionic liquid used here it has a viscosity substantially higher than that
of water and therefore the ion mobility within the ionic liquid could have
been causing the resistance.
4.9.1 Frit based electrochemical cell
It was considered possible that reducing the volume of the ionic liquid would reduce
the resistivity associated with the system and it was found in the literature that
Kakiuchi et al.[153] had demonstrated the use of a fritted electrochemical cell for
some initial experiments using room temperature ionic liquids. Therefore, a range
of fritted cells were designed and procured from H. Baumbach and Co. Ltd. The
quartz frits were of a 10 mm diameter with 5 cm of quartz tube above and below
the frit (as per Figure 4.9.3) with five diﬀerent porosities for initial testing (see
Table 4.9.1).
For those frits with porosity grade of 0 and 1, the pore sizes were too large
and did not give enough surface (and hence interfacial) tension to the ionic liquid
placed upon it. This was even more marked when the potential diﬀerence was
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Figure 4.9.3 – Frit based electrochemical cell for use with room temperature ionic
liquids.
Porosity Grade Average Pore Size / µm
0 160 - 250
1 100 - 160
2 40 - 100
3 16 - 40
4 10 - 16
Table 4.9.1 – Porosity grade, and their corresponding average pore sizes, for the
frit within the electrochemical cell (Figure 4.9.3).
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applied. Under the applied potential, movement of the ions within the two phases
aﬀects the surface tension the liquid.[52] Vice versa, frits with a porosity grade of 3
and 4 were found to be resistive, giving CVs similar to that found in Figure 4.9.2.
This is due to the small pore sizes impacting on the ion diﬀusion, of the reference
phase, when under an applied potential diﬀerence. A frit with porosity of grade
2 was found to be the best. It gave a high enough surface tension for the ionic
liquid to sit on the surface and avoid excessive disturbance when the potential
diﬀerence was applied. Additionally, the resulting CVs showed low resistance (i.e.
mainly flat rather than slanted), and the resistance shown was attributed to the
movement of the non-aqueous phase ions themselves.
The fritted cell was tested (as per Section 4.8) with the electrochemical scheme
of Koryta et al. (Figure 4.8.3).[2] The resulting cyclic voltammograms agreed with
the previous results and showed that the fritted cell design was suitable for use as a
liquid-liquid, ITIES, electrochemical cell (Figure 4.9.4). Furthermore, the cell was
tested with dopamine as a target analyte (see Figure 4.9.5). The resulting CVs
showed stable voltammograms, and a greater sensitivity for dopamine compared
with the previous cell (c.f. Figures 4.8.6 & 4.9.5), with the upper limit of detection
for the fritted cell being approximately 500 µM (c.f. with > 1.5 mM previously).
In addition, the use of diﬀerence electrode systems was tested. This included:
1. Standard four electrode system ([One reference electrode (S), one platinum
counter electrode (WE)] - aqueous phase, and [one reference electrode (RE),
one platinum counter electrode (CE)] - non-aqueous phase).
2. Three electrode system ([One reference electrode (S), one platinum counter
electrode (WE)] - aqueous phase, and one platinum counter/reference
electrode (CE/RE) - non-aqueous phase).
3. Two electrode system (One platinum counter/reference electrode (WE/S)
- aqueous phase and one platinum counter/reference electrode (CE/RE) -
non-aqueous phase).
It was found that the optimum electrode system was the standard four electrode
system. However, a three electrode system (because of the concentrated nature of
the ionic liquid phase), with a fully platinum based electrode in the non-aqueous
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Figure 4.9.4 – Cyclic voltammogram of the electrochemical scheme (Figure 4.8.3)
tested in the fritted cell.
Figure 4.9.5 – Cyclic voltammograms of dopamine in the fritted electrochemical
cell shown in Figure 4.9.3. Recorded at a scan rate of 5 mV s-1.
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Figure 4.9.6 – Three-electrode setups used with the fritted electrochemical cell.
Left - Fully platinum based system with a platinum reference system in the aqueous
phase. Right - Silver, silver chloride reference system in the aqueous phase.
(ionic liquid) reference phase (see Figure 4.9.6), was found to be the most stable
and reproducible. It has been reported that the use of platinum foil within a
molten salt was neither stable or polarised and therefore could not be used as a
pseudo-reference electrode.[154] Therefore, in this electrochemical design, the non-
aqueous phase platinum electrode is separated from the ionic liquid to ensure
that the platinum reference remains stable and reproducible. The use of a silver,
silver chloride reference electrode in the aqueous phase of this system allowed the
potentials to be formally defined (by the silver chloride redox couple - Section
4.3.1); however, as shown from the potentials windows (see Sections 4.9.2.1 and
4.9.2.2) the cyclic voltammograms recorded had the exact same shape in both
setups.
4.9.2 Results and discussion
With an electrochemical cell designed, produced, and tested with the reference
electrochemical scheme, all the synthesised ionic liquids were tested to ensure that
a stable electrochemical potential window could be obtained before testing with a
biological molecule. Figure 4.9.7 is the resulting cyclic voltammogram of 1-ethyl-
3-methylimidazolium bis(trifluoromethylsulfonyl)imide. The upper plot is a plot
150 CHAPTER 4. INTERFACIAL ELECTROCHEMISTRY
of all of the CV scans (20 scans), whereas the lower plot is the final full CV scan.
At this stage the electrochemical cell has become stabilised, the CV scans are
identical, and it is ready for use. From the inflection point at either end of the
CV scan the ionic liquid is found to have a potential window of around 900 mV.
From the literature it is recommended that a potential window should be at least
200 mV wide to be able to detect the transfer of an ion across an interface.
Two cyclic voltammograms are reported for each ionic liquid, one using a silver,
silver chloride reference electrode in the aqueous phase, and the other using a
platinum reference electrode in the aqueous phase. This was because the redox
potential of the silver, silver chloride reference is known compared to the platinum
pseudo reference (see Section 4.3.1). As can be noted there is a negative shift of
approximately 400 mV compared with using a fully platinum based electrochemical
cell.
4.9.2.1 Unfunctionalised imidazolium ionic liquid liquid-liquid
potential windows
The cyclic voltammograms (and hence electrochemical potential windows), with
a three electrode setup (Figure 4.9.6), in the fritted electrochemical cell for the
synthesised unfunctionalised ionic liquids are given in Figures 4.9.8 - 4.9.14. The
CVs recorded, along with the potential windows, are found to substantially exceed
those reported by Conboy et al. for their undiluted ionic liquid system.[52, 155]
It should be noted that the electrochemical cells (and their electrochemical com-
position) used by Conboy was diﬀerent to that used here, which highlights the
importance of the cell design as well as the choice of electrodes and base/back-
ground electrolytes.
4.9.2.2 Hydroxyl functionalised imidazolium ionic liquid liquid-liquid
potential windows
The cyclic voltammograms (and hence electrochemical potential windows), with
a three electrode setup (Figure 4.9.6), in the fritted electrochemical cell for the
synthesised hydroxyl functionalised ionic liquids are given in Figures 4.9.15 - 4.9.18.
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Figure 4.9.7 – Cyclic voltammograms for 1-ethyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide in the fritted electrochemical cell, with a
three platinum electrode setup. Top - 20 full CV scans. Bottom - CV of the final
stabilised scan.
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Figure 4.9.8 – Cyclic voltammograms illustrating the available potential window
of 1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide performed in the
fritted electrochemical cell (solid line - platinum reference, dashed line - silver, silver
chloride reference). Indicated shift is associated with the diﬀerent reference systems
tested.
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Figure 4.9.9 – Cyclic voltammograms illustrating the available potential window
of 1-propyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide performed in the
fritted electrochemical cell (solid line - platinum reference, dashed line - silver, silver
chloride reference).
Figure 4.9.10 – Cyclic voltammograms illustrating the available potential window
of 1-butyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide performed in the
fritted electrochemical cell (solid line - platinum reference, dashed line - silver, silver
chloride reference).
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Figure 4.9.11 – Cyclic voltammograms illustrating the available potential window
of 1-pentyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide performed in the
fritted electrochemical cell (solid line - platinum reference, dashed line - silver, silver
chloride reference).
Figure 4.9.12 – Cyclic voltammograms illustrating the available potential window
of 1-hexyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide performed in the
fritted electrochemical cell (solid line - platinum reference, dashed line - silver, silver
chloride reference).
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Figure 4.9.13 – Cyclic voltammograms illustrating the available potential window
of 1-heptyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide performed in the
fritted electrochemical cell (solid line - platinum reference, dashed line - silver, silver
chloride reference).
Figure 4.9.14 – Cyclic voltammograms illustrating the available potential window
of 1-octyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide performed in the
fritted electrochemical cell (solid line - platinum reference, dashed line - silver, silver
chloride reference).
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Figure 4.9.15 – Cyclic voltammograms illustrating the available potential window
of 1-hydroxyethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide performed
in the fritted electrochemical cell (solid line - platinum reference, dashed line - silver,
silver chloride reference).
Figure 4.9.16 – Cyclic voltammograms illustrating the available potential win-
dow of 1-hydroxypropyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide per-
formed in the fritted electrochemical cell (solid line - platinum reference, dashed line
- silver, silver chloride reference).
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Figure 4.9.17 – Cyclic voltammograms illustrating the available potential window
of 1-hydroxyhexyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide performed
in the fritted electrochemical cell (solid line - platinum reference, dashed line - silver,
silver chloride reference).
Figure 4.9.18 – Cyclic voltammograms illustrating the available potential window
of 1-hydroxyoctyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide performed
in the fritted electrochemical cell (solid line - platinum reference, dashed line - silver,
silver chloride reference).
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Figure 4.9.19 – Capacitance of the liquid-liquid interface, for the unfunctionalised
and functionalised ionic liquids, calculated from the CVs measured in Figures 4.9.8
- 4.9.18.
4.9.2.3 Capacitance of the liquid-liquid interface
From the cyclic voltammograms recorded in Sections 4.9.2.1 and 4.9.2.2, it was
possible to calculate the capacitance of the aqueous:non-aqueous interface that
was formed between the chosen ionic liquid and the aqueous phase using equation
4.9.1:[156]
CL-L =
´ t1
t2
i(t) · dt
2( max    min) (4.9.1)
where CL-L is the capacitance of the liquid-liquid, ITIES, interface,  max and
 min are the potential cutoﬀs for the potential window of the recorded cyclic
voltammogram, i(t) is the current recorded, and
´ t1
t2
i(t) ·dt is the charge calculated
by integrating the current with respect to time for the positive (forward) and
negative (reverse) sweeps of the CV between  max and  min.
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Ionic Liquid Percentage increase / %
[(HO)2C2C1im][NTf2] 74
[(HO)3C3C1im][NTf2] 29
[(HO)6C6C1im][NTf2] 5
[(HO)8C8C1im][NTf2] 7
Table 4.9.2 – Percentage change in capacitance with the addition of a terminal
hydroxyl group.
The capacitance for the ionic liquids tested here are plotted in Figure 4.9.19.
For the unfunctionalised ionic liquids, as the chain length at the N3 position is
increased, the capacitance increases to a plateau around 829 µF (from the logistic
fitting model). In the case of the hydroxyl functionalised ionic liquids, the in-
creasing chain length reduced the capacitance value to a plateau (within the range
of those liquids tested here) around 870 µF (from the exponential decay fitting
model). This highlights what has been seen previously (Chapter 3) that the in-
corporation of a hydroxyl functional group on the terminal carbon of the alkyl
chain has a great influence on the ionic liquids properties at shorter chain lengths.
Whereas, as the chain length increases the eﬀect of the functional group diminishes
(Table 4.9.2).
4.9.3 Cytochrome-c extraction
With a defined, and working, electrochemical cell the extraction and detection of
Cyt-c (into [(HO)2C2C1im][NTf2] with DCH-18-crown-6) was tested again. Upon
addition to the cell the Cyt-c was immediately drawn to the interface between the
aqueous phase and the ionic liquid. Although the Cyt-c was clearly present at
the interface, there was no detectable change in the cyclic voltammogram when
scanning over the full potential window range of the ionic liquid. The cell was
left running for 20 scans to give the protein time to complex with the crown ether
present in the ionic liquid and be drawn across the interface. However, no transfer
was detected even after these scans (Figure 4.9.20 - Left). This agreed with the
visual inspection of the cell (Figure 4.9.20 - Right) where it can clearly been seen
that the Cyt-c is present at the interface but no protein is visible in the ionic
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Figure 4.9.20 – Cyclic voltammogram before (black) and after (dotted - with at-
tempted increased potential window) addition of Cyt-c to the fritted cell, with the
resulting agglomerated Cyt-c shown on the right.
liquid itself. Upon removal of the water phase it was found that the protein had
formed a gel-like seal against the ionic liquid. This could have been made up of a
semi-hydrated crown complexed protein. This result was a typical representation
for all the ionic liquids when Cyt-c extraction was attempted.
4.10 Conclusion
Electrochemical cells have been designed, produced and shown to function, using
model electrochemical systems, with reproducible results. However, the use of ionic
liquid for the transfer of biomolecules has proved to be problematic. It highlights
the careful decision making that is required for the transfer of molecules across an
interface, through the selection and oﬀ-setting of diﬀerent ionic liquid properties.
Ion transfer of protonated Cyt-c was unsuccessful in the designed cell forming
an agglomeration at the interface of the water and ionic liquid, with no protein
visible in the ionic liquid. The capacitance values show that the ionic liquids
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based electrochemical cells have a high capacitance at the shorter alkyl chain
lengths when functionalised (c.f. lower capacitance when unfunctionalised) which
then are reasonably equal at longer chain lengths (  5). Capacitance is due to
surface charge on an electrode surface.[52] In the case of a liquid-liquid, ITIES,
electrochemical cell, the “surface” is the interface. Therefore, when the system is
under an applied field the charge builds up at the interface, resulting in a high
capacitance through out the system (namely the ionic liquid phase). This charge
build up, due to the ion diﬀusion under the applied field, then seems to act as
a barrier to ion transfer across the interface. This is especially evident when
targeting a large biomolecule. To understand the restrictions of an ionic liquid
based liquid-liquid, ITIES, system the diﬀusion of the ions within the system must
be investigated.

Chapter 5
Ion diﬀusion in ionic liquids
As shown in chapter 4, transfer across from an aqueous solution into an ionic
liquid has proven to be substantially more diﬃcult than first envisaged. From the
agitation experiments undertaken (Section 4.7) it has been shown that extraction
of cytochrome-c (chosen target protein) is possible into all of the ionic liquids syn-
thesised with varying degrees of success. However, the electrochemical extraction
approach was found to be problematic. One of the problems encountered was
the ‘impact’ of the protein onto the interface. This occurred as a result of the
concentration of the protein between the two liquids following successful electro-
phoresis. However, an apparent barrier existed between the two liquids that could
not be breached by the protein.
On the basis of the evidence gathered so far it was hypothesised that the
application of a potential to the pure ionic liquid could have unusual eﬀects, which
may impede the protein (biomolecule) transfer process. Therefore, it was decided
to investigate the actual diﬀusive nature of a charged analyte within the ionic
liquid itself and to determine the eﬀect, on diﬀusion, that an applied electrical
field had. Two methods were chosen to investigate the diﬀusivity:
1. Nuclear Magnetic Resonance (NMR) - specifically Pulsed Gradient
Stimulated Echo (PGSTE)
2. Single Molecule Fluorescence (SMF) Spectroscopy - specifically Fluorescence
Correlation Spectroscopy (FCS)
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Figure 5.0.1 – Chosen fluorescence probe - Rhodamine 123.
In both cases a positively charged analyte was needed. To be as representative
as possible to the ionic liquid environment a probe was desired that had a single
positive charge. Additionally, it was desirable to use the same probe for both tech-
niques as this would allow a comparison of the methods, and to give a robustness
to the results of either method. Therefore, Rhodamine 123 (Rh123, see Figure
5.0.1) was chosen as it:
1. Contains a single positive charge - i.e. will act like a cation in the ionic
liquid.
2. Is relatively small, and therefore, as close to the size of an ionic liquid cation
or anion as possible.
3. Has a quantum yield of 0.9 (in comparison ATTO 488 has a quantum yield
of 0.8) and hence will have a strong fluorescence response.[157]
4. Contains multiple aromatic protons which are found downfield of the
majority of the ionic liquid’s NMR signal, therefore making the Rh123 easily
identifiable.
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5.1 Diﬀusivity measurements -
Pulse Gradient Stimulated Echo
Fick’s first law of diﬀusion states that the flux of molecules (or matter), J ,
moving through a plane in space is given by the concentration gradient across
that plane:[158]
J =  D@C(x, t)
@x
(5.1.1)
where, D is the diﬀusion coeﬃcient for the molecule/ion diﬀusing within the
material of interest. e.g. solvent, air, etc, and @C(x,t)@x is the concentration gradient
within that medium.
Hahn’s observations that fluctuations in the local magnetic field (and therefore
molecular translational diﬀusion) influenced spin-echo intensity is the basis of time
domain NMR.[159, 160]
Ultimately, if the magnetic field gradient’s amplitude and duration being
applied is known, it is possible to calculate, from the echo (spin or stimulated) at-
tenuation, the diﬀusion coeﬃcient. Originally, continuous magnetic field gradients
were used for these measurements however, the working by Stejskal and Tanner
demonstrated the utility of pulsed gradients, which were used here to measure
diﬀusion of the Rh123.[161] Simply put, the diﬀusion coeﬃcient, D, (the mobility
of molecules or ions within a system)[158, 162] is determined through the application
of magnetic field gradients during the dephasing and rephasing periods (see Figure
5.1.1 - Top) i.e.:[3]
1. Following the standard 90° pulse a magnetic field gradient (with length  
and a field strength g) is applied after a short delay. The 90° pulse rotates
all the vectors into a magnetisation ribbon in the plane of rotating reference
frame. The magnetic field variations, due to local inhomogeneities of the
magnetic field, means that diﬀerent protons within the sample experience
a diﬀerent local magnetic field and precess with varying Lamor frequencies
therefore losing coherency (and magnetisation).
2. The loss of coherency is reversed by following the 90° pulse, at time ⌧ , by
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Figure 5.1.1 – Representation of the application of magnetic field gradients dur-
ing the de- and re-phasing periods of the PGSE (top) and PGSTE (bottom)
experiments.[3]
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a 180° pulse which allows the system to reach full coherency resulting in a
measurable NMR signal - the spin-echo (SE).
3. Following the 180° pulse the eﬀect of the first applied magnetic field gradient
is reversed with the application of an identical magnetic field gradient. If the
nuclei being targeted has not moved within the time scale between the two
gradient pulses (4) there is no eﬀect on the spin-echo intensity. However, if
the spatial position of the nuclei has changed (it has moved), the application
of the second magnetic field gradient does not fully reverse the first and
therefore the spin-echo is aﬀected. The more mobile the molecule containing
the nuclei being targeted is, the greater the reduction in the intensity of the
spin-echo.
The spin echo’s intensity is calculated from:[161]
ln
I2⌧
I0
=   2 2g2
✓
4   
3
◆
D (5.1.2)
where, I is the echo’s intensity,   is the gyromagnetic ratio,   is the length
of the applied magnetic field gradient, g is the applied field strength, D is the
diﬀusion coeﬃcient. The diﬀusion coeﬃcient is then calculated from the slope
of ln I2⌧I0 versus a series of applied magnetic field strengths, g
2 (see Figure 5.1.2 -
Right, for an example).
Hahn also investigated two and three 90° pulse sequences and found that
three pulse sequences could generate up to five spin-echos.[160] This has led to the
more complicated pulsed gradient stimulated echo (PGSTE) pulse sequence for
diﬀusion measurements via NMR (see Figure 5.1.1 - Bottom) - the first pulse after
the third pulse is known as the stimulated echo (STE). The choice of the pulse
sequence used for the measurement of ionic liquid diﬀusion coeﬃcients is extremely
important. Forsyth et al.[163] reported errors of up to 20 % when using a PGSE
pulse sequence compared to a PGSTE pulse sequence. Therefore, to measure the
diﬀusion coeﬃcient of Rh123 in ionic liquid, a PGSTE pulse sequence was used.
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5.1.1 Results and discussion
The diﬀusivity of the ionic liquid’s cation and anion, along with that of the probe
molecule, were measured via the Bruker diﬀusion analysis software (Figure 5.1.2)
and are reported in Table 5.1.1.
From Figures 5.1.3 and 5.1.4, it can be seen that the [NTf2]- anion diﬀusion co-
eﬃcient is reasonably similar across the measured ionic liquids. The slight decrease
in the diﬀusion coeﬃcient can be attributed to the increasing viscosity within the
ionic liquid as the alkyl chain length is increased (see Chapter 3, Section 3.9.1).
As would be expected, the increasing alkyl chain length aﬀects the cation (see
Figure 5.1.5) substantially, and the exponential decay is a trend exhibited across
most of the fundamental properties measured for these ionic liquids (see Chapter
3). The hydroxyl group, as seen previously, has a decreasing eﬀect on the diﬀusion
coeﬃcient as the chain length increased. Understandably, the hydroxyl functional
group led to smaller diﬀusion coeﬃcients due to the increased hydrogen bond-
ing that occurs within the ionic liquid, increasing viscosity and thereby impeding
movement. In the case of the Rh123 (see Figure 5.1.6), even though the probe
itself is not changing, the surrounding ionic liquid environment it is experiencing
is, and therefore the same trend is exhibited.
5.1.1.1 ‘Ionicity’
From the measured NMR diﬀusivity data, and the ionic liquid conductivity data
from Chapter 3 (Section 3.9.3) it is possible to calculate the ‘ionicity’ (Haven ratio,
RH) of the ionic liquid (Equation 5.1.3):[26, 38, 45, 164]
RH =
⇤m,imp
⇤m,NMR
(5.1.3)
The calculation of ⇤m,imp⇤m,NMR determines the degree of ionic association (neutral ion
pair or cluster formation) that is occurring in the ionic liquid, and hence, the pro-
portion of the ionic liquid’s diﬀusing ions which are involved in conductivity.[164]
The molar conductivity is calculated from the NMR diﬀusion data using the
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Figure 5.1.3 – Cation and anion diﬀusion coeﬃcients for the unfunctionalised ionic
liquids with increased alkyl chain length.
Figure 5.1.4 – Cation and anion diﬀusion coeﬃcients for the hydroxyl functionalised
ionic liquids with increased alkyl chain length.
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Figure 5.1.5 – A comparison of the diﬀusion coeﬃcients of the cations of the un-
functionalised and hydroxyl functionalised ionic liquids.
Figure 5.1.6 – A comparison of the diﬀusion coeﬃcient of the Rh123 in the unfunc-
tionalised and hydroxyl functionalised ionic liquids.
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Figure 5.1.7 – Haven ratio for the unfunctionalised and hydroxyl functionalised
ionic liquids with increase long alkyl chain length.
Nernst-Einstein equation:[26, 165]
⇤m,NMR =
NAe2
kbT
(|z+|2D+ + |z |2D ) = F
2
RT
(|z+|2D+ + |z |2D ) (5.1.4)
where, ⇤m,NMR is the molar conductivity, NA is Avagadro’s number, e is the
electric charge, kB is Boltzman’s constant, F is the Faraday constant, R is the
gas constant, T is the temperature, in Kelvin, z is the ion charge number (z+
for cation, z  for anion) and D is the diﬀusion coeﬃcient (D+ for cation, D  for
anion).
The Haven ratio was calculated to be less than unity for all but one of the
liquids tested (see Table 5.1.2 & Figure 5.1.7) with 1-ethyl-3-methylimidazolium
bis(trifluoromethanesulfonyl)imide giving a value of 1.01 - with the error of the
measurements, and calculations, it is assumed to be one and hence indicate a
fully dissociated state for this ionic liquid. For the other tested liquids, the value
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less than unity implies that not all of the ionic liquid’s ions are involved in the
conduction process in these liquids when an electric field is applied. This agrees
with the work by Tokuda et al..[38, 45, 164] From Figure 5.1.7 it can been implied that
the ionicity at longer alkyl chain lengths is greater for the hydroxyl functionalised
ionic liquids compared with the unfunctionalised.
5.1.2 Conclusion
The data acquired here for the range of ionic liquids was generated with a view to
allow a comparison with those values obtained via the subsequent single molecule
fluorescence experiments. With the unfunctionalised ionic liquids tested here it is
shown that the diﬀusion coeﬃcient for the ions decreases as the alkyl chain length
at the N3 position increases. In the case of the hydroxyl functionalised ionic liquids,
this eﬀect is duplicated with the diﬀusion coeﬃcient values themselves being lower
than those of the unfunctionalised ionic liquids (see Figure 5.1.5).
5.2 Diﬀusivity measurements - SMF Spectroscopy
Simply put, the basis of single molecule fluorescence is that excitation light
illuminates the sample at the objective of the microscope and the resulting
fluorescence is collected and delivered to an avalanche photodiode detector (APD).
The experimental setup can be divided into 4 sections - see Figure 5.2.1:
1. Excitation source - Laser, 488 nm wavelength.
2. Excitation delivery to sample - Excitation light, 488 nm (Figure 5.2.1 - Blue).
3. Sample illumination - via objective.
4. Emission Collection - APD.
The movement of a probe (i.e. fluorescent dye molecule) through the observa-
tion volume, defined by the focused excitation beam, causes a burst of fluorescence
(Figure 5.2.2) which is detected via the APD’s and the intensity of the burst over
time is recorded. The burst’s intensity is analysed in terms of its intensity at
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Figure 5.2.1 – Experimental setup for FCS experiments.
Figure 5.2.2 – Representational observation volume with diﬀusing molecules fluor-
escing as they pass through.
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time, t, and then after a time delay of ⌧ . This is given by its temporal autocorrel-
ation function, G(⌧):
G(⌧) =
h F (t)  F (t+ ⌧)i
hF (t)i2 (5.2.1)
where,  F (t) and  F (t+ ⌧) are the amplitudes of the fluctuations from the
mean at time t and t + ⌧ respectively, and hF (t)i2 is the mean value of the
signal. Once the autocorrelation function is defined (using Equation 5.2.1), a
physical model is fitted to this function. This model incorporates the physical
parameters of interest. The model used here, developed by Rigler et al. aims to
fit an autocorrelation function whose fluctuations are derived from a combination
of diﬀusion and triplet crossings (caused by intermittent fluorescence); which is
based upon the model by Aragon and Pecora for diﬀusion in and out of a three-
dimensional Gaussian observation volume:[166, 167]
G(⌧) =
1
N
(1 +
⌧
⌧D
) 1(1 +
⌧
K2⌧D
) 
1
2

FT exp(  ⌧
⌧T
) + (1  FT )
 
+DC (5.2.2)
where, N is the average number of probe molecules (fluorescent molecules)
within the observation volume, ⌧D is the molecular diﬀusion time (also known
as the correlation time), FT is the “triplet fraction”, i.e. the proportion of the
diﬀusing molecules which spend time in the triplet state, ⌧T is the associated
triplet crossing diﬀusion time, DC is the value when ⌧ ! 1 (which is typically
DC = 1) i.e. baseline oﬀset, K = z0!0 where z0 is the
1
e2 radii in the direction of
the optical axis and !0 is the 1e2 radius perpendicular to the optical axis. The
triplet state can be used as probe for the molecular environment.[167] In this work
however this aspect of the fit was not investigated further.
The translational diﬀusion coeﬃcient can then be calculated from:[168]
⌧D =
!20
4D
(5.2.3)
It must be noted that Equation 5.2.3 is only applicable for one-photon
excitation.[169, 170] By using known translational diﬀusion coeﬃcient values, and
⌧D from the autocorrelation fit, !0 can be determined (N.B. depending upon the
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Figure 5.2.3 – Representational autocorrelation curve with the parameters of Equa-
tion 5.2.2 indicated.
optical setup being used there is often another pre-factor to the denominator of
Equation 5.2.3).[168]
When applying an electric field to the ionic liquid the advantages of using a
SMF spectroscopy setup becomes evident. Indium-tin oxide (ITO) is optically
transparent and electrically conductive and therefore replacing the originally used
standard glass microscope slide with an ITO coated slide means that the slide
itself can now act as an electrode. The setup used for the SMF spectroscopy
measurements is shown in Figure 5.2.4 with the upper platinum wire electrode
lowered into the ionic liquid held within a polydimethylsiloxane (PDMS) cube.
Here the orientation of the electrode does not matter, in all cases when a field was
applied the positive 3 V is applied from the ITO coated slide.
5.2.1 Results and discussion
5.2.1.1 Ultra pure synthesis of ionic liquids
It was found that for the single molecule fluorescence studies undertaken here the
ionic liquids produced via the standard synthetic routes were insuﬃciently pure
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Figure 5.2.4 – Experimental setup used for the FCS measurements. Ionic liquid is
present in the PDMS cell, and the field is applied through the ITO coated slide, and
the platinum wire.
enough for two reasons:
1. The background inherent fluorescence of the ionic liquids tested initially were
excessively high and this meant that any probe present in the sample would
have been masked by the raised baseline.
2. The baseline for the ionic liquids were also found to be noisy with multiple
‘events’ (sharp spikes) occurring without any probe being present in the ionic
liquid - these peaks could be due to any number of reasons, including the
presence of dust particles, any large particles, particles of charcoal from the
purification process etc.
To ensure the highest purity of ionic liquid synthesised extra steps were taken
during the synthesis including:
• Purification of the starting materials - all starting materials were purified
before use to ensure they were as pure as possible. This is key as this is the
basis of the ionic liquid.
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Figure 5.2.5 – Photo of the two phases from washing 1-chlorobutane with conc.
sulphuric acid.
– In the case of the haloalkane this involved an extra pre-washing step
with concentrated sulphuric acid, neutralising the resulting acidic
solution, ‘rough’ drying using magnesium sulphate before fractional dis-
tillation (Figure 5.2.5 shows the resulting coloration of 1-chlorobutane
upon washing with concentrated sulphuric acid - washing was continued
until no colour was present in the acid).
– Additionally, I have found that distillation of the 1-methylimidazole over
freshly cut sodium seems to have long lasting beneficial eﬀects on the
inherent fluorescence of the ionic liquid, compared with the standard
distillation from potassium hydroxide used within the Welton Research
Group.
• Ultra-clean glassware - to ensure that there was minimal contamination
from the glassware, initially new glassware was purchased and cleaned with
Piranha solution (1:3, 30% hydrogen peroxide:concentrated sulphuric acid)
before being stored under freshly distilled water prior to use. Furthermore,
no grease was used during any of the purification or reaction steps and if a
seal was required thick walled PTFE sleeves were used.
• Low reaction temperatures - this ensured the minimal production of
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impurities from the reaction itself (see Chapter 3, Section 3.3.2). These
colder reaction conditions did however mean longer reaction times.
• Purifications of intermediates - even with the long and cold reaction con-
ditions, impurities can still form, and therefore the halide intermediate was
washed and then recrystallised until the mother liquor was clear and
colourless. It was found in practice that three or four recrystallisations were
required.
• Purification of final product - it has been reported that the use of
alumina for purification actually increased the fluorescence signal in the ionic
liquid, therefore no alumina purification was performed, only ultra-pure, acid
washed, steam activated, charcoal (Norit® SX ultra) was used.[171] To ensure
no particles remained in the ionic liquid it was slowly filtered through two
sterile, 0.2 µm PTFE filters before use.[17]
Two ionic liquids were synthesised using this ultra-pure route for testing with the
SMF spectroscopy experiments for determining the diﬀusivity values of the probe.
These were:
1. 1-butyl-3-methylimidazolium bis(trifluoromethanesulfonyl)imide,
[C4C1im][NTf2] (Figure 5.2.6 - Left)
2. 1-butyl-1-methylpyrrolidinium bis(trifluoromethanesulfonyl)imide,
[C4C1pyrr][NTf2] (Figure 5.2.6 - Right)
5.2.2 Diﬀusivity - Autocorrelation curves
The diﬀusivity of the Rh123 was measured in two ultra-pure ionic liquids and
water as a comparison control. The autocorrelation curves were recorded for the
liquids in three situations:
1. Autocorrelation when no electric field was applied (pre field).
2. Autocorrelation when an electric field of +3 V was applied to the ionic liquid
(positive at the ITO coated slide surface).
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Figure 5.2.6 – Chemical structures of both the ultrapure ionic liquids synthesised.
3. Autocorrelation after the +3 V field has been removed (post field).
The resulting FCS autocorrelation curves were fitted, using modified MATLAB®
code (original code provided by the Edel Research Group, Imperial College
London), with the initial parameters estimated from the data (see Figure 5.2.3),
and the upper and lower bounds were adjusted so that variation of the diﬀusion
coeﬃcient, due to the choice of the end point of the fit, was minimised. The
end point of the fit was chosen to be the region at which the autocorrelation
curve plateaued at a G(⌧) of one. In a few cases noise was present at a ⌧ of
5 x 10-1. Therefore, the end points of the fit were determined at 1 x 10-1, 2 x 10-1,
3 x 10-1 and 4 x 10-1 s respectively and averaged. The autocorrelation curve and
the estimated fit for the curve, for [C4C1im][NTf2], are shown in Figures 5.2.7 -
5.2.9 along with the percentage error of the fit. The estimated fits for the water
and [C4C1pyrr][NTf2], along with the fit parameters are given in Appendix B. The
translational diﬀusion coeﬃcients are reported in Table 5.2.1.
The diﬀusivity of the probe, Rh123, was measured under no applied electric
field in water, [C4C1im][NTf2] and [C4C1pyrr][NTf2] and compared with the diﬀus-
ivity values obtained via the NMR diﬀusivity measurement (Table 5.2.1 - Lines 1
and 2). This was to allow confirmation that the diﬀusivity being measured via the
FCS method was indeed the same as that obtained via a very diﬀerent technique.
5.2. SMF SPECTROSCOPY 183
ta
u 
/ s
10
-
4
10
-
3
10
-
2
10
-
1
G(tau)
1
1.
051.
1
1.
151.
2
A
ut
oc
or
re
la
tio
n
Ti
m
e 
/ s
10
-
4
10
-
3
10
-
2
10
-
1
% error
-
0.
50
0.
5
F
ig
ur
e
5.
2.
7
–
A
ut
oc
or
re
la
ti
on
cu
rv
e
(T
op
-b
lu
e
lin
e)
,e
st
im
at
ed
fit
(T
op
-r
ed
lin
e)
an
d
th
e
as
so
ci
at
ed
pe
rc
en
ta
ge
er
ro
r
fo
r
[C
4C
1i
m
][N
T
f 2
],
pr
e
ap
pl
ie
d
fie
ld
,a
t
th
e
IT
O
sl
id
e
su
rf
ac
e.
184 CHAPTER 5. ION DIFFUSION IN IONIC LIQUIDS
tau / s
10
-4
10
-3
10
-2
10
-1
G(tau)
1
1.05
1.1
1.15
1.2
1.25
A
utocorrelation
Tim
e / s
10
-4
10
-3
10
-2
10
-1
% error
-0.2 0
0.2
0.4
F
igure
5.2.8
–
A
utocorrelation
curve
(Top
-blue
line),estim
ated
fit
(Top
-red
line)
and
the
associated
percentage
error
for
[C
4 C
1 im
][N
T
f2 ],w
ith
a
+
3
V
applied
field,at
the
IT
O
slide
surface.
5.2. SMF SPECTROSCOPY 185
ta
u 
/ s
10
-
4
10
-
3
10
-
2
10
-
1
G(tau)
1
1.
051.
1
1.
151.
2
1.
25
A
ut
oc
or
re
la
tio
n
Ti
m
e 
/ s
10
-
4
10
-
3
10
-
2
10
-
1
% error
-
0.
2
-
0.
10
0.
1
0.
2
0.
3
F
ig
ur
e
5.
2.
9
–
A
ut
oc
or
re
la
ti
on
cu
rv
e
(T
op
-b
lu
e
lin
e)
,e
st
im
at
ed
fit
(T
op
-r
ed
lin
e)
an
d
th
e
as
so
ci
at
ed
pe
rc
en
ta
ge
er
ro
r
fo
r
[C
4C
1i
m
][N
T
f 2
],
po
st
ap
pl
ie
d
fie
ld
,a
t
th
e
IT
O
sl
id
e
su
rf
ac
e.
186 CHAPTER 5. ION DIFFUSION IN IONIC LIQUIDS
TranslationalD
iﬀusion
C
oeﬃ
cient
/
m
2
s -1
W
ater,B
ulk
[C
4 C
1 im
][N
T
f2 ],Surface
[C
4 C
1 im
][N
T
f2 ],B
ulk
[C
4 C
1 pyrr][N
T
f2 ],Surface
N
M
R
4.80
x
10
-10
1.12
x
10
-11
1.12
x
10
-11
5.83
x
10
-12
P
re
applied
field
4.08
x
10
-10
1.15
x
10
-11
1.15
x
10
-11
5.88
x
10
-12
A
pplied
field
of+
3
V
4.76
x
10
-10
1.38
x
10
-12
1.68
x
10
-12
9.77
x
10
-13
Post
applied
field
4.08
x
10
-10
1.54
x
10
-12
2.49
x
10
-12
9.95
x
10
-13
T
able
5.2.1
–
D
eterm
ined
diﬀusion
coeﬃ
cients
from
the
fitting
ofthe
recorded
autocorrelation
curves,pre
applied
field,
w
ith
applied
field
and
post
applied
field.
5.2. SMF SPECTROSCOPY 187
The !0 for the equipment has been determined to be 5.68 x 10-7 m, by the
Edel research group, having used known diﬀusion values to determine this. This
value agrees with those calculated (with experimental error) from the diﬀusion
coeﬃcients measured by NMR for the ionic liquids ([C4C1im][NTf2], !0 of
5.59 x 10-7 m, and for [C4C1pyrr][NTf2], !0 of 5.66 x 10-7 m). There was a
slight variation for the !0 value from the diﬀusion values of Rh123 in water (!0 of
6.07 x 10-7 m), however, the trend exhibited for the water based samples is still
correct.
Once the pre applied field autocorrelation curves were recorded and confirmed,
an electric field was applied directly to the sample through the use of the ITO
coated slide (+) and a platinum wire (-). The electric field was produced using a
function generator which was set at +3 V. Upon application of the electric field the
diﬀusivity in the ionic liquids ([C4C1im][NTf2] and [C4C1pyrr][NTf2]) both de-
creased. In the case of the water sample, the application of the field increases the
diﬀusivity values obtained.
The electric field was applied for 120 seconds in all experiments reported here.
Once the field had been applied, the built up capacitance was allowed to dis-
charge naturally via the connected electrodes. This was monitored on the function
generator’s oscilloscope to ensure that it was fully discharged. As was to be ex-
pected, the capacitance was slower to discharge in the ionic liquids compared with
the water/probe sample. After the complete discharge of the capacitance had been
observed, the diﬀusivity values for the probe were recorded for 600 seconds. This
was performed to determined the return of the diﬀusivity values to the initial pre
field diﬀusivity values:
• In the case of the water/probe sample the value did return to that determined
before the +3 V electric field was applied.
• In the case of the ionic liquids, the diﬀusivity values remained closer to
that measured when the +3 V field was applied. The diﬀusivity value was
shown to be increasing at the point when measured after the field has been
removed (600 seconds), thus implying that the diﬀusivity was returning to a
pre applied field state extremely slowly.
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Taking the ionic liquid values and looking at them in detail:
• For the [C4C1im][NTf2] the translational diﬀusion coeﬃcient of the Rh123
reduces by 88 % upon application of the +3 V electric field.
• For the [C4C1pyrr][NTf2] the translation diﬀusion coeﬃcient of the Rh123
reduces by 83 % upon application of the +3 V electric field.
This is to be expected, within the ionic liquid the Rh123 is moving within a
charged environment which is itself now all polarised and moving. Viewing the
autocorrelation curves while recording did show an increase in the diﬀusion coeﬃ-
cient during the first few seconds which then was averaged out as the experiment
continued. With the writing of the appropriate MATLAB® coding it should be
possible to extract this data and to determine the translational diﬀusion coeﬃcient
at varying time intervals. This would give an understanding on the timescales of
this eﬀect, and also a greater physical meaning. However, this eﬀect is only present
for a short time scale in this experiment, at the longer longer time scales it is not
applicable to the results found here.
With the field oﬀ and the capacitance discharged, it was expected, with the
600 second timescale, for the diﬀusivity values to return to the pre field initial
state. This however was not the case:
• For the [C4C1im][NTf2], post field (i.e. after discharge and 600 seconds) the
translational diﬀusion coeﬃcient of the Rh123 is 87 % smaller than the pre
field value.
• For the [C4C1pyrr][NTf2], post field (i.e. after discharge and 600 seconds)
the translational diﬀusion coeﬃcient of the Rh123 is 83 % smaller than the
pre field value. Exactly the same as when the field was being applied.
It can been seen that even after 600 seconds the post field diﬀusion coeﬃcients are
nearly identical to those when the field is being applied. These initial
measurements were performed at ⇡ 1µm above the surface of the ITO coated
slide to ensure the diﬀusion coeﬃcients were those found in and around the elec-
trode (as would be experienced in the liquid-liquid, ITIES cell). This position was
determined via the detection of the slide via the response in the red channel of the
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setup. The focus was then adjusted until it was just above the slide surface (⇡ 1
µm) and the experiment performed as documented above. However, the maximum
detected layering distance reported is 7 nm from a charged surface (surface force
balance[172, 173] and atomic force microscopy[174, 175, 176]).
To investigate any possible layer formation, informing the diﬀusion around the
electrode surface of a non-ionic liquid probe compared with the bulk, the diﬀusivity
of Rh123 was measured in [C4C1im][NTf2] at a 50 µm measurement depth. In this
case:
• The pre field value matched that determined via the PGSTE NMR, and also
that of the previous sample. i.e. 1.15 x 10-11 m2 s-1.
• Upon application of the +3 V electric field there was a reduction in the
diﬀusivity of the probe by 85 %. This is in agreement with the result found
at the surface of the ITO when under an applied field.
• The post field value is found to be 78 % smaller than the pre field diﬀusivity
value.
These results seem to indicate the following:
1. Upon the application of an electric field, the diﬀusivity through the sample
(within 120 seconds) is reduced by around 80 - 90 % for these ionic liquids.
2. Once the field is removed the ionic liquid starts to return to the initial pre
field state, however this seems to be a very long process.
3. Initial experiments with varying depth (with [C4C1im][NTf2]) indicate that
there is varying diﬀusivity dependent up the distance from the electrode.
Additional experiments are required to determine the eﬀect of distance for the
[C4C1pyrr][NTf2] as only the diﬀusivity of Rh123 in the bulk of
[C4C1im][NTf2] was measured in the bulk.
Various theories exist that have looked at structural and dynamic changes of ionic
liquids with applied fields. One of these is the application of cage theory[177] to
ionic liquids.[178, 179] Simply described, the ion-cage theory states that a central ion
is surrounded by its neighbouring counter-ions, the electrostatics of this interaction
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means that the ions are trapped within the cage for a long time and hence there are
very slow dynamics exhibited.[180] Wang and Shi undertook molecular dynamics
(MD) simulations looking at the structural and dynamic changes of ionic liquids
under an applied field.[181] They reported that only in strong applied fields (107 -
109 V m-1) did deformation of the ion-cage occur and this in turn led to an increase
in the ion mobility within the system in the direction of the applied field. The
applied field in these experiments was approximately (104 V m-1) and therefore it
can be implied from their work this is not a strong enough field for the ion cage to
be deformed. Hence, this would mean that ion mobility would remain relatively
unchanged. It is evident from the results here that the application of the electric
fields decreases the diﬀusivity within the system for Rh123. Therefore, an ion-cage
based interpretation cannot be applied here. This experimental setup does oﬀer
the ability to investigate this interpretation and therefore, a range of applied field
strengths should be investigated to determine their eﬀect.
Another theory is that of hole theory; hole theory assumes that within the
ionic liquid there are free volumes, or holes, and it is via migration of these holes
that ion diﬀusion occurs.[182, 183, 184, 185] It can be hypothesised that the application
of the applied field and therefore, charging of the ionic liquid provides enough
energy for an ion to move into one of the existing holes, however as time passes
and microstructuring starts to form (out from the electrodes), and holes migrate
towards the centre of the cell. Around this central zone the availability of holes
decreases rapidly, reducing the mobility in the liquid. If the observed increase
in diﬀusion coeﬃcient followed rapidly by a slowing down can be confirmed, this
could be proof of the applicability of hole theory to ionic liquids under an applied
electric field.
A very surprising result from these experiments was the post field values after
the ionic layer has had a +3 V electric field applied. It was assumed that with the
capacitance discharged, via the electrodes, to the function generator and hence
to earth, that the diﬀusivities would relax back to the pre electric field values
quickly (as seen with the water sample). However, even after 600 seconds, there
is still a profound eﬀect from the electric field especially in the region close to the
‘interface’/electrode. More investigation of this eﬀect is required to understand
exactly what is is occurring here. As demonstrated here it is possible to take
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readings at varying depths, and this would allow a data cube for the translational
diﬀusion coeﬃcient of Rh123 to be built up. The determining factor here is the
observation window itself and ultimately the accuracy of the microscope stage.
When one considers the impact of this prolonged remaining charging eﬀect the
impact to a liquid-liquid, ITIES, system can be seen. With the first initial cyclic
voltammogram sweep (positive or negative) the polarisation of the interface occurs
and hence of the two phases. As the return to ‘pre sweep’ (i.e. pre field) values
is an extremely slow process, this will mean that with each sweep the return
to the previous state becomes progressively longer and longer. This builds up
what could be thought of as a wall at the interface, which in the case of the
macromolecule hinders the FIT across it. Indeed, it is likely that ion migration
within the ionic liquid has pushed the ionophore into the bulk and therefore it
would not be available to complex with the target.
According to available published literature this is the first measurement of
a probe’s diﬀusivity in an ionic liquid under an applied field via FCS. Further
investigation of these fascinating results is required and future experiments should
include:
1. Investigation into the prolonged nature of the ‘charging’ of the ionic liquid
- How does the length of applied field aﬀect the discharge time back to the
initial pre field state? Can the state be reversed through the application of
an equal and opposite charge or due to the lack of available holes, and having
to first reorganise the whole liquid would this be an extremely slow process?
2. Variation of the ionic liquid - The size of holes or free volume within the
ionic liquid increases with alkyl chain length; therefore, does increasing the
chain length reduce the time taken to return to the pre field state?
3. Variations of electric fields - Would pulsing of the field have an eﬀect? If you
oﬀset the pulse toward the positive or negative would a prolonged charge
state still form? It is possible to assume yes, however it would take a
substantially longer time. Would higher field strength lead to a increase
in mobility as found in the MD simulations by Wang and Shi?
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5.3 Conclusion
The results obtained with the SMF spectroscopy measurements performed here,
gives an insight into the reasons behind the failure of the electrochemical transfer
across the liquid-liquid, ITIES reported in Chapter 4. Looking at each liquid
separately we have recorded an increase in the diﬀusion of the probe in water,
and a substantial decrease in mobility in an ionic liquid. The region of the cell
that is of interest here is the interface, the movement once the macromolecule has
transferred across the interface is of less interest in a liquid-liquid, ITIES platform.
The implication of the results here is that the application of the applied electric
field, via the cyclic voltammogram builds up a ‘charge wall’ that increases as the
CV sweeps continue. Therefore, this ‘charge wall’ forms exactly that, a wall, to
the passage of the biomolecule.
Studies of the dye molecule diﬀusion coeﬃcients, in ionic liquids, using FCS
have been previously been reported.[186, 187, 188] According to available literature
however, this is the first time the translational diﬀusion coeﬃcient of a probe
molecule has been determined in an ionic liquid with an electric field, being applied,
via SMF spectroscopy. Additionally, the results documented here seem to be
support the application of hole theory when looking at diﬀusion of ions under an
applied field.
Further work is clearly required to understand not only the physical reasoning
and exact build up of possible layers within the ionic liquid structure but also their
persistence and eﬀect in the bulk. Determining the resulting diﬀusion coeﬃcients
under an applied field across the face of the electrode surface, and at varying
depths is of extreme importance for the development of not only electrochemical
applications of ionic liquids but their application to a liquid-liquid, ITIES, sensing
platform.
Chapter 6
Theoretical modelling - electrolyte
ion (carrier) diﬀusion across
interfaces
The theoretical work reported in this section was undertaken in collaboration with
Dr P.K. Milsom, Sensors and Countermeasures Department, Dstl, Porton Down,
Salisbury, Wiltshire, SP4 0JQ.
This work was undertaken in an attempt to provide the basis of a
theoretical model which could be used to investigate the reported results from
the SMF spectroscopy measurements.
When two immiscible liquids are brought into contact, diﬀerential solvation
results in charge separation, ions diﬀuse across the liquid-liquid ITIES at diﬀerent
speeds and an opposing electric field is established. The potential and charge
distributions established near to the interface have been the subject of many
experimental and theoretical studies since the end of the nineteenth
century.[189, 190, 191, 192] It was however, only in 2011 that the first study of early
stage dynamics was published.[193] Zhurov et al., made the assumption of semi-
infinite liquids to reduce the problem to a single spatial dimension, x, and
developed a model based on the numerical integration of coupled charge
diﬀusion equations. A finite diﬀerence technique with a variable mesh was used
to describe regions of rapidly varying electric potential and Dirichlet boundary
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conditions were used for x! ±1 . At the interface fixed concentration ratios and
fluxes were specified. Iterative application of the Newton-Raphson method gave
solutions for the spatial and temporal variation in electrolyte ion (carrier) concen-
trations and electric potential. Zhurov et al.’s integration method was found to be
slow, requiring hours of CPU time to find a self-consistent solution, and therefore
we applied a split-step integration scheme[194] and concentrate on the case where
the carriers move under the influence of the internal field only, with the applied
external field set to zero.
6.1 Theoretical model
6.1.1 General considerations
The base/background electrolyte (i.e. charge carrier) motion in the solutions
comprising an ITIES depends upon:
1. The applied potential diﬀerence, the electric field, driving the electrolyte ions
through the liquid;
2. The internal electric fields due the positive and negative ions in the liquid;
3. The concentration diﬀerences in the electrolytes (in the aqueous and non-
aqueous phases) which drive diﬀusion within the whole cell;
4. The interfacial boundary condition at the interface between the immiscible
electrolyte solutions;
The physics of the problem involves coupling drift-diﬀusion equations for both
the positive and negative ions, with the Poisson equation describing the internal
electric field.
The ion current in a liquid is driven by both the electric fields, formed by the
applied potential diﬀerence, and the concentration gradients within and between
the two liquids. For species i, this can be represented by the simple, and familiar,
form:
J i =  Dirni  
 i
e
E (6.1.1)
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J i is a flux representing the number of ions passing through unit area per
second; it is not an electric current density. The conductivity,  i, is divided by the
electric charge, e, in the second term to make the conversion and the conductivity
is related to the ion mobility, µi, through
 i = nizieµi (6.1.2)
where zi is the charge carried by the ion, giving:
J i =  Dirni   niziµiE (6.1.3)
Mobility, µi, is related to the diﬀusivity through the Einstein relation,
µi =
e
kBT
Di =
F
RT
Di (6.1.4)
The current density divergence is related to ion density changes through
@ni
@t
=  rJi (6.1.5)
giving, with substitution in of Equation 6.1.4:
@ni
@t
=  r( Dirni   niziµiEi)
= Dir2ni + ziµir(niE)
= Dir2ni + ziµi(nirE + Erni)
= Di(r2ni + ziF
RT
(nirE + Erni))
Taking ni = CiC⇤i where C⇤i is the bulk concentration and Ci is a relative
concentration gives:
@Ci
@t
= Di(r2Ci + ziF
RT
(CirE + ErCi) (6.1.6)
196 CHAPTER 6. THEORETICAL MODELLING OF DIFFUSION
In one dimension, in this case x, this reduces to:
@Ci
@t
= Di(
@2Ci
@x2
+
ziF
RT
(Ci
@2 
@x2
+
@ 
@x
.
@Ci
@x
) (6.1.7)
which is identical to the Zhurov form (see Zhurov et al. Equation 2.3).
The Nernst condition, at the interface between the two liquids, results in a
current and charge separation occurring which produces an opposing field. Under
certain conditions, when the ion ratios are equal and opposite across the interface,
the ion densities tend towards a steady state which can be used to test the long-
term behaviour of the dynamic model. When this symmetry is not exact, there
is no true steady state, the positive and negative ion densities tend to cancel
at large distances away from the interface and diﬀusion continues, establishing
a double layer.[193] Here the problem is re-examined using a temporal split-step
technique, similar to that used in nonlinear optics. The nonlinearity is first ignored,
light is propagated a short distance and then the nonlinearity is included as a
correction. The approach is proven and delivers accurate results to nonlinear
optics problems provided the propagation distance is short. The same approach
can be used to study the nonlinear diﬀusion equations in the ITIES problem.
Here the ion densities are allowed to evolve for a short time under the influence
of a constant electric field, after which the new charge distributions are used to
update the electric field. This process is stable and accurate provided the process
is iterated and the iteration time step is short compared with the characteristic
diﬀusion time. Convergence can be checked and time-steps optimised by examining
how the results are aﬀected when the number of iterations is increased.
6.1.2 Electrolyte ion (carrier) diﬀusion in the ITIES system
Our initial studies concentrated on the direct solution of the ion diﬀusion equations.
Due to the diﬃculties of including the Nernst boundary condition, a method based
upon the finite diﬀerence approach was pursued.
In this approach the sample is divided into a series of cells (see Figure 6.1.1).
The concentrations and potentials were evaluated at the positions represented
by the solid lines and they were used to calculate the derivatives (@ i@x ) and the
currents (Ji,) in the middle of the cells, represented by the dashed lines. Increases
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Figure 6.1.1 – A schematic of the region near the ITIES interface (double dashed
line) showing how currents and derivatives are calculated at the centre of each cell.
The solid lines indicate the positions where the concentrations and potentials are
known. Current, Ji, flows into element, i, and is driven by the potential gradient,
@ i
@x at the middle of each cell. The concentration at the middle of each cell is taken
as the average of the neighbouring concentrations.
in the concentrations at the solid lines were evaluated by taking into account any
diﬀerences between the calculated currents.
The electrolyte density was discretised in both space and time. Here the
position in the sample, x = j4x, and the time, t = n4t , where j and n are
integers, so that Ci(x, t) = Cni,j, Ci(x, t+4t) = Cn+1i,j ,and Ci(x+4x, t) = Cni,j+1.
The interface is between the solid lines at  q and  q+1, represented by the
double dashed line with the diﬀusion coeﬃcients changing from DL on the left
hand side of the interface to DR on the right hand side. Current within the cell
is continuous, the diﬀerent diﬀusion coeﬃcients, and the Nernst condition, means
however that the ion density is discontinuous. The Nernst condition sets the ratio
of the ion densities on either side of the interface, thereby eﬀectively producing a
current source within the cells.
Current Ji flows into element i and is driven by the field at the middle of each
cell. The concentration at the middle of each cell is taken as the average of the
neighbouring concentrations, whilst the field is evaluated from the diﬀerence in
neighbouring potential values. With these definitions it is a simple matter to note
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down the current density Ji , provided i is not equal to q + 1 , which corresponds
to the liquid-liquid interface.
Two contributions make up the current within the cell, the electrolyte diﬀusion
and the electrolyte drift. In the following expressions concentration is measured
in moles and the pre-factor   = ziFRT where zi = ±1 depending on whether the ion
is positively (+1) or negatively (-1) charged.
If i < q + 1 (i.e. Left of the interface):
Ji =  DL(@C
@x
+  C
@ 
@x
)
=  DL(Ci   Ci 14x +  
Ci   Ci 1
2
 i    i 1
4x )
= aiCi 1 + biCi (6.1.8)
where,
ai = +
DL
4x  
 DL
2
 i    i 1
4x
 i =  DL4x  
 DL
2
 i    i 1
4x
This relates the current flowing in between the nodes to the concentration
values at the nodes. Similar expressions exist for all of the cells, including the
cell containing the interface. As the current Ji flowing into element i and Ji+1 is
the current flowing out, the increase in concentration in the element in time 4t is
given by:
Cn+1i   Cni
4t =
Ji   Ji 1
4x =
(aiCni+1 + biC
n
i )  (ai+1Cni + bi+1Cni+1)
4x (6.1.9)
=
aiCni+1 + (bi   ai+1)Cni   bi+1Cni+1
4x
Where the time index, n, has been included explicitly. This equation is unstable
when iterated over time (n). This instability can be removed if the right hand side
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of Equation 6.1.9 is re-written in terms of an average over time step n and time
step n+ 1, i.e.
Cn+1i   Cni
4t =
aiC
n+1
i+1 + (bi   ai)Cn+1i   bi+1Cn+1i+1
24x
+
aiCni+1 + (bi   ai+1)Cni   bi+1Cni+1
24x (6.1.10)
Collecting terms and multiplying through by 4t gives:
Cn+1i 1 ( 
ai4t
24x ) + C
n+1
i (1 
(bi   ai+1)4t
24x ) + C
n+1
i+1 (
bi+14t
24x )
= Cni +
4t(aiCni   1 + (bi   ai+1)Cni   bi+1Cni+1)
24x
The right hand side of this expression only depends on time step n and can
be evaluated using the concentration from the previous time step. There is an
equation for each position, value of i, and these can be written in matrix form. The
equations can then be solved quickly using standard tri-diagonal matrix routines.
On the right hand side of the liquid interface the form of the equations is the
same provided i 6= q + 1 , hence the only diﬀerence is the diﬀusion coeﬃcient
giving:
ai = +
DL
4x  
 DL
2
 i    i 1
4x (i < q)
= +
DR
4x  
 DR
2
 i    i 1
4x (i > q + 1) (6.1.11)
bi =  DL4x  
 DL
2
 i    i 1
4x (i < q)
=  DR4x  
 DR
2
 i    i 1
4x (i > q + 1) (6.1.12)
These simple equations can be used to treat every cell, apart from the one
containing the liquid interface. The diﬀusion process at the interface is addressed
in the next section.
200 CHAPTER 6. THEORETICAL MODELLING OF DIFFUSION
6.1.3 Treating the liquid interface
At the ITIES there are two conditions that must be met:
1. Charge is conserved within the system and therefore the current of the
positive and negative ion species through the interface must be continuous.
2. The ratio of these positive and negative ion species either side of the interface
must satisfy the Nernst condition.
As illustrated in Figure 6.1.1, the interface (double dashed line) is in the middle
of a defined cell and this means that care must be taken when taking into account
these two conditions. Ultimately, the aim is to derive an expression for the current
at the interface. From this the matrix mechanism (Section 6.1.2) can be applied.
The concentration at the interface has two values, on the left hand side C0L
and on the right C0R. Although the absolute concentrations are unknown at this
stage, the ratio of these concentrations is fixed. However, the current of positive
and negative charges is continuous at the boundary and can be expressed in terms
of the ion gradients and fields, allowing the determination of the instantaneous
absolute values.
On the left hand side of the interface the concentration gradient can be written
as:
@C0L
@x
=
C0L   Cq
(4x2 )
Similarly for the right hand side of the interface:
@C0R
@x
=
Cq+1   C0R
(4x2 )
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The gradient of the potential in the current expressions is the same on both
the left and right hand sides of the interface and the currents have the form (see
Equation 6.1.8):
J0L =  DL(2
C0L   Cq
4x +  C
0
L
@ q+1
@x
) (6.1.13)
J0R =  DR(2
Cq+1   C0R
4x +  C
0
R
@ q+1
@x
) (6.1.14)
Equating the two currents and writing the Nernst condition as C0L = kC0R, where
k is a constant, gives an expression for the concentration C0R (and hence C0L ) at
the interface:
C0R =
1
↵
( Cq+1 + Cq)
where,
↵ = k +
 
2
k
@ q+1
@x
4x+ DR
DL
   
2
DR
DL
@ q+1
@x
4x
and
  =
DR
DL
Substituting C0R back into the expression for J0R gives:
J0L = aq+1Cq + bq+1Cq+1
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where,
aq+1 = (
2DL
4x  
2 DL
4x     DL
@ q+1
@x
)
bq+1 = ( 2  DL4x      DL
@ q+1
@x
)
and   = ka .
When k = 1 and DL = DR (equal diﬀusion coeﬃcients either side of the
interface),   = 1 , a = 2 and   = 12 , the expressions for aq+1 and bq+1 reduce to:
aq+1 = (
DL
4x  
 
2
DL
@ q+1
@x
) (6.1.15)
bq+1 = ( DL4x  
 
2
DL
@ q+1
@x
) (6.1.16)
Equation 6.1.15 and 6.1.16 are identical to those obtained in the bulk of the liquid.
This is a useful check and therefore allows the algorithm to be completed.
6.1.4 Summary of the time dependent algorithm
The currents found in the bulk of the liquid and at the interface have been
expressed in terms of the neighbouring electrolyte concentrations:
Ji = aiCi 1 + biCi (6.1.17)
The only diﬀerence lies in the coeﬃcients ai and bi, given by the following
expressions:
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ai = +
DL
4x  
 DL
2
 i    i+1
4x (i  q)
= (
2DL
4x  
2 DL
4x     DL
 i    i 1
4x ) (i = q + 1, the interface)
= +
DR
4x  
 DR
2
 i    i 1
4x (i > q + 1)
bi =  DL4x  
 
2
DL
 i    i+1
@x
(i  q)
= ( 2  DL4x     DL
 i    i 1
4x ) (i = q + 1, the interface)
=  DR4x  
 DR
2
 i    i+1
@x
(i > q + 1)
The tri-diagonal matrix is formed from the generating equation:
Cn+1i 1 ( 
ai4t
24x ) + C
n+1
i (1 
(bi   ai)4t
24x )
+Cn+1i+1 (
bi+14t
24x ) = C
n
i +
4t(aiCni 1 + (bi   ai+1)Cni   bi+1Cni+1)
24x
(6.1.18)
and standard matrix methods can be used to solve for Ci .
The description presented in this section allows the ion densities to be updated
in the presence of a static electric field (i.e. field ON or OFF, not cycling as in a
cyclic voltammogram) and forms one half of the split-step method.
6.1.5 Solving Poisson’s equation
In this section the electrolyte ion (carrier) densities are used to update the field
before the whole process is iterated. The matrix solution of Poisson’s equation is
a standard problem in one-dimension and forms the second half of the split-step
approach. Poisson’s equation has the usual form:
@2'
@x2
=  ⇢(x)
"S"0
(6.1.19)
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where ' is the electric potential and ⇢(x) is the charge density. ✏S and "0 are
the relative permittivity of the liquid within which the ions are present, and the
permittivity of free space, respectively. Using a central diﬀerence approximation
Equation 6.1.19 is discretised on a regular mesh with grid spacing 4x, for the ith
cell, giving:
'i+1 + 'i 1   2'i =  ⇢i(4x)
2
"S"0
(6.1.20)
which can be written in the matrix form M' = Q', where:
M =
                 
1 0 0 0 0 0 · · ·
1  2 1 0 0 0 · · ·
0 1  2 1 0 0 · · ·
0 0 1  2 1 0 · · ·
0 0 0 1  2 1 · · ·
· · · · · · · · · · · · · · · · · · · · ·
0 0 · · · · · · 0 0 1
                 
(6.1.21)
' =
          
'1
'2
· · ·
'n
          
and Q =
          
V1
V2
· · ·
Vn
          
(6.1.22)
whose formal solution, with the potentials of the boundary fixed by the first and
last rows of the matrix '1 = V1 and 'n = Vn, is :
' = M 1Q (6.1.23)
The algorithm was implemented in MATLAB® (see Appendix C for the
MATLAB® coding) and accurately solved equation 6.1.19 for a specified
analytical potential function.
The charge density due to the positive and negative ions, in an ITIES system, is
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normally expressed in terms of ionic molar concentrations and therefore Equation
6.1.20 (i.e. Poisson’s equation) can be modified to give:
'i+1 + 'i 1   2'i =  
(4x)2F P
Species,S
zSCSi
"S"0
(6.1.24)
where F is Faraday constant (the charge carried by one mole of electrons,
9.64853 x 104 C mol-1), CSi is the concentration of species S in the ith cell, the
summation extends over all ionic species and zS is the charge carried by each ionic
species (including sign). The Equations 6.1.19 to 6.1.24 forms the second half of
the split-step model.
Choosing a time step shorter than a typical diﬀusion time and solving for the
field and the ion distributions alternately, gives accurate and stable solutions to
the applied field diﬀusion problem.
6.2 The steady state
In the steady state, the current densities and the electric field are constant with
drift occurring in response to the self-consistent internal field. The three equations
describing the ion distribution on one side of the liquid-liquid, ITIES are simply:
J+ =  D+
✓
@C+
@x
+
zF
RT
C+E
◆
(6.2.1)
J  =  D 
✓
@C 
@x
  zF
RT
C E
◆
(6.2.2)
@E
@x
+
zF (C+   C )
"0"1
= 0 (6.2.3)
Here C+ and C  are the ion concentrations whilst J+ and J  are the ionic
currents. The first two equations (6.2.1 & 6.2.2) describe the flow of positive
and negative ions respectively, whilst the third equation (6.2.3) describes how
diﬀerences in electrolyte ion concentrations modifies the internal field. When
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there is no current flowing, drift due to the internal electric field is balanced by
diﬀusion. The equation may be solved by writing the field in terms of the potential,
E =  @ @x , and setting the current densities to zero, giving:
C+ = C
⇤exp
✓
  zF
RT
(    0)
◆
(6.2.4)
and
C  = C⇤exp
✓
zF
RT
(    0)
◆
(6.2.5)
Where  0 is the asymptotic potential at large x values. The potential satisfies
the diﬀerential equation:
  @
2 
@x2
=   zF
"0"1
C

exp
✓
zF
RT
(    0)
◆
  exp
✓
  zF
RT
(    0)
◆ 
(6.2.6)
Writing
 ¯ =
zF
RT
(    0) (6.2.7)
gives:
  @
2 
@x2
=   zF
"0"1
zF
RT
C⇤
⇥
exp
 
 ¯
   exp    ¯ ⇤ (6.2.8)
Introducing the Debye length through
1
l2D
=
zF
"0"1
zF
RT
C⇤ (6.2.9)
and the dimensionless quantity ⇣ = xlD gives:
@2 
@⇣2
=
⇥
exp
 
 ¯
   exp    ¯ ⇤ (6.2.10)
Multiplying though by @ ¯@⇣ and integrating term by term gives:
@2 
@⇣2
@ ¯
@⇣
=

exp
 
 ¯
  @ ¯
@⇣
  exp    ¯  @ ¯
@⇣
 
(6.2.11)
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1
2
✓
@ ¯
@⇣
◆2
=
⇥
exp
 
 ¯
 
+ exp
   ¯ ⇤+K1 (6.2.12)
where, K1 is an integration constant. At large ⇣ when there is no current
flowing, the field approaches zero, C+ approaches C  and the potential tends to
zero, consequently K1 =  2 and✓
@ ¯
@⇣
◆
=
q
2
⇥
exp
 
 ¯
 
+ exp
   ¯ ⇤  4 (6.2.13)
The solution gives the concentrations and the field in terms of the parameter
q (⇣) :
C+ = C
⇤ exp
✓
zF
RT
(    0)
◆
= C⇤q (⇣) (6.2.14)
C  = C⇤ exp
✓
  zF
RT
(    0)
◆
=
C⇤
q (⇣)
(6.2.15)
E (⇣) =  
✓
@ ¯
@⇣
◆
=  
s
2

q (⇣) +
1
q (⇣)
 
  4 (6.2.16)
Where, q (⇣) is defined by
q (⇣) = tanh2
✓
  1p
2
(⇣ + ⇣r)
◆
(6.2.17)
⇣r = +
p
2 tanh 1 (
p
q0) (6.2.18)
The parameter q0 fixes the potential at the boundary and is determined uniquely
by the ratio of the ion concentrations at the interface through:
q0 =
s
C+ (0)
C  (0)
= exp
✓
zF
RT
( i    0)
◆
where,  i is the potential at the boundary. The potential and the steady state ion
densities are then fixed by the single variable q (⇣),
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C  (⇣) =
C⇤
q (⇣)0
(6.2.19)
C+ (⇣) = C
⇤q (⇣) (6.2.20)
and
  (⇣) =
RT
zF
ln q (⇣) +  0 (6.2.21)
Results from these steady sate expressions are shown as the black points in the
figures in Section 6.3.
6.3 Initial results from the split-step ITIES code
The algorithms in Sections 6.1.4 and 6.1.5 were combined in a MATLAB® code
(see Appendix B). In this section the initial results from the code and the
dynamics are presented. It is shown that the long time behaviour obtained using
the numerical method is in excellent agreement with the analytical steady state
results obtained in Section 6.2.
Figure 6.3.1 show some initial outputs, from the split-step approach, for a
simple example where the diﬀusion constants for the positive and negative
species are identical. The solid and dashed lines represent the long time
behaviour calculated using the split-step method, whilst the points were calculated
using the analytical steady state model in Section 6.2. The relative permittivity is
set equal either side of the boundary. This is an unphysical problem, but provides
a simple problem to begin evaluating the split-step approach. The agreement with
the steady state is encouraging and gives confidence in this approach. Figure 6.3.2
show how the ion densities (Figure 6.3.2 - Top) and the potential (Figure 6.3.2 -
Bottom) evolves on the way to equilibrium (i.e. steady state).
As stated earlier, a true steady state only exists when the ion ratio at the
boundary is exactly anti-symmetric. At long distances, from the interface, the
positive and negative ion densities are approximately equal and the field term no
longer constrains the ion motion. This results in a double layer near the inter-
face, with diﬀusion continuing into the bulk of the liquid. Figure 6.3.3 shows the
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Figure 6.3.1 – Initial outputs, long time behaviour, using the split-step approach
in the case of identical diﬀusion coeﬃcients for the positive and negative ions in the
system. Top - ion concentrations (positive - solid line, negative - dashed line) at
steady state (points). Bottom - potential curve with the black points representing
the steady state.
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Figure 6.3.2 – The evolving ion densities and potential on the way to steady state
equilibrium., calculated every 200 ns.
eﬀect of introducing a slight imbalance in the ion ratios and illustrates the charge
cancellation eﬀect which leads to a long diﬀusion tail in each liquid.
6.4 Conclusion
A temporal split-step integration scheme has been used to study ion transport at
the interface between two immiscible liquids. It is shown that two very simple
equations (Equations 6.1.17 and 6.1.18), describing current flow, can be used to
treat the whole problem, both in the bulk and at the liquid interface:
• In the bulk material, the coeﬃcients in the equations are determined from
ion continuity arguments.
• At the interface the coeﬃcients are modified slightly to take account of the
Nernst boundary conditions.
The method has been found to be 10 - 20 times faster than previously reported
approaches, with results that agree well with the steady state values and show
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Figure 6.3.3 – Eﬀect of imbalances in ion ratios causing the formation of a long
diﬀusion tail either side of the interface.
similar behaviour to that reported by Zhurov et al. It is anticipated that the
method will shorten analysis timescales considerably.
Modification of the existing coding should allow the incorporation of a changing
diﬀusion coeﬃcient giving an opportunity to model the eﬀects seen in Chapter 5,
with the FCS experiments, the key requirement will be to take into account the
continuity of the current and densities especially if applying a temporal and spatial
change to the diﬀusion coeﬃcient.

Chapter 7
Overall Conclusion
The ultimate aim of this project was to take the designability of ionic liquids
and combine them with the novel extraction and sensing methodology oﬀered by
liquid-liquid, ITIES, electrochemistry for the selective, high sensitivity detection
and identification of biomolecules while avoiding the inherent non-specific binding
problems that exist with current surface based biosensors.
The ionic liquids synthesised here, when tested against the ‘model’ protein of
cytochrome-c performed extremely well with extraction possible for all the ionic
liquids synthesised, when using an agitation method and an ionophore. The in-
corporation of a terminal hydroxyl group proved to have a profound eﬀect on the
extraction eﬃciency especially at the short alkyl chain lengths. To test the applic-
ation of ITIES extraction methods against protein biomolecules, electrochemical
cells were designed from the seminal works of the founding fathers of the ITIES
electrochemistry field. The reproducibility of not only their results but that of
other workers in the field proved extremely promising. The melding together of
these two promising areas has however proved to be fundamentally diﬃcult. Initial
experiments with the target macromolecule showed that:
• Cytochrome-c is extracted into a short chain hydroxyl functionalised
imidazolium based bis(trifluoromethylsulfonyl)imide with near complete
extraction.
• Cytochrome-c is drawn to the interface between the aqueous and ionic liquid
phases under an applied field.
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• However, once at the interface there is no transfer across into the ionic liquid
and indeed there is a clear and obvious adsorption. This was counter to
the results obtained with standard agitation experiments and has led to
investigations into the diﬀusion of ions within an ionic liquid under an applied
electric field.
Currently, the diﬀusion of ions within an ionic liquid is not fully understood. This
is especially the case when extra variables such as a cycling or pulsing electric field
is introduced; with the inclusion of varying ion concentrations, molecular volumes
and binding events this can become even more complicated. This is an area that
must be investigated further to gain a greater understanding of the nuances of
ionic liquid responses under applied electric fields, and hence, the impact on ionic
liquid based electrochemical methods. This work has started to explain this area
through the first reported monitoring of the diﬀusivity of a probe molecule within
an ionic liquid experiencing an applied electric field. The results to date confirm
the diﬀerences in diﬀusivities as distance from an electrode varies. The results
have also indicated a prolonged charging eﬀect once the electric field is removed.
This supports the use of hole migration theory to explain ion diﬀusion within those
ionic liquids tested here. Additionally, initial work has shown the applicability of
a temporal split-step integration scheme to study ion diﬀusion at the interface
between two immiscible liquids, which has been found to be 10 - 20 times faster
than existing approaches.
In summary:
• A range of ionic liquids have been synthesised and characterised focusing on
their applicability to a liquid-liquid, ITIES, based electrochemical sensing
platform.
• Liquid-liquid extraction, with these ionic liquids, via agitation has been
confirmed as possible, and the incorporation of a terminal hydroxyl shown
to beneficial to the extraction capabilities of short alkyl chained imidazolium
bis(trifluoromethylsulfonyl)imide ionic liquids.
• Electrochemical cells have been produced that give reliable and
reproducible results for a range of standard electrochemical methods, and
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a frit based electrochemical cell has been shown to be preferable for high
resistivity ionic liquid electrolytes. This frit based cell has been used to
determine the potential windows of the synthesised ionic liquids and the
stability of the design has meant that potential windows have been achieved
that are wider than those reported in the literature.
• Liquid-liquid, ITIES, based extraction of cytochrome-c into the ionic liquids
was not possible and investigations into the diﬀusion of ions within ionic
liquids, experiencing an applied electric field, has for the first time been
undertaken via FCS. This work has highlighted a possible persistence in
the field eﬀect once removed and this in combination with the main results
supports the use of hole theory to describe ion migration in an ionic liquid.
• Ultrapure synthetic approaches have been developed to produce
spectroscopically pure and clean ionic liquids for the use with SMF.
• A temporal split-step integration scheme has been developed which is 10 -
20 times faster than current approaches and initial calculations show its use
for ion based diﬀusion across an interface.
Future work should be focused on the understanding of diﬀusion in ionic liquids.
Until there is a greater understanding of the eﬀects electric fields have on target
analytes in ionic liquids (and on the ionic liquid cations and anions themselves)
it is unlikely that ionic liquids can be used within a liquid-liquid, ITIES, based
electrochemical sensing platform. However, the methods developed here oﬀer a
wealth of investigations to be undertaken in order to understand some of the
fundamental properties of this rapidly developing group of novel functionalised
solvents.

Bibliography
[1] Herzog, G.; Kam, V.; Arrigan, D. W. M. Electrochim. Acta 2008, 53, 7204–
7209.
[2] Samec, Z.; Marecek, V.; Koryta, J.; Khalil, M. W. J. Electroanal. Chem.
1977, 83, 393–397.
[3] Johnson Jr., C. S. Prog. Nucl. Mag. Res. Sp. 1999, 34, 203–256.
[4] Holleman, A. F.; Wiberg, N. Lehrbuch der anorganischen Chemie, 33rd ed.;
Walter de Guyter & Co: Berlin, 1985.
[5] Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.;
Cheeseman, J. R.; Scalmani, G.; Barone, V.; Mennucci, B.; Petersson, G. A.;
Nakatsuji, H.; Caricato, M.; Li, X.; Hratchian, H. P.; Izmaylov, A. F.; Bloino,
J.; Zheng, G.; Sonnenberg, J. L.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda,
R.; Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.;
Vreven, T.; Montgomery Jr., J. A.; Peralta, J. E.; Ogliaro, F.; Bearpark, M.;
Heyd, J. J.; Brothers, E.; Kudin, K. N.; Staroverov, V. N.; Kobayashi, R.;
Normand, J.; Raghavachari, K.; Rendell, A.; Burant, J. C.; Iyengar, S. S.;
Tomasi, J.; Cossi, M.; Rega, N.; Millam, M. J.; Klene, M.; Knox, J. E.; Cross,
J. B.; Bakken, V.; Adamo, C.; Jaramillo, J.; Gomperts, R.; Stratmann,
R. E.; Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli, C.; Ochterski, J. W.;
Martin, R. L.; Morokuma, K.; Zakrzewski, V. G.; Voth, G. A.; Salvador,
P.; Dannenberg, J. J.; Dapprich, S.; Daniels, A. D.; Farkas, O.; Foresman,
J. B.; Ortiz, J. V.; Cioslowski, J.; Fox, D. J.; Gaussian 09, Revision D.01;
Gaussian; 2009.
217
218 BIBLIOGRAPHY
[6] Stephens, P. J.; Devlin, F. J.; Chabalowski, C. F.; Frisch, M. J. J. Phys.
Chem. 1994, 98, 11623–11627.
[7] Armarego, W. L.; Chai, C. L. L. Purification of Laboratory Chemicals, 6th
ed.; Elsevier Inc., 2009.
[8] Muldoon, M. J.; McLean, A. J.; Gordon, C. M.; Dunkin, I. R. Chem. Com-
mun. 2001, 2364–5.
[9] Ab Rani, M. A.; Brant, A.; Crowhurst, L.; Dolan, A.; Lui, M.; Hassan,
N. H.; Hallett, J. P.; Hunt, P. A.; Niedermeyer, H.; Perez-Arlandis, J. M.;
Schrems, M.; Welton, T.; Wilding, R. Phys. Chem. Chem. Phys. 2011, 13,
16831–16840.
[10] Wasserscheid, P.; Welton, T. Ionic Liquids in Synthesis, 1st ed.; Wiley-VCH
Verlag GmbH & Co. KGaA, 2002.
[11] Wilkes, J. S.; Zaworotko, M. J. J. Chem. Soc. Chem. Commun. 1992, 965.
[12] Seddon, K. R. In The International George Papatheodorou Symposium: Pro-
ceedings ; pp 131–135.
[13] Hallett, J. P.; Welton, T. Chem. Rev. 2011, 111, 3508–3576.
[14] Waterkamp, D. A.; Heiland, M.; Schlüter, M.; Sauvageau, J. C.; Beyersdorﬀ,
T.; Thöming, J. Green Chem. 2007, 9, 1084.
[15] Ngo, H. L.; LeCompte, K.; Hargens, L.; McEwen, A. B. Thermochim. Acta
2000, 357-358, 97–102.
[16] Earle, M. J.; Gordon, C. M.; Plechkova, N. V.; Seddon, K. R.; Welton, T.
Anal. Chem. 2007, 79, 758–764.
[17] Clare, B. R.; Bayley, P. M.; Best, A. S.; Forsyth, M.; MacFarlane, D. R.
Chem. Commun. 2008, 2689–2691.
[18] Fukumoto, K.; Yoshizawa, M.; Ohno, H. J. Am. Chem. Soc. 2005, 127,
2398–2399.
BIBLIOGRAPHY 219
[19] Park, S.; Kazlauskas, R. J. J. Org. Chem. 2001, 66, 8395–8401.
[20] Holbrey, J. D.; Reichert, W. M.; Tkatchenko, I.; Bouajila, E.; Walter, O.;
Tommasi, I.; Rogers, R. D. Chem. Commun. 2003, 347, 28–29.
[21] Gattow, G.; Behrendt, W. Angew. Chem. Int. Edit. 1972, 11, 534–535.
[22] Chiappe, C.; Pieraccini, D. J. Phys. Org. Chem. 2005, 18, 275–297.
[23] Mezger, T. G. The Rheology Handbook, 3rd ed.; Vincentz Network, 2011.
[24] Gebbie, M.; Valtiner, M.; Banquy, X.; Fox, E. T.; Henderson, W. A.; Is-
raelachvili, J. N. P. Natl. Acad. Sci. USA 2013, 110, 9674–9.
[25] Monk, P. M. S. Fundamentals of Electroanalytical Chemistry; Wiley-VCH
Verlag GmbH, 2001.
[26] Ohno, H. Electrochemical Aspects of Ionic Liquids, 2nd ed.; John Wiley &
Sons, Inc., 2011; Vol. 125-126.
[27] Bagotsky, V. S. Fundamentals of Electrochemistry, 2nd ed.; John Wiley &
Sons, Inc., 2006.
[28] Franks, F. Biophysical Chemistry 2002, 96, 117–127.
[29] Chaplin, M. Nat. Rev. Mol. Cell Bio. 2006, 7, 861–866.
[30] Ebbinghaus, S.; Kim, S. J.; Heyden, M.; Yu, X.; Heugen, U.; Gruebele, M.;
Leitner, D. M.; Havenith, M. P. Natl. Acad. Sci. USA 2007, 104, 20749–
20752.
[31] Maruyama, Y.; Harano, Y. Chem. Phys. Lett. 2013, 581, 85–90.
[32] Bashforth, S.; Adams, J. C. An Attempt to Test the Theory of Capillary
Action by Comparing the Theoretical and Measured Forms of Drops of Fluid
; Cambridge University Press: London, 1882.
[33] Huddleston, J. G.; Visser, A. E.; Reichert, W. M.; Willauer, H. D.; Broker,
G. A.; Rogers, R. D. Green Chem. 2001, 3, 156–164.
220 BIBLIOGRAPHY
[34] Seddon, K. R.; Stark, A.; Torres, M.-J. In Clean Solvents ; Abraham, M. A.;
Moens, L., Eds.; ACS Symposium Series, Vol. 819; American Chemical So-
ciety: Washington, DC, 2002; Chapter 4, pp 34–49.
[35] Jacquemin, J.; Husson, P.; Padua, A. A. H.; Majer, V. Green Chem. 2006,
8, 172.
[36] Kulkarni, P. S.; Branco, L. C.; Crespo, J. G.; Nunes, M. C.; Raymundo, A.;
Afonso, C. A. M. Chemistry - A European Journal 2007, 13, 8478–88.
[37] Haynes, W. M. Handbook of Chemistry and Physics, 95th ed.; CRC Press,
Washington D.C., 2014.
[38] Tokuda, H.; Hayamizu, K.; Ishii, K.; Susan, M. A. B. H.; Watanabe, M. J.
Phys. Chem. B 2005, 109, 6103–10.
[39] Bohn, H. L.Modern Electrochemistry, 2nd ed.; Kluwer Academic Publishers,
New York, 1974.
[40] Vranes, M.; Dozic, S.; Djeric, V.; Gadzuric, S. J. Chem. Eng. Data 2012,
57, 1072–1077.
[41] Bonhôte, P.; Dias, A.-P.; Armand, M.; Papageorgiou, N.; Kalyanasundaram,
K.; Grätzel, M. Inorg. Chem. 1996, 35, 1168–1178.
[42] Fannin, A. A.; Floreani, D. A.; King, L. A.; Landers, J. S.; Piersma, B. J.;
Stech, D. J.; Vaughn, R. L.; Wilkes, J. S. J. Phys. Chem. 1984, 88, 2614–
2621.
[43] Dzyuba, S. V.; Bartsch, R. A. ChemPhysChem 2002, 3, 161–166.
[44] Widegren, J. A.; Saurer, E. M.; Marsh, K. N.; Magee, J. W. J. Chem.
Thermodynamics 2005, 37, 569–575.
[45] Tokuda, H.; Tsuzuki, S.; Susan, M. A. B. H.; Hayamizu, K.; Watanabe, M.
J. Phys. Chem. B 2006, 110, 19593–600.
[46] Widegren, J. A.; Magee, J. W. J. Chem. Eng. Data 2007, 52, 2331–2338.
BIBLIOGRAPHY 221
[47] Luo, H.; Dai, S.; Bonnesen, P. V. Anal. Chem. 2004, 76, 2773–9.
[48] Freire, M. G.; Carvalho, P. J.; Gardas, R. L.; Marrucho, I. M.; Santos, L.
M. N. B. F.; Coutinho, J. A. P. J. Phys. Chem. B 2008, 112, 1604–1610.
[49] Freire, M. G.; Neves, C. M.; Carvalho, P. J.; Gardas, R. L.; Fernandes,
A. M.; Marrucho, I. M.; Santos, L. M.; Coutinho, J. A. P. J. Phys. Chem.
B 2007, 111, 13082–13089.
[50] Freire, M. G.; Santos, L. M. N. B. F.; Fernandes, A. M.; Coutinho, J. A. P.;
Marrucho, I. M. Fluid Phase Equilibr. 2007, 261, 449–454.
[51] Freire, M. G.; Carvalho, P. J.; Silva, A. M. S.; Santos, L. M. N. B. F.; Rebelo,
L. P. N.; Marrucho, I. M.; Coutinho, J. A. P. J. Phys. Chem. B 2009, 113,
202–211.
[52] Fitchett, B. D.; Rollins, J. B.; Conboy, J. C. Langmuir 2005, 21, 12179–
12186.
[53] Gardas, R. L.; Ge, R.; Manan, N. A.; Rooney, D. W.; Hardacre, C. Fluid
Phase Equilibr. 2010, 294, 139–147.
[54] Carrera, G. V. S. M.; Afonso, C. A. M.; Branco, L. C. J. Chem. Eng. Data
2010, 55, 609–615.
[55] Saien, J.; Asadabadi, S. Colloids and Surfaces A: Physicochem. Eng. Aspects
2013, 431, 34–41.
[56] Koch, W.; Holthausen, M. C. A Chemist’s Guide to Density Functional
Theory, 2nd ed.; Wiley-VCH Verlag GmbH, 2001.
[57] Thomas, L. H. Mathematical Proceedings of the Cambridge Philosophical
Society 1927, 23, 542–549.
[58] Fermi, E. Rend. Accad. Naz. Lincei 1927, 6, 602–607.
[59] Dirac, P. A. M. Mathematical Proceedings of the Cambridge Philosophical
Society 1930, 26, 376.
222 BIBLIOGRAPHY
[60] Hohenberg, P.; Kohn, W. Phys. Rev. B 1964, 136, 864–871.
[61] Kohn, W.; Sham, L. J. Phys. Rev. 1965, 140.
[62] Sousa, S. F.; Fernandes, P. A.; Ramos, M. J. J. Phys. Chem. A 2007, 111,
10439–10452.
[63] Vosko, S. H.; Wilk, L.; Nusair, M. Can. J. Phys. 1980, 58, 1200–1211.
[64] Becke, A. D. Phys. Rev. A 1988, 38, 3098–3100.
[65] Becke, A. D. J. Chem. Phys. 1993, 98, 5648–5652.
[66] Foresman, J. B.; Frisch A Exploring Chemistry With Electronic Structure
Methods, 2nd ed.; Gaussian, Inc., 1996.
[67] Slattery, J. M.; Daguenet, C.; Dyson, P. J.; Schubert, T. J. S.; Krossing, I.
Angew. Chem. Int. Ed. 2007, 46, 5384–8.
[68] Jin, H.; O’Hare, B.; Dong, J.; Arzhantsev, S.; Baker, G. A.; Wishart, J. F.;
Benesi, A. J.; Maroncelli, M. J. Phys. Chem. B 2008, 112, 81–92.
[69] Esperança, J. M. S. S.; Guedes, H. J. R.; Blesic, M.; Rebelo, L. P. N. J.
Chem. Eng. Data 2006, 51, 237–242.
[70] Shukla, A.; Kumar, T. Electrochem. Soc. Interface 2008, Fall 2008, 31–39.
[71] Sharp, D. W. A. Dictionary of Chemistry, 2nd ed.; Penguin, 1990.
[72] Koryta, J.; Vanysek, P.; Brezina, M. J. Electroanal. Chem. 1976, 67, 263–
266.
[73] Koryta, J.; Vanysek, P.; Brezina, M. J. Electroanal. Chem. 1977, 75, 211–
228.
[74] Vanysek, P. J. Electroanal. Chem. 1981, 121, 149–152.
[75] Berduque, A.; Sherburn, A.; Ghita, M.; Dryfe, R. A. W.; Arrigan, D. W. M.
Anal. Chem. 2005, 77, 7310–7318.
BIBLIOGRAPHY 223
[76] Lee, H.; Girault, H. Anal. Chem. 1998, 70, 4280–4285.
[77] Lee, H.; Pereira, C.; Silva, A.; Girault, H. Anal. Chem. 2000, 72, 5562–5566.
[78] Ortuño, J. A.; Hernández, J.; Sánchez-Pedreño, C. Electroanal. 2004, 16,
827–831.
[79] Herzog, G.; Arrigan, D. W. M. Analyst 2007, 132, 615–632.
[80] Arrigan, D. W. M. Anal. Lett. 2008, 41, 3233–3252.
[81] Horbett, T. A.; Brash, J. L. In Proteins at Interfaces; American Chemical
Society, 1987.
[82] Collings, A. F.; Caruso, F. Rep. Prog. Phys. 1997, 60, 1397–1445.
[83] Mar, M. N.; Ratner, B. D.; Yee, S. S. Sensors Actuat. B-Chem. 1999, 54,
125–131.
[84] Homola, J. Anal. Bioanal. Chem. 2003, 377, 528–539.
[85] Masson, J. F.; Battaglia, T. M.; Cramer, J.; Beaudoin, S.; Sierks, M.;
Booksh, K. S. Anal. Bioanal. Chem. 2006, 386, 1951–1959.
[86] Collins, C. J.; Berduque, A.; Arrigan, D. W. M. Anal. Chem. 2008, 80,
8102–8108.
[87] Gavach, C.; Henry, F. J. Electroanal. Chem. Interfacial Electrochem. 1974,
55, 59–67.
[88] Gavach, C.; Seta, P.; Henry, F. Bioelectroch. Bioener. 1974, 1, 329–342.
[89] Samec, Z.; Mareček, V.; Weber, J. J. Electroanal. Chem. 1979, 96, 245–247.
[90] Koryta, J. Electrochim. Acta 1979, 24, 293–300.
[91] Zoski, C. G. Handbook of Electrochemistry, 1st ed.; Elsevier, 2007.
[92] Southampton Electrochemistry Group Instrumental Methods in Electro-
chemistry ; Woodhead Publishing, 2011.
224 BIBLIOGRAPHY
[93] Bott, A. W. Cur. Seps. 1995, 14, 64–68.
[94] Belew, W. L.; Fisher, D. J.; Kelley, M. T.; Dean, J. A. Instrumentation
Science & Technology 1970, 2, 297–308.
[95] Jacobs, E. P.; Dörr, F. Berichte der Bunsengesellschaft für physikalische
Chemie 1972, 76, 1271–1273.
[96] Kasem, K. K.; Jones, S. Platinum Metals Review 2008, 52, 100–106.
[97] Geblewicz, G.; Kontturi, A. K.; Kontturi, K.; Schiﬀrin, D. J. J. Electroanal.
Chem. 1987, 217, 261–269.
[98] Samec, Z. Pure Appl. Chem. 2004, 76, 2147–2180.
[99] Cousens, N. E. A.; Kucernak, A. R. Electrochem. Commun. 2013, 31, 63–66.
[100] Shao, Y.; Osborne, M. D.; Girault, H. H. J. Electroanal. Chem. 1991, 318,
101–109.
[101] De Bolster, M. W. G. Pure Appl. Chem. 1997, 69, 1251–1303.
[102] Shao, Y.; Girault, H. J. Electroanal. Chem. 1992, 334, 203–211.
[103] Beattie, P.; Delay, A.; Girault, H. J. Electroanal. Chem. 1995, 380, 167–175.
[104] Kivlehan, F.; Lanyon, Y. H.; Arrigan, D. W. M. Langmuir 2008, 24, 9876–
82.
[105] Beni, V.; Ghita, M.; Arrigan, D. W. M. Biosens. Bioelectron. 2005, 20,
2097–2103.
[106] Zhan, D.; Mao, S.; Zhao, Q.; Chen, Z.; Hu, H.; Jing, P.; Zhang, M.; Zhu, Z.;
Shao, Y. Anal. Chem. 2004, 76, 4128–36.
[107] Berduque, A.; Zazpe, R.; Arrigan, D. W. M. Anal. Chim. Acta 2008, 611,
156–162.
[108] Lane, R.; Hubbard, A. Anal. Chem. 1976, 48, 1287–1293.
BIBLIOGRAPHY 225
[109] Tse, D.; McCreery, R.; Adams, R. J. Med. Chem. 1976, 19, 37–40.
[110] Venton, B. J.; Wightman, R. M. Anal. Chem. 2003, 75, 414 A–421 A.
[111] Zhao, Y.; Gao, Y.; Zhan, D.; Liu, H.; Zhao, Q.; Kou, Y.; Shao, Y.; Li, M.;
Zhuang, Q.; Zhu, Z. Talanta 2005, 66, 51–57.
[112] Chen, Y.; Yuan, Y.; Zhang, M.; Li, F.; Sun, P.; Gao, Z.; Shao, Y. Sci. China
Ser. B. 2004, 47, 24–33.
[113] Sawada, S.; Osakai, T. Phys. Chem. Chem. Phys. 1999, 1, 4819–4825.
[114] Osakai, T.; Hirai, T.; Wakamiya, T.; Sawada, S. Phys. Chem. Chem. Phys.
2006, 8, 985–993.
[115] Scanlon, M. D.; Herzog, G.; Arrigan, D. W. M. Anal. Chem. 2008, 80,
5743–9.
[116] Bonfil, Y.; Brand, M.; Kirowa-Eisner, E. Anal. Chim. Acta 2000, 424, 65–
76.
[117] Bonfil, Y.; Kirowa-Eisner, E. Anal. Chim. Acta 2002, 457, 285–296.
[118] Bonfil, Y.; Brand, M.; Kirowa-Eisner, E. Anal. Chim. Acta 2002, 464, 99–
114.
[119] Bonfil, Y.; Brand, M.; Kirowa-Eisner, E. Electroanal. 2003, 15, 1369–1376.
[120] Vanysek, P.; Reid, J.; Craven, M.; Buck, R. J. Electroanal. Chem. 1984,
131, 1788.
[121] Vanysek, P.; Sun, Z. J. Electroanal. Chem. 1990, 298, 177–194.
[122] Georganopoulou, D. G.; Williams, D. E.; Pereira, C. M.; Silva, F.; Su, T. J.;
Lu, J. R. Langmuir 2003, 19, 4977–4984.
[123] Ando, T.; Yamasaki, M.; Suzuki, K. Protamines: Isolation, Characteriza-
tion, Structure and Function; Springer-Verlag, 1973.
226 BIBLIOGRAPHY
[124] Amemiya, S.; Yang, X.; Wazenegger, T. L. J. Am. Chem. Soc. 2003, 125,
11832–11833.
[125] Yuan, Y.; Amemiya, S. Anal. Chem. 2004, 76, 6877–86.
[126] Shinshi, M.; Sugihara, T.; Osakai, T.; Goto, M. Langmuir 2006, 22, 5937–
44.
[127] Vagin, M. Y.; Trashin, S. A.; Ozkan, S. Z.; Karpachova, G. P.; Karyakin,
A. A. J. Electroanal. Chem. 2005, 584, 110–116.
[128] Thomsen, A. E.; Jensen, H.; Jorgensen, L.; van de Weert, M.; Ostergaard,
J. Colloids Surf., B 2008, 63, 243–8.
[129] Lillie, G. C.; Holmes, S. M.; Dryfe, R. A. W. J. Phys. Chem. B 2002, 106,
12101–12103.
[130] Nishii, Y.; Kishi, Y.; Ito, M.; Morita, Y.; Kanoh, A.; Shintani, M.; Kinugasa,
T.; Nii, S.; Takahashi, K. Sep. Purif. Technol. 2004, 37, 161–167.
[131] Scanlon, M.; Strutwolf, J.; Arrigan, D. Phys. Chem. Chem. Phys. 2010, 12,
10040–10047.
[132] Herzog, G.; Moujahid, W.; Strutwolf, J.; Arrigan, D. W. M. Analyst 2009,
134, 1608–1613.
[133] Scanlon, M.; Jennings, E.; Arrigan, D. Phys. Chem. Chem. Phys. 2009, 11,
2272–2280.
[134] Trojánek, A.; Langmaier, J.; Samcová, E.; Samec, Z. J. Electroanal. Chem.
2007, 603, 235–242.
[135] Herzog, G.; Eichelmann-Daly, P.; Arrigan, D. W. M. Electrochem. Commun.
2010, 12, 335–337.
[136] Vagin, M.; Trashin, S.; Karyakin, A.; Mascini, M. Anal. Chem. 2008, 80,
1336–1340.
[137] Hahn, T.; Hardt, S. Anal. Chem. 2011, 83, 5476–5479.
BIBLIOGRAPHY 227
[138] Quinn, B.; Ding, Z.; Moulton, R.; Bard, A. Langmuir 2002, 18, 1734–1742.
[139] Kakiuchi, T.; Tsujioka, N. Electrochem. Commun. 2003, 5, 253–256.
[140] Kakiuchi, T.; Yoshimatsu, T. Bull. Chem. Soc. Jpn. 2006, 79, 1017–1024.
[141] Kakiuchi, T.; Tsujioka, N. J. Electroanal. Chem. 2007, 599, 209–212.
[142] Kakiuchi, T. Anal. Sci. 2008, 24, 1221–30.
[143] Opallo, M.; Lesniewski, A. J. Electroanal. Chem. 2011, 656, 2–16.
[144] Shimojo, K.; Nakashima, K.; Kamiya, N.; Goto, M. Biomacromolecules
2006, 7, 2–5.
[145] Shimojo, K.; Kamiya, N.; Tani, F.; Naganawa, H.; Naruta, Y.; Goto, M.
Anal. Chem. 2006, 78, 7735–42.
[146] Weber, E.; Vögtle, F. In Host Guest Complex Chemistry I ; Springer Berlin
Heidelberg, 1981; pp 1–41.
[147] Weber, P. C.; Ohlendorf, D. H.; Wendoloski, J. J.; Salemme, F. R. Science
(New York, N.Y.) 1989, 243, 85–88.
[148] Ratel, M.; Provencher-Girard, A.; Zhao, S. S.; Breault-Turcot, J.;
Labrecque-Carbonneau, J.; Branca, M.; Pelletier, J. N.; Schmitzer, A. R.;
Masson, J.-F. Anal. Chem. 2013, 85, 5770–7.
[149] Senda, M.; Kakiuchi, T.; Osakai, T. Electrochim. Acta 1991, 36, 253–262.
[150] Girault, H. H.; Peljo, P. Encyclopedia of Analytical Chemistry 2012, 1–28.
[151] Barnartt, S. J. Electrochem. Soc. 1952, 99, 549.
[152] Bewick, A.; Bewick, A.; Fleischmann, M.; Liler, M. Electrochim. Acta 1959,
1, 83–105.
[153] Kakiuchi, T.; Tsujioka, N.; Kurita, S.; Iwami, Y. Electrochem. Commun.
2003, 5, 159–164.
228 BIBLIOGRAPHY
[154] Guar, H. C.; Jindal, H. L. Curr. Sci. 1967, 37, 49.
[155] Fitchett, B. D.; Rollins, J. B.; Conboy, J. C. J. Electrochem. Soc. 2005, 152,
E251.
[156] Wang, H.; Pilon, L. Electrochim. Acta 2012, 64, 130–139.
[157] Kubin, R. F.; Fletcher, A. N. Journal of Luminescence 1982, 27, 455–462.
[158] Fick, A. Annalen der Physik und Chemie 1855, 170, 59–86.
[159] Hahn, E. L. Phys. Rev. 1950, 77, 297.
[160] Hahn, E. L. Phys. Rev. 1950, 80, 580.
[161] Stejskal, E. O.; Tanner, J. E. J. Chem. Phys. 1965, 42, 288.
[162] McNaught, A. D.; Wilkinson, A. IUPAC Compendium of Chemical Termin-
ology (The "Gold Book"), 2014.
[163] Annat, G.; Macfarlane, D. R.; Forsyth, M. J. Phys. Chem. B 2007, 111,
9018–9024.
[164] Tokuda, H.; Hayamizu, K.; Ishii, K.; Susan, M. A. B. H.; Watanabe, M. J.
Phys. Chem. B 2004, 108, 16593–16600.
[165] Smedley, S. I. The Intepretation of Ionic Conductivity in Liquids ; Plenum
Press, New York, 1980.
[166] Aragon, S. R.; Pecora, R. J. Chem. Phys. 1976, 64, 1791.
[167] Widengren, J.; Mets, U.; Rigler, R. J. Phys. Chem. 1995, 99, 13368–13379.
[168] Gell, C.; Brockwell, D.; Smith, A. Handbook of Single Molecule Fluorescence
Spectroscopy ; Oxford University Press, 2006.
[169] Rigler, R.; Mets, U. Laser Spectroscopy of Biomolecules 1992, 1921, 239–48.
[170] Aragon, S. R.; Pecora, R. Biopolymers 1975, 14, 119–137.
BIBLIOGRAPHY 229
[171] Endres, F.; El Abedin, S. Z.; Borissenko, N. Z. Phys. Chem. 2006, 220,
1377–1394.
[172] Smith, A. M.; Lovelock, K. R. J.; Perkin, S. Faraday Discuss. 2013, 167,
279–292.
[173] Smith, A. M.; Lovelock, K. R. J.; Gosvami, N. N.; Licence, P.; Dolan, A.;
Welton, T.; Perkin, S. J. Phys. Chem. Lett. 2013.
[174] Atkin, R.; Warr, G. G. J. Phys. Chem. C 2007, 111, 5162–5168.
[175] Hayes, R.; Borisenko, N.; Tam, M. K.; Howlett, P. C.; Endres, F.; Atkin, R.
J. Phys. Chem. C 2011, 115, 6855–6863.
[176] Li, H.; Wood, R. J.; Endres, F.; Atkin, R. J. Phys.: Condens. Matter 2014,
26, 284115.
[177] Polissar, M. J. J. Chem. Phys. 1938, 6, 833.
[178] Schröder, C. J. Chem. Phys. 2011, 135.
[179] Kohagen, M.; Brehm, M.; Thar, J.; Zhao, W.; Mü Ller-Plathe, F.; Kirchner,
B. J. Phys. Chem. B 2011, 115, 693–702.
[180] Singh, R.; Monk, J.; Hung, F. R. J. Phys. Chem. C 2011, 115, 16544–16554.
[181] Shi, R.; Wang, Y. J Phys. Chem. B 2013.
[182] Abbott, A. P. ChemPhysChem 2004, 5, 1242–1246.
[183] Abbott, A. P. ChemPhysChem 2005, 6, 2502–2505.
[184] Abbott, A. P.; Harris, R. C.; Ryder, K. S. J. Phys. Chem. B 2007, 111,
4910–4913.
[185] MacFarlane, D. R.; Forsyth, M.; Izgorodina, E. I.; Abbott, A. P.; Annat, G.;
Fraser, K. Phys. Chem. Chem. Phys. 2009, 11, 4962–4967.
[186] Werner, J. H.; Baker, S. N.; Baker, G. A. Analyst 2003, 128, 786–789.
230 BIBLIOGRAPHY
[187] Guo, J.; Baker, G. A.; Hillesheim, P. C.; Dai, S.; Shaw, R. W.; Mahurin,
S. M. Phys. Chem. Chem. Phys. 2011, 13, 12395–12398.
[188] Cha, S.; Kim, D. J. Korean Phys. Soc. 2012, 61, 1555–1559.
[189] Nernst, W. H. Phys. Chem. 1889, 4, 165.
[190] Planck, M. Wied. Ann. 1890, 40, 1–38.
[191] Planck, M. Wied. Ann. 1890, 39, 161–186.
[192] Planck, M. Wied. Ann. 1890, 40, 561–576.
[193] Zhurov, K.; Dickinson, E. J. F.; Compton, R. G. J. Phys. Chem. B 2011,
115, 6909–21.
[194] Schmidt, J. D. Numerical Simulation of Optical Wave Propagation with Ex-
amples in MATLAB ; SPIE Press, 2010.
Appendix A
Viscosity data
The tables provided here document the viscosity values recorded for the unfunc-
tionalised (Table A.0.1) and the hydroxyl functionalised (Table A.0.2) ionic liquids
over the temperature range of 15 - 75 ￿:
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Appendix B
Autocorrelation Curves
Provided here are the autocorrelation curves, and their fits, for Rh123 in water
(measured in the bulk), Rh123 in [C4C1im][NTf2] (measured in the bulk) and
Rh123 in [C4C1pyrr][NTf2] (measured at the surface of the ITO coated slide). The
determined fit parameters from the MATLAB® are given in Table B.0.1.
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Appendix C
MATLAB® Code
C.1 Fluorescence Correlation Spectroscopy
The MATLAB® code provide (see Sections C.1.1 & C.1.2) was used for the fitting
of the recorded autocorrelation curves, detailed in Chapter 5, to the autocorrelation
model:
G(⌧) =
1
N
(1 +
⌧
⌧D
) 1(1 +
⌧
K2⌧D
) 
1
2

FT exp(  ⌧
⌧T
) + (1  FT )
 
+DC
where, N is the average number of probe molecules (fluorescent molecules)
within the observation volume, ⌧D is the molecular diﬀusion time (also known
as the correlation time), FT is the “triplet fraction”, i.e. the proportion of the
diﬀusing molecules which spend time in the triplet state, ⌧T is the associated
triplet crossing diﬀusion time, DC is the value when ⌧ ! 1 (which is typically
DC = 1) i.e. baseline oﬀset, K = z0!0 where z0 is the
1
e2 radii in the direction of
the optical axis and !0 is the 1e2 radius perpendicular to the optical axis.
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C.1.1 Autocorr.m
1
2 clear all; close all; warning off;
3
4 set(0, 'defaultfigurecolor', {[} 1, 1, 1 {]});
5
6 \%\%\%Fits autocorrelation function including triplet ...
contribution
7 but
8
9 \%\%\%ignoring surface contributions
10
11 \%\%\%\%\% PARAMETERS \%\%\%\%\%
12
13 file = '/Users/Alastair/Desktop/For Processing/20141114/...
BmimNTf2\_Pos3V.Fcs';
14
15 filename='BmimNTf2\_Pos3V.Fcs'
16
17 Res = 10e-6;
18
19 StAuto = 30e-6; \% time: start of fit (s)
20
21 EnAuto = 2e-1; \% time: end of fit (s)
22
23 Type = 2;
24
25 \%\%\%\%\% Fitting Parameters \%\%\%\%\%
26
27 startingB(1) = 5e-2; \% Td (s)
28
29 lb(1) = 4e-2; ub(1) = 6e-2;
30
31 startingB(2)=0.01; \% R/d
32
33 lb(2) = 0; ub(2) = 1000;
34
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35 startingB(3)= 7; \% N
36
37 lb(3) = 6; ub(3) = 8;
38
39 startingB(4)=1; \% bkg
40
41 lb(4) = -1.1; ub(4) = 1.1;
42
43 startingB(5) = 8e-5; \% Tb
44
45 lb(5) = 10e-6; ub(5) = 1e-3;
46
47 startingB(6) = 0.1; \% F Proportion of time molecules spend in ...
the
48 triplet state.
49
50 lb(6) = 0; ub(6) = 0.2;
51
52 \% startingB(7) = 1e-3; \% Tf
53
54 \% lb(7) = 1e-5; ub(7) = 1e-1;
55
56 \%\%\%\%\% second comp \%\%\%\%\%
57
58 \% startingB(8) = 0.1; \% Td (s)
59
60 \% lb(8) = 1e-4; ub(8) = 1;
61
62 \%
63
64 \% startingB(9)=6; \% N
65
66 \% lb(9) = 1; ub(9) = 20;
67
68 \% startingB(5) = 4e-3; \% Tb
69
70 \% lb(5) = 1e-8; ub(5) = 1e-2;
71
72 \%
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73
74 \% startingB(6) = 0.5; \% F
75
76 \% lb(6) = 0; ub(6) = 1;
77
78 \%\%\%\%\% end \%\%\%\%\%
79
80 {[}data FitParam3D{]} = Routine3D(file,StAuto,EnAuto,startingB,...
ub,lb,Type,
81 Res, filename);
82
83 output\_file\_name = {[}filename 'autocor.mat'{]};
84
85 save(output\_file\_name)
86
87 \% FitParamAll3D(:,i) = FitParam3D'
88
89 \%FitParam3D = {[}diff\_time rad\_dep numb bkg Tb F{]};
90
91 \% {[}data TwocomFitParam3D{]} = Routine2com3D(file,StAuto,...
EnAuto,startingB,ub,lb,Type,
92 Res);
93
94 \% FitParam2comAll3D(:,i) = TwocomFitParam3D'
95
96 \%FitParam3D = {[}diff\_time rad\_dep numb bkg Tb F{]};
97
98 \%{[}data FitParam2D{]} = Routine2D(file,StAuto,EnAuto,...
startingB,ub,lb,Type);
99
100 \%FitParam2D = {[}diff\_time numb bkg Tb F{]};
101
102 \%{[}data FitParam1D{]} = Routine1D(file,StAuto,EnAuto,...
startingB,ub,lb,Type);
103
104 \% \%FitParam1D = {[}diff\_time numb bkg Tb F{]};
105
106 \%{[}data FitParam1DFlow{]} = Routine1DFlow(file,StAuto,EnAuto,...
startingB,ub,lb,Type,
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107 Res);
108
109 \%{[}data FitParam3DFlow{]} = Routine3DFlow(file,StAuto,EnAuto,...
startingB,ub,lb,Type,
110 Res);
111
112 \%FitParam1DFlow = {[}Td r/d numb bkg Tf{]};
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C.1.2 Routine3D.m
1
2 function {[}data FitParam3D{]} = Routine3D(file,StAuto,EnAuto,...
startingB,ub,lb,Type,Res,
3 filename);
4
5 raw = importdata(file);
6
7 \%raw = Original.data;
8
9 tol = 1e-9;
10
11 auto = raw(:,Type);
12
13 AutoCorTi = {[}1:length(auto){]}'{*}Res;
14
15 Low = dsearchn(AutoCorTi,StAuto);
16
17 High = dsearchn(AutoCorTi,EnAuto);
18
19 AutoCorTi = AutoCorTi(Low:High);
20
21 auto = auto(Low:High);
22
23 figure(1)
24
25 subplot(2,1,1)
26
27 semilogx(AutoCorTi,auto,'b'); axis tight;
28
29 ylabel('G(tau)'); xlabel('tau (s)'); title('Autocorrelation');
30
31 set(gca,'Ylim',{[}0.98 1.14{]})
32
33 hold on;
34
35 \% Call fitting
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36
37 options=optimset
38
39 ('Display','on','TolX',tol,'MaxFunEvals',10000,'MaxIter',10000,...
'LargeScale','off');
40
41 AutoCorrVar = fmincon
42
43 ('autofn',startingB,{[}{]},{[}{]},{[}{]},{[}{]},lb,ub,{[}{]},...
options,AutoCorTi,auto);
44
45 diff\_time = AutoCorrVar(1); \%diffusion time
46
47 rad\_dep = AutoCorrVar(2); \% radius /depth
48
49 numb= AutoCorrVar(3);\% number of molecules
50
51 bkg = AutoCorrVar(4);
52
53 Tb= AutoCorrVar(5);\% number of molecules
54
55 F = AutoCorrVar(6);
56
57 k = 1 + (AutoCorTi./diff\_time);
58
59 l = 1 + (AutoCorTi./diff\_time/rad\_dep/rad\_dep);
60
61 sec = sqrt(l);
62
63 m = (1./(k.{*}sec)).{*}(1-F+F{*}exp(-AutoCorTi./Tb));
64
65 AutoCorFit1 = 1+(1/(numb)){*}m +bkg;
66
67 AutoCorFit = AutoCorFit1;\% + AutoCorFit2;
68
69 semilogx(AutoCorTi,AutoCorFit,'r');
70
71 subplot(2,1,2)
72
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73 resA = (auto-AutoCorFit)./auto{*}100;
74
75 subplot(2,1,2)
76
77 semilogx(AutoCorTi,resA,'x'); axis tight;
78
79 ylabel('\% error')
80
81 xlabel('Time (s)')
82
83 saveas(gcf,{[}filename 'autocor.fig'{]});
84
85 FitParam3D = {[}diff\_time rad\_dep numb bkg Tb F{]};
86
87 w = 568e-9;
88
89 Td1 = AutoCorrVar(1);
90
91 D1 = w\textasciicircum{}2./(4{*}Td1); \%m2/s
92
93 D1 = D1 \%m2/s \%100{*}100 cm2/s
94
95 Td2 = AutoCorrVar(1);
96
97 D2 = w\textasciicircum{}2./(4{*}Td2); \%m2/s
98
99 D2 = D2 \%m2/s \%100{*}100 \%cm2/s
100
101 \%AutoCorrVar
102
103 data = {[}AutoCorTi auto AutoCorFit1{]};
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C.2 Theoretical modelling - electrolyte ion
(carrier) diﬀusion across interfaces
The following code was that produced in Chapter 6 and is based upon a split-step
integration scheme.
C.2.1 Split-step model
1
2 function varargout = liqliqinterfaces(varargin)
3
4 \% LIQLIQINTERFACES M-file for liqliqinterfaces.fig \% ...
LIQLIQINTERFACES,
5 by itself, creates a new LIQLIQINTERFACES or raises the ...
existing \%
6 singleton{*}. \% \% H = LIQLIQINTERFACES returns the handle to ...
a new
7 LIQLIQINTERFACES or the handle to \% the existing singleton{*}....
\%
8 \% LIQLIQINTERFACES('CALLBACK',hObject,eventData,handles,...) ...
calls
9 the local \% function named CALLBACK in LIQLIQINTERFACES.M with...
the
10 given input arguments. \% \% LIQLIQINTERFACES('Property','Value...
',...)
11 creates a new LIQLIQINTERFACES or raises the \% existing ...
singleton{*}.
12 Starting from the left, property value pairs are \% applied to ...
the
13 GUI before liqliqinterfaces\_OpeningFcn gets called. An \% ...
unrecognized
14 property name or invalid value makes property application \% ...
stop.
15 All inputs are passed to liqliqinterfaces\_OpeningFcn via ...
varargin.
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16 \% \% {*}See GUI Options on GUIDE's Tools menu. Choose \...
textquotedbl{}GUI
17 allows only one \% instance to run (singleton)\textquotedbl{}. ...
\%
18 \% See also: GUIDE, GUIDATA, GUIHANDLES
19
20 \% Edit the above text to modify the response to help ...
liqliqinterfaces
21
22 \% Last Modified by GUIDE v2.5 11-Feb-2015 07:29:32
23
24 \% Begin initialization code - DO NOT EDIT gui\_Singleton = 1; ...
gui\_State
25 = struct('gui\_Name', mfilename, ... 'gui\_Singleton', gui\...
_Singleton,
26 ... 'gui\_OpeningFcn', @liqliqinterfaces\_OpeningFcn, ... 'gui\...
_OutputFcn',
27 @liqliqinterfaces\_OutputFcn, ... 'gui\_LayoutFcn', {[}{]} , ...
... 'gui\_Callback',
28 {[}{]}); if nargin \&\& ischar(varargin\{1\}) gui\_State.gui\...
_Callback
29 = str2func(varargin\{1\}); end
30
31 if nargout {[}varargout\{1:nargout\}{]} = gui\_mainfcn(gui\...
_State,
32 varargin\{:\}); else gui\_mainfcn(gui\_State, varargin\{:\}); ...
end
33 \% End initialization code - DO NOT EDIT end
34
35 \% --- Executes just before liqliqinterfaces is made visible. ...
function
36 liqliqinterfaces\_OpeningFcn(hObject, eventdata, handles, ...
varargin)
37 handles.output = hObject; guidata(hObject, handles); \% UIWAIT ...
makes
38 liqliqinterfaces wait for user response (see UIRESUME) \% ...
uiwait(handles.figure1);
39 end
40
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41 \% --- Outputs from this function are returned to the command ...
line.
42 function varargout = liqliqinterfaces\_OutputFcn(hObject, ...
eventdata,
43 handles) varargout\{1\} = handles.output; end
44
45 function diffLHSpos\_Callback(hObject, eventdata, handles) end
46
47 \% --- Executes during object creation, after setting all ...
properties.
48 function diffLHSpos\_CreateFcn(hObject, eventdata, handles) if ...
ispc
49 \&\& isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
50 set(hObject,'BackgroundColor','white'); end end
51
52 function diffRHSpos\_Callback(hObject, eventdata, handles) end
53
54 \% --- Executes during object creation, after setting all ...
properties.
55 function diffRHSpos\_CreateFcn(hObject, eventdata, handles) if ...
ispc
56 \&\& isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
57 set(hObject,'BackgroundColor','white'); end end
58
59 function diffLHSneg\_Callback(hObject, eventdata, handles) end
60
61 \% --- Executes during object creation, after setting all ...
properties.
62 function diffLHSneg\_CreateFcn(hObject, eventdata, handles) if ...
ispc
63 \&\& isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
64 set(hObject,'BackgroundColor','white'); end end
65
66 function V0\_Callback(hObject, eventdata, handles) end
67
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68 \% --- Executes during object creation, after setting all ...
properties.
69 function V0\_CreateFcn(hObject, eventdata, handles) if ispc ...
\&\& isequal(get(hObject,'BackgroundColor'),
70 get(0,'defaultUicontrolBackgroundColor')) set(hObject,'...
BackgroundColor','white');
71 end end
72
73 \% --- Executes on button press in calculate. function ...
calculate\_Callback(hObject,
74 eventdata, handles) set(handles.stopexec,'Value',0.0) set(...
handles.calculate,'String','Working...')
75 drawnow; {[}dummy{]}=liqliqcalc(hObject, eventdata, handles); ...
set(handles.calculate,'String','Calculate')
76 drawnow; end
77
78 function maxx\_Callback(hObject, eventdata, handles) end
79
80 \% --- Executes during object creation, after setting all ...
properties.
81 function maxx\_CreateFcn(hObject, eventdata, handles) if ispc ...
\&\&
82 isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
83 set(hObject,'BackgroundColor','white'); end end
84
85 function xrange\_Callback(hObject, eventdata, handles) end
86
87 \% --- Executes during object creation, after setting all ...
properties.
88 function xrange\_CreateFcn(hObject, eventdata, handles) if ispc...
\&\&
89 isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
90 set(hObject,'BackgroundColor','white'); end end
91
92 function diffRHSneg\_Callback(hObject, eventdata, handles) end
93
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94 \% --- Executes during object creation, after setting all ...
properties.
95 function diffRHSneg\_CreateFcn(hObject, eventdata, handles) if ...
ispc
96 \&\& isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
97 set(hObject,'BackgroundColor','white'); end end
98
99 function maxt\_Callback(hObject, eventdata, handles) end
100
101 \% --- Executes during object creation, after setting all ...
properties.
102 function maxt\_CreateFcn(hObject, eventdata, handles) if ispc ...
\&\&
103 isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
104 set(hObject,'BackgroundColor','white'); end end
105
106 function {[}dummy{]}=liqliqcalc(hObject, eventdata, handles)
107
108 Vstore={[}0,0{]}; Jstore={[}0,0{]};
109
110 \%print('test.jpg'); tempinK=300.0;
111
112 F=96368.0; R=8.31174; beta=F/(R{*}tempinK);
113
114 \%NB a constant permittivity of 2.5 is assumed for both liquids...
\%couplingcoeff=str2double(get(handles.couplingcoeff,'...
String'));
115 \%couplingcoeff=1.0;
116
117 \%fieldcarriercoupling=get(handles.fieldcarriercoupling,'Value...
');
118 dirlabel={[}'/Users/Alastair/Desktop/SplitStep/',datestr(now...
,30){]};
119 set(handles.cdirlabel,'String',dirlabel) mkdir({[}dirlabel{]}) ...
fileout
120 = fopen({[}dirlabel,'/simdat.dat'{]},'a');
121
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122 numpts=1024; fprintf(fileout,'numpts= \%g \textbackslash{}r',...
numpts);
123
124 V1=str2double(get(handles.V1,'String')); fprintf(fileout,'...
Voltage
125 V1(V)= \%g \textbackslash{}r',V1);
126
127 V2=str2double(get(handles.V2,'String')); V2=get(...
handles.sliderV2,'Value');
128 set(handles.cvolts,'String',{[}'Voltage V2(V)',num2str(V2){]});...
fprintf(fileout,'Voltage
129 V2(V)= \%g \textbackslash{}r',V2);
130
131 diffLHSpos=str2double(get(handles.diffLHSpos,'String')); ...
fprintf(fileout,'Positive
132 ion diffusion coefficient for LHS= \%g \textbackslash{}r',...
diffLHSpos);
133
134 diffLHSneg=str2double(get(handles.diffLHSneg,'String')); ...
fprintf(fileout,'Negative
135 ion diffusion coefficient for LHS= \%g \textbackslash{}r',...
diffLHSneg);
136
137 diffRHSpos=str2double(get(handles.diffRHSpos,'String')); ...
fprintf(fileout,'Positive
138 ion diffusion coefficient for RHS= \%g \textbackslash{}r',...
diffRHSpos);
139
140 diffRHSneg=str2double(get(handles.diffRHSneg,'String')); ...
fprintf(fileout,'Negative
141 ion diffusion coefficient for RHS= \%g \textbackslash{}r',...
diffRHSneg);
142
143 xrange=str2double(get(handles.xrange,'String')); fprintf(...
fileout,'xrange=
144 \%g \textbackslash{}r',xrange);
145
146 minx=-xrange/2.0; maxx=-minx;
147
C.2. THEORETICAL MODELLING 261
148 \%V0=str2double(get(handles.V0,'String')); \%fprintf(fileout,'...
Voltage
149 applied= \%g \textbackslash{}r',V0);
150
151 maxt=str2double(get(handles.maxt,'String')); fprintf(fileout,'...
Maximum
152 time= \%g \textbackslash{}r',maxt);
153
154 numtsteps=str2double(get(handles.numtsteps,'String')); fprintf(...
fileout,'Number
155 of time steps= \%g \textbackslash{}r',numtsteps);
156
157 \% start solving the equations here and work with molar ...
concentrations
158 \%backconc=1.0; \%backconc=0.01; backconc=str2double(get(...
handles.backconc,'String'));
159 fprintf(fileout,'backconc(M)= \%g \textbackslash{}r',backconc);...
x=linspace(minx,maxx,numpts);
160 phi=linspace(0,0,numpts); V=linspace(0,0,numpts); numpoints=64;...
xpoints=linspace(minx,maxx,numpoints);
161
162 n1pos=backconc.{*}ones(1,numpts); n1neg=backconc.{*}ones(1,...
numpts);
163
164 kplus=str2double(get(handles.kplus,'String')); fprintf(fileout,...
'kplus=
165 \%g \textbackslash{}r',kplus); kminus=str2double(get(...
handles.kminus,'String'));
166 fprintf(fileout,'kminus= \%g \textbackslash{}r',kminus); \%...
leftconcpos=2.0{*}backconc./(kplus+1.0);
167 \%rightconcpos=kplus.{*}leftconcpos; \%rightconcneg=2.0{*}...
backconc./(kminus+1.0);
168 \%leftconcneg=kminus.{*}rightconcneg;
169
170 hold(handles.potential,'off'); hold(handles.carriers,'off'); ...
numtsteps=str2double(get(handles.numtsteps,'String'));
171 fprintf(fileout,'numtsteps= \%g \textbackslash{}r',numtsteps); ...
dt=maxt/numtsteps;
172 tplots=str2double(get(handles.tplots,'String'));
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173
174 fprintf(fileout,'Time between plots(s)= \%g \textbackslash{}r',...
tplots);
175 numplots=floor(maxt./tplots); plotstep=floor(numtsteps./...
numplots);
176
177 if (plotstep<1) plotstep=1; end \%plotstep=10;
178
179 \%potential of left hand electrode is defined as V1;
180
181 k=0; timenow=0.0; while ((get(handles.stopexec,'Value')==0)...
\&\&(timenowmaxt))
182 \%get(handles.stopexec,'Value') k=k+1; timenow=timenow+dt; set(...
handles.ctime,'String',{[}'Time',num2str(timenow),'
183 (s)'{]})
184
185 Vinterface=phi(numpts/2); Vinterface=0.0;
186
187 zi=1.0; {[}noutpos,Joutpos{]}=diffuse\_with\_milsom\_boundary\...
_conditions\_mod(kplus{*}exp(beta{*}Vinterface),backconc,x,...
n1pos,numpts,phi,diffRHSpos,diffLHSpos,dt,tempinK,zi);
188 zi=-1.0; {[}noutneg,Joutneg{]}=diffuse\_with\_milsom\_boundary\...
_conditions\_mod(kminus{*}exp(-beta{*}Vinterface),backconc,x...
,n1neg,numpts,phi,diffRHSneg,diffLHSneg,dt,tempinK,zi);
189 n1pos=noutpos; n1neg=noutneg;
190
191 rho=noutpos-noutneg; zerofield=get(handles.zerofield,'Value'); ...
V1=str2double(get(handles.V1,'String'));
192 \%fprintf(fileout,'Voltage V1(V)= \%g \textbackslash{}r',V1);
193
194 V2=str2double(get(handles.V2,'String')); V2=get(...
handles.sliderV2,'Value');
195 set(handles.cvolts,'String',{[}'Voltage V2(V)',num2str(V2){]});...
\%fprintf(fileout,'Voltage
196 V2(V)= \%g \textbackslash{}r',V2); if (zerofield==1) {[}V{]}=...
potzerofieldmod(x,rho,V1,numpts);
197 else {[}V{]}=pot4amod(x,rho,V1,V2,numpts); end ...
fieldcarriercoupling=get(handles.fieldcarriercoupling,'Value...
');
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198 if (fieldcarriercoupling==1) phi=V; else phi=0.0{*}V; end
199
200 if (k==plotstep{*}floor(k/plotstep))
201
202 \%plot(handles.potential,x,V,'g'); \%xlabel(handles.potential,'...
Position(m)');
203 \%ylabel(handles.potential,'Potential(V)'); \%drawnow dx=x(2)-x...
(1);
204 posrat=n1pos(numpts/2)./n1pos(numpts/2+1); negrat=n1neg(numpts...
/2)./n1neg(numpts/2+1);
205 poscarrierratio={[}'Positive carrier density boundary ratio=',...
num2str(posrat){]};
206 negcarrierratio={[}'Negative carrier density boundary ratio=',...
num2str(negrat){]};
207 set(handles.negcarrierratio,'String',negcarrierratio); set(...
handles.poscarrierratio,'String',poscarrierratio);
208
209 plotcurrent=get(handles.plotcurrent,'Value'); if (plotcurrent...
==0)
210 \%eps0=8.854e-12; \%R=8.31174; \%F=96368.0; \%ld=sqrt(eps0.{*}...
R.{*}tempinK./(backconc.{*}(zi{*}F).\textasciicircum{}2));
211 \%figure(10); \%plot(x./ld,n1pos./backconc,'b'); hold on \%plot...
(x./ld,n1neg./backconc,'r');
212 \%xlabel('Position(m)'); \%ylabel('Relative ionic concentration...
(no
213 units)'); \%hold off \%drawnow {[}phisteady,npossteady,...
nnegsteady{]}=steadystate(xpoints,backconc,kplus);
214 steady=get(handles.steadystate,'Value'); plot(handles.potential...
,1e9.{*}x,1e3.{*}V,'--k','LineWidth',1);
215 xlabel(handles.potential,'Position(nm)','FontSize',19); ylabel(...
handles.potential,'Potential(mV)','FontSize',19);
216 hold(handles.potential,'on') if (steady==1) plot(...
handles.potential,1e9.{*}xpoints,1e3.{*}phisteady,'ok','...
LineWidth',2,...
217 'MarkerEdgeColor','k',... 'MarkerFaceColor',{[}.49 1 .63{]},......
'MarkerSize',5);
218 end
219
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220 drawnow plot(handles.carriers,1e9.{*}x(1:numpts/2),n1pos(1:...
numpts/2),'-k','LineWidth',1);
221 hold on \%-k = black, solid plot(handles.carriers,1e9.{*}x(1:...
numpts/2),n1neg(1:numpts/2),'--k','LineWidth',1);
222 \%--k = black, dashed plot(handles.carriers,1e9.{*}x(numpts...
/2+1:numpts),n1pos(numpts/2+1:numpts),'-k','LineWidth',1);
223 hold on \%-k = black, solid plot(handles.carriers,1e9.{*}x(...
numpts/2+1:numpts),n1neg(numpts/2+1:numpts),'--k','LineWidth...
',1);
224 \%--k = black, dashed if (steady==1) plot(handles.carriers,1E9....
{*}xpoints(1:numpoints/2),nnegsteady(1:numpoints/2),'ok','...
LineWidth',2,...
225 'MarkerEdgeColor','k',... 'MarkerFaceColor',{[}.49 1 .63{]},......
'MarkerSize',5);
226 plot(handles.carriers,1E9.{*}xpoints(1:numpoints/2),npossteady...
(1:numpoints/2),'ok','LineWidth',2,...
227 'MarkerEdgeColor','k',... 'MarkerFaceColor',{[}.49 1 .63{]},......
'MarkerSize',5);
228 plot(handles.carriers,1E9.{*}xpoints(numpoints/2+1:numpoints),...
nnegsteady(numpoints/2+1:numpoints),'ok','LineWidth',2,...
229 'MarkerEdgeColor','k',... 'MarkerFaceColor',{[}.49 1 .63{]},......
'MarkerSize',5);
230 plot(handles.carriers,1E9.{*}xpoints(numpoints/2+1:numpoints),...
npossteady(numpoints/2+1:numpoints),'ok','LineWidth',2,...
231 'MarkerEdgeColor','k',... 'MarkerFaceColor',{[}.49 1 .63{]},......
'MarkerSize',5);
232 end hold(handles.carriers,'on') xlabel(handles.carriers,'...
Position(nm)','FontSize',19);
233 ylabel(handles.carriers,'Ion concentration(mmole)','FontSize'...
,19);
234 drawnow if (get(handles.holdprevious,'Value')==0) hold(...
handles.potential,'off')
235 hold(handles.carriers,'off') end
236
237 else
238
239 jposLHS=-diffLHSpos.{*}((n1pos(2:numpts/2)-n1pos(1:numpts/2-1))...
./dx+....
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240 0.5.{*}(n1pos(2:numpts/2)+n1pos(1:numpts/2-1)).{*}beta.{*}(phi...
(2:numpts/2)-phi(1:numpts/2-1))./dx);
241
242 jposRHS=-diffRHSpos.{*}((n1pos(numpts/2+2:numpts)-n1pos(numpts...
/2+1:numpts-1))./dx+....
243 0.5.{*}(n1pos(numpts/2+2:numpts)+n1pos(numpts/2+1:numpts-1))....
{*}beta.{*}(phi(numpts/2+2:numpts)-phi(numpts/2+1:numpts-1))...
./dx);
244
245 jnegLHS=-diffLHSneg.{*}((n1neg(2:numpts/2)-n1neg(1:numpts/2-1))...
./dx-....
246 0.5.{*}(n1neg(2:numpts/2)+n1neg(1:numpts/2-1)).{*}beta.{*}(phi...
(2:numpts/2)-phi(1:numpts/2-1))./dx);
247
248 jnegRHS=-diffRHSneg.{*}((n1neg(numpts/2+2:numpts)-n1neg(numpts...
/2+1:numpts-1))./dx-....
249 0.5.{*}(n1neg(numpts/2+2:numpts)+n1neg(numpts/2+1:numpts-1))....
{*}beta.{*}(phi(numpts/2+2:numpts)-phi(numpts/2+1:numpts-1))...
./dx);
250 plot(handles.carriers,{[}x(1:numpts/2),x(numpts/2+1:numpts)...
{]},{[}Joutpos(1:numpts/2),Joutpos(numpts/2+1:numpts){]},'-k...
','LineWidth',1);
251 hold(handles.carriers,'on'); plot(handles.carriers,{[}x(1:...
numpts/2),x(numpts/2+1:numpts){]},{[}Joutneg(1:numpts/2),...
Joutneg(numpts/2+1:numpts){]},'--k','LineWidth',1);
252 plot(handles.carriers,{[}x(1:numpts/2),x(numpts/2+1:numpts)...
{]},{[}Joutpos(1:numpts/2),Joutpos(numpts/2+1:numpts){]}...
253 -{[}Joutneg(1:numpts/2),Joutneg(numpts/2+1:numpts){]},'g','...
LineWidth',1);
254 set(handles.ccurrent,'String',{[}'Current(units?)=',num2str(...
Joutpos(1)-Joutneg(1)){]})
255 if(get(handles.cgrabdata,'Value')==1) Vstore={[}Vstore,V2{]} ...
Jstore={[}Jstore,Joutpos(1)-Joutneg(1){]}
256 figure(20) size(Vstore) size(Jstore) plot(Vstore,Jstore) set(...
handles.cgrabdata,'Value',0)
257 end xlabel(handles.carriers,'Position(microns)','FontSize',19);...
ylabel(handles.carriers,'Current','FontSize',19);
258 xlabel(handles.carriers,'Position(m)'); ylabel(handles.carriers...
,'Current(A)');
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259 if (get(handles.holdprevious,'Value')==0) hold(handles.carriers...
,'off');
260 end plot(handles.potential,1e6.{*}x,1e3.{*}V,'k','LineWidth',1)...
; xlabel(handles.potential,'Position(microns)','FontSize'...
,19);
261 ylabel(handles.potential,'Potential(mV)','FontSize',19); ...
drawnow
262
263 end end
264
265 end fclose(fileout); dummy=1;
266
267 end
268
269 function {[}V{]}=potzerofieldmod(x,rho,V1,numpts) \%x contains ...
the
270 position vector and rho the corresponding charge density \%V1 ...
is potential
271 on the left hand boundary \%V2 is the potential on the right ...
hand
272 boundary \%An even mesh containing numpts data points is ...
assumed.
273
274 F=96368.0; perm=2.5; eps0=8.854E-12; \%assumes an even mesh dx=...
x(2)-x(1);
275 Q1=-F.{*}rho.{*}dx.\textasciicircum{}2/(perm.{*}eps0); r=Q1; a=...
rho.{*}0.0;
276 b=a; c=a; \%Set up the finite difference matrix for i=1:numpts ...
if
277 ((i>1)\&\&(i<numpts)) a(i)=1.0; b(i)=-2.0; c(i)=1.0;
278
279 end if (i==1) \%This sets the potential to V1 at the first ...
boundary
280 a(i)=0.0; b(i)=1.0; c(i)=0.0; r(i)=V1; end \% if (i==2) \% \% ...
This
281 sets the field to zero at the first boundary \% a(i)=-1.0; \% b...
(i)=1.0;
282 \% r(i)=0.0; \% end
283
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284 if (i==numpts) \% This sets the field to zero at the second ...
boundary,
285 but leaves the potential at the boundary undefined b(i)=1.0; a(...
i)=-1.0;
286 r(i)=0.0; end end \%V=(potmat\textbackslash{}Q1')'; V=tridiag(a...
,b,c,r,numpts);
287 end
288
289 function {[}nout,Jout{]}=diffuse\_with\_milsom\_boundary\...
_conditions\_mod(kplus,backconc,x,nin,numpts,phi,diffRHS,...
diffLHS,dt,tempinK,zi)
290 \%nin is the density of negatively charged carriers \%pin is ...
the density
291 of positively charged carriers \%phi is the potential \%nout ...
and pout
292 are the carrier densities after diffusion F=96368.0; R=8.31174;...
beta=zi.{*}F/(R{*}tempinK);
293
294 dx=x(2)-x(1);
295
296 aa=zeros(1,numpts); bb=zeros(1,numpts); cc=zeros(1,numpts);
297
298 aco=zeros(1,numpts); bco=zeros(1,numpts); dphidx=zeros(1,numpts...
);
299 Jout=zeros(1,numpts);
300
301  =diffRHS./diffLHS;
302
303 S=zeros(1,numpts);
304
305 \%Calculate the derivative of the potential for i=2:numpts ...
dphidx(i)=(phi(i)-phi(i-1))./dx;
306 end \%Assume the field is constant near the boundary dphidx(1)=...
dphidx(2);
307
308 \%Setup the current coefficients for the transport calculation ...
for
309 i=2:numpts if (i<numpts/2+1) aco(i)=(diffLHS./dx-beta./2.0{*}...
diffLHS.{*}dphidx(i));
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310 bco(i)=(-diffLHS./dx-beta./2.0{*}diffLHS.{*}dphidx(i)); end if ...
(i>numpts/2+1)
311 aco(i)=(diffRHS./dx-beta./2.0{*}diffRHS.{*}dphidx(i)); bco(i)...
=(-diffRHS./dx-beta./2.0{*}diffRHS.{*}dphidx(i));
312 end if (i==numpts/2+1) alpha=(kplus+kplus.{*}beta./2.0.{*}...
dphidx(i).{*}dx+ - .{*}beta./2.0.{*}dphidx(i).{*}dx);
313 gamma=kplus./alpha; aco(i)=(2.0.{*}(1.0-gamma).{*}diffLHS./dx-...
gamma.{*}beta.{*}diffLHS.{*}dphidx(i));
314 bco(i)=(-2.0.{*}gamma.{*} .{*}diffLHS./dx-gamma.{*} .{*}beta....
{*}diffLHS.{*}dphidx(i));
315 end end
316
317 \% The i=1 boundary condition assumes a fixed carrier density ...
\% The
318 i=numpts boundary condition assumes zero current. \%diffmatrix=...
zeros(numpts,numpts);
319
320 for i=1:numpts if (i==1) S(i)=backconc; bb(i)=1.0; end if (i==...
numpts)
321 S(i)=backconc; bb(i)=1.0; end if ((i\textasciitilde{}=1)\&\&(i\...
textasciitilde{}=numpts))
322 \%diffmatrix(i,i)=Q(i)-C(i)+2; \%diffmatrix(i,i-1)=B(i)-1; \%...
diffmatrix(i,i+1)=-B(i)-1;
323 \%aa(i)=-aco(i).{*}dt./(2.0.{*}dx); \%bb(i)=1.0-(bco(i)-aco(i...
+1)).{*}dt./(2.0.{*}dx);
324 \%cc(i)=bco(i+1).{*}dt./(2.0.{*}dx); \%S(i)=nin(i)+(nin(i-1)....
{*}aco(i)+nin(i).{*}(bco(i)-aco(i+1))-nin(i+1).{*}bco(i+1))....
{*}dt./(2.0.{*}dx);
325 \%Jout(i)=aco(i).{*}nin(i-1)+bco(i).{*}nin(i); aa(i)=-aco(i)./2...
.0;
326 bb(i)=dx./dt-(bco(i)-aco(i+1))./2.0; cc(i)=bco(i+1)./2.0; S(i)=...
dx./dt.{*}nin(i)+(nin(i-1).{*}aco(i)+nin(i).{*}(bco(i)-aco(i...
+1))-nin(i+1).{*}bco(i+1))./2.0;
327 Jout(i)=(aco(i).{*}nin(i-1)+bco(i).{*}nin(i)).{*}dt./dx;
328
329 end end
330
331 Jout(1)=Jout(2); Jout(numpts)=Jout(numpts-1); nout=tridiag(aa,...
bb,cc,S,numpts);
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332
333 end
334
335 function numtsteps\_Callback(hObject, eventdata, handles) end
336
337 \% --- Executes during object creation, after setting all ...
properties.
338 function numtsteps\_CreateFcn(hObject, eventdata, handles) if ...
ispc
339 \&\& isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
340 set(hObject,'BackgroundColor','white'); end end
341
342 function {[}V{]}=pot4amod(x,rho,V1,V2,numpts) \%x contains the ...
position
343 vector and rho the corresponding cahrge density \%V1 is ...
potential
344 on the left hand boundary \%V2 is the potential on the right ...
hand
345 boundary \%An even mesh containing numpts data points is ...
assumed.
346
347 F=96368.0; eps0=8.854E-12; perm=2.5; \%assumes an even mesh dx=...
x(2)-x(1);
348 Q1=-F.{*}rho.{*}dx.\textasciicircum{}2/(perm{*}eps0); a=zeros...
(1,numpts);
349 b=zeros(1,numpts); c=zeros(1,numpts); \%set up the finite ...
difference
350 matrix for i=1:numpts if ((i>1)\&\&(i<numpts)) a(i)=1.0; b(i)...
=-2.0;
351 c(i)=1.0; end if (i==1) b(i)=1.0; Q1(i)=V1; end if (i==numpts) ...
b(i)=1.0;
352 Q1(i)=V2; end end V=tridiag(a,b,c,Q1,numpts); end
353
354 function kplus\_Callback(hObject, eventdata, handles) end
355
356 \% --- Executes during object creation, after setting all ...
properties.
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357 function kplus\_CreateFcn(hObject, eventdata, handles) if ispc ...
\&\&
358 isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
359 set(hObject,'BackgroundColor','white'); end end
360
361 function kminus\_Callback(hObject, eventdata, handles) end
362
363 \% --- Executes during object creation, after setting all ...
properties.
364 function kminus\_CreateFcn(hObject, eventdata, handles) if ispc...
\&\&
365 isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
366 set(hObject,'BackgroundColor','white'); end end
367
368 \% --- Executes on button press in fieldcarriercoupling. ...
function
369 fieldcarriercoupling\_Callback(hObject, eventdata, handles) end
370
371 function couplingcoeff\_Callback(hObject, eventdata, handles) ...
end
372
373 \% --- Executes during object creation, after setting all ...
properties.
374 function couplingcoeff\_CreateFcn(hObject, eventdata, handles) ...
if
375 ispc \&\& isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
376 set(hObject,'BackgroundColor','white'); end end
377
378 function V1\_Callback(hObject, eventdata, handles) end
379
380 \% --- Executes during object creation, after setting all ...
properties.
381 function V1\_CreateFcn(hObject, eventdata, handles) if ispc ...
\&\& isequal(get(hObject,'BackgroundColor'),
382 get(0,'defaultUicontrolBackgroundColor')) set(hObject,'...
BackgroundColor','white');
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383 end end
384
385 function V2\_Callback(hObject, eventdata, handles) end
386
387 \% --- Executes during object creation, after setting all ...
properties.
388 function V2\_CreateFcn(hObject, eventdata, handles) if ispc ...
\&\& isequal(get(hObject,'BackgroundColor'),
389 get(0,'defaultUicontrolBackgroundColor')) set(hObject,'...
BackgroundColor','white');
390 end end
391
392 function {[}u{]} = tridiag(a,b,c,r,N) \% Function tridiag: \% ...
Inverts
393 a tridiagonal system whose lower, main and upper diagonals \% ...
are
394 respectively given by the vectors a, b and c. \% r is the ...
righthand
395 side, and N is the size of the system. The result is placed in ...
u.
396 \% (Adapted from Numerical Recipes, Press et al. 1992) u=b.{*}0...
.0;
397 gamma=b.{*}0.0; if (b(1)==0) fprintf(1,'Reorder the equations ...
for
398 the tridiagonal solver...') pause end beta = b(1) ; u(1) = r(1)...
/beta
399 ; \% Start the decomposition and forward substitution for j = ...
2:N
400 gamma(j) = c(j-1)/beta ; beta = b(j)-a(j){*}gamma(j) ; if (beta...
==0)
401 fprintf(1,'The tridiagonal solver failed...') pause end u(j) = ...
(r(j)-a(j){*}u(j-1))/beta
402 ; end \% Perform the backsubstitution for j = 1:(N-1) k = N-j; ...
u(k)
403 = u(k)-gamma(k+1){*}u(k+1) ; end end
404
405 function {[}X{]}=PENTA(N,E,A,D,C,F,B) \% Taken from http://...
www.math.uakron.edu/\textasciitilde{}kreider/anpde/...
Anpde.html
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406
407 \% RESULTS: matrix has 5 bands, EADCF, with D being the main ...
diagonal,
408 \% E and A are the lower diagonals, and C and F are the upper ...
diagonals.
409
410 \% E is defined for rows i = 3:N, but is defined as E(1) to E(N...
-2)
411 E=E(3:N); \% A is defined for rows i = 2:N, but is defined as A...
(1)
412 to A(N-1) A=A(2:N); \% D is defined for rows i = 1:N \% C is ...
defined
413 for rows i = 1:N-1, but the last element isn't used C=C(1:N-1);...
\%
414 F is defined for rows i = 1:N-2, but the last 2 elements aren't...
used
415 F=F(1:N-2);
416
417 \% B is the right-hand side \% X is the solution vector
418
419 for I=2:N-1 XMULT=A(I-1)./D(I-1); D(I)=D(I)-XMULT{*}C(I-1); C(I...
)=C(I)-XMULT{*}F(I-1);
420 B(I)=B(I)-XMULT{*}B(I-1); XMULT=E(I-1)./D(I-1); A(I)=A(I)-XMULT...
{*}C(I-1);
421 D(I+1)=D(I+1)-XMULT{*}F(I-1); B(I+1)=B(I+1)-XMULT{*}B(I-1); end...
XMULT
422 = A(N-1)./D(N-1); D(N)=D(N)-XMULT{*}C(N-1); X(N)=(B(N)-XMULT{*}...
B(N-1))/D(N);
423 X(N-1)=(B(N-1)-C(N-1){*}X(N))/D(N-1); for I=N-2:-1:1 X(I)=(B(I)...
-F(I){*}X(I+2)-C(I){*}X(I+1))/D(I);
424 end end
425
426 \% --- Executes on button press in stopexec. function stopexec\...
_Callback(hObject,
427 eventdata, handles) set(handles.stopexec,'Value',1.0) set(...
handles.calculate,'String','Calculate')
428 drawnow; end
429
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430 \% --- Executes on button press in plotcurrent. function ...
plotcurrent\_Callback(hObject,
431 eventdata, handles) end
432
433 \% --- Executes on button press in zerofield. function ...
zerofield\_Callback(hObject,
434 eventdata, handles) end
435
436 function {[}phi,npos,nneg{]}=steadystate(x,backconc,...
boundarycarrierratio)
437 eps0=8.854e-12; R=8.31174; F=96368.0; TempinK=300.0; zi=1.0; ...
perm=2.5;
438 ld=sqrt(perm{*}eps0.{*}R.{*}TempinK./(backconc.{*}(zi{*}F).\...
textasciicircum{}2));
439 qzero=sqrt(boundarycarrierratio); phi0=(R{*}TempinK)/(zi{*}F)...
{*}log(qzero);
440 etar=sqrt(2).{*}atanh(sqrt(qzero));
441
442 qeta=tanh(-1.0/sqrt(2.0).{*}((x./ld)+etar)).\textasciicircum...
{}2; phi=R.{*}TempinK./(zi.{*}F).{*}log(qeta);
443 npos=backconc.{*}exp(zi.{*}F./(R{*}TempinK){*}phi); nneg=...
backconc.{*}exp(-zi.{*}F./(R{*}TempinK){*}phi);
444
445 phi1=phi-2.0{*}phi0; phi2=-fliplr(phi); nneg1=fliplr(npos); ...
npos1=fliplr(nneg);
446 nneg(x<0)=backconc; phi(x>0)=phi1(x>0); phi(x<0)=phi2(x<0);
447
448 nneg(x<0)=nneg1(x<0); npos(x<0)=npos1(x<0); end
449
450 function backconc\_Callback(hObject, eventdata, handles) end
451
452 \% --- Executes during object creation, after setting all ...
properties.
453 function backconc\_CreateFcn(hObject, eventdata, handles) if ...
ispc
454 \&\& isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
455 set(hObject,'BackgroundColor','white'); end end
456
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457 \% --- Executes on button press in steadystate. function ...
steadystate\_Callback(hObject,
458 eventdata, handles) end
459
460 \% --- Executes on button press in dumpgraphs2. function ...
dumpgraphs2\_Callback(hObject,
461 eventdata, handles) handles.exportFigure = figure; replotAxis(...
handles.carriers);
462 figure(hadles.carriers); end
463
464 \% --- Executes on button press in dumpgraphs3. function ...
dumpgraphs3\_Callback(hObject,
465 eventdata, handles) handles.exportFigure = figure; replotAxis(...
handles.potential);
466 figure(handles.potential); end
467
468 function tplots\_Callback(hObject, eventdata, handles) end
469
470 \% --- Executes during object creation, after setting all ...
properties.
471 function tplots\_CreateFcn(hObject, eventdata, handles) if ispc...
\&\&
472 isequal(get(hObject,'BackgroundColor'), get(0,'...
defaultUicontrolBackgroundColor'))
473 set(hObject,'BackgroundColor','white'); end end
474
475 \% --- Executes on button press in holdprevious. function ...
holdprevious\_Callback(hObject,
476 eventdata, handles) end
477
478 \% --- Executes on slider movement. function sliderV2\_Callback...
(hObject,
479 eventdata, handles) end
480
481 \% --- Executes during object creation, after setting all ...
properties.
482 function sliderV2\_CreateFcn(hObject, eventdata, handles) if ...
isequal(get(hObject,'BackgroundColor'),
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483 get(0,'defaultUicontrolBackgroundColor')) set(hObject,'...
BackgroundColor',{[}.9
484 .9 .9{]}); end end
485
486 \% --- Executes on button press in cgrabdata function cgrabdata...
\_Callback(hObject,
487 eventdata, handles) end

