The absorption of compressional and shear waves in many viscoelastic solids has been experimentally shown to follow a frequency power law. It is now well established that this type of loss behavior can be modeled using fractional derivatives. However, previous fractional constitutive equations for viscoelastic media are based on temporal fractional derivatives. These operators are non-local in time, which makes them difficult to compute in a memory efficient manner. Here, a fractional Kelvin-Voigt model is derived based on the fractional Laplacian. This is obtained by splitting the particle velocity into compressional and shear components using a dyadic wavenumber tensor. This allows the temporal fractional derivatives in the Kelvin-Voigt model to be replaced with spatial fractional derivatives using a lossless dispersion relation with the appropriate compressional or shear wave speed. The model is discretized using the Fourier collocation spectral method, which allows the fractional operators to be efficiently computed. The field splitting also allows the use of a k-space corrected finite difference scheme for time integration to minimize numerical dispersion. The absorption and dispersion behavior of the fractional Laplacian model is analyzed for both high and low loss materials. The accuracy and utility of the model is then demonstrated through several numerical experiments, including the transmission of focused ultrasound waves through the skull.
I. INTRODUCTION
Accurately accounting for the absorption and dispersion of waves in lossy media is important in many branches of acoustics, including seismology, 1 geophysics, 2 ultrasonics, 3 photoacoustics, 4 and elastography. 5 Experimentally, the acoustic absorption in a wide range of materials relevant to these fields has been shown to follow a frequency power law of the form a 0 x y , where a 0 is a proportionality coefficient, x is the temporal frequency, and y is between 0 and 2. 6 It is now well established that this type of behavior can be modeled through the use of fractional derivative operators-a recent review is given by Holm and N€ asholm. 7 However, previous constitutive equations that account for power law absorption in solid media are based on temporal fractional derivatives. 8 These operators are non-local in time, which means their numerical evaluation requires storing the time history of the field variables in memory. This can have a significant impact on the tractability of practical modeling problems. For example, Wismer used the time history of the wavefield for the previous 20 time steps to evaluate a power law absorption term based on the temporal fractional derivative, 9 Caputo used the previous 70 time steps, 10 while Norton and Novarini used the previous 1024 time steps. 11 The length of the time history required depends on the value of the power law exponent used, with values close to y ¼ 1 the most computational demanding. 9 Unfortunately, this value corresponds to many materials of interest, for example, soft biological tissue in the MHz range where y is typically close to 1. 12 The memory required to evaluate the power law absorption term can thus be very significant, particularly in solid media where the field variables are represented by vectors and tensors.
To overcome the large memory requirements, several authors have discussed the construction of temporally local or diffusive schemes for the computation of temporal fractional derivatives. 13, 14 This approach is based on expressing the fractional derivative in the frequency domain as an improper integral of a rational function, which is then approximated using a quadrature scheme. 15 In the time domain, each term in the quadrature sum corresponds to a convolution with an exponential kernel. This is equivalent to replacing the non-local problem with a series of local problems, which can be solved either as a system of first-order differential equations at each time step, 16, 17 or recursively. 15 The accuracy of this approach depends strongly on the quadrature scheme and the number of integration points used to evaluate the integral. 15 In the lossy acoustic case (where the medium is represented as a fluid rather than a viscoelastic solid), it is also possible to directly replace the fractional time derivatives with fractional space derivatives which are non-local in space rather than time. 18, 19 If the Fourier collocation spectral method is used to discretize the spatial gradients, 20 these operators can be computed very efficiently without needing to access the time history of the field variables. 19 Here, we a) Portions of this work were presented in "A computationally efficient elastic wave model for media with power-law absorption," IEEE International Ultrasonics Symposium, Prague, Czech Republic, 21-25 July 2013. b) Author to whom correspondence should be addressed. Electronic mail:
b.treeby@ucl.ac.uk
show how this idea can be extended to modeling the propagation of compressional and shear waves in viscoelastic solids with power law absorption. In Sec. II, the formulation of the model is described, including the fractional Kelvin-Voigt constitutive relation on which it is based. The absorption behavior of the fractional Laplacian wave equation is also analyzed. In Sec. III, the discretization and implementation of the model using the k-space pseudospectral method is discussed. Several numerical examples are then given to illustrate the capabilities of the developed model. Summary and discussion are presented in Sec. IV.
II. MODEL DEVELOPMENT A. Kelvin-Voigt model
Before proceeding to a discussion of fractional constitutive equations, it will be beneficial to briefly revisit the formulation and behavior of the classical Kelvin-Voigt model. This discussion will form the basis for later analysis of more complex material behavior. In an elastic material, the stress and strain are related by the stiffness, which is a measure of the material's resistance to deformation in response to an applied force. For a general anisotropic medium, this relationship can be written using Einstein summation notation as
where r is the stress tensor, e is the strain tensor, and C is the stiffness tensor. For small deformations, the strain and the particle displacement u are related by
To account for viscoelastic behavior in which a time dependent strain creep is observed in response to an applied force, Eq. (1) is generalized by adding terms proportional to the temporal derivatives of the stress and strain,
This expression accounts for the four types of classical viscoelastic behavior (for example, the Maxwell or Zener models) depending on the values of A m , B m , M 1 , M 2 , and C.
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When M 1 ¼ 0 and M 2 ¼ 1 (where the value of the empty sum is taken to be zero), the classical Kelvin-Voigt model is obtained,
where N is the viscosity tensor. If the medium is isotropic, there are only two independent components of both the stiffness and viscosity tensors. The Kelvin-Voigt stress-strain relation can then be written in the form
Here k and l are the Lam e parameters, where l is the shear modulus (the ratio of shear stress and shear strain), and v and g are the compressional and shear viscosity coefficients, respectively. The Lam e parameters are related to the shear and compressional sound speeds, c s and c p , by
where q 0 is the ambient mass density.
To model the propagation of elastic waves, it is necessary to combine the appropriate stress-strain relation with Newton's second law. Written as a function of the stress and particle velocity, where v i ¼ @u i =@t, this is given by
This expression is a statement of the conservation of momentum, sometimes referred to as the equation of motion. Using Eq. (2), the Kelvin-Voigt stress-strain relation can similarly be written as a function of the stress and particle velocity,
Equations (7) and (8) describe a set of coupled partial differential equations that account for the propagation of compressional and shear waves in an isotropic viscoelastic solid. These equations can also be combined into a single elastic wave equation. Written as a function of the particle displacement u, for a medium with homogeneous material properties this is given by
Using vector notation, this is equivalent to
Expanding the vector Laplacian using r 2 u ¼ rðr Á uÞ Àr Â ðr Â uÞ and replacing the Lam e parameters with the compressional and shear sound speeds from Eq. (6) then gives 
where the parameters s p and s s are defined as
To analyze the individual behavior of compressional and shear waves, Eq. (11) can also be written in terms of scalar and vector potentials, where u ¼ r/ þ r Â W (this is sometimes called the Helmholtz decomposition),
Individual equations for the potentials can then be obtained by taking the divergence or curl of Eq. (13), where r Á u ¼ r 2 / and r Â u ¼ r 2 W. This results in two separate wave equations given by equating the bracketed terms in Eq. (13) to 0. Each of these is in the form of Stokes' classical viscous wave equation. 22 The parameters s p and s s can thus be interpreted as relaxation times in the Stokes' sense. For xs ( 1, Stokes' equation accounts for acoustic absorption that varies with the square of frequency while the sound speed is approximately constant (meaning there is no dispersion). For xs ) 1, both the absorption and the sound speed vary with the square root of frequency. 22 
B. Fractional Kelvin-Voigt model
In the low frequency limit where xs ( 1, the classical Kelvin-Voigt model described in Sec. II A accounts for acoustic absorption that is proportional to x 2 . However, as mentioned in Sec. I, the absorption experimentally observed in many materials of interest is proportional to x y , where y is between 0 and 2, and is often close to 1. To account for this behavior, the operator equation given in Eq. (3) can be generalized by replacing the integer time derivatives with fractional time derivatives,
where n 2 ð0; 1 is a non-integer power. Again, depending on the values of M 1 and M 2 , this expression accounts for fractional generalizations of the four types of classical viscoelastic behavior, including the fractional Maxwell, KelvinVoigt, and Zener models. 23, 24 Physically, the introduction of the fractional derivative can be understood to change the shape of the strain creep and stress relaxation responses captured by the model. 
This particular stress-strain relation has been widely used to describe the behavior of viscoelastic materials in geomechanics. 25, 26 In the isotropic case, the fractional Kelvin-Voigt model can be written in the form
Following the same steps used in Sec. II A to manipulate the classical Kelvin-Voigt model, this expression can also be written as a wave equation dependent on the scalar and vector potentials,
In this case, the equations for the individual potentials are now both in the form of the Caputo fractional wave equation. 9, 26 Written in terms of the scalar potential /, this is given by
In the low frequency limit where xs ( 1, this equation encapsulates power-law acoustic absorption of the form 23 ,27
where a is the absorption coefficient in Np m -1
. Using the relaxation times defined in Eq. (12) , when xs p ( 1 and xs s ( 1, the absorption of compressional and shear waves is thus governed by
Correspondingly, to account for absorption of the form a ¼ a 0 x y in the low frequency limit, the viscosity coefficients in the fractional Kelvin-Voigt model should be chosen such that
Here a 0,s and a 0,p are the desired absorption coefficient prefactors in Np (rad/s) Ày m À1 for shear and compressional waves, respectively, and y is the desired power law dependence.
C. From temporal to spatial fractional derivatives
As discussed in Sec. I, the use of fractional time derivatives in the stress-strain relation introduces a challenging computational problem. This arises because the temporal fractional operators are non-local in time, and thus their numerical evaluation requires storing the time history of the field variables (unless a diffusive scheme is used). Under certain conditions, it is possible to replace fractional time derivatives with fractional space derivatives that are nonlocal in space, rather than time. 19 For explicit time-stepping methods, this has a significant computational benefit, as the wavefield at other spatial positions for each time step is already known.
To illustrate how this replacement arises, consider the Fourier transform of the fractional temporal derivative of a function g(x, t),
Here k and x are the spatial and temporal frequencies, respectively, and F x;t {ÁÁÁ} denotes the Fourier transform over x and t. The first part of this expression can be expanded using (Ài) y ¼ cos(py/2) À i sin(py/2) to give
For many applications, acoustic absorption only has a second order effect on wave propagation, i.e., xs ( 1. This means that the temporal frequency terms in Eq. (23) (which correspond to temporal derivatives) can be replaced by spatial frequency terms (which correspond to spatial derivatives) using the dispersion relation for the lossless wave equation x ¼ c 0 k. This is based on the premise that the substitution of first-order relations into second-order terms will result in third-order errors, which can be neglected. 28 Equation ( 
Using the definition of the fractional Laplacian 18 F x;t fðÀr 2 Þ y gðx; tÞg ¼ k 2y Gðk; xÞ; (25) and taking the inverse Fourier transform of Eq. (24) then yields
Similarly for a fractional power of y À 1,
Thus, fractional temporal derivatives can be replaced with fractional spatial derivatives without modifying the original absorption behavior, provided the effect of absorption on the wavefield is small.
To illustrate the utility of this relation, combining Eq. (27) with Eqs. (18)- (19) 
The conventional approach for studying the absorption and dispersion of equations in this form is to let x 2 R and k 2 C, where k ¼ k r þ ik i . The absorption can then be extracted by solving for k i . 22 However, for Eq. (30), the fractional powers of k prevent a solution from being easily obtained, except in the low frequency limit. 19 Alternatively, the absorption can be studied by letting k 2 R and x 2 C, where x ¼ x r À ix i . 32 This is motivated by considering the absorption of a traveling plane wave which can be specified using either a complex spatial frequency, or a complex temporal frequency, i.e., 
Considering the decay in amplitude of a plane wave after traveling a distance x in time t, the spatial and temporal absorption can be related by
where c d is the dispersive sound speed, i.e., the sound speed for a particular x-k pair. Returning to Eq. (30) and solving for x using the quadratic formula leads to
where
Interestingly, Eqs. (33) and (34) illustrate there is a threshold value of k where f > 1 and thus the solution for x becomes completely imaginary (this corresponds to the poles of the corresponding Green's function lying on the imaginary axis 29 ). In this regime, the waves experience exponential decay without any temporal oscillations, analogous to evanescent waves. 33 Solving for the real and imaginary parts of x 2 C in Eq. (33) then leads to
When f < 1, the fractional Laplacian wave equation exactly encapsulates power law absorption as a function of spatial frequency. The corresponding sound speed dispersion c d is given by
This illustrates that the propagating part of the wave has a finite sound speed for all k.
The value of f along with the real and imaginary parts of x and the dispersive sound speed c d are plotted as a function of k in Fig. 1 using the ultrasonic properties of breast tissue in the MHz frequency range. 34 For these particular material properties, the value of k at the threshold f ¼ 1 is 5.6 Â 10 9 rad/m. Using the first-order relationship x ¼ c 0 k, this corresponds to a temporal frequency of 1.3 GHz. This is several orders of magnitude higher than the range of frequencies for which the absorption parameters are valid. A similar conclusion can be drawn using the absorption parameters and frequency range relevant to other applications. Consequently, the high wavenumber limit where x r ¼ 0 is unlikely to play a role in most practical modeling scenarios, particularly as any numerical solution will always be bandlimited by the chosen discretization.
To calculate the corresponding absorption as a function of temporal frequency, which is how most experimental measurements are obtained, an explicit mapping can be made from ðx 2 C; k 2 R) to ðx 2 R; k 2 C) as defined in Eq. (31) . Starting with the expression for x i when f < 1 in Eq. (35) 
Next, an expression for c d as a function of x can be obtained by substituting the first-order relation x ¼ c 0 k into Eq. (36) which gives
Combining these equations then yields the absorption behavior of the fractional Laplacian wave equation as a function of temporal frequency When xs ( 1, the absorption terms in the denominator are much less than 1, leaving k i % a 0 x y as expected. 19 At intermediate values of xs relevant to wave propagation in highly absorbing media, 23 the a 2 0 term can be neglected and the denominator can be expanded using the first two terms of a binomial series, leaving
Examining Eq. (40), when 1 < y < 2, tan(py/2) will be negative, meaning the denominator of Eq. (40) will be greater than one. Consequently, the power law absorption encapsulated by the fractional Laplacian wave equation for highly absorbing media will be smaller than that predicted by the low frequency asymptote of a 0 x y . An example of this is given in Fig. 2 using the shear wave properties of skull bone in the MHz frequency range from Table I . The solid line illustrates the experimentally determined power law behavior a 0,exp x y exp (see discussion in Sec. III B), while the dashed line shows the absorption behavior of the fractional Laplacian wave equation calculated using Eq. (40) with the same power law parameters. To force the model to match the desired behavior over a specified frequency range, the appropriate power law absorption parameters a 0,model and y model to use in the fractional Laplacian wave equation can be obtained by solving a simple optimization problem, e.g., 
where k i is the absorption behavior from Eq. (39) or (40) . This minimization can be performed using any standard optimization tools, e.g., fminsearch in MATLAB. An example of this fitting procedure is given in Fig. 2 , where the crosses illustrate the absorption behavior of the fractional Laplacian wave equation using the optimized parameters. For completeness, the corresponding absorption behavior when xs ) 1 and f > 1 is given by
When y ¼ 2, this reduces to k i % E. Field-splitting in k-space
As discussed in Sec. II D, the fractional Laplacian wave equation can be used to describe power law absorption over a wide range of frequencies and absorption values. However, in the elastic case, the compressional and shear waves travel at two different sound speeds. This means the lossless dispersion relation x ¼ c 0 k cannot be used with Eq. (23) to convert temporal fractional derivatives to spatial fractional derivatives. Here, an approach to overcome this restriction by splitting the particle velocity field into shear and compressional components is described.
Considering first the lossless case and following Ref. 35 , the wave equation given in Eq. (11) can be written in the spatial frequency domain as
where F x frg ¼ ik and F x {u} ¼ U. The first term on the right hand side of this expression can be expanded using the substitution k(k Á U) ¼ (kk) Á U, where kk is the dyadic tensor formed by the outer product of k with itself. Similarly, the second term can be expanded using the triple vector
where k 2 k Á k and I is the identity matrix. Using these expansions, Eq. (43) can then be written in the form
wherek ¼ k=k is the normalized wavenumber vector. The dyadic operators ðkkÞ and ðI ÀkkÞ in Eq. (44) act to split the vector particle displacement into compressional and shear components, i.e.,
FIG. 2. Absorption behavior of the fractional Laplacian wave equation. For highly absorbing media, the encapsulated absorption (dashed line) will be smaller than a frequency power law calculated using the same pre-factor and exponent (solid line). However, using a simple fitting procedure, it is straightforward to select power law parameters that give the desired behavior (crosses). 40) . Here q 0 is the mass density in kg/m 3 , c 0 is the sound speed in m/s, a 0 is the power law absorption pre-factor in dB/(MHz y cm), and y is the power law exponent. The values for a 0,exp and y exp were obtained by fitting a power law to the experimental data as shown in Fig. 5 , while a 0,model and y model are the corresponding power law parameters that should be specified in the fractional Laplacian equation to observe this behavior numerically. Parameters marked with a * are the same for both compressional and shear waves. where U ¼ U p þ U s . Written using Einstein summation notation, this is equivalent to
Using the same approach to split the particle velocity, the fractional Kelvin-Voigt stress-strain relation can be split into two equations which separately describe the compressional and shear components of the wavefield. Written in x-t space, this gives
where the total stress field is r ij ¼ r p ij þ r s ij . Because the field is split, the fractional temporal derivatives can then be replaced with fractional spatial derivatives using Eq. (27) , where c 0 is chosen to be the appropriate shear or compressional sound speed (this can be either homogeneous or heterogeneous).
Note, the definition of n 2 (0, 1] in Eq. (14) suggests that in the low frequency limit, the absorption power law dependence of the fractional Kelvin-Voigt model is restricted to y 2 (1, 2]. However, in the case of the fractional Laplacian wave equation, there is no fundamental reason for this restriction, and the appropriate power law behavior can be observed both mathematically and numerically with y 2 (0, 2] and y 6 ¼ 1. Numerically, the split-field Kelvin-Voigt stress-strain relation also allows the possibility for the fractional power law exponent y to be defined separately for compressional and shear waves. However, this means the two wave types are no longer both governed by the constitutive equation given in Eq. (15), which only contains a single fractional operator. In most cases, choosing different power law exponents also causes the numerical model to become unstable. In light of this, the model discussed in Sec. III is restricted to a single value of y.
III. NUMERICAL MODEL
A. The k-space pseudospectral time domain solution A computationally efficient model for elastic wave propagation in absorbing media can now be constructed using the split-field fractional Kelvin-Voigt model given in Eq. (47) along with the equation of motion given in Eq. (7). Here, these are solved as coupled partial differential equations using an explicit k-space pseudospectral method in which the Fourier collocation spectral method is used to compute spatial gradients, 20 and a k-space corrected finite difference scheme is used to integrate forward in time. [35] [36] [37] The discrete equations given below are written in compact notation, where the þ and À symbols in the left superscript denote the field values at the next and current time steps, the p and s symbols denote the compressional and shear components of the field, the regular script i denotes the imaginary unit, terms including y in the right superscript indicate powers, and the i, j, l symbols in the right subscript denote Einstein summation indices, where a repeated index signifies a summation over all values of that index. The field variables are then updated in a time stepping fashion as follows:
(1) Update the Cartesian components of the particle velocity using both the compressional and shear parts of the stress tensor
Here k i represents the discrete set of wavenumbers in each Cartesian direction, k is the scalar wavenumber given by k 2 ¼ k i k i , F {} is understood to be the spatial Fourier transform over all Cartesian dimensions, and j is the k-space operator which corrects for the phase error introduced by the finite difference discretization of the time derivative, where j p,s ¼ sincðc (2) Split the Cartesian components of the particle velocity into compressional and shear parts using the k-space dyadic 
Here, to avoid needing to explicitly calculate the temporal gradient of the particle velocity using a finite difference scheme, the @ t V p;s i terms are calculated from the spatial gradients of the split stress field using the equation of motion from Eq. (7). (4) Update the compressional and shear parts of the stress tensor using the corresponding components of the split velocity field
where the Lam e parameters and viscosity coefficients are calculated from the material properties using Eq. (6) and Eq. (21).
To improve accuracy for simulations in heterogeneous media, a spatially staggered grid scheme is also used as shown in Fig. 3 . In this case, translating the field quantities between the staggered grid points is achieved using the shift property of the Fourier transform. 35 The order of the update equations also means the stress and velocity quantities are temporally staggered. This is significant for the calculation of the L p;s i terms in Eq. (50), as these require a combination of the staggered velocity and stress fields which are offset by Dt/2. The temporal grid staggering thus introduces a small phase error, which manifests as an error in the absorption and dispersion captured by the model. However, this error is typically small and can be controlled by modifying the size of the time step. 19 In the general case of an absorbing and heterogeneous medium, it is difficult to derive a compact expression that describes the stability of the derived numerical model. However, the stability can also be determined numerically by re-writing Eqs. (48)- (51) into an update equation of the form
, where f is a vector containing the individual components of the particle velocity vector and stress tensor, and A is a update matrix that maps the values of the field variables from the current time step to the next. For a given set of material and grid parameters, the model will be stable if the absolute values of the eigenvalues of A do not exceed 1. 39 In general, the inclusion of the k-space correction term improves both the stability and the accuracy of the model. 35 
B. Numerical simulations
The model equations given in Sec. III A were implemented in MATLAB as an extension to the open-source kWave toolbox. 30 To demonstrate the ability of the model to accurately account for power law absorption and dispersion in solid media, several numerical experiments were performed using material properties relevant to biomedical ultrasound. First, to illustrate the effect of the k-space correction term on the accumulation of numerical phase error, a broadband unipolar plane wave pulse was propagated through a homogeneous and lossless medium. The grid size was set to be 32 Â 512 grid points (9.375 mm Â 150 mm) and the medium properties were set to be those of skull bone from Table I . The source was defined as a line-shaped initial particle velocity distribution with a magnitude of 0.1 m/s, which was smoothed using a frequency domain Blackman window to minimize the visual impact of the underlying band-limited interpolant. 29 This distribution was assigned to both v x and v y to simultaneously excite compressional and shear plane waves in the medium. Figure 4 illustrates the particle velocity traces recorded 10 mm and 60 mm from the source, respectively, using a Courant-Friedrichs-Lewy (CFL) number of 0.3, where Dt ¼ CFLDx/c max . The upper panel shows the compressional wave and the lower panel the shear wave, where the split components of the wavefield were extracted using Eq. (49). The dashed lines illustrate the recorded signals when the kspace correction is used, and the solid lines when j in Eqs. (48) and (51) is set to 1, corresponding to a leapfrog pseudospectral time domain (PSTD) model. For a homogeneous medium, the inclusion of the k-space operator completely eliminates the phase error. In contrast, when the PSTD model is used, the accumulation of phase error is significant, even over the small domain size used in this example. This error can be controlled by reducing the size of the time step, or using a higher order scheme for the time integration. In the lossless case, as well as eliminating phase errors, the inclusion of the k-space correction makes the model unconditionally stable. 35, 37 Further discussion on the effect of the k-space operator for heterogeneous media is given in Ref. 31 .
Next, to study the accuracy of the absorption and dispersion behavior captured by the numerical model, the same simulation was repeated for a lossy medium. The power law absorption parameters for skull bone were derived from the experimental data given by White et al. 40 The fits were obtained by simultaneously minimizing the L2 error between the power law expressions a 0,p x y and a 0,s x y and the experimental data. The data and fits are shown in Fig. 5 , and the derived parameters are given in Table I . To obtain the corresponding power law parameters to use in the numerical model (a 0,model and y model in Table I ), the fitting procedure described in Sec. II D and Eq. (41) was used. Figure 6 illustrates the absorption and dispersion behavior captured by the model. The model values were numerically extracted from the time traces recorded at 5 mm and 10 mm from the source using the expressions given in Eq. (34) in Ref. 19 . The recorded traces for the compressional and shear wave are shown in Fig. 6(a) , with the corresponding absorption and dispersion shown in Fig. 6(b) and Fig.  6(c) . The open circles illustrate the absorption and dispersion behavior extracted from the model, while the solid lines illustrate the analytical values for comparison. There is a very close agreement, illustrating that the desired power law behavior is correctly captured by the model. A final numerical example is shown in Fig. 7 to demonstrate the utility of the model for studying problems of practical interest. This example simulates the transmission of ultrasound from a focused transducer through the human skull. A similar setup was recently used experimentally by Legon et al., 41 to demonstrate the feasibility of using transcranial focused ultrasound to non-invasively stimulate neural cells in the brain. The simulation was performed using a grid size of 576 Â 768 grid points, a grid point spacing of 167 lm, a time step of 11.25 ns, and a total simulation time of 45 ls. The properties for the background medium were set to lossless water, where c p ¼ 1481 ms À1 , c s ¼ 0 ms
À1
, and
, while the layer of skull bone was assigned the properties given in Table I . The skull was defined as a circular disk with an outer radius of 8.75 cm and a thickness of 6.5 mm, and was smoothed using a frequency domain Blackman window. 30 The source was defined as a 30 mm line source with a 30 mm focal length (defined using electronic delays). The source signal was a three cycle tone burst centered at 0.5 MHz and was injected as a velocity source in the y-direction.
Three snapshots of the evolution of the wavefield are shown in Fig. 7(a)-7(c) , with the position of the skull layer outlined with the dashed lines. The temporal maximum of the particle velocity magnitude recorded at each grid point during the simulation is shown in Fig. 7(d) . For comparison, the equivalent result calculated using a lossless elastic wave model is shown in Fig. 7(e) . When absorption is included, the magnitude of the particle velocity in the focus (shown with the black crosses) is reduced by 30%. This is particularly important in the context of neurostimulation, as the amplitude of the ultrasound waves is closely related to the observed neurological response. 42 Studying the magnitude and distribution of ultrasound within the skull under different sonication conditions is one potential future application of the model.
Regarding computational efficiency, using double precision arithmetic, the total compute time for the lossy elastic simulation was 39 min 49 s, while the corresponding compute time for the lossless elastic simulation was 16 min 17 s. The difference for the lossless case is almost entirely due to the reduction in the number of forward and inverse FFTs required per time step. In two-dimensions, the lossy elastic model uses 70 2D-FFTs per time step, while the lossless model uses only 28. The additional FFTs are required to compute the absorption terms given in Eq. (50). In comparison, using a lossy fluid model (kspaceFirstOrder2D from the k-Wave toolbox), the compute time for an equivalent simulation was 7 min 45 s, where only 11 2D-FFTs are needed per time step. Note, in terms of the absolute compute times, using Cþþ instead of MATLAB and performing computations in single precision can increase the performance of the k-space model by a factor of $15.
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Compared to a non-split implementation, the use of the field-splitting approach approximately doubles the amount of memory and the number of compute operations needed per time step. However, this is a relatively small penalty compared to models based on temporal fractional derivatives which require storing the time history of the particle velocity at each grid point, in addition to evaluating a time convolution for each time step. The use of field-splitting also allows the inclusion of the k-space correction term. This minimizes the phase error introduced by the finite difference discretization of the temporal gradients, which in turn allows larger time steps to be used for the same degree of accuracy. 35 
IV. SUMMARY
A computationally efficient model that accounts for power law absorption and dispersion in viscoelastic solids is derived. This is based on a fractional Kelvin-Voigt constitutive equation which is split into compressional and shear wave components using a dyadic wavenumber tensor. The field-splitting allows the temporal fractional derivatives in the Kelvin-Voigt model to be replaced with spatial fractional derivatives using the lossless dispersion relation x ¼ c 0 k, where c 0 is the appropriate compressional or shear wave speed. This replacement is significant, as the absorption term can then be efficiently evaluated using standard numerical techniques, without the need to store the time history of the wavefield. Here, the derived governing equations are discretized using the k-space pseudospectral method which allows the fractional operators to be easily computed in the spatial frequency domain. The field splitting approach also allows a k-space corrected finite difference scheme to be used for time integration, which minimizes the accumulation of phase errors.
The fractional Laplacian wave equation is shown to exhibit two distinct modes of behavior depending on the value of the spatial wavenumber relative to a high-wavenumber threshold. Above the threshold, the waves no longer FIG. 7 . (Color online) Simulation of the transmission of ultrasound waves generated by a focused transducer through a layer of skull bone. The upper three panels show snapshots of the normal stress after (a) 7 ls, (b) 15 ls, and (c) 25 ls. The position of the skull layer is denoted using the dashed lines. The lower two panels illustrate the temporal maximum value of the particle velocity magnitude recorded at each grid point over the duration of the simulation both (d) with, and (e) without absorption. The black crosses indicate the position of the focus inside the skull. When absorption is included, the magnitude at the focus is reduced by 30%.
propagate and are subject to exponential decay without any temporal oscillations. However, in practice, the very high value of the threshold means this behavior is unlikely to contribute to most modeling scenarios. Below the threshold, the model exactly accounts for power law absorption as a function of spatial frequency. When xs ( 1, this equates to power law absorption as a function of temporal frequency as expected. At intermediate values of xs, the absorption as a function of temporal frequency is smaller than the corresponding power law. However, using a simple fitting procedure, it is straightforward to select model parameters to give the desired behavior. Consequently, the fractional Laplacian Kelvin-Voigt model can be used to model wave propagation in a wide variety of materials with both low and high absorption values.
