Abstract. We consider convex risk measures in a spatial setting, where the outcome of a financial position depends on the states at different nodes of a network. In analogy to the theory of Gibbs measures in Statistical Mechanics, we discuss the local specification of a global risk measure in terms of conditional local risk measures for the single nodes of the network, given their environment. Under a condition of local law invariance, we show that a consistent local specification must be of entropic form. Even in that case, a global risk measure may not be uniquely determined by the local specification, and this can be seen as a source of "systemic risk", in analogy to the appearance of phase transitions in the theory of Gibbs measures.
Introduction
Consider a large network of financial institutions. At each node of the network we may want to assess the risk of the financial position taken at that node. This is usually done in terms of some monetary risk measure, which specifies the additional capital that is needed to make the position acceptable from the point of view of a supervising agency. Typically, such a local risk assessment is based on the marginal distribution which governs the behavior of the position at the given node. This way, however, we would neglect interactive effects not captured by the family of marginal distributions. It is therefore plausible to take a conditional approach such that the risk measure applied at a given node takes into account the situation at the other nodes of the network. In that case, the question arises whether these local conditional risk assessments can be aggregated in a consistent manner.
In this paper, our purpose is to explore, from a purely mathematical point view, the issue of consistent aggregation for conditional risk measures in a spatial setting. Let I be a countable set of nodes, or sites, whose states vary in some state space S. Suppose that at each site i ∈ I we are given a conditional convex risk measure ρ {i} which depends on the environment of i, described by the states of the other sites j = i. The question of consistent aggregation will be made precise by considering the following three problems: (I) A problem of local consistency: How arbitrarily can we prescribe the conditional risk measures ρ {i} for the single sites i ∈ I so that they can be aggregated, at least locally, in a consistent manner? More precisely, can the family (ρ {i} ) be embedded in a family (ρ V ) indexed by the finite subsets of I such that each ρ V is a conditional convex risk measure depending on the environment of V , and the consistency condition ρ W (−ρ V ) = ρ W is satisfied for any two finite subsets V and W such that V ⊆ W ? If that is the case, then the family (ρ V ) will be called a local specification of a convex risk measure.
(II) An existence problem: Is there a global convex risk measure ρ that is consistent with the local specification (ρ V ), that is, ρ(−ρ V ) = ρ for any V ? (III) A uniqueness and a representation problem: Is such a global risk measure uniquely determined by the local specification (ρ V )? And if this is not the case, how can we describe the structure of the set of all such global risk measures?
These three problems can be seen as non-linear analogues to three basic problems appearing in the theory of Gibbs measures in Statistical Mechanics. In the probabilistic approach to phase transitions initiated by R. L. Dobrushin [D] , global probability measures on a space of spatial configurations, also called random fields, are specified by a family (π V ) of local conditional probability distributions. Local consistency of such a local specification can be characterized in terms of interaction potentials, and therefore the corresponding random fields are also called Gibbs measures. Non-uniqueness of the global Gibbs measure is usually interpreted as the appearance of a phase transition. In our non-linear setting of convex risk measures, non-uniqueness of the global risk measure can be seen as one specific aspect of the much broader issue of systemic risk.
At the general level described so far, all three problems are to a large extent still open; some partial results on problems (II) and (III) will be discussed in [CFK] . In the present paper we focus on the special case of local law-invariance, and here we can give explicit answers to all three problems. Local law-invariance will mean that the local conditional risk measures ρ V are based on the conditional probability distributions π V given by the local specification of a Gibbs measure. Under this condition, we are going to show that the local specification of a convex risk measure must be entropic with some parameter of risk aversion that may depend on the spatial tail field. This result is stated in Theorem 4.5, and it solves the problem of local consistency (I), as explained in Corollary 4.6. We also show that there is a positive answer to the existence problem (II), if the same is true for the underlying local specification (π V ) of a Gibbs measure. The solution of Problem (III) is given by Theorem 4.7, which describes the structure of the class of all global convex risk measures consistent with the local specification (ρ V ). This involves an extension of (ρ V ) to a conditional entropic risk measure with respect to the spatial tail-field. Here we use an integral representation for the class of Gibbs measures coupled to the tail field which was obtained in [F] , in analogy to E. B. Dynkin's construction of entrance boundaries for Markov processes in [Dy] and [Dy1] . In particular, the representation in Theorem 4.7 implies that uniqueness of the global risk measure holds if and only if the Gibbs measure is unique and the parameter of risk aversion is constant. In other words, there are two possible sources of non-uniqueness of the global risk measure: on the one hand a probabilistic phase transition and, on the other hand, a non-trivial tail-field dependence of the risk parameter. This is made precise in Corollaries 4.8 and 4.9.
The entropic form of the local specification (ρ V ) follows from a general result concerning the combined effect of consistency and law-invariance, which is of independent interest: Under mild regularity conditions, a law-invariant convex risk measure on a space L ∞ (Ω, F, P ) is entropic as soon as it is consistent with respect to just one sub-σ-field F 0 that is properly contained in F. The precise statement is given in Theorem 2.4. It can be seen as both an extension and a simplification of the result in [KS] that law-invariant dynamic risk measures are entropic. Our proof of Theorem 2.4 is inspired by the discussion of quasi-convex risk measures in [CMMM] , in particular by the characterization of certainty equivalents within the class of law-invariant quasi-convex risk measures in their Lemma 11. But our consistency assumption is weaker, and this requires a conditional refinement of the key argument in [CMMM] .
The paper is organized as follows. In Section 1 we recall some basic notions from the theory of convex risk measures, and in Section 2 we prove the general Theorem 2.4. In Section 3 we introduce our spatial setting. First we fix a local specification (π V ) of a Gibbs measure, and we review the corresponding integral representation of Gibbs measures in terms of the spatial tail field. Then we define the local specification (ρ V ) of a convex risk measure, and we assume that it is connected to (π V ) by a condition of local law invariance. In Section 4, a local application of Theorem 2.4 provides the key to the entropic description of the local specification (ρ V ) in Theorem 4.5. The next step consists in extending the local specification (ρ V ) to a conditional entropic risk measure ρ ∞ with respect to the spatial tail field. This will yield our final representation results in Theorem 4.7 and its corollaries.
Preliminaries on risk measures and risk kernels
In this section we recall some basic notions from the theory of monetary risk measures initiated in [ADEH] , [H] , [FRG] , and [FS] . For more details see, for example, [FS1] and [FK] .
For a measurable space (Ω, F) we denote by M := M b (Ω, F) the Banach space of all bounded measurable functions on (Ω, F). A real-valued functional ρ on M will be called a monetary risk measure if it is monotone, i.e., ρ(X) ≥ ρ(Y ) whenever X ≤ Y , cash-invariant, i.e., ρ(X + m) = ρ(X) − m for constants m, and normalized, i.e., ρ(0) = 0. If a monetary risk measure ρ is also convex on M , then ρ will be called a convex risk measure. A convex risk measure is called coherent if it is also positively homogeneous, that is, ρ(λX) = λρ(X) for any positive constant λ. Now let P be a probability measure on (Ω, F). If ρ is a monetary risk measure on M such that ρ(X) = ρ(Y ) whenever X = Y P-almost surely, then ρ can also be considered as a monetary risk measure on the Banach space L ∞ := L ∞ (Ω, F, P ). Such a risk measure is called law-invariant (with respect to P ) if ρ(X) = ρ(Y ) whenever X and Y have the same distribution under P .
As an example, consider the entropic risk measure e β with parameter β ∈ [0, ∞), defined by
for β = 0, this will be interpreted as the limiting linear case
An entropic risk measure is clearly convex and law-invariant. Moreover, it has the following two regularity properties with respect to P :
is called strictly sensitive (with respect to P ), if
It is said to have the Lebesgue property (with respect to P ) if
In Section 2 we are going to see that, conversely, any law-invariant convex risk measure on L ∞ with these two properties is entropic as soon as it has an additional consistency property. This will involve the following notion of a conditional monetary risk measure.
Consider a σ-field F 0 ⊆ F, and let us use the notation
is called a conditional monetary risk measure with respect to F 0 if it satisfies the following three properties for any X, Y ∈ L
It is easy to see that any conditional monetary with respect to F 0 has the following local property: when X, Y ∈ L ∞ and A 0 ∈ F 0 , then
see, for example, [DS] 
Remark 1.4. Note that F 0 -consistency is always satisfied in the two extreme cases F 0 = F mod P (with ρ 0 (X) := −X) and F 0 = {∅, Ω} mod P (with ρ 0 (X) := ρ(X)).
Remark 1.5. An entropic risk measure e β is F 0 -consistent for every sub-σ-field F 0 ⊆ F. Indeed, a direct computation shows that (1.4) e β (X) = e β (−e β,0 (X)) for any X ∈ L ∞ , where e β,0 denotes the conditional entropic risk measure with the same parameter β, defined by
for β = 0, this should be read as
in analogy to (1.2). In Section 2 we will show that, conversely, any law-invariant convex risk measure with the above properties is entropic as soon as it is F 0 -consistent for just one σ-field F 0 that is "properly contained" in F.
In the preceding definitions we have referred to a given probability measure P on (Ω, F), and this will be the setting in Section 2. But for our discussion of locally specified spatial risk measures in Sections 3 and 4, it will be important to argue without such a global reference measure. For this reason we introduce the modified notions of a conditional risk measure in Definitions 1.6 and 1.7 below.
Let us first recall the classical definition of a stochastic kernel π(ω 0 , dω 1 ) from a measurable space
is a probability measure on (Ω 1 , F 1 ), and for any A 1 ∈ F 1 , the function π(·, A 1 ) on Ω 0 is F 0 -measurable. For a probability measure P on (Ω 0 , F 0 ) we denote by P π the probability measure on (
For a measurable space (Ω, F) and a sub-σ-field
with respect to F 0 is defined as a stochastic kernel π from (Ω,
In analogy to these classical probabilistic notions, we now introduce the notions of a monetary risk kernel and of a regular conditional risk measure. Let us write
Now consider a measurable space (Ω, F) and a sub-σ-field F 0 ⊆ F. Definition 1.7 A regular conditional risk measure on (Ω, F) with respect to F 0 is defined as a monetary risk kernel ρ 0 from (Ω, F 0 ) to (Ω, F) which is regular in the following sense:
for any ω ∈ Ω, any X 0 ∈ M 0 , any X ∈ M , and any bounded measurable function f on R 2 . Remark 1.8. Let P be a probability measure on (Ω, F), and let ρ 0 be a regular conditional risk measure with respect to F 0 . Suppose that ρ 0 (·, X) = ρ 0 (·, Y ) P -almost surely whenever X = Y P-almost surely. Then ρ 0 can also be regarded as a conditional monetary risk measure with respect to F 0 in the sense of Definition 1.2. In view of the representation of conditional expectations by regular conditional distributions, it is natural to ask whether, conversely, any conditional risk measure can be represented by a regular conditional risk measure. This question is discussed in Section 2.2 of [T1] .
Consistency and law-invariance: a general result
In this section we fix a probability space (Ω, F, P ) and a sub-σ-field F 0 of F. Let ρ be a convex risk measure on L ∞ , and assume that ρ is F 0 -consistent. Thus there is a conditional monetary risk measure ρ 0 with respect to F 0 such that
Our aim is to show that F 0 -consistency together with law-invariance of ρ implies that ρ is an entropic risk measure. Note that we will also need strong sensitivity and the Lebesgue property of ρ with respect to P , since these properties are necessary for ρ to be entropic, as pointed out in Section 1.
Let us first collect some simple facts which will be used in our proof.
Lemma 2.1. If ρ is strongly sensitive then ρ 0 is uniquely determined mod P .
Proof. Let ρ 0 andρ 0 be two conditional risk measures such that
Using the locality of ρ 0 we obtain
and the same equation holds forρ 0 . This implies
hence P [A 0 ] = 0 due to the strong sensitivity of ρ. Thus we have ρ 0 (X) ≤ρ 0 (X) P -a.s., and the reverse inequality follows in the same manner.
The following lemma shows that law-invariance of the risk measure ρ is inherited by the conditional risk measure ρ 0 ; its second part also appears in [KS] as Lemma 2.2.
Lemma 2.2. Let ρ be strongly sensitive. Then law-invariance of ρ implies conditional law-invariance of ρ 0 , that is, ρ 0 (X) only depends on the conditional distribution of X with respect to F 0 . In particular, we have ρ 0 (X) = ρ(X) P -a.s. whenever X is independent of F 0 .
Proof. Take X and Y in L ∞ such that the conditional distributions µ X (·|F 0 ) and µ Y (·|F 0 ) coincide P -a.s.. For any A 0 ∈ F 0 , the random variables XI A0 and Y I A0 then have the same distribution, since
for any measurable function f ≥ 0 on the real line. Law-invariance of ρ implies ρ(XI A0 ) = ρ(Y I A0 ) and hence, using ρ = ρ(−ρ 0 ) and the locality of ρ 0 ,
for any A 0 ∈ F 0 . As in the proof of the preceding Lemma 2.1, it follows that ρ 0 (X) = ρ(X) P -a.s., due to the strong sensitivity of ρ.
If X is independent of F 0 with distribution µ, then we have µ X (·|F 0 ) = µ P -a.s., and so ρ 0 (X) is P -a.s. constant. But this constant must be equal to ρ(X), since cash-invariance and normalization of ρ imply ρ(X) = ρ(−ρ 0 (X)) = ρ 0 (X).
We are now going to show that F 0 -consistency together with law-invariance of ρ implies that ρ is entropic. In view of Remark 1.4, this will also require, in addition to the regularity properties mentioned above, some restriction on the σ-field F 0 which ensures that we stay well away from the two extreme cases where the consistency condition becomes redundant. Definition 2.3. Let us say that F 0 is properly contained in F if i) (Ω, F 0 , P ) is atomless, and ii) (Ω, F, P ) is conditionally atomless given F 0 , that is, there exists a uniformly distributed random variable U on (Ω, F, P ) such that U is independent of F 0 .
We are now ready to state our main result in this section:
Theorem 2.4. Assume that the convex risk measure ρ is law-invariant, strongly sensitive, and satisfies the Lebesgue property. If ρ is F 0 -consistent for some σ-field F 0 which is properly contained in F, then ρ is an entropic risk measure with some parameter β ∈ [0, ∞).
Proof. The proof is inspired by the characterization of certainty equivalents within the class of quasi-convex law-invariant risk measures in Lemma 11 of [CMMM] . But our consistency assumption involves just one sub-σ-field F 0 of F, and this requires a conditional refinement of the argument in [CMMM] . We will proceed in two steps.
Consider the preference order ≺ on L ∞ defined by
We write
Since (Ω, F, P ) is atomless and ρ is lawinvariant, this preference order can also be viewed as a preference order on lotteries, that is, on probability measures µ on the real line with bounded support:
where X and Y are any random variables with distributions µ and ν; for example, we could take X = q µ (U ) and Y = q ν (U ), where q µ and q ν are quantile functions of µ, and where ν and U is a random variable which is uniformly distributed on (0, 1). In the first step of the proof, we will show that this preference order on lotteries satisfies the axioms of von Neumann and Morgenstern and can thus be described in terms of expected utility for some strictly increasing continuous function u on the real line. Consider the functional C on lotteries defined by
and note that µ ≺ ν ⇐⇒ C(µ) < C(ν).
In the second step of the proof, we will show that C coincides with the certainty equivalent C u corresponding to u. But the certainty equivalent C u = C is also translation-invariant, due to the cash-invariance of ρ. This implies, by a classical argument of Bruno de Finetti, that u must have a linear or an exponential form. Using the convexity of ρ, it will follow that ρ is indeed an entropic risk measure.
Step 1. For constants x > y we have ρ(x) = −x < −y = ρ(y) by cash-invariance and normalization, hence δ x δ y , and so the preference order on lotteries is monotone. It is also continuous with respect to the weak topology. More precisely, take any c > 0, define M c as the class of lotteries with support in [−c, c ] , and let us show that the set {(µ, ν) ∈ M c ⊗ M c |µ ν} is weakly closed in M c ⊗ M c . To this end we take lotteries µ n andμ n converging weakly to µ andμ. Choose corresponding quantile functions q n ,q n , q,q, and let U be uniformly distributed on the unit interval (0, 1). Weak convergence implies almost sure convergence of X n := q n (U ) to X := q(U ) and ofX n :=q n (U ) toX :=q(U ), and all these random variables are uniformly bounded by c. If µ n μ n and hence ρ(X n ) ≥ ρ(X n ), the Lebesgue property of ρ yields
and this implies µ μ.
Let us now verify the crucial independence axiom. Take lotteries µ, ν, γ and any constant λ ∈ (0, 1). We have to show that µ ν implies
Since F 0 is properly contained in F, we can find uniformly distributed random variables U i (i = 0, 1) such that U 0 is F 0 -measurable and U 1 is independent of F 0 . Define X := q µ (U 1 ), Y = q ν (U 1 ), Z = q γ (U 1 ) and the set A 0 := {U 0 ≤ λ} ∈ F 0 . Thus we have P [A 0 ] = λ, and X, Y , and Z are independent of F 0 and have distributions µ, ν, and γ. Moreover, the random variable
for any measurable function f ≥ 0 on the real line. In the same way, Y I A0 +ZI A c 0 has distribution λν+(1−λ)γ. Now suppose that µ ν, hence X Y . In order to verify inequality (2.3), we show that
By Lemma 2.2, the independence of X, Y , and Z of F 0 implies ρ 0 (X) = ρ(X), ρ 0 (Y ) = ρ(Y ), and ρ 0 (Z) = ρ(Z) P -a.s.. Using the consistency condition (2.1) and the local property (1.1) of ρ 0 , we obtain
But this implies inequality (2.4) since ρ is monotone, and since our assumption µ ν amounts to the inequality −ρ(X) ≤ −ρ(Y ). We have thus verified the axioms of von Neumann and Morgenstern which guarantee that the preference order ≺ on lotteries admits a numerical representation in terms of expected utility. More precisely, there exists a strictly increasing continuous function u on the real line such that
see, for example, [FS, Corollary 2.28 and Proposition 2.33].
Step 2. Note that the functional C on lotteries defined in (2,2) coincides with the certainty equivalent C u associated to the function u, defined by
where X has distribution µ, and where we have used cash-invariance and normalization of ρ in the first equation. Thus our functional C is indeed a certainty equivalent, namely equal to C u . Moreover, the cash-invariance of ρ implies that C has the following translation property:
for any constant m, where T m µ denotes the shifted measure defined by fdT m (µ) = f (x + m)µ(dx). But a classical result of Bruno de Finetti, often called the Nagumo-Kolmogorov-de Finetti Theorem, says that a strictly increasing continuous function u, whose certainty equivalent has the translation property, must be either linear or of exponential form, that is, u(x) = a + bx, u(x) = a − be −βx , or u(x) = a + be βx with strictly positive constants b and β; see, for example, [FS Proposition 2.46 ] and the references therein. Note that so far we have only made use of the monetary properties of ρ, combined with law-invariance and F 0 -consistency. Now we use the convexity of ρ to exclude the third case. But this shows that ρ is an entropic risk measure e β with some parameter β ≥ 0. More precisely, the first case implies that ρ is linear, that is, ρ(X) = E P [−X], and in the second case ρ is an entropic risk measure e β with parameter β > 0.
Corollary 2.5. In the situation of Theorem 2.4, where ρ is entropic with some parameter β ∈ [0, ∞), also the conditional risk measure ρ 0 is entropic with the same parameter β, that is, we have ρ 0 (X) = e β,0 (X) P -a.s. for any X ∈ L ∞ , where e β,0 is the conditional entropic risk measure defined in Remark 1.5.
Proof. By Theorem 2.4 we have ρ = e β for some β ∈ [0, ∞). As pointed out in Remark 1.5, this implies ρ(−e β,0 ) = ρ, hence ρ 0 (X) = e β,0 (X) P -almost surely for any X ∈ L ∞ , due to Lemma 2.1.
Remark 2.6. If the law-invariant risk measure ρ in Theorem 2.5 is not only convex but even coherent then we obtain β = 0, that is, ρ reduces to the linear case ρ(X) = E P [−X]. Even without the assumption of law-invariance, a coherent risk measure must be linear if the consistency assumption is required not just for one but for all sub-σ-fields F 0 of F; see [Y] and Theorem 6.3 in [T] . Since the strong notion of consistency used in the standard literature and also in this paper has such drastic consequences and excludes many plausible risk measures, the question arises how it could be relaxed in a fruitful manner. For a discussion of this issue we refer to [RS] , [T] , [T1] , [FSv] and the references therein.
Local specification of random fields and of convex risk measures
Let I be a countable set of sites, and let S be some polish state space with Borel σ-field S. We assume that each site i ∈ I can be in some state s ∈ S, and we denote by Ω = S I the set of possible configurations ω : I → S. For any subset J ⊆ I, we denote by ω J the restriction of ω to J ⊆ I, by F J the σ-field on Ω generated by the projection maps ω → ω(i) for any i ∈ J, and we write F = F I . A probability measure P on (Ω, F) will be called a random field.
Let V denote the class of non-empty finite subsets V ⊂ I. For a given set V ∈ V, the σ-field F V describes what is observable on V , while F V c describes the situation on V c := I − V , also called the environment of V . Definition 3.1. A collection (π V ) V ∈V of regular conditional probability distributions π V on (Ω, F) with respect to F V c is called a local specification of a random field if it satisfies the consistency condition
Note that each π V can be identified with a stochastic kernelπ V from (S
In the sequel we will freely use the same notation π V for both interpretations.
From now on we fix a local specification (π V ) V ∈V of a random field. Definition 3.2. Let P denote the convex set of all random fields P which are consistent with this local specification in the sense that (3.2) P π V = P for any V ∈ V.
A random field P ∈ P is also called a Gibbs measure. The case |P| > 1, where the global random field is not uniquely determined by the local specification (π V ) V ∈V , is often referred to as a phase transition. Note that, for any V ∈ V and any P ∈ P, the stochastic kernel π V is a regular conditional probability distribution for P with respect to the environment F V c , and so we can write
for any measurable function f ≥ 0 on (Ω, F).
In this probabilistic context three basic problems arise:
(I) A consistency problem: How arbitrarily can we prescribe the conditional probability distributions π {i} for single sites i ∈ I such that they can be extended to a local specification (π V ) V ∈V in a consistent manner, that is, π V π {i} = π V for any V ∈ V and any i ∈ V ?
(II) An existence problem: Is P = ∅ ?
(III) A uniqueness and a representation problem: Is |P| = 1, and if not, does the convex set P admit a Choquet type representation in terms of its extreme points?
The answers are provided by the theory of Gibbs measures. As to Problem (I), a consistent extension is possible if the conditional distributions π {i} admit a Gibbsian representation in terms of some interaction potential, and such a representation is also necessary if the π {i} satisfy a mild condition of "quasi-locality"; see, for example, Section 2.3 in [G] . Problems (II) and (III) have a trivial answer if I is finite. Indeed, in this case we have I ∈ V and I c = ∅, and so the probability measure P := π I (ω, ·) does not depend on ω. This implies P = {P }, and so there is no phase transition. The situation becomes more involved in the infinite case |I| = ∞. In general, existence involves some tightness conditions. Here we simply assume it: Assumption 3.3: The class P is not empty.
Let us now focus on the structure of the convex set P in the infinite case. To this end, we introduce the tail field
Using a method developed by E.B. Dynkin in the boundary theory of Markov processes, it can be shown that the local specification (π V ) V ∈V can be extended to a conditional probability distribution π ∞ with respect to the tail field F ∞ . More precisely, there exists a stochastic kernel π ∞ from (Ω, F ∞ ) to (Ω, F) such that, for any ω ∈ Ω, the random field π ∞ (ω, ·) belongs to P and is actually an extreme point of the convex set P; see [Dy] , [Dy1] , and [F] . In particular we have
Moreover, π ∞ provides, similtaneously for any P ∈ P, a conditional distribution with respect to the tail field F ∞ , that is,
P -a.s. for any P ∈ P and for any measurable function f ≥ 0 on (Ω, F). Thus, any random field P ∈ P admits the representation
whereP denotes the restriction of P to the σ-fieldF ⊆ F ∞ generated by the maps π ∞ (·, A) (A ∈ F). Conversely, any probability measureP on (Ω,F) defines via (3.4) a random field P ∈ P. In this way, we obtain an integral representation of the convex set P that is coupled to the tail field by the kernel π ∞ :
(3.5) P = {P π ∞ |P is a probability measure on (Ω,F)}.
In particular, a phase transition occurs if and only if the kernel π ∞ does not depend on the tail field, that is, all measures π ∞ (ω, ·) coincide.
Remark 3.4. The integral representation (3.5) shows that the set of extreme points of the convex set P is given by P e := {π ∞ (ω, ·)|ω ∈ Ω}. Note that the map Φ : Ω → P e given by ω → π ∞ (ω, ·) is measurable with respect to the σ-fieldF on Ω and the canonical σ-field on P e generated by the maps P → P [A] (A ∈ F). Denoting by µ P the image of P under the map Φ, the representation (3.4) takes the form
Conversely, any probability measure µ on P e defines via (3.6) a random field P ∈ P, and we have µ = µ P .
Thus we obtain a Choquet type integral representation of the convex set P, that is, any P ∈ P is barycenter of a unique probability measure µ P on the set P e of extreme points; see [Dy] , [Dy1] , and [F] .
Let us now pass from the linear level of conditional probability distributions to the non-linear level of conditional risk measures.
is called a local specification of a convex risk measure if it satisfies the consistency condition
for any V, W ∈ V such that V ⊆ W , and if each kernel is regular in the sense of (1.7). In analogy to the remark following Definition 3.1, each ρ V can be identified with a convex risk kernel
Here again, we will freely use the same notation ρ V for both interpretations.
From now on we fix a local specification (ρ V ) V ∈V of a convex risk measure. Definition 3.6. Let R denote the set of all convex risk measures ρ on M which are consistent with the local
For the local specification (ρ V ) V ∈V and for the corresponding class R of global risk measures, we can now formulate, as we did already in the Introduction, a consistency problem analogous to (I), an existence problem analogous to (II), and a uniqueness and representation problem analogous to (III). The consistency problem is open. For the analogues of Problems (II) and (III), some partial results are discussed in [CFK] . In the next section we will show that all three problems have an explicit solution if we introduce an additional condition of local law invariance, combined with some further regularity conditions.
The case of local law-invariance
Let us formulate a condition of law-invariance for our local specification (ρ V ) V ∈V of a convex risk measure with respect to the local specification (π V ) V ∈V of a random field. Note that it amounts to a condition of local law-invariance for the risk measures in the class R.
Definition 4.1. We say that (ρ V ) V ∈V is law-invariant with respect to (π V ) V ∈V if, for any ω ∈ Ω and any V ∈ V, the convex risk measure ρ V (ω, ·) is law-invariant with respect to the probability measure π V (ω, ·). In the same way, we say that (ρ V ) V ∈V has the Lebesgue property with respect to (π V ) V ∈V if any risk measure ρ V (ω, ·) has the Lebesgue property with respect to π V (ω, ·). Strong sensitivity of (ρ V ) V ∈V with respect to (π V ) V ∈V is defined in the same manner.
As an example, let us consider the entropic case. We use the notation e V,β (ω, ·) for the entropic risk measure defined by
for any parameter β ∈ [0, ∞); for β = 0, the right-hand side should be read as (−X)(η)π V (ω, dη), as in Remark 1.5. Now let β V (·) be an F V c -measurable function with values in [0, ∞), and consider the convex risk kernel defined by
Note that each risk measure ρ V (ω, ·) is clearly law-invariant, strongly sensitive, and has the Lebesgue property with respect to the probability measure π V (ω, ·). Moreover, each risk kernel ρ V is regular in the sense of Definition (1.7).
The question remains whether the entropic risk kernels ρ V defined by (4.2) for any V ∈ V satisfy the consistency condition (3.7) of a local specification. This is clearly the case if all functions β V are constant and coincide with the same parameter β ∈ [0, ∞). In order to formulate a condition which is both sufficient and necessary, let us first slightly extend the definition of a local specification. Definition 4.2. We say that a property holds modulo P if it holds P -almost surely for any P ∈ P. Let us also say that a family (ρ V ) V ∈V of convex risk kernels forms a local specification modulo P if the consistency condition
Lemma 4.3. The family of entropic risk kernels (ρ V ) V ∈V defined by (4.2) forms a local specification modulo P if and only if there is an F ∞ -measurable function β ∞ with values in [0, ∞) such that the equality
Proof. 1) To show "if", let β ∞ be an F ∞ -measurable function with values in [0, ∞), and consider the entropic risk kernelsρ V defined by (ρ V )(ω, ·) = e V,β∞(ω) (ω, ·). This family satisfies the consistency condition (ρ V )(−ρ W ) = ρ V for V ⊆ W and is thus a local specification of a convex risk measure. Now note that condition (4.4) implies that the equalityρ
holds modulo P, and this implies that the consistency condition (4.3) for (ρ V ) V ∈V is satisfied modulo P.
2) To show "only if", assume that condition (4.3) holds for ω ∈ Ω. Since ρ W (ω, ·) is entropic with parameter β W (ω), we also have
By Lemma 2.1, this implies
Since both sides are entropic with parameters β V (η) and β W (ω), respectively, the argument in part 2) of the proof of Theorem 4.5 shows that
For any W ∈ V, this implies that the equality (4.5) β V = β W for any V ∈ V holds modulo P. Now fix a sequence (V n ) ⊆ V increasing to I. The function β ∞ defined by
with A := {lim sup n β Vn < ∞} is clearly F ∞ -measurable and takes values in [0, ∞). For any P ∈ P we have β Vn = β Vn+1 (n = 1, 2, . . .) P -a.s., hence β ∞ = β Vn (n = 1, 2, . . .) P -a.s.. In view of (4.5), this implies that the equations β ∞ = β V for any V ∈ V hold modulo P, and hence the same is true for the equations
Since the family (e V,β∞ ) V ∈V is a local specification, it follows that the family (ρ V ) V ∈V is a local specification modulo P.
An entropic local specification is clearly law-invariant, strongly sensitive, and has the Lebesgue property with respect to (π V ) V ∈V . Our aim is to show that also the converse holds. To this end, we introduce the following equivalence assumption on the underlying local specification (π V ) V ∈V of a random field. Note that it implies local equivalence of the random fields in P, that is, any two random fields in P are equivalent on the σ-field F V for any V ∈ V.
Assumption 4.4. For any V ∈ V, the measures π V (ω, ·) are all atomless and equivalent on the σ-field F V .
We are now ready to prove the following converse result.
Theorem 4.5 If the local specification (ρ V ) V ∈V of a convex risk measure is law-invariant, strongly sensitive and has the Lebesgue property with respect to (π V ) V ∈V , then it is entropic. More precisely, there exists an F ∞ -measurable function β ∞ with values in [0, ∞) such that we have, modulo P,
for any V ∈ V and any X ∈ M .
Proof. 1) Fix ω ∈ Ω and V ∈ V with |V | > 1. For any i ∈ V , assumption 4.4 implies that the σ-field F V −{i} is properly contained in F V with respect to the probability measure π V (ω, ·). Now consider the convex risk measure
It is law-invariant, strongly sensitive, and has the Lebesgue property with respect to π V (ω, ·) on F V . Moreover, it is F V −{i} -consistent, since ρ V (−ρ {i} )(ω, ·) = ρ V (ω, ·). By Theorem 2.1 it follows that ρ V (ω, ·) is entropic, that is, equation (4.2) holds for some parameter β V (ω) ∈ [0, ∞).
2) Since ρ V is a convex risk kernel, the function ρ V (·, X) is F V c measurable for any X ∈ M , and this implies that the same is true for the parameter β V (·) appearing in part 1). Indeed, for A ∈ F V such that P [A] ∈ (0, 1), we have π V (ω, A) ∈ (0.1) due to Assumption 4.4, and so the map
is smooth and strictly increasing in β. Inverting this map, we obtain β V (ω) as a smooth function of ρ(ω, −I A ), and hence as a F V c -measurable function of ω. Due to the consistency of (ρ V ) V ∈V , Lemma 4.1 allows us to conclude that there exists an F ∞ -measurable function β ∞ with values in [0, ∞) such that the equation β ∞ (ω) = β V (ω) for any V ∈ V holds modulo P. But this means that equation (4.2) holds modulo P.
3) It remains to show that the entropic representation (4.6) also holds for the case |V | = 1, that is, for the single sites i ∈ I. Take V ∈ V such that i ∈ V and |V | > 1. Then, P -almost surely for any P ∈ P, the risk measure ρ V (ω, ·) has the entropic form (4.6) with parameter β ∞ (ω). A direct computation shows that
, due to consistency. By Lemma (2.1), this yields ρ {i} (η, ·) = e {i},β∞ (η, ·) for π V (ω, ·)-almost all η, and hence modulo P.
In the locally law-invariant case, we can now state the solution of the consistency problem for spatial risk measures, formulated in the introduction in analogy to Problem (I) in Section 3: How arbitrarily can we prescribe the conditional risk measures at the single sites in I so that they admit a consistent extension to a local specification? The answer is that they must have an entropic form:
Corollary 4.6. Suppose that at each site i ∈ I, we have specified a regular convex risk kernel ρ {i} from (Ω, F {i} c ) to (Ω, F) such that each risk measure ρ {i} (ω, ·) is law-invariant with respect to the probability measure π {i} (ω, ·). The collection (ρ {i} ) i∈I can be extended to a local specification (ρ V ) V ∈V modulo P that is law-invariant with respect to (π V ) V ∈V if and only if, modulo P, the risk kernels ρ {i} (ω, ·) are all entropic with the same tail-measurable parameter β ∞ (ω), that is,
for any X ∈ M .
Let us now fix an entropic local specification (ρ V ) V ∈V of the form (4.6), and let us turn to the analogues of the existence problem (II) and the representation problem (III) in Section 3. The answers are immediate if the set I is finite. Indeed, in this case the probability measure π I (ω, ·) does not depend on ω, and there is exactly one random field in P, namely P = π I . Moreover, the tail field is trivial, the parameter β ∞ is constant, and so there is exactly one risk measure in the class R, namely the entropic risk measure ρ I defined in terms of π I and β ∞ .
From now on we focus on the case |I| = ∞ where the situation is more involved. As in the case of Gibbs measures, we need a limit procedure in order to clarify the structure of the global risk measures consistent with the local specification (ρ V ) V ∈V . Let R L denote the class of all risk measures ρ ∈ R that have the Lebesgue property with respect to the class P. By this we mean that ρ(X) = lim n→∞ ρ(X n ) whenever (X n ) is a uniformly bounded sequence in M such that lim n→∞ X n = X modulo P. Our aim is to describe the structure of the set R L in more detail. To this end, we first extend the local specification (ρ V ) V ∈V defined by (4.6) to the tail field F ∞ by defining the entropic risk kernel F) ; recall that π ∞ (ω, dη) is the conditional distribution with respect to the tail field associated to the local specification (π V ) V ∈V via (3.4). Note that ρ ∞ is actually a convex risk kernel from (Ω,F) to (Ω, F), whereF is the sub-σ-field of F ∞ appearing in (3.5).
We denote byM := M b (Ω,F) the space of all bounded measurable functions on (Ω,F), and byR L the class of all convex risk measures onM which have the Lebesgue property with respect to the class P. The following representation (4.8) of the class R L can be seen as a non-linear analogue to the integral representation (3.5) of the class P of Gibbs measures.
Theorem 4.7 For any ω ∈ Ω, the risk measure ρ ∞ (ω, ·) belongs to R L , and so we have
In particular the set R L is not empty, and it has the form
Proof. 1) To see that ρ ∞ (ω, ·) ∈ R L , note first that ρ ∞ (ω, ·) has the Lebesgue property with respect to P,
for any V ∈ V, and so we have ρ ∞ (ω, ·) ∈ R.
2) In order to prove the inclusion ⊆ in equation (4.8), take ρ ∈ R L and defineρ as the restriction of ρ tô M . Clearly we haveρ ∈R L . Take X ∈ M ; we have to show ρ(X) =ρ(−ρ ∞ (·, X)). To this end, we fix a sequence (V n ) n=1,2,... ⊂ V which increases to I. Note first that we have
P -a.s. for all P ∈ P, due to backward martingale convergence. Using the consistency condition ρ = ρ(−ρ Vn ) and the Lebesgue property of ρ with respect to P, we obtain ρ(X) = lim n→∞ ρ(−ρ Vn (X)) = ρ(−ρ ∞ (X)) =ρ(−ρ ∞ (X)).
3) In order to show the reverse inclusion ⊇, takeρ ∈R L and define ρ :=ρ(−ρ ∞ ). Then we have ρ ∈ R, since ρ(−ρ V ) =ρ(−ρ ∞ (−ρ V )) =ρ(−ρ ∞ ) = ρ for any V ∈ V. Moreover, ρ has the Lebesgue property with respect to P. Indeed, if (X n ) n=1,2,... is a uniformly bounded sequence in M such that X n → X P-a.s. for any P ∈ P, then we obtain, using the Lebesgue property first for ρ ∞ and then forρ, The first source is a probabilistic phase transition, that is, a multiplicity in the class P of global random fields, since this amounts to non-uniqueness of the measure π ∞ (ω, ·) in (3.4). The second source is the tail dependence of the parameter β ∞ . To see the separate effect of these two sources more clearly, let us state the following two corollaries.
Corollary 4.8. Let us assume that the parameter β ∞ is constant. Then the local specification (ρ V ) V ∈V determines a unique global risk measure ρ ∈ R L if and only if there is no probabilistic phase transition, that is, iff |P| = 1. In that case, ρ coincides with the entropic risk measure e β∞ defined by the unique random field P ∈ P and the constant parameter β ∞ .
Proof. If P contains only one random field P , then the measures π ∞ (ω, ·) in (3.4) are all equal to P . This implies that the risk measure ρ ∞ (ω, ·) does not depend on ω, since (4.7) reduces to ρ ∞ (ω, X) = 1 β ∞ log e −β∞X dP, and since β ∞ is assumed to be constant. This means that ρ ∞ (ω, ·) coincides with the unconditional entropic risk measure e β∞ defined in terms of P . Conversely, a probabilistic phase transition means that π ∞ (ω, ·) = π ∞ (ω 1 ) for some ω 1 , ω 2 ∈ Ω, and this implies ρ ∞ (ω 1 , ·) = ρ ∞ (ω 2 , ·), hence |R L | > 1.
Corollary 4.9. Suppose that |P| = 1. Then we have |R L | = 1 if and only if β ∞ is constant.
Proof. The implication "if" follows from the preceding Corollary. Conversely, assume that P = {P } and |R L | = 1. Then the risk measure in (4.7) takes the form (4.8) ρ ∞ (ω, X) = 1 β ∞ (ω) log e −β∞(ω)X dP.
For any X ∈ M which is not constant P -almost surely, the function β → log E P [e −βX ] is strictly convex. This implies that the right hand side of (4.8) is strictly monotone in the parameter β ∞ (ω). But the left hand side does not depend on ω since |R L | = 1, and so β ∞ (ω) must be constant.
In the preceding discussion, law-invariance was only assumed in a local sense, namely for the local specification (ρ V ) V ∈V . The assumption of global law-invariance of a spatial risk measure with respect to some random field P would be much more restrictive, as the following corollary shows.
Corollary 4.10. Suppose that ρ is a risk measure in R L that is law-invariant and strongly sensitive with respect to some random field P . Then we have P ∈ P, there is a constant β P ∈ [0, ∞) such that β ∞ (·) = β P P -almost surely, and ρ is the entropic risk measure defined in terms of P and β P .
Proof. Take any V ∈ V. Due to Theorem (2.4), the consistency condition ρ = ρ(−ρ V ) together with law-invariance and the assumed regularity properties of ρ with respect to P imply that ρ is an entropic risk measure, defined in terms of P and some parameter β P ∈ [0, ∞). Since ρ = ρ(−e V ), where e V (ω, ·) denotes the entropic risk measure defined by π V (ω, ·) and the parameter β P , we obtain ρ V (·, X) = e V (·, X) P -almost surely for any X ∈ M , due to Lemma 2.1. But this implies that β P = β ∞ (·) P -almost surely, and that π V is a conditional probability distribution for P with respect to F V c . Since V ∈ V was arbitrary, we have shown P ∈ P.
