[Collective properties of the mutual-learned neuronal net systems in the information field].
Model of neural networks system, in which networks interact by transmission and associative recognition of signals, is studied by computer simulation and qualitative approach. System behavior depends on the value of learning parameter epsilon, which determines the weight of writing in memory of each network every transmissible signal. Two different regimes are found: regime of auto-governed behavior, which depends only on initial networks characteristics, and regime of collective recognition of initial signal in form of a certain stable signals cycle. Analogy of this model and Aigen's hypercycle, the problem of creation of some new information in this model are discussed, too.