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Abstract
We develop some techniques for studying various versions of the function space BMO. Special cases
of one of our results give alternative proofs of the celebrated John–Nirenberg inequality and of related
inequalities due to John and to Wik. Our approach enables us to pose a simply formulated “geometric”
question, for which an affirmative answer would lead to a version of the John–Nirenberg inequality with
dimension free constants.
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1. Introduction. Our main question
We begin by inviting the reader to consider and hopefully even answer the following question.
We will subsequently refer to it as “Question A”.
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erty?
For every positive integer d and for every cube Q in Rd , whenever E+ and E− are two
disjoint measurable subsets of Q whose d-dimensional Lebesgue measures satisfy
min
{
λ(E+), λ(E−)
}
> τλ(Q \E+ \E−),
then there exists some cube W contained in Q for which
min
{
λ(W ∩E+), λ(W ∩E−)
}
 sλ(W).
We are led to consider this question because of our interest in the space BMO of functions of
bounded mean oscillation introduced by John and Nirenberg [13]. We recall that these are the
functions f :Rd →R which have the property that
sup
Q
1
λ(Q)
∫
Q
|f − fQ|dλ < ∞
where the supremum is taken over all cubes Q in Rd and where fQ is the average of f on Q.
We will show that an affirmative answer to Question A would have very interesting conse-
quences for the study of a remarkable property of functions of bounded mean oscillation. It
would imply (see Theorem 9.1) that the following “dimension free” version
λ
({
x ∈ Q: ∣∣f (x) −mf ∣∣ α})max
{
1
2τ
,2
√
1
2τ
}
· λ(Q) · exp
(
− αs log
1
2τ
8‖f ‖BMO
)
(1.1)
of the John–Nirenberg inequality [13] holds for every α  0. It would also imply some slightly
stronger inequalities. (Here mf is any median of the measurable function f on the cube Q in Rd .)
Having formulated our question, let us now state to what extent we have been able, so far, to
answer it or to simplify it.
For each particular value of d ∈ N we can find numbers, τ ∈ (0,1/2) and s > 0 which do
have the property sought in Question A. Furthermore we can show that their having this property,
implies that the inequality (1.1) is satisfied.
We do not yet have an answer to Question A, because at least one of our constants τ and s
depends on d . We can take, for example, τ = √2 − 1, but, for that choice of τ , we have only
been able to obtain a value of s which depends on d , namely s = 2−d(3 − 2√2 ).
Regardless of whether τ and s really have to depend on the dimension, it seems of interest that,
in the expression of the form Cλ(Q) · exp(− cα‖f ‖BMO ) on the right-hand side of our version (1.1)
of the John–Nirenberg inequality, we have revealed a quite explicit connection between the con-
stants C and c and a geometric property expressed by the constants τ and s.
It also seems of interest that the “geometric” condition sought in Question A is, more or less
“equivalent” to an analytic condition which compares certain kinds of BMO “norms” of func-
tions f on Rd with related kinds of BMO “norms” of their rearrangements f ∗ on (0,∞). (The
implications, in two opposite directions, which express this “sort of equivalence” are precisely
formulated and established in Theorems 8.2 and 8.4.)
Our results can be expressed in more abstract terms, and they apply to other versions of the
space BMO including the one considered by Wik [30], where cubes are replaced by “false cubes”.
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details, intended mainly for readers less familiar with some of the topics treated here, can be
found in [6]. It also contains some slightly different alternative formulations of Question A which
may ultimately be of interest.
2. Notation, terminology and some more introduction
Throughout this paper d will denote a positive integer and λ will denote d-dimensional
Lebesgue measure on Rd . The value of d will always be clear from the context. When d = 1
we will also often use the notation |E| instead of λ(E) for each measurable subset E of R. By a
cube in Rd we will always mean a d-dimensional closed cube with sides parallel to the axes.
Definition. To save tedious repetitions of terminology, we will say that a set E is admissible
if it is a measurable subset (i.e., a Lebesgue measurable subset) of Rd and its d-dimensional
Lebesgue measure satisfies 0 < λ(E) < ∞.
For each admissible set E and each measurable real valued function f whose domain of
definition contains E, we define the mean oscillation of f on E by
O(f,E) := inf
c∈R
1
λ(E)
∫
E
|f − c|dλ. (2.1)
It is convenient to fix some notation for two other frequently used variants of the functional
O(f,E). So we set
A(f,E) := 1
λ(E)
∫
E
|f − fE |dλ
for every function f which is integrable on E, and where fE := 1λ(E)
∫
E
f dλ. We also set
D(f,E) := 1
λ(E)2
∫ ∫
E×E
∣∣f (x)− f (y)∣∣dλ(x)dλ(y)
(“A” and “D” are our abbreviations for “average” and “double integral” respectively). We recall
that the set of medians of f on E consists of all numbers c ∈R which satisfy
λ
({
x ∈ E: f (x) < c}) 1
2
λ(E) and λ
({
x ∈ E: f (x) > c}) 1
2
λ(E).
This set is always non-empty, and the infimum in (2.1) is attained, i.e.,
O(f,E) = 1
λ(E)
∫
E
|f − c|dλ
whenever c is a median of f . We also note that
O(f,E)A(f,E)D(f,E) 2O(f,E) (2.2)
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are recalled in Appendix 11.1 of [6, pp. 55–57]).
Definition 2.1. Let D be some measurable subset of Rd with positive measure and let E be
some collection of admissible subsets E of D. We define the space BMO(D,E) to consist of all
(equivalence classes of) measurable functions f :D →R for which the seminorm
‖f ‖BMO(D,E) := sup
E∈E
O(f,E) (2.3)
is finite.
One may also define BMO(D,E) equivalently via either one of the seminorms
‖f ‖(A)BMO(D,E) := sup
E∈E
A(f,E)
or
‖f ‖(D)BMO(D,E) = sup
E∈E
D(f,E) (2.4)
which (cf. (2.2)) are each equivalent to the seminorm (2.3) to within constants of equivalence 1
and 2.
Of course if f coincides a.e. with a constant function then ‖f ‖BMO(D,E) = 0. The reverse im-
plication may also be true for suitable choices of D and E . In all cases the seminorm ‖ · ‖BMO(D,E)
defines a norm on suitable equivalence classes of functions in BMO(D,E) which may, for suit-
able choices of D and E , be simply equivalence classes of functions modulo constants.
The most frequently considered way of choosing D and E is
{
D is either Rd or some fixed cube in Rd and E is chosen
to be Q(D), the collection of all cubes contained in D. (2.5)
As the reader no doubt recalls, functions of the space BMO(D,E) were first introduced and stud-
ied by John and Nirenberg [13] for the case where D is a cube in Rd and E =Q(D). The original
motivation for studying these functions apparently came from John’s study [11] of problems in
the theory of elasticity, related in particular to the concept of elastic strain. One of the first ap-
plications of [13] was in a paper [18] by Moser extending Harnack’s theorem about harmonic
functions to functions which are solutions of elliptic second order PDEs. But the space of these
functions and its analogues have since turned out to also have many other deep properties and
numerous other, sometimes quite surprising applications in analysis. One particularly notable
example of such an application is the connection with Hp spaces revealed in the paper [7] of
Fefferman and Stein.
The choice of D and E specified in (2.5) is only one among several possible interesting
choices, and we will list four more examples of such choices now, taking the opportunity to
also fix our notation for them, notation which will be used throughout the paper. In each of these
examples we will take the set D to either be Rd or some measurable subset of Rd with non-empty
interior.
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{E is chosen to be D(D), the collection of all dyadic cubes
contained in D, (2.6){E is chosen to be B(D), the collection of all Euclidean balls
contained in D, (2.7){E is chosen to be K(D), the collection of all bounded closed
convex subsets of D which have non-empty interiors, (2.8){E is chosen to be W(D), the collection of all special rectangles
contained in D. (2.9)
By special rectangles we mean all those subsets of Rd which are the Cartesian products I1 ×
I2 × · · · × Id of d bounded closed intervals of positive length, where, for each j = 1,2, . . . , d ,
the length |Ij | of Ij equals either mink=1,2,...,d |Ik| or 2 mink=1,2,...,d |Ik|. Such sets, and their
associated space BMO(Rd ,W(Rd)) were introduced and studied by Wik in [30]. He used the
terminology “false cubes” for special rectangles. Below we will describe his results in more
detail.
Of course the seminorm ‖f ‖BMO(D,K(D)) is larger than any of the other seminorms
‖f ‖BMO(D,E) arising from the other choices of E listed just above, and for this reason it will
be of less interest for us here for the particular aims of this paper. However we remark that
a result of Nazarov, Sodin and Vol’berg ([19, p. 13] and [20]) shows that every polynomial
P :Rd →R of degree n satisfies
∥∥log |P |∥∥BMO(D,K(Rd ))  4 + log 42 n. (2.10)
It is remarkable that there is no dependence on the dimension d in this inequality. We are naturally
led to ask whether the left side of (2.10) can also be bounded from below by cn for some absolute
positive constant c. If this can be shown to be the case, then other results in [19] would imply
that a dimension free version of John–Nirenberg inequality holds, for D = Rd and E =K(Rd),
at least for all functions of the special form log |P |. An analogous question with analogous con-
sequences can be asked for the apparently more difficult and perhaps more interesting case where
E is chosen to be Q(Rd).
There are also other more “exotic” versions of the space BMO. But these seem to be quite
beyond the scope of what we will study in this paper. For example, the measure λ may be replaced
by a more general measure, and, furthermore, the underlying set Rd may be replaced by other
suitable sets. There is even a version of BMO in the setting of martingales.
We have already alluded above to the following result of John and Nirenberg, which is (a very
slight rewording of) Lemma 1 of [13], and is in fact the main result of that paper:
Theorem 2.2. Let D be a cube in Rd and let f :D → R be a function belonging to the space
BMO(D,Q(D)). Then
λ
({
x ∈ D: ∣∣f (x) − fD∣∣> α}) Bλ(D) exp
(
− bα
‖f ‖(A)BMO(D,Q(D))
)
for every α > 0, (2.11)
where B and b are constants which depend only on the dimension d .
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our main motivation and our main interest in this paper. In fact (2.11) is the key to obtaining
various other properties of BMO and has been widely studied further since its original discovery.
The proof of (2.11) in [13] uses a famous lemma of Calderón and Zygmund. Among other proofs
of (2.11), one of the simpler ones is due to Bennett, DeVore and Sharpley [3] (see the remark
at the end of Section 3 on p. 607 of [3]) using a covering lemma which appeared previously
in [4].
Remark 2.3. It is a simple exercise to show that the constant B in (2.11) must necessarily satisfy
B  1. Furthermore, versions of (2.11) have been proved in which B = 2. (See e.g., [27] or the
results of [30] which we shall also discuss below.)
Remark 2.4. It should be noted that a version of the John–Nirenberg inequality was obtained by
Korenovskii [15] who showed, for d = 1, that the optimal value of the constant b in (2.11) is 2/e.
See also [16, p. 77].
It is also interesting to note that, again for the case where d = 1, various sharp constants
for different forms of the John–Nirenberg inequality have been obtained by Slavin, Vasyunin and
Vol’berg. Their papers [25,26,29] are devoted to the Bellman function approach to this inequality.
Naturally, we are very interested in the question of whether it might ultimately be possible to
apply the Bellman function technique to obtain new estimates for these constants when d > 1
and when d → +∞. We are grateful to the referee and to Gady Kozma for drawing our attention
to these papers.
In this paper we begin the development of some techniques for studying BMO type spaces
which are apparently somewhat different from those used so far. We will use them to give an
alternative proof of a somewhat abstract result which includes, as special cases, both (2.11)
and an analogous result of Wik for special rectangles, which we will describe in a moment.
Our proof will not be obviously shorter or simpler than the analogous proofs in [13] and [3]
and [30] and elsewhere. Nor does it give better constants than the ones obtained by previously
published proofs. But it seems distinctly possible that, with further development and refinement,
some elements of our approach here may be able to give new information about the behav-
ior of the constants B and b, for large values of the dimension d and perhaps even ultimately
lead to determining whether these constants can both be taken to be independent of the di-
mension d . In Wik’s analogue of the inequality (2.11) in the context (2.9) of special rectangles
(see (2.13)), the relevant constants are independent of d . Our proof in the same context also
gives constants independent of d , but Wik’s constants are better than ours. (See Remark 9.2 for
details.)
Let us recall some of Wik’s results more explicitly, since we will later wish to compare them
with ours. For each measurable function f :Rd →R he defines ‖f ‖′BMO to be the seminorm (2.4)
where E =W(Rd) is the collection of all special rectangles (or “false cubes”) in Rd , i.e., in our
notation
‖f ‖′BMO = ‖f ‖(D)BMO(Rd ,W(Rd )). (2.12)
He defines ‖f ‖BMO analogously, except that here E is Q(Rd), i.e.,
‖f ‖BMO = ‖f ‖(D) d d .BMO(R ,Q(R ))
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by Wik:
λ
({
x ∈ Q: ∣∣f (x)−mQ∣∣ α}) 2λ(Q) exp
(
− α ln 2
16‖f ‖′BMO
)
. (2.13)
(We have written it here using notation slightly different from that of [30], to make it more
convenient for comparison with (2.11).) This holds for every special rectangle Q, and for every
α  0 and for every number mQ which is a median of f on Q.
The final result of Wik’s paper (the corollary on p. 199 of [30]) is a variant of (2.11) expressed
in terms of medians. Using the considerations described in Lemma 11.5 of [6] we see that Wik’s
result implies a version of (2.11) in which the constants b and B are given by
b = ln 2
32(2 + 6
√
d
π
)
and B = 2eb.
We conclude this section by listing some of the features of our approach, some of which have
already been discussed or alluded to:
• Probably the most important feature of this paper is that it provides the framework for posing
“Question A”, whose positive resolution would, as we show, give a dimension free John–
Nirenberg inequality.
• In one of the decisive steps of our proof of the John–Nirenberg inequality (see Theorem 8.2),
we find that in some sense we have reduced our argument to the case where we only have to
consider functions which take the three values 0, 1 and 2.
As kindly pointed out by the referee, an apparently similar phenomenon, for d = 1, has
been noted in the paper [29, p. 14], and this suggests the possibility that a Bellman func-
tion point of view may perhaps also ultimately provide an alternative explanation of why,
also for d > 1, everything is reducible to the estimates of functions having only 3 val-
ues.
• Instead of working with the seminorms
‖f ‖BMO(D,Q(D)) or ‖f ‖(D)BMO(D,Q(D)) or ‖f ‖(A)BMO(D,Q(D))
we mainly use another functional, which we denote by ‖f ‖BMO0,s or ‖f ‖(J,s)BMO(D,Q(D)). This
functional was introduced by John [12] and then further studied by Strömberg [28]. The
condition sought in Question A implies an inequality of the form
∥∥f ∗∥∥BMO0,σ (R)  ‖f ‖BMO0,s (Rd )
for suitable values of the parameter σ and a suitable class of functions f . Conversely (see
Theorem 8.4) if such an inequality holds for some other appropriate value of σ , then it
implies the condition sought in Question A.
• Some additional features are mentioned on pp. 7–8 of [6].
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In this section we shall recall some properties of the non-increasing rearrangements of measur-
able functions which are defined on an arbitrary measure space (Ω,Σ,μ). Most, indeed probably
all of these are well known. A detailed discussion of them can be found, for example, in [9].
Among other relevant references we mention [5] and [21].
For each measurable f :Ω → R, one first defines the distribution function f∗ : (0,∞) →
[0,∞] of f by
f∗(α) = μ
({
ω ∈ Ω: ∣∣f (ω)∣∣> α}).
One can then define the non-increasing rearrangement f ∗ : (0,∞) → [0,∞) of f , provided
f∗(α) is finite for some positive α. It is given by the formula
f ∗(t) = inf{α > 0: f∗(α) t}
for each t > 0. It is, roughly speaking, the right continuous “inverse” of the distribution function.
Remark. In all our applications here, we will only need to consider the non-increasing rear-
rangements of functions for which the set on which they are non-zero has finite measure. Thus
the required condition about the finiteness of the distribution function will always be fulfilled.
Here are the properties of the non-increasing rearrangement that we will need in this paper.
They all hold for any measurable function f :Ω → R for which f∗(α) < ∞ for some α > 0.
Recall that we denote the one-dimensional Lebesgue measure of subsets G of (0,∞) by |G|.
(i) f ∗ is non-negative, non-increasing and right continuous on (0,∞).
(ii) f and f ∗ have the same distribution functions, i.e., they satisfy∣∣{t > 0: f ∗(t) > α}∣∣= μ({ω ∈ Ω: ∣∣f (ω)∣∣> α}) for all α ∈ [0,∞). (3.1)
(iii) If f∗(β) < ∞ for some β  0 then,∣∣{t > 0: f ∗(t) α}∣∣= μ({ω ∈ Ω: ∣∣f (ω)∣∣ α}) for all α ∈ (β,∞) (3.2)
and ∣∣{t > 0: f ∗(t) = α}∣∣= μ({ω ∈ Ω: ∣∣f (ω)∣∣= α}) for all α ∈ (β,∞). (3.3)
(iv) The set {t > 0: f ∗(t) > α} is the open interval (0, f∗(α)) for each α ∈ [0,∞).
(v) If μ(Ω) < ∞, then a variant of (3.3) holds for all α ∈ [0,∞), namely
μ
({
ω ∈ Ω: ∣∣f (ω)∣∣= α})= ∣∣{t ∈ (0,μ(Ω)): f ∗(t) = α}∣∣. (3.4)
We refer, e.g. to [9] and to [6, pp. 9–10], for proofs of these properties.
We close this section with the following lemma which will be needed in Section 4. Its proof
is also a straightforward exercise. (Cf. the proof of Lemma 3.2 in [6, p. 10].)
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Then, ∣∣{t ∈ (0, λ(Q)): ∣∣g∗(t)− c∣∣ α}∣∣= λ({x ∈ Q: ∣∣g(x) − c∣∣ α})
for all c ∈R and all α  0.
4. The functional of John and Strömberg for characterizing BMO
Given an admissible subset E of Rd , a real valued function f which is defined and measurable
on E, and a number s ∈ (0,1), it is convenient to introduce the notation J(f,E, s) for a special
functional which was introduced and studied in [12] and then considered in greater generality
in [28]. Thus we set
J(f,E, s) = inf
c∈R
(
inf
{
α  0: λ
({
x ∈ E: ∣∣f (x)− c∣∣> α})< sλ(E)}). (4.1)
(Here, as always in this paper, λ denotes d-dimensional Lebesgue measure on Rd .) In [12]
and [28] the set E is always taken to be a cube, and the functional J(f,E, s) is shown to be a
kind of counterpart, a very useful counterpart, of the functionals O(f,E), A(f,E) and D(f,E).
There is another, perhaps more convenient formula for J(f,E, s), namely
J(f,E, s) = inf
c∈R
(
(f − c)χE
)∗(L)(
sλ(E)
)
.
(Here u∗(L) denotes the left continuous rearrangement of a measurable function u.) This formula
is mentioned e.g., in [17,22,24]. In this section we shall obtain yet another formula for J(f,E, s)
in terms of rearrangements. (See Proposition 4.3.)
In our case E will often be a cube or special rectangle, or, more generally, a member of some
collection E of admissible subsets which is used, as in (2.3), together with some measurable set
D ⊂ Rd , to define a seminorm for some version of the space BMO. Indeed for such E and D,
following the model of [12] and [28], and analogously to the seminorm defined by (2.3), we
consider the functional
‖f ‖(J,s)BMO(D,E) := sup
E∈E
J(f,E, s). (4.2)
Remark. In the case where D = Rd and E = Q(Rd) it is known [10,24] that this quantity is
equivalent to a certain K-functional. More explicitly,
‖f ‖(J,e−t )BMO(D,E) ∼ K
(
t, f ;L∞(Rd),BMO(Rd ,Q(Rd))).
Despite the choice of notation in (4.2), ‖f ‖(J,s)BMO(D,E) is not a norm nor even a seminorm. At
least it is homogeneous, i.e., as follows almost immediately from the definition,
J(rf,E, s) = |r|J(f,E, s) and so
‖rf ‖(J,s) = |r|‖f ‖(J,s) for each r ∈R. (4.3)BMO(D,E) BMO(D,E)
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tion of Rd , i.e., if T x = rx +x0 for some non-zero r ∈R and x0 ∈Rd , and if g(x) = f (rx +x0),
then a simple routine calculation (see Appendix 11.5 on pp. 61–62 of [6]) shows that
J(g,E, s) = J(f, rE + x0, s) (4.4)
for each admissible set E contained in the domain of g. Consequently
‖g‖(J,s)BMO(D,E) = ‖f ‖(J,s)BMO(T (D),T (E)) (4.5)
where T (E) is of course the collection of sets {T (E): E ∈ E}. In various natural examples,
where D =Rd and E is any one of the collections Q(Rd), D(Rd), B(Rd), K(Rd) or W(Rd) we
of course have T (D) = D and T (E) = E .
Suppose that D = Rd and (as in (2.5)) E is the collection Q(Rd) of all cubes in Rd . In this
case it will sometimes be convenient to adopt the notation of [28] and write
‖f ‖BMO0,s = ‖f ‖(J,s)BMO(Rd ,Q(Rd )) (4.6)
and also
‖f ‖BMO = ‖f ‖BMO(Rd ,Q(Rd )).
It is known that
s‖f ‖BMO0,s  ‖f ‖BMO  Cd‖f ‖BMO0,s (4.7)
for every measurable f :Rd → R, whenever 0 < s  12 , where Cd is a constant depending only
on the dimension d . This result was originally obtained by John [12] for 0 < s < 12 , and then
extended by Strömberg [28] to include the case s = 12 . Thus the functional J(f,Q, s) enables
one to characterize BMO functions in an alternative way.
The result (4.7) is false for s > 1/2, although the definition (4.1) is valid for all s ∈ (0,1).
This is because J(f,E, s) = 0 and ‖f ‖BMO0,s = 0 for certain non-constant functions f whenever
s > 1/2. (Cf. the remark on p. 522 of [28].)
Remark 4.1. The essential content of (4.7) is the second inequality. Let us recall the elementary
proof of (a more general version of) the first inequality of (4.7). By Chebyshev’s inequality we
have
λ
({
x ∈ E: ∣∣f (x)− c∣∣> α}) 1
α
∫
E
|f − c|dλ = λ(E)
α
O(f,E)
for each admissible E, each α > 0, each f which is measurable on E, and each median c of f
on E. Thus, every α satisfying α > 1
s
O(f,E) also satisfies
λ
({
x ∈ E: ∣∣f (x) − c∣∣> α})< sλ(E)
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s
O(f,E) which immediately implies that
‖f ‖(J,s)BMO(D,E) 
1
s
‖f ‖BMO(D,E). (4.8)
The first inequality in (4.7) is a special case of (4.8).
The method which we develop in this paper will obviously imply an alternative proof of (4.7),
but (so far) only for quite small values of s.
We will sometimes need to use the following very simple result.
Lemma 4.2. Suppose that the function ϕ :R→R satisfies
∣∣ϕ(s) − ϕ(t)∣∣ |s − t |
for all s, t ∈R. Then
J(ϕ ◦ f,E, s) J(f,E, s)
for every admissible set E, every s ∈ (0,1), and every real valued function f which is defined
and measurable on E.
Proof. This follows immediately from the obvious inclusion
{
x ∈ E: ∣∣ϕ(f (x))− ϕ(c)∣∣> α}⊂ {x ∈ E: ∣∣f (x) − c∣∣> α}
and the definition of J(f,E, s). 
We remark that, for each f , E and s as above, and for each c ∈ R and each α  0, the
condition
λ
({
x ∈ E: ∣∣f (x)− c∣∣> α})< sλ(E)
is equivalent to
λ
({
x ∈ E: ∣∣f (x)− c∣∣ α})> (1 − s)λ(E).
So we also have
J(f,E, s) = inf
c∈R
(
inf
{
α  0: λ
({
x ∈ E: ∣∣f (x) − c∣∣ α})> (1 − s)λ(E)}). (4.9)
The following proposition gives us another way to calculate and “visualize” J(f,E, s), at
least for functions which are either univariate and monotone, or non-negative. This other way,
for some purposes, seems to be an easier alternative than working with the original definition. It
enables us to work with just one variable (here denoted by u), instead of having to deal with the
two variables α and c in the original definition.
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(i) For each q > 0 and each non-increasing right continuous function h : (0, q) → R, the for-
mula
J
(
h, (0, q), s
)= 1
2
inf
{
h(u)− h(u+ (1 − s)q): 0 < u< sq} (4.10)
holds for each s ∈ (0,1).
(ii) Furthermore, the formula
J(f,Q, s) = 1
2
inf
{
(f χQ)
∗(u) − (f χQ)∗
(
u+ (1 − s)λ(Q)): 0 < u< sλ(Q)} (4.11)
holds for each admissible subset Q of Rd , each s ∈ (0,1) and each non-negative real valued
function f which is defined and measurable on Q.
Remark. In our main applications of this proposition the set Q will be a cube or a special
rectangle. But we stress that, despite the choice of letter, the set Q in (4.11) can be an arbitrary
admissible subset.
Remark. Restated informally, part (ii) of this proposition tells us that 2J(f,Q, s) is the “mini-
mum” amount that (f χQ)∗ can decrease on any closed subinterval of (0, λ(Q)) of length exactly
(1 − s)λ(Q).
Remark. It is easy to see from the original definition or from the formula (4.11), that, for each
fixed Q and f the function s → J(f,Q, s) is non-increasing. As is explained in Appendix 11.6
of [6, p. 62] (but is not needed for any other purposes in this paper), s → J(f,Q, s) is also left
continuous, but in general not right continuous.
Proof of Proposition 4.3. We will first deal with part (i). (To understand the rather simple ideas
behind our proof of (4.10), the reader may care to first look at the rather shorter and simpler
proof given in Remark 4.9 of [6, pp. 16–17] for the special case where h is strictly decreasing
and uniformly continuous on (0, q), and to draw some relevant pictures of the graph of h.)
Let β equal the right side of (4.10). We will now prove one “half” of (4.10), namely that
J(h, (0, q), s) β . Obviously β  0 and there exists a non-increasing sequence {βn}n∈N which
tends to β and a sequence {un}n∈N of numbers satisfying 0 < un < sq such that
βn = 12
(
h(un)− h
(
un + (1 − s)q
))
.
Since un+(1−s)q < q and h is right continuous, there exists vn such that un+(1−s)q < vn < q
and
0 h
(
un + (1 − s)λ(Q)
)− h(vn) 1
n
.
If we set cn = 1 (h(un)+ h(vn)) and αn = 1 (h(un)− h(vn)) then2 2
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{
t ∈ (0, q): h(vn) h(t) h(un)
}
= {t ∈ (0, q): cn − αn  h(t) cn + αn}
= {t ∈ (0, q): ∣∣h(t) − cn∣∣ αn}.
It follows that
∣∣{t ∈ (0, q): ∣∣h(t)− cn∣∣ αn}∣∣ vn − un > (1 − s)q.
Consequently (by (4.9)) we have J(h, (0, q), s) αn for each n. Since
lim
n→∞αn = limn→∞βn = β
this shows that J(h, (0, q), s) β .
Next we shall prove the reverse of the preceding inequality, namely that β  J(h, (0, q), s).
Here again we will use sequences denoted by {αn}n∈N, {cn}n∈N, {un}n∈N and {vn}n∈N. But they
will be defined differently from their definitions in the preceding part of the proof. By (4.9), there
exists a non-increasing sequence {αn}n∈N of non-negative numbers which tends to J(h, (0, q), s)
and a sequence {cn}n∈N of real numbers such that∣∣{t ∈ (0, q): cn − αn  h(t) cn + αn}∣∣> (1 − s)q. (4.12)
Let us define
un := inf
{
t ∈ (0, q): h(t) cn + αn
}
and
vn := sup
{
t ∈ (0, q): h(t) cn − αn
}
.
Then, by definition, for each m ∈N, we have that
[un + 1/m,vn − 1/m] ⊂
{
t ∈ (0, q): cn − αn  h(t) cn + αn
}⊂ [un, vn] ∩ (0, q).
Since we can choose m arbitrarily large, this implies that the intervals
(un, vn) and [un, vn] ∩ (0, q)
must have the same length as the interval
{
t ∈ (0, q): cn − αn  h(t) cn + αn
}
.
In view of (4.12), this gives us that vn−un > (1−s)q . Furthermore, 0 un < vn  q . Therefore,
for some sufficiently small εn > 0, we have vn − un > 2εn + (1 − s)q and
0 un < un + εn < un + εn + (1 − s)q < un + εn + vn − un − 2εn = vn − εn < vn  q.
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above satisfies
2β  h(un + εn)− h
(
un + εn + (1 − s)q
)
 h(un + εn)− h(vn − εn).
By the definitions of un and vn this last expression is dominated by
cn + αn − (cn − αn) = 2αn.
Thus β  αn for all n. This gives us the remaining required inequality β  J(h, (0, q), s) and
completes the proof of (4.10) and part (i) of the proposition.
Now we turn to part (ii) and the proof of the formula (4.11). We will see that in fact (4.11)
can be deduced from (4.10), essentially by a careful application of the fact that the functions
f and (f χQ)∗, when restricted to Q and to (0, λ(Q)) respectively, have the same distribution
function.
The function (f χQ)∗ is non-increasing and right continuous on (0,∞) and therefore also on
the subinterval (0, λ(Q)). So, we can set q = λ(Q) and h = (f χQ)∗ and apply (4.10) to obtain
that
J
(
(f χQ)
∗,
(
0, λ(Q)
)
, s
)
= 1
2
inf
{
(f χQ)
∗(u) − (f χQ)∗
(
u+ (1 − s)λ(Q)): 0 < u< sλ(Q)}. (4.13)
We remark that we have used the notation (f χQ)∗ rather than f ∗ in (4.11) because, in future
applications of this proposition, f might possibly be defined on all of Rd or on some other set
which is strictly larger that Q. (Indeed the statement of the proposition explicitly allows for this
possibility.) To simplify the notation in the rest of our proof we will let
g = f |Q,
i.e., g :Q → [0,∞) will denote the function defined only on Q which is the restriction of f to Q.
Thus we can unambiguously write g∗ instead of (f χQ)∗, and of course J(f,Q, s) = J(g,Q, s).
In view of (4.13), in order to complete the proof of (4.11) and part (ii) of Proposition 4.3, it will
suffice to show that
J(g,Q, s) = J(g∗, (0, λ(Q)), s). (4.14)
In view of (4.9), we can immediately obtain (4.14) if we know that
∣∣{t ∈ (0, λ(Q)): ∣∣g∗(t)− c∣∣ α}∣∣= λ({x ∈ Q: ∣∣g(x) − c∣∣ α})
for all c ∈ R and all α  0. This is exactly the result which was proved in Lemma 3.1 and
therefore the proof of part (ii) of Proposition 4.3 is complete. 
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Suppose that d = 1, that D is a bounded open interval, and that f :D →R is non-increasing
and right continuous. Our main aim in this section is to prove that a slight variant of the John–
Strömberg inequality (namely (5.7)) holds for these very special choices of D and f .
The proof of (5.7) in this special case is of course much simpler than any known proofs
of the John–Nirenberg or John–Strömberg inequalities for the general case. But the results of
other sections will enable us to deduce the general case from this special case, albeit with not
particularly good constants, and with restrictions on the range of the parameter s appearing in
the John–Strömberg functional.
We obtain (5.7) as a consequence of the following two lemmata. The first of these bounds
the functional ‖f ‖(J,s)BMO(I,Q(I )) by another functional which has been found to be useful in var-
ious contexts and is more or less connected to the functional supt>0 f ∗∗(t) − f ∗(t) which was
introduced in [3]. Other results about these and similar functionals can be found, for example,
in [1,2,17,23] and in a large number of subsequent papers.
For simplicity, we only consider (and in fact only need to consider) the interval I = (0,1) at
this stage.
The following lemma can be deduced from a much more general result of Lerner [17, Theo-
rem 3.1, p. 52]. It has a simple and short proof which we include for the reader’s convenience,
since the proof of Lerner’s result in [17] is rather elaborate.
Lemma 5.1. Suppose that s ∈ (0,1/2) and ρ = s1−s . Suppose that f : (0,1) → R is a non-
increasing right continuous function. Then
sup
t∈(0,1/2]
(
f (ρt)− f (t)) 2‖f ‖(J,s)BMO((0,1),Q((0,1))).
Proof. The properties of f permit us to use the formula (4.10) of Proposition 4.3. Let (a, b)
be an arbitrary open subinterval of (0,1). Via an obvious change of variables (translation, e.g.
apply (4.4) with r = 1 and x0 = a) the formula (4.10) tells us that
J
(
f, (a, b), s
)= 1
2
inf
{
f (a + u)− f (a + u+ (1 − s)(b − a)): 0 < u< s(b − a)}. (5.1)
Let [c, d] be an arbitrary closed subinterval of (a, b) of length (1 − s)(b − a). Then d must
satisfy d > a + (1 − s)(b − a) and c must satisfy c < b − (1 − s)(b − a). From these estimates
it follows that
f (d) f
(
a + (1 − s)(b − a)) and f (b − (1 − s)(b − a)) f (c).
These estimates imply that
f
(
b − (1 − s)(b − a))− f (a + (1 − s)(b − a)) f (c)− f (d).
Taking the infimum over all subintervals [c, d] of (a, b) which have length (1 − s)(b − a) and
applying (5.1), we see that
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(
b − (1 − s)(b − a))− f (a + (1 − s)(b − a)) 2J(f, (a, b), s) 2‖f ‖(J,s)BMO(I,Q(I )) (5.2)
whenever 0 a < b 1.
In particular, for an arbitrary t ∈ (0,1/2], let us choose a = 0 and b = t1−s . Since s ∈ (0,1/2)
we have b ∈ (t,2t) ⊂ (t,1). For these choices of a and b, the left-hand side of (5.2) equals
f (ρt)− f (t). So the proof of the lemma is complete. 
Our second lemma in this section enables us to bound the size of our function f by an ex-
pression depending on the functional supt∈(0,1/2](f (ρt) − f (t)) and consequently to obtain an
inequality which is quite close to the one that we need.
Lemma 5.2. The inequality
f (u)− f (v)
(
1 + log
v
u
log(1/ρ)
)
sup
t∈(0,1/2]
(
f (ρt)− f (t)) (5.3)
holds for every non-increasing function f : (0,1) → R, every ρ ∈ (0,1), and every u and v
satisfying 0 < u< v  1/2.
As an immediate consequence we obtain
Corollary 5.3. If f and ρ are as in the preceding lemma and if
sup
t∈(0,1/2]
(
f (ρt)− f (t)) c,
then
∣∣{t ∈ (0,1): f (t)− f (1/2) α}∣∣ 1
2ρ
exp
(
−α log(1/ρ)
c
)
for each α  0. (5.4)
Proof of the lemma and its corollary. Let N be the unique positive integer for which ρNv 
u < ρN−1v. Then (1/ρ)N−1 < v
u
and so N < 1 + log vulog(1/ρ) . Hence
f (u)− f (v) f (ρNv)− f (ρ0v)= N∑
n=1
(
f
(
ρnv
)− f (ρn−1v))
N sup
t∈(0,1/2]
(
f (ρt)− f (t)).
This, combined with our estimate for N , establishes (5.3).
Now let us prove (5.4) under the stated hypothesis. Setting v = 1/2 in (5.3) gives us that
f (u) − f (1/2) c
(
1 − log 2u
log(1/ρ)
)
for all u ∈ (0,1/2). (5.5)
For each α  0, the set {t ∈ (0,1): f (t) − f (1/2) α} is of course an interval contained in (0,
1/2]. It follows from (5.5) that the length of this interval cannot exceed 1 exp(−α log(1/ρ) ). 2ρ c
M. Cwikel et al. / Journal of Functional Analysis 263 (2012) 129–166 145The preceding two lemmata and corollary have the following immediate consequence.
Let f : I →R be a non-increasing right continuous function on the interval I = (0,1). Then,
for each s ∈ (0,1/2],
∣∣∣∣
{
t ∈ I : f (t)− f
(
1
2
)
 α
}∣∣∣∣ 1 − s2s · exp
(
− α log(
1
s
− 1)
2‖f ‖(J,s)BMO(I,Q(I ))
)
for all α  0. (5.6)
Note that here we can also permit s to take the limiting value s = 1/2 and we can permit
‖f ‖(J,s)BMO(I,Q(I )) to be infinite (provided we agree to interpret both 1/∞ and 0/∞ as 0). In such
cases the right-hand side of (5.6) is greater than or equal to 1/2 which means that (5.6) is also
true, trivially so, in these “limiting” cases.
It will now be a very simple matter to deduce a more general version of (5.6) for the case
where I is an arbitrary open interval (a, b). Suppose that f : (a, b) → R is right continuous and
non-increasing. Define g : (0,1) → R by g(t) = f (a + (b − a)t). Then (cf. (4.4) and (4.5)) we
have ‖f ‖(J,s)BMO(I,Q(I )) = ‖g‖(J,s)BMO((0,1),Q(0,1)). Furthermore, the set
E1 =
{
t ∈ (a, b): f (t)− f
(
a + b
2
)
 α
}
coincides with the set (b − a)E2 + a where
E2 =
{
x ∈ (0,1): g(x)− g(1/2) α}.
Therefore, applying (5.6) to the function g and multiplying both sides of the resulting inequality
by b − a = |I | gives us that
∣∣{t ∈ I : f (t)− f (cI ) α}∣∣ 1 − s2s · |I | · exp
(
− α log(
1
s
− 1)
2‖f ‖(J,s)BMO(I,Q(I ))
)
(5.7)
for every α  0 and every s ∈ (0,1/2] and for every open interval I , where cI denotes the
midpoint of I .
This is the inequality that we need to apply in the proof of our main result, Theorem 9.1 of
Section 9.
One immediate consequence of (5.7) together with the inequality (4.8) recalled in Remark 4.1,
is that
∣∣{t ∈ I : f (t)− f (cI ) α}∣∣ 1 − s2s · |I | · exp
(
− αs log(
1
s
− 1)
2‖f ‖BMO(I,Q(I ))
)
. (5.8)
6. A reduction of the proof of the John–Strömberg theorem to a special case
Having, in the previous section, prepared the auxiliary results that we need about special
functions of one variable, we now turn to consider functions of several variables.
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λ
({
x ∈ Q: ∣∣f (x) −mf (Q)∣∣> α}) Cλ(Q) exp
(
− cα‖f ‖BMO0,s
)
(6.1)
for all α  0 and s ∈ (0,1/2].
Here C and c are positive constants depending only on d and mf (Q) is a median of f on the
arbitrary cube Q in Rd .
(Here we are again using the notation specified in (4.6). Note that there is a small misprint
in [28], namely the factor λ(Q) (or |Q|) has been omitted there.)
Our main goal in this section is to show that, in order to prove the inequality (6.1) for the
specified values of α and s, and some other inequalities like it, it suffices to obtain such in-
equalities, but with different values of the constants c and C, in the special case where f is a
non-negative function taking only integer values. This fact will be precisely formulated as The-
orem 6.3. (The question of whether such inequalities actually do hold in that special case will
be deferred to Section 9. We will be able to answer it there, with the help of results from other
sections.)
Here we can just as easily work in the rather more general context of the space BMO(D,E)
of Definition 2.1. Indeed, doing so will be convenient, since we will later want to apply the result
of this section in such a general context, which will include, for example, the particular case of
special rectangles (2.9) as well as the case of usual cubes (2.5). Thus, throughout this section
D will denote some arbitrary but fixed measurable subset of Rd and E will denote some arbitrary
but fixed collection of admissible subsets of D.
Our first (easy) step is to reduce everything to the case of non-negative functions.
Lemma 6.1. Let E be a fixed admissible set in E , let s be a fixed number in (0,1/2], and let
c and C be positive constants. Suppose that every non-negative measurable function f :D →
[0,∞) satisfies the inequality
λ
({
x ∈ E: f (x) > α}) Cλ(E) exp(− cα
‖f ‖(J,s)BMO(D,E)
)
for all α  0. (6.2)
Then every measurable function f :D →R satisfies
λ
({
x ∈ E: ∣∣f (x) −m∣∣> α}) 2Cλ(E) exp(− cα
‖f ‖(J,s)BMO(D,E)
)
for all α  0 (6.3)
whenever m is a median of f on E.
In fact this same conclusion also holds under weaker hypotheses, namely if it is only known
that (6.2) holds for those non-negative functions f :D → [0,∞) having the additional property
that
λ
({
x ∈ E: f (x) > 0}) 1
2
λ(E). (6.4)
Remark. Our “natural” applications of Lemma 6.1, will be in the case where the collection E
includes the set D itself, and we choose E = D.
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with median m on E. Let g = f − m. Obviously J(g,E, s) = J(f,E, s) and ‖g‖(J,s)BMO(D,E) =
‖f ‖(J,s)BMO(D,E) and so it will suffice to prove that
λ
({
x ∈ E: ∣∣g(x)∣∣> α}) 2Cλ(E) exp(− cα
‖g‖(J,s)BMO(D,E)
)
for all α  0. (6.5)
The left-hand side of (6.5) equals
λ
({
x ∈ E: g(x) > α})+ λ({x ∈ E: g(x) < −α})
= λ({x ∈ E: g+(x) > α})+ λ({x ∈ E: g−(x) > α})
where, as usual, g+ = max{g,0} and g− = g+ −g = max{−g,0}. We can apply Lemma 4.2 with
ϕ(t) = max{t,0} to obtain that
‖g+‖(J,s)BMO(D,E)  ‖g‖(J,s)BMO(D,E) and ‖g−‖(J,s)BMO(D,E)  ‖−g‖(J,s)BMO(D,E).
Obviously ‖−g‖(J,s)BMO(D,E) = ‖g‖(J,s)BMO(D,E). Thus, if we apply (6.2) to each of the non-negative
functions g+ and g− and sum the results, we obtain (6.5) and therefore that f indeed satis-
fies (6.3).
It remains to justify the claim in the last sentence of the statement of the lemma. Since m is a
median of f , it follows that 0 is a median of g and so the two functions g+ and g− to which we
have applied (6.2) satisfy
λ
({
x ∈ E: g+(x) > 0
})
 1
2
λ(E) and λ
({
x ∈ E: g−(x) > 0
})
 1
2
λ(E). 
Our next step is to reduce the proof of (6.2) to the case of appropriate integer valued functions.
Lemma 6.2. Let E, E , s, c and C be as in the statement of Lemma 6.1. Suppose that (6.2) holds
for every non-negative measurable function f :D → [0,∞) which takes only integer values and
satisfies ‖f ‖(J,s)BMO(D,E)  1/2 and (6.4). Then (6.2) also holds for every measurable f :D →[0,∞), which satisfies (6.4), but with the constants c and C replaced respectively by c1 = c/4
and C1 = max{C,ec}.
Remark. It will be clear from the following proof that we can also obtain the following additional
result: Suppose that in the above lemma we impose the stronger condition that (6.2) holds also
for every non-negative measurable function f :D → [0,∞) which takes only integer values and
satisfies ‖f ‖(J,s)BMO(D,E)  1/2 but does not necessarily satisfy (6.4). Then we obtain the stronger
conclusion that (6.2) holds for every measurable f :D → [0,∞), but with the constants c and C
replaced by c1 = c/4 and C1 = max{C,ec}. I.e., in this case we can obtain (6.2) also for functions
f :D → [0,∞) which do not satisfy (6.4).
Proof of Lemma 6.2. We shall use the function ϕ : [0,∞) → [0,∞) which is defined by
ϕ(t) =
{
0, 0 t  1/2,
n, n− 1/2 < t  n+ 1/2 for each n ∈N.
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ϕ
([0,∞))=N∪ {0},
ϕ(t)− ϕ(s) ∈ {0,1} whenever 0 s  t  s + 1/2 (6.6)
and
ϕ(t) t − 1/2 for all t  0. (6.7)
Suppose that f :D → [0,∞) is an arbitrary measurable function which satisfies (6.4) and
also
0 < ‖f ‖(J,s)BMO(D,E) <
1
3
. (6.8)
The composed function ϕ ◦ f also satisfies (6.4) since
λ
({
x ∈ E: ϕ ◦ f (x) > 0})= λ({x ∈ E: ϕ ◦ f (x) 1})
= λ({x ∈ E: f (x) > 1/2}) 1
2
λ(E).
We will next show that, furthermore, ϕ ◦ f satisfies
‖ϕ ◦ f ‖(J,s)BMO(D,E)  1/2. (6.9)
Let W be an arbitrary set in E . Then (6.8) implies that J(f,W, s) < 1/3. Therefore (cf. (4.9))
there exists some α ∈ [0,1/3) and some γ ∈R such that
λ
({
x ∈ W : ∣∣f (x) − γ ∣∣ α})> (1 − s)λ(W). (6.10)
Let us choose
γ1 = 12
(
ϕ(γ − α)+ ϕ(γ + α)) and α1 = 12(ϕ(γ + α)− ϕ(γ − α)).
Since 0 α < 1/3 we obtain from (6.6) that α1 is either 0 or 1/2. Since ϕ is non-decreasing, we
also obtain that
{
x ∈ W : ∣∣f (x)− γ ∣∣ α}= {x ∈ W : γ − α  f (x) γ + α}
⊂ {x ∈ W : ϕ(γ − α) ϕ ◦ f (x) ϕ(γ + α)}
= {x ∈ W : γ1 − α1  ϕ ◦ f (x) γ1 + α1}
= {x ∈ W : ∣∣ϕ ◦ f (x) − γ1∣∣ α1}.
Thus we deduce, using (6.10) and (4.9) once more, that J(ϕ ◦ f,W, s)  α1  1/2 and this
establishes (6.9).
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hypotheses of the lemma, that
λ
({
x ∈ E: ϕ ◦ f (x) > α}) Cλ(E) exp(− cα
‖ϕ ◦ f ‖(J,s)BMO(D,E)
)
for all α  0. (6.11)
The inequality (6.7) implies that{
x ∈ E: f (x) > α}⊂ {x ∈ E: ϕ ◦ f (x) > α − 1/2},
and consequently, for all α > 1/2, it follows, using (6.11) and then (6.9) and then (6.8), that
λ
({
x ∈ E: f (x) > α}) Cλ(E) exp(− c(α − 1/2)
‖ϕ ◦ f ‖(J,s)BMO(D,E)
)
 Cλ(E) exp
(−2c(α − 1/2)).
If we now restrict α to the range α  1, we also have α − 1/2 α/2 and so
λ
({
x ∈ E: f (x) > α}) Cλ(E) exp(−cα) C1λ(E) exp(−cα),
recalling, as stated in the lemma, that C1 = max{C,ec}.
Now let us consider the range of values 0 α < 1. Of course
λ
({
x ∈ E: f (x) > α}) λ(E)
for these (and all other) values of α. Furthermore, for each α ∈ [0,1) we have C1e−cα  1 and
therefore
λ
({
x ∈ E: f (x) > α}) C1λ(E) exp(−cα).
We have thus now shown that, subject to the hypotheses of the lemma, the inequality
λ
({
x ∈ E: f (x) > β}) C1λ(E) exp(−cβ) (6.12)
holds for all β  0 and for all those measurable functions f :D → [0,∞) which satisfy
0 < ‖f ‖(J,s)BMO(D,E) < 1/3 (6.13)
and (6.4). Now we can easily obtain the required inequality (6.2) without having to impose (6.13).
Given an arbitrary measurable function f :D → [0,∞) satisfying (6.4) and any α > 0, we let
f˜ = f/4‖f ‖(J,s)BMO(D,E) and choose β = α/4‖f ‖(J,s)BMO(D,E). Then by homogeneity (cf. (4.3)), we
have ‖f˜ ‖(J,s)BMO(D,E) = 1/4 and of course f˜ also satisfies (6.4). So we can apply (6.12) to f˜ and
obtain (6.2), completing the proof of the lemma. 
We can summarize the results of this section by the following theorem, whose proof follows
immediately from the previous two lemmata.
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let c and C be positive constants. Let Φ be the set of all non-negative measurable functions
f :D → [0,∞) which take only integer values, and which satisfy ‖f ‖(J,s)BMO(D,E)  1/2 and
λ({x ∈ E: f (x) > 0}) 12λ(E). Suppose that every f ∈ Φ satisfies
λ
({
x ∈ E: f (x) > α}) Cλ(E) exp(− cα
‖f ‖(J,s)BMO(D,E)
)
for all α  0. (6.14)
Then every measurable function f :D →R satisfies
λ
({
x ∈ E: ∣∣f (x)−m∣∣> α}) 2 max{C,ec}λ(E) exp(− cα
4‖f ‖(J,s)BMO(D,E)
)
(6.15)
for all α  0, whenever m is a median of f on E.
7. The “geometrical” component of our proof
7.1. A “balancing act” between two subsets of a cube. The “bi-density” constant
We begin by stating a simple result which is a sort of “prototype” of the main result that we
seek in this section. It will also be a tool for proving that main result.
Lemma 7.1. Let Q be a cube in Rd and let E be a measurable subset of Q such that 0 <
λ(E) < λ(Q). Then there exists a cube W contained in Q such that
λ(W \E) = λ(W ∩E) = 1
2
λ(W). (7.1)
A slightly more general result is presented in Lemma 7.5 below. Setting s = 1/2 in that lemma
will give the result just stated here.
If the cube Q in Lemma 7.1 is dyadic, and we want to only consider subcubes W which are
also dyadic, then we cannot hope in general to obtain one of them which satisfies (7.1). Instead,
as the next lemma states, we can obtain a dyadic subcube W satisfying a rather weaker property.
Lemma 7.2. Let Q be a dyadic cube in Rd and let E be a measurable subset of Q such that
0 < λ(E) < λ(Q). Then there exists a dyadic cube W contained in Q such that
min
{
λ(W \E),λ(W ∩E)} 2−d(1 − 2−d)λ(W). (7.2)
For a simple proof of this lemma we refer the reader to [6, p. 25].
Remark 7.3. We have not bothered to check whether it is possible to obtain a stronger conclusion
in Lemma 7.2 where the constant 2−d(1 − 2−d) in (7.2) is replaced by some larger constant.
However any such improvement would not be very significant, since the simple example where
E is a dyadic subcube of Q shows that the constant in (7.2) cannot exceed 2−d .
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see that Lemma 7.1 gives us information about the collection Q(D) of subcubes of D, and
Lemma 7.2 gives us analogous information about the collection D(D) of dyadic subcubes
of D. The following notion will put the results of these two lemmata in a more general con-
text.
Definition 7.4. Let E be a collection of admissible subsets of Rd . We say that a number δ is
a bi-density constant for E if, for each Q ∈ E and for each measurable set E for which 0 <
λ(Q∩E) < λ(Q), there exists some set W ∈ E with W ⊂ Q such that
min
{
λ(W ∩E),λ(W \E)} δλ(W).
Thus Lemma 7.1 tells us that δ = 1/2 is a bi-density constant for Q(D). The next lemma will
show (when we substitute s = 1/2) that this is also the case for the collections K(D) and W(D)
(defined above in (2.8) and (2.9)). The value 1/2 is in fact optimal since, clearly, any bi-density
constant for any collection E always has to satisfy δ  1/2. Lemma 7.2 and Remark 7.3 tell us
that every bi-density constant δ for D(D) must satisfy 2−d(1 − 2−d) δ  2−d .
Lemma 7.5. (See [6, p. 26].) Let K be a convex subset of Rd with non-empty interior and let
E be a measurable subset of K such that 0 < λ(E) < λ(K). Then, given an arbitrary number
s ∈ (0,1), there exists a cube W ⊂ K for which
λ(W ∩E)
λ(W)
= s. (7.3)
7.2. Some preparations for a “balancing act” between three subsets of a cube
In the previous subsection we considered cubes Q which are the unions of two disjoint sets E
and Q \ E which both have positive measure, and we have obtained a subcube W of Q whose
intersections with E and with Q \ E are both “significant” proportions of W . Our main goal in
the sequel will be to “upgrade” these kinds of results to a situation where the cube Q (or a more
general set) is the union of three disjoint sets, which we may denote by E+ and E− and G. We
will show (in Theorem 7.7) that, under certain conditions, there is a kind of “tri-density constant”.
Let us try to express this a little more explicitly: If G is a “relatively small” part of Q then we
will show that there is a subcube W of Q whose intersections with E+ and E− are “significant”
proportions of W . We will formulate this result in a more general context where Q and W are not
necessarily cubes, but are members of some suitable collection E of admissible sets. In Section 8
we will see the implications of this property of three subsets for the study of various versions
of BMO.
In order to express our main result for a more general choice of collections E of admissible
sets, we need to define some more notions. Our point of departure for doing this comes from
considering two important examples:
(i) Every cube Q in Rd is of course the union of 2d non-overlapping subcubes, each having
volume 2−dλ(Q). Then each of these subcubes can of course in turn be subdivided into 2d
non-overlapping subcubes of volume 2−2dλ(Q), . . . and this process can be continued in-
definitely.
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gles, each having volume 2−1λ(Q). Then each of these special rectangles can of course in
turn subdivided into 2 non-overlapping special rectangles of volume 2−2λ(Q), . . . and this
process too can be continued indefinitely.
Here is a notion which incorporates these two examples, and ultimately other examples.
Definition 7.6. Let E be an admissible set in Rd . Let M  2 be a positive integer. We will say that
the doubly indexed sequence {Ej,k}j0,1kMj of admissible sets is a multilevel decomposition
of E with multiplicity M if it satisfies the following conditions:
(i) E0,1 = E, and, more generally,
E =
Mj⋃
k=1
Ej,k
for each fixed j  0.
(ii) For each fixed j  1 the sets Ej,k satisfy λ(Ej,k ∩Ej,k′) = 0 whenever k = k′.
(iii) λ(Ej,k) = M−j λ(E) for each j  0 and k ∈ {1,2, . . . ,Mj }.
(iv) For each fixed j  1, and k ∈ {1,2, . . . ,Mj }, the set Ej,k is the union of M sets from among
the Mj+1 sets Ej+1,m. More explicitly,
Ej,k =
Mk⋃
m=M(k−1)+1
Ej+1,m.
(v) The diameters of the sets Ej,k tend to zero uniformly as j tends to infinity, i.e.,
lim
j→∞
(
max
1kMj
diamEj,k
)
= 0. (7.4)
The preceding definition leads us immediately to this next one.
Definition. Let E be a collection of admissible subsets of Rd and let M  2 be an integer.
We will say that E is M-multidecomposable if every set E ∈ E has a multilevel decomposition
{Ej,k}j0,1kMj of multiplicity M where all of the sets Ej,k are also in E .
So, of course, for any open subset D of Rd , the collections Q(D) and D(D) are both
2d -multidecomposable, and the collection W(D) is 2-multidecomposable. It is probably easy
to show that the collection K(D) is also 2-decomposable.
7.3. Our main “geometrical” result. The promised “balancing act” between three subsets of a
(generalized) cube
Theorem 7.7. Let E be an M-multidecomposable collection of admissible subsets of Rd for some
M  2. Let τ be a positive number. Let δ be a bi-density constant for E .
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and G which satisfy
Q = E+ ∪E− ∪G
and
min
{
λ(E+), λ(E−)
}
> τλ(G). (7.5)
Then there exists a subset W of Q such that W ∈ E and
min
{
λ(E+ ∩W),λ(E− ∩W)
}
 sλ(W) (7.6)
where
s =
⎧⎨
⎩min{
τ−τ 2
M(1+τ) , δ}, 0 < τ 
√
2 − 1,
min{ 3−2
√
2
M
,δ}, √2 − 1 τ.
It will be convenient to explicitly state some immediate consequences of Theorem 7.7 for
some special choices of Q and E .
Corollary 7.8. Suppose that Q is, respectively (i) a cube, or (ii) a dyadic cube or (iii) a special
rectangle in Rd and that, respectively, (i) E = Q(Q), or (ii) E = D(Q), or (iii) E = W(Q).
Suppose that Q is the disjoint union of the three sets E−, E+ and G and that
min
{
λ(E+), λ(E−)
}
> (
√
2 − 1)λ(G).
Then there exists a set W ⊂ Q which is, respectively, (i) a cube, or (ii) a dyadic cube or (iii) a spe-
cial rectangle, and which satisfies
min
{
λ(E+ ∩W),λ(E− ∩W)
}
 sλ(W)
where, respectively, (i) s = 2−d(3 − 2√2 ), or (ii) s = 2−d(3 − 2√2 ) (again), or (iii) s = (3 −
2
√
2 )/2.
Proof. We simply apply Theorem 7.7, substituting the known values for δ and M in the formula
s = min{ 3−2
√
2
M
,δ} in each of the three cases. 
Theorem 7.7 and Corollary 7.8 motivate us to introduce another notion. This notion will en-
able a convenient formulation of the main question raised by this paper, and also a convenient
proof of the consequences that an affirmative answer to that question would have.
Definition 7.9. Let E be a collection of admissible subsets of Rd . Let τ and s be positive numbers
with the following property:
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union is Q. Suppose that
min
{
λ(E+), λ(E−)
}
> τλ(G). (7.7)
Then there exists a set W ⊂ Q which is also in E and for which
min
{
λ(E+ ∩W),λ(E− ∩W)
}
 sλ(W). (7.8)
Then we will say that (τ, s) is a John–Strömberg pair for E .
Remark. The preceding definition is formulated for all possible positive values of τ and s.
However, for our particular applications we are interested only in cases where τ < 1/2. This is
why, in the formulation of Question A, we apply this latter restriction to τ .
Example 7.10. We can reformulate Corollary 7.8 as follows: We take τ = √2 − 1. Then, for any
open set D of Rd , we have that:
(i) (√2 − 1,2−d(3 − 2√2 )) is a John–Strömberg pair for Q(D) and also for D(D).
(ii) (√2 − 1, 3−2
√
2
2 ) is a John–Strömberg pair for W(D).
Remark 7.11. In the special case where E = Q(D) for some open subset D of Rd then, ob-
viously, (τ, s) is a John–Strömberg pair if and only if the condition appearing in the second
paragraph of Definition 7.9 holds for just one particular cube Q in Rd , for example for the unit
cube Q = [0,1]d . The cube Q does not have to be contained in D. (In fact the particular choice
of D is irrelevant in this case. (τ, s) is a John–Strömberg pair for Q(D) if and only if it is a
John–Strömberg pair for Q(Rd).)
Remark 7.12. We can now express Question A concisely in the language of Definition 7.9.
Question A simply asks whether there exist two absolute constants s > 0 and τ ∈ (0,1/2) such
that (τ, s) is a John–Strömberg pair for Q(Rd) for every d ∈N.
Remark 7.13. In Definition 7.9 the set G may be chosen to be empty. Therefore any number s,
which happens to form a John–Strömberg pair (τ, s) for E with some positive number τ , will
also automatically be a bi-density constant for E . The particular value of τ is immaterial here.
Remark. Although the only restriction that we explicitly impose on s is that it has to be positive,
we see from (7.8) that some cube W , which has positive measure, must satisfy
λ(W) λ(E+ ∩W)+ λ(E− ∩W) 2 min
{
λ(E+ ∩W),λ(E− ∩W)
}
 2sλ(W).
Thus the constant s in the above definition can never be greater than 1/2.
Proof of Theorem 7.7. In view of the regularity of λ there exist compact subsets H+ and H− of
E+ and E− respectively such that
min
{
λ(H+), λ(H−)
}
> τλ(G).
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min
{
λ(H+ ∩W),λ(H− ∩W)
}
 sλ(W)
then obviously W also satisfies (7.6). This means that we may assume without loss of generality
that E+ and E− are themselves compact sets. Since they are also disjoint, it follows that
ρ := dist(E+,E−) > 0.
We will say that the set W is a good set if W ∈ E and W ⊂ Q and
min
{
λ(E+ ∩W),λ(E− ∩W)
}
> τλ(G∩W).
(We mention that a slight variant of this definition plays a role in Section 10.2 of [6,
pp. 47–52], in particular in the proof of the rather technical Theorem 10.6 there (pp. 49–52),
which has some similarities with some of the arguments here.)
Let {Qj,k}j0,1kMj be a multilevel decomposition of Q of multiplicity M where all of the
sets Qj,k are in E . A sequence {Q(n)}0n< of sets in E , where  can be finite or infinite, will be
called a chain if Q(0) = Q and, if for each n such that 1 n <  we have Q(n) = Qn,kn for some
integer kn ∈ {1,2, . . . ,Mn}. When  = ∞, we have (by (7.4)) that limn→∞ diamQ(n) = 0. So
there must exist some n1 such that diamQ(n) < ρ for all n n1. Thus, for n n1 the set Q(n)
cannot intersect with both of E+ and E− and so cannot be a good set.
Let construct a particular chain {Q(n)}0n< in the following way. We of course have to
start with Q(0) = Q. If among all the sets Q1,k for k ∈ {1,2, . . . ,M} there is no set which is
good, then we set  = 1 and our construction is complete. Otherwise we choose Q(1) to be a
good set from the above list. Next we check whether, among those of the sets Q2,k for k ∈
{1,2, . . . ,M2} which are contained in Q(1), there is one which is a good set. If so we choose
Q(2) to be such a set. If not, we set  = 2 and our construction is complete. The continuation
of this process is now clear. At the nth stage we seek a good set, which we will call Q(n), from
among those of the sets Qn,k which are contained in Q(n−1). If no such set exists, then we
set  = n and the construction is complete. In view of the arguments presented in the previous
paragraph, we must have  < ∞, i.e., the construction necessarily has to terminate after finitely
many steps.
Thus we have obtained a good set Q(−1) which is one of the sets Q−1,k for some integer k
and it will enable us to complete the proof of the theorem. Let us denote the M sets of the
form Q,m which are contained in Q(−1) by W1,W2, . . . ,WM . By our construction, none of
these sets are good sets. For the rest of the proof we will assume that
λ
(
Q(−1) ∩E−
)
 λ
(
Q(−1) ∩E+
)
.
If the reverse inequality holds then we will simply use an exact analogue of the proof that we are
about to give, where we will simply interchange the roles of E+ and E−.
We have to consider three cases:
Case (i). Suppose that λ(Q(−1) ∩ G) = 0. Then, since δ is a bi-density constant for E , and
since λ(Q(−1) ∩ E+) and λ(Q(−1) \ E+) = λ(Q(−1) ∩ E−) are both positive, there exists
W ∈ E such that W ⊂ Q(−1) and
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{
λ(W ∩E+), λ(W ∩E−)
}
 δλ(W) sλ(W), (7.9)
completing the proof of the theorem.
Case (ii). Suppose that λ(Wm ∩E−) = λ(Wm) for some m ∈ {1,2, . . . ,M}.
Then
λ
(
Q(−1) ∩E+
)
 λ
(
Q(−1) ∩E−
)
 λ(Wm ∩E−) = λ(Wm) = M−1λ
(
Q(−1)
)
 sλ
(
Q(−1)
)
.
So we see that in this case the set W = Q(−1) has the properties required to complete the
proof of the theorem.
Case (iii). This is the remaining case where the first and second cases are excluded. I.e., we
have λ(Q(−1) ∩G) > 0 and
λ(Wm ∩E−) < λ(Wm) for all m ∈ {1,2, . . . ,M}. (7.10)
The inequality
λ
(
Q(−1) ∩E−
)
> τλ
(
Q(−1) ∩G)> 0
(which holds because Q(−1) is good) can be rewritten (in view of condition (ii) of Definition 7.6)
as
M∑
m=1
λ(Wm ∩E−) >
M∑
m=1
τλ(Wm ∩G) > 0. (7.11)
Let N be the (possibly empty) set of all integers m in {1,2, . . . ,M} which satisfy
λ(Wm ∩G) = 0.
If λ(Wm ∩E−) > 0 for some m ∈ N , then, since (7.10) also holds, we can again, analogously to
what was done in case (i), invoke the bi-density condition to obtain some W ∈ E with W ⊂ Wm
which satisfies (7.9) and so completes the proof. This means that we can now assume that
λ(Wm ∩E−) = 0 for all m ∈ N . Therefore (7.11) can be rewritten as∑
m∈{1,2,...,M}\N
λ(Wm ∩E−) >
∑
m∈{1,2,...,M}\N
τλ(Wm ∩G) > 0.
It follows that there exists at least one m ∈ {1,2, . . . ,M} \N which satisfies
λ(Wm ∩E−) > τλ(Wm ∩G) > 0.
Recall that, by our construction, Wm is not good. Therefore we must have
λ(Wm ∩E+) τλ(Wm ∩G).
We use this and the preceding inequality to obtain that
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[
λ(Wm)− λ(Wm ∩E−)− λ(Wm ∩E+)
]
 τ
[
λ(Wm)− λ(Wm ∩E−)− τλ(Wm ∩G)
]
 τ
[
λ(Wm)− λ(Wm ∩E−)− τλ(Wm)
]
= (τ − τ 2)λ(Wm)− τλ(Wm ∩E−).
This implies that
λ(Wm ∩E−) > τ − τ
2
1 + τ λ(Wm) = M
−1 τ − τ 2
1 + τ λ
(
Q(−1)
)
.
Let us consider the case where τ is in the range 0 < τ 
√
2 − 1. Since
λ
(
Q(−1) ∩E+
)
 λ
(
Q(−1) ∩E−
)
 λ(Wm ∩E−)
and M−1 τ−τ 21+τ = s for this range of values of τ , we see that in this case W = Q(−1) satis-
fies (7.6). In the remaining case, where τ > √2 − 1, we simply observe that the given condi-
tion (7.5) also holds when τ is replaced by the smaller number √2 − 1 and so we can apply the
same argument for this smaller value of τ to obtain the required conclusion. This completes the
proof of the theorem. 
8. Applying our “geometrical” result. The non-increasing rearrangement of a BMO
function
Suppose that a function f of d-variables is in BMO(D,Q(D)) for some cube D in Rd . It
is known [3,8] that this implies that the function of one variable f ∗, i.e., the non-increasing
rearrangement of f , is in BMO(I,Q(I )) and that∥∥f ∗∥∥BMO(I,Q(I ))  C‖f ‖BMO(D,Q(D)) (8.1)
for some constant C depending only on d . (Of course here we are in fact considering only the
restriction of f ∗ to the interval (0, λ(D)).) Apparently the optimal value of C for which (8.1)
holds for all such f is not yet known. Nor is it known yet whether or not C can be chosen to in
fact be independent of d . It is known [15] that C = 1 when d = 1. An analogous result holds for
dyadic intervals [14].
In this section we wish to obtain inequalities analogous to (8.1), in terms of the functional of
John and Strömberg, namely inequalities of the form
∥∥f ∗∥∥(J,σ )BMO(I,Q(I ))  C‖f ‖(J,s)BMO(D,E) (8.2)
where, as above, I is the interval I = (0, λ(D)) and s and σ are suitably chosen numbers in
(0,1/2]. We will be particularly interested in the cases where D is a cube or a special rectangle
and E is Q(D) or W(D). But our results for these will be consequences of an analogous result
for more general choices of D and E .
The constant C in our versions of (8.2) will be C = 1 and this is apparently the best possible
constant for any and every choice of the parameters σ and s in (0,1/2]. We will be able to take
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1
2
 σ > 2
√
2 − 2
2
√
2 − 1 ≈ 0.453082.
(As mentioned earlier, values of σ > 1/2 are not particularly interesting, since the functional
‖f ∗‖(J,σ )BMO(I,Q(I )) can equal 0 also when f is not a constant function.) Our parameter s will
depend on our choice of E . In fact it will be exactly the parameter given by the formula s =
min{ 3−2
√
2
M
,δ} in Theorem 7.7. Thus, exactly as in Corollary 7.8, we will have s = 2−d(3−2√2 )
if E is either Q(D) or D(D) and D is, respectively a cube, or a dyadic cube, and, furthermore,
we will have s = (3 − 2√2 )/2 if E =W(D) and D is a special rectangle.
We should now stress that we will not obtain our versions of the inequality (8.2), which we
have spent the last few paragraphs describing, in as much generality as the reader may have been
led to expect. We will only obtain them for the very special class of those measurable functions f
on D which take only non-negative integer values, and which satisfy ‖f ‖(J,s)BMO(D,E)  1/2. But,
in view of the results of Section 6, notably Theorem 6.3, this will be sufficient for our subsequent
purposes.
It is perhaps surprising, and perhaps even amusing, that, at a certain stage, it will turn out to be
sufficient to consider an even more restricted subclass of the very special class of functions just
referred to, namely those functions which only assume at most three consecutive integer values,
which may just as well be 0, 1 and 2.
All the results which we have just described are immediate consequences of the following
theorem (Theorem 8.1). In turn Theorem 8.1 will follow from a more general theorem (Theo-
rem 8.2) which will be formulated after this one.
Remark. In the formulation of both of the following two theorems we consider a collection E
of admissible sets and a particular set Q ∈ E . Instead of E , we use the subcollection E(Q) of all
sets in E which are contained in Q. We are essentially forced to do this because our function f
is defined only on Q. Obviously, if f happens to be defined on all sets in E the conclusions of
both theorems will remain true if we replace E(Q) by the larger collection E .
Theorem 8.1. Let E be an M-multidecomposable collection for some M  2. Let δ be a bi-
density constant for E . Let Q be a set in E and let E(Q) be the collection of all sets in E
which are contained in Q. Suppose that the function f :Q → N ∪ {0} is measurable and sat-
isfies ‖f ‖(J,s)BMO(Q,E(Q))  1/2 for s = min{δ, 3−2
√
2
M
}. Let σ be a number in the range
2
√
2 − 2
2
√
2 − 1 < σ 
1
2
. (8.3)
Then the function f ∗ : (0, λ(Q)) → [0,∞), i.e., the non-increasing rearrangement of f restricted
to the interval I := (0, λ(Q)) satisfies∥∥f ∗∥∥(J,σ )BMO(I,Q(I ))  ‖f ‖(J,s)BMO(Q,E(Q)).
We want to obtain this theorem as a consequence of the following somewhat more abstract
and general theorem, which is formulated in terms of John–Strömberg pairs (τ, s) for the collec-
tion E . By introducing this extra level of abstraction we also make it possible to formulate the
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way.
Theorem 8.2. Let E be a collection of admissible subsets of Rd . Let Q be a set in E and let E(Q)
be the collection of all sets in E which are contained in Q. Let τ ∈ (0,1/2) and s ∈ (0,1/2) be
such that (τ, s) is a John–Strömberg pair for E . Suppose that the function f :Q → N ∪ {0} is
measurable and satisfies ‖f ‖(J,s)BMO(Q,E(Q))  1/2. Let σ be a number in the range
2τ
1 + 2τ < σ 
1
2
. (8.4)
Then the function f ∗ : (0, λ(Q)) → [0,∞), i.e., the non-increasing rearrangement of f restricted
to the interval I := (0, λ(Q)), satisfies
∥∥f ∗∥∥(J,σ )BMO(I,Q(I ))  ‖f ‖(J,s)BMO(Q,E(Q)). (8.5)
Remark 8.3. We find it interesting that the “geometric” condition of the existence of a John–
Strömberg pair turns out to be in some sense “almost equivalent” to the “analytic” condition
expressed by the inequality (8.5). This is revealed by combining Theorem 8.2 with an auxiliary
result (Theorem 8.4) which we will defer to the end of this section.
Proofs of Theorems 8.1 and 8.2. Let us first show that Theorem 8.1 is a consequence of The-
orem 8.2. Since the conclusions of both theorems are the same, this simply amounts to showing
that the conditions imposed on E and s and σ in Theorem 8.1 suffice to guarantee that E and s
and σ satisfy the hypotheses of Theorem 8.2 for some suitable choice of τ . In fact we will choose
τ = √2 − 1 so that 2τ1+2τ = 2
√
2−2
2
√
2−1 . So when, in Theorem 8.1, we require σ to satisfy (8.3), this
ensures that σ will be in the range specified in (8.4). It remains only to check that (τ, s) is a
John–Strömberg pair for E when τ = √2 − 1 and s = min{δ, 3−2
√
2
M
}. But this is exactly what is
stated by Theorem 7.7 for these choices of τ and s.
Thus we can now turn to the proof of Theorem 8.2. Since we only have to deal with sets of E
which are contained in Q we may suppose from here onwards that E = E(Q).
The fact that all values taken by f are in N ∪ {0} readily implies that the same is true for all
values of f ∗. To explain this more precisely, since λ(Q) < ∞, we can invoke (3.4) to obtain that
λ
({
x ∈ Q: f (x) = m})= ∣∣{t ∈ (0, λ(Q)): f ∗(t) = m}∣∣ for all m ∈N∪ {0}. (8.6)
Then the fact that
∞∑
m=0
λ
({
x ∈ Q: f (x) = m})= λ(Q)
implies that the subset of (0, λ(Q)) where f ∗ takes non-integer values has measure zero.
Let us first dispose of three easier special cases where we can readily see that (8.5) holds.
The first of these cases is when f takes only one value (on sets of positive measure). Then
of course ‖f ‖(J,s)BMO(Q,E) = ‖f ∗‖(J,σ )BMO(I,Q(I )) = 0 no matter how we choose σ and s. So we ob-
tain (8.5).
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f = aχA + bχQ\A for some A ⊂ Q such that 0 < λ(A) < λ(Q) and where b < a. Since (cf. Re-
mark 7.13) s is also a bi-density constant for E , there exists some set W0 ∈ E contained in Q
such that
min
{
λ(W0 ∩A),λ(W0 \A)
}
 sλ(W0).
This means that the restriction of (f χW0)∗ to the interval (0, λ(W0)) is given by the formula
(f χW0)
∗ = aχ(0,r) + bχ[r,λ(W0)) for some number r ∈ [sλ(W0), (1 − s)λ(W0)]. For all choices
of the number u which satisfy u ∈ (0, sλ(W0)) we have u ∈ (0, r) and
u+ (1 − s)λ(W0) ∈
[
r, λ(W0)
)
.
Consequently, (f χW0)∗(u) = a and (f χW0)∗(u + (1 − s)λ(W0)) = b. This implies, by Propo-
sition 4.3, that J(f,W0, s) = a−b2 for this particular set W0. Proposition 4.3 also tells us that
J(f,W, s) a−b2 for all other sets W in E , so we conclude that ‖f ‖(J,s)BMO(Q,E) = a−b2 . Since 1/2
is a bi-density constant for Q(I ) and σ ∈ (0,1/2] it follows that σ is also a bi-density constant
for Q(I ). So we can show, by applying reasoning to f ∗ and σ , which is exactly analogous to the
reasoning just applied to f and s, that ‖f ∗‖(J,σ )BMO(I,Q(I )) = a−b2 . Thus we see that (8.5) holds in
this case also.
The third and last of these easier cases is when ‖f ‖(J,s)BMO(Q,E) < 1/2. We will deal with this
case by showing that here f has to be a constant. The fact that f and f ∗ are integer val-
ued, together with the formula (4.11), tells us that the two functionals ‖f ∗‖(J,σ )BMO(I,Q(I )) and
‖f ‖(J,s)BMO(Q,E) are each infima of appropriate subsets of the set {(n−1)/2: n ∈N} of non-negative
half-integers. Thus these functionals themselves can only take non-negative half-integer values.
More explicitly, if ‖f ‖(J,s)BMO(Q,E) < 1/2, then ‖f ‖(J,s)BMO(Q,E) = 0. If f is constant a.e., then so
is f ∗ and, as in the first case, we see, trivially that (8.5) holds. We shall now show that this
is the only possibility. Suppose, on the contrary, that f is not a constant a.e. Then let b be
the smallest non-negative integer (there must exist at least two such integers) for which the set
B = {x ∈ Q: f (x) = b} has positive measure. Then the set
A = {x ∈ Q: f (x) > b}= {x ∈ Q: f (x) b + 1}
must also have positive measure and we must have λ(B)+ λ(A) = λ(Q).
Let us now define the functions ϕ :R → R and ψ :R → R by ψ(t) = max{t, b} and then
ϕ(t) = min{b + 1,ψ(t)}. Obviously ψ and therefore also ϕ are both 1-Lipschitz functions and
therefore, by Lemma 4.2, we have that
‖ϕ ◦ f ‖(J,s)BMO(Q,E)  ‖f ‖(J,s)BMO(Q,E) = 0. (8.7)
We also have ϕ ◦ f = bχB + (b+ 1)χA almost everywhere. Therefore, the same calculation that
we did in case (ii) for a function taking only two different values a.e., gives here that
‖ϕ ◦ f ‖(J,s)BMO(Q,E) =
|(b + 1)− b| = 1 .2 2
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this case.
Having disposed of these three cases, we can, from this point onwards, assume that f
takes three or more different values on sets of positive measure, and we can also assume that
‖f ‖(J,s)BMO(Q,E) = 1/2. Let us suppose that (8.5) does not hold, i.e., that
∥∥f ∗∥∥(J,σ )BMO(I,Q(I )) > 1/2. (8.8)
We will complete the proof of Theorem 8.2 by showing that (8.8) leads to a contradiction. It
follows from (8.8) that there exists some subinterval I ′ = (a, b) of I such that J(f ∗, I ′, σ ) > 1/2.
This means that the number α = 1/2 is not in the “competition” for the infimum in the formula
analogous to (4.9) for J(f ∗, I ′, σ ). So, for every c ∈R, we have∣∣{t ∈ (a, b): ∣∣f ∗(t)− c∣∣ 1/2}∣∣ (1 − σ)(b − a).
If k is any integer and if we choose c = k + 1/2, then, since f and f ∗ only take integer values,
we have that
{
t ∈ (a, b): ∣∣f ∗(t)− c∣∣ 1/2}= {t ∈ (a, b): c − 1/2 f ∗(t) c + 1/2}
= {t ∈ (a, b): f ∗(t) ∈ {k, k + 1}}.
So, in fact, ∣∣{t ∈ (a, b): f ∗(t) ∈ {k, k + 1}}∣∣ (1 − σ)(b − a) for each k ∈ Z. (8.9)
(It may of course happen that this set is empty for some or even most values of k.)
Since
(a, b) =
⋃
k∈N
{
t ∈ (a, b): f ∗(t) < k}
and since the set {t ∈ (a, b): f ∗(t) < 0} is empty, there exists a unique integer k ∈N such that
∣∣{t ∈ (a, b): f ∗(t) < k − 1}∣∣ σ
2
(b − a) < ∣∣{t ∈ (a, b): f ∗(t) < k}∣∣
= ∣∣{t ∈ (a, b): f ∗(t) k − 1}∣∣. (8.10)
The interval (a, b) is the union of the three disjoint sets {t ∈ (a, b): f ∗(t) < k−1}, {t ∈ (a, b):
f ∗(t) ∈ {k− 1, k}} and {t ∈ (a, b): f ∗(t) k+ 1}. By (8.9) and (8.10), the measure of the union
of the first two of these does not exceed (1 − σ2 )(b − a). Therefore we conclude that∣∣{t ∈ (a, b): f ∗(t) k + 1}∣∣ σ
2
(b − a). (8.11)
This implies that there exists some integer m k + 1 for which the set{
t ∈ (a, b): f ∗(t) = m}
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measure. Its measure satisfies
∣∣{t ∈ (a, b): f ∗(t) = k − 1}∣∣= ∣∣{t ∈ (a, b): f ∗(t) k − 1}∣∣− ∣∣{t ∈ (a, b): f ∗(t) k − 2}∣∣
= ∣∣{t ∈ (a, b): f ∗(t) < k}∣∣− ∣∣{t ∈ (a, b): f ∗(t) < k − 1}∣∣
which, by (8.10), is indeed positive.
We now know that on the interval (a, b) the function f ∗ assumes at least one value strictly
larger than k and at least one value strictly less than k. Since f is non-increasing, this means that{
t ∈ (a, b): f ∗(t) = k}= {t ∈ (0, λ(Q)): f ∗(t) = k}. (8.12)
Now let us define the three sets
E− =
{
x ∈ Q: f (x) k − 1}, G = {x ∈ Q: f (x) = k} and
E+ =
{
x ∈ Q: f (x) k + 1}.
By properties of the non-increasing rearrangement, or, more specifically, in view of (8.6), we
obtain that the λ measures of these three sets are equal, respectively, to∣∣{t ∈ (0, λ(Q)): f ∗(t) k − 1}∣∣ and ∣∣{t ∈ (0, λ(Q)): f ∗(t) = k}∣∣
and |{t ∈ (0, λ(Q)): f ∗(t)  k + 1}|. Consequently, using (8.12) and then (8.9), we see that
λ(G)  (1 − σ)(b − a). Then (8.10) and (8.11) give us that λ(E−)  σ2 (b − a) and λ(E+) 
σ
2 (b − a). Therefore we have
min
{
λ(E−), λ(E+)
}
 σ
2(1 − σ)λ(G). (8.13)
It is a routine matter to check that the condition (8.4) is equivalent to
τ <
σ
2(1 − σ) 
1
2
. (8.14)
Let us pause for a moment to point out that we have finally reached the only step of the proof
which needs a non-trivial “geometric” input, namely the fact that (τ, s) is a John–Strömberg pair
for E .
To know that we have this fact in the particular case that appears in the formulation of The-
orem 8.1 we need to apply our “geometric” Theorem 7.7. To know that we have this fact for
other particular collections E , or with better values of the constant s, we would need an affir-
mative answer to Question A, or to some other question. In the present theorem we have simply
“axiomatized the ‘geometric’ problem away” by invoking a convenient definition.
Now let us resume our formal proof: The estimates (8.14) and (8.13) give us the inequal-
ity (7.7) which appears in Definition 7.9. Since we have required that (τ, s) is a John–Strömberg
pair for E , this guarantees that there exists a set W ∈ E for which W ⊂ Q and
min
{
λ(E+ ∩W),λ(E− ∩W)
}
 sλ(W). (8.15)
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ϕ :R → R and ψ :R → R by ψ(t) = max{t, k − 1} and then ϕ(t) = min{k + 1,ψ(t)}. Here
again it is obvious that ψ and therefore also ϕ are both 1-Lipschitz functions. Therefore, again
by Lemma 4.2 and by our hypotheses on f , we have that
‖ϕ ◦ f ‖(J,s)BMO(Q,E)  ‖f ‖(J,s)BMO(Q,E)  1/2. (8.16)
Note also that the function ϕ ◦ f takes precisely three values, namely k − 1, k and k + 1.
Our final step will be to show that the set W which satisfies (8.15) must also satisfy
J(ϕ ◦ f,W, s) 1. (8.17)
This will contradict (8.16) and so show that the assumption (8.8) must be false, and thus will
suffice to complete the proof of Theorem 8.2.
To simplify the notation, let us set g = ϕ ◦ f . As already remarked above, this non-negative
function takes only the three values k − 1, k, and k + 1. More precisely, when we restrict g to
the cube W , it takes these three values, respectively, on the sets E− ∩ W , G ∩ W and E+ ∩ W ,
whose union is W .
Thus the restriction of (gχW )∗ to the interval (0, λ(W)) is given by
(gχW )
∗(t) =
⎧⎨
⎩
k + 1, 0 < t < a,
k, a  t < b,
k − 1, b t < λ(W)
where a = λ(E+ ∩W), b − a = λ(G∩W) and λ(W)− b = λ(E− ∩W).
Let I = [u,u + (1 − s)λ(W)] be an arbitrary closed interval of length (1 − s)λ(W) which is
contained in (0, λ(W)). Since the left interval (0, a) has length not less than sλ(W) we conclude
that the left endpoint of I must line in (0, a). Similarly, since the right interval [b,λ(W)) also
has length not less than sλ(W), the right endpoint of must lie in [b,λ(W)). We deduce that
(gχW )
∗(u)− (gχW )∗
(
u+ (1 − s)λ(Q))= (k + 1)− (k − 1) = 2.
Therefore, by Proposition 4.3, we have that J(g,W, s) = 1 which establishes (8.17). As already
explained above, this suffices to complete the proof of Theorem 8.1. 
We conclude this section by stating the auxiliary result alluded to above in Remark 8.3, which
is a sort of converse to Theorem 8.2. We refer to [6, p. 35] for its proof and for further remarks
about it.
Theorem 8.4. (See [6, Theorem 8.5, p. 35].) Let E be a collection of admissible subsets of Rd .
Let s and σ be two given numbers in (0,1/2) and let τ be any number in (0,1) satisfying
0 < σ < τ/(1 + 2τ). Suppose that, for each Q ∈ E , the inequality∥∥f ∗∥∥(J,σ )BMO(I,Q(I ))  ‖f ‖(J,s)BMO(Q,E(Q))
holds for the interval I = (0, λ(Q)) and for every measurable function f :Q →R which assumes
only the three values 0, 1 and 2. Here E(Q) denotes the collection of all those sets in E which
are contained in Q.
Then (τ, s) is a John–Strömberg pair for E .
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Now at last we can combine our results from previous sections to obtain our versions of the
John–Nirenberg and John–Strömberg inequalities. The following theorem does this. It also ex-
plicitly and immediately shows (keeping in mind Remark 7.12) the consequence of an affirmative
answer to Question A, thus proving what we claimed at the very beginning of this paper.
The hypotheses imposed on E , Q, τ and s in this theorem are exactly those which were
imposed in Theorem 8.2. But here the parameter σ does not need to be explicitly mentioned.
Theorem 9.1. Let E be a collection of admissible subset of Rd . Let Q be a set in E which contains
all other sets of E . Let τ ∈ (0,1/2) and s ∈ (0,1/2) be such that (τ, s) is a John–Strömberg pair
for E . Then, for every constant r in the range 1 r  12τ , the inequalities
λ
({
x ∈ Q: ∣∣f (x)−m∣∣ α})max{r,2√r } · λ(Q) · exp(− α log r
8‖f ‖(J,s)BMO(Q,E)
)
(9.1)
and
λ
({
x ∈ Q: ∣∣f (x)−m∣∣ α})max{r,2√r } · λ(Q) · exp(− αs log r
8‖f ‖BMO(Q,E)
)
(9.2)
hold for every α  0, every measurable f :Q →R, and every median m of f on Q.
Remark. The inequality (1.1) which appears at the very beginning of this paper is of course
simply (9.2) with r = 12τ . This is in some sense the most “pertinent” value of r to choose since it
gives the best control of the left-hand side of (9.2) when we consider large values of α.
Proof of Theorem 9.1. Let us prepare some ingredients which will later enable us to apply
Theorem 6.3. In our application the sets D and E which appear in the statement of Theorem 6.3
will both be taken to equal the set Q specified in the formulation here of Theorem 9.1. Let
f :Q → N ∪ {0} be an arbitrary function in the class Φ which is defined in Theorem 6.3. Let
σ be a number satisfying the condition (8.4) which is imposed in Theorem 8.2. Then, since f
and σ and s satisfy the hypotheses of Theorem 8.2, we can deduce from Theorem 8.2 that
∥∥f ∗∥∥(J,σ )BMO(I,Q(I ))  ‖f ‖(J,s)BMO(Q,E), (9.3)
where I is the interval (0, λ(Q)). The fact that f ∗ is right continuous and non-increasing on I
ensures that, for every α  0, it satisfies the inequality corresponding to (5.7) which here takes
the form
∣∣{t ∈ I : f ∗(t)− f ∗(λ(Q)/2) α}∣∣ 1 − σ
2σ
· |I | · exp
(
− α log(
1
σ
− 1)
2‖f ∗‖(J,σ )BMO(I,Q(I ))
)
. (9.4)
As an element of Φ, the function f must satisfy
λ
({
x ∈ Q: f (x) > 0}) 1λ(Q). (9.5)
2
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properties (i) and (ii) of Section 3.)
Now, for every α > 0 we can apply (3.2) to the left-hand side of (9.4) and use (9.3) to bound
the right-hand side of (9.4) from above. This gives us that
λ
({
x ∈ Q: f (x) α}) 1 − σ
2σ
· λ(Q) · exp
(
− α log(
1
σ
− 1)
2‖f ‖(J,s)BMO(Q,E)
)
. (9.6)
We deduce, using (9.6) when α > 0, and using (9.5), together with the fact that 1−σ2σ  12 ,
when α = 0, that
λ
({
x ∈ Q: f (x) > α}) 1 − σ
2σ
· λ(Q) · exp
(
− α log(
1
σ
− 1)
2‖f ‖(J,s)BMO(Q,E)
)
for all α  0. This last inequality corresponds to the inequality (6.14) of Theorem 6.3, and the
fact that it holds for every f ∈ Φ is exactly what we need to justify applying Theorem 6.3.
Since here the constants C and c of (6.14) are respectively (1 − σ)/(2σ) and log( 1
σ
− 1)/2, the
formula (6.15) furnished by Theorem 6.3 takes the form
λ
({
x ∈ Q: ∣∣f (x)−m∣∣ α}) 2 max{1 − σ
2σ
,
√
1 − σ
σ
}
· λ(Q) · exp
(
− α log(
1
σ
− 1)
8‖f ‖(J,s)BMO(Q,E)
)
.
Let us substitute r = 1
σ
− 1 = 1−σ
σ
in this inequality. Since σ satisfies (8.4) and since, as
already observed during the proof of Theorem 8.2, (8.4) is equivalent to (8.14), it follows that
τ < 1/2r  1/2 and so 1  r < 1/2τ . Thus the above inequality shows that (9.1) holds for all
r ∈ [1,1/2τ), and therefore also, by continuity, at the endpoint r = 1/2τ . Finally (9.2) follows
immediately, in view of (4.8). 
Remark 9.2. Let us consider Theorem 9.1 in the particular case where Q is a special rectangle
and E =W(Q). Then we know (cf. Corollary 7.8 or Example 7.10) that we can take τ = √2 − 1
and s = (3− 2√2 )/2 ≈ 0.0857864. So the parameter r can range between 1 and 1/(2√2− 2) ≈
1.20711. Consequently, the right-hand side of (9.2) can be, for example,
2/
√
2
√
2 − 2 · λ(Q) · exp
(
−α(3 − 2
√
2 ) log(1/(2
√
2 − 2))
16‖f ‖′BMO
)
where ‖f ‖′BMO is the seminorm defined in (2.12). This expression is approximately equal
to 2.197 · λ(Q) · exp(− 0.002α‖f ‖′BMO ). Wik obtains a smaller expression, approximately equal to
2λ(Q) exp(− 0.043α‖f ‖′BMO ).
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