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Two phenomena currently excite and puzzle the atmospheric convection community: con-
vective self-aggregation1 and the dynamics of cold pools.2 While the former occurs at the
synoptic scale, the latter are generated by evaporating rain from individual clouds and have
typical diameters of tens of kilometers.3 Despite their vastly different scales, the two phenom-
ena may be intimately related, as simulation studies found that cold pools can hamper the
organization of clouds leading to self-aggregation.4,5 It has so far however remained unclear
by which mechanisms cold pools act to organize the cloud field. Here we first analyze large
eddy simulations (LES) to characterize the basic interaction types between cold pools. At
cold pool gust fronts, some of these interaction types trigger new intense updrafts, which
are required for new convection cells. Using the types identified, we then conceptualize the
essential cold pool dynamics into a simple mathematical model. This model, based on the
interference of circles spreading in space, can explain three fundamental features of cold pool
dynamics: scales steadily increase in transient LES; clustering, similar to that observed in
mesoscale organization, can emerge from cold pool processes; and self-aggregation depends
on cold pool strength. Our theory hence provides a mechanism which can reconcile cold pool
dynamics with convective self-organization.
Introduction
The transition from a non-precipitating to a precipitating atmosphere fundamentally alters the organization
of its cloud field.2,6–10 Cold pools (CPs) are produced when rain evaporates, forming relatively dense
boundary layer air which then spreads along the surface. From LES and observations it is well-established
that outflows from CPs act to organize the sub-cloud temperature, moisture and wind fields.6,11–15 Apart
from changing the thermodynamic stability in the boundary layer, CPs play a crucial role as a dynamic
trigger for convection.9,16–18 Moreover, studies have shown that in particular collisions between CPs may
lead to strong new updrafts.12,19,20 CPs caused by deep convection often travel at velocities of order 10 m s−1
radially,2 and when CPs collide, momentum conservation can displace moist air vertically.9,17,21 This air
thereby overcomes the level of free convection and subsequently continues to rise because of condensation
heating.
To better represent the effects of CPs on convection, and obtain a more realistic timing of the diurnal
cycle of precipitation, some large scale models include a statistical representation of CP processes.22,23 Fur-
thermore, extreme convective precipitation increases at rates beyond that of saturation mixing ratio.24–26
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Explanations may well require arguments involving CP-induced self-organization. Interactions between pre-
cipitating clouds, possibly mediated by CPs, were indeed suggested to contribute to enhanced precipitation
intensities.9,18
CP dynamics has been modeled by simplified models.27,28 However, the self-organization of convection is
still poorly understood, especially how small-scale interaction may give rise to large-scale organization.29 One
particular challenge is to understand the role of CPs in convective self-aggregation, the gradual clustering of
the cloud field into intensely precipitating and nearly cloud-free patches, measuring hundreds of kilometers
across.4,5, 30–35 This phenomenon is found in long (usually multi-week) radiative convective equilibrium
(RCE) simulations — simulations where incoming and outgoing energy fluxes are in approximate equilibrium.
More recent work suggests that the mechanisms giving rise to self-aggregation also play a role under realistic
conditions for tropical convection.36,37 Explanations for self-aggregation invoked a contrast in radiative
cooling between the cloudy and cloudless regions.1,5, 33 However, high horizontal grid-resolution (less than
several kilometers) or rain evaporation, leading to CPs, appear to hamper self-aggregation.4,5
Results
Characterizing cold pool interactions
To examine how CPs interact, we first analyze large-eddy simulations (LES) of the transient response of the
convective cloud field to diurnal surface heating (Details: Methods). Positive near-surface vertical velocity
w(z = 100 m) is a useful indicator of CP boundaries.10 Before the onset of precipitation, the thin boundaries
of w(z = 100 m) show relatively long-lived cells of typical scales ∼ 2 km (Fig. 1a). The geometry of the
pattern can be characterized by a temporal network of links (line structures) and nodes (intersects of links).38
Both links and nodes, which can result from the interference of two and three CPs, respectively, correspond
to updraft regions. We want to characterize the nature of the interactions and therefore investigate updraft
strength for links versus nodes. In order to set off new precipitating convection, the updraft speed aloft,
near the lifting condensation level (z ∼ 1000 m), is relevant. High percentiles of w(1000 m) serve as a proxy
for locations where cloud-base velocity is strongest (Fig. 1a—c). Visual inspection shows that it is initially
nearly always at nodes (quantified here by w(100 m)), rather than along the links of low-level convergence,
where w(1000 m) is strongest (Fig. 1a), in qualitative agreement with theory on hexagonal Rayleigh-Be´nard
cells.39
When precipitation sets in at a given location, the gust fronts initially protrude radially, forming near-
circular boundaries. For a system of many CPs, the radial spreading of a given gust front is eventually
reduced or halted by other fronts spreading in opposing directions — collisions result, again forming bound-
aries between fronts (new links). As the pattern evolves, scales increase approximately linearly under the
action of CPs,10 qualitatively seen in the rescaled convergence patterns (Fig. 1b,c). Many locations of strong
w(1000 m) again coincide with nodes.20 Occasionally links and more rarely single gust front processes also
cause new cells to emerge.
To quantify interaction types, tracer particles are seeded near the edges of precipitation cells and advected
with the flow (Details: Methods and Fig. S4). The histograms of w(1000 m), conditional on the collocation
of particles belonging to different CPs (Fig. 1d), quantify the dependence of updrafts on interaction types.
Cloud base vertical velocities generally increase in the order: isolated gust front, gust front boundary, gust
front junction. Conceptually, when air is forced away from a two-CP collision, the tangential degree of
freedom allows air to escape horizontally. When three CPs are involved, air can effectively be captured
within the three participating CPs — thereby reducing the remaining degrees of freedom and forcing air
upward.
A conceptual model representing the diurnal cold pool dynamics
We describe the dynamics of the diurnal cycle (Fig. 1a—c) in a simple mathematical model, first focusing
only on three-CP (3CP) collisions, where strong updrafts are favored. Initial cells, referred to as belonging
to generation one, are seeded in the two-dimensional unit square and grow as circles, representing CP gust
fronts. All circle radii increase linearly in time at speed c0. Where two circle perimeters eventually intersect,
a standing front is formed. In each point where three circles intersect, a new circle — generation two — is
seeded with zero initial radius. As soon as this circle is introduced its radius also grows at speed c0. The
model hence involves a spatial growth process and a replication mechanism.
In an approximate mean-field sense, where N initial cells are seeded, three-circle collisions will eventually
lead to r N second generation circles, with r a replication rate. This yields a replication rule N → r N for the
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change in population from one generation to the next. Whereas N changes exponentially with generation,
the mean length scale l and inter-collision period ∆t scale algebraically with N : l ∼ ∆t ∼ N−1/2. Therefore,
finally
l(t) = N(t)−1/2 = l0 + c0(1− r)t , (1)
hence length l changes linearly with time (Details: Methods). For r > 1 scales shrink, whereas for r < 1 cells
become increasingly sparsely positioned and scales grow at a constant rate, in agreement with approximately
linear scale increases found previously for LES.10
Not all interferences of three CPs are likely to trigger updrafts. When three CPs meet, two geometries
are possible, depending on the time and location of origin of each of the three: (i) air is enclosed by the
three CPs; or (ii) momentum is channeled away from the location of interference (Fig. 2a). The former case
can be seen as forcing air masses upward, facilitating updrafts whereas the latter case limits the thrust of
the collision. Case (i) requires the location of collision to lie within the triangle formed by the three circle
origins.
Augmenting our conceptual model by this triangle rule, we simulate an initial population of thousands of
cells, seeded synchronously at time t = 0. The simulated pattern of gust fronts (Fig. 2b,c) shows a patchwork
of mostly small scale circular and larger-scale line structures, with overall length scales increasing over time.
The patterns and the scale increase are visually comparable to the self-organizing CP gust fronts in LES
(Fig. 1b,c).
It is mathematically convenient that the topology of the pattern only allows cells of equal generations to
collide (Details: Methods and Fig. S1). To analyze, we thus assign a label of generation g = 1 to initial cells
and record all subsequent generations: any successful collision between generation g cells yields a generation
g + 1 cell. Collecting all cells of any generation g and computing the average time t(g) when these cells are
created, we find that N(t(g)) does indeed follow the functional form of Eq. 7 (Fig. 2c). However, the large-t
asymptotic behavior deviates from the exponent −2 implied by Eq. 7 — highlighting effects of non-random
self-organization. A departure from random spatial patterns (Fig. S6) is also implied by the non-constant
replication rate r(g) ≡ N(g + 1)/N(g) (Fig. 2d).
Model generalization and equilibria.
As shown, 3CP collisions alone lead to decaying cell numbersN in approximate agreement with transient LES
(Fig. 1 and 2f). In RCE, where heat and convective instability are replenished, a steady state could result.
One might require that two-CP (2CP) collisions should also contribute, allowing for r ≈ 1. For two-CP
collisions we assume that the two cells must collide along the line-of-sight (LOS) connecting their cell centers
(Fig. 3a) at the time when the first contact occurs. This condition has immediate topological implications:
Singularities with accelerating replication times and locally enhanced r are possible for near-equilateral
triangular or approximately isotropic arrangements of cells, whereas stretched geometries eventually yield
line-like morphologies with r . 1 (Fig. 3b).
The LOS constraint reduces the expected initial number of 2CP collisions to four per cell (that is, r = 2,
Details: Supplement), which however still could allow for exponentially growing N(g) over generations.
Using large simulations, N(g) is indeed found to be approximately exponential with g (Fig. S7) and N(t)
diverges in finite time (Fig. 3c) as expected from Eq. 7. However, again a gradual reduction of r(g) with
increasing g is found (Fig. S7), a feature we attribute to the spatial organization of cells. To characterize
this organization, we study the distribution of nearest-neighbor distances for all cells of a given generation
(Fig. 3d). Short cell-to-cell distances increasingly become much more pronounced than expected at random,
that is, the 2CP model gives rise to clustering.
LES depart in two crucial features from our zero-parameter 2CP and 3CP models: (i) before growing
to a minimal radius (termed rmin), CPs act as cool and dry downdrafts that suppress precipitation.
9 (ii)
CP gust fronts do not spread to infinite radius, but dissipate over time through mixing and surface heat
exchange.3,40,41 We therefore add parameters rmin < r < rmax to our model making CPs inactive when r
lies outside these limits. We define plausible scales rmin = 3 km and set the linear grid resolution to 1 km.
The temporal scale is set by taking c0 = 10 ms
−1.2 Initial cell density ρ(g = 1) ≡ N(g = 1)/A is now no
longer arbitrary, with A the domain area. We find 10−2km−2 < ρ(g = 1) ≡ N(g = 1)/A . 10−2 km−2 an
approximate value when inspecting LES for all spontaneously occurring initial events (Fig. 1a).
Using this set-up and, for simplicity, only 2CP collisions, N eventually stabilizes at high densities. Not
all 2CP collisions lead to new cells, we therefore introduce a probability p2 ≤ 1 for a new cell to be produced.
Initially leaving rmax = ∞, we explore the parameter p2 and find that p2 & 0.75 leads to steady state cell
densities — maintained over many generations (Fig. S8a) with considerable spatial clustering (Fig. S9a).
3
Combinations of 2CP and 3CP collisions yield similar results.
Capturing convective self-aggregation
Convective self-aggregation is observed in atmospheric simulations for very large linear system size (∼
1000 km) and we must therefore consider that rmax lies far below this scale. For sufficiently small rmax the
previously stable populations (Fig. S8a) are no longer sustainable indefinitely — N declines after an initial
transient growth phase (Fig. S8b). To investigate the cause of the decay, we examine the spatial pattern
near the onset of decline (Fig. 4a). An interesting feature is apparent: certain regions are entirely cleared
from rain cells, whereas their surroundings show intensely interacting cells. Such cavities, once large enough,
can no longer be filled: when a cavity’s diameter exceeds 2rmax, no two CPs at opposite sides of the cavity
can reach one another to replicate within the cavity — giving rise to an instability. Over time, cavities will
grow larger, as replication away from the cavity’s edges is likely. We check this by comparing the locations
of recent and earlier events (Fig. 4b), which highlights a receding boundary of cells. The effect persists in a
model variant which includes 3CP processes (Fig. S10).
The cavities we describe can be compared to those in convective self-aggregation, where the formation
and growth of convex areas without deep convection is observed.5 The basic dynamics of LES within RCE
(Details: Supplement) and those for transient surface forcing (Fig. 1) are similar, in that new cells are often
stimulated where CPs collide. However, for RCE simulations the domain size is much larger and CP gust
fronts indeed often reach terminal radii of 10s of kilometers where spreading slows down. This requires a
model that limits rmax. When self-aggregation develops, CPs cluster around regions of reduced cloud cover,
within which updrafts are nearly absent (Fig. 4c). Temporally, a gradual retreat of cells near cavity edges
is again apparent (Fig. 4d). As in our conceptual model, the diameters of the cavities present typically are
larger than two CP radii, even when one considers the largest CPs present.
Discussion
In the final stages of self-aggregation, such cavities are found to grow so large that the model domain segre-
gates into only two remaining patches: cloudy and cloud free (compare: Fig. S10). In RCE simulations,5,30
this state eventually stabilizes, likely due to radiative feedback effects.1 In our simple model, such stabiliza-
tion could also be incorporated, e.g., by coupling the replication rate near cavity edges to cavity area — a
rough measure of the radiatively induced near-surface outflow from cloud-reduced regions.
Notably, our 2CP model gives rise to substantial spatial clustering (Fig. 4b and Fig. 3). Indeed, given
the number of cells present, we calculate that distributing them randomly in space instead would be unlikely
to allow for initial cavities of the size observed (Fig. S9). Our model further implies larger rmax, that is,
stronger CP outflows, to inhibit self-aggregation, as cavities are unlikely to form. A single cavity is sufficient
to cause a run-away aggregation effect. Hence, larger domains should favor self-aggregation because the
likelihood that at least one cavity forms is increased. Both reduced CP strength and increased domain size
have indeed been suggested to favor self-aggregation.1
Cold pool interactions are observed ubiquitously over land42 and sea.12,15 Our simple model highlights
the complexity of convective self-organization through CPs and captures key features of the transient and
equilibrium dynamics their interactions produce. In particular, we found an explanation for scale increase
in transient LES, as well as clustering and the appearance of cavity instabilities in RCE. It was previously
found that CPs can hamper self-aggregation, in particular on small domains. Our study suggests that in
order to have self-aggregation with CPs, it is necessary that a sufficiently large cavity instability forms. Our
model may thus help reconcile CP interactions with the clustering found in cloud-resolving model studies
of self-aggregation and observed large-scale convective structures.
Previous work suggested that stronger CPs can enhance precipitation extremes.18 Extensions of our
model that incorporate precipitation intensity and its effect on CP strength could be used to guide the
analysis of extreme precipitation events and how they relate to CP collisions. Ultimately, models of the
type described here could kick-start new attempts at parameterizing convective organization in large scale
models.
4
Materials and Methods
Large eddy simulations
We use simulation data from the University of California, Los Angeles, Large Eddy Simulation code (UCLA-
LES,43) for (i) the diurnal cycle of convection under spatially homogeneous surface boundary conditions and
a prescribed, temporally varying surface temperature cycle; (ii) radiative convective equilibrium, carried out
over 30 model days at spatially homogeneous and temporally constant boundary conditions.
(i) Diurnal cycle simulation — The model is run at 200 m horizontal grid spacing and with 75 vertical
model levels stretching from 100 m at the surface to 400 m at the domain top. The model uses a two-
moment microphysics scheme44 and a delta four-stream radiation code.45 Surface latent and sensible heat
fluxes are modeled using Monin-Obukhov similarity theory. The model time step ranges from 1 to 5 s. The
atmosphere is initialized by observed vertical profiles for temperature and humidity observed at Lindenberg,
Germany, during the summers of 2007 and 2008. No ambient wind or pressure gradients are applied. Average
surface temperature T s = 27
◦C for the results shown in Figs 1 and ??, and Ts(t) varying sinusoidally with
an amplitude of 10 K, a period of 24 h and a peak at 12 h (noon). Further details on the simulation
used in Fig. 1 are described in the literature.9 The comparison of scale increases in Fig. 2f makes use of
data from six large eddy simulations with distinct boundary conditions. The symbols in Fig. 2f refer to:
T s = 23
◦C (CTR); 24◦C (P1K); 25◦C (P2K); 27◦C (P4K, identical to the one discussed above); as well as
a simulation where the period of forcing was increased to 48 h (LD) but otherwise maintaining CTR; and
finally a modified initial atmospheric lapse rate (LAPSE). These simulations and the data plotted in Fig. 2
are described in more detail in the literature.9,10
(ii) Radiative convective equilibrium simulation — The model is run for 30 days at 500 m horizontal grid
spacing and with 63 vertical model levels, again stretching from the surface to the model top. A spatially
and temporally constant 28 ◦C sea surface temperature boundary condition is prescribed. Relative humidity
at the surface is set to 100 percent, and insolation is fixed to a constant 650 W m−2 (compare Bretherton
et al.30). Apart from the configurations stated above, the model settings are similar to those in (i).
Particle method for CP tracking
We here develop a method for tracking of CPs, which capitalizes on the observation, that momentum transfer
is crucial in creating the sharp updrafts required for new cell initiation. Our method is defined as follows:
• Once precipitation reaches the surface, we track the rain cell area using the Iterative Rain Cell Tracking
(IRT) method.46 The threshold precipitation intensity is set to 0.5 mm h−1 for the accumulated
precipitation reaching the ground during any five-minute model time step. All grid boxes and time
steps where this threshold is exceeded are processed and assigned to the appropriate contiguous rain
cell. Each rain cell receives a unique label, by which it can be identified. (compare: Fig. S4).
• We identify the boundary of the rain cell area by a simple shift method, where each rain area is shifted
by one pixel in each horizontal dimension and a comparison of the shifted to the original cell area is
made. Pixels in the shifted area not overlapping with pixels in the original area define the boundary.
• Particles are placed at the boundary pixels. Particles are here defined as passive objects advected
with the horizontal simulated wind field in the lowest atmospheric level only, forcing them to remain
within the gust front boundary. The effect is that these particles are not mixed back to the interior
or the CP through the bore, but remain at the front (Fig. S4).
• Each particle is labeled so that it can be referenced to the respective rain cell. Particles are followed
for a specific time window of 30 five-minute time steps, after which they are removed from further
analysis.
• By collocating particles corresponding to different CPs, interactions between CPs can be mapped out
systematically (compare: Fig. S4a,ii). The collocation is done by shifting a 2 km × 2 km window
through the model domain and identifying all particles (indices and locations) within this window.
In cases where more than a threshold number of particles (set to five) of each type are identified, the
diversity of CP indices within the window is quantified — leading to the classifications into either
zero, one, two, or three CP types (Fig. 1).
5
Mathematical Model
Boundary and initial conditions. In a two-dimensional, double-periodic unit square [0, 1] × [0, 1] N
points c
(1)
i , i ∈ {1, . . . , N} are placed at random locations. These points are the origins of circles, denoted
as C(1)i . The time of origin equals t(1)i = 0 and the superscripts label the generation of circles.
Dynamics. From each c
(1)
i a circle originates and their radii r
(1)
i increase at constant speed c0, i.e. ri =
c0(t−t(1)i ), ∀ t > t(1)0 . The circles originally are in an active state, that is, all points r defined by the equations
r
(1)
i (t) = |r− c(1)i |, ∀i, are considered active. Any segment of the perimeter of each circle becomes inactive
when two previously active perimeter segments cross one another during circle growth. The inner part of
any circle is considered irrelevant for the replication dynamics. Inactive segments of the circle perimeter
have no further effect.
Replication. When three active circles of generation g collocate in the same point r at a given time t, a
new circle C(g+1)k is formed with corresponding origin c(g+1)k = r, origin time t(g+1)k ≡ t and radius r(g+1)k = 0.
g will be shown to systematically depend on the three circles involved in the replication process.
Mean field solution. To gain some basic insight into the model above, we consider a system of N CPs,
distributed randomly within a domain of unit area. The mean area available to any individual CP will then
be a ≡ N−1. CPs are taken to occur simultaneously at discrete iteration steps n and spread from a point-like
origin as density currents with constant, equal speed c0. Neglecting all geometric effects and fluctuations in
cell number density, we estimate the mean distance l a CP needs to spread before colliding with another as
the square root of the CP’s mean area, hence l ≈ a1/2 = N−1/2. The time from initiation to collision of a
given CP will hence be ∆T = N−1/2(2 c0)−1, where the doubling of the speed c0 warrants the fact that the
CPs are approaching one-another.
When CPs collide, a fraction of the collisions is assumed to lead to a new precipitation event, which then
occurs at the location of collision. For simplicity, we assume that the resulting pattern of event occurrences
is again random, i.e. the symmetry of the system is not changed from one iteration to the next, apart from
a possible change in length scale.
Notably, statistical analysis of Voronoi graphs for random points, as well as theory, shows that the
average number of corners surrounding each point in a Voronoi triangulation is six.47 Given that three cells
would be involved in each collision, there could be two new cells for each previous cell.
More explicitly, the change in the number of cells from iteration n to n+ 1 is
∆N = N(n+ 1)−N(n) (2)
= rN(n)−N(n) (3)
= (r − 1)N(n) . (4)
Using the above consideration, we might assume an upper bound of r = 2.
To obtain temporal dynamics, we can approximate the time derivative of N(t) as
dN
dt
≈ ∆N
∆t
= 2 c0(r − 1)N N1/2 = 2 c0(r − 1)N3/2 . (5)
This is a differential equation for N(t)
dN N−3/2 = 2 c0(r − 1) dt , (6)
which can be integrated easily to yield
l(t) ≡ N(t)−1/2 = l0 + c0(1− r)t , (7)
where we have defined l(t) as the average cell-to-cell distance at time t, and l0 as the integration constant,
that is, l0 = N(0)
−1/2. l0 represents the typical initial spacing between cells, when the model is initialized.
For r > 1 (r < 1) linear decrease (increase) in cell-to-cell distance is hence obtained. Notably, the increase
is linear in time and is proportional to the speed at which CPs spread as well as the replication rate.
Generations. Even though any cell of generation g is generally seeded at a different time, the topography
of the resulting generational map nonetheless only allows cells of equal generation to interfere (Fig. S1a,b).
Elements of the dynamics can best be appreciated in a one-dimensional analogue, where generation-one cells
are seeded randomly along a periodic chain (Fig. S1c). Regions of high cell density will undergo more rapid
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successions of generations, but the spatial order of generations will always remain intact. In one dimension
it is further easy to appreciate that collisions between initial high seed density regions later in time yield
rapid sequences of collisions proportional to the product of initial densities. Together with the preservation
of cell density per generation in one dimension, this exemplifies a basic mechanism for clustering. Notably,
whereas CPs of generation one yield a Voronoi graph, those of subsequent generations yield weighted Voronoi
graphs as the time of initiation differs between CPs. The network of boundaries is formed by bent edges and
individuals small CPs can be entirely enclosed by large ones.48 By such self-organized changes of geometry,
we do not expect the replication rate r(g) ≡ N(g + 1)/N(g) to be preserved (Fig. 2e). Indeed, whereas
for the initial replication N(2) ≈ N(1), hence r(1) ≈ 1, the rate r(g) drops substantially for subsequent
generations.
Simulation of the mathematical model. In the following, we describe simulations of the three-circle
replication dynamics. Note that two-circle replication dynamics are handled entirely analogously, when
considering that collisions between two circles at origins ci and cj lead to new circles at the first point of
overlap, given that this point lies on the line-of-sight connection between ci and cj .
The simulations for three-circle collisions are performed in two ways (described below). The results in Figs 3
?? were obtained using method (1). Other model results shown were obtained using method (2). The two
method gave consistent results.
(1) Semi-analytical method. The system is initialized with N circles that all have different and non-
overlapping sizes. To reduce simulation time, the neighborhood is identified for each circle. Two circles are
neighbors if there are not more than two circles that are closer to their center-center midpoint. From this
list of neighbors all combinations can potentially collide.
For each potential collision of three circles with origins ri = (xi, yi), i ∈ {1, . . . , 3} and current radii ri
the following set of equations are solved for the three unknowns x, y, and dr:
(x− x1)2 + (y − y1)2 = (r1 + dr)2 (8)
(x− x2)2 + (y − y2)2 = (r2 + dr)2 (9)
(x− x3)2 + (y − y3)2 = (r3 + dr)2 , (10)
which is accomplished by translating and rotating the system in such a way that the smallest circle is
centered at the origin whereas the second smallest circle is rotated onto the x-axis. In addition, all circles
are decreased in radius by the radius of the smallest.
By this we obtain:
x′2 + y′2 = dr′2 (11)
x′2 + (y′ − y′2)2 = (r′2 + dr′)2 (12)
(x′ − x′3)2 + (y′ − y′3)2 = (r′3 + dr′)2 , (13)
where dr′ ≡ dr + r1, r′2 ≡ dr2 + r1, r′3 ≡ r3 + r1, and (x′, y′) ≡ R(θ) · (x, y) and R(θ) is the two
dimensional rotation matrix for an angle θ.
Four conditions limit the list of potential collisions:
1. a positive real dr has to exist,
2. the location has to fulfill the triangle rule, whereby the collision point has to lie within the triangle
defined by the three circle origins ri,
3. the location should not already be taken by another circle from the same generation, which is equivalent
to the demand that all circle segments involved in the collision be active,
4. any set of three circles can only collide once.
The system is updated by the smallest dr that satisfies all four conditions. When a new circle is intro-
duced, the neighborhood of all circles from that generation is updated together with dr. Periodic boundary
conditions are employed in both spatial dimensions.
(2) Numerically approximate method. Whereas the method described in (1) is numerically exact,
solving found to be computationally inefficient, as there are many possible sets of 3 CP collisions to check
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for. Below, we simulate the dynamics on a grid of up to 2000 × 2000 grid boxes and cyclic boundary
conditions using a more efficient approximate method.
Domain and possible states. Initial circles are again placed at random, but discrete, grid points within
the domain. Time is discretized so that within a single time step a pixel can spread to its eight nearest
neighbors. To obtain a deterministic simulation of circles spreading from their origin, we further check
whether the diagonal steps (along {±1,±1} are not too fast, that is, the distance to the circle origin does
not increase too much. To do this, we compute the distance of cell centers and compare this to the time
dependent radius of the respective circle. When a new circle is initiated, it first consists of a single pixel.
For reasons of efficiency, each pixel is assigned a state, either active or inactive. Any active pixel is able to
spread to the surrounding pixels as described. To obtain circle intersects, we record two circle indices for
each grid box. Initially, both indices are set to zero for all gridboxes. Once the original circles are seeded, the
corresponding pixels are set to document their indices, e.g. for a circle i the pixel then contains the indices
(i, 0). Active pixels will always contain a non-zero index at position one and the index zero at position two.
As the spreading evolves, an active pixel passes on its first index, e.g. i to the surrounding gridboxes, as
described. Through this process, eventually a gridbox containing (i, 0) will neighbor a gridbox containing
(j, 0). If now one of them, say (i, 0), spreads to the neighbor (j, 0), this neighbor will be relabeled to contain
the information on i, it will hence be labeled as (j, i). Any occurrence of this type, that is, where both
indices are non-zero, leads to the pixel becoming inactive and it can no longer spread.
Spreading dynamics. As mentioned, spreading can only occur for pixels that are active. However, even
active pixels cannot spread to any of their neighbors: Spreading to a neighbor can only occur if this neighbor
contains a vacant, i.e. labeled as zero, second entry or if the neighbor contains indices corresponding to
circles of a lower generation.
Replication events. A replication event occurs, when three circles of equal generation are collocated in
the same location. Following the rules above, it is not possible to obtain three circles within a single
pixel. However, indices of three circles can be found within blocks of 2 × 2 pixels. Such locations are then
used as seeding a new circle. To determine these locations, after the spreading is completed for all pixels
(constituting one system update), the entire system is searched for the occurrence of seeding events. This is
done by shifting a 2× 2 pixel box through all rows and columns and determining all new triples of indices.
Novelty is checked for by documenting all previously detected seeding events in a list. Once a seeding event
is found, the triangle condition is checked for, analogously to the case described in (1). To take the cyclic
boundary condition into account, one must here be careful to first determine the proper “origin” of the
respective circles. We do this by comparing the current simulation time step to the distances from the
candidate circle centers and find that this method to work reliably.
If the triangle condition is fulfilled, we seed a new circle at the pixel closest to the actual (exact) point
of collision. To determine the exact point of collision, we use Heron’s formula (Fig. S5) for the area of the
triangle spanned by the three contributing circle centers. To obtain the exact position of the collision, we
determine the locations and times of origin of the three circles involved in the collision. Using a simple
iterative method (Fig. S5) we determine the exact location a time of collision and record these along with
a unique index for the new circle. When subsequently updating this circle, its exact origin location and
time will be used to determine the pixels it can reach at any given timestep. The pixel nearest to the exact
collision locus is then reset to contain {k, 0}, where k is a unique index assigned to the new circle. This
pixel is further set to be in an active state. Due to the increment in generation, the new circle is able to
override any surrounding pixels of lower generation, which will normally be the case. Eventually, the new
circle will spread to areas where circles of the same generation are present.
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Figure 1: Numerical experiment. a—c, Horizontal cross sections of large-eddy simulated near-
surface vertical velocity w(100 m). Small filled blue and large open black circles highlight percentiles
of approximate cloud base vertical velocity w(1000 m). Panels correspond to times near precipitation
onset (11 h), near the peak of domain mean intensity (16 h) and for decaying mean intensity (18
h), respectively. (Details: Fig. S3). Note the different axis scales for different panels, highlighting
a progressive scale increase. d, Probability density functions (PDFs) conditional on the geometric
location within CPs, the legend labels the number of cold pools contributing. Short vertical lines
near the horizontal axis show means of corresponding PDFs. (Details: Methods).
13
Figure 2: Model for three-CP collisions. a, Schematic illustrating three-CP collisions: for suc-
cessful collision, the collision point must lie inside the triangle formed by the three circle centers
(c1,c2,c3) shown. b, Gust fronts simulated by the three-CP model approximately 2.5 h after precipi-
tation onset when using initial cell density ρ0 = .01 km
−2 and c0 = 10 m s−1. c, Similar to (b), but
after approximately 5 h after precipitation onset. Note the increased spatial scale. d, Number of cells
per generation N(g) plotted against the corresponding average creation time t(g) ≡ N(g)−1∑i t(g)i :
each point represents the number of cells in a given generation. Time is measured in units of unit
velocity and unit system size. The straight dashed line represents a power law N ∼ t−1.68. e, Repli-
cation rate r(g) for the three-CP model (black) and estimate from LES (blue), using (f). f, Increase
of spatial scales for LES for various boundary conditions (Details: Methods). t0 marks the time of
precipitation onset for each simulation. The speed of scale increase v ≡ c0(1− r) is the slope of a fit
to the data points (exemplified for P4K, black line, where v ≈ .8 m s−1).10 Using v = .8 m s−1, Eq. 7
and c0 ∈ [4, 10] m s−1, estimated from LES, the range, blue arrow in (e), is obtained. Plot modified
from the literature.10 Note the logarithmic vertical axis in (d) and the logarithmic horizontal axes
in (d) and (e).
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Figure 3: Model for two-cold pool collisions. a, Condition for line-of-sight replication between
circles originating at c1, c2, and c3, respectively. For a given triangle (c1, c2, c3) either two or three
replications (red points) are possible. b, Simulation for several generations of cell centers (points in
colors ranging from light to dark red); occurrences of linear and singular structures are highlighted;
parameter choice: ρ(0) = .01 km2. c, Cell count vs. time t(g) (compare: Fig. 2d). The value t∗ ≈ .12
results from Eq. 7 using r = 1.8 and l0 = N(0)
−1/2 ≈ .1 when demanding l(t∗) = 0. d, Quantify-
ing clustering: comparison of self-organized nearest neighbor-distance normalized histograms versus
randomly distributed cell centers for the generations labeled in the legend. Distance measured in
units of mean nearest-neighbor distance for the respective randomly distributed cell centers.
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Figure 4: Self-aggregation mechanism. a, Gust front pattern (similar to Fig. 2b, here however
highlighting front age) but for p2 = 0.8, p3 = 0 and rmax = 50 km (red curve in Fig. S8b) at
t = 90 rminc
−1
0 . b, Spatial pattern of cell centers corresponding to a for past (20 < ∆tc0r
−1
min < 40,
blue) and recent (∆tc0r
−1
min < 20, red) cell centers. The circle highlights a blank area of diameter
2rmax = 100 km, the arrow highlights receding precipitation cell centers. c, Near-surface vertical
wind w(100 m) for RCE LES after 29 simulated days, colors are as described in legend (weak:
|w(100 m)| < .25ms−1, strong: |w(100 m)| > .25ms−1). Black thin contours indicate CP gust
fronts. d, Similar to b but for RCE simulations: Blue and red areas (legend) indicate areas with
precipitation at two consecutive days. The arrow highlights a receding precipitation area.
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