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Introduction
The Kenyon College Biology Department has been investigating the 
relationship 
for Manduca sexta caterpillars. previous research has shown that the scaling 
constant beta 0.67 or 0.75. 
Apart from modeling the data set, we examine sample size determination 
problems and measurement spacing issues by using resampling techniques and 
comparing the variability of the slope coefficient. 
( )bMR a BW
T-procedures, bootstrap and permutation tests
Due to electric power problems in January 2006 there were serious concerns that the data collected in 2005 
and 2006 could be different. In order to use 2005 and 2006 data as one large sample we used various two 
sample test procedures to test the hypothesis about the equality of means of log(BM) and log(MR) values. 
There were no significant differences found in log(BM) nor in log(MR) between years 2005 and 2006, P = 
0.348 and P = 0.364, respectively.  
Bootstrapping for linear regression coefficients
We are interested in the scaling coefficient b which becomes the slope 
coefficient in a simple linear regression model after the logarithmic 
transformation. Bootstrapping can also be done for regression 
coefficients and intercepts by resampling with replacement from the 
original sample. 
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Power Analysis
We are interested in how many measurements to make and what is the chance of 
detecting a particular difference of interest in the slope of the log(BM). 
The real interest here lies in the power of the test, the probability of rejecting the 
null hypothesis that there is no difference in the slope. Thus, we are interested in 
the chance that our test will pick up the difference and we will able to reject the 
null hypothesis. 
However, the power of the test varies with the size of the difference we want to 
detect, the sample size and the significance level of the test. In this particular 
case, we have chosen the significance level alpha to be 0.05. The sample size 
varies in the range from 150 to 500 measurements 
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Design Part
The current dataset has unequally spaced log(BM) values and unequal number of observations across the five 
instars (unbalanced data). We want to see how changing the spacing of the log(BM) values will change the 
variability of the slope.The variability of the slope estimator is
Conclusions
● Using several t-procedures and resampling techniques there were no significant differences found between the data collected 
in 2005 and 2006 and both data sets were combined in one sample. 
● Using bootstrapping methods we estimated b to be 0.9126 which is a lot higher than the constants used by Kleiber (b ~ ¾ 
(0.74) or  Rubner (1883) ( b ~ ⅔ (0.67)). 
● The power curves are very helpful in determining how by increasing the sample size we can get greater power of the test and 
increase the chance that our test will detect the differences in the slope estimate. 
●ANCOVA model allowed us to incorporate the analysis of categorical variables into our regression model, and by doing that 
we estimated the slope to be around 0.803 which is smaller than our result from simple linear regression and bootstrapping. 
●Alternatives to simple linear regression models were considered for instars four and five by including quadratic and cubic 
terms into the regression equation. Although this provides us with a better line that fits our data, we prefer the simple linear
regression because we want to keep it simple to interpret, and it gives us an estimate of the coefficient b. 
● Finally, we concluded that it would be better to spread out the log(BM) values around their mean as much as possible because 
that would reduce the variability of the slope estimator. 
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We tested our hypothesis using distribution free methods: bootstrapping and permutation tests and 
compared the results to t-procedures.  
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Figure 2.1: Bootstrap results for log(BM)
The permutation distribution shows log(MR) (P = 
0.344) is not significantly different between 2006 
and 2005
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Figure 2.4: Permutation test results for log(MR)
After resampling 1000 times, the mean intercept, 1.3049, and the mean slope , 0.9126, are shown on the graphs. The dotted 
lines show the bootstrapping bias. These values are very close to the simple regression estimates (1.30436, 0.91330). 
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Power vs Difference in slope for 2005 and 2006 data
Current sample size: 223 measurements of log(BM)  (18 caterpillars) , S = 0.171818
Figure 4.1
The graph shows that for a fixed sample size, the power of the test increases as the 
difference we want to detect becomes greater. We can read off approximate power 
values from the graph. The graph also shows that as the sample size increases, the 
power goes up for a fixed difference in slope 
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Since we are interested in the linear regression coefficient b and also any possible differences between the 
caterpillars and instars, we are trying find a model for the data that would include a quantitative explanatory 
variable as well as categorical variables that would account for differences in caterpillars and instars. ANCOVA 
combines linear regression and ANOVA. 
Extending the model
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The ANCOVA model seems to model the 
existing dataset very well since it includes 
the regression and treatment effects. 
Multiple regression is another way of model 
the dataset and further comparisons of the 
two methods could be beneficial. 
Caterpillar and instar are both significant in 
the model. The slope coefficient (b = 
0.80278) is a lot different from the linear 
regression boostrap results (bb = 0.9133).
The intercept is slightly different as well  
1.22551 for ANCOVA and 1.3044 for 
boostrap. 
Model
The bootstrap distribution shows that a mean difference of 
zero is fairly close to the observed mean and the bootstrap 
mean. 
Modeling curvature for instars 4 and 5
The 4th and 5th instars showed the most curvature in the log(MR) against log(BM) plots (Figures 6.1 and 6.2) which 
suggested a case for multiple regression. The squared log(BM) term for instar 4 did not turn out to be significant in 
modeling (P = 0.996) but the cubic term was significant (P = 0.025). Only the squared term for instar 5 turns out to be 
significant with a p-value of 0.002, the cubic term was not found to be significant.
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The Figure 6.1 shows that a cubic function fits 
the data the best. This curvature could be 
modeled by adding a squared or a cubic term to 
the simple linear regression model for instar 4. 
Figure 6.2 shows how the line is at first upward 
sloping and then bending downwards which 
represents the quadric term in the regression 
model. 
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We found that: 
●We selected the measurements from instars one and five and bootstrapped the slope coefficient. The SE of 
the slope coefficient increased from 0.01653 to 0.02110.
● Next, we selected just the instars three and four, the SE of the slope went up to 0.03621.This is more than 
doubling in the SE compared to the SE for all instars. This is also approximately 70% increase compared to 
the SE of instars 1 and 5. 
● Finally, we selected the log(BM) values from instars one, three and five, which gave SE equal to 0.01809. 
This value is much closer to the SE for all instars. 
