Abstract. The TRANSCAR ionospheric model was extended to account for the convection of the magnetic field lines in the auroral and polar ionosphere. A mixed EulerianLagrangian 13-moment approach was used to describe the dynamics of an ionospheric plasma tube. In the present study, one focuses on large scale transports in the polar ionosphere. The model was used to simulate a 35-h period of EISCAT-UHF observations on 16-17 February 1993. The first day was magnetically quiet, and characterized by elevated electron concentrations: the diurnal F 2 layer reached as much as 10 12 m −3 , which is unusual for a winter and moderate solar activity (F 10.7 =130) period. An intense geomagnetic event occurred on the second day, seen in the data as a strong intensification of the ionosphere convection velocities in the early afternoon (with the northward electric field reaching 150 mV m −1 ) and corresponding frictional heating of the ions up to 2500 K. The simulation used time-dependent AMIE outputs to infer flux-tube transports in the polar region, and to provide magnetospheric particle and energy inputs to the ionosphere. The overall very good agreement, obtained between the model and the observations, demonstrates the high ability of the extended TRANSCAR model for quantitative modelling of the high-latitude ionosphere; however, some differences are found which are attributed to the precipitation of electrons with very low energy. All these results are finally discussed in the frame of modelling the auroral ionosphere with space weather applications in mind.
Introduction
While the climatology of the ionosphere is relatively well understood and modelled, specification and forecast models of what is now called the ionosphere weather is the challenge Correspondence to: D. Alcaydé (Denis.Alcayde@cesr.fr) of today. This weather is defined as the hour-to-hour, dayto-day, week-to-week variability of the electron and ion concentrations and temperatures within the framework of the climatology defined by diurnal, seasonal, solar cycle and magnetic storm variations. The various processes of the solar, interplanetary, magnetosphere, ionosphere-thermosphere system that act to define this weather are today relatively well known, e.g. Schunk (2001) ; Lathuillère et al. (2002) . Recent physical modelling is based on global circulation models of the ionosphere-thermosphere system coupled with time varying auroral energy inputs based on empirical models or observations, e.g. Codrescu et al. (1997) ; Fuller-Rowell et al. (1996) ; Emery et al. (1999) ; Roble (2001) . But these timevarying studies were mostly successful in dealing with midlatitude observations of the ionosphere/atmosphere, which are mainly controlled by the diurnal/seasonal solar EUV source, with magnetospheric inputs as global perturbations. At mid-latitudes, these codes were mostly successful to correctly quantify the storm-time F-region ionospheric response. However, to our knowledge, there was no case study modelling which was able to describe accurately the threedimensional and time-dependent distribution of the ionospheric plasma during quiet and disturbed conditions in the auroral and polar ionospheres. As Codrescu et al. (1997) pointed out, their mid-latitude plasma density comparisons are good, while matching the structure in the polar cap and auroral zone is poor since they used statistical patterns based on the estimated hemispheric power as high-latitude precipitation and electric field inputs. Indeed, as shown by David et al. (2002) , at high-latitudes the coupling mechanisms with the magnetosphere and the interplanetary medium are of the same order, or even preponderant, as compared to the solar EUV control: the physical modelling must take into account the time-dependent transport of the ionospheric plasma along a flux tube, but also the transport of the flux-tube itself by the ionospheric convection. Most recent observations, using, in particular, radar coordination campaigns (Valladares et al., 1999; Carlson et al., 2002) , aim at understanding the formation of localized ionospheric structures. Patchy struc-tures as observed near the cusp and in the high-latitude ionosphere, were modelled as responses to combined effects of ion and the electron precipitation, and convection electric field Millward et al., 1999; VontratReberac et al., 2001 ). Pitout and Blelly (2003) showed that the overall result of cusp precipitation depends on the origin of the flux tube that opens in the cusp region, and therefore is dependent on the season, as well as on the interplanetary magnetic field configuration and on the magnetic local time. But the subsequent transport of patches of ionization across the polar cap, far from their production region (Crowley et al., 2000) , remains to be fully described and understood. The work presented in this paper adds to this modelling effort of the high-latitude ionosphere, and focuses on large scale transport. In the first part, we describe the new TRANSCAR model that accounts for both the convection of magnetic field lines and the temperature anisotropies that may arise from intense ion drag and divergence of the magnetic flux tube. This model couples a fluid and a kinetic code and uses time-dependent particle and energy inputs given by the AMIE procedure. It is used to simulate a 35-h EISCAT experiment performed on 16-17 February 1993 at Tromsø (69 • N, 19 • E, 66 • magnetic latitude). Observations are presented in Sect. 3 and results of the simulation in Sect. 4. In the conclusion, we outline the potential applications of such physical modelling.
The new TRANSCAR model

13-moment fluid description
Time-dependent transport models, with various levels of approximations, were initially developed and intercompared in order to test the ability of each approximation to represent ionospheric behaviors (Blelly and Schunk, 1993) . Starting from the standard approach with the continuity, momentum and energy equations, complemented with the computation of the heat flow from Fourier's law, an 8-moment model was built, fully tested, and calibrated using EISCAT observations. This model uses the hypothesis of an isotropic Maxwellian distribution function and adds the isotropic heat flux equation to the standard set of equations to be solved. Each timedependent equation is then solved for individual ions (see below), as well as for the thermal electron population. A full model description was detailed by Blelly et al. (1996b) and different numerical algorithms were intercompared by Robineau et al. (1996) . After an initial ionospheric application and description (Diloy et al., 1996) , the model was carefully calibrated using EISCAT observations (Blelly et al., 1996a) , and subsequently and extensively used for ion composition (Lathuillère et al., 1997) , conductivities or total electron content (Lilensten and Blelly, 2002) studies. The main underlying hypothesis in this version of the model was the pressure isotropy, with effects of thermal diffusion intrinsically included.
Anisotropy effects can be taken into account by assuming bi-maxwellian or even generalized distribution functions.
Such models were also developed (Blelly and Schunk, 1993; Leblanc et al., 2000) , but their description falls beyond the purpose of this paper. The new TRANSCAR model still assumes maxwellian distribution functions, and is mostly identical to the 8-moment model as far as the photochemistry is concerned. But this model allows departures from isotropic behavior for the pressure tensor, through the stress tensor. Time-dependent "parallel" and "perpendicular" equations are solved for the energy and heat flux terms, leading to the so-called 13-moment approximation. Blelly and Schunk (1993) showed that this approximation is well suited for the collision-dominated ionosphere, where anisotropic temperature features can develop, due to the altitude-divergence of the magnetic flux tube, and be reproduced with a good degree of approximation at medium to high altitudes. This model is also well adapted to produce temperature anisotropies induced by intense friction with the neutrals in the F 1 -region, during strong ionospheric electric field events. But this particular aspect of temperature anisotropies will not be discussed further in this paper which is focused instead on largescale transports and phenomena, while anisotropies concerning small-scale and sporadic features deserve independent study.
The fluid part of TRANSCAR describes the vertical (or more precisely, the IGRF field-aligned) time-dependent transport of the thermal ionospheric plasma between 90 and 3000 km altitude. Major ions found in the ionosphere are taken into account and individually solved, namely O + , H + , N + , NO + , O + 2 and N + 2 , as well as the thermal electron population. A full description was given by Blelly et al. (1996b) and by Diloy et al. (1996) .
Kinetic description
The ionospheric electrons may be separated between the thermal population which is treated as a fluid population in the previous section, and the supra-thermal population. The latter is due to two main sources:
1. Photo-production: the EUV flux energy is higher than typically 10 eV, i.e. energetic enough to ionize the different neutral populations of the ionosphere. The extracted electrons − called primary photoelectrons − have a kinetic energy equal to the difference between the incident beam and the ionization threshold. The primary electrons can have energy up to about 330 eV. Such an energy is high enough to create secondary electrons through collisions; indeed the energy required to create an ion-electron pair is about 35 eV. The primary photoelectron production, due to the EUV interaction, can be accurately described with a Beer-Lambert law.
2. Electron precipitation: they occur mostly at highlatitude. The energy of the precipitated electrons is highly variable and ranges from a few tens of eV to MeV. They are therefore an important source of atmospheric ionization.
3. Ion precipitation (mainly protons): once the primary electron production is taken into account in the modelling, the treatment of the secondary electrons transport is very similar to the production by electrons (see e.g. Galand et al. (1997) ; Lilensten and Galand (1998); Galand (2001) and associated special issue). However, ion precipitation will not be considered in the present study.
In the terrestrial ionosphere, precipitating electrons or primary photoelectrons move along the magnetic field lines, creating not only ionization but also heating, excitation and dissociation. During an ionization process, the incident electron is scattered mostly forward, whereas the extracted electron, called the "secondary electron", may be scattered into any direction (Opal et al., 1971) . The vertical kinetic transport equation expresses the fact that the variation of the steady-state electron flux with the scattering depth at a given altitude, energy and pitch angle, is the difference between what leaves that energy, altitude or angle slab and what enters it (Strickland et al., 1976) . It describes the angular and energy redistributions of the electron flux from the top of the ionosphere to the low E region. This equation can be approximated in a relatively simple way. First, we assume that electrons are predominantly transported along magnetic field lines. Secondly, the motion of the electrons is represented by the motion of their centers of gyration along the magnetic field. The effect of ionospheric horizontal electric fields on the energetic electrons is small and is neglected. The acceleration of the electrons is assumed to have taken place above the modelled altitude range, and local field-aligned potential drops and the mirror force from the converging geomagnetic field are neglected. Finally, we can assume the stationary state for the kinetic transport. The main reason is that the absorption of the supra-thermal particles by the atmosphere is much faster than the changes in the source of those particles. The typical collision frequencies are of the order of one per second, while the precipitation occurs over several seconds to several hours, and the photoelectron production varies in a significant manner over a few minutes, when the Earth rotates. Said in other words, a secondary electron of a few eV energy has a velocity greater than 1000 km/s −1 , i.e. fast enough to go through the ionospheric F-region in less than a fraction of a second. Therefore, the stationary assumption holds on, and means that any time a supra-thermal particle is absorbed, another one with the same characteristics (in terms of energy and pitch angle) is created. Of course, this also means that the kinetic equation must be solved again any time the external conditions change.
Variations in energy or angle due to collisions are described through differential cross sections, deduced from the total cross sections as described in Lummerzheim and Lilensten (1994) , and updated in Culot et al. (2004) . An additional energy loss arises from the heating of the ambient thermal electron gas due to hot electrons through thermal electron interactions. This loss comes from the combined effects of two body Coulomb collisions and the collective effect of Cerenkov emission of plasma waves. Mantas (1975) treated this loss process as an extra "friction" term, assuming a continuous energy loss of the hot electrons to the ambient electrons, without any deflection during the process. In the literature, this approximation is referred to as "the continuous slowing down approximation" (Swartz and Nisbet, 1972) . The computer program solving the kinetic transport equation, along with complete references concerning the cross sections used in the model, are described in detail by Lummerzheim and Lilensten (1994) and by Lilensten and Blelly (2002) , and will not be repeated here.
TRANSCAR: kinetic and fluid transports coupled
The two solvers (yellow boxes in Fig. 1 ) exchange information through the collision operator. The kinetic module transfers to the fluid module the ion production rate, as well as the heating rate due to the coulomb interaction between the supra-thermal electrons and the thermal population. The fluid module provides the thermal characteristics of the ionospheric thermal electrons to the kinetic module. In Fig. 1 , this fluid/kinetic duality is made explicit in the heart of the TRANSCAR model, imbedded in several surrounding boxes which correspond to the external driving sources and dissipative sinks for the ionosphere. Firstly, the SUN (red) box is used to describe the solar EUV spectrum, scaled with a F 10.7 index dependence. The ATMOSPHERE (blue) box provides the neutral atmosphere constituents from the MSIS-90 model (Hedin et al., 1991) , used both in the kinetic (energy degradation) and in the fluid (ion-neutral collisions) solvers, and the neutral winds with the HWM-93 model (Hedin et al., 1994) , which provides the dynamical coupling of the ionosphere with the neutrals in the fluid module. Finally, the green box gives the magnetosphere-ionosphere interaction, due to the convection which impacts directly on the thermal ionosphere (fluid component) through horizontal transports and friction with the neutral atmosphere, and the magnetosphere energy inputs due to energetic particle precipitation, and to field-aligned currents, which drive both the kinetic and fluid modules of the model. This complex box deserves being described in more detail in the following two sections.
Plasma tube convection
The effects of horizontal transport, as for example, the frictional heating with the neutral atmosphere, are embedded in the new TRANSCAR model (Fig. 1 ). Despite the fact that horizontal transport is not solved, the magnetic flux tube frozen assumption nevertheless allows for this transport and follows the time evolution of any flux tube transported by the convection electric field. This is valid above 150 km where the plasma is fully magnetized. Below this altitude, the ions are partially demagnetized, due to strong collisions on neutrals and such an assumption becomes questionable. However, in this narrow region, processes like chemical reactions overcome horizontal transport effects and we may consider that the plasma dynamics is dominated by local processes. Therefore, the lack of description for horizontal transport in this region is not significant.
The main purpose in the present study is to follow the time history of a flux tube, while it is transported in the polar cap by the ionospheric convection. But in doing so we face a technical problem. As a matter of fact, the core module of this ionospheric model is based on an Eulerian description of the transport equations. This means that we follow the dynamics of the ionospheric species in a frame which is fixed with respect to the ground. But the horizontal motion induced by the convection is intrinsically Lagrangian, in the sense that the frame moves with the plasma tube. When the plasma tube is not vertical (Fig. 2) , since the convection drift V conv = E×B B 2 is perpendicular to the magnetic field, we couple the two representations through a drift of 3 . Synopsis of the AMIE procedure. The outputs for the simulation are the convection potential φ, the field-aligned current J // and the electron precipitation mean energyĒ and energy flux F .
the frame along the magnetic field, which is the "apparent" field-aligned component of the plasma drift V mag in the Eulerian transport equations. The Eulerian transport equations can then be considered Lagrangian with the addition of this
The code is built such that the convection drift, which results from external forcing as far as a flux tube is concerned, can result from statistical models of convection, or from observations such as SuperDARN. Knowing the time history of the convection pattern, it is possible to trace back (in space and time) the path of the flux-tube prior to its observation at a given location. The flux tube is then modelled following its horizontal transport. This procedure was applied in the present study. Each 10-min time step flux tube was modelled during the 4-h period preceding the time of their "observation", supposedly in the Tromsø area. This 4-h convection time is larger than the characteristic time of the ionosphere F-region of about 20 min. The neutral atmosphere, which is completely specified in this study by the MSIS-90 and HWM-93 models which can use long time histories of the Ap index, needs longer times to adjust, especially after intense magnetic storms. Numerically speaking, the 4-h period also allows the tube to reach its "numerical dynamical equilibrium". As mentioned above, however, additional magnetospheric sources for the flux tubes are of importance, such as field-aligned currents and energetic electron precipitation, and must be taken into account for real case studies. This has been possible by using AMIE as the magnetosphere source driver for the simulations.
Coupling with AMIE
The Assimilative Mapping of Ionospheric Electrodynamics (AMIE) procedure has been used to derive the timedependent large-scale distribution of the ionospheric convection and particle precipitation. As described in Fig. 3 , the AMIE procedure (Richmond and Kamide, 1988; Richmond, 1992) incorporates observed data, as well as a priori information from empirical models (red and blue boxes) to derive the convection potential , the field-aligned currents J // and the electron precipitation energy flux F and mean energȳ E (green box of Fig. 3 ) that will be used as inputs for the TRANSCAR model. The AMIE grid scale used in this study was 1.7 deg in magnetic latitude and 40 min in MLT. The data include satellite measurements of ion drifts and particle precipitation, radar observations and ground magnetometer measurements. These data are used in a single weighted least-squares fit of coefficients to determine the spatial distributions of potential i , electric field E i , current J i , magnetic perturbations B i and conductivities i (left part of the yellow box of Fig. 3 ). These distributions are linked by the equations shown in the right part of the yellow box of Fig. 3 . Models of electric potential (Foster et al., 1986) and auroral parameters (Fuller-Rowell and Evans, 1987 ) are used to improve the estimates in the region where the data coverage is sparse.
AMIE outputs over the polar cap and auroral zone are used in TRANSCAR in the following way: the polar cap electric potential is used to compute the convection velocities, which, in turn, are used to model the dynamics and chemistry of each flux tube during the 4-h time period preceding its "observation". The AMIE convection velocities have been increased by an ad-hoc factor of 2.5 to agree with the largest ion drift observations at Tromsø, as explained in Sect. 3.3. Hence, the physical processes occurring during the time history of each flux tube, prior to the "tube observation", are taken into account well, and their signatures are thus present in the simulated tube structure at the time when the tube is supposed to be observed by the radar. The AMIE fieldaligned currents J // are assimilated as upper boundary heat fluxes for the fluid model (Blelly and Schunk, 1993; Blelly and Alcaydé, 1994) , while AMIE energetic electron precipitation flux F and mean energyĒ are inputs for the kinetic model which computes the resulting ion production and energy deposition.
16-17 February 199observations
The 16-17 February 1993 is a period which has been extensively studied. On 16 February around 21:00 UT, intense ion outflows have been observed by the Akebono satellite and the EISCAT VHF radar in the nighttime auroral zone (Yoshida et al., 2000) . On 17 February, at the Canadian Polar Observatory at Eureka (89 • magnetic latitude), auroral Sun-aligned arcs were observed by Oznovich and McEwen (1994) , most of them in the early hours until 8:30 UT and again beyond 12:00 UT. In the interval in between, from 9:45 until 11:15 UT, McEwen et al. (1995) observed, by optical means and a digital ionosonde, drifting F layer ionization patches. Although no interplanetary magnetic field observations are available for these two days, the papers cited above show that the coupling between the magnetosphere and the ionosphere plays a major role in the small-scale structures observed.
Geophysical context
Our period of interest occurs during the declining phase of Solar cycle 22 with a F 10.7 solar index of about 130. 16 February is one of the most magnetically quiet days of the month, with a daily Ap index equal to 6, while 17 February is classified as a very active day, with a daily Ap index equal to 36. Unfortunately, no IMF data are available for this 2-day period. Figure 4 (top panel) shows the temporal evolution of the AE(56) auroral index and the Ap three-hour index for the 35-h EISCAT observations. The AE(56) auroral index is calculated from 5-min average magnetometer data from 56 of the 112 magnetometers used in the AMIE procedure that lie between 55 and 76 magnetic latitude (52 in the north, and only 4 in the south). The standard AE index AE(12) is based on only 12 stations in the Northern Hemisphere and can miss the intense electrojet regions for very active or very quiet conditions. The 56 AE stations used in the AMIE procedure AE(56) thus represent the magnetic activity more accurately. During the first 4 h, there is a small increase in the AE(56) index which indicates that some auroral currents are flowing in the ionosphere. AE(56) increases more significantly on 17 February, with a large maximum around 14:00 UT. This large increase is also shown in the planetary index which maximizes at 111 between 12:00 and 15:00 UT. (Note that the 3-h Ap indices (no units) have been multiplied by 5 and put on the same scale as AE(56) in nT). The two other panels of Fig. 4 show, respectively, the magnetic field recorded at the Tromsø Geophysical Observatory and the ionospheric electric field (modulus) deduced from the EISCAT UHF tristatic observations and the corresponding one resulting from AMIE computations, scaled to the observation by a factor of 2.5 (this scaling will be discussed later in Sect. 3.3). Both panels show a small activity at noon and in the afternoon sector on 16 February, while a large activity develops, with the electric field at Tromsø reaching 130 mV m −1 around 14:00 UT the next day.
EISCAT-UHF data
The EISCAT-UHF system was running almost continuously for the 35 h starting on 16 February at 10:00 UT, with a 1-h interruption between 01:00 and 02:00 UT on 17 February, and a few shorter interruptions, most of them between 7:00 and 12:00 UT. The EISCAT-VHF radar was also running in a high altitude mode with the antenna pointing vertically. VHF data which allow the investigation of the very high altitude ionosphere have been used to study the ion outflows observed by the Akebono satellite (Yoshida et al., 2000) . They are, however, not used in our own study, whose main interest is the F 2 region behavior. The Tromsø UHF antenna was aligned to the geomagnetic field line and Kiruna and Sodankylä looked at a common volume at 278 km altitude, allowing for the inference of the electric field in Fig. 4 . We used a post integration time of 1 min. The time/altitude color plot of the electron density, the electron temperature, the ion temperature and the ion velocity are displayed in Fig. 5 (from top to bottom). During daytime one observes on the top panel a very well-defined F layer. The diurnal F 2 peak electron density reaches surprisingly to 10 12 m −3 during this period of low solar activity and winter conditions. More typical values are almost a factor of 2 lower, as can be seen in the F2 region parameters for 3 March 1993 and 9 February 1999 (see the Grenoble Eiscat database at http://www-eiscat.ujf-grenoble.fr). In the evening of 16 February, F-region patches can be seen. The first of them is associated with an increase in the electron temperature, as can been seen on the second panel. This suggests that they may be due to soft electron precipitation. Much harder precipitation occurs on 17 February, starting just after 12:00 UT and results in enhanced densities at E region altitudes, and enhanced electron temperatures. The main feature of the ion temperature (third panel of Fig. 5) is the large ion frictional heating event between 12 and 14:00 UT on 17 February, associated with the large electric field observed at this time. The ion temperature increases above 2500 K. It is worthwhile to note that the data presented here are obtained with a normal analysis of incoherent scatter data, that does not take into account non-maxwellian ion velocity distribution functions (St Maurice and Schunk, 1977; Hubert, 1984) , or changes in the ion composition (Kelly and Wickwar, 1981; Lathuillère, 1987; Lathuillère et al., 1997) , that are likely to occur during very high electric field periods. Therefore, the ion temperature minimum around 250 km altitude is just an analysis artifact, and the overall ion and electron temperature increase must be considered an underestimate (Lathuillère and D. Hubert, 1989 ). The bottom panel of Fig. 5 shows the ion velocity parallel to the magnetic field, positive upwards. One can note at F region altitudes a succession of periods corresponding to upward and downward velocities. In particular, the upward velocities observed between about 300 and 600 km just before 21:00 UT on 16 February are associated with ion outflows oberved by the Akebono satellite (Yoshida et al., 2000) . On 17 February much stronger features of upward and downward flows occur successively, mainly after 12:00 UT above about 400 km.
AMIE inputs
For 16-17 February, AMIE data sets include 112 ground magnetometers including the CANOPUS network, the Greenland network, the IMAGE network, the SAMNET network, the 210 magnetometer chain, and magnetometer data from the World Data Center A in Boulder Colorado. Ion drift velocities have been obtained from the EISCAT radar, the Goose Bay HF radar and the DMSP F08, F10 and F11 satellites. Finally, the electron precipitation has been derived from the same DMSP satellites, as well as the NOAA-12 satellite, assuming a Maxwellian distribution. AMIE outputs are obtained every 10 min for the Northern and Southern Hemispheres independently. Only the Northern Hemisphere data have been used in the present study. Figure 6 shows the temporal evolution of some AMIE outputs. The top panel shows the cross-tail convection potential drop and the total hemispheric power (HP) that drive, respectively, the Joule and particle auroral heating inputs to the ionosphere-thermosphere system. The convection potential reaches 50 kV a few times on 16 February and 140 kV near 14:00 UT on 17 February. The electric fields from the convection potential have been multiplied by a factor of 2.5, in order to obtain electric fields above Tromsø of the same order of magnitude as those observed by EISCAT (see Fig. 4 ). Let's remember that the AMIE procedure deduces the convection patterns from different sets of data, resulting in a smoothing of small-scale structures present in the original data. Samplings over 10-min time steps, and over 1.7 deg in latitude, are also likely to contribute to a smoothing out of large time variability. In the TIEGCM simulations of the November 1993 storm period, which used AMIE time-dependent inputs to take into account the variability of the electric field and its small-scale structures Codrescu et al., 1995) , the Joule heating term, which is approximately proportional to the square of the ion velocity in the neutral temperature equation, was multiplied by a factor of 1.5 in the Summer Hemisphere, and 2.5-scaling in the Winter Hemisphere. In addition, predictions of the Global Geospace Circulation Model have led to polar cap potential drops that are roughly a factor of 2 larger than those predicted by AMIE (Raeder et al., 1998) . Such a factor between magnetohydrodynamic simulations and AMIE results has also been found by Fedder et al. (1998) and discussed in detail. However, cases were also reported in which the cross-tail potential from the MHD model was comparable to AMIE results (Slinker et al., 1999) . In the following simulations, the 2.5 scaling factor, obtained to match the local electric field Tromsø measurement to AMIE convection, has been applied to determine the 4-h convection of each flux tube. This factor proved to work in the present case simulations, but must be considered as an ad hoc one, not to be generalized for other studies.
The hemispheric power is a measurement of the total energy input into the ionosphere-thermosphere system from precipitating electrons. Its time variation follows the AE(56) index presented in Fig. 4 , with, in particular, a large maximum from 12:00 UT to almost 18:00 UT on 17 February. The bottom panel of between 15:00 and 19:00 UT on 17 February and that at this time the mean energy increases to about 5 keV. This is consistent with the increase of E region ionospheric densities observed by EISCAT (Fig. 5 ). Figure 7 displays the simulation results, for the same period as for the EISCAT observations in Fig. 5 , and with the same altitude and color scales. This figure displays, for every 10-min time step, the flux tube arriving above EISCAT after four hours of convection during which they were subject to the varying solar illumination and varying energy inputs provided by AMIE results. At a first glance, the simulation reproduces quite well many observed structures. In addition to the solar production patches of ionization around noon on 16 and 17 February, the simulation quantitatively reproduces the frictional event seen in the ion temperatures between 12:00 and 15:00 UT the second day, which results from the high convection drift disturbance reaching 150 mV m −1 above Tromsø using the scaled AMIE ion drifts. The disturbance also results in a strong electron temperature increase, originating in the thermoelectric effect which induces a field-aligned current which heats the thermal electrons. This field-aligned current is obtained from the AMIE magnetospheric drivers (see Fig. 1 ).
Results of the simulation
Simulation overview
The simulation also gives a rather good representation of the sporadic behavior of the structure and dynamics of the ionosphere after the peak of the event. Some electrodynamic behaviors are also well reproduced, such as, for example, the ion outflows above about 300 km, associated with high electron temperatures around 14:00 UT (sunset) for both days, and starting around 06:00 UT (sunrise) on 17 February. These are well known effects of heat flow around sunrise and sunset in the polar ionosphere (Blelly and Alcaydé, 1994) .
All is not perfect, however. During quiet periods, and specifically during the night between 21:00 and 24:00 UT, EISCAT observations show patches of ionization in the Fregion that the simulation is unable to reproduce. However, the faint electron concentration increases, seen on the data at E-region heights during the same period, are more or less well reproduced by the simulation. This illustrates the limits of the present simulation, which is based on an integrated analysis by AMIE of the E-region electrodynamics, which only considers energies above 460 eV from DMSP satellites in order to estimate the electron spectrum as a Maxwellian distribution (Rich et al., 1987) . The Robinson et al. (1987) formulas for the Pedersen and Hall height integrated conductances, which are primarily sensitive to currents in the E-region, are used to convert the auroral mean electron en- ergy flux and mean energies to conductances. Thus, AMIE does not consider low energy electron precipitation which produces F-region ionization such as that seen by Akebono during conjunction passes (Yoshida et al., 2000) . Hence, the simulation fails to reproduce these features.
4.2 Effect of the convection on the diurnal F 2 peak These EISCAT observations were made during characteristically quiet time periods, mainly on 16 February, followed by an event of strong electric field disturbance in the post noon sector of 17 February reaching 150 mV m −1 at the maximum of the disturbance. High electron density patches at F-region heights are seen in the data, following the disturbance in the evening sector. The simulation reproduces, at least qualitatively, such occurrences of patches of ionization passing over the radar. The time history of individual flux-tubes with such patches shows that the density intensification results from a transpolar transport of flux tubes from sunlit and lower latitude regions, with northward trajectories from the sunlit afternoon sector ionosphere, followed by a southward transport until the observation time. During the northward transit, the ionospheric plasma was lifted up by the convection (Fig. 2) , to higher altitudes, reducing the chemical recombination and hence enhancing its lifetime. The patch occurrences, in these cases, are therefore understood as being fossil traces of the sunlit ionosphere. The structures are transported in the night sector in complex paths due to the disturbance event which resulted in a complex reorganization of the polar cap potential distribution, and hence of the convection patterns. This is shown in Fig. 8a which displays the path of a flux tube arriving in the radar field-of-view at 18:00 UT. During the 4-h time period preceding the observation, the flux tube trajectory is modified every 10 min (i.e. the AMIE result sampling) to follow the scaled AMIE convection.
Another intriguing feature is the high electron concentrations at the F 2 -region peak observed during the quiet period, for example, around noon on 16 February the concentration reaches 10 12 m −3 , during wintertime and moderate solar activity (F 10.7 =130). One of the simulation purposes was to understand how the ionosphere can be so dense under these conditions. Figure 8b shows the path of the flux tube that arrives above Tromsø at 11:20 UT, during the 4-h time period preceding the observation. Figure 9 plots the time evolution of this flux tube during its convection. The top panel shows the time variation of the solar zenith angle seen by the plasma during its convection (red curve) as compared to the solar zenith angle at the radar location (green curve). The second panel shows the electric field components seen by the flux tube during its transport, as deduced from the scaled AMIE convection potential, and the bottom panel plots the corresponding electron density time-altitude profile. At the beginning of the period, until 09:00 UT, the flux tube is at a lower latitude than the EISCAT radar with a much lower solar zenith angle. The plasma in the tube is sunlit and undergoes a continuous increase of density due to the solar production. Then, between 9:00 and 10:30 UT, the flux tube is rapidly transported to higher latitudes by the northward convection induced by the positive E east electric field, resulting in an upward drift of the F-region peak, lifting up the plasma at altitudes where its chemical lifetime is larger. Despite the associated decompression of the plasma, the electron concentration continues to increase as the photo-production continues to be effective in this still sunlit region. Finally, just before 11:00 UT, the convection rapidly transports the tube southwards, with a rapid descent of the plasma along the field line. This upwards/downwards mechanism is not symmetric in time -the descent results in a compression of the plasma which induces a further increase of the densities, whereas the chemistry in the lower F-region, which starts to play a role again, is not fast enough to compensate for the compression. This series of transport mechanisms thus explains the surprising high densities observed by the radar around noon, very well reproduced by the simulation.
Conclusions and space weather outlook
The study has used the new TRANSCAR model coupled with AMIE results to model a 35-h set of EISCAT UHF ob- servations; AMIE outputs were used to infer the convection ion drifts (scaled by 2.5) from the polar cap potential, electron precipitation and field-aligned current distributions during the period of observations. For each TRANSCAR time step (5 min), the observed flux-tube was modelled during its transport by the convection 4 h prior its arrival at the radar location. Most of the large-scale features seen by the radar during its 35-h observations are well reproduced by the simulation. The main results of the data/model comparison can be summarized as follows:
1. Some features result from local and more or less instantaneous mechanisms, such as the ion heating due to friction during the electric field event the second day; the electron heating around sunrise and sunset can also be considered as a "local" mechanism;
2. But many other features result from pure transport mechanisms, as the very high electron densities observed by the radar around noon the first day, or patches of ionization in the F-region, transported from other places by the convection.
3. The simulation has also shown its limits, due to the inability of AMIE to reproduce the low-energy electron precipitation, and the corresponding F-region production, seen in the radar data and not reproduced. Figure 10 shows the total electron content (TEC) as deduced from EISCAT observations and the results from TRANSCAR: an overall very good agrement is found. But the lack of information on specific F-region production, due to very soft particle precipitation, may significantly contribute to the TEC. Figure 10 shows that the high altitude production during the night (20:00-24:00 UT the first day) contributes significantly to the TEC and is not well reproduced by the simulation. The simulation also demonstrated the fact that the ionospheric convection plays a crucial role in the auroral/polar ionosphere, not only for the local dynamics, but also for the redistribution, all over the polar regions, of "fossil" structures created elsewhere prior to their observation. In this case study, the 1-D-ionosphere model (fieldaligned), coupled with a description of the convection and spatial distribution of magnetospheric inputs, allows a simplified (or pseudo), 3-D modelling of the ionosphere.
This demonstrates the feasibility of a realistic modelling of the polar ionosphere, and steps towards a workable model of the polar ionosphere for space weather purposes, provided there is a parameterized model of the magnetosphere inputs to the ionosphere with four key parameters -the convection potential, the field-aligned currents and both softand high-energy electron precipitation. One further step towards a self-consistent model is under progress. The aim is to couple TRANSCAR with the Ionosphere-Magnetosphere Model (Peymirat and Fontaine, 1994) , which can provide these magnetospheric key parameters.
We shall also keep in mind that TRANSCAR relies on the ability of empirical thermospheric models to correctly describe the polar neutral atmosphere. Progress is needed, particularly for the description of intense storms.
power were provided using both NOAA and DMSP satellites from the CEDAR Database at the National Center for Atmospheric Research which is supported by the National Science Foundation.
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