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Abstract
We develop a pseudospectral approximation scheme for solving the class of time-delayed functional di&erential equa-
tion control systems. The problem is 7rst formulated as a delay free optimal control problem governed by a system of
partial di&erential equations with nonlocal boundary conditions. Next, a Chebyshev spectral method together with the
cell-averaging Chebyshev integration technique are used to discretize the delay free optimal control problem. The optimal
control problem is thereby transformed into a nonlinear programming problem which can be solved by well-developed
nonlinear programming algorithms. Due to its dynamic nature, the proposed method avoids many of the numerical di9-
culties typically encountered in solving standard time-delayed optimal control problems. Moreover, a comparison is made
with optimal solutions obtained by closed-form analysis and=or other numerical methods in the literature. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Many physical systems are modelled by time-delayed functional di&erential equation control sys-
tems, and have received considerable attention of researchers (see e.g. [1–6] and references therein).
Employing various approximation schemes, these time-delayed functional di&erential equation control
systems were solved with di&erent degrees of accuracy.
Banks and Burns [5] considered a particular approximation scheme which can be employed to solve
optimal control problems governed by linear hereditary systems (functional di&erential equations).
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Their approximation scheme involves approximation of linear functional di&erential equations by
systems of high-order ordinary di&erential equations using known results from linear semigroup
theory. The general idea may in actuality be clearly viewed in the context of classical Ritz techniques
where the problem of minimizing a functional J over a space R is approximated by a sequence of
problems requiring minimization over approximating space RN . The purpose of the paper [4] is to
extend and provide proofs for the theoretical results announced in [2,3] and to demonstrate that
the proposed approximation method is a reasonable one for certain classes of nonlinear functional
di&erential equation control problems. A disadvantage of the formulation in [4] is that the present
assumptions allow one to include discrete delay terms [x(t−) terms as opposed to xt terms] only in
the linear part of the control system equations. A class of methods based on general approximation
techniques for systems with delay are discussed in [6]. In this paper, approximation results from
semigroup theory are used and two speci7c cases (averaging and spline methods) are shown to be
included in their approach. Alan [1] considered an approximation scheme for solving time-delay
optimal control problems with terminal inequality constraints. In their scheme, a PadHe approximation
is used to determine a di&erential relation for a variable y(t), an augmented state that represents
x(t−). The main drawback of the method proposed in [1] is that terminal inequality constraints are
converted to equality constraints via Valentine-type unknown parameter. This indeed will increase
computing time and space requirements.
Parameter estimation for systems with delay is an important scienti7c problem (see [2,14]). How-
ever, for systems with delay very little on parameter identi7cation is found in the engineering
literature and essentially no theoretical convergence results are available for algorithms dealing with
estimation of delays themselves. This is due to the fact (from both a practical and theoretical view-
point) that solutions of delay systems are not in general di&erentiable with respect to the delay,
and thus many common identi7cation techniques (e.g. least-squares gradient, maximum likelihood
estimator, etc.) are not directly applicable (consult [2]). In [13], Legendre–Tau approximations for
retarded functional di&erential equations (RFDEs) is considered. This method may o&er considerable
improvements over other methods (e.g., those discussed in [5–7]) in many instances. One reason
for this is that the semigroup {S(t)¿0} associated with a RFDE has the property that the range of
S(t) is contained in D(Ak) for each t¿kr where A is the in7nitesimal generator of {S(t)¿0} with
domain D(A) and r is the longest delay time appearing in the FDE. Thus, the regularity of solutions
increases with time. Kazufumi and Russell [13] also show that, in such a case approximation by
orthogonal polynomials are quite powerful.
Although some computational methods have been developed and proposed, modi7cation of the
existing methods and development of new method should yet be explored to obtain accurate solutions
successfully. In this paper, we present a direct and spectrally accurate approach that draws upon the
power of nonlinear programming to determine the optimal trajectories of time-delayed linear or
nonlinear functional di&erential equation control systems. The proposed approach is based on the
idea of relating grid points to the structure of projection operators (consult [10,11]) which will be
used to approximate the control vector and the associated state vector. These projection operators
are spectrally constructed using Chebyshev–Gauss–Lobatto grid points as the collocation points, and
Lagrange polynomials as trial functions. First, we reformulate the delay optimal control problem
as a delay free optimal control governed by a system of 7rst-order partial di&erential equations
with nonlocal boundary conditions. Central to the idea is the construction of, using Chebyshev
nodes, the mth degree interpolating polynomial to approximate the state and the control vectors. The
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integral involved in the de7nition of the performance index is discretized through a cell-averaging
Chebyshev integration technique. Using Chebyshev pseudospectral derivative matrices, the partial
di&erential equations, and the nonlocal boundary conditions are converted into a system of algebraic
equations. The inequality constraints are collocated at the Chebyshev nodes and converted into a
system of algebraic inequalities. The optimal control problem is thereby converted into a NLP to
which existing well-developed nonlinear programming algorithms, such as [15], may be applied. The
advantages of recasting the optimal control problem as a NLP are:
(1) The proposed method eliminates the requirement of solving mixed advanced-delay system
two-point boundary-value problems (see [4, p. 402]).
(2) The pseudospectral Chebyshev approximation enjoys what is called spectral accuracy. By this
we mean its truncation error decays as fast as the global smoothness of the underlying solution
permits.
(3) State and control inequality constraints are easier to handle with NLP.
(4) The de7nite integral, in the performance index, is calculated accurately using the cell-averaging
Chebyshev integration rule (see [8]).
The paper is organized as follows. In Section 2, we state the problem statement and show how
to formulate the time-delay optimal control problem as time-delay free optimal control problem. In
Section 3, we present the details of the pseudospectral Chebyshev method. In Sections 4 and 5,
we apply the proposed method to discretize the delay free performance index and the dynamical
system. Finally, in Section 5, we demonstrate the e9ciency and the accuracy of the pseudospectral
Chebyshev procedure.
2. Problem statement
2.1. Time-delay optimal control problem
Find the control m-vector U ()=(U0(); U1(); : : : ; Um−1()), and the corresponding state n-vector
X () = (X0(); X1(); : : : ; Xn−1()),  ∈ [0; T ], which maximize (or minimize) the functional
J = H (X (T ); T ) +
∫ T
0
G(X (); X (− ); U (); ) d; (2.1)
subject to
X˙ () = F(X (); X (− ); U (); );  ∈ [0; T ]; X (0) = X0; (2.2)
X (q) = (q); q ∈ [− ; 0]; (2.3)
S(X (); U (); )60;  ∈ [0; T ]: (2.4)
The vector functions F , S and the scaler functions H , G are generally nonlinear, and assumed to
be continuously di&erentiable with respect to their arguments. T denotes the 7nal time which may
be free. It is assumed that problem (2.1)–(2.4) has a unique solution.
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2.2. Time-delay free optimal control problem reformulation
If we let Z(; ) :=X (+ ), then we get the following partial di&erential equation:
@Z
@
=
@Z
@
: (2.5)
The time-delay optimal control problem (2.1)–(2.4) is formulated as a time-delay free optimal
control as follows:
Maximize (or minimize)
J = H (Z(T; 0); T ) +
∫ T
0
G(Z(; 0); Z(; ); U (); ) d; (2.6)
subject to
@Z
@
=
@Z
@
; (; ) ∈ [0; T ]× [− ; 0]; (2.7)
@Z
@
(; 0) = F(Z(; 0); Z(;−); U (); ); (2.8)
Z(0; 0) = Z0; Z(; 0) = (); (2.9)
S(Z(; 0); U (); )60; (2.10)
where in (2.9), Z0=X0. The time transformations =(T=2)(t+1) and =(=2)(s−1) are introduced in
order to use the pseudospectral Chebyshev interpolating polynomials de7ned over [−1; 1]× [−1; 1].
Using these linear transformations, (2.6)–(2.10) are replaced by
Maximize (or minimize)
J = h(z(1; 1); 1) +
∫ 1
−1
g(z(t; 1); z(t;−1); u(t); t; T ) dt; (2.11)
subject to
@z
@t
=
@z
@s
; (t; s) ∈ [− 1; 1]× [− 1; 1]; (2.12)
@z
@t
(t; 1) = f(z(t; 1); z(t;−1); u(t); t); (2.13)
z(−1; 1) = z0; z(s; 1) = #(s); (2.14)
s(z(t; 1); u(t); t)60; (2.15)
where in (2.14), z0 = Z0 and #(s) := ((=2)(s− 1)).
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3. The proposed method
In order to obtain spectral accuracy, the grids on which a physical problem is to be solved
must also be obtained by spectrally accurate techniques. Thus, we let Sm denote the space of alge-
braic polynomials of degree 6m, and let Tk(t); k¿0; −16t61, denote the orthogonal family of
Chebyshev polynomials of the 7rst kind in this space, with respect to the weight function w(t) =
(1− t2)−1=2. We choose the grid (interpolation) points to be the extrema
tj = cos
(
j
m
)
; j = 0; 1; : : : ; m; (3.1)
of the mth-order Chebyshev polynomial Tm(t). These grids, tm =−1¡tm−1¡ · · ·¡t1¡t0 = 1, are
also viewed as the zeros of (1− t2)T˙ m(t), where T˙ m(t) = dTm(t)=dt.
In order to construct the interpolant of a function F(t) ∈ Cr[ − 1; 1] with r ¿ 0, at the point t,
we de7ne the following Lagrange polynomials:
)mk (t) =
(−1)k+1(1− t2)T˙ m(t)
ckm2(t − tk) =
2
mck
m∑
j=0
Tj(tk)Tj(t)
cj
; (k = 0; 1; : : : ; m); (3.2)
with c0 = cm = 2 and ck = 1 for 16k6m− 1.
It is readily veri7ed that
)mk (tj) = +kj: (3.3)
Associated with the m+1 Chebyshev nodes (grid points) (3.1), is a unique mth-degree interpolating
polynomial (projection operator) ImF(t)
ImF(t) :=
m∑
l=0
F(tl))ml (t) (3.4)
such that ImF(tj) = F(tj), j = 0; 1; : : : ; m. Alternatively, the interpolating polynomial ImF(t) can be
expressed in terms of series expansion of the classical Chebyshev polynomials
ImF(t) =
N∑
j=0
Fˆ(tj)Tl(t); (3.5)
where
Fˆ(tl) =
2
m
1
cl
m∑
j=0
F(tj)Tl(tj)
cj
: (3.6)
It should be noted that the Chebyshev spectral coe9cients Fˆ(tl) can be evaluated using FFT. In
fact, using Tm(t) = cos(m cos−1 t) in (3.6) gives
Fˆ(tl) =
2
m
1
cl
m∑
j=0
F(tj)
cj
cos
(
jl
m
)
: (3.7)
It is well known that spectral projection operators, such as Im, based on Chebyshev nodes tj are
well behaved compared to those based on equally spaced grid points (consult [10]). Clearly, Im is a
linear projection operator on C = C[ − 1; 1], the Banach space of continuous, real-valued functions
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on [− 1; 1], with the property I 2m = Im. Moreover, ImF provide highly accurate approximations of F
and F˙ , provided F itself is su9ciently smooth. Indeed, this projection enjoys spectral convergence
rate (consult [10]).
The relationship between ImF˙(t) = Im(dF=dt)(t) and ImF(t) at the grid points tk , k = 0; 1; : : : ; m,
can be obtained by di&erentiating (3.4). The result is a matrix multiplication given in [9]
ImF˙(tk) =
m∑
l=0
(D(1)kl )mF(tl); (3.8)
where D(1)m = (D
(1)
kl )m is an (m+ 1)× (m+ 1) pseudospectral Chebyshev 7rst derivative matrix
D(1)m = (D
(1)
kl )m =


ck
cl
(−1)k+l
(tk − tl) ; k = l;
2m2 + 1
6
; k = l= 0;
−2m
2 + 1
6
; k = l= m;
− tl
2(1− t2l )
; 16k = l6m− 1:
(3.9)
Similarly, at tk ; Im QF(t) can be expressed in terms of ImF(t) as follows:
Im QF(tk) =
m∑
l=0
(D(2)kl )mF(tl); (3.10)
where D(2)m = (D
(2)
kl )m is the (m+ 1)× (m+ 1) pseudospectral Chebyshev second derivative matrix
D(2)m = (D
(2)
kl )m =


m4 − 1
15
; k = l; k = 0; m;
−(m
2 − 1)(1− t2l ) + 3
3(1− t2l )2
; k = l; 16k6m− 1;
2
3
(−1)l
cl
(2m2 + 1)(1− tl)− 6
(1− tl)2 ; k = 0; 16l6m;
2
3
(−1)m+l
cl
(2m2 + 1)(1 + tl)− 6
(1 + tl)2
; k = m; 06l6m− 1;
(−1)k+l
cl
t2k + tk tl − 2
(1− t2k )(tk − tl)2
; 16k6m− 1; 06l6m− 1; k = l:
(3.11)
In fact, the pseudospectral Chebyshev rth derivative matrix is D(r)m = (D
(1))rm.
In the discretization of the performance index J , we shall use the cell-averaging Chebyshev
integration rule (see [8]). This rule states that there exists an m × (m + 1) matrix ( Rdjl); 16j6m,
06l6m, such that for all F ∈ Cr[− 1; 1], r ¿ 0, we have∫ 1
−1
F(s) ds=
m∑
j=1
∫ tj−1
tj
F(s) ds :=
m∑
j=1
[(tj−1 − tj) RFj−1=2] =
m∑
j=1
(tj−1 − tj)
m∑
l=0
RdjlF(tl); (3.12)
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where the cell-averages RF1=2; RF3=2; : : : ; RF (m−1)=2 are related to F0 = F(t0); : : : ; Fm = F(tm) through the
matrix ( Rdjl); 16j6m, 06l6m. The entries of the cell averaging matrix ( Rdjl); 16j6m, 06l6m
are given by
Rdjl = Rgl(tj−1=2); (3.13)
where
tj−1=2 = cos
[
(j − 12 )
m
]
and
Rgl(t) =
1
clm
[
1 + 1T1(tl)U1(t) +
m∑
k=2
Tk(tl)(kUk(t)− k−2Uk−2(t))
ck
]
;
k =
sin((k + 1)=2m)
(k + 1)sin(=2m) ;
Uk(t) =
1
k + 1
T˙ k+1(t); k = 1; : : : ; m: (3.14)
4. Discretizing the delay free optimal control problem
The two dimensional Lagrange polynomials are de7ned by the tensor product of the one-dimensional
counterparts in the x- and y- spatial directions with the corresponding degrees
/ij(t) =
(−1)k+1(1− t2)T˙ n(t)
ckn2(t − tk)
(−1)k+1(1− t2)T˙ m(t)
dkm2(t − tk) = )
n
i (t))
m
j (t); (4.1)
where c0 = cn = d0 = dm = 2; ci = 1 (16i6n− 1), and dj = 1 (16j6m− 1).
Clearly,
/ij(tl; sk) = +il+jk ; (4.2)
where ti = cos(i=n); i = 0; 1; : : : ; n, and sj = cos(j=m); j = 0; 1; : : : ; m:
In the pseudospectral Chebyshev approximation of (2.11)–(2.15), we seek polynomials of the
form
Imu(t) := um(t) =
m∑
j=0
aj)j(t) and Inmz(t; s) := znm(t; s) =
n∑
i=0
m∑
j=0
bij/ij(t; s); (4.3)
where aj = u(tj) and bij = z(ti; sj) are to be determined. Therefore, the pseudospectral Chebyshev
approximation to (2.11)–(2.15) is
J ≈ I = h(b00; 1) +
∫ 1
−1
g(znm(t; 1); znm(t;−1); um(t); t; T ) dt: (4.4)
@znm(ti; sj)
@t
=
@znm(ti; sj)
@s
; 16ti6tn−1; 16tj6tm; (4.5)
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@znm(ti; 1)
@t
= f(znm(ti; 1); znm(ti;−1); un(ti); ti); t ∈ [− 1; 1]; (4.6)
znm(−1; 1) = z0; znm(ti; 1) = #(ti); (4.7)
s(znm(ti; 1); um(ti); ti)60; i = 0; 1; : : : ; n: (4.8)
Next, we discretize the functional I and the partial di&erential equations. For the functional I , the
cell-averaging integration rule gives
J ≈ h(b00; 1) +
∫ 1
−1
g(znm(t; 1); znm(t;−1); um(t); t; T ) dt
= h(b00; 1) +
m∑
j=1
∫ tj−1
tj
g(znm(t; 1); znm(t;−1); um(t); t; T ) dt
= h(b00; 1) +
m∑
j=1
[(tj−1 − tj) RFj−1=2]
= h(b00; 1) +
m∑
j=1
(tj−1 − tj)
m∑
l=0
Rdjlg(znm(tl; 1); znm(tl;−1); um(tl); tl; T ))
= h(b00; 1) +
m∑
j=1
(tj−1 − tj)
m∑
l=0
Rdjlg(bl0; blm; al; tl; T )): (4.9)
Now, the discretized partial di&erential equation (4.5) can be transformed into a system of algebraic
equations as follows: with the given boundary conditions znm(ti; 1)=bi0=#(ti) we have only (n−1)×m
unknowns bij; 16i6n−1; 16j6m. We put the unknowns bij into vector form in two di&erent ways,
3ˆ =


4ˆ1
4ˆ2
...
4ˆm

 ; 5ˆ =


6ˆ1
6ˆ2
...
6ˆn−1

 ; (4.10)
where 4ˆj = (b1j; b2j; : : : ; b(n−1) j)T, and 6ˆi = (bi1; bi2; : : : ; bim)
T. Then, for 7xed sj,
Dˆ
(1)
n 4ˆj (4.11)
gives @z=@t along the jth row mesh points. Therefore,


D(1)n 0
D(1)n
. . .
0 D(1)n




4ˆ1
4ˆ2
...
4ˆm−1

 (4.12)
G.N. Elnagar, M.A. Kazemi / Journal of Computational and Applied Mathematics 130 (2001) 75–90 83
is @z=@t evaluated at all nodes, arranged in a row-by-row order. Similarly,

D(1)m 0
D(1)m
. . .
0 D(1)m




6ˆ1
6ˆ2
...
6ˆn−1

 (4.13)
gives @z=@s evaluated at all nodes, but arranged in a column-by-column order.
It is known that for our vectors 3ˆ and 5ˆ, there exists a permutation matrix P such that
3ˆ = P5ˆ: (4.14)
Denote the (n− 1)(m)× (n− 1)(m) block matrices by
Dt =


D(1)n 0
D(1)n
. . .
0 D(1)n

 (4.15)
and
Ds =


D(1)m 0
D(1)m
. . .
0 D(1)m

 : (4.16)
Then, by combining (4.12) and (4.13) we have the following pseudospectral Chebyshev approxima-
tion to (2.12):
8nm = (Dt − PDsP−1)3ˆ = 0: (4.17)
Finally, the nonlocal boundary condition (4:6) is approximated as follows:
Ai = f(bi0; bim; ai; ti)− Ci = 0; (4.18)
where Ci = (@znm=@t)(ti; 1) =
∑n
l=0(D
(1)
il )nbl0 is the ith component in D
(1)
n (b00; b10; b20; : : : ; bn0)
T.
Thus, the nonlinear delayed optimal control (2.11)–(2.15) has been converted into the following
NLP problem:
Given bi0 = #(ti); i = 0; 1; : : : ; n, minimize (or maximize)
I = h(b00; 1) +
m∑
j=1
(tj−1 − tj)
m∑
l=0
Rdjlg(bl0; blm; al; tl; T ));
subject to
Al = 0; 8nm = 0; Sl¿0; (4.19)
where Sl = s(bl0; al; tl); l= 0; 1; : : : ; n. Once the above NLP has been solved for the unknowns bik =
znm(ti; sk) and ak=um(tk), one immediately obtains from znm(t; 0)=xm(t) all the xm(tk)’s, k=0; 1; : : : ; m.
In order to decide whether or not the computed solution is close enough to the optimal solution,
we suggest, for computational purposes, practical and easy-to-use error estimations.
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Substituting the calculated um(t) in (2.12) gives
dznm
dt
(t; 1) = f(znm(t; 1); znm(t;−1); un(t); t); −16t61: (4.20)
Numerical integration of (4.20) is possible for a given initial or 7nal conditions. Let zˆ(t; 1) be the
solution obtained from numerical integration of (4.20), and de7ne
9dyn:=‖znm − zˆ‖∞ = max−16t61 |z
nm(t; 1)− zˆ(t; 1)| (4.21)
and
SAK:=
m∑
k=0
|Ak |=
m∑
k=0
|f(bj0; bj;m; aj; tj)− Cj|: (4.22)
For the performance index, we construct the error estimate: let J ≈ I r = h(b00; 1) +∑rj=1(tj−1 −
tj)
∑r
l=0
Rdjlg(bl0; blm; al; tl; T )). Chose a tolerance 9 ∈ (0; 1) and generate the sequence
{|I r+1 − I r|}m−1r=1 (4.23)
until the condition |I r+1 − I r|¡9 is met. This estimate is easy to calculate and can be used as a
stopping procedure.
An alternative empirical approach to verify the quality of the pseudospectral Chebyshev-based
optimal control law is to check if it satis7es the necessary conditions for optimality [12]∥∥∥∥@H@u
∥∥∥∥
∞
= max
−16t61
∣∣∣∣@H@u (t)
∣∣∣∣= 0; (4.24)
where H is the Hamiltonian. In practice, this veri7cation can be done by substituting the approx-
imated optimal solution into an appropriate, standard, optimal algorithm and determining if the
termination criterion of the selected algorithm can be satis7ed. Thus, we de7ne the error on the
necessary condition by ENC := ‖(@H=@u)− (@H=@um)‖∞. Hence, based on the ENC, we may set and
impose a precision parameter (PREC) on the unknowns in order to stop the iterative procedure in
nonlinear programming algorithms.
Finally, we wish to note that a general purpose software package NLPQL [15] has been used to
solve the test problems considered in this paper. All computations for the numerical results in this
paper were carried out on a Sun-SPARC-II Workstation with m= n.
5. Illustrative examples
Example 1. Consider the optimal control of a harmonic oscillator with retarded damping [4]. It
involves the minimization of the coast functional
J = 12 X (2)
2 +
1
2
∫ 2
0
U 2() d (5.1)
over U ∈ L2(0; 2), subject to the delayed di&erential equation
X˙ () = X (− 1) + sin X () + U (); 0662 (5.2)
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Table 1
um(t) and xm(t), m= 6; 8, for Example 1
u6(tk) eˆ6(tk) u8(tk) eˆ8(tk) x6(tk) e6(tk) x8(tk) e8(tk)
06k66 06k68
−0:393800 0.0 −0:39380000 0.0 0.41870000 0.0 0.418700000 0.0
−0:493358 ¡ 10−5 −0:48139697 ¡ 10−7 0.39307800 ¡ 10−5 0.406915022 ¡ 10−7
−0:639988 ¡ 10−5 −0:51288422 ¡ 10−7 0.34150000 ¡ 10−5 0.360052013 ¡ 10−7
−1:057721 ¡ 10−4 −0:72623898 ¡ 10−7 0.27471170 ¡ 10−4 0.333137898 ¡ 10−7
−2:056100 ¡ 10−5 −1:05770100 ¡ 10−6 0.38801100 ¡ 10−5 0.274700100 ¡ 10−6
−3:190433 ¡ 10−5 −1:77571102 ¡ 10−7 0.77699600 ¡ 10−5 0.318031998 ¡ 10−7
−3:568600 0.0 −2:63615040 ¡ 10−7 1.00000000 0.0 0.578116102 ¡ 10−7
−3:38709986 ¡ 10−7 0.864529400 ¡ 10−7
−3:56860000 0.0 1.000000000 0.0
Table 2
Results and error estimates for Example 1
Time 9dyn SAK MEBC PREC ENC Im
Method of Banks [4]
m= 4 — — — — — 2.8759
m= 8 — — — — — 2.9176
m= 20 — — — — — 2.9437
Pseudospectral
m= 6 ¡ 10−5 ¡ 10−5 0.0 10−6 ¡ 10−5 2.943687
m= 8 ¡ 10−6 ¡ 10−6 0.0 10−8 ¡ 10−6 2.94371021
and
X (s) = 1; −16s60: (5.3)
First, the time transformations =(t+1) and = 12(s−1) are introduced in order to use the proposed
method. Applying the proposed method to the above optimal control problem gives the following
NLP: Given initial conditions: bj0 = 1, minimize
Im = 12 b00 +
1
2
m∑
l=0
dˆla2l ; subject to Ak = 0; 8nm = 0; k = 0; 1; : : : ; m; (5.4)
where Ak = bkm + sin bk0 + ak − Ck = 0 and 8mn is given by (4.17).
In Table 1, we report the pseudospectral cell-averaging Chebyshev values for the state, xm(tk), and
the control, um(tk), variables of order m=6; 8 together with the error estimates em(tk)=|xm(tk)−x(tk)|
and eˆm(tk) = |um(tk)− u(tk)|.
In Table 2, a comparison between the error estimates for the dynamical system 9dyn;SAK =∑m
k=0 |Ak |, the maximum error at the boundary conditions MEBC, the precision (PREC) imposed
on # and < in order to stop the iterative procedure, the error on the necessary condition ENC =
‖(@H=@u)− (@H=@um)‖∞, and the minimum values Im using the proposed method and the method of
Banks [4].
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Table 3
um(t) and xm(t) for Example 2
u6(tk) eˆ6(tk) u8(tk) eˆ8(tk) x6(tk) e6(tk) x8(tk) e8(tk)
06k66 06k68 06k66 06k68
−9:918400 0.0 −9:918400000 0.0 9.921600 0.0 9.92160000 0.0
−4:467609 ¡ 10−5 −6:278443616 ¡ 10−7 10.310408 ¡ 10−5 10.22360939 ¡ 10−7
−1:722098 ¡ 10−5 −2:198688842 ¡ 10−7 10.408300 ¡ 10−5 10.36142373 ¡ 10−7
−1:648833 ¡ 10−4 −1:658946754 ¡ 10−7 10.322587 ¡ 10−4 10.41904591 ¡ 10−7
−1:765804 ¡ 10−5 −1:648800000 ¡ 10−6 10.343500 ¡ 10−5 10.32260000 ¡ 10−6
−1:985382 ¡ 10−5 −1:940492016 ¡ 10−7 10.281969 ¡ 10−5 10.34720859 ¡ 10−7
−1:462600 0.0 −1:062597825 ¡ 10−7 10.000000 0.0 10.31362960 ¡ 10−7
−2:021784916 ¡ 10−7 10.22178564 ¡ 10−7
−1:462600000 0.0 10.00000000 0.0
As can be seen from Table 2, the values of 9dyn and SAK as m increases from m= 6 to 8 show
that a good convergence rate has been achieved with zero MEBC. In addition, the error on the
necessary conditions NEC when m = 8, suggests that the optimal solution has been approximated
within spectral accuracy. Note that the obtained numerical results are superior to those reported in
[1,4].
Example 2. Consider the problem of minimizing
J = 12 X (2)
2 +
1
2
∫ 2
0
[X 2() + U 2()] d; (5.5)
over U ∈ L2(0; 2), subject to the nonlinear delayed di&erential equation
X˙ () = X (− 1) + X (t) sin X () + U (); 0662 (5.6)
X (s) = 10; −16s60: (5.7)
In this example, the delayed system dynamics is highly nonlinear and satisfying a local but not global
Lipschitz conditions (consult [4]). Application of the proposed method to the above delayed nonlinear
optimal control problem gives the following NLP: Given initial conditions: bj0 = 10, minimize
Im = 12 b00 +
1
2
m∑
l=0
dˆl(b2l0 + a
2
l ) subject to Aj = 0 and 8nm = 0; (5.8)
where Aj = bjm + bj0 sin bj0 + aj − Cj = 0; j = 0; 1; : : : ; n.
In Table 3, we give a summary of selected values of the controls and states trajectories along
with the errors em(tk) and eˆ
m(tk). In Table 4, we report important error estimates and compare
the payo& (performance index) approximate values Jm with the method of Banks [4] using linear
semigroup approximation results, and the method of Alan [1] using combined parameter and function
optimization algorithm (CPFA). For this example, we see that the approximate solutions xm, um, and
Jm for m= 6; 8 are very close to the exact values.
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Table 4
Results and error estimates for Example 2
Method 9dyn SAK MEBC PREC ENC Im
Method of Banks [4]
m= 8 — — — — — 162.019
m= 16 — — — — — 162.018
m= 32 — — — — — 162.015
Method of Alan [1]
CAPF — — — — — 162.001
Pseudospectral
m= 6 ¡ 10−5 ¡ 10−5 0.0 10−6 10−5 162.014120
m= 8 ¡ 10−6 ¡ 10−6 0.0 10−8 10−6 162.01410153
Example 3. This example is also adapted from Banks [2]. Minimize
J = 12 X (2)
2 +
1
2
∫ 2
0
[X 2() + U 2()] d (5.9)
over U ∈ L2(0; 2), subject to the nonlinear delayed di&erential equation
X˙ () = X (− 1) + X (t) sin X () + U (); 0662; (5.10)
X (s) = (s); s ∈ [− 1; 0]; (5.11)
where the initial function (s) is given by
(s) =
{
10(s+ 1); −16s6− 0:5;
−10s; −0:56s60: (5.12)
Note that the NLP for this example is the same as that in Example 2 with bi0 = #(ti), where
#(ti) = (− 12 (ti − 1)).
This problem has been solved by Banks [4] using the averaging method. Their results clearly
show that their proposed method does not approximate the initial data (5:12) particularly well for
low order approximations and therefore, higher-order approximations are required to obtain accurate
solutions.
In Tables 5 and 6, we report our numerical results and error estimates. From the error estimates
reported in Table 6, one concludes that our proposed method is spectrally accurate with low-order
approximations, i.e., m = 6; 8. Moreover, our approximate solutions are superior to those reported
in Banks [4]. However, comparing the error estimates in Table 6 with the error estimates for the
previous examples, we clearly see that somewhat higher order approximations are needed to obtain
approximate solutions with accuracy of comparable order. In Tables 7 and 8, and we report our
numerical approximations and error estimates, of order m= 10, for Example 3.
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Table 5
um(t) and xm(t) for Example 3
u6(tk) eˆ6(tk) u8(tk) eˆ8(tk) x6(tk) e6(tk) x8(tk) e8(tk)
06k66 06k68 06k66 06k68
−0:323800 0.0 −0:32380000 0.0 0.325800 0.0 0.32580000 0.0
−0:436737 ¡ 10−4 −0:42046143 ¡ 10−6 0.279394 ¡ 10−5 0.30207492 ¡ 10−6
−0:561900 ¡ 10−4 −0:45423392 ¡ 10−6 0.261400 ¡ 10−5 0.23691393 ¡ 10−6
−1:099000 ¡ 10−3 −0:64175906 ¡ 10−6 0.626700 ¡ 10−4 0.32112273 ¡ 10−6
−2:312300 ¡ 10−4 −1:09900000 ¡ 10−5 0.110600 ¡ 10−5 0.62670000 ¡ 10−5
−2:199957 ¡ 10−4 −2:09313873 ¡ 10−6 −0:163209 ¡ 10−5 0.36276495 ¡ 10−6
−2:295500 0.0 −2:35133385 ¡ 10−6 0.000000 0.0 −0:2307539 ¡ 10−6
−2:18981474 ¡ 10−6 −0:0780096 ¡ 10−6
−2:29550000 0.0 0.0000000 0.0
Table 6
Results and error estimates for Example 3
Method 9dyn SAK MEBC PREC ENC Im
Method of Banks [4]
m= 8 — — — — — 2.1765
m= 16 — — — — — 2.3105
m= 32 — — — — — 2.4012
m= 48 — — — — — 2.4371
Pseudospectral
m= 6 ¡ 10−4 ¡ 10−4 0.0 10−6 ¡ 10−4 2.507701
m= 8 ¡ 10−5 ¡ 10−5 0.0 10−8 ¡ 10−5 2.50772024
Table 7
um(t) and xm(t) for Example 3 with m= 10
u10(tk) eˆ10(tk) x10(tk) e10(tk)
06k610 06k610
−0:3238000000 0.0 0.3258000000 0.0
−0:4000910920 ¡ 10−7 0.3121374753 ¡ 10−8
−0:4394169070 ¡ 10−6 0.2593482677 ¡ 10−7
−0:5072903867 ¡ 10−6 0.2386918292 ¡ 10−7
−0:6963404984 ¡ 10−6 0.3744943708 ¡ 10−7
−1:0990000000 ¡ 10−5 0.6267000000 ¡ 10−6
−1:9052652360 ¡ 10−6 0.4928842722 ¡ 10−7
−2:3849207630 ¡ 10−6 −0:0725283618 ¡ 10−7
−2:2489471121 ¡ 10−6 −0:2248062755 ¡ 10−7
−2:2083176000 ¡ 10−7 −0:04018030782 ¡ 10−8
−2:2955000000 0.0 0.00000000000 0.0
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Table 8
Results and error estimates for Example 3 with m= 10
Method 9dyn SAK MEBC PREC ENC I 10
Pseudospectral
m= 10 ¡ 10−6 ¡ 10−6 0.0 10−10 10−6 2.5077202960
6. Conclusions
In this paper, the pseudospectral Chebyshev method has been used to generate the optimal solutions
of optimal control problems with delay. With the availability of this methodology, it will now become
possible to investigate the pseudospectral solution of general nonlinear optimal control problem
with delay which may describe many nonlinear Physical and Engineering problems. Due to its
dynamic nature, it is clear that the proposed method avoids many of the numerical di9culties
typically encountered in solving standard time-delayed optimal control problems. At the same time,
the proposed method enjoys formal spectral accuracy when approximating nonlinear optimal control
problems with time delay. The numerical examples support these claims.
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