We numerically solving semilinear elliptic problems with the method of upper and lower solutions. Inexact monotone iterative methods are constructed, where monotone linear systems are solved by the Jacobi or Gauss-Seidel methods only approximately. The inexact monotone methods combine the quadratic monotone iterative method at outer iterations and the Jacobi or Gauss-Seidel methods at inner iterations, and possess global monotone convergence. Results of numerical experiments are presented.
Introduction
We consider the semilinear elliptic problem
u(x) = g(x) , x ∈ ∂ω , u x ν = ∂u/∂x ν , where ω is a connected bounded domain in R κ for κ = 1, 2, . . . with boundary ∂ω, and D ν (x) > 0 with x ∈ ω = ω ∪ ∂ω for ν = 1, . . . κ . We assume that for some constant c * > 0 , f u c * , (x, u) ∈ ω × (−∞, ∞) , f u ≡ ∂f/∂u .
Section 2 introduces a nonlinear difference scheme for the numerical solution of (1).
These types of elliptic problems arise in various fields of applied sciences [8] .
In the study of numerical solutions of nonlinear elliptic problems, the corresponding discrete problem is usually formulated as a system of nonlinear algebraic equations [7] . A fruitful method for solving the nonlinear difference scheme is the method of upper and lower solutions and its associated C70 monotone iterations. Boglaev [2] and Pao [9] gave some accelerated monotone iterative methods with a quadratic rate for solving discrete elliptic boundary value problems. However, solving a monotone linear system at each iterative step can be expensive if the number of unknowns is large [2, 9] . It seems reasonable to solve the monotone linear system at each iterative step (outer iteration) only approximately with a fixed number of iterative steps (inner iterations). One advantage of using an iterative method to solve monotone linear systems approximately is that the systems do not need to be solved too accurately in the early stages of the monotone iterative method. Inner iterations should keep global monotonicity of outer iterations. We call this combined monotone method an inexact monotone method (cf. inexact Newton methods [5] ). Inexact monotone methods offer a trade-off between the accuracy with which the monotone linear systems (outer iterations) are solved and the amount of work per iteration (inner iterations).
Boglaev [4] constructed and investigated inexact monotone methods for solving semilinear parabolic problems. The aim of this article is to construct inexact monotone methods for solving semilinear elliptic problems, where the outer iterations are based on the monotone method discussed by Boglaev [2] and the inner iterations are based on the Jacobi and Gauss-Seidel iterative methods. The numerical results show that the inexact monotone methods converge with a fast linear rate of convergence (superlinear rate). The inexact monotone iterative methods are presented in Section 3.
The monotone iterative methods
On ω, we introduce a connected mesh Ω. For a mesh function U(p), p ∈ Ω , consider a nonlinear difference scheme of the form
where σ (p) = σ(p) \ {p} , σ(p) is a stencil of the scheme at an interior mesh point p ∈ Ω and ∂Ω is the boundary of Ω. We make the following assumptions on the coefficients of the difference operator L:
Remark 1. These assumptions are satisfied by the standard difference approximation of the differential operator in (1).
We now formulate the maximum principle for the difference operator L from (3).
Lemma 2. Let the coefficients of the difference operator L from (3) satisfy (4) and let the mesh Ω be connected. If a mesh function W(p) satisfies the conditions
Abraham and Plemmons [1] proved this lemma.
The monotone iterative method
We say that U 1 (p) is an upper solution if it satisfies
where R(p, U 1 ) is the residual of the difference scheme (3) on U 1 (p). Similarly, U −1 (p) is a lower solution if it satisfies the reversed inequalities. Initial upper and lower solutions U
α (p) (α = 1 and α = −1 correspond to the upper and lower cases, respectively) are calculated by solving the linear problems
where c * is from (2), and S(p) is defined on Ω and satisfies the boundary condition S(p) = g(p) on ∂Ω. For n 1 we calculate upper and lower solutions by using the recurrence formulae
The mesh function c (n−1) is
Boglaev [2] proved that the sequences {U (n)
α } for α = ±1, generated by (5)- (7), converge monotonically and quadratically to a unique solution U * of (3).
The monotone inexact methods
For solving the linear systems (5), we employ the Jacobi or Gauss-Seidel iterative methods and show that inexact iterative methods still maintain the monotone convergence of the iterative sequences. We write the linear problems (6) in the equivalent form for α = ±1,
The iterative sequences {U (n,i) α (p)} for i = 0, 1, . . . , generated by the Jacobi C73 and Gauss-Seidel methods, are defined by the recurrence formulae
where
) are the residuals of the difference equations (8) 
gs denote the difference operators in the Jacobi and GaussSeidel methods, respectively, and σ L (p) is a set of stencil points corresponding to a strictly lower triangular part of σ(p). gs from (10), the maximum principle in Lemma 2 holds.
gs satisfy the conditions (4) . From here C74 and (7) it follows that
Thus, from Lemma 2, we conclude the maximum principle for L (n) jac and L (n)
gs . ♠
In the following theorem, we prove the monotone property of the inexact iterative methods from (5)- (7), (9) and (10).
Theorem 5. Under the assumptions of Lemma 4, the sequences {U (n) α } and {U (n,i) α } for α = ±1 , generated by (5)- (7), (9), (10) are, respectively, upper and lower solutions and converge monotonically:
(p) for α = ±1 , and i n is a number of iterative steps in the iterative method (9) for n fixed. The upper sequence {U (n) 1 } converges from above to the unique solution U * of (3) and the lower sequence {U (n) −1 } converges from below to U * .
Proof: Boglaev [2] proved the existence of the unique solution U * of (3).
Taking into account that (9) , by the maximum principle in Lemma 4, we conclude that
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Thus, U
Introduce the notation
For U(p) V(p) with p ∈ Ω , we define the sector V, U = {V(p) W(p) U(p) , p ∈ Ω} . Using the mean-value theorem, from (9), we get the difference problem for W (1, 1) :
. From here, (4), (8) and (10), we obtain
gs , where σ U (p) is a set of stencil points corresponding to a strictly upper triangular part of σ(p). From here, (4), (7) and taking into account that U
, by Lemma 4 applied to (15), we conclude that W (1,1) (p) 0 for p ∈ Ω , and prove (13). From (12) and (13), follows (11) for n = 1 and i = 1 .
We now show that U (1,1) α are upper (α = 1) and lower (α = −1) solutions to problems (8) and (3), that is,
We represent H(p, U
(1,1) α ) with α = ±1 in the form
α . Using the above difference equations for Z
(1,1) α with α = ±1 , from (3), (9) and (10), we get
gs . From here, (4) and (12), we prove (16) for H(p, U ) with α = ±1 , from (9) and using the mean-value theorem, we represent H(p, U
. From here, (7), (12) and (16), we conclude that
(19) Thus, we prove (16) for R(p, U (1,1) α ) with α = ±1 .
From (9) and (16), by the maximum principle in Lemma 4, we conclude that
Thus,
We now prove that
Similar to (15), using the mean-value theorem, from (9), we get the difference problem for W (1, 2) :
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. From here, (4), (8) and (10),
gs . From here, (4), (7), (11) with n = 1, i = 1, and taking into account that U
This completes the proof that U (1,2) α are upper (α = 1) and lower (α = −1) solutions to problems (8) and (3), which is equivalent to (16).
By induction on i, we prove (11) for n = 1 , and prove that U
are, respectively, upper and lower solutions to (3) . Now, by induction on n and i, we prove (11).
The upper sequence {U (n) 1 } is a monotone decreasing sequence, which is bounded by U (0) −1 . From here it follows that lim n→∞ Z (n)
From here and (6) we conclude that lim n→∞ R(p, U (n)
Similarly, we can prove this result for the lower sequence {U
Numerical experiments
In this section, we compare numerically convergence properties of the inexact monotone Jacobi and Gauss-Seidel methods and the corresponding monotone iterative methods of Boglaev [3] . The monotone iterative methods of Boglaev [3] are constructed using the assumption that
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These methods utilize c * in (6) instead of c (n−1) (p). Denoting the difference operators L * , L jac and L gs from (10) with c (n−1) (p) = c * by L * , L jac and L gs , respectively, we present the methods of Boglaev [3] in the form of (5) and the recurrence formulae
Boglaev [3] proved that the monotone iterative methods (5) and (25) converge linearly to the solution of the nonlinear difference scheme (3).
Our implementation of the inexact monotone Jacobi and Gauss-Seidel iterative methods is based on the framework of an inexact Newton method by Dembo et al. [5] . Dembo et al. [5] defined an inexact Newton method as a generalization of Newton's method for solving the system of nonlinear equations where η m ∈ [0, 1) is the forcing term. One advantage of using an iterative method to solve the Newton linear system F(x m )s m = −F(x m ) approximately is that the system does not need to be solved too accurately in the early stages of the Newton iteration. Thus, the inexact Newton method offers a trade-off between the accuracy with which the Newton system is solved and the amount of work per iteration. In typical applications, the choice of the forcing terms is critical to the efficiency of the method and can affect robustness [6] . For the nonlinear system F(x) = 0 , our choice of forcing term η m is
where η max ∈ (0, 1) [6] .
For the inexact monotone Jacobi and Gauss-Seidel iterative methods, the forcing term is
where η max,α ∈ (0, 1) . The stopping test for outer iterations is chosen to be
where δ is a prescribed accuracy.
As the test problem for (1), we consider the diffusion-reaction problem
From f u = e −u > 0 and 0 u 1 , condition (2) is satisfied with c * = e −1 . From here and u 0 we conclude that c * = 1 in (24). Since
. For the approximation of the differential operator, we use the central difference approximations on the five-point square stencil with N 1 = N 2 = N , which satisfies (4) . A lower solution is defined by U In Table 1 , for various values of N, we give convergence iteration counts. Here I 1 and I 2 are the results, corresponding the monotone iterative methods of Boglaev [3] and the inexact monotone iterative methods (5)- (7), (9), (10), respectively. Also, a number in (·) indicates the number of outer iterations. Optimal values of η max are also provided.
From the numerical data it follows that for all values of N the inexact monotone methods converge faster than the corresponding monotone iterative methods of Boglaev [3] . The iterative methods of Boglaev [3] utilize the constant c * in (6), which is independent of n. Although the mesh function c (n−1) in (6) is computed at each outer iteration, the overall amount of computational work in the inexact monotone methods is much less than in the case of the iterative methods of Boglaev [3] .
