Probabilistic network approaches, including Bayesian networks (BN) and decomposable Markov networks (DMN) are graphical models in which a problem is structured as a set of parameters and probabilistic relationships between them. Probabilistic analyses have been effectively used to incorporate expert knowledge and historical data for revising the prior belief in the light of new evidence. In this chapter, the probabilistic approach is compared to traditional methods such as regression analysis for water quality predictions. The capabilities and advantages/disadvantages of DMN approach are described. A DMN through machine learning on the basis of historical data from the experiments is constructed. The results indicate that DMN is a better prediction model than multiple regression both theoretically and experimentally for these applications.
Introduction
Drinking water utilities face a challenge in recognizing, characterizing, and responding to potential and actual contamination events, while simultaneously minimizing the formation of disinfection byproducts (DBPs) which could result in adverse human health and safety impacts. Because of the major benefits of water disinfection and due to outcomes associated with DBPs, a risk trade-off analysis between microbial and chemical risks becomes necessary. However, in practice, conditions leading to better disinfection efficiency also lead to higher occurrence of DBPs. The regulatory regime must establish the acceptable levels of risk for both microbial and chemical agents (Sadiq, 2004) . Real-time analytical tools for characterizing many of the contaminants and DBPs in-situ do not currently exist, or are prohibitively expensive (ASCE, 2004) . In this response, we design herein a monitoring system using surrogate water quality measures such as total organic carbon (TOC), turbidity, pH, chlorine concentration and others which may be correlated to "fingerprint" disinfection product formation. A DMN and machine-learning are used with the results compared with the traditional multiple regression method.
Probabilistic networks are able to assist in building practical systems capable of handling uncertain information. For example, Pearl (1988) published a book on Bayesian networks followed by Castillo et al. (1997) ; Jensen (1996) ; Neapolitan (1990) and others. The result is a rich array of high level publications wherein probabilistic networks are cross-disciplinary, ranging from natural sciences to social sciences, from physics to engineering and space, from environmental to medical applications and from ecological modeling to water quality prediction. For example, Siber et al. (1999) developed Bayesian networks coupling an expert knowledgebase with process models to evaluate the potential of naturally occurring reductive dechlorination at sites contaminated with TCE (trichloroethylene). Marcot (2001) combined expert knowledge with ecological data within a Bayesian network to model the causal relationships between planning decisions and impacts on at-risk wildlife species habitats. Stow et al. (2003) compared a BN approach with two deterministic models for predicting the effect of nitrogen loading on estuarine chlorophyll 'a' concentrations. Substantial research in the environmental engineering domain has utilized Bayesian approaches for a number of applications, but few studies have utilized DMN and machine learning specifically as illustrated here.
Decomposable Markov Network and Machine Learning
Decomposable Markov networks, as per Figure 24 .1 involve characterization of each node in the network corresponding to a domain variable, and each link identifying a probabilistic dependence or correlation between the corresponding variables. In Figure 24 .1, 'a' and 'b' are two causes of 'c' and are not themselves directly connected. This means that 'a' and 'b' are normally independent. However, when 'c' or 'd' is observed, 'a'
and 'b' compete to explain the observations. Hence 'a' and 'b' becomes dependent when 'c' or 'd' is observed. Such dependence is referred to as induced dependence, (Pearl, 1988 (Pearl, , 1991 . A set of nodes is complete in a graph if they are pairwise connected. For example, G1 in Figure 24 .2, the set of nodes {c, e, f} is complete, and so is the set {b, d}. However, the set {a, b, c} is not complete since 'b' and 'c' are not connected. A (maximum) set of nodes which are pairwise-linked (complete) is called a clique. G1 in Figure 24 .2, contains five cliques, they are {a, b}, {b, d}, {a, c}, {c, d}, and {c, e, f}.
A path in a network is a sequence of nodes such that there is a link in the graph between each pair of adjacent nodes in the sequence. A cycle is a path where the first node is identical to the last node. A path in an undirected network has a chord if there is a link between two nonadjacent nodes on the c a b d path. For example, the path (a, b, d, c, a) in G2 has a chord {b, c}. A graph is chordal if every cycle of length > 3 has a chord. Graph G1 is not chordal because the path (a, b, d, c, a) of length 4 has no chord. If we add the chord (b, c) to G1, it becomes G2 which is a chordal graph as per Figure 24 .3. The graphical structure of a Decomposable Markov graph is a chordal graph. Let G be a connected chordal graph. A junction tree (JT) can be derived from the chordal graph, G, where JT is a tree whose nodes are labeled by cliques of G. The tree is organized such that for each pair of cliques in the tree, their intersection is contained in every clique on the path between them. In a junction tree, each link is labeled by the intersection of the two cliques being connected, and is called a separator. A connected graph G has a JT if and only if (iff) G is chordal. Graph G2 has 3 cliques. They are organized into a tree in Graph T as per Figure 24 .4, where each clique is shown as a large oval. Each separator is shown as a box. The tree is a JT because, for example, the intersection of clique {c, e, f} and clique {a, b, c} is {c} which is contained in the clique {b, c, d} between them.
Consider now the task of specifying a joint probability distribution (JPD), P(x 1 , x 2 , x 3 …., x n ), for n variables. If each variable may take one of two values, 2 n entries are needed. For the situation of 100 variables, this translates to about 2 100 ≈ 1030 entries or possible values of concentrations. As an alternative, substantial economies can be achieved when each variable depends on just a small subset of variables (Pearl 2000) . Graphical models allow a greatly reduced number of parameters to be specified and allow a more concise representation of the JPD. For a DMN, its JPD can be specified based on its JT. Each clique in the JT is associated with a probability distribution over its member variables and so is each separator. The JPD is then the product of clique distributions divided by the product of the separator distributions.
From the JPD the probability of the target variable is determined, given the values of other variables. Direct probabilistic inference computation of the JPD rapidly becomes computationally intractable. The junction tree representation of a DMN allows the computations to be carried out by passing probability distributions over clique separators along the tree structure. With DMN, probabilistic inference using a JT is efficient as long as the largest clique is not too large, e.g. <16 variables.
A probabilistic network combines a qualitative graphic structure which encodes domain dependencies, with a quantitative probability distribution which encodes the strength of dependencies. The network structure can be a directed or undirected graph. A Bayesian network (BN) structure is a directed acyclic graph and a decomposable Markov network (DMN) structure is an undirected chordal graph. Many effective probabilistic inference techniques have been developed (e.g. Pearl, 1986; Henrion, 1988; Lauritzen et al., 1988; Jensen, 1990 ) and the applicability of probabilistic networks have been amply demonstrated in many domains (Charniak, 1991) .
When DMN and BN models are developed, the qualitative structure of the domain (the graph which encodes the dependence and independence relations among variables) is specified, as well as the influences (the probability parameters) are quantified. Typically, the most difficult and time-consuming part of the task in building a DMN or BN model is deriving the structure. Probabilities can be derived from various sources: they can be obtained by interviewing domain experts to elicit their subjective probabilities. They can be gathered from published statistical studies or can be derived analytically from the combination of some problems, for example, transmission of 'genes' from 'parents' to 'children'. Finally, the probabilities can be quantified from raw data. It provides an automatic way to obtain such models. Learning probabilistic networks from data has received attention and researched actively, very recently, by many as an alternative to elicitation in knowledge acquisition (Herskovits and Cooper, 1990; Heckerman et al., 1995; Lam and Bacchus, 1994; Xiang, 1997) . Chow and Liu (1968) pioneered learning of probabilistic networks. They developed an algorithm to approximate a joint probability distribution by a tree-structured BN. Rebane and Pearl (1987) extended their method to learn a polytree-structured BN. However, many real world domain models cannot be represented adequately with a tree structured network. The algorithms that follow are all applicable to learning a multiply connected network. Herskovits and Cooper (1990) developed the Kutato algorithm to learn a BN from a database of cases by minimizing the entropy of the distribution defined by the BN. Their method starts with an empty graph (no links) and adds one link at each pass during the search. Later, Cooper (1992) proposed the K2 algorithm that learns a BN based on a Bayesian method which selects a BN with the highest posterior probability given a database. A similar algorithm was independently developed by Buntine (1994) . Recently, Heckerman et al. (1995) applied the Bayesian method to learning a BN by combining prior knowledge and statistical data. Spirtes and Glymour (1991) developed the PC algorithm that learns a BN by deleting links from a complete graph. The belief-scoring function (Cooper and Herskovits, 1992; Heckman et al., 1995) is also proposed. Lam and Bacchus (1994) applied a minimal description length (MDL) method to learning a BN. A BN is evaluated as the best if it has the minimal sum of its own encoding length and the encoding length of the data given the BN. The MDL scoring function prefers networks that fit the data well and that are simple. Instead of learning a BN, Fung and Crawford (1990) developed the Constructor algorithm that learns a DMN. Dawid and Lauritzen (1993) studied 'hyper Markov laws' in learning numerical parameters of a DMN with a given decomposable graph. Madigan and Raftery (1994) proposed algorithms for learning a set of acceptable models expressed as BNs or DMNs.
The common approach to developing the learning structure from data is to introduce a scoring metric, and a search procedure. The search procedure generates alternative graphical structures that encode alternative sets of dependence and independence relations. The scoring metric evaluates each structure with respect to the training data and selects the best structure. This research applies an algorithm for learning belief networks from a probabilistic domain model (PDM) where proper subsets of a set of collectively dependent variables may display marginal independence (after Xiang et al., 1997) . The algorithm focuses on learning decomposable Markov networks and a multi-link (ML) search.
In practice, the learning must be established using a finite database. Such a database may contain false correlations that do not exist in the underlying problem domain. They cause the generation of a third type of superfluous link, which we refer to as false links. The probability values associated with false links tend to encode noise contained in the database. A threshold is used in the algorithm to control false links as well as typically redundant links.
Learning probabilistic domain models from data provides an alternative, to elicitation from domain experts, for obtaining probabilistic networks. It is particularly useful in problem domains where no domain experts are easily available. In this research, we explore the learning of probabilistic networks to tackle issues arising in water quality analysis.
Probabilistic Network Modeling
Application of DMN to water quality prediction was divided into two stages: a learning stage and an inference stage. In the learning stage, a DMN model was developed over a set of variables from the training data. For the training, every variable has a value. To learn the structure from training data, a scoring metric and a search procedure was employed. The search procedure generated alternative graphical structures that encode alternative sets of dependence and independence relations. The scoring metric evaluates each structure using 'training' data and selected the structure with the highest score.
The data for each variable in the training were discretized and the correlation structure between the variables is learned and encoded as a DMN, specifying the JPD over the domain through its chordal graphs and the local probability distribution associated with each clique. Figure 24 .5 (ignore the histograms for now) shows the graphical structure of a DMN model learned from data, which reveals the dependency relations among variables Doc (dissolved organic carbon), Chlo (Chlorine Dose), Temp (temperature), pH, Alka (alkalinity), and HAAs (haloacetic acids).
In the inference stage, the values of some variables are observed, while values of other variables are uncertain or not observable (hidden). To infer the unobservable value from the observed values of other variables using the learned DMN, the observed values were entered into the corresponding cliques of the DMN. After probabilistic reasoning in the DMN, the posterior probability distribution of each unknown variable was retrieved from the DMN. The second task of the inference stage involves exploring the causal relationship between the target variable and other variables, a procedure which identifies the constituents which lead to increases in HAAs. For example, we could enter Chlo = A and DOC = A (see Table 24 .2 for definition of the value of bins 'A') to the model in Figure 24 .5. In the Figure, the bins of each histogram are labeled by the possible values of the corresponding variable. The height of each bin indicates the probability that the variable takes the corresponding value. Entering Chlo = A and DOC = A is equivalent to saying P(Chlo = A) = 1 and P(DOC = A) = 1, as shown in the figure. The posterior probability distribution of HAAs is then computed (Zhu and McBean, 2004) . As shown by the histograms in Figure 24 .5, when Cl 2 and DOC dose are at the lowest levels, HAAs will be in the lowest level. The concentration of the HAAs is shown in Table 1 . DMN can perform forward and backward inference so that if a level of HAAs is known, we can predict the independent variables, such as Cl 2 or DOC. The orders of bins are determined by the learning software depending on the order in which different values of each variable appear in the training data.
Dataset Training
One hundred and sixty-two datasets were employed as the training datasets; data was discretized for each variable indicated in The learning tool, Webweaver III (after Xiang et al, 1997) , was applied to extract the DMNs from the training data as summarized. The learned model was used to predict the 'hidden' values of the posterior probability and expected value of the target HAAs and TTHMs variables, given the other variables. The prediction ability of the DMN to predict the 'hidden' data is illustrated in Figure 24 .6 and Figure 24 .7. Note that we have discretized each variable in Figure 24 .5 into six intervals. In general, the more intervals, the more refined the representation of the model. On the other hand, the computational cost of inference computation is proportional to k q , where k is the maximum number of intervals per variable anduantifies the graph density of the DMN. Therefore, as the number of intervals increases, the inference computation using the model will be more expensive. Furthermore, when the number of intervals increases, the number of data records in each interval decreases indicating that the probability parameters of the model derived will be less accurate, and the graphical structure (unless more data are available). 
Observed value vs. Predicted value

Regression
Multiple regression analysis has been one of the most heavily-used techniques in statistics wherein problems involving more than two variables can be treated in a manner analogous to problems with two variables (McBean & Rovers, 1998) . Example applications include use for control charts (Mandel, 1969) , calibration (Mendenhall and Ott, 1971) , biology and medicine (Armitage, 1971) , time series data (Cohen et al., 1969 ) and water quality prediction (Clark et al., 2001; Golfinopoulos and Arhonditsis, 2002 and Villanueva et al., 2003.) .
Nevertheless, multiple linear and nonlinear regression approaches do not perform well in all cases. The problems may arise due to the assumptions; for example, the assumption of normality. The assumed functional form (linear) may be false. Non-linear multiple regressions have been widely employed by log-transforming the variables data, as per Box and Cox (1964) . Such analyses assume that the data have a lognormal distribution, i.e. the logarithm of the response is normally distributed. The most commonly used transformations are modified power transformations of Box and Cox (1964) , but these may produce transformation errors. In addition, traditional statistical models, such as multiple regression, suffer a number of issues. The first is that the hypothesis test is based on a test statistic that is at best indirectly related to the quantity of interest -the truth (or probability of truth) of the null hypothesis. The p-value commonly reported in hypothesis testing is the probability, given that the null hypothesis is true, of observing values for the test statistic that are as extreme, or more extreme, than the value actually observed. The scientist, however, is interested in the probability of the correctness of the hypothesis, given that he/she has observed a particular value for the test statistic. A second problem relates to the issue of conditioning, which concerns the nature of the sample information in support of the hypothesis. Classical hypothesis tests are conditioned on other hypothetical samples in the sampling distribution and the sampling distribution is a probability density function that is hypothetical in nature.
In this research, we apply nonlinear regression with the backward elimination method. The backward elimination method begins with the largest regression using all independent variables, and subsequently reduces the number of variables in the equation until a decision is reached on the equation to employ. It is an economical approach in the sense that it tries to examine only the 'best' regressions containing a certain number of variables. The basic steps in the backward elimination procedure are:
1. A regression equation containing all variables is computed. 2. The P-value of the t-test is calculated for every predictor variable treated as if it was the last variable to enter the regression equation. 3. The lowest P-value of each variable, say P L , is compared with a pre-selected significance level P 0 , say 0.05. a. If P L >P 0 , remove the variable XL from consideration and recompute the regression equation in the remaining variable.
b. If P L <P 0 , adopt the regression equation as calculated. This is a satisfactory procedure, especially for the purpose of seeing all the variables in the equation, in order 'not to miss anything' (Draper and Smith, 1981) . It also can prevent regression equations relying too heavily on the automatic selection preformed by the computer.
Comparing the DMN Approach with Regression Analysis
The Ontario Ministry of the Environment (MOE) has collected water quality data, including DBP concentrations, from 28 Ontario communities with sampling encompassing high and low temperature periods. Samples were collected from three sampling points within the water treatment plants, which are raw water, finished water and within the distribution system. All these facilities draw water from surface water supplies and employed conventional treatment procedures: pre-chlorination, conventional coagulation & flocculation, clarification, filtration and post-chlorination to treat the water, and all used alum as the primary coagulant. To assess the distributional assumptions for the individual constituents, and validate the model accuracy and capacity, seventeen individual monitoring rounds were randomly selected from 180 data sets and used as the 'hidden' values. The data selected for the histogram were subjected to a logarithmic transformation as per Figure 24 .8 to 24.10, since the observed data are skewed and some of the data distributions are close to bimodal (e.g. HAAs). The log transformation was performed on all the data sets before developing the regression model to approach the normality assumption (although it doesn't guarantee normality conditions will exist. It is also noted that this data transformation does not eliminate the bimodality). 
Histogram of Cl2
Non -linear Regression of HAAs
We present non-linear regression of HAAs as an example of regression analysis. Table 24 .4 summarizes regression results determined by using Microsoft Excel, Data Analysis Toolpack, including goodness-of-fit of the multiple regression model (R 2 ), the total F-value for the model, the leastsquare regression coefficients, the standard errors, the t-value and the P-value of significance for rejecting the null hypothesis for each variable. The result shows some of the independent variables, e.g. raw dissolved organic carbon (DOC R), temperature (Temp) and pH (pH R) in raw water are not statistically significant. Therefore, the back-elimination procedure is used for saving the computation. Table 24 .5 summarizes the results of the nonlinear regression for HAAs with BE procedure. The results indicate that all the constituents, dissolved organic carbon (DOC T), pre-chlorine dose (Cl 2 Pre), post-chlorine dose (Cl 2 Pos), pH in raw water (pH R) are statistically significant.
From the regression results per Table 24 .5, we derive the mathematical function for HAAs as: Comparing Figure 24 .6 and Figure 24 .11 with the same datasets, the r 2 of predicted value versus observed values using DMN and multiple regression are 0.76 and 0.65 respectively. DMN is 10% better in terms of r-square than the multiple regression. Table 24 .6 is the summary of regression results of TTHMs completed using Excel, Data Analysis Toolpack. As was the case for HAAs, goodness-of-fit of the multiple regression model (R 2 ) are obtained, the total F-value for the model, the least-square regression coefficients, the standard errors, the tvalue and the P-value of significance for rejecting null hypothesis for each variable. The results show that a different set of independent variables are not statistically significant. For example, raw dissolved organic carbon (DOC R), and pH (pH T, pH R) in treated and raw water are not statistically significantly different from zero. Therefore, the BE method is applied. 2) Where the independent parameters DOC T, Cl 2 pre, Cl 2 pos, and Temp correspond to the dissolved organic carbon (mg/L) in treated water, pre-and post-chlorine dose (mg/L), and temperature (ºC).
Non -linear Regression of TTHMs
Equation 24.2 is applied to predict the 17 hidden values of TTHMs, with the same hidden value of independent variables for HAAs. The predicted values are compared with the observed values in Figure 24 .12.
Comparing Figures 24.7 and 24.12 with the same datasets, the R 2 of predicted value vs observed value using DMN, and multiple regression, are 0.81 and 0.52 respectively. i.e. DMN is 29% better than multiple regression.
It is concluded that DMN performs better on prediction of uncertain data in terms of accuracy over regression. Regression performed poorly because of the normal distribution assumption implicit in regression, which is explained in the next section. Hence, DMNs promise a newer generation of tools in prediction of water quality parameters and water quality analysis. 
DMN is Robust Compared with Regression
The regression approach assumes a Gaussian distribution around a predicted value of a target variable. DMN instead provides the posterior distribution of the target variable without presumption of the shape of the distribution. That is, the DMN can represent distributions of arbitrary shape (subject to proper discretization). For instance, suppose the target variable x has a posterior probability distribution p(x 1 ) = 0.38, p(x 2 ) = 0.2, p(x 3 ) = 0.42, where x 1 < x 2 < x 3. Since regression assumes a Gaussian distribution, it cannot fully represent a bimodal distribution. Either it will center the 'bell-shape' at the most likely value x 3 , which grossly under-estimates the possibility that the true value may be x 1 , or it will center the bell-shape at x 2 , which grossly over-estimates the possibility that the true value is x 2 . This example demonstrates that DMN and regression will differ to the greatest extent in their predictions when the actual distribution is skewed or bi-or multi-modal. In water quality prediction, many constituents have skewed and multimodal distributions. For example, HAAs sometimes exhibits a bimodal distribution, illustrated in Figure 24 .13 by the curve with two peaks.
Suppose we are interested in predicting the probability of the variable taking its center value (labeled 0 horizontally). A DMN model with proper discretization will predict the variable at its center value correctly with the valley probability. However, regression will increase the width of its bellshape (through larger variance value) to adapt to the bimodal situation, as shown in the figure by the curve of a single peak. As a result, it will predict the variable at its center value mistakenly with the peak probability. On the other hand, regression will indicate the trend correctly in the tail regions.
Although it may still differ from DMN on the actual height of the tail distribution, this difference is at most quantitative as schematically depicted in Figure 24 .13. Note that the difference of the two models at the center value is qualitative, not just quantitative. As shown in the experiments using the same datasets, R 2 for HAAs is 0.65 in regression and is 0.76 in DMN. For TTHMs, R 2 is 0.52 in regression and 0.81 in DMN. DMN provides not only the most likely value of a target variable, but also its posterior distribution, which allows decision-theoretic trade-offs of possibilities with desirabilities. As described in (Ravindran 1986) , decision analysis provides a rich set of concepts and techniques to aid the decision 
Conclusion
This research compared DMN predictive model and classical multiple regression predictive models, explaining why DMN is a potentially better prediction model than multiple regression both theoretically and experimentally for this application. The statistical assumptions required for this application are less restrictive in this application, for DMN than multiple regression. Although both models can be used to identify the relative significance of water quality (NOM indicators, pH, etc.) and operational variables (disinfectant dose, water temperature, contact time, etc.) responsible for the formation of DBPs, multiple regression models have their limitations, not only in terms of accuracy, but also in terms of model capacity. multiple regression models have their limitations, not only in terms of accuracy, but also in terms of model capacity. DMN can perform bidirectional inference, but multiple regression cannot. It means that DMN can be a powerful tool for dealing with short term real-time control. With improved usability, the DMN technology will play a larger role in maximizing the predictive potential that multiple regression cannot offer.
