Abstract-A new method is described for routing multimedia traffic in a frequency-hop (FH) store-and-forward packet radio network. The method is illustrated for traffic of two types, each type having its own throughput, delay, and error-rate requirements. A typical application is the routing of voice and data packets in a distributed multiple-hop network. In such an application, voice packets cannot tolerate much delay, but they are allowed to contain a small number of frame erasures while data packets must be delivered error-free even if a moderate delay is required to do so. The fully distributed routing protocol presented in the paper takes into account the type of service required for each type of traffic, and it adapts to the interference as seen by the FH radio receivers in the network. Our approach to multimedia routing is based on least-resistance routing with different link and path resistance metrics for different message types. Each of the resistance metrics for a link reflects the ability of the link to provide the service required by the one of the message types. This includes, but is not limited to, a measure of the likelihood of successful reception by the FH radio receiver for that link. The route selection for a particular type of packet depends on the resistances of the links along the routes from that packet's source to its destination. In general, different routes may be selected for different types of packets. The primary conclusion of this paper is that the quality of service increases for each of the two types of multimedia traffic if the routing protocol accounts for the type of message that is being relayed.
Routing for Multimedia Traffic in Wirelesscan be generated externally (e.g., another system operating in the same frequency band or intentional jamming), or it can be generated within the network (e.g., multiple-access interference).
If a network is to provide reliable service over communication links with these characteristics, the link and network protocols must adapt to changes in the network. In order to adapt effectively, these protocols must be provided with information about the current status of certain elements of the network, such as the communication channels and radio buffers. The mobile networks considered in this paper are multiple-hop networks with distributed control, including distributed forwarding and routing protocols. Since there is no central controller or other entity that can provide status information for all of the network elements, the required information must be derived by the radios themselves. For our protocols, the exchange of information is among neighboring radios (i.e., local exchange rather than global).
The forwarding and routing protocols described in this paper are designed to take advantage of the type of channel-quality information that can be obtained in the receiver of a frequencyhop (FH) radio. This channel-quality information is more than just a binary classification (e.g., good versus bad, or "up" versus "down"). Our approach in the design of the multimedia forwarding and routing protocols is not to avoid the use of lowquality links, rather it is to match the capabilities of the links to the service requirements of the different types of messages. The goal of this approach is efficient utilization of radio links of various capabilities.
The distributed forwarding and routing protocols described and evaluated in this paper respond quickly to changes in network conditions and accommodate quality of service specifications for different categories of multimedia traffic. The primary specifications considered in this paper are for the delay and the error rate. We find that it is common that variations in the specifications among different types of multimedia traffic lead to the selection of distinct routes for different message types. A path that has significant congestion and a high signalto-noise ratio on each link may be used for packets that can tolerate modest delay, even if they must be delivered without any erasures or errors. A path with less traffic and lower signal-to-noise ratio may be better for packets which must be delivered promptly but are allowed to contain a few frame erasures. Naturally, a route with little traffic and high signal-to-noise ratios is attractive for packets of either type, but the number of such routes may be insufficient for all of the multimedia traffic the network must deliver. We 0733-8716/99$10.00 © 1999 IEEE
show that in such situations the performance of the network is increased greatly by routing packets according to their service requirements. This type of routing is accomplished by the distributed protocol described in this paper.
II. LINK-LEVEL CONSIDERATIONS
Certain link-level matters, such as the format for the packets and the properties of the error-control coding system, are important to the operation and performance of the routing protocols that are discussed and evaluated in this paper. A brief description of the transmission and coding systems is included here to provide the necessary background for the sections that follow. Additional information on FH transmission, packet format, and Reed-Solomon coding for FH networks is given in [2] and [7] .
Each packet in the slow FH system under consideration has code words. Each code word consists of code symbols from an extended Reed-Solomon code, and the code words are fully interleaved so that no dwell interval contains more than one symbol from a given code word. A received word that has no more than erasures and errors is decoded correctly if
does not exceed . It should be clear that the performance of the code is enhanced greatly if unreliable symbols are erased rather than passed to the decoder as errors. Symbol erasure decisions are based on side information that is usually derived from the demodulator or its output.
Several methods are available for generating side information in slow FH radios [7] , including a method that is based on the inclusion of test symbols in each dwell interval. The identity of the test symbols is known to both the transmitter and receiver. For each dwell interval, the receiver demodulates the test symbols that are received in that dwell interval, and it bases its decision to erase or not erase the data symbols in that dwell interval on the number of errors among the test symbols. In this method, either the entire dwell interval is erased or all of the data symbols in the dwell interval are passed on to the decoder. A description of this method and an assessment of its performance are given in [7] .
Side information that is determined from the demodulation of test symbols has also proved effective as a measure of the channel resistance in the least-resistance routing (LRR) protocol, and it can be supplemented by determining the number of data symbols that are in error at the decoder input [2] . One metric for channel resistance is based on the numbers of erasures and errors that are made in the process of demodulating and decoding the packet. This metric is described in Section III-A.
If more than dwell intervals are erased in a received packet, the received words in that packet cannot possibly be decoded correctly, so the packet is discarded. If no more than dwell intervals are erased in a given received packet, a decoding attempt is made for each received word in the packet, and it is assumed in our simulation that each of these received words is either decoded correctly or else it fails to decode (i.e., it is assumed that no received words are decoded into incorrect code words). Decoding errors are much less likely than decoding failures, provided that the number of dwellinterval erasures is small compared to . In practice, in order to guarantee a small probability of decoding error, an additional error-detecting code may be employed, or the acceptance threshold on the number of dwell interval erasures may be set to a smaller value than . If a received word fails to decode, the Reed-Solomon decoder reports a decoding failure for that received word. The fate of a packet that contains one or more received words which fail to decode depends on the requirements for that packet. If the packet carries speech, it is possible to erase a few received words that fail to decode and still have an acceptable packet, but the requirements for data packets do not permit word errors or erasures in most applications.
III. ROUTING PROTOCOLS
The new multimedia routing protocol bases its selection of a route for a packet on the packet's service requirements and the ability of the radios along the route to receive and forward the packet. Our multimedia routing protocol is based on LRR, which is described in [2] . LRR is a routing technique which accounts for the features of FH transmission and reception, but it does not distinguish among packets with different requirements. LRR is an adaptive, distributed, decentralized routing protocol for multiple-hop packet radio networks. In this paper, the LRR protocol is enhanced to provide efficient routing of multimedia packets.
A. Least-Resistance Routing
An important feature of LRR is its use of link-quality information as a basis for route selection. The link resistance, which is determined for each link in the network, provides a measure of the noise and interference in the communication channel and the congestion in the receiving radio. The link resistance is a quantitative measure of the receiving radio's ability to demodulate, decode, store, and forward a packet that is transmitted to it on that link. For our present application, the link resistance is designed to characterize the channel as seen by an FH receiver.
The route resistance for a particular route from a source to a destination is a function of the resistances of all of the links that make up that route. Any function can be used, but for distance-vector routing [4] - [6] the function should be recursively computable so that a radio need only pass on route resistances to its neighbors, not the individual link resistances. Logical choices for the function are the sum and the maximum. For all of the numerical results presented in this paper, the resistance of a route is the sum of the resistances of the links that make up the route. A distance-vector method that is based on the Bellman-Ford algorithm is used to find the route with the least resistance. The forwarding procedure is for a radio to send a packet to the neighbor radio that has reported the smallest route resistance to the specified destination for that packet.
The metric in LRR specifies how a radio is to calculate the resistance for each of its incoming links. The probability that a transmission from radio to radio is successful depends on both the condition of the communication channel from to and the ability of to store and forward the packet. In this paper we restrict attention to metrics of the form where is the resistance of the link from radio to radio . The term represents the resistance of the communication channel from to and the term represents the resistance of radio . The coefficients and are selected to give the desired relative weightings to these two components of the link resistance.
The resistance of the communication channel accounts for fading, propagation loss, and other features that are unique to transmissions from to . The resistance of radio characterizes the conditions at radio that equally affect each of the transmissions to radio . Included in these conditions are the number of packets in the radio's buffer, the amount of traffic near the radio, interference that equally affects each transmission to radio , and the expected delay in forwarding packets. If all packets transmitted to radio are received at approximately the same power level, any radio-frequency (RF) interference has approximately the same effect on each transmission to radio , in which case the interference could be accounted for in the term only. In practice, however, the packets may be transmitted at different power levels, and the propagation losses for the different communication channels to radio usually differ greatly. Because a given source of RF interference may have substantially different effects on transmissions to radio from different radios, it is better to include the effects of interference in the resistance of the communication channel rather than in the resistance of the receiving radio.
In previous research on LRR (e.g., [2] and [3] ), we have relied primarily on the channel resistance to distinguish among routes in the network, and one of the metrics used for the channel resistance is the EE metric [2] . For each packet that the receiver demodulates and decodes, it determines , the number of dwell intervals that are erased, and , the average number of symbol errors per received word (i.e., the total number of symbol errors divided by the number of words in the packet). The EE metric for the packet is .
B. Multimedia Least-Resistance Routing
In multimedia least-resistance routing (MLRR), each link in the network is assigned a link resistance for each of the types of traffic that it may need to handle. The link resistance can be thought of as a vector with a component for each different type of traffic. A different metric can be employed for each component in order to provide a mechanism for accounting for different service requirements for different message types. The component of the link resistance that corresponds to a particular type of packet is a quantitative measure of the receiver's ability to demodulate, decode, store, and forward a packet of that type in a way that meets its service requirements. As in LRR, the resistance for a route is determined by the link resistances for the links that form the route. In MLRR however, a separate route resistance is determined for each type of multimedia traffic that the route will handle. Thus, the route chosen for a packet depends on the ability of the radios along the route to receive and forward the packet within the constraints imposed by the service requirements for that type of packet.
In order to simplify the presentation in this paper, we focus on two types of multimedia packets, type-D packets and type-V packets. The intent is that type-D packets have the characteristics associated with data traffic (e.g., computer file transfers) while type-V packets have the characteristics associated with voice or video traffic. Type-D packets must be delivered to their destinations with no errors or erasures; however, a moderate delay is permitted. On the other hand, type-V packets are required to be delivered with much less delay than type-D packets, but the type-V packets may have a small number of frame erasures and still be considered acceptable to the destination. In describing the components of the link resistance, the subscripts and are used to distinguish between the link resistance for the two types of packets. The two components of the link resistance for MLRR are and The notation is analogous to that defined above for the LRR protocol. The link resistance with the appropriate subscript is the resistance of the link from radio to radio for the type of packet indicated by the subscript. Similarly, and , with subscripts, represent the resistance of the communication channel from to radio and the resistance of radio , respectively, for the type of packet corresponding to the subscript. The coefficients , , , and are selected to reflect the relative importance of the channel resistance and the receiver resistance for each of the two types of packets. In the example employed to illustrate MLRR in this paper, the importance of the channel resistance relative to the receiver resistance is determined for each type of traffic from the following specifications. A type-D packet is accepted by its destination if all the received words in the packet are decoded correctly. A type-V packet is accepted by its destination if or fewer of the received words in the packet do not decode correctly.
The selection of the coefficients to provide the proper weighting of the channel resistance and the radio resistance is aided by our simulation results, in which the general trends have been observed. Because type-D packets are more sensitive to errors than to delay, is set to a relatively large value compared to . Type-V packets are more sensitive to delay than to errors, however, so is set to a relatively large value compared to . If a received word in a type-V does not decode correctly, that word is erased. If the receiving radio is not the final destination for the packet, the packet is forwarded with the erasure inserted in place of the missing word. Because of the requirements on the type-V packets, any radio along the route discards any type-V packet that has accumulated more than word erasures. The choice for the value of , the maximum number of word erasures that are permitted, depends primarily on the speech or video compression method.
The packet rejection probability is defined as the probability that a packet with no previous word erasures is discarded as a result of a single transmission. This probability depends on the code, the modulation and demodulation, the number of other simultaneous FH transmissions, the number of words per packet, and the signal-to-noise ratio on the channel. The curves in Fig. 1 illustrate the sensitivity of the packet reception probability to the value of . In this graph, the packet rejection probability is shown as a function of for six different values of , where is the energy per information bit and is the one-sided spectral density for the thermal noise. For convenience, we refer to as the signal-to-noise ratio in the text of this paper. For the results given in Fig. 1 , binary orthogonal modulation and optimum noncoherent demodulation are employed, there are three interfering FH transmissions, a (32, 22) extended Reed-Solomon code is used, and there are 15 code words per packet.
In general, one may want to use different modulation techniques [9] or different combinations of modulation and error-control coding [8] for different types of multimedia traffic. If the modulation or coding is different for different types of packets, the metrics for the channel resistance may differ also. For the numerical results presented in this paper, the coding and modulation are the same for both types of packets, and and , the metrics used for the channel resistance, are identical. The metric for each type of message is the EE metric, and the coefficients and are adjusted to account for the differences in the requirements for two types of packets.
The resistance components for the receiver (i.e., and ) are used to represent the delay that a packet is expected to experience before it is forwarded by a radio that has decoded the packet successfully. The number of packets waiting in the receiving radio's buffer is a simple metric for estimating the expected forwarding delay. The number of type-D packets at a radio is denoted by and the number of type-V packets is . The receiver resistance components are then defined as and .
C. Integrating MLRR with Other Protocols
The route resistance for a particular route from a source to a destination is simply the sum of the resistance values for each of the links that make up that route. A radio sends its packet to the neighbor radio that has reported the smallest route resistance to the specified destination. A distance-vector method [4] - [6] that is based on the Bellman-Ford algorithm is used to find the route with the least resistance.
Distribution of routing table information and calculation of routes is based on a distance-vector approach. The basic Bellman-Ford algorithm is augmented with some ad hoc improvements to address problems associated with route loops. The particular protocols utilized in our approach are discussed in [1] , and they are based to a large extent on those developed as part of the SURAN program [5] . In particular, restrictions on lateral routing and monitoring of the hop count to the destination are included in our routing protocol.
The resistance value for a link is updated each time a packet is received on that link, and the new link resistance is included in the packet header for each transmission made on the reverse link. When transmitting an acknowledgment, a radio includes its current route resistance value for the route to the packet's destination in the acknowledgment packet. Hence, link resistance values and route resistance values for routes that are actively utilized are updated frequently. Route resistance values are also updated each time a radio generates a periodic control packet. When the link resistance values change frequently, the routes that are calculated by the distance-vector algorithm could be susceptible to loops and oscillations. A discussion of types of problems that can occur and different solutions that have been proposed are given in [6] . The lateral routing and hop-count monitoring methods that we have adopted do not attempt to prevent routing loops, but instead attempt to detect and eliminate loops quickly.
For each destination and each type of traffic, the routing table stores the primary outgoing link, which is the outgoing link for the route with the least resistance. Also included in the routing table is the secondary outgoing link, which is the outgoing link for the route with the second smallest resistance. Although the intent is that a packet is normally forwarded on the primary outgoing link, it is better not to rely on a single route. Because of the highly mobile nature of a packet radio network, the route with the least resistance may become unsatisfactory before the routing algorithm has time to respond. By also storing the routing information for a secondary route, the protocol can react quickly to such a degradation by forwarding the packet on the secondary outgoing link, and hence send it along the secondary route. After enough information has been exchanged among the radios, new primary and secondary routes will be determined and stored in the routing table.
As in [1] and [2] , we do not include end-to-end protocols in the simulation. In particular, we do not consider the rescheduling delay for dropped packets. In many applications, type-V packets that are dropped would not be rescheduled anyway, because of the delay constraints for these packets.
IV. NETWORK PERFORMANCE RESULTS: LRR VERSUS MLRR
Computer simulations are used to compare the performance of LRR to that of MLRR. Details of the simulation model are given in [2] and the references cited therein, and only the significant changes to this model are given here. For the numerical results included in this paper, the (32, 22) extended Reed-Solomon code is employed with errors-anderasures decoding. There are 15 code words per packet, and the code words are fully interleaved. Ten test symbols are included in each dwell interval. A type-V packet is accepted if no more than three words have been erased (i.e., ). For both the MLRR and LRR routing protocols, the forwarding protocol is modified from that presented in [2] to give type-V packets a higher priority than type-D packets. A radio that is preparing to transmit a packet first checks for a type-V packet in its buffer, and transmits such a packet if possible. If there are no type-V packets in the buffer or if none of the type-V packets can be forwarded because of the retransmission policy, then the radio checks for a type-D packet to transmit.
The service requirements of a packet also affect the number of times a radio may retransmit that packet. For the results presented here, type-V packets are permitted up to two forwarding attempts at a given radio, while type-D packets are permitted six attempts at most. To prevent outdated packets from congesting the network, packets expire and are discarded after a certain number of packet intervals since they were generated. For the performance curves that follow, this number is 500 for type-D packets and 50 for type-V packets.
Various combinations of parameters for the MLRR resistance metrics have been examined, and we have found that the following two metrics perform well over a wide range of network conditions. For the results presented in this manuscript, the two metrics employed for MLRR are and . The metric employed for LRR is the EE metric, . The simulation results are presented in terms of throughput, delay, and end-to-end success probability. All three statistics are based solely on marked packets, which are packets of either type whose flow through the network is monitored. Other packets, referred to as unmarked packets, are also generated in the simulation, but they serve only as sources of RF interference and congestion in the network. A packet is said to be successful if it arrives at its destination and is accepted according to the service requirements for that type of packet (e.g., no more than words have been erased if it is a type-V packet). The end-to-end throughput is defined as the average number of marked packets that are successful per packet interval. The end-to-end delay is the average number of packet intervals required for the successful marked packets to reach their destinations. The marked words are the received words within marked packets, and the successful marked words are the marked words that are within successful packets and are decoded correctly at each radio along the route. The endto-end word success probability is the ratio of the number of successful marked words to the total number of marked words that are generated. For type-D packets, the word success probability is equivalent to packet success probability, because a word is counted as successful only if the entire packet is successful. Since the rescheduling delay for dropped packets is not included in our simulation, the end-to-end delay is meaningful only for those situations in which the end-to-end word success probability is large.
The results are presented for two different network topologies. The first is a simple network consisting of nine radios with marked packets moving in a single direction. The second network has 12 radios, and marked packets travel in a variety of directions.
A. Nine-Node Network
An example of a network with nine radios is illustrated in Fig. 2 . The signal-to-noise ratio for the channels represented by solid lines is 15 dB, which results in a very low error probability on the channel. The signal-to-noise ratio for the channels shown with dashed lines are indicated by the labels on the channels. Marked type-D and type-V packets are generated at radio 1 and routed to radio 9. In a given packet interval, the probability that a marked type-D packet is generated is denoted by , and the probability that a marked type-V packet is generated is denoted by . A radio can generate no more than one packet of each type within a packet interval. Unmarked type-D packets are generated at radios 5 and 6 and sent to radios 9 and 1, respectively, and their generation probability is fixed at 0.05. The inclusion of these unmarked packets results in increased congestion in the upper three routes of the network shown in Fig. 2 .
This simple network topology is selected to illustrate the advantages of using multimedia routing. The two types of packets generated at radio 1 must be routed to radio 9, but there is not a single route that is preferred for both types of packets. The upper route has large delays because of the congestion caused by the extra packets generated at radios 5 and 6. On the other hand, the lower route has poorer quality channels that give a bit error rate in the range of 1-5%. Although type-V packets can be accepted with some word erasures, type-D packets cannot. For a given channel, this difference in service requirements leads to a larger expected number of retransmissions for type-D packets than for type-V packets.
Two scenarios are presented that illustrate the value of selecting a route for each packet type rather than using a single "best" route for all packet types. For the first scenario the generation probability for type-D packets is fixed at , and the network performance is evaluated as the generation probability for type-V packets is increased. This scenario is of particular interest, because it has been reported that some existing radio networks suffer from severely degraded service in the delivery of data traffic when voice traffic increases significantly in the network. The results of our simulation for this scenario are shown in Fig. 3 . The results for MLRR are shown as dashed curves, and the results for LRR are shown as solid curves.
An important observation that can be made from these curves is that MLRR maintains both the throughput and the success probability for type-D packets at high levels as the generation probability for type-V packets is increased. However, for LRR, which makes no distinction between the two types of packets being sent, there is a very large decrease in both throughput and success probability as the type-V traffic is increased. We also see from Fig. 3(c) that the end-to-end delay for the type-V packets is significantly lower for MLRR than for LRR, and we found this to be true also for the type-D packets (results not shown here).
In the second scenario the situation is reversed: the generation probability for type-V packets is held constant at , and the generation probability for type-D packets is increased. The conclusions that result from Fig. 4 for this scenario are similar to those discussed above for the first scenario. In particular, the MLRR protocol maintains a high level of throughput and a large end-to-end success probability for type-V packets even as the generation probability for type-D packets is increased. However, for the LRR protocol, the throughput and success probability drop as the type-D traffic increases in the network. The MLRR protocol gives better performance than the LRR protocol for all situations depicted in Fig. 4 .
In (a) and (b) of Fig. 4 , the throughput and the word success probability for type-V packets increases for a large interval of generation probabilities, even though the generation probability for type-V packets is held constant. This is because the increase in type-D traffic increases the congestion on the upper routes of the network illustrated in Fig. 2 . This congestion results in changes in the link metrics that cause a larger percentage of the type-V packets to be sent along the lower route, which this is the best route for type-V packets.
We have found that in many networks MLRR provides very significant improvement over LRR in both throughput and word success probability for each type of packet. A major reason for the increase in throughput is the ability of the radios to make more efficient use of the available routes, some of which cannot meet the service requirements for both types of packets. The metrics in MLRR allow the routing protocols to use some of the lower-quality routes to an advantage, whereas LRR may not be able to use such routes at all. If no distinction is made among the types of packets in multimedia traffic between a given source and destination, the routing protocol tends to send all of the packets over the same path, thereby increasing the congestion at busy radios and making little or no use of low-quality channels. In previous publications (e.g., [1] and [2] ) we have demonstrated that LRR performs significantly better than tier routing [5] , so we can conclude that performance improvement for MLRR over tier routing is even greater than for LRR compared with tier routing.
For the topology illustrated in Fig. 2 , none of the routes can meet the service requirements for both type-D and type-V packets. In this network, the MLRR protocol usually determines that the path of least resistance from radio 1 to radio 9 is one of the upper routes for type-D packets and the bottom route for type-V packets. Therefore, through the use of MLRR, the majority of type-V packets are diverted from the busy radios in the upper routes that have large forwarding delays, and the majority of type-D packets avoid the poor-quality channels in the lower route. Use of these poor-quality channels typically requires several retransmissions for the required error-free delivery of type-D packets, but these channel give acceptable service for the type-V packets. Of course the routing protocol does not know initially which links have busy radios and which have channels with low signal-to-noise ratios, but it learns this in a distributed fashion from the information supplied in acknowledgment packets and control packets, as we have described elsewhere (e.g., [2] ). 
B. Twelve-Node Network
The MLRR and LRR protocols were also simulated for the 12-node network illustrated in Fig. 5 , in which the number of possible routes and the amount of traffic are larger than in the nine-node network of Fig. 2 . The 12 radios are connected by communication channels for which the signal-to-noise ratios are as labeled in Fig. 5 . Marked packets of both types have the origin-destination pairs (5, 6), (6, 5) , (7, 8) , and (8, 7) . Marked type-D packets have generation probability , and the generation probability for marked type-V packets is denoted by . Radios 1-4 each generate unmarked type-D packets with origin-destination pairs (1, 4), (4, 1), (2, 3) , and (3, 2). The generation probability for these unmarked packets is fixed at 0.05.
The throughput for each packet type is shown in Fig. 6(a) , and the end-to-end word success probability is shown in Fig. 6(b) . As increases, the throughput for type-D packets declines rapidly for the LRR protocol, but a higher throughput is maintained by MLRR. Furthermore, the word success probability for type-D packets is uniformly larger for MLRR than for LRR. For type-V packets, the MLRR protocol gives higher throughput, as shown in Fig. 6(a) , and larger word success probabilities, as shown in Fig. 6(b) .
V. SENSITIVITY TO THE NUMBER OF ALLOWABLE WORD ERASURES Because the performance of MLRR depends on , the number of word erasures that are permitted in a type-V packet, it is important to examine the sensitivity of the throughput and word success probability to the value of this parameter. The LRR protocol does not attempt to distinguish between type-D and type-V packets, so the performance of LRR does not depend significantly on the value of . To illustrate the dependence of MLRR on the choice of , results are presented for the nine-node network of Fig. 2 .
The generation probability for type-D packets is fixed at , and the network performance is evaluated as a function of the generation probability for type-V packets. The results for the nine-node network of Fig. 2 are shown in Fig. 7 . We see that the performance of MLRR for type-D packets is approximately independent of the value of , but the performance of MLRR for type-V packets improves as the number of allowable word erasures is increased. If the performance for type-V packets is still significantly better for MLRR than for LRR, but the performance advantage obtained from MLRR is even greater if (i.e., a type-V packet is accepted if no more than one of its words is erased). A small performance increase is obtained as the number of allowable word erasures is increased from to , but additional increases in produce no significant benefit for this network. If the number of relays required for the type-V packets is much larger than in the networks we consider in this paper, there may be a significant difference in performance if a larger number of word erasures can be permitted.
VI. CONCLUSIONS
Our primary conclusion is that for the networks considered in this paper, the quality of service can be increased for each of the two types of multimedia traffic if the routing protocol accounts for the type of message that is being relayed. For routing multimedia packets that have different service requirements, the MLRR protocol gives much better network performance than the LRR protocol that was introduced in previous papers. The MLRR protocol accounts for the packet type in choosing a route, and it forward a packet of a particular type on the route that is best suited for providing the service required by the packet. By assigning a resistance to each link for each type of traffic, the MLRR protocol is able to discover the route with the least resistance for each type of traffic. Our results show that MLRR is an effective routing protocol for multimedia traffic in networks that have variations in channel quality and congestion among the different routes through the network.
For certain types of traffic, packets which contain a small number of word erasures are acceptable (e.g., packets containing speech). The performance results show that MLRR takes advantage of the ability to erase words in certain packets, and the consequence is a significant increase in network throughput. Based on the sensitivity results presented in this paper, we conclude that a substantial improvement in performance is obtained if one or two word erasures are allowed; however, no significant performance increase results if the number of allowable word erasures is greater than two for the networks considered in this paper. If the quality of service requirements for the type-V packets can tolerate a larger delay (so that additional relays are possible) and the speech compression algorithm can support additional frame erasures, then in a much larger network, it may be beneficial to allow additional word erasures.
