To simplify the sum in the above equation we separate it into two parts: k # j and k = j . We also note that We then obtain
To simplify the sum in the above equation we separate it into two parts: k # j and k = j . We also note that We then obtain
Simple algebraic manipulation results in the following form of the above equation. Vrn, k , j , c.
(1 1) Therefore, we can precompute DLj(@)Vm, j at a cost of O ( M K 2 ) and use these values for each of the K + 1 calls to the Core algorithm.
It is simple to see that the cost of Linearizer is then O ( M K 2 ) .
In summary, the following modifications are made to the original Linearizer algorithm. 1) In Steps 1 and 5 of the Linearizer algorithm, compute DL,(@)Vm, j prior to all other computations and store for use in the calls to the Core algorithm during Step 2 and Step 3.
2)
Step 2 of the Core algorithm is ?placed by ,a comgutation of L m ( M -zj) Vm, j using (8) if 2 = N or (9) if M = N -Zc with the preco2puted values for Ohj@) (=DLj(fi -4)) and Dmkj(@) (=Dmkj(N -cc)).
IV. CONCLUSION
We have shown how Linearizer can be reorganized to reduce the computational cost to O ( M K 2 ) . This is accomplished without altering the algorithm in any way that affects the results and thus preserves the empirical evidence of the accuracy of the method.
It is tempting to consider the reduction of the space requirements of the Linearizer to O ( M K ) [from O ( M K 2 ) ] since we need only values for Ohj(@) and D T j j ( f i ) . However, each call to the Core algorit$m for population ( N -6) requires the previous estimates for L m j ( N -4). Thus, it does not appear possible to reduce the order of magnitude space requirements for Linearizer without surgery that would materially alter the algorithm.
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from a table of instructions with the cost being instruction execution time. In logic design, the table usually consists of functions which are easily designed in the technology used, and the cost can be chip area, power dissipation, speed, etc. The cost of a realization is the sum of the costs of the component functions plus the cost of combining them. Typically, there is more than one way to realize a given function, and the goal of the design is to find a minimal cost realization. Kerkhoff . The proposed synthesis algorithm is still a search; however, nonproductive combinations are eliminated by using the transition count of the function to guide the search. In general, the choice of a costtable is determined by the total cost of the realizations produced; for a given costtable size, one wants a costtable that yields the lowest total cost. Schueller, Tirumalai, and Butler [6] show minimal and near-minimal costtables of all sizes, and from this, find that the costtables of [2] and [3] are not minimal. Also, it is observed that there is a point of diminishing returns with respect to costtable size. That is, while costtables of larger size produce more economical realizations, beyond a certain size, about 10% of the total number of functions to be synthesized, there is little benefit to adding more functions to the costtable. The analysis in [6] is done for five different costs, and it is found that the point of diminishing returns is approximately the same for all costs. Schueller and Butler [7] show that the "average" costtable is significantly less efficient than the optimal one for small costtables, but very close to the optimal one for large costtables. Since a randomly chosen costtable is likely to be much worse than optimal for small costtable sizes, effective algorithms for finding minimal costtables are important for this case. This applies to all practical applications of costtables, since the number of entries will be small compared to the universe of functions to be realized. In general, it is not easy to find a minimal costtable. However, for the special case of costtables of size one larger than the smallest costtable, a minimal costtable is shown [7] . In addition, it is shown that a search for minimal costtables cannot exclude certain seemingly useless functions, called composite functions that are most efficiently realized by summing other functions.
In this paper, we show that the minimal realization of functions by costtables is relatively unaffected by changes in cost functions or the cost of combining functions (sum, in our case). Costtable realizations are more robust than previously suspected. Specifically, we show that, for any function, all minimal realizations under the linear cost function are independent of the specific linear cost function used (of which there are infinitely many). We show that, for general cost functions, if the cost of combining costtable functions is sufficiently large, there is a minimal realization of any function that is identical to a minimal realization of that function using the linear cost function. We conclude from these results that the understanding of linear cost function is important to the understanding of the costtable synthesis technique.
II. NOTATION AND INTRODUCTORY CONCEPTS
Let R = (0, 1,. . . , r -1) be a set of r logic values, where r 2 2, and let X = {x , x2, . . . , x,, } be a set of n variables, where x, takes on values from R . A function f ( X ) is a mapping f : R" --+ R . Strong equivalence preserves the relative costs of implementations among functions realized by a costtable. Thus, if two cost functionhum pairs are strongly equivalent, a minimal realization of a function under one pair is a minimal realization under the other. Since strong equivalence is an equivalence relation, it divides the set of all cost functionhm pairs into equivalence classes.
Theorem I: Every equivalence class induced by strong equivalence contains a cost functionlsum pair (c, s), where s = 0.
Proof: We show that every cost functionhm pair is strongly equivalent to a cost functionlsum pair, where the sum cost is 0. Let ( d , t) be an arbitrary cost functionhm pair in some class C , and consider pair (c, s), where c(f) = d ( f ) + t , for all f E U,,,, and where s = 0. We show that (c, s) is also in C . Given an arbitrary costtable F , let a minimum realization of function f in F with respect
where f; E F. Since a minimum realization o f f with respect to cost functionhm pair (c, s) costs no more than the realization f =
where gi E F. Since a minimum realization o f f with respect to cost functionhm pair ( d , t) costs no more than the realization f = gi + g 2 + . .
Since cpcf) and dF(f) differ only by a constant, ( d , t) and (c, s) are strongly equivalent. Q.E.D. It follows from Theorem 1 that there is no difference in the realizations produced by a costtable where the cost of combining functions is included in the cost function. That is, if the cost of combining two costtable functions is s and the cost function is c( f ), then the minimal realization of any functionfis the same as in the case where there is 0 cost in combining two costtable functions and the cost function is c( f ) + s. Furthermore, given any cost functionhum pair where the sum is 0, there is an arbitrarily large number of cost function/sum pairs which are strongly equivalent to it. In such classes, the cost functions differ by a constant. Next, we show that strong equivalence extends over classes where the cost functions are differentiated by more than a constant.
Definition: Given f = (ao,al,~..,a,~-l), the linear cost off is LC((a0, al,...,a,n-l)) =koa0 + k l a l + . . . + k , n -l a , n -l + k .
For example, consider unary four-valued functions. If ki = 1 and k = 0, LC((1122)) = 6 and LC((2031)) = 6, and the linear cost is identical to the sum cost discussed in [7] . If k; = k = 0, LC ( (1 122) Q.E.D.
Theorem 2 shows that there is no difference in the minimal realizations of functions from a costtable between linear cost functions such as the sum cost and the constant 0 cost discussed in [7] . Thus, an algorithm for finding a minimal realization of a function or for finding a minimal costtable applies to all cost functions.
IV. WEAK EQUIVALENCE BETWEEN COST FLJNCTION/SUM PAIRS
While strong equivalence exists over the restricted class of linear cost functions, we show in this section any cost function is related to this class of functions if the cost of the sum operation is large enough.
Definition: Let c and d be cost functions and s and t be the corresponding costs of combining functions, respectively. Then, cost function/sum pair (c, s) is weakly equivalent to ( d , f ) iff for any costtable F and any function f E U,,, , , there is a minimal realization off using (c, s) that is identical to a minimal realization off using
Like strong equivalence, weak equivalence preserves the relative costs of implementations among functions realized by a costtable. However, unlike strong equivalence, it is not necessary that all minimal realizations of any function under one cost functiodpair be a minimal realization under the other, only that one such minimal realization exists. Since weak equivalence is an equivalence relation, it divides the set of all cost function/sum pairs into equivalence classes.
Lemma I : For any cost function c, cost function/sum pair (c, s) is weakly equivalent to (LC, f), where LC is a linear cost function, for sufficiently large s.
Proof:
When s is sufficiently large, the least cost realization of any function f E U,,., is a realization requiring the fewest costtable functions. Thus, a minimal realization using cost functiodsum pair (c, s) is a minimal realization using cost function/sum pair (LC, t ) , and so the two cost function pairs are weakly equivalent. The minimal realization of a function f using cost function/pair (c, s) is the lowest cost realization using the minimal number of costtable functions.
Q.E.D. The smallest value of s for which the observation is true is that value which guarantees that there are no realizations off with more than the minimal number of costtable functions with lower cost than one with the minimal number of costtable functions. As an example of these ideas, consider the area cost function AC 
V. CONCLUDING REMARKS
The linear cost function is fundamentally important in the costtable approach to the design of logic circuits. We have shown that the realizations by costtable of any function are the same for any choice of a linear cost functiodsum pair, such that s +k > 0. Furthermore, we have shown that the costtable realizations of an arbitrary cost function/sum pair are identical to those produced by a cost functionlsum pair where the sum cost is 0.
We have shown that a weaker relationship exists between cost function/sum pairs considering just changes in the sum, the cost of combining functions. That is, any cost function/sum pair is weakly equivalent to the linear cost function/sum pair, in the sense that at least one minimal realization of any function is the same, for a sufficiently large sum cost. for solving a set of subgoals of a goal, in order to improve the efficiency of some search process. In this paper, we report our investigations into the effect of subgoal reordering on the performance of a goal oriented theorem prover, when some simple syntactic heuristics are used to perform subgoal reordering. We show that subgoal reordering using these simple heuristics has a considerahle impact on the performance of the prover on a large set of test problems. Some heuristics even provide equally good, and often better, performance in comparison to the hand ordering of the input clauses. The merit of our approach seems to be that we are considering the syntactic aspect of theorem proving. This aspect is simple in form, cheap in its evaluation, and often provides good heuristics, as has been demonstrated by our results.
Index Terms-Depth-first iterative deepening search, heuristics, problem reduction format, subgoal reordering, theorem proving.
I. INTRODUCTION
Goal oriented theorem proving systems have some distinctive advantages over some systems based on resolution [ 11. In a goal oriented system, a goal is expressed in terms of subgoals and the solutions for a goal are composed of the solutions for its subgoals. One of the advantages of these systems is that it is easy to incorporate heuristic considerations with these systems. One important such consideration is, for example, to detect unachievable goals by a semantics test [71, [2] , [lo] . Another heuristic consideration is to choose the order in which the subgoals of a goal are solved, since the order in which the subgoals are solved, on one hand, often does not affect the solvability of a goal and, on the other hand, can have a large effect on the efficiency of solving the goal. In this paper, we will discuss our research on this aspect of heuristic consideration in a goal oriented theorem prover. 
A . Modified Problem Reduction Format
The theorem prover we use is an implementation of the modified problem reduction format [6] . We will present the system briefly here to illustrate the structure of the inference system. The modified problem reduction format accepts Horn-like clauses as input. It has an inference rule per input clause plus the assumption axioms and the case analysis rule. To be specific, assume S is a set of Horn-like clauses. We obtain a set of inference rules from S for the modified problem reduction format as follows. 
L is positive.
Case Analysis Rule:
The goal-subgoal structure of the modified problem reduction format is evident, when used in a back chaining manner. Each clause rule, thus each input clause L:-LI , L 2 , . . , L, , can be regarded as a decomposition of a goal L into a set of subgoals L 1 , L 2 , . . . , L, . The assumption lists are introduced for guaranteeing the completeness of the system and are not of concern to our discussion. 
SUBCOAL REORDERING

Proof:
We note that the soundness and completeness proofs of the modified problem reduction format in [6] do not claim any order of the literals in the clause body each time a clause rule is used. We can conclude that the order produced by permute is correct.
n The theorem implies that we can order the subgoals in a clause rule during the proof process, when the rule is invoked. The theorem prover will require less user guidance if it orders the subgoals automatically during the proof. In the case of logic programming, for instance, the user usually has a very good idea about what the order of the subgoals should be. Thus, ordering subgoals may not be relevant. But in theorem proving, a user may not have the knowledge to specify a good order in the input. To order subgoals automatically can provide a partial answer to this problem. The problem is how to OO18-9340/90/06OO-0845$01 .OO 0 1990 IEEE order the subgoals. We call the process of determining the order of the subgoals in a clause rule during the proof process subgoal reordering. There are a couple of issues involved and we will discuss each of them.
The first issue is how to measure the quality of an ordering. It is hard to give a precise quantitative answer in general. We can roughly say that an ordering is good if it can make the search more efficient. To be specific, we can order the subgoals so that the most important subgoal is attempted first or to reduce the branching factors of the search space. To this end, we have defined some evaluation functions which measures the "quality" or "importance" of the subgoals and used the values of the evaluation functions to select the ordering. This raises the question about what the evaluation functions should measure. One requirement for the evaluation functions is that the application of them incurs low overhead, since it is going to be a frequent activity to apply the evaluation functions to the subgoals if the subgoals are ordered during the proof. We have considered several evaluation functions.
To evaluate the size of the subgoals where the size of a subgoal is the number of occurrences of predicate symbols, function symbols, and variables.
To evaluate the mass of the subgoals. Given a set of clauses S , the mass of a symbol T (predicate or function symbol), denoted by mass( r ) , is defined to be preserved if the evaluation functions assign the same value to the subgoals.
H11
H2 H3
Subgoal having largest size first. This heuristic is based on several considerations. 1) A larger subgoal usually has a smaller branching factor since the larger size imposes more constraints on unification. 2) A larger subgoal has a more complex structure. This can be regarded as containing more information, thus being more important. 3) In our prover, the solution size contributes to the cost of solving a subgoal. Attempting the larger subgoal first can make the potentially unsuccessful search path stop earlier since larger subgoals will use larger solutions, thus contributing more to the cost. Subgoal having the biggest mass first. This heuristic is used in [lo] for the level-subgoal reordering in their prover based on hierarchical deduction. The subgoal with largest mass is likely to contain nonvariable symbols which occur less frequently or to contain more nonvariable symbols. Nonvariable symbols occurring less are more likely to be the symbols in the theorem or the skolem function symbol. Thus, the subgoal with largest mass can be regarded as being the most important. Also a subgoal with large mass is likely to have a small branching factor. . ,L, will be the order in which they will be attempted. We call this static reordering because an ordering among the subgoals will be determined prior to any attempt to solve any subgoal, when a clause rule is invoked. A slight variation to the algorithm leads to the dynamic reordering. In dynamic reordering, no order will be determined prior to attempting any subgoal. Rather, each time a subgoal is to be attempted, a subgoal will be selected from the remaining subgoals. To be specific, for any goal ro + L , whenever a clause rule corresponding to the input clause L : -L I , L2,...,L, is used, a subgoal L{ among the n subgoals L l , L2,...,L, will be selected and To + L{ attempted.
After ro -+ L{ returns with rI + L { , another subgoal Li will be selected among the remaining n -1 subgoals, etc.
Dynamic reordering can adjust the order based on the progress of the search, such as new variable bindings and newly derived solutions. A problem may arise from the overhead of repeatedly applying the evaluation function. If there are n subgoals, the cost of performing static reordering would be O(n log (n)) and the cost of performing dynamic reordering would be O ( n 2 ) for our algorithm. For short clauses, this would not make a big difference. This seems to be the case for most of our test problems.
We have studied three heuristics for performing subgoal reordering. We note that the order of the subgoals in the input will be tions with the same predicate symbol as a subgoal does give a bound on the branching factor for this subgoal. In case of a tie, the subgoal with the biggest mass will be first.
RELATED WORK
Similar problems are considered in some other goal oriented theorem proving systems [lo], [5]. In [lo] , level goal reordering is performed during the proof process where the search process is controlled by suitable selection of the first literal to resolve upon in a goal clause.' Its heuristic is to select the literal with the biggest mass or with the most complex structure. In SLR-based proof procedures, the choice of the literal can be made dynamically for the application of the extension operation [5] . One heuristic suggested is to select the literal which can be resolved upon with the least number of input chains.
The problem we consider here is similar in nature to the conjunctive problem in [8] . [8] discusses the problem ordering a conjunctive-a set of propositions which share variables and must be satisfied simultaneously-in order to reduce the size of the search. They use the size of the database to estimate the cost of solving a conjunct and determine an ordering of conjuncts which has the least cost by possibly searching through n! possible orderings for n con-
juncts. An adjacency theorem is proven to cut down the size of the search and some heuristics are also suggested to avoid the search completely. While the basic problem is the same, some assumptions in [8] are not valid in our case. For example, the assumption that all solutions to a conjunct are directly available in the database is not valid. This assumption makes it possible to estimate the cost of solving a conjunct rather easily. In our case, however, the solutions to a subgoal are rarely directly available and require possibly many inferences to obtain; we do not know how many inferences would be required. Also, the cost of solving the same subgoal may vary if caching is performed, where caching implies that a subgoal need not be solved more than once. All these make realistically estimating the cost of solving a subgoal very difficult. It is also pointed out in [8] , in additon to the difficulty of estimating cost, an optimal ordering of the conjuncts cannot always be achieved by only considering the subgoals of a goal if inferences are required to obtain the solutions. This implies that a global data structure is needed to store all the unsolved subgoals and the optimal ordering is selected from all the possible orderings of those unsolved subgoals. In our work, instead of estimating the cost of solving a subgoal, we quantify certain syntactic characteristics of the subgoals and use a cheap greedy algorithm to determine the ordering. We only deal with subgoals belonging to one goal to make the subgoal reordering process compatible with the depth-first iterative deepening search [4] used in the prover. The major advantages of the depth-first iterative deepening search are that it is complete and requires little memory. If the best-first search strategy were used, which requires a lot of memory, subgoal reordering would not be necessary.
IV. EXPERIMENTAL RESULTS
A convenient Prolog interface in the prover provides an easy vehicle to carry out subgoal reordering. In the input to the prover, a subgoal of the form prolog(L) presents a call to the Prolog procedure L. We write a Prolog subroutine, called best subgoal, to order a list of subgoals according to the evauation function. Another Prolog subroutine is written to translate the standard input format into the format which includes the calls to the Prolog subroutine best to perform dynamic reordering; it is translated into the clause
XI 9 x 2 , x 3 , to perform static reordering. The resulting clause will be the input to the prover.
We have performed tests on the problem set from [9] using the three heuristics. We tested both static reordering and dynamic reordering using each heuristic on 82 problems. We show part of our experimental results in Tables 1-111 . We summarize the data in the three tables S1, S 2 , and S3.' As we have expected, no single heuristic, when used for subgoal reordering, performs better on all the test problems. Nevertheless, there are some interesting things revealed by the data. We first note that subgoal reordering incurs little overhead. This is because the evaluation functions are easy to evaluate, the algorithm for selecting the ordering is simple, and the input clauses in 2The data are obtained on a SUN3/60 workstation with 12 megabyte memory. The Prolog system is the ALS Prolog Compiler (Version 0.60) from Applied Logic Systems, Inc. the problems are generally short (7 literals maximal). For the same reasons, dynamic reordering is not more expensive than static reordering. All these can be seen from the data in S1 and S2. The data in S3 suggest that, at least for our heuristics, dynamic reordering should be preferred if subgoal reordering is to be performed at all since dynamic reordering does better on more problems than static reordering using the same heuristics.
The data in S2 suggest that subgoal reordering does not affect the performance of the prover very much. But the data in S1 seem to suggest otherwise. This discrepancy results from the dramatic improvements or degeneration of the performance of the prover when performing subgoal reordering on several problems (1~108, wosl5, and wos31). These problems are difficult for the prover without subgoal reordering. This suggests that subgoal reordering can be a valuable addition to the prover for solving hard problems for which we can devise specific heuristics.
One general heuristic does suggest itself. It seems that subgoals with complex structures should be favored. The reasons are exactly those behind H1 and H2. Subgoals with complex structures tend to have small branching factors and can be seen as more important. Special attention should be paid to function symbols since they represent objects in the problem domain. The good performance of the prover when performing subgoal reordering using H2 enforces this rather strongly.
V. CONCLUSION
It requires domain dependent knowledge to find the optimal ordering for a set of subgoals. In case such knowledge is not available, we have to resort to general heuristics. We have tested several such heuristics and shown that they can have great impact, sometimes adverse, on the performance of a prover. But some heuristics seem to work better or equally well most of the time. Such heuristics are useful since they can make the theorem prover more automatic. We also point out that our heuristics are almost purely syntactic in nature. Heuristics of this sort are simple in form and impose low overhead in their evaluations; and they often provide performance improvements. In general, we think that the importance of the syntactic aspect of mechanical theorem proving is not to be ignored, although it may not play a decisive role in the success of this field in the future.
I. INTRODUCTION
Since many engineering and natural science problems can be formulated as the problem of computing the solution of a linear system of equations A x = b , efficient algorithms to solve linear systems have always been interesting to a large number of researchers. In recent years, because of the availability of multiprocessor systems as well as vector computers, an avalanche of papers on parallel algorithms for linear systems have been published [1]-[3] , [71, [91-[171, 11 91-1221. In this paper, we shall consider the linear system problem whose coefficient matrix A is sparse and triangular. We propose a parallel algorithm whose worst case performance is O(log2 n), where n is the size of matrix A . Thus, our algorithm is superior to that proposed in [21] . This paper is organized as follows. Section I gives an introduction of the problem. Section I1 introduces the parallel algorithm proposed by Wing and Huang [2 11. Our algorithm and its performance analysis are given in Section 111. Section IV gives concluding remarks. 
PREVIOUS RESULTS
A
