Functional near-infrared spectroscopy (NIRS) and functional magnetic resonance imaging (fMRI) are non-invasive methods for acquiring hemodynamic signals from the brain with the primary benefit of anatomical specificity of signals. Recently, there has been a surge of studies with NIRS and fMRI for the implementation of a brain-computer interface (BCI), for the acquisition, decoding and regulation of hemodynamic signals in the brain, and to investigate their behavioural consequences. Both NIRS and fMRI rely on the measurement of the task-induced blood oxygen level-dependent response. In this review, we consider fundamental principles, recent developments, applications and future directions and challenges of NIRS-based and fMRI-based BCIs.
Introduction
The majority of brain-computer interfaces developed so far have utilized operant training of direct neuroelectric responses, electroencephalography (EEG) waves, event-related potentials and brain oscillations (for an overview see Birbaumer (2006) , Birbaumer and Cohen (2007) , Sitaram and Caria et al. (2007) , Sitaram and Weiskopf et al. (2008) and Weiskopf and Sitaram et al. (2007) ). Compared to neuroelectric studies on the regulation of brain activity, there have been fewer studies with metabolic signals from the brain (Sitaram & Caria et al., 2007; Sitaram & Weiskopf et al., 2008; Weiskopf & Sitaram et al., 2007) . Nearinfrared spectroscopy (NIRS) and functional magnetic resonance imaging (fMRI) present themselves as attractive methods of acquiring hemodynamic activity of the brain for developing a brain-computer interface (BCI) . In this article, we review studies with NIRS and fMRI for the implementation of BCIs, for the detection, decoding and regulation of hemodynamic signals in the brain and their behavioural consequences. Both NIRS and fMRI rely on the measurement of the task-induced blood oxygen leveldependent (BOLD) response (Huppert & Hoge et al., 2006; Ogawa & Lee et al., 1990; Villringer & Chance, 1997; Villringer & Obrig, 2002) . Although the BOLD response is an indirect measure, there is growing evidence for a strong correlation between the BOLD signal and electrical brain activity. Studies have characterized the relationship between localized increases in neuronal activity and the corresponding increase in the BOLD response (Logothetis, 2002 (Logothetis, , 2003 . Further to this work, Amir Shmuel and colleagues have reported a tight coupling between negative BOLD response and decreases in neuronal activity (Shmuel & Augath et al., 2006) . In both cases of increase and decrease in the BOLD response, a correlation with changes in local field potentials and multiunit activity have been found. These results give sufficient basis for using fMRI for neurofeedback studies.
Functional imaging offers non-invasive recording of the activity across the entire brain with high spatial resolution in the millimetre range. Progress in high performance magnetic resonance scanners and computers, and techniques for faster acquisition, processing and analysis of magnetic resonance images have encouraged a flurry of real-time fMRI studies. These developments have given birth to novel types of hemodynamic BCI. Studies that have been reported so far deCharms et al., 2004 deCharms et al., , 2005 Posse & Fitzgerald et al., 2003; Rota & Sitaram et al., 2006; Weiskopf & Scharnowski et al., 2004; Weiskopf & Veit et al., 2003; Yoo & Jolesz, 2002; Yoo & Teh et al., 2004) have demonstrated that human subjects using fMRI BCIs can learn self-regulation of localized brain regions. However, most of these studies were based on conventional univariate statistical parametric mapping (SPM) by measuring brain activity from many thousands of locations simultaneously, but then analyzing each location separately. Furthermore, the previous approaches to fMRI BCIs have used the feedback of BOLD activation from single regions of interest. In reality, it is often difficult to find individual locations where the difference in the activation levels associated to different brain states are large enough to allow for categorical decoding. In contrast, it has been shown that pattern-based methods can use spatial and temporal information simultaneously for detecting the current mental state from measurements of brain activity. Recently, there has been a greater intent to use multivariate pattern-based methods for real-time recognition of brain states from fMRI and NIRS signals. In our laboratory and many other laboratories, researchers have used multivariate methods to classify and feedback brain responses from motor imagery and execution with NIRS signals, and emotional states of the brain (such as happiness, disgust, etc.) with fMRI signals , respectively.
NIRS utilizes light in the near-infrared range (700 to 1000 nm) to determine cerebral oxygenation, blood flow, and metabolic status of localized regions of the brain providing a signal analogous to the BOLD signal (Huppert & Hoge et al., 2006; Sitaram and Lee et al., 2008; Villringer & Chance, 1997; Villringer & Obrig, 2002) . NIRS uses multiple pairs or channels of light sources and light detectors operating at two or more discrete wavelengths. NIRS provides spatially specific signals at high temporal resolution. NIRS is portable and less expensive than fMRI and positron emission tomography (PET). Subjects can be examined under normal conditions such as sitting in a chair, without their motion being severely restricted, making it suitable for implementing BCIs. However, the depth of brain tissue which can be measured is only 1-3 cm, restricting its applications to cortical regions.
An important question that confronts current research in cognitive neuroscience in general and BCIs in particular is whether it is possible to determine the mental state of a person based on the measurement of his/her brain activity. Related questions are: (1) is it possible to perform such detection automatically, by a computer or a machine, with minimal or no human intervention? and (2) is it possible to do this online, in real time (milliseconds or seconds after the acquisition of the brain signals) as against after several minutes or days of offline processing? Development of techniques that answer the above questions in the affirmative help not only to further the progress of cognitive neuroscience but also in the development of technologies, commercial products and services such as brain-computer interfaces (BCIs), neurofeedback systems, clinical treatment of neurological disorders including stroke, depression, schizophrenia, anxiety, psychopathy and social phobia, automatic detection of deception in criminals and persons endangering security, development of affective and socially competent computers, intelligent machines and robots that recognize and express emotions. In this review, we consider fundamental principles, recent developments, applications and future directions and challenges of fMRI-based and NIRS-based BCIs.
NIRS brain-computer interfaces
NIRS is emerging as a portable, affordable and non-invasive neuroimaging system suited for the development of BCIs. Although NIRS has been in use since the 1970s (Jobsis, 1977) for clinical and scientific studies of tissue oxygenation, cerebral blood flow and metabolism, its use in BCIs has been more recent (Coyle and Ward et al., 2004; Naito & Michioka et al., 2007; Sitaram and Hoshi et al., 2005; Sitaram & Zhang et al., 2007) . NIRS technology has now progressed to an extent where a number of commercial instruments are available, making it an accessible tool for functional neuroimaging, in general, and BCI development in particular. With exciting developments in portable NIRS instruments incorporating wireless telemetry (Atsumori & Kiguchi et al., 2007) , it is now possible to monitor brain activity from freely moving subjects (Hoshi, 2007; Hoshi et al. 2006 ) thus enabling more dynamic experimental paradigms. The objective of this section is to introduce NIRS to the BCI/BMI research community and encourage further investigation.
Historical background
The discovery of near-infrared energy is ascribed to Frederick William Herschel in the 19th century (Wetzel, 1983) . It is said that he projected a rainbow of light onto a bench by using a prism and then measured the relative heating effect of the different parts of the spectrum. From the blue end to the red end the heating effect increased and continued on to the black area of the spectrum, which indicated to him the presence of the radiation now we call near-infrared. It took many years before the first industrial application began in the 1950s when NIRS was used only as an add-on unit to other optical devices that used other wavelengths such as ultraviolet or visible light. In the 1980s, a single-unit, stand-alone NIRS system was made available, but the application of NIRS was focused more on chemical analysis. Only after the introduction of light-fiber optics in the mid-1980s and the development of light detector technology in the early 1990s did NIRS become a more powerful tool for scientific research. Now, this optical method can be used in a number of fields of science including physics, physiology, and medicine. It was only in the last few decades that NIRS began to be used as a medical tool for monitoring patients. In medicine, NIRS was originally designed for clinical monitoring of tissue oxygenation (Hoshi, 2007; Jobsis, 1977) . Since the early 1990s, it has also been developing as a useful tool for neuroimaging studies of functional near-infrared spectroscopy (NIRS).
Fundamental principles
NIRS is based on the observation that the properties of light passing through a living tissue are influenced by the functional state of the tissue. Studies have reported changes in optical properties of the brain cell cultures and intact cortical tissue (for reviews see Villringer and Chance (1997) and Villringer and Obrig (2002) ). Biological tissue is partially transparent to light in the near-infrared range, i.e., between 700 and 1000 nm. In this wavelength range, the absorption of light by water molecules and hemoglobin is relatively less compared to other wavelength ranges, allowing the use of pairs of optical source and detector to collect light passing through the brain tissue. The source and detector are separated by a distance of 2-7 cm to allow light to pass through the intermediate layers of scalp, skull and tissue to reach the surface of the brain. The greater the distance between the source and detector, the greater is the chance that the near-infrared light reaches the cortical surface. However, the attenuation of light due to absorption and scattering increases with the source-detector distance. And hence, a trade-off needs to be made for efficient monitor of cortical tissue cortex in a curvilinear fashion. The light-receiving optode is connected to a light-detecting system such as a photomultiplier or a CCD camera.
NIRS assesses the physiological changes correlating with brain activity. In order to understand how functional maps of the brain are generated, we need to consider the interaction of light with brain tissue on the one hand, and the physiological events associated with brain activity on the other.
Let us first consider the interaction of light with brain tissue. Light that enters tissue may undergo the following major types of interaction: absorption and scattering. An optical device that consists of light sources that irradiate the tissue and light detectors that receives light after it has been transmitted or reflected from tissue could be used to measure the interaction. Light that travels through tissue is attenuated due to absorption and scattering. By analogy with a photometer, the attenuation of light in tissue could be expressed mathematically in a modified Beer-Lambert law. The Beer-Lambert Law states that the light attenuation is proportional to the concentration of the absorbing molecules. A modified form of Beer-Lambert law is given by the equation
where A is the change in attenuation of light, ε is the molar absorption coefficient of the absorbing molecules, c is the change in the concentration of the absorbing molecules, d is the optical pathlength, and B is a differential pathlength factor, introduced to account for the influence of scattering. If the pathlength d × B can be determined, absolute changes in concentration can be calculated. For absolute measurements of the pathlength there are several types of optical approach. One uses the measurement of the direct time of flight of a short (in picoseconds) light pulse travelling through tissue. In another approach the phase shift of a light source which is intensity modulated at a certain frequency is measured. A third approach measures water absorption which, assuming a constant water concentration in tissue, should change with the pathlength of light. However, for the purpose of a BCI, a simpler method of computing relative measuring relative changes in concentration from the changes in attenuation could be sufficient.
With regard to the physiological changes associated with brain activity, there are essentially two contributing factors. One is the regional cerebral blood flow (rCBF), and the other is the regional cerebral oxygen metabolic rate (rCMRO 2 ). During neural activation, the degree of the increase in rCBF exceeds that of the increase in rCMRO 2 (Fox & Raichle, 1986) , resulting in a decrease in deoxyhemoglobin (deoxy-Hb) in venous blood. Hence, increases in total hemoglobin (t-Hb) and oxyhemoglobin (oxy-Hb) with a decrease in deoxy-Hb are observed in activated areas in NIRS measurements. Hoshi and colleagues examined the direct effects of each change in CBF and CMRO 2 on cerebral hemoglobin oxygenation to interpret NIRS signals (Hoshi & Kobayashi et al., 2001 ) using a perfused rat brain model. They reported that the directions of changes in oxy-Hb are always the same as those of rCBF, whereas the direction of changes in deoxy-Hb is determined by changes in venous blood oxygenation and volume. Small changes in CBF are not accompanied by changes in t-Hb. Thus, oxyHb is considered to be the most sensitive indicator of changes in rCBF in NIRS measurements.
NIRS signal acquisition and analysis
Three techniques are available for NIRS signal acquisition, viz. continuous-wave spectroscopy, time-resolved spectroscopy and frequency-domain techniques (Villringer & Obrig, 2002) . Continuous-wave spectroscopy is the approach used in the majority of the neuroimaging as well as BCI studies. The optical parameter measured is attenuation based on the modified Beer-Lambert law. Commercially available continuous-wave (CW) instruments use a continuous wave of light as the source with discrete wavelengths, or a light source emitting across the entire spectrum. The light source may be a laser or a light-emitting diode (for the discrete-wavelength approach) or a simple halogen lamp (for the continuous-spectrum approach). The advantages of the CW approach are its simplicity and flexibility, and a potential for achieving high signal-to-noise ratio. A disadvantage is a strong contribution to the signal changes by superficial, extra-cerebral structures. The separation of deep and superficial layers can be approximated by multiple source-detector separations. Timeresolved spectroscopy uses pulsed light source with pulse duration in the order of picoseconds. In addition to the assessment of total light intensity, this technique assesses the distribution of photon arrival times, thus enabling multilayer depth resolution. In the frequency-domain technique, instead of using a pulsed light source the intensity of the injected light is sinusoidally modulated at a high frequency (100-150 MHz). The reflected light will also show this modulation. The phase delay of the modulation is proportional to the mean time of flight. All of the above-mentioned approaches may be performed over one single site (one channel) or many sites (multi-channel). A recent development that promises to further enhance the benefits of NIRS is a portable instrument (for example, the HEO 200, from Omron Ltd. Inc., Tokyo, Japan) that allows subjects to move about during measurement (Shiga et al. 1997 , Atsumori et al. 2007 ). The main unit comprises a central processing unit (CPU), light-emitting diode (LED) driver, amplifier, memory card interface, liquid crystal display, and power source. A probe unit, moulded in black elastic silicon rubber, has a photodiode in the centre and two-wavelength (760 nm and 840 nm) nearinfrared LEDs on either side. The instrument is connected to the transmitter of a wireless system by an RS232C cable. NIRS signals are sent by the wireless to the receiver, which is connected to a laptop computer on which data are displayed in real time. NIRS signals can be transmitted to a location at a maximum distance of 30 m outdoors and 10 m indoors.
Unlike fMRI signal preprocessing and analysis methods that have been standardized under univariate statistical parametric mapping (SPM), NIRS analysis has not yet seen the unification of methods. In the majority of studies, comparison of NIRS mean signals between the resting and activation states has commonly been performed using a paired t-test (Hoshi, 2007) . Recently, a number of different types of analyses including model-based methods, event-related methods, and a combination of these have been reported in the literature (Huppert & Hoge et al., 2006; Plichta & Heinzel et al., 2007; Plichta & Herrmann et al., 2007; Schroeter & Bucheler et al., 2004) . Hoshi (2007) suggests that model-based methods, as used in fMRI and PET signal analysis, may not be directly suitable for NIRS data because of the varying pattern of hemodynamic data with each measurement and the difficulty in deriving a proper hemodynamic response function. Furthermore, even under resting conditions, the Hb oxygenation state fluctuates (Hoshi, 2007; Schroeter & Bucheler et al., 2004; Toronov & Franceschini et al., 2000) . These fluctuations are divided into two types: one is systemic fluctuations related to physiological activities such as the systemic arterial pulse oscillations (1 Hz) and respiration (0.2 to 0.3 Hz), and the other is the slower Hb wave fluctuation of frequency 0.05 Hz, with varying temporal patterns across brain regions. Due to these fluctuations, NIRS signals do not return to the original levels immediately after the activation state. Novel signal correction and analysis techniques need to be developed to overcome the current limitations. While commercial manufacturers of NIRS instrument provide custombuilt analysis software packages, a freely available data analysis program written by the Photon Migration Imaging Lab at the Massachusetts General Hospital in Boston allows for basic signal processing, linear modelling and image reconstruction of NIRS data of brain function (http://www.nmr.mgh.harvard.edu/PMI/ resources/homer/home.htm).
The advantages of NIRS, namely, high temporal resolution (less than 1 s), non-invasive measurement, portability and less motion restriction, allows monitoring subjects, such as children, the elderly, and patients with psychoneurological problems, who are normally difficult to perform measurements on using other neuroimaging methods such as PET and fMRI (see Hoshi (2007) ). NIRS has been applied, in neonates and infants, to investigate evoked responses to visual, olfactory, and auditory stimulation, and passive knee movement. Several research groups have examined task-related hemodynamic changes in psychiatric patients and found task-dependent abnormalities in frontal hemodynamics in schizophrenia (Shinba & Nagano et al., 2004) and depression (Suto & Fukuda et al., 2004) . Such task-dependent abnormalities were also found in patients with Alzheimer's disease (Fallgatter & Roesler et al., 1997; Hock & Muller-Spahn et al., 1995; Hock & Villringer et al., 1996 , 1997a , 1997b . Possibilities to monitor brain activity in the daily life environment enable new possibilities in neuroimaging studies, as the study by Miyai colleagues (2001) generated cortical activation patterns associated with human gait and indicated that NIRS was useful for evaluating cerebral activation patterns during pathological movements and rehabilitation intervention.
Recently, NIRS has been employed in combination with other brain signal acquisition and stimulation modalities. To investigate the neurovascular coupling in the human brain, NIRS is appropriate because its temporal resolution is high, and it can be combined with electrophysiological methods, such as EEG and MEG. Simultaneous measurements with NIRS and electrophysiological methods have also been employed for studies of higher brain functions (Horovitz et al. 2004) . NIRS can also be combined with TMS, much more easily than PET or fMRI, and has recently been employed this way to study the hemodynamic pattern due to stimulation (Mochizuki & Ugawa et al., 2006; Noguchi & Watanabe et al., 2003) . Currently, the major limitation of NIRS is that concentration changes in oxyHb cannot be quantified with CW-type instruments, hindering NIRS from being widely employed in clinical medicine and research. Despite the development of many different approaches to quantification with time-resolved spectroscopy (TRS) and phase-resolved spectroscopy (PRS), the quantification problem has not been completely solved (Hoshi, 2007) . It is to be noted that it is not mandatory to know the absolute concentration changes for the development of BCIs, as relative changes can be used successfully in pattern classification of brain states and neurofeedback applications (Sitaram, 2007; Sitaram and Hoshi et al., 2005) .
BCI development with NIRS
The first experiments to use NIRS for the purpose of developing BCIs was carried out separately by Coyle and Ward et al. (2004) and Sitaram and Hoshi et al. (2005) , who studied the optical response to motor imagery in healthy subjects to demonstrate oxy-Hb concentration increases and deoxy-Hb concentration reductions in the contralateral hemisphere, as compared to the rest state. Sitaram and colleagues used overt and covert finger tapping of left and right hands to note that motor imagery produced similar but reduced activations in comparison to motor execution. Coyle and Ward et al. (2004) instructed subjects to imagine continually clenching and releasing a ball. The BCI system provided visual feedback by means of a circle on the screen that shrunk and expanded with changes in hemoglobin concentration. An intensity threshold of the hemoglobin concentration from the contralateral optodes on the motor cortex (for comparison: near the C3/C4 electrodes in an equivalent 10-20 system) was used to determine if the brain was in a rest or activation state.
In a follow-up to the above experiments, Coyle et al. (2007) used their custom-built NIRS instrument to demonstrate a binary switching control called the Mindswitch, while Sitaram and Caria et al. (2007) and Sitaram and Zhang et al. (2007) demonstrated that patterns of NIRS signals during motor execution and imagery can be decoded with over 80% accuracy with two different machinelearning algorithms. The Mindswitch operates in a synchronous mode, meaning that the system is active only during defined periods (Coyle et al. 2007) , with the objective of establishing a binary yes or no signal for communication. The NIRS signal used for this purpose was derived from a single channel on the left motor cortex elicited by imagined movement of the right hand. The protocol consisted of two options alternately presented to the user and highlighted by the controlling software. When the desired option is highlighted, the user performs motor imagery to enhance the oxy-Hb signal in the motor cortex to indicate his choice. Subjects were instructed to imagine clenching a ball with their right hand while attending to the kinaesthetic experience of movement. Experiments with healthy subjects showed that the number of correct classifications to the total number of trials was on the average more than 80%. Sitaram and Caria et al. (2007) and Sitaram and Zhang et al. (2007) used a continuous-wave, multichannel NIRS instrument (OMM-1000 from Shimadzu Corporation, Japan) to measure oxyHb and deoxy-Hb concentration changes from 20 channels on the motor cortex in each hemisphere during motor execution and imagery. Acquired signals were processed to remove artefacts from the heart beat and high-frequency noise from muscle activity, and the time series of amplitude changes of oxygenated hemoglobin and deoxygenated hemoglobin in the period 2-10 s after stimulation for the motor task to start for each trial were extracted from the preprocessed data and fed to two different pattern classification systems, namely, Support Vector Machine (SVM) and Hidden Markov Model (HMM). Typically, most channels on the contralateral hemisphere showed activation by an increase in oxygenated hemoglobin and decrease in deoxygenated hemoglobin, while the channels on the ipsilateral hemisphere either showed a similar response but to a smaller extent, or in a reversed manner (increase in deoxygenated hemoglobin and decrease in oxygenated hemoglobin), potentially indicating inhibition (see Fig. 1(a) showing exemplary data from one subject). Topographic images reconstructed from oxy-Hb and deoxy-Hb concentration changes showed distinct patterns of activations (yellow and red pixels) and inhibitions (green and blue pixels) to left-hand and right-hand motor imagery (see Fig. 1(b) ), although inter-subject variability in the patterns were observed (Sitaram & Caria et al., 2007; Sitaram & Zhang et al., 2007) . Finger tapping data were classified with better accuracy compared to motor imagery data by both classification techniques for all the subjects. Between the two pattern classification techniques, HMM performed better than SVM for both finger tapping and motor imagery tasks. The authors hypothesized that inconsistencies in imagery create difficulties for robust generalization in a classifier, and hence a probability network of HMM could perform better in these circumstances.
The first direct investigation of an NIRS BCI in locked-in patients suffering from amyotrophic lateral sclerosis (ALS) was performed by Naito and Michioka et al. (2007) . The study included 40 male and female ALS patients, among whom 17 were in a totally lockedin state. Prior to this study, Haida et al. (2000) had applied NIRS in totally locked-in patients to observe activations of the motor area during a movement imagery task and activations of the Broca's area during a language-related task, indicating the feasibility of NIRS for communication in ALS patients. Naito and colleagues applied single-channel two-wavelength (770 nm and 840 nm) measurement on each patient's forehead to monitor changes in blood volume during the experiment. A simple 'yes' or 'no' binary communication method was employed in which the subject was asked a question, and if the subjective answer to the question was 'yes' the patient indicated it by performing a mental calculation, singing fast or thinking. If the subjective answer was 'no', the The hemodynamic response during motor imagery tasks at the ipsilateral hemisphere has substantial difference from that of the contralateral hemisphere. Exemplary data of averaged oxygenated and deoxygenated concentration changes for a single subject, from channels on the left hemisphere and right hemisphere while performing left-hand and right-hand motor imagery. Typically, channels on the contralateral hemisphere showed activation by an increase in oxygenated hemoglobin and a decrease in deoxygenated hemoglobin, while the channels on the ipsilateral hemisphere either showed similar response but to a smaller extent or in a reversed manner. (b) Exemplary topographic images from a single subject. The reconstructed images for oxygenated hemoglobin and deoxygenated hemoglobin are superimposed on the probe geometry. (Reproduced with permission from Sitaram and Zhang et al. (2007) , Neuroimage). patient indicated it by relaxing. The instantaneous amplitude and phase of the NIRS signal were then calculated and used as input to a discriminant analysis to classify between the two answers. The discrimination of answers was reported to be successful for 70% of ALS patients not in the totally locked-in state, and 40% for totally locked-in patients. For the successful cases, the average rate of correct detection of answers was about 80%. The low applicability of the method to totally locked-in patients was attributed to the presence of only spontaneous low-frequency oscillations with no brain responses specific to the questions. The authors suggested lack of motivation and low levels of brain activation as possible reasons for this problem, and highlighted the importance of maintaining a means of communication in ALS patients. In addition to its application for communication and control, an NIRS BCI is considered to be a potential approach for movement restoration in stroke and paralysis due to neuroanatomical specificity in measuring activations from the motor cortex.
fMRI brain-computer interfaces

Historical background
Functional magnetic resonance imaging (fMRI) measures increases and decreases of paramagnetic load of blood-flow to activated poles of neurons, particularly to apical dendrites (Logothetis, 2002 (Logothetis, , 2003 . The paramagnetic signal is caused by the local metabolic deficiencies of the vascular bed supplying the neurons. Logothetis and colleagues have shown that the correlation of local blood-flow change and the BOLD signal is particularly high for the neuronal inflow to the apical dendrites reflecting primarily intracortical activity (Logothetis, 2002 (Logothetis, , 2003 . Recent advances in functional magnetic resonance imaging data acquisition and processing techniques have made online functional magnetic resonance imaging of localized brain areas visible, reliable and less susceptible to artefacts.
An fMRI BCI, through online analysis of functional brain activity, allows feedback of the BOLD signal from a targeted region of interest. Individuals are trained to modulate their own brain activity based on a combination of a contingent feedback and mental strategies. With this approach brain states are manipulated as independent variables by taking advantage of reasonably high spatiotemporal resolution, whole brain coverage and noninvasiveness afforded by the method. An fMRI BCI represents the only non-invasive method allowing feedback of both cortical and subcortical brain regions.
Over recent years, fMRI BCI studies have shown that human participants can learn voluntary regulation of local brain activity within a short time period when provided with online feedback of their own BOLD signal (for reviews see Sitaram and Caria et al. (2007) , Sitaram and Weiskopf et al. (2008) and Weiskopf and Sitaram et al. (2007) ). Weiskopf and Veit et al. (2003) were the first to introduce the concept of immediate feedback of the BOLD signal similar to the immediate feedback used in EEG neurofeedback studies. In their study, two continuously updated curves were presented to the subject depicting the activity in two subdivisions of the anterior cingulate cortex (ACC). An increased control of the rostral-ventral subdivision was observed through training, suggesting a learning effect. Several different studies were conducted by deCharms et al. (2004) and Yoo and Jolesz (2002) on the sensory motor cortex, Posse and Fitzgerald et al. (2003) in the amygdala, Weiskopf and Mathiak et al. (2004) where differential control of the BOLD signal in the supplementary motor area (SMA) and the parahippocampal place area (PPA) was tested, deCharms et al. (2005) and Weiskopf and Veit et al. (2003) in the ACC, Yoo and Lee et al. (2001) in the auditory cortex and Caria et al. (2007) in the anterior insula.
The technology
An fMRI BCI is a closed-loop system made up of the following major components: signal acquisition, signal analysis, and signal feedback. These three processes are executed on separate computers for optimizing the system performance, and connected together by a local area network (LAN). Images need to be constructed, distortion corrected, and averaged on the magnetic resonance scanner computer. As soon as fMRI signals are processed by the image reconstruction system, Turbo-BrainVoyager software (Brain Innovation, Maastricht, The Netherlands; Goebel, 2001 ), running on a separate personal computer, retrieves the files according to their numbering and performs an incremental analysis. This software executes data preprocessing, statistical analysis, and export of region of interest (ROI) time-courses to a hard disk in real time. Preprocessing of the data includes incremental linear detrending of the time-series and 3D motion correction. Online statistical analysis is based on a general linear model performed cumulatively using the recursive least-squares regression algorithm.
For the computation of feedback of brain activity several custom-made programs have been developed. The time-series signal of interactively selectable regions of interest (ROIs) is exported via the LAN to a visualization software running on a separate computer which provides feedback to the subject using video projection. In addition, the feedback presentation software generates configuration files for Turbo-Brain-Voyager, providing information about the paradigm and imaging parameters. Typically two ROIs are selected: one represents the target ROI, and the other a reference region. The reference ROI is often a large background region selected from a reference slice positioned distant from the target ROI encompassing the whole brain with the intent to cancel global effects and to average out any unspecific activation. For the feedback presentation the difference between the two ROI timecourses is calculated and normalized to the baseline. The subjects are provided with continuously updated information of the target ROI's level of activation. In the recent studies from our group Rota et al., 2008; Sitaram & Zhang et al., 2007) , a visual feedback consisting of a graduated thermometer displaying changes of BOLD activity with increasing or decreasing number of bars was implemented. The number of available bars is limited. Bars above the baseline level of activation are coloured in red and those below the baseline level in blue. Thermometer bars are constantly updated as soon as new fMRI information from the selected ROIs is available.
Operant learning of self-regulation requires contingent feedback, i.e., fast and reliable display of the brain activity. Thus, speed, BOLD sensitivity, signal-to-noise ratio (SNR) and artefact suppression are indispensable. Hemodynamic coupling introduces a delay between the neuronal activation and the BOLD signal changes. The onset of the signal increase is delayed by approximately 3 s, and the peak signal change by approximately 6 s. Advances in computer hardware and recent software developments reduced the additional processing delay from fMRI data acquisition to display to about 1.5 s. Further increase of processing speed may not be profoundly beneficial due to the intrinsic hemodynamic delay.
In previous studies with fMRI BCIs, brain signals from one or two ROIs were extracted for providing neurofeedback to the subject. A major argument for moving away from deriving feedback signals from single ROIs is that perceptual, cognitive or emotional activities generally recruit a distributed network of brain regions rather than single locations. Furthermore, while activity in certain locations of the network could be facilitatory, activity in certain other locations could be inhibitory, thus maintaining a complex temporal interaction among the regions. Such representation of activity from one or two ROIs, merely combined with additive and subtractive contrasts, does not completely model the network dynamics of the desired brain state. An improved method for employing the whole network of activity with no assumption on the inhibitory or excitatory effects of single ROIs needs to be implemented. Our proposed method makes no assumption about the functional localization and performance strategy used by the subject.
There have been studies on the offline pattern classification of brain states from fMRI signals using multilayer neural networks (MNNs) ( and SVM (LaConte & Strother et al., 2005) . The first implementation of real-time fMRI pattern classification system using SVM was reported by Laconte and colleagues (Laconte & Peltier et al., 2006) . In one of the most extraordinary applications of multivoxel pattern analysis, recently, Miyawaki and Uchida et al. (2008) reconstructed visual images seen by participants by decoding and combining local images of multiple scales from fMRI voxel activities by automatically selecting relevant voxels and exploiting their correlated patters. In our laboratory, we have recently developed a real-time brain state detection system to recognize multiple discrete emotional states (either by viewing emotional pictures or by recall of emotional episodes) from fMRI signals to provide feedback to the participant. The SVM pattern classifier could classify brain states from the participants with an average accuracy of around 90% offline, while the real-time version tested on four participants showed an average accuracy of above 70% and maximum accuracy of 90% . Our work shows that multiple emotional states elicited in an individual's brain can be recognized and discriminated in real time from fMRI signals.
Applications
Studies have attempted to use fMRI BCIs to change cognitive, motor and emotional behaviour through operant training of localized brain areas. Behavioural changes due to self-induced alterations of brain activity in cortical and subcortical areas were observed (deCharms et al., 2004 (deCharms et al., , 2005 Rota et al., 2008; Sitaram, 2007; Sitaram and Lee et al., 2008; Weiskopf & Mathiak et al., 2004; Weiskopf & Scharnowski et al., 2004; Weiskopf & Veit et al., 2003 ). deCharms et al. (2005 demonstrated that subjects were able to learn to control activation in the rostral anterior cingulate cortex, a region implicated in mediating the conscious perception of pain. Furthermore, this study shows that control by up and down regulation of the rostral anterior cingulate cortex (rACC) activation was associated with changes in pain perception induced by noxious thermal stimulation. A group of chronic pain patients were also trained to control activation in rACC and reported reduction of the level of chronic pain after training.
A recent study by Rota and colleagues from our laboratory (Rota et al., 2008) explored the effects of self-regulation of brain areas involved in language processing. They applied fMRI BCI training to enhance regional activation in the right inferior frontal gyrus (IFG) to influence speech processing and to modulate language-related performance. Seven subjects succeeded in achieving voluntary regulation of their right Brodmann's area (BA) 45. Additionally, two linguistic tasks were carried out immediately before and after the training. A significant improvement of accuracy was observed for the identification of emotional prosodic intonations but not for syntactic processing. These results strengthen the evidence of a role for the right IFG in the processing of emotional information and evaluation of affective salience.
Caria and colleagues from our laboratory first demonstrated the possibility to specifically increase the BOLD signal in the anterior insula in healthy subjects through fMRI BCI-based training . Second they tested the hypothesis that voluntary modulation of activity in the anterior insula induces changes in the subjective response to emotional stimuli (Caria & Sitaram et al., 2006) . Two groups of participants, experimental and control, underwent four fMRI BCI training sessions. During the modulation training both groups were required to observe and assess emotional pictures. The insula BOLD increase in the anterior insula correlated with more negative emotional valence rating of fear-evoking pictures of the IAPS series (Lang & Bradley et al., 1997 NIMH Center for the Study of Emotion and Attention 1997). The effect was not only area specific but also valence specific: aversive slides only change their valence; other types of emotional slides were not affected and there was no arousal effect, which excludes an unspecific activation interpretation. A control group was also trained to use emotional imagery as the experimental group but received non-contingent feedback of its BOLD response. This group did not learn a BOLD increase in the anterior insula, and showed no behavioral effect on the valence of emotional responding. Their findings revealed that the response to aversive stimuli can be modulated by volitional control of the anterior insula. Furthermore, we examined brain changes while training to regulate the insular cortex with emotional recall by using multivariate analysis, in conjunction with effective connectivity analysis on regulation data published earlier . Our results indicate that emotion self-regulation training leads to more focused spatial recruitment of regions relevant to emotion processing. Effective connectivity analysis reveals that initial training causes an increase of network density, while further training ''prunes'' redundant connections but ''strengthens'' relevant connections. We concluded that training leads to brain changes in the emotion network, thus helping to find an efficient neuronal pathway for successful self-regulation.
In an ongoing study, Sitaram and colleagues in our laboratory (Sitaram, 2007) demonstrated that criminal psychopaths can learn volitional regulation of the left anterior insula employing negative emotional imageries taken from previous episodes in their lives, in conjunction with contingent feedback. Subjects with higher psychopathic checklist-revised (PCL-R) scores are less successful at self-regulation than their lower PCL-R counterparts, supporting the existing notion that psychopaths have deficient emotional processing. Effective connectivity analysis using Granger causality modelling showed that learning to regulate the anterior insula not only increases the number of connections (causal density) in the emotional network but also increases the difference between the number of outgoing and incoming connections (causal flow) of the left insula. In another ongoing study in our laboratory, trained two stable patients with DSM-IV schizophrenia for more than 20 sessions to control the BOLD signal of the left and right anterior insula. The percentage BOLD signal increased from an early-weak regulation session, to a late-strong regulation session. The success in regulation was accompanied by an increase in the causal density of the functional connections of the network involved in self-regulation of emotions, including insula, areas related to cognitive control (superior medial frontal gyrus), attention (anterior cingulate cortex), and visual perception and mental imagery (cuneus). Emotion recognition tests on subjects who completed regulation training showed a better accuracy in the recognition of disgust faces after up-regulation compared to baseline condition, while both emotions were rated as more intense after up-regulation.
Future challenges
In this article we have argued that hemodynamic BCIs represent a valid and additional tool to study brain function. While we have reviewed the potential role that hemodynamic BCIs could play in neuroscientific research and clinical applications, a number of important questions remain unanswered. There are some methodological issues which need to be resolved when behavioral effects are explored. First, the time for stimuli presentation: should they be presented during learned control or before and after selfregulation? Second, when and how should we assess subjective and objective behavioral responses? In general, paradigms should attempt to tightly correlate the region-specific regulation with the cognitive, emotional and motor effects to be measured.
A more fundamental question is: how do individuals learn to volitionally regulate the hemodynamic response from a circumscribed brain region, and how does this influence behavior? What could be the psychological and neural mechanisms involved? The hemo-neural hypothesis (Moore & Cao, 2008) looks at the vascular and molecular processes involved in blood flow and oxygen consumption, and how these in turn lead to changes in neural activation and hence behaviour. The standard modern view of blood flow is that it serves a physiological function unrelated to information processing, such as bringing oxygen to active neurons, eliminating ''waste'' generated by neural activity, or regulating temperature. Realistic computational models of brain function do not include blood flow as a component, and neurophysiologists do not consider it as a regressor to explain variance in their data. In contrast to this position, the hemo-neural hypothesis (Moore & Cao, 2008) states that hemodynamics play a role in information processing, through modulation of neural activity by blood flow. The authors review several evidences that support this hypothesis. Firstly, the vascular pathways that regulate blood flow are finely interleaved with neural architecture. These anatomical vascular patterns are not uniform, and in many cases reflect the information processing functionality of a given brain area. Secondly, when local populations of neurons are active, they recruit increased blood flow and volume to the activated region, a process known as ''functional hyperemia'' (Martin & Nicholson et al., 2006) . Functional hyperemia can be modulated by a variety of mechanisms, including relaxation of smooth muscles around arteries, leading to changes in blood flow and volume. This suggests correlations between information processing and changes in blood flow. Thirdly, there could be mechanisms by which changes in hemodynamics in the normal range of function can impact neural activity. Moore and Cao (2008) propose an alternative explanation for functional hyperemia, beyond an exclusively metabolic account. Under the hemo-neural hypothesis, functional hyperemia is not the over-delivery of oxygenated blood for the metabolism but rather the targeted regulation of neural processing. In support of this hypothesis, Moore and Cao (2008) describe evidence for different possible mechanisms: (1) direct hemo-neural interactions via diffusible messengers that freely cross the blood-brain barrier; mechanical engagement of blood on tissue; and temperature change due to ion exchanges, and (2) indirect mechanisms such as astrocyte-mediated hemoto-neural signalling. Further studies need to provide concrete evidence for the mechanisms suggested under this hypothesis. If the hemo-neural hypothesis is well corroborated, then one could propose that if participants learn to volitionally regulate the hemodynamic activity of a brain region by instrumental conditioning with contingent feedback, such a modulation would in turn change the neural activity in the region. Furthermore, this change in neural activation brought about indirectly by the modulation of hemodynamics in the region could also change behavior. Future multimodal studies should investigate the above hypotheses.
An interesting approach that can potentially provide new insights about neural mechanisms involved in self-regulation of local brain activity might be represented by in vivo functional magnetic resonance spectroscopy (fMRS). fMRS has the potential of directly measuring metabolic activity involved in excitatory and inhibitory neurotransmission. Measurement of the concentrations and synthesis rates of brain metabolites playing critical roles in neuroenergetics, amino acid neurotransmission, and neuromodulation, such as aspartate, gamma-amino butyric acid (GABA), glucose, glutamate, glutamine, and lactate, is achievable within precisely defined regions in the brain. Recently, . . . Northoff and Walter et al. (2007) combined fMRI with fMRS at rest to measure negative BOLD responses and GABA in the right ACC and observed that in this region the concentration of GABA specifically correlated with the amount of negative BOLD responses. Under the assumption that functional modifications in the brain are represented by concomitant metabolic changes, fMRS could be suitable for providing important information about the underlying neurochemical processes of the learned brain activity control. A first step might be to explore changes in neurotransmitters and metabolite concentrations as a consequence of self-regulation of localized brain activity by acquiring functional data both pre and post training. A second and more futuristic idea could be to develop and implement an fMRS-based BCI by providing feedback of the actual concentration of neurotransmitters to train participants to volitionally modify their current metabolites activity.
