How does attentional modulation of neural activity enhance performance? Here we use a deep convolutional neural network as a large-scale model of the visual system to address this question. We model the feature similarity gain model of attention, in which attentional modulation is applied according to neural stimulus tuning. Using a variety of visual tasks, we show that neural modulations of the kind and magnitude observed experimentally lead to performance changes of the kind and magnitude observed experimentally. We find that, at earlier layers, attention applied according to tuning does not successfully propagate through the network, and has a weaker impact on performance than attention applied according to values computed for optimally modulating higher areas. This raises the question of whether biological attention might be applied at least in part to optimize function rather than strictly according to tuning. We suggest a simple experiment to distinguish these alternatives.
The model used is a pre-trained deep neural network (VGG-16) that contains 13 convolutional layers (labeled in gray, number of feature maps given in parenthesis) and is trained on the ImageNet dataset to do 1000-way object classification. All convolutional filters are 3x3. B.) Modified architecture for feature-based attention tasks. To perform our feature-based attention tasks, the final layer that was implementing 1000-way softmax classification is replaced by binary classifiers (logistic regression), one for each category tested (2 shown here, 20 total). These binary classifiers are trained on standard ImageNet images. C.) Test images for feature-based attention tasks. Merged images (left) contain two transparently overlaid ImageNet images of different categories. Array images (right) contain four ImageNet images on a 2x2 grid. Both are 224 x 224 pixels. These images are fed into the network and the binary classifiers are used to label the presence or absence of the given category. D.) Performance of binary classifiers. Box plots describe values over 20 different object categories (median marked in red, box indicates lower to upper quartile values and whiskers extend to full range, with the exception of outliers marked as dots 
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Figure 2: Relationship Between Feature Map Tuning and Gradient Values. A.) Example tuning values (green, left axis) and gradient values (purple, right axis) of three different feature maps from three different layers (identified in titles, layers as labeled in Figure 1A ) over the 20 tested object categories. Tuning values indicate how the response to a category differs from the mean response; gradient values indicate how activity should change in order to classify input as from the category. Correlation coefficients between tuning curves and gradient values given in titles. B.) Tuning quality across layers. Tuning quality is defined per feature map as the maximum absolute tuning value of that feature map. Box plots show distribution across feature maps for each layer. Average tuning quality for shuffled data: .372 ± .097 (this value does not vary significantly across layers) C.) Correlation coefficients between tuning curves and gradient value curves averaged over feature maps and plotted across layers (errorbars +/-S.E.M., data values in blue and shuffled controls in orange). D.) Distributions of gradient values when tuning is strong. In red, histogram of gradient values associated with tuning values larger than one, across all feature maps in layers 10, 11, 12, and 13. For comparison, histograms of gradient values associated with tuning values less than one are shown in black (counts are separately normalized for visibility, as the population in black is much larger than that in red). The slope of the activation function is altered based on the tuning (or gradient) value, f c lk , of a given feature map (here, the k th feature map in the l th layer) for the attended category, c, along with an overall strength parameter β. I ij lk is the input to this unit from the previous layer. For more information, see Methods 4.5. B.) Average increase in binary classification performance as a function of layer attention is applied at (solid line represents using tuning values, dashed line using gradient values, errorbars +/-S.E.M.). The final column corresponds to attention applied to all layers simultaneously with the same strength (strengths tested are one-tenth of those when strength applied to individual layers). In all cases, best performing strength from the range tested is used for each instance. Performance shown separately for merged (left) and array (right) images. Gradients perform significantly (p < .05, N = 20) better than tuning at layers 5-8 (p = 4.6e-3, 2.6e-5, 6.5e-3, 4.4e-3) for merged images and 5-9 (p = 3.1e-2, 2.3e-4, 4.2e-2, 6.1e-3, 3.1e-2) for array images.
false positive rate increases occur only with higher strengths. Thus, when attention 161 is applied with modest strength at layer 13, most categories see a substantial increase 162 in true positives with only modest increases in false positives. As strength continues 163 to increase however, false positives increase substantially and eventually lead to a net 164 decrease in overall classifier performance (representing as crossing the dotted line in 165 Figure 4A ).
166
Applying attention according to negated tuning values leads to a decrease in true 167 and false positive values with increasing attention strength, which decreases overall 168 performance (Supplementary Figure 9A ). This verifies that the effects of attention are 169 not from non-specific changes in activity.
170
Experimentally, when switching from no or neutral attention, neurons in MT 171 showed an average increase in activity of 7% when attending their preferred motion 172 direction (and similar decrease when attending the non-preferred) [51] . In our model, 173 when β = .75 (roughly the value at which performance peaks at later layers; Figure 9 ), 174 given the magnitude of the tuning values (average magnitude: .38), attention scales 175 activity by an average of 28.5%. This value refers to how much activity is modulated 176 in comparison to the β = 0 condition, which is probably more comparable to passive 177 or anesthetized viewing, as task engagement has been shown to scale neural responses To allow for a more direct comparison, in Figure 4B human studies. In all of these, uncued trials are those in which no information about 186 the upcoming visual stimulus is given, and therefore attention strength is assumed to 187 be low. In cued trials, the to-be-detected category is cued before the presentation of a 188 challenging visual stimulus, allowing attention to be applied to that object or category.
189
The majority of these experiments show a concurrent increase in both true and in macaque studies, we created an orientation detection task ( Figure 5A ). Here, binary 229 classifiers trained on full-field oriented gratings are tested using images that contain 230 two gratings of different orientation and color. The performance of these binary clas-231 sifiers without attention is above chance (distribution across orientations shown in 232 inset of Figure 5A ). The performance of the binary classifier associated with vertical orientation (0 degrees) was abnormally high (92% correct without attention, other ori-234 entations average 60.25%) and this orientation was excluded from further performance 235 analysis.
236
Attention is applied according to orientation tuning values of the feature maps 237 (tuning quality by layer is shown in Figure 5B ) and tested across layers. We find 238 ( Figure 5D , solid line) that the trend in this task is similar to that of the object 239 task: applying attention at later layers leads to larger performance increases (14.4% 240 percentage point increase at layer 10). This is despite the fact that orientation tuning 241 quality peaks in the middle layers.
242
We also calculate the gradient values for this orientation detection task. While Figure 3B , final column is performance when attention is applied at all layers, and best performing strength is used in all cases. Errorbars are +/-S.E.M. Gradients perform significantly (p = 1.9e − 2) better than tuning at layer 7. E.) Change in signal detection values and performance (percent correct) when attention is applied in different ways-spatial, feature (according to tuning), and both spatial and feature-for the task of detecting a given orientation in a given quadrant. Top row is when attention is applied at layer 13 and bottom when applied at layer 4.
that spatial attention increases sensitivity more than category-based attention (most visible in their Experiment 3c, which uses natural images), and the effects of the two 281 are additive. To explore how attention applied at one location in the network impacts activity 304 later on, we apply attention at various layers and "record" activity at others ( Figure   305 6A, in response to full field oriented gratings). In particular, we record activity of fea-306 ture maps at all layers while applying attention at layers 2, 6, 8, 10, or 12 individually.
307
To understand the activity changes occurring at each layer, we use an analysis from 308 [51] that was designed to test for FSGM-like effects and is explained in Figure 6B . 309 Here, the activity of a feature map in response to a given orientation when attention is 310 applied is divided by the activity in response to the same orientation without attention.
311
These ratios are organized according to the feature map's orientation preference (most 312 to least) and a line is fit to them. According to the FSGM of attention, this ratio 313 should be greater than one for more preferred orientations and less than one for less 314 preferred, creating a line with an intercept greater than one and negative slope.
315
In Figure 6C , we plot the median value of the slopes and intercepts across all 316 feature maps at a layer, when attention is applied at different layers (indicated by 317 color 
A.
Convolution (128) Convolution (256) Convolution (512) Convolution (512) Convolution ( The spatially averaged activity of feature maps at each layer was recorded (left) while attention was applied at layers 2, 6, 8, 10, or 12 individually. Activity was in response to a full field oriented grating. B.) Schematic of metric used to test for the feature similarity gain model. Activity when a given orientation is present and attended is divided by the activity when no attention is applied, giving a set of activity ratios. Ordering these ratios from most to least preferred orientation and fitting a line to them gives the slope and intercept values plotted in (C). Intercept values are plotted in terms of how they differ from 1, so positive values are an intercept greater than 1. (FSGM predicts negative slope and positive intercept) C.) The median slope (solid line) and intercept (dashed line) values as described in (B) plotted for each layer when attention is applied to the layer indicated by the line color as labeled in (A). On the left, attention applied according to tuning values and on the right, attention applied according to gradient values. D.) Fraction of feature maps displaying feature matching behavior at each layer when attention is applied at the layer indicated by line color. Shown for attention applied according to tuning (solid lines) and gradient values (dashed line).
at one layer and the next explains why attention applied at all layers simultaneously 327 isn't more effective ( Figure 3B ). In fact, applying attention to a category at one layer 328 can actually have effects that counteract attention at a later layer (see Supplementary 329 Figure 11 ).
330
In Figure 6C (right), we show the same analysis, but while applying attention ever the stimulus in its receptive field matches the attended stimulus. In Figure 6D , 340 we calculate the fraction of feature maps at a given layer that show feature match-341 ing behavior (defined as having activity ratios greater than one when the stimulus 342 orientation matches the attended orientation for both preferred and anti-preferred ori- that match information is more easily read out from perirhinal cortex than IT [63] . 
462
The training of the top layer is described in subsequent sections. Here we describe the 463 basic workings of the CNN model we use, with details available in [79] .
464
The activity values of the units in each convolutional layer are the result of applying 
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Layer Attention Applied Best Performing β Here, the final layer of the network is replaced with a color classifier and the task is to classify the color of the attended orientation in a two-orientation stimulus. Gradient values calculated for this task are correlated with orientation tuning values, and the mean correlation is plotted per layer (right, as in Figure 5C Figure 6 . Feature attention at one layer often suppresses activity of the attended features at later layers. Activity ratios are shown for when attention is applied at various layers individually and activity is recorded from later layers. In all cases, the category attended was the same as the one present in the input image (standard ImageNet images used to ensure that these results are not influenced by the presence of other category features in the input). Histograms are of ratios of feature map activity when attention is applied to the category divided by activity when no attention is applied, split according to whether the feature map prefers (red) or does not prefer (black) the attended category. In many cases, feature maps that prefer the attended category have activity ratios less than one, indicating that attention at a lower layer decreases the activity of feature maps that prefer the attended category. The misalignment between lower and later layers is starker the larger the distance between the attended and recorded layers. For example, when looking at layer 12, attention applied at layer 2 appears to increase and decrease feature map activity equally, without respect to category preference. This demonstrates the ability of attention at a lower layer to change activity in ways opposite of the effects of attention at the recorded layer. Figure 7 . The increase in true positive rate with attention is correlated with activity changes as measured by: difference in cosines of angles (solid line) or feature similarity gain model-like behavior. Activity and performance changes are collected when attention is applied (at different layers and various strengths and according to tuning curves or gradient values (that is, all the data generated by these means are combined, and correlation coefficients are calculated; whereas in Figure 7C correlation coefficients were calculated separately for instances when attention was applied according to tuning or according to gradients).
linear 'ReLu' nonlinearity)
:
where indicates convolution, and [x] + = x if x > 0, otherwise x = 0. W lk is the 468 k th convolutional filter at the l th layer. The application of each filter results in a 2-D 469 feature map (the number of filters used varies across layers and is given in parenthesis 470 in Figure 1A ). x lk ij is the activity of the unit at the i, j th spatial location in the kth 471 feature map at the l th layer. X l−1 is thus the activity of all units at the layer below 472 the l th layer. The input to the network is a 224 by 224 pixel RGB image, and thus the 473 first convolution is applied to these pixel values. Convolutional filters are 3x3. For the 474 purposes of this study the convolutional layers are most relevant, and will be referred 475 to according to their numbering in Figure 1A (numbers in parentheses indicate number 476 of feature maps per layer).
where H and W are the spatial dimensions of layer l and N c is the total number of 532 images from the category (here N C = 35, and the merged images used were generated 533 from the same images used to generate tuning curves, described below). E(n) is 534 the error of the 1000-way classifier in response to image n, which is defined as the 535 difference between the activity vector of the final layer (after the soft-max operation) 536 and a one-hot vector, wherein the correct label is the only non-zero entry. Because 537 we are interested in activity changes that would decrease the error value, we negate 538 this term. The gradient value we end up with thus indicates how the feature map's red, blue, green, orange, or purple (to increase the diversity of the training images, 554 they were randomly degraded by setting blocks of pixels ranging uniformly from 0% 555 to 70% of the image to 0 at random). Test images were each composed of two oriented 556 gratings of different orientation and color (same options as training images). Each 557 of these gratings were of size 112 by 112 pixels and placed randomly in a quadrant 558 while the remaining two quadrants were black ( Figure 5A) . Again, the test sets were 559 balanced and performance was measured as the average of the true positive and true 560 negative rates (100 test images per orientation).
561
These same test images were used for a task wherein the network had to classify the 562 color of the grating that had the attended orientation (cross-featural task paradigms 563 like this are commonly used in attention studies, such as [74]). For this, the final layer 564 of the network was replaced with a 5-way softmax color classifier. This color classifier 565 was trained using the same full field oriented gratings used to train the binary classifiers 566 (therefore, the network saw each color at all orientation values).
567
For another analysis, a joint feature and spatial attention task was used. This 568 task is almost identical to the setup of the orientation detection task, except that the 569 searched-for orientation would only appear in one of the four quadrants. Therefore, 570 performance could be measured when applying feature attention to the searched-for 571 orientation, spatial attention to the quadrant in which it could appear, or both. To determine tuning to the 20 object categories used, we presented the network 581 with images of each object category (the same images on which the binary classifiers 582 were trained) and measured the relative activity levels. Because feature attention is 583 a spatially global phenomena [94, 73], we treat all units in a feature map identically, 584 and calculate tuning by averaging over them.
585
Specifically, for the k th feature map in the l th layer, we define r lk (n) as the activity in 
That is, a feature map's tuning value for a given category is merely the average 592 activity of that feature map in response to images of that category, with the mean 593 activity under all image categories subtracted, divided by the standard deviation of tests for some categories using 90 images gave similar results) were drawn from the 641 same pool as, but different from, those used to test detection performance. Gradient 642 values were calculated separately for merged and array images. values, we normalize them by the maximum value at a layer, to be the same order of 670 magnitude as the tuning values: g l /max( g l ).
671
Recall that for feature-based attention all units in a feature map are modulated 672 the same way, as feature attention has been found to be spatially global. In the case inputs classified as positive). The sensitivity was calculated as:
This measures the distance between the means of the distributions for true negative 698 and two positives. Thus, a larger d indicates better sensitivity.
699
To prevent the individual terms in these expressions from going to ±∞, false 700 positive rates of < .01 were set to .01 and true positive rates of > .99 were set to .99. an image. Activity in response to a given orientation is further averaged over all colors. 709 We calculate the ratio of activity when attention is applied to a given orientation 710 (and the orientation is present in the image) over activity in response to the same 711 image when no attention is applied. These ratios are then organized according to 712 orientation preference: the most preferred is at location 0, then the average of next 713 two most preferred at location 1, and so on with the average of the two least preferred 714 orientations at location 4 (the reason for averaging of pairs is to match [51] as closely 715 as possible). Fitting a line to these points gives a slope and intercept for each feature 716 map (lines are fit using the least squares method). FSGM predicts a negative slope 717 and an intercept greater than one.
718
To test for signs of feature matching behavior, each feature map's preferred (most 719 positive tuning value) and anti-preferred (most negative tuning value) orientations 720 are determined. Activity is recorded when attention is applied to the preferred or 721 anti-preferred orientation and activity ratios are calculated. According to the FSGM, 722 activity when the preferred orientation is attended should be greater than when the 723 anti-preferred is attended, regardless of whether the image is of the preferred or anti-724 preferred orientation. According to the feature matching (FM) model, however, ac-725 tivity when attending the presented orientation should be greater than activity when 726 attending an absent orientation, regardless of whether the orientation is preferred or 727 not. Therefore, we say that a feature map is displaying feature matching behavior 728 if (1) activity is greater when attending the preferred orientation when the preferred 729 is present versus when the anti-preferred is present, and (2) activity is greater when 730 attending the anti-preferred orientation when the anti-preferred is present versus when 731 the preferred is present. The second criteria distinguishes feature matching behavior 732 from FSGM. the network is performing the orientation detection task described in Figure 5A .
737
The first measure is meant to capture feature similarity gain model-like behavior on only recorded if attention was applied at or before the recorded layer). The correlation 751 coefficient between these value pairs is plotted as the dashed line in Figure 7C .
752
The second measure aims to characterize activity in terms of the outcome of the 753 classification, rather than the contents of the input (see Figure 7A for a visualization).
754
First, for a particular orientation, images that both do and do not contain that orien- is not. The difference between these medians (with-attention minus without-attention) 768 is paired with the change in performance that comes with attention on those images.
769
Then the same correlation calculation is done with these pairs as described above.
770
For activity recorded from the fully-connected layers (14 and 15), each of the indi-771 vidual units is used in place of spatially-averaged feature map activity. Model results were compared to previously published data coming from several 774 studies. In [50], a category detection task was performed using stereogram stimuli 775 (on object present trials, the object image was presented to one eye and a noise mask 776 to another). The presentation of the visual stimuli was preceded by a verbal cue 777 that indicated the object category that would later be queried (cued trials) or by 778 meaningless noise (uncued trials). After visual stimulus presentation, subjects were 779 asked if an object was present and, if so, if the object was from the cued category 780 (categories were randomized for uncued trials). In Experiment 1 ('Cat-Drawings' in 781 Figure 4B ), the object images were line drawings (one per category) and the stimuli 782 were presented for 1.5 sec. In Experiment 2 ('Cat-Images'), the object images were 783 grayscale photographs (multiple per category) and presented for 6 sec (of note: this 784 presumably allows for several rounds of feedback processing, in contrast to our purely 785 feedforward model). True positives were counted as trials wherein a given object 786 category was present and the subject correctly indicated its presence when queried.
787
False positives were trials wherein no category was present and subjects indicated that 788 the queried category was present.
789
In [49], a similar detection task was used. Here, subjects detected the presence of 790 an uppercase letter that (on target present trials) was presented rapidly and followed where no letter was present and the subject indicated that one was.
797
The task in [39] was also an object category detection task ('Objects'). Here, an 798 array of several images was flashed on the screen with one image marked as the target.
799
All images were color photographs of objects in natural scenes. In certain blocks, 800 the subjects knew in advance which category they would later be queried about (cued 801 trials). On other trials, the queried category was only revealed after the visual stimulus 802 (uncued). True positives were trials in which the subject indicated the presence of the 803 queried category when it did exist in the target image. False positives were trials in 804 which the subject indicated the presence of the cued category when it was not in the 805 target image. Data from trials using basic category levels with masks were used for 806 this study.
807
Finally, we include one study using macaques ('Ori-Change') wherein both neural 808 and performance changes were measured [53]. In this task, subjects had to report a 809 change in orientation that could occur in one of two stimuli. On cued trials, the change 810 occurred in the cued stimulus in 80% of trials and the uncued stimulus in 20% of tri-811 als. On neutrally-cued trials, subjects were not given prior information about where 812 the change was likely to occur (50% at each stimulus). Therefore performance could 813 be compared under conditions of low (uncued stimuli), medium (neutrally cued stim-814 uli), and high (cued stimuli) attention strength. Correct detection of an orientation 815 change in a given stimulus (indicated by a saccade) is considered a true positive and a 816 saccade to the stimulus prior to any orientation change is considered a false positive.
817
True negatives are defined as correct detection of a change in the uncued stimulus 818 (as this means the subject correctly did not perceive a change in the stimulus under 819 consideration) and false negatives correspond to a lack of response to an orientation
