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Abstract
We investigate the equation
(−∆Hn)γw = f(w) in Hn,
where (−∆Hn)γ corresponds to the fractional Laplacian on hyperbolic space for γ ∈ (0, 1)
and f is a smooth nonlinearity that typically comes from a double well potential. We prove
the existence of heteroclinic connections in the following sense; a so-called layer solution is a
smooth solution of the previous equation converging to ±1 at any point of the two hemispheres
S± ⊂ ∂∞Hn and which is strictly increasing with respect to the signed distance to a totally
geodesic hyperplane Π.We prove that under additional conditions on the nonlinearity uniqueness
holds up to isometry. Then we provide several symmetry results and qualitative properties of
the layer solutions. Finally, we consider the multilayer case, at least when γ is close to one.
1 Introduction and statement of the results
We consider the following semilinear problem on hyperbolic space
(−∆Hn)γw = f(w) in Hn, (1.1)
where f : R → R, γ ∈ (0, 1) and (−∆Hn)γ corresponds to the fractional Laplacian on hyperbolic
space.
The definition of the operator (−∆Hn)γ may be introduced using standard functional calculus
on hyperbolic space Hn. However, it was shown in [4] that it may be realized as the Dirichlet-to-
Neumann operator for a degenerate elliptic extension problem analogous to the one considered in [9]
(for the Euclidean case) and [14] (for the manifold case). More precisely, let u(x, y) be the solution
of {
∂yyu+
a
y∂yu+ ∆Hnu = 0 for (x, y) ∈ Hn × R+,
u(x, 0) = w(x) for x ∈ Hn,
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then
(−∆Hn)γw = −dγ lim
y→0
ya∂yu,
where a = 1 − 2γ, γ ∈ (0, 1) and the constant is given in (2.5). Then one is able to replace the
original non-local problem (1.1) by the boundary reaction problem{
∂yyu+
a
y∂yu+ ∆Hnu = 0 for (x, y) ∈ Hn × R+,
−ya∂yu|y=0 = f(u) for x ∈ Hn,
(1.2)
up to a (positive) multiplicative constant in front of the nonlinearity.
Semilinear equations for the standard Laplacian on hyperbolic space have received a lot of atten-
tion. See [27, 13, 8, 5], for instance, for power nonlinearities. In this paper the nonlinearity f comes
from a double well potential, i.e., f = −F ′, where F is a scalar function satisfying F (−1) = F (1) = 0,
F > 0 outside ±1 and F ′(−1) = F ′(1) = 0. Since regularity of F will not be an issue here, we
assume that F ∈ C∞. We also suppose that F ′′(−1), F ′′(1) > 0, although this assumption may be
weakened to the requirement that f is non-increasing in (−1, τ) ∪ (τ, 1) for some τ ∈ (0, 1); we will
not consider this generalization here. Our purpose is to study layer solutions for equation (1.1), or
equivalently, for (1.2).
In the Euclidean case, this problem was thoroughly studied in [12] for the half Laplacian, and
then generalized to every power γ ∈ (0, 1) by [10, 11]. It turns out that many of their arguments
can be easily generalized to the hyperbolic case. However, there are two important differences: the
lack of translation invariance (which is replaced by invariance by isometries in hyperbolic space),
and the presence of a metric weight that makes the problem non-integrable.
The interesting aspect here is to understand how the presence of curvature affects the results
in the flat case. For the standard Laplacian (γ = 1) layer solutions are quite well understood (see
[19, 20] for positive curvature assumptions, and [7, 29, 30] for the hyperbolic space case). In [7]
the authors show that arbitrary bounded global solutions reduce to functions of one variable if they
have asymptotic boundary values on Sn−1 = ∂∞Hn which are invariant under a cohomogeneity one
subgroup of the group of isometries on Hn. Existence of these one-dimensional ODE solutions is
also proved. In addition, in [29] multiple-layer solutions are considered. More precisely, they prove
that for any collection of widely separated, non-intersecting hyperplanes in Hn, there is a solution
which has nodal set very close to this collection of hyperplanes. See also the related work [30] for a
Gamma-convergence result on hyperbolic space.
Problem (1.1) models phase transitions, and it is also important in the study of the conjecture
posed by De Giorgi in [15]. The standard De Giorgi conjecture stands for the Allen-Cahn equation
(case γ = 1) on Euclidean space. It has been solved for n = 2 [24], n = 3 [2] and with an
additional natural assumption for 4 ≤ n ≤ 8 [32]. In dimension 9, there is a counter-example [16].
The conjecture is about the flatness of level sets of bounded, smooth, increasing in one direction
solutions. Here we address the question related to the Gibbons conjecture, i.e. the flatness of level
sets of the solution of the Allen-Cahn equation with uniform limits towards ±1 as one of the variables
goes to ±∞. In the case of the Laplacian in hyperbolic space, it has been addressed in [7]. In the
Euclidean case, this is solved with different techniques in [6]. In the case of the Euclidean fractional
Laplacian, the Gibbons conjecture has been solved in [12, 11].
Our goal is to see how far we can push these results for the fractional Laplacian on hyperbolic
space. Let us set up some notations. Let Π be a totally geodesic hyperplane in Hn. Then the
usual hyperbolic metric can be written as the warped product of R × Hn−1, with metric gHn =
dt2 + cosh2 t gHn−1 , where t is the signed distance from Π. Note that the plane Π divides the
boundary Sn−1 = ∂∞Hn into two hemispheres, denoted by S+ and S−. In these coordinates
∆Hn = ∂tt + (n− 1) tanh t ∂t + sech2 t∆Hn−1 .
Definition 1.1. We say that w(x) is a layer solution of (1.1) if w is a solution of (1.1) satisfying
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i. the asymptotic boundary condition that w(x) converges to ±1 at any point in the interior of
the two hemispheres S± ⊂ ∂∞Hn.
ii. ∂tw > 0 in Hn, where Π(= Hn−1) is the totally geodesic hyperplane with boundary S− ∩ S+,
and t the signed distance function to Π in Hn.
Analogously, one may say that u(x, y) is a layer solution of (1.2) if
i. u(x, 0) converges to ±1 at any point in the interior of the two hemispheres S±.
ii. ∂tu(x, 0) > 0 in Hn.
A one-dimensional solution w of (1.1) is a solution that, given a fixed hyperplane Π, it only
depends on the variable t. Our first theorem concerns existence and uniqueness:
Theorem 1.2. There exists a solution u(t, y) of the extension problem{
Hau = 0 for (t, y) ∈ R× R+,
−ya∂yu|y=0 = f(u) for t ∈ R,
(1.3)
that satisfies
∂tu(t, 0) > 0 for t ∈ R, (1.4)
u(t, 0)→ ±1 as t→ ±∞. (1.5)
Here the operator Ha is given by
Ha = ∂yy +
a
y
∂y + ∂tt + (n− 1) tanh t ∂t. (1.6)
This solution is unique up to normalization (e.g. u(0, 0) = 0).
The uniqueness statement above can be rephrased as “unique up to stretching”, where the
notion of stretching will be precisely defined in Section 5.3. Our second theorem concerns the two-
dimensional symmetry of solutions, indeed we show that indeed any layer solution of (1.2) must be
the one found in the previous Theorem 1.2:
Theorem 1.3. Let u be a solution of (1.2) satisfying the asymptotic boundary condition that u(x, y)
converges uniformly to ±1 at any point in the interior of the two hemispheres S± ⊂ ∂∞Hn. Let
Π ≡ Hn−1 be the totally geodesic subspace with boundary S+ ∩ S−, and let t be the signed distance
function to this subspace in Hn. Then:
1. u(x, y) depends only on t, y, where t(x) = dist(x,Π).
2. we have the monotonicity property ∂tu(·, y) > 0, for every y.
3. u is unique up to isometries on the Hn variable.
In [12, 10] it is shown that in the Euclidean case equation (1.2) has a Hamiltonian structure. In
addition, Theorems 1.3 and 2.3 in [12] and [10], respectively, provide an identity, that implies, among
other things, that solutions to (1.2) converge as γ → 1 to a solution of the local equation. In our
case, the Hamiltonian identity does not hold: There is no conserved quantity along the trajectories,
but it dissipates when t→ +∞. However, these results suffice to study the limit when γ → 1:
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Theorem 1.4. Let {γk} be a sequence of real numbers in (0, 1) such that γk ↑ 1 when k →∞. Let
{wk} be a sequence of layer solutions of
(−∆Hn)γkwk = f(wk) in Hn,
such that wk(0) = 0. Then there exists a function w such that
lim
k→∞
wk = w,
where the convergence is C2 uniform on compact sets. Moreover, the function w is the (unique) layer
solution of
−∆Hnw = f(w) (1.7)
with w(0) = 0.
For γ = 1 is possible to construct entire solutions to (1.2) which are not layer solutions. In [17],
the authors constructed an entire solution to (1.2) in R2 with nodal set asymptotic to a family of
parallel hyperplanes (which satisfy a condition on their separation). A similar result was proved for
hyperbolic space in [29]. We refer to these solutions as multilayer solutions. The construction of
multilayer solutions involves gluing techniques that have not been developed for non-local operators.
Nonetheless, following [22], we may prove existence of multilayer solutions for γ close to 1. More
precisely, we use a perturbation argument and the results in [29] to show:
Theorem 1.5. Consider a family of non-intersecting totally geodesic hyperplanes {Πj}Nj=1 in Hn
which are widely separated. Then, there is δ > 0 such that for every γ ∈ (1 − δ, 1] there exists a
solution uγ that satisfies (1.2) and vanishes asymptotically on H := ∪Nj=1Πj.
In the previous theorem by “widely separated” we mean that there is a constant D such that
if minimal distance among any two planes of the previous configuration is larger than D then the
result holds. This is a technical condition that might not be necessary.
The structure of the paper is the following: In Section 2 we give a quick introduction about
the definition of the fractional Laplacian on hyperbolic space and the extension problem. Then, in
Section 3 we give the necessary preliminary results on regularity and maximum principles. Section
4 is a necessary condition for the existence of the layers. The main result on the construction of a
layer solution is contained in Section 5. In the next section we give the proof of Theorem 1.3 on the
two dimensional symmetry of solutions. Section 7 contains some auxiliary Hamiltonian estimates
that will be used in Section 8, the passage to the limit γ → 1. Finally, Section 9 deals with the
multilayer construction and the proof of Theorem 1.5.
For the rest of the paper, we take γ ∈ (0, 1) and thus, a ∈ (−1, 1).
2 The fractional Laplacian on hyperbolic space
In this section we summarize the results in [4]. For further details we refer the reader to that work.
2.1 The model
Several models of the n dimension hyperbolic space Hn have been considered in the literature.
We may define Hn as the upper branch of a hyperboloid in Rn+1 with the metric induced by the
Lorentzian metric in Rn+1 given by ds2 − |dx|2. More precisely, we take
Hn = {(s, x) ∈ R× Rn : s2 − |x|2 = 1, s > 0}
= {(s, x) ∈ R× Rn : (s, x) = (cosh r, sinh rω), r ≥ 0, ω ∈ Sn−1},
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with the metric
gHn = dr
2 + sinh2 r dω2,
where dω2 is the metric on Sn−1. Notice that the Lorentzian metric induces an internal product
that we denote by [·, ·]. More precisely,
[(s1, x1), (s2, x2)] = s1s2 − x1 · x2.
Under these definitions we have that the Laplace-Beltrami operator is given by
∆Hn = ∂rr + (n− 1)cosh r
sinh r
∂r +
1
sinh2 r
∆Sn−1
and the volume element is
dΩ = sinhn−1 r dr dω.
Similarly, it is possible to write the Poincare´ ball model of hyperbolic space. Notice that via
stereographic projection one obtains the half-space model:
Hn = {(x1, . . . , xn) : xn > 0},
with the metric
gHn =
dx21 + . . .+ dx
2
n
x2n
.
We choose coordinates x = (x˜, xn), x˜ = (x1, . . . , xn−1). The volume element will be denoted by
dVHn(x) = (xn)
n dx˜ dxn.
Under this parametrization the Laplace-Beltrami operator is given by
∆Hn = x
2
n∆x − (n− 2)xn∂n. (2.1)
Here ∆x denotes the Euclidean Laplacian in coordinates x1, . . . , xn.
Let Π be a totally geodesic hyperplane in Hn. Then the hyperbolic metric can be written as the
warped product of R×Hn−1, with metric
g = dt2 + cosh2 t gHn−1 , (2.2)
where t is the signed distance from Π, and z ∈ Hn−1. Note that the plane Π divides the boundary
∂∞Hn = Sn−1 into two hemispheres, denoted by S+ and S−. In these coordinates,
∆Hn = ∂tt + (n− 1) tanh t ∂t + sech2 t∆Hn−1 . (2.3)
2.2 Fourier transform and the fractional Laplacian on hyperbolic space
We start by reviewing some basic facts about Fourier transform on hyperbolic space. We follow the
notation from [4], but further references can be found in [21] and [25].
Consider the generalized eigenfunctions of the Laplace-Beltrami operator in Hn:
hλ,θ(Ω) = [Ω,Λ(θ)]
iλ−n−12 , Ω ∈ Hn,
where λ ∈ R, θ ∈ Sn−1 and Λ(θ) = (1, θ). The Fourier transform is defined as
wˆ(λ, θ) =
∫
Hn
w(Ω)hλ,θ(Ω)dΩ,
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for λ ∈ R, ω ∈ Sn−1. Moreover, the following inversion formula holds:
w(Ω) =
∫ ∞
−∞
∫
Sn−1
h¯λ,θ(Ω)wˆ(λ, θ)
dθ dλ
|c(λ)|2 ,
where c(λ) is the Harish-Chandra coefficient:
1
|c(λ)|2 =
1
2
|Γ(n−12 )|2
|Γ(n− 1)|2
|Γ(iλ+ (n−12 )|2
|Γ(iλ)|2 .
Then one may check that for every w ∈ L2(Hn),
∆̂Hnw = − (n−1)
2+λ2
4 wˆ.
Definition 2.1. Let (−∆Hn)γ be the operator that satisfies
̂(−∆Hn)γw =
(
λ2 + (n−1)
2
4
)γ
wˆ.
Equivalently (due to the inversion formula)
(−∆Hn)γw(Ω) =
∫ ∞
−∞
∫
Hn
(
(n−1)2+λ2
4
)γ
Lλ(Ω,Ω
′)w(Ω′)
dΩ′ dλ
|c(λ)|2 ,
where we have defined
Lλ(Ω,Ω
′) =
∫
Sn−1
h¯λ,θ(Ω)hλ,θ(Ω
′)dθ.
In [4] it was shown that the fractional Laplacian may be calculated as the convolution with a
radially symmetric, well behaved kernel. In particular:
Theorem 2.2. It holds that
(−∆Hn)γw(x) = P.V.
∫
Hn
(w(x′)− w(x))Kγ(ρ) dx′,
where ρ = dHn(x, x′) and the kernel is explicitly given by:
• For n ≥ 3 odd,
Kγ(ρ) = Cn
(
∂ρ
sinh ρ
)n−1
2
ρ−
1
2−γZ 1
2+γ
(
n−1
2 ρ
)
,
• When n ≥ 2 is even,
Kγ(ρ) = C
′
n
∫ ∞
ρ
sinh r√
cosh r − cosh ρ
(
∂r
sinh r
)n
2 [
r−
1
2−γZ 1
2+γ
(
n−1
2 r
)]
dr.
Here Z 1
2+γ
is the solution to the modified Bessel equation given by Lemma 2.2 in [4], Cn, C
′
n are
constants that depend on n and P.V. denotes the principal value.
Additionally, Kγ(ρ) has the asymptotic behavior:
i. As ρ→ 0,
Kγ(ρ) ∼ 1
ρn+2γ
.
ii. As ρ→∞,
Kγ(ρ) ∼ ρ−1−γe−(n−1)ρ.
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There are several ways to define the Sobolev spaces on hyperbolic space and more generally on
manifolds. We refer to [35] and the references therein. For a given n-dim manifold M with positive
injectivity radius and bounded geometry the Sobolev spaces W kp (M) with k integer were first defined
as
W kp (M) = {f ∈ Lp(M) : ∇lgf ∈ Lp(M),∀1 ≤ l ≤ k},
with norm ‖f‖Wkp (M) = Σkl=0‖∇lgf‖Lp(M).
Next, let γ ∈ R and p ∈ (1,∞). The fractional spaces Hγp (M) with γ > 0 are
Hγp (M) = {f ∈ Lp(M) : ∃h ∈ Lp(M), f = (id−∆)−γ/2h}, with norm ‖f‖Hγp (M) = ‖h‖Lp(M).
A similar definition is given also for γ < 0. If one considers the hyperbolic space as a symmetric
space, the general theory on Fourier multipliers (see, for instance, [3], [34]) gives the following
equivalence:
Hγp (Hn) = {f ∈ Lp(Hn) : ‖f‖Lp(Hn) + ‖(−∆Hn)
γ
2 f‖Lp(Hn) <∞}.
Usual Sobolev embeddings hold. In particular, for −∞ < γ1 ≤ γ2 < +∞ and 0 < p < +∞,
Hγ1p (M) ⊆ Hγ2p (M).
In our notation we will drop the subindex p in the p = 2 case.
We will also work with weighted Sobolev spaces for a given weight ω, that can be defined by
W 1,p(M,ω) = {f ∈ Lp(M) : ω 1p∇lgf ∈ Lp(M),∀1 ≤ l ≤ k},
with norm ‖f‖Wk,p(M,ω) = Σkl=0‖ω
1
p∇lgf‖Lp(M).
2.3 The extension problem
Let g be the product metric in Hn × R+ given by g = gHn + dy2. It was shown in [4] that:
Theorem 2.3. Let γ ∈ (0, 1). Given w ∈ Hγ(Hn), there exists a unique solution of the extension
problem {
divg(y
a∇gu)(x, y) = 0 for (x, y) ∈ Hn × R+,
u(x, 0) = w(x) for x ∈ Hn, (2.4)
Moreover,
(−∆Hn)γw = −dγ lim
y→0
ya∂yu,
for a constant
dγ = 2
2γ−1 Γ(γ)
Γ(1− γ) . (2.5)
The solution of (2.4) is given explicitly by the convolution
u(x, y) =
∫
Hn
Pγy (ρ)w(x′) dVHn(x′). (2.6)
with ρ = dHn(x, x′) the hyperbolic distance between x and x′, and the Poisson kernel is written as
Pγy (ρ) =
∫ ∞
−∞
kλ(ρ)ϕγ
((
λ2 + (n−1)
2
4
)1/2
y
)
dλ,
where kλ(ρ) is defined by
kλ(ρ) =
(
∂ρ
sinh ρ
)n−1
2
(cosλρ)
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for n ≥ 3 odd, and for n ≥ 2 even,
kλ(ρ) =
∫ ∞
ρ
sinh r√
cosh r − cosh ρ
(
∂r
sinh r
)n
2
(cosλr) dr.
We moreover have the energy equality:∫
Hn×R+
ya|∇gu|2 dVHn(x) dy = d−1γ
∫
Hn
|(−∆Hn)
γ
2w(x)|2 dVHn(x),
Theorem 2.4 (Trace Sobolev embedding). For every u ∈W 1,2(Hn × R+, ya), we have that
‖∇u‖2L2(Hn×R+,ya) ≥ d−1γ ‖u(·, 0)‖2Hγ(Hn)
for the constant given in (2.5), and with equality if and only if u is the Poisson extension (2.6) of
some function in Hγ(Hn).
We remark here that our weight ω := ya on Hn × R+ is of type A2 in the Muckenhoupt sense.
3 Preliminary results
We define for x0 ∈ Hn
B+R(x0) ={(x, y) ∈ Hn × R+ : d2Hn(x, x0) + |y|2 ≤ R2},
Γ0R(x0) ={(x, 0) ∈ Hn × R+ : d2Hn(x, x0) ≤ R2},
Γ+R(x0) ={(x, y) ∈ Hn × R+ : d2Hn(x, x0) + |y|2 = R2}.
where dHn denotes the distance in Hn.
We first describe a concept of weak solutions for problem (1.2):
Definition 3.1. Given R > 0 and a function h ∈ L1(Γ0R), we say that u is a weak solution of{
divg(y
a∇gu) = 0 in B+R ,
−yauy|y=0 = h on Γ0R,
(3.1)
if
ya|∇gu|2 ∈ L1(B+R)
and ∫
B+R
ya∇gu · ∇gξ dVHn(x)dy −
∫
Γ0R
hξ dVHn(x) = 0 (3.2)
for all ξ ∈ C1(B+R) such that ξ ≡ 0 on Γ+R.
3.1 Regularity
The following results may be proved exactly as in [10]. Indeed, the kernel representation of the
fractional Laplacian on hyperbolic space from Theorem 2.2 allows to get regularity estimates as in
[33] (see also [4]) and the structure of the equation in local coordinates allows to use the results in
[18] for degenerate elliptic equations with A2 weight.
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Lemma 3.2. Let f be a C1,α(R) function with α > max{0, 1− 2γ}. Then, any bounded solution of
(−∆Hn)γw = f(w) in Hn
is C2,β(Hn) for some 0 < β < 1 depending only on α and γ. In addition, the Poisson extension u of
w as given in (2.6) satisfies
‖u‖Cβ(Hn×R+) + ‖∇Hnu‖Cβ(Hn×R+) + ‖D2Hnu‖Cβ(Hn×R+) ≤ C,
for some constant C depending only on n, γ, ‖f‖C1,α , and ‖w‖L∞(Hn).
Moreover, if γ0 > 1/2, then the these estimates are valid for all γ ∈ (γ0, 1) where β and C may
be taken depending only on γ0 and uniform in γ.
Lemma 3.3. Let R > 0. Let h ∈ Cα(Γ02R) for some α ∈ (0, 1) and u ∈ L∞(B+2R) ∩W 1,2(B+2R, ya)
be a weak solution of {
divg(y
a∇gu) = 0 in B+2R,
−ya∂yu|y=0 = h on Γ02R.
Then, there exists β ∈ (0, 1) depending only on n, a, and α, such that u ∈ Cβ(B+R) and yauy ∈
Cβ(B+R).
Furthermore, there exist constants C1R and C
2
R depending only on n, a, R, ‖u‖L∞(B+2R) and also
on ‖h‖L∞(Γ02R) (for C1R) and ‖h‖Cσ(Γ02R) (for C2R), such that
‖u‖Cβ(B+R) ≤ C
1
R
and
‖yauy‖Cβ(B+R) ≤ C
2
R.
3.2 Maximum principles
Remark 3.4. The (weak) maximum principle holds for weak solutions of (3.1). More generally, if
u solves 
−divg(ya∇gu) ≥ 0 in B+R ,
−yauy ≥ 0 on Γ0R,
u ≥ 0 on Γ+R,
in the weak sense, then u ≥ 0 in B+R . This is proved simply inserting the negative part u− of u in
the weak formulation (3.2).
In addition, one has the strong maximum principle: either u ≡ 0 or u > 0 in B+R ∪ Γ0R. That u
cannot vanish at an interior point follows from the classical strong maximum principle for strictly
elliptic operators. That u cannot vanish at a point in Γ0R follows from the Hopf principle that we
establish below (see Lemma 3.5) or by the strong maximum principle of [18].
Lemma 3.5. Consider the cylinder CR,1 = Γ
0
R × (0, 1) ⊂ Hn ×R+ where Γ0R is the ball of center o
and radius R in Hn. Let u ∈ C(CR,1) ∩W 1,2(CR,1, ya) satisfy
−divg(ya∇gu) ≤ 0 in CR,1,
u > 0 in CR,1,
u(o, 0) = 0.
Then,
lim sup
y→0+
−yau(o, y)
y
< 0.
9
In addition, if yauy ∈ C(CR,1), then
− lim
y→0
ya∂yu(o, 0) < 0.
We remark here that this version of the Hopf’s lemma will work for any product manifoldMn×R+
with the product metric g = gHn + dy2, and the proof is exactly the same as in the flat case (see
[10]). For more general manifolds with boundary we refer to [14, 23].
Lemma 3.6. Fix ε > 0. Let d be a Ho¨lder continuous function in Γ0ε and u ∈ L∞(B+ε ) ∩
W 1,2(B+ε , y
a) be a weak solution of
divg(y
a∇gu) = 0 in B+ε ,
u ≥ 0 in B+ε ,
−ya∂yu+ d(x)u|y=0 = 0 on Γ0ε.
Then, u > 0 in B+ε ∪ Γ0ε unless u ≡ 0 in B+ε .
Lemma 3.7. Let u ∈ (C ∩ L∞)(Hn × R+) with yauy ∈ C(Hn × R+) satisfy{
divg(y
a∇gu) = 0 in Hn × R+,
−ya∂yu+ d(x)u|y=0 ≥ 0 on Hn,
where d is a bounded function, and also
u(x, 0)→ 0 as x→ ∂∞Hn.
Assume that there exists a nonempty set Σ ⊂ Hn such that u(x, 0) > 0 for x ∈ Σ, and d(x) ≥ 0 for
x 6∈ Σ.
Then, u > 0 in Hn × R+.
4 A necessary condition
The extension problem (2.4) is variational. Indeed, the associated energy in a bounded Lipschitz
domain Ω ⊂ Hn × R+ is given by
EΩ(u) =
∫
Ω
ya
|∇gu|2
2
(x, y) dVHn(x)dy +
∫
∂Ω∩{y=0}
F (u)(x, 0) dVHn(x). (4.1)
We say that u is a local minimizer of (1.2) with respect to relative perturbations in [−1, 1] if
EB+R
(u) ≤ EB+R (u+ ψ)
for every R > 0 and for every C1 function ψ on Hn × R+ with compact support in B+R ∪ Γ0R and
such that −1 ≤ u+ ψ ≤ 1 in B+R .
We start with a necessary condition that, for the Euclidean case, is contained in Proposition 5.2
of [11]. Let Π be a totally geodesic hyperplane in Hn, and use coordinates t > 0, z ∈ Hn−1, where t
is the signed distance from Π.
Proposition 4.1. Let u be a solution of (1.2) such that |u| < 1, and
lim
t→±∞u(t, z, 0) = L
± for every z ∈ Hn−1,
for some constants L− and L+ (that could be equal). Assume that u is a local minimizer relative to
perturbations in [−1, 1]. Then,
F ≥ F (L−) = F (L+) in [−1, 1].
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Proof. As in [11], it suffices to prove that F ≥ F (L−) and F ≥ F (L+). Since the proofs of both
inequalities are analogous, it is enough to show one of them. We will establish the second one by a
contradiction argument. Moreover, since the solution is independent of considering translations of
F , we may assume that there exists a point s such that
F (s) = 0 < F (L+) for some s ∈ [−1, 1].
Since F (L+) > 0, we have that
F (τ) ≥ ε > 0 for τ in a neighborhood in [−1, 1] of L+
for some ε > 0.
Consider the points (b, 0, 0) on ∂(Hn × R+) (that is points, where t = b, z = 0, y = 0). Since for
T > 0,
EB+T (b,0,0)
(u) ≥
∫
Γ0T (b,0)
F (u(x, 0)) dVHn(x)
and, since in Hn the volume of the ball of radius T is given by ωn
∫ T
0
coshn−1 tdt, for large T we
have Vol(Γ0T (b, 0)) ∼ c(n)e(n−1)T and u(x, 0) −→x1→+∞ L
+, we deduce
lim
b→+∞
EB+T (b,0,0)
(u) ≥ c(n) εe(n−1)T for all T > 1, (4.2)
where the constant c(n) depends only on n.
The lower bound (4.2) will give a contradiction with the upper bound (4.5) for the energy of u,
that is obtained using the local minimality of u. For every T > 1, b ∈ R and η ∈ (0, 1), we may
define a smooth function ξT,b in Hn × R+ that satisfies 0 ≤ ξT,b ≤ 1,
ξT,b =
{
1 in B+(1−η)T (b, 0, 0),
0 on (Hn × R+)\B+T (b, 0, 0),
and |∇Hn×R+ξT,b| ≤ C(n)(ηT )−1e−(1−η)T . Since
(1− ξT,b)u+ ξT,bs = u+ ξT,b(s− u)
takes values in [−1, 1] and agrees with u on Γ+T (b, 0, 0), we have that
EB+T (b,0,0)
(u) ≤ EB+T (b,0,0)(u+ ξT,b(s− u)).
Using that F (s) = 0 we have that the potential energy is only nonzero in B+T \ B+(1−η)T . Since
Vol((B+T (b, 0, 0) \ B+(1−η)T (b, 0, 0)) ∩ {y = 0}) = Vol(Γ+T (b, 0, 0) \ Γ+(1−η)T (b, 0, 0)) ≤ C(n)ηTe(n−1)T ,
we have that ∫
Γ+T (b,0,0)
F (u+ ξT,b(s− u))dVHn ≤ C(n)ηTe(n−1)T . (4.3)
On the other hand, applying the gradient estimate from Lemma 4.2, we deduce that
lim
b→+∞
∫
B+T (b,0,0)
ya|∇Hn×R{u+ ξT,b(s− u)}|2 ≤ 2
∫
B+T
ya|∇Hn×RξT,b|2dVHndy
≤ C(n)
η2T 2
e(n−1)T−2(1−η)T
∫ T
0
ya dy = C(n)e(n−1)T−2(1−η)T
T 1+a−2
η2
. (4.4)
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Putting together the bounds for Dirichlet and potential energies (4.4)-(4.3), we conclude that
lim
b→+∞
EB+T (b,0,0)
(u) ≤ lim
b→+∞
EB+T (b,0,0)
(u+ ξT,b(s− u))
≤ C{ηTe(n−1)T + η−2e(n−1)T−2(1−η)TT 1+a−2},
(4.5)
for some constant C > 0 depending only on n, a, and F .
Now, choosing a suitable η = η(T ) gives a contradiction between (4.2) and (4.5) for a < 1 and T
large.
Lemma 4.2. Let u be a bounded solution of (1.2) such that
lim
t→±∞u(t, z, 0) = L
± for every z ∈ Hn−1
for some constants L+ and L− (that could be equal). Then
‖∇Hnu‖L∞(B+T (x,0)) → 0 as t→ ±∞,
Proof. We follow the proof of Lemma 4.8 in [10]. Let Π = {t = 0} and consider a sequence of
isometries in that satisfies in(Π) converges to a point on the hyperbolic boundary. Let un(z, y) =
u(in(z), y) for z ∈ Hn and y ∈ R+. These functions satisfy (1.2), hence, using the uniform Ho¨lder
estimates from Lemma 3.3, we have that they converge locally uniformly. From the initial hypothesis
on u, we have that the limit has to be identically a constant. Finally, the uniform Cβ estimate for
|∇Hnu| from Lemma 3.2 finishes the proof.
5 The one-dimensional solution
In the section we provide the proof of Theorem 1.2. We look for a one-dimensional solution w to
problem (1.1) that depends only on the signed distance to the fixed totally geodesic hyperplane Π.
In the light of Theorem 2.3, it is equivalent to find a function u(t, y) satisfying (1.2). In particular,
u is a solution to {
Hau = 0, for (t, y) ∈ R× R+,
−ya∂yu|y=0 = f(u), for t ∈ R,
where the operator Ha is given by
Hau = ∂yy +
a
y
∂y + ∂tt + (n− 1) tanh t ∂t .
We will follow the arguments in [11] for the Euclidean case with appropriate modifications. The
main difficulty in our setting is the lack of translation invariance. However, the structure of the
proof remains unchanged.
Notice that one dimensional solutions have infinite energy with respect to (4.1) (when the domain
is unbounded respect to the variable on Π). Nonetheless, the reduced problem is variational. Indeed,
we may consider the one-dimensional energy functional in a domain Ω ⊂ R×R+, that is written as
EΩ(u) =
∫
Ω
[ |∂tu|2 + |∂yu|2
2
]
ya(cosh t)n−1dtdy +
∫
∂Ω∩{y=0}
F (u)(t, 0)(cosh t)n−1dt. (5.1)
where −F ′ = f .
In what follows, we will consider only this reduced energy (which, in order to simplify notation,
we denote also as EΩ). In addition, note that the proof of Proposition 4.1 and Lemma 4.2 can be
carried in the same fashion for one dimensional solutions to (1.3) with finite one-dimensional energy.
We also remark that the first order quantities in (5.1) correspond to the gradient in R × R+.
Hence we denote |∂tu|2 + |∂yu|2 = |∇R×R+u|2.
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5.1 Local solutions
In the following, we will be using the coordinates (t, z) ∈ R × Hn−1 given by (2.2). We will work
with a domain ΩT,R ⊂ R× R+ given by
ΩT,R := {(t, y) : −T < t < T, y ∈ (0, R)}.
Define the partial boundary
∂+ΩT,R := ∂ΩT,R ∩ {y > 0}.
Fix a weight ωa = y
a(cosh t)n−1. Given v ∈ Cβ(ΩT,R) ∩W 1,2(ΩT,R, ωa) satisfying |v| ≤ 1, consider
the class
Av := {u ∈W 1,2(ΩT,R, ωa) : |u| ≤ 1 a.e. in ΩT,R, u = v on ∂+ΩT,R}
Lemma 5.1. Let v ∈ Cβ(ΩT,R) ∩ W 1,2(ΩT,R, ωa) be a given function satisfying |v| ≤ 1, where
β ∈ (0, 1). Assume that
f(1) ≤ 0 ≤ f(−1).
Then the functional EΩT,R(u) defined by (5.1) admits an absolute minimizer uT,R in the class Av
that is a weak solution to the problem
Hau = 0 in ΩT,R,
−ya∂yu|y=0 = f(u) for t ∈ [−T, T ],
u = v on ∂+ΩT,R.
Moreover, uT,R is stable in the sense that∫ T
−T
∫ R
0
[ |∂tξ|2 + |∂yξ|2
2
]
ya(cosh t)n−1dtdy +
∫ T
−T
f ′(uT,R)(t, 0)(cosh t)n−1ξ2dt ≥ 0,
for every ξ ∈W 1,2(ΩT,R, ωa) such that ξ ≡ 0 on ∂+ΩT,R in the weak sense.
Proof. The proof is the same as Lemma 4.1 in [11]. It is useful to consider the following continuous
extension f˜ of f outside [−1, 1]:
fˆ(s) =

f(−1) if s ≤ −1,
f(s) if − 1 ≤ s ≤ 1,
f(1) if 1 ≤ s.
Let
Fˆ (s) = −
∫ s
0
fˆ ,
and consider the new functional
Eˆ[u] :=
∫ T
−T
∫ R
0
[ |∂tu|2 + |∂yu|2
2
]
ya(cosh t)n−1dtdy +
∫ T
−T
Fˆ (u)(t, 0)(cosh t)n−1dt,
in the class
A′v := {u ∈W 1,2(ΩT,R, ω) : u = v on ∂+ΩT,R}.
Note that F˜ = F in [−1, 1], up to an additive constant. Therefore, any minimizer u of Eˆ in A′v such
that −1 ≤ u ≤ 1 is also a minimizer of the original functional E in Av.
To show that Eˆ admits a minimizer in A′v, we use a standard compactness argument. Indeed, let
u ∈ A′v. Since u− v ≡ 0 on ∂+ΩT,R, we can extend u− v to be identically 0 in R×R+ \ΩT,R, and
we have u− v ∈ W 1,2(R× R+, ωa). Traces of functions in this space belong to Hγ(R, (cosh t)n−1),
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and we have the (compact) embedding Hγ(D, (cosh t)n−1) ↪→ Lp(D, (cosh t)n−1), for any compact
domain D ⊂ R.
Stability follows by taking a second order variation of the functional Eˆ in the space A′v. Since
fˆ is a continuous function and Eˆ is a C1 functional in A′v. Therefore, it only remains to show that
the minimizer w satisfies
−1 ≤ w ≤ 1 a.e. in Ω,
but this does not present any further difficulty than in [11].
5.2 Existence: the limit T →∞
In the following proposition we are going to construct a layer solution by passing to the limit T →∞
with the local solutions constructed in the previous subsection. We denote the reduced ball
S+T ={(t, y) : t2 + y2 ≤ T 2, y > 0}.
Proposition 5.2. Assume that
F ′(−1) = F ′(1) = 0 and F > F (−1) = F (1) in (−1, 1).
Then, for every T > 0, there exists a function uT ∈ Cβ(S+T ) for some β ∈ (0, 1) independent of T ,
such that
− 1 < uT < 1 in S+T ,
uT (t0, 0) = 0 for some t0 ∈ R,
∂tu
T ≥ 0 in S+T ,
and uT is a minimizer of the energy in S+T , in the sense that
ES+T
(uT ) ≤ ES+T (u
T + ψ)
for every ψ ∈ C1(S+T ) with compact support in S+T ∪ Γ0T and such that −1 ≤ uT + ψ ≤ 1 in S+T .
Moreover, as a consequence of the previous statements, we will deduce the existence of a subse-
quence of {uT } which converges in Cβloc(R2+) to a one-dimensional solution of (1.3).
Proof. This is the analogous to Lemma 7.1 in [11]. However, there is an important difference: the
choice of the comparison function (5.2). For T > 1, let
Q+T = (−T, T )× (0, T 1/8), ∂0Q+T = (−T, T )× {0}, ∂+Q+T = ∂Q+T ∩ {y > 0}.
Consider the function
v(t, y) = v(t) = tanh(µt) for (t, y) ∈ Q+T , µ > n− 1. (5.2)
Note that −1 ≤ v ≤ 1 in Q+T .
Let uT be the absolute minimizer of Lemma 5.1 for R = T
1
8 for v given by (5.2). This function
solves the equation 
Hau
T = 0 in Q+T ,
−ya∂yuT = f(uT ) on ∂0Q+T ,
|uT | < 1 in Q+T ,
uT = v on ∂+Q+T .
(5.3)
The function uT is Ho¨lder continuous by Lemma 3.3. We will show:
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• Claim 1:
EQ+T
(uT ) ≤ CT 1/4 for some constant C independent of T . (5.4)
• Claim 2:
|{uT (·, 0) > 1/2}| ≥ T 1/4 and |{uT (·, 0) < −1/2}| ≥ T 1/4. (5.5)
• Claim 3:
∂tu
T ≥ 0 in Q+T .
• From the previous claims we conclude the existence of a limit satisfying the conditions of the
proposition.
Step 1.
We consider F − F (−1) = F − F (1) as boundary energy potential.
Since EQ+T
(uT ) ≤ EQ+T (v), we simply need to bound the energy of v. We have
|∇R×R+v| = |∂tv| = µ sech2(µt),
and hence ∫
Q+T
|∇R×R+v|2ya(cosh t)n−1 dtdy =µ2T
1+a
8
∫ T
−T
sech4(µt)(cosh t)n−1dt
≤CT 14 (1− e(n−1−4µ)T ).
(5.6)
Using that F ∈ C2,γ , F ′(−1) = F ′(1) = 0 and F (−1) = F (1), we have that
|F (s)− F (1)| ≤ C|s− 1| for all s ∈ [−1, 1],
for the constant C = sups∈[−1,1] |F ′(s)| > 0. Therefore,
|F (v(t, 0))− F (1)| ≤ C |v(t, 0)− 1| ≤ Ce−2µt for t ≥ 0.
Similarly,
|F (v(t, 0))− F (−1)| ≤ C |v(t, 0) + 1| ≤ Ce2µt for t ≤ 0.
We conclude that ∫ T
−T
{F (v(t, 0))− F (1)} (cosh t)n−1dt ≤ CT (1− e(−2µ+n−1)T ).
This, together with the above bound for the Dirichlet energy (5.6), gives an upper bound for EQ+T
(v),
which proves (5.4).
Step 2.
Here we prove (5.5) for T large enough.
Since uT ≡ v on {y = T 1/8} and ∫ T−T v(t) dt = 0, we have∫ T
−T
uT (t, 0) dt =
∫ T
−T
uT (t, 0) dt−
∫ T
−T
uT (t, T 1/8) dt
= −
∫
Q+T
∂yu
T dtdy.
(5.7)
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The previous energy bound (5.4) and the hypothesis that F−F (1) ≥ 0 give that the Dirichlet energy
alone also satisfies the bound in (5.4). Writing
|∂yuT | = y−a/2(cosh t)
1−n
2 ya/2(cosh t)
n−1
2 |∂yuT |
and from (5.7), using the Cauchy-Schwarz inequality, we have∣∣∣ ∫ T
−T
uT (t, 0)dt
∣∣∣ = ∫
Q+T
|∂yuT | dt ≤
{∫
Q+T
y−a(cosh t)1−n dtdy
∫
Q+T
ya(cosh t)n−1|∇R×R+uT |2 dtdy
} 1
2
≤ C
{
T (1−a)/8T 1/4
}1/2
≤ CT 1/4,
where we have used Claim 1 and the fact that 0 < 1− a < 2. In particular,∣∣∣ ∫
(−T,T )∩{|uT (·,0)|>1/2}
uT (t, 0) dt
∣∣∣ ≤ CT 1/4. (5.8)
On the other hand, F (s) − F (1) ≥ ε > 0 if s ∈ [−1/2, 1/2], for some ε > 0 independent of R, and
F−F (1) ≥ 0 in (−1, 1). Moreover, by (5.4) we have ∫ T−T {F (uT (t, 0))−F (1)} (cosh t)n−1dt ≤ CT 1/4.
We deduce
ε
∣∣{|uT (·, 0)| ≤ 1/2}∣∣ ≤ ∫ T
−T
{F (uT (x, 0))− F (1)} (cosh t)n−1dt ≤ CT 1/4,
and therefore ∣∣{|uT (·, 0)| ≤ 1/2}∣∣ ≤ CT 1/4.
We claim that
|{uT (·, 0) > 1/2}| ≥ T 1/4 for T large enough.
Suppose not. Then, using (5.8) we obtain
1
2
|{uT (·, 0) < −1/2}| ≤
∣∣∣ ∫
(−T,T )∩{uT (·,0)<−1/2}
uT (t, 0) dt
∣∣∣ ≤ CT 1/4.
Hence, all the three sets {|uT (·, 0)| ≤ 1/2}, {uT (·, 0) > 1/2}, and {uT (·, 0) < −1/2} would have
length smaller than CT 1/4. This is a contradiction for T large, since these sets fill (−T, T ).
Step 3. To prove the third claim, we follow one of the three proofs proposed in [12] which is based
in the stability of the minimizer and does not require sliding.
Since uT is an absolute minimizer, we have
Q(ξ) =
∫
Q+T
|∇R×R+ξ|2(cosh t)n−1ya dtdy +
∫ T
−T
f ′(uT (t, 0))ξ2(cosh t)n−1dt ≥ 0 (5.9)
for every ξ ∈W 1,2(Q+T ) with ξ ≡ 0 on ∂Q+T ∩ {y > 0} in the weak sense.
We will justify that we can choose ξ = (∂tu
T )−: From Lemma 3.3 we have that uT ∈W 2,2(Q+T )∩
Cβ(Q+T ). Now, we would like to show that ∂tuT > 0 on {t = T} (and hence (∂tuT )− ≡ 0 on
∂Q+T ∩ {y > 0}). Note that −Ha(uT − v) < 0 in a neighborhood of {t = T} for T big enough. Since
uT − v ≡ 0 on {t = T}, using maximum principle for the difference uT − v and Hopf’s boundary
lemma from Section 3.2 we have that ∂t(u
T − v) > 0 on {t = T}. Since v is increasing in t, we have
that ∂tu
T > 0 on {t = T}. Analogously, we can conclude on the whole ∂+Q+T .
Hence, we can choose ξ = (∂tu
T )− as a test function in (5.9). Integrating by parts we have that
Q(ξ) =
∫ T
−T
(−ya∂y|y=0(∂tuT )− + f ′(uT (t, 0))(∂tuT )−) (∂tuT )−(cosh t)n−1dt ≥ 0.
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From the equation (5.3) satisfied by uT , we must have the previous expression Q(ξ) ≡ 0. However,
since we have strict stability, we conclude that (∂tu
T )− ≡ 0, as desired.
Step 4.
The local convergence of uT in C2 follows from our a priori estimates from Section 3.1. Let u be
the local limit of uT . We need to show that u is not a trivial function. In order to prove that this
is not the case we show that there is a t0 such that u(t0, 0) = 0. Since u would be asymptotic to 1
or −1 as t→∞, it cannot be constant.
From Steps 2 and 3 we have that there is an xT that satisfies
uT (xT , 0) = 0.
Moreover, Step 2 implies that |xT | ≤ T − T 1/4.
In order to conclude, it is enough to show that there is subsequence xT that converges to a finite
value. To this end, we follow the proof of Proposition 2.4 in [7], which is different from the Euclidean
proof.
Suppose that xT → +∞ and consider wT (t, y) = uT (t+ xT , y). The functions wT satisfy
∂ttwT + (n− 1) tanh(t+ xT )∂twT + ay∂ywT + ∂yywT = 0 in Q˜+T ,
−ya∂ywT = f(wT ) on ∂0Q˜+T ,
wT = v on ∂
+Q˜+T .
(5.10)
where Q˜+T = (−T − xT , T − xT ) × (0, T
1
8 ). Note that although this is not the same equation we
started with, the coefficients are uniformly bounded for every T . Hence, standard regularity theory
implies that up to subsequence, wT (t, y) converges locally in C2 to a function w that satisfies
∂ttw + (n− 1)∂tw + ay∂yw + ∂yyw = 0 in R× R+,
−ya∂yw = f(w) on R× {0},
w → ±1 as t→ ±∞.
Additionally, we have that w(0, 0) = 0. Multiplying equation (5.10) by yawT and integrating on Q˜
+
T
we have that
0 =
∫
Q˜+T
(
ya
2
∂t
[
(∂twT )
2
]
+ (n− 1) tanh(t+ xT )ya (∂twT )2 + ∂y(ya∂ywT )∂twT
)
dtdy
=
∫ T 1/8
0
ya
2
(∂twT )
2
∣∣∣T−xT
t=−T−xT
dy +
∫ T−xT
−T−xT
(
T
a
8 ∂ywT (t, T
1
8 )∂twT (t, T
1
8 ) + f(wT (t, 0))∂twT (t, 0)
)
dt
+
∫
Q˜+T
(
(n− 1)ya tanh(t+ xT ) (∂twT )2 − y
a
2
∂t [(∂ywT )]
2
)
dtdy
=
∫ T 1/8
0
ya
2
(
∂tu
T
)2∣∣∣T
t=−T
dy + (n− 1)
∫
Q˜+T
ya tanh(t+ xT ) (∂twT )
2
dtdy
+
∫ T−xT
−T−xT
µT
a
8 ∂ywT (t, T
1
8 )
(
sech2(µT )− sech2(−µT )) dt
− F (tanh(µT )) + F (tanh(−µT )).
Taking T →∞ and considering that ∂tuT → 0 as t→∞ and ∂twT → ∂tw locally uniformly we
obtain
0 = (n− 1)
∫ ∞
0
∫ ∞
−∞
ya (∂tw)
2
dtdy,
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so ∂tw ≡ 0 and w is constant in t, but this is a contradiction with w(0, 0) = 0 and w → ±1 as
t→ ±∞.
Hence, up to subsequence, we may assume that there exists t0 satisfying xT → t0. Then, we
let uT → u as T → ∞ locally uniformly, u(t0, 0) = 0 and limt→±∞ u(t, 0) = ±1. Moreover, since
∂tu
T ≥ 0 in Q+T we conclude that ∂tu(t, y) ≥ 0 for every (t, y) ∈ R× R+
We can show now that u is a minimizer respect to compact perturbations: Consider ψ compactly
supported on B+T ∪Γ0T and such that |u+ψ| ≤ 1 in B+T . Extend ψ to be identically zero outside B+T , so
that ψ ∈ H1loc(R2+). Note that, since −1 < u < 1 and −1 ≤ u+ψ ≤ 1, we have −1 < u+(1−)ψ < 1
in B+T for every 0 <  < 1. Hence, by the local convergence of {uT } towards u, for T large enough
we have B+T ⊂ S+T and −1 ≤ uT + (1 − )ψ ≤ 1 in B+T , and hence also in S+T . Then, since uT is
a minimizer in S+T , we have ES+T
(uT ) ≤ ES+T (u
T + (1 − )ψ) for T large. Since ψ has support in
B+T ∪ Γ0T , this is equivalent to
EB+T
(uT ) ≤ EB+T (u
T + (1− )ψ) for T large.
Letting T →∞, we deduce EB+T (u) ≤ EB+T (u+ (1− )ψ). We conclude now by letting → 0.
Finally, since ∂tu ≥ 0, the limits L± = limt→±∞ u(t, 0) exist. To establish that u is a layer
solution, it remains only to prove that L± = ±1. For this, note that Proposition 4.1 can be proved
in the same fashion for one-dimensional solutions that have finite (one-dimensional) reduced energy.
We leave details to the reader. Applying this modified version of Proposition 4.1 to u, a local
minimizer relative to perturbations in [−1, 1] we deduce that
F ≥ F (L−) = F (L+) in [−1, 1].
Since in addition F > F (−1) = F (1) in (−1, 1) by hypothesis, we infer that |L±| = 1. But
u(t0, 0) = 0 and thus u cannot be identically 1 or −1. We conclude that L− = −1 and L+ = 1, and
therefore u is a layer solution.
One could show that the layer solutions have exponential decay towards ±1. This is a much
better behavior than the Euclidean case, that only has power decay at infinity. This is because of
the metric factor (cosh t)n−1.
5.3 Uniqueness
Here we prove the second statement in Theorem 1.2 on uniqueness. As a byproduct, monotonicity
is also shown (see Corollary 5.4).
Uniqueness in Euclidean space follows from the sliding method. In the hyperbolic case, sliding
must be replaced by stretching, a transformation that leaves the Laplacian (2.1) invariant. More
precisely, when considering the half space model, we consider the isometry given by scaling by
positive constants (see Section 2.1 to recall the definition of this model). This method has been
successfully employed to obtain symmetry results for Laplacian semilinear equations on hyperbolic
space (see [26, 1, 7]).
For the fractional Laplacian in the Euclidean case, uniqueness is achieved by sliding on the
horizontal variable x (see [12, 11]). In the following we show that this method still works in hyperbolic
space if one ‘stretches’ on the horizontal variable.
Note that the assumption on F ′′(−1), F ′′(1) > 0 may be weakened to the requirement that f is
non-increasing in (−1, τ) ∪ (τ, 1) for some τ ∈ (0, 1).
Fix Π a totally geodesic hyperplane, and t the signed distance to Π. This hyperplane divides
the unit sphere Sn−1 = ∂∞Hn into two regions S+ y S−. For any x0 ∈ Π, the variable t gives the
parametrization of a curve σ in hyperbolic space which passes through x0 and is orthogonal to Π.
Let P+ ∈ S+ and P− be the limits of such curve when t→ +∞ and t→ −∞, respectively.
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Let ui = ui(t, y), i = 1, 2, be two solutions of (1.3) such that
u(t, 0)→ ±1 as t→ ±∞, and |u| < 1.
As mentioned above, we work with the upper half-space model of hyperbolic space. Compose
with a Mo¨bius transform so that P− = 0 and P+ =∞; the images of S− and S+, which we denote
by the same symbols, are then some ball in Rn−1 containing 0, not necessarily at its center, and the
exterior of this ball (union ∞), respectively. Moreover, the curve σ is transformed into some ray Λ
in the upper half-space emanating from zero.
By some abuse of notation, denote ui(t, y), i = 1, 2, be the given solutions transplanted to the
new model, in such a way that the t coordinate is a parametrization of this ray, i.e., Λ = {t ∈ (0,∞)}
(and notice that from now on, t does not represent the signed distance, but an appropriate function
of it). Assume also that both solutions are normalized in such a way that
u1(1, 0) = u2(1, 0) = 0. (5.11)
For R > 1 consider the rescaling
uR2 (t) = u2(Rt, y).
The important point is that the hyperbolic Laplacian (2.1) is invariant under this type of transfor-
mations, so that uR2 is also a solution of (1.2).
Lemma 5.3. For every R > 1, u1 ≤ uR2 .
Proof. Let vR = u
R
2 − u1, vR = vR(t, y). It satisfies the equation{
∂yyvR +
a
y∂yvR + ∆HnvR = 0 in H
n × R+,
−ya∂yvR|y=0 = dR(vR) on Hn,
where
dR(t) =
f(uR2 )− f(u1)
uR2 − u1
(t, 0),
if vR(t, 0) 6= 0 and dR(t) = 0 otherwise. Note that dR is a bounded function since f is Lipschitz.
Claim 1: vR(t, y) > 0 for R large enough.
By our hypothesis (1.5) on ui, i = 1, 2, there exists a compact interval [1/A,A] such that
ui(t, 0) ∈ (−1, τ) if t ∈ (0, 1/A] and ui(t, 0) ∈ (τ, 1) if t ∈ [A,∞), for i = 1, 2. Take R > 0 sufficiently
large such that vR(t, 0) > 0 for t ∈ [1/A,A]. Setting
Σ := [1/A,A] ∪ {t ∈ (0,∞) : vR(t, 0) > 0},
the claim is proved thanks to Lemma 3.7, applied in the new coordinates.
Claim 2: Assume that u1 ≡ u2. If R > 1 and vR ≥ 0, then vR 6≡ 0.
To show this, suppose that there exists R > 1 such that vR ≡ 0, i.e., u1(Rt) = u1(t) for all
t ∈ (0,∞). This is a contradiction with the fact that
lim
t→0
u1(t, 0) = −1 and lim
t→+∞u1(t, 0) = +1.
Claim 3: Assume that u1 ≡ u2. If vR ≥ 0 for some R > 1, then vR+µ ≥ 0 for every µ small enough
(with µ either positive or negative).
By Hopf’s maximum principle from Lemma 3.6 and the previous claim, we must have vR > 0. Let
KR be a compact interval in (0,∞) such that, for t 6∈ KR, |u1(t, 0)| > 1−τ/2 and |uR1 (t, 0)| > 1−τ/2.
By continuity and the existence of limits, we have that if |µ| is small enough, then vR+µ(t, 0) > 0
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for t ∈ KR and |uR+µ1 | > 1− τ . Hence we can apply Lemma 3.7 again to vR+µ and Σ = KR in order
to prove the claim.
Claim 4: Proof of Lemma 5.3 is completed in the case u1 ≡ u2.
Indeed, these three claims that {R > 1 : vR ≥ 0} is a nonempty, closed and open set in (1,∞),
and hence equal to the whole interval. This completes the proof of the lemma. In addition, we
obtain that for every solution u1,
0 ≤ d
dR
∣∣∣∣
R=1
u1(Rt, y) = t∂tu(t, y),
which gives that u1(t, y) is non-decreasing in t. By the strong maximum principle, u1(t, y) is also
strictly increasing in t.
Claim 5: Lemma 5.3 is also true when u1 6≡ u2.
Indeed, we just need to reprove Claim 2 and the rest of the claims will follow similarly. Assume,
by contradiction, that u1 ≡ uR2 for some R > 1. Then
u1
(
1
R , 0
)
= uR2
(
1
R , 0
)
= u2(1, 0) = 0
by our normalization (5.11). This gives that both points
(
1
R , 0
)
and (1, 0) are zeroes of u1. Contra-
diction with the fact that u1 is strictly increasing in t.
An important consequence of the Lemma is the following monotonicity result:
Corollary 5.4. Assume that u(t, y) is a solution of (1.3) satisfying (1.4)-(1.5). Then u is increasing
in t for every fixed y.
Corollary 5.5. If u1 and u2 are solutions of (1.3) satisfying (1.4)-(1.5), then they must coincide
up to stretching. In particular, there is a unique solution that satisfies u(0, 0) = 0.
Proof. First, we may rescale both u1, u2 so that they satisfy the normalization condition (5.11).
Then take R→ 1 in Lemma 5.3.
6 Two-dimensional symmetry
In this section we provide the proof of Theorem 1.3. The geometric method was developed in [7],
and here we adapt it for the fractional case adding the y variable. Let P− ∈ S− and P+ ∈ S+ be
arbitrary points. Let us show first that u is non-decreasing along any curve of constant geodesic
curvature joining P− to P+. Then it is easy to show that u is a function of only two variables.
Claim 1: Let σ(t) be any curve of constant geodesic curvature in Hn such that limt→±∞ σ(t) = P±.
Then u(σ(t), y) is non-decreasing in t for fixed y.
To prove the claim, we work on the upper half-space model as in the previous section. Compose
with a Mo¨bius transformation so that P− = 0 and P+ = ∞. The images of S− and S+ are then
some ball in Rn−1 containing 0, but not necessarily at its center, and the exterior of this ball (union
∞), respectively. Moreover, the curve σ is transformed into some ray Λ in the upper half-space
emanating from 0.
Fix τ > 0 such that f ′(s) > 0 when s ∈ [−1,−1 + τ) ∪ (1 − τ, 1] and choose A ∈ (0, 1) so that
u(x) < −1 + τ for x ∈ D−(A) := {x ∈ Hn : |x| < A} and u(x) > 1− τ for x ∈ D+(A) := {x ∈ Hn :
|x| > 1/A}.
Consider the rescaling uR(x) = u(Rx). The rest of the proof follows the same lines as in
Lemma 5.3 and Corollary 5.4.
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Claim 2: u is a function of just two variables.
Working again on the ball model, suppose that S− and S+ are the lower and upper hemispheres
of the boundary, respectively. Let P be any point in the interior of the ball, and let Π be the spherical
cap which passes through P and S− ∩ S+. Let pi be any two-dimensional plane passing through the
origin of the ball and the point P . Then pi ∩ Π is a curve γ of constant geodesic curvature in Hn
passing through P and limiting on two points Q,Q′ ∈ S− ∩ S+. It is easy to see geometrically, that
we can approximate γ by two sequences of curves of constant geodesic curvature γ−j (t) and γ
+
j (t)
such that γ±j (0) = P for all j,
lim
t∈−∞ γ
−
j (t), limt→+∞ γ
+
j (t) ∈ S−, limt∈+∞ γ
−
j (t), limt→−∞ γ
+
j (t) ∈ S+,
and
TPΠ 3 X = lim
j→∞
(γ−j )
′(0) = − lim
j→∞
(γ+j )
′(0).
Since u(γ−j (t)) and u(γ
+
j (t)) are both nondecreasing by the previous claim, we see that ∇uP ·X = 0.
However, X can be chosen arbitrarily in TPΠ, which shows that ∇u(P ) is orthogonal to Π.
We have now proved that if {Πt} is the foliation of Hn by hypersurfaces which are of (signed)
distance t from the totally geodesic copy of Hn−1 with boundary S− ∩ S+, then each Πt is a level
set of u. In other words, u is a function of the distance t and the coordinate y alone, as desired.
Once we know that u only depends on the t variable in the horizontal direction, then it must
precisely be the one found in Theorem 1.2. Proof of Theorem 1.3 is completed.
7 Hamiltonian estimates
Here we show that there exists a Hamiltonian quantity that, although it does not remain constant
along the trajectories as in the Euclidean case, it does decrease to zero when t → +∞. Let u be a
solution of {
Hau = 0 for (t, y) ∈ R× R+,
−dγya∂yu|y=0 = f(u) for y ∈ R,
(7.1)
where the operator Ha is defined in (1.6) and the constant dγ in (2.5). Let
V (t) =
1
2
∫ ∞
0
ya
(
(∂tu)
2 − (∂yu)2
)
dy − 1
dγ
(F (u(t, 0))− F (1)) . (7.2)
Differentiating in the variable t
V ′(t) =
∫ ∞
0
ya(∂tu∂ttu− uyuyt)dy + 1
dγ
f(u(t, 0))ut(t, 0).
After integration by parts, taking into account the second equation in (7.1) and the decay at infinity
for the boundary terms, we get that
V ′(t) =
∫ ∞
0
ya∂tu∂ttu+ (y
a∂yu)y∂tu dy.
Next, the first equation in (7.1) allows to rewrite
V ′(t) = −(n− 1)
∫ ∞
0
ya tanh t(∂tu)
2 dy. (7.3)
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In particular, this shows that V is decreasing when t > 0 and increasing when t < 0, attaining the
maximum at t = 0. On the other hand, V (+∞) = V (−∞) = 0.
After some calculations, one may check that
(
coshn−1 tV (t)
)
t
= (coshn−1 t)t
[
−1
2
∫ ∞
0
ya[(∂tu)
2 + (∂yu)
2] dy − 1
dγ
(F (u(t, 0))− F (1))
]
.
We have proved:
Proposition 7.1. The Hamiltonian energy (7.2) is decreasing to zero along the trajectories when
t→ +∞.
8 Convergence of the layers when γ → 1
Here we prove Theorem 1.4. For simplicity of the notation, we drop the subindex k and just denote
the sequence by {wγ} when γ → 1. Let uγ be the extension of wγ to Hn×R+, i.e., uγ is the solution
of {
∂yyuγ +
a
y∂yuγ + ∆Hnuγ = 0 for (x, y) ∈ Hn × R+,
−dγya∂yuγ |y=0 = f(uγ) for x ∈ Hn,
Note that we have been very careful with the multiplicative constant in front of the nonlinearity,
whose value is precisely given in (2.5). As it was shown in [10], for a = 1− 2γ,
dγ
(1− a)−1 → 1 as γ ↓ 0 and
dγ
1 + a
→ 1 as γ ↑ 1. (8.1)
The existence of a limit wγ → w follows exactly the arguments in Section 6 of [10] using our
uniform estimates from Section 3.1 and we will refer the reader to that paper. By appropriate
stretching, we may assume that wγ(0) = 0. It is clear from the arguments of [10] that w satisfies
equation (1.7),
w(0) = 0 and w′ ≥ 0.
As a consequence, the function w admits limits at ±∞,
lim
t→±∞w(t) = L
± ∈ [−1, 1].
Now we need to prove that w is indeed a layer, i.e., L± = ±1. In [10] the authors use a very sharp
Hamiltonian estimate. However, we have found that is enough to have the results from Section 7.
In view of (2.3), w is a solution of
−∂ttw − (n− 1) tanh t ∂tw = f(w).
Multiply the above equation by ∂tw and integrate it over the interval (t,∞). We obtain
1
2
(∂tw)
2 − (n− 1)
∫ ∞
t
(tanh s) (∂sw)
2ds = −F (L+) + F (w(t)). (8.2)
On the other hand, by the passage to the limit justified in [10],
lim
γ→1
(1 + a)
∫ ∞
0
ya(∂tuγ)
2dy = (∂tw)
2. (8.3)
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For the same reason, and using expression (7.3),
lim
γ→1
(1 + a)Vγ(t) = − lim
γ→1
(1 + a)
∫ ∞
t
V ′γ(s)ds
= (n− 1)(1 + a) lim
γ→1
∫ ∞
0
∫ ∞
t
ya(tanh s)(∂suγ)
2 ds dy
= (n− 1)
∫ ∞
t
(tanh s)(∂sw)
2 ds
(8.4)
Next, from formula (7.2) we deduce that
1
2
∫ ∞
0
ya(∂tuγ)
2dy − Vγ(t) = 1
2
∫ ∞
0
ya(∂yuγ)
2 dy +
1
dγ
[F (uγ(t, 0))− F (1)]
≥ 1
dγ
[F (uγ(t, 0))− F (1)]
Therefore, passing to the limit γ → 1 in the previous expression, and substituting (8.3) and (8.4),
we arrive at
1
2
(∂tw)
2 − (n− 1)
1 + a
∫ ∞
t
(tanh s)(∂sw)
2 ≥ F (w(t))− F (1), (8.5)
where we have also used the asymptotic behavior (8.1). Putting together expressions (8.2) and (8.5)
we conclude that
F (L+) ≤ F (1).
Because L+ ≥ 0 and the initial hypothesis on our double well potential F , we must have that L+ = 1,
as desired. In the same way, we prove that L− = −1. Hence, w is the layer solution connecting −1
to 1 with w(0) = 0. Uniqueness of this w follows from [7].
9 Multilayer solutions
Here we provide the proof of Theorem 1.5. First remark that [29] gives the construction of a
multilayer solution in the γ = 1 case, call it u1. For γ close to one, we use a perturbation argument
in the exponent γ that was introduced in [22].
For each Πj , choose a hyperbolic isometry ϕj which carries Πj to a fixed totally geodesic hyper-
plane Π. We consider weighted Ho¨lder spaces
Ck,αµ,δ (Hn,H) := sech(µτ)ρδCk,α(Hn) = {u = sech(µτ)ρδu˜ : u˜ ∈ Ck,α(Hn)},
where the function τ is a smoothing of the signed distance function from the union of the hyperplanes
Πj and ρ is defined below.
Consider the one layer case Π. Let ρ0 be a boundary defining function for Π, this function is
strictly positive on Hn\(Sn−1 ∩ Π). Let χˆ be a smooth nonnegative cutoff function which equals 1
on a neighborhood of Π ⊂ Hn and which vanishes outside a slightly larger neighborhood. Then we
take the function ρ as
ρ =
N∑
j=1
ϕ∗j (χˆρ0) +
N∑
j=1
ϕ∗j (1− χˆ);
it agrees with the pullback ϕ∗j (χˆρ0) near Πj and is strictly positive elsewhere on the closure of Hn.
For further details on these definitions we refer to [29].
We consider now, for each γ ∈ (0, 1], the linearization of problem (1.1) u 7→ (−∆H)γu − f(u)
around the solution u1 for the γ = 1 case. It is given by the operator
v 7→ Lγv := (−∆H)γv − f ′(u1)v.
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Define
−β± = −n− 1
2
−
√
(n− 1)2
4
+ f ′(±1) .
and β = min{β+, β−}. It is proved [29] that the mapping
L1 : C2,αµ,δ (Hn,H) −→ C0,αµ,δ (Hn,H)
is surjective for µ ∈ (0, β) and δ ∈ (0, n−22 ).
We claim that for γ sufficiently close to 1, and for µ ∈ (0, β), where β > 0 is some small fixed
number, the mapping
Lγ : C2,αµ,δ (Hn,H) −→ C0,α+2(1−γ)µ−2γ,δ (Hn,H)
is also bounded and surjective. The assertion about the boundedness of Lγ is clearly true for γ = 0, 1,
and hence by interpolation is true for all γ close to 1. Note that Lγ is a pseudodifferential edge
operator of order 2γ. Then from [28], one can see that Lγ is Fredholm, and since it is surjective at
γ = 1, it must remain surjective for values of γ which are close to 1. We write its right inverse as
Gγ .
Next, consider the mapping
(γ, v) 7−→ N(γ, v) := Gγ [(−∆Hn)γ(u1 + v)− f(u1 + v)].
It is clear that N(1, 0) = 0. Let v lie in a ball of radius  about 0 in the space C2,αµ,δ . Clearly
DvN |(1,0) = G1L1 = Id. The implicit function theorem now applies to show that for every γ near
to 1, there exists a unique vγ ∈ C2,αµ,δ with norm less than  such that uγ = u1 + vγ is a solution of
our problem. The proof of Theorem 1.5 is completed.
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