Abstract-This paper discusses a research in the development of a night-time surveillance imaging system for forensic mapping, and the exploitation of the system for crime suspect identification. The motivation of this research was to develop a precision stereo-imaging system using an off-the-shelf imaging sensor for 3D mapping of crime suspects. The prototype surveillance imaging system consisted of a high definition video (HDV) camcorder, a 3D stereo adapter, an Infrared (IR) filter and an IR illuminator. Using the concept of stereophotogrammetry for craniofacial anthropometric measurement, body height and distinctive body feature of a suspect can be measured accurately in 3D. This study focused on the development and calibration of the prototype for surveillance purposes. A practical system evaluation was carried out at an ATM booth where stereo-video footage of a crime scene was captured and processed. The results of the research showed that the prototype was capable of obtaining spatial data with 27.0 mm accuracy in faint-light conditions and within 3.0 m from the imaging system.
INTRODUCTION
It is permissible to utilize video footage captured by surveillance imaging system as evidence in court. Several authors have discussed the use of single-image (2D surveillance) and multiple-images (3D surveillance) techniques for mapping crime suspects [10, 3, 14] . The mapping provides valuable information for the identification of crime suspects, and this information is acceptable in court. In general, mapping of crime suspects from footages taken in day light has few problems as long as the image resolution is adequate. However, similar image captured at night where lighting is inadequate can make the task very difficult as the footage is usually poor in contrast. Recent advances in stereoimaging adaptor design, Infrared (IR) filter quality, and highresolution camcorder produce high-quality IR stereo-images. The motivation of this research is to study the accuracy of mapping using these advanced technologies. Thus, the main objective of this paper is to discuss the development and calibration of the prototype 3D surveillance imaging system and the utilization of the system for forensic mapping. The discussion also includes a practical evaluation involving the mapping of crime scene at an ATM boot.
A. 2D Surveillance Imaging Systems
Generally, the use of a single imaging sensor for 2D surveillance system acquires only a single image view per moment. It is difficult to obtain accurate mapping of the crime suspect using a single image, and consequently, the use of intricate mathematics is essential [18, 11, 17, 10, 3] . A number of assumptions and approximations must be applied in order to produce a useful 2D map. According to [14] , the 2D techniques cannot easily resolve occlusions in images, provide individual suspect identification, and track multiple individuals, whereas 3D techniques can eliminate/reduce these factors.
B. 3D Surveillance Imaging Systems
3D surveillance involves the use of two or more imaging sensors. Theoretically two or more imaging sensors provide a larger coverage, and often the images are overlapped so accurate 3D measurement can be obtained. However, in most surveillance applications, the imaging sensors are positioned to capture convergent images rather than stereo-images. The latter is essential for stereo-viewing and precision stereodigitizing. Reference [14] reported on the development of a 3D surveillance system. The system consisted of a stereo-pair of cameras to detect individuals in the scene. The system permitted the reconstruction of standing individual humans in surveillance scenes, and the software could discriminate each individual person's posture. The system was broadened to more stereo pairs of cameras, which improved the reconstruction accuracy and provided good resolution of occlusions. Additionally, [16] reported on the development of an active video surveillance system using a stereo video technique for tracking and recognizing individuals. The system tracked and analysed deformable shapes of moving human bodies.
II. EQUIPMENT AND SOFTWARE
In this study, the prototype 3D surveillance imaging system consisted of four components, namely: 1) a high-definition video (HDV) camcorder; 2) a NuView stereo-imaging adapter; 3) an IR 850 nm filter; and 4) an IR illuminator. The IR filter and the IR illuminator were used to provide high-contrast imaging in a faint-light environment, while the stereo-imaging adapter provided a true stereoscopic pair of image of the same scene (Fig 1) . A. HDV sensor HDV refers to a video imaging sensor of higher resolution than a standard-definition video (SDV) system. In this study, a Sony HDR-HC5E was used. This HDV uses CMOS sensor's technology and has a 1920x1080 pixels resolution. This resolution was adequate for high-quality 3D mapping of crime the suspects at close range.
B. 3D Stereo Adapter
NuView 3D stereo-imaging adapter is usually mounted onto a camcorder lens mount and the device does not interfere with the normal function of the imaging sensor [6] . The device allows recording of field-sequential video images onto an HDV tape or onto a computer disk (Fig. 1) . The device utilizes a field-sequential technique to capture stereo-images using a single lens HDV, and accordingly, mirrors are used to direct the incoming light rays onto the left and right viewing windows. A set of electronic alternating shutters allows the right and left perspective view to be imaged onto the sensor as odd and even fields. Hence, each frame of video footage consists of a view from the left window as odd fields and a view from the right window as even fields. Consequently, each frame can be field-decoded (de-interlaced) to form left and right stereo-images [6] .
C. Infrared Filter
IR filters are needed to capture images formed by certain bands of the IR electromagnetic (EM) spectrum. The image contrast quality of night vision devices are greatly improved with the use of IR filters. Each filter is designed with a specific EM wavelength, thus each filter only allows a particular range of EM wavelengths to pass through while other wavelengths are blocked. For example, 780 nm filters only allow wavelength from 780 nm and above to pass through and wavelengths below 780 nm are blocked. In the research a small number of filters (780nm, 830nm, 850 nm and 900nm) were tested and the 850 nm filter was selected for the prototype.
D. Infrared Illuminator
Infrared illuminator is a device which emits EM energy in the IR range. Infrared illuminators are used in areas where light is not sufficient for surveillance imaging purposes, particularly in faint-light condition at night. An off-the-shelf illuminator was found to be adequate for crime suspect illumination at an object distance of approximately 3.0 m.
E. Software
The following off-the-shelf softwares were used for the study. i. VirtualDub: Field de-interlacing software.
ii. Adobe Photoshop: image editing software . iii. Australis (Photometric Australia): Camera calibration and 3D spatial data editing and digitizing software. iv. DVP (GEOMATIC SYSTEMS INC. CANADA):
Interior/exterior orientation and stereo-digitizing of stereo-pair of images.
III. METHODOLOGY
The research encompassed two stages. The initial stage involved the calibration of the prototype surveillance imaging system so that the highest 3D mapping accuracy could be achieved. The second stage entailed an investigation of the suitability in using the prototype for a typical surveillance at an ATM booth. During testing, the surveillance video system was fully setup at an ATM machine area (Fig. 2) . The system was fastened on a wall mount, which was anchored to a wall opposite an ATM boot at 3.0 m above the passageway floor.
The system calibration and a case study were carried out during faint-time conditions at night. Two human subjects were recruited as crime suspects on the case study. A. In-situ Imaging System Calibration Advances in solid state sensor development provide closerange photogrammetry with numerous types of non-metric imaging sensors. To achieve optimal measurement accuracy of these non-metric imaging sensors, they must be calibrated precisely [4, 21, 9] . Standard non-metric camera calibration is well documented [9, 2, 15, 8] . This process includes the determination of the principal point of autocollimation (x p and y p ), the principal distance (PD), the radial lens distortion parameters (k 1 , k 2 and k 3 ), lens decentring parameters (p 1 , p 2 ), and in some instances, the dynamic fluctuation as shown in Equations 1 and 2 below. For this research, the calibration of the prototype was carried out using a portable calibration frame as shown in Fig.  3 . Retro-targets were placed on the main frame and on the bracings at three levels of depth (0-mm, 75-mm & 150-mm). The three levels were needed to provide sufficient scaling in the Z-axis. Retro-targets are highly reflective targets, which are specially made for precise automated digitizing using computer software [1] . The coordinates of the retro-targets on the portable control frame were determined using the photogrammetric multi-image bundle adjustment technique [1] . The prototype imaging system was mounted on a platform as discussed elsewhere in this paper. The portable calibration frame was positioned where crime suspects were expected to stand when accessing the ATM. The nominated object distance was approximately 3.0 m (Fig. 4) . A short video footage of the portable control frame was captured while the control frame was moved through in the four cardinal positions (Fig. 5) . This process was repeated four times. Each clip of the recorded footage was processed by the VirtualDub software so that the left and right perspective views could be separated and stored as separate images. As the light-ray paths in the adapter for left and right views were not exactly the same, the corresponding optics were calibrated separately. Australis camera calibration software was used to compute the lens parameters for both views. IV. SYSTEM EVALUATION A practical evaluation was carried out to determine the quality of the video footage captured using the prototype during the darkest hour of the night. Additionally, the video footage was processed photogrammetrically to determine the precision of the 3D measurement of a crime suspect's anthropometric landmark. Recorded video clip of a suspect accessing the ATM was downloaded from the recording device of the prototype imaging system. The footage was de-interlaced to extract the individual left and right images using VirtualDub software. Five pairs of stereo-images were selected randomly and they were stereo-digitized using the DVP softphotogrammetric software (Fig. 6 ). Using stereo-digitizing technique, anthropometric landmarks of crime suspect were measured [13, 3, 7, and 12] . By and large, the most frequent landmarks used for forensic mapping are: 1) body anthropometric landmarks; and 2) facial anthropometric landmarks (Fig. 7) . However, other useful information such as shape of spectacles were also measured and mapped. 
A. Camera Calibration Results
The results of four sets of camera calibrations are shown in Table I . Only the statistically significant lens parameters (PD, X p , Y p and K 1 ) were analysed. The results show that the principle distance (PD) of the left view and right view was different by about 0.097 mm (Fig. 8) . The PDs of the left and right view were different by a small amount, hence a statistical analysis was carried out using the t-test to compare two sets of PDs. The confidence level for the test was 95% (where α = 0.05). A Student's t-test (tα (0.05)) showed that the difference between the means is significant (H o : µ1-µ2 = 0 was rejected). Therefore, it was necessary to calibrate the left and right view separately in order to achieve an optimal precision in the 3D mapping. As shown in Figs. 9, 10 and 11, the principal point offset (x p , y p ) and the radial lens distortion (k 1 ) values also differ by a small amount between the two views. According to [5] , the change in the parametric values could be caused by the reflecting mirror in the right view port. 
B. Suspect Anthropometric Landmark Measurement
In the stereo-digitizing, a set of nine anthropometry landmarks of two suspects were selected for evaluation (Fig. 12) . The same anthropometric marks were measured physically. These physically measured 3D distances were used as true values in this evaluation. The quality of the physically measured values was also confirmed by an electronic digitizer, Microscribe G2 (Microscribe, USA). The spectacles worn by the suspect depicted in Fig. 7 were identified in the video footage. The dimension of the eyewear (O1-O2) were determined and the 3D difference was less than 3.0 mm. Based on the data of Tables II, III and Figs. 13 and  14 , the mean 3D difference for height measurements (F1-H) showed an error of more than 20.0 mm. The error was caused by a number of factors such as difficulty in identifying craniofacial landmarks on the top of the suspect's head. Also the grazing rays across the head caused poor definition of the top of the suspect's head. Nevertheless, using the prototype, a reliable height measurement was obtained by adding the computed lengths connecting the points that were digitized around the heel/leg (H) and the head profiles (F1).
VI. CONCLUSION
A prototype 3D surveillance imaging system was developed for forensic mapping of crime suspects. The surveillance system is easy to operate and is capable of producing highprecision 3D maps of crime suspects under faint-lighting condition at night. Using the stereoscopic video footage captured by the system, the measurement of suspect's height and morphology can be carried out based on a human body anthropometric model. The results of this research show that the customized system is capable of capturing 3D spatial data with 27.0 mm accuracy in faint-lighting condition.
As discussed elsewhere in the paper, to identify a suspect based on the anthropometric measurement is not an easy task as the measurement must be accurate. This is particularly true for craniofacial measurements as the standard deviation among the population is a small value, and any large errors in the measurement can be contested in court. By and large, by having high-quality stereo-view capability, other facial features (such as nose and ear) can be mapped easily. More research is needed to determine the optimal IR filter for the prototype application.
