The study area is a major focus of modelling and pollution tracing in the Vaal basin, South Africa, (Dzwairo et al., 2010b , Cloot and Roux, 1997 , DWAF, 2007 , Gouws and Coetzee, 1997 , Naicker et al., 2003 , Pieterse et al., 1987 , Stevn and Toerien, 1976 , Dzwairo et al., 2010a , Herold et al., 2006 . Data sets spanning many years have been collected by various stakeholders including the Department of Water Affairs (DWA) and Water Boards which treat bulk water for potable use. For management of the basin as a whole these data sets come handy but the major challenge is collating them into uniform and useable data, while noting that the different stakeholders monitor selected parts of the basin for their own specific purposes. Some sampling points might be dropped off or new points picked up as emerging pollution threats require tracing and monitoring in order to mitigate effects. Still a useable data set has to be constructed to monitor pollution and other threats, in addition to informing and alerting decision makers regarding environmental and human health issues. This paper shows how inconsistent and scattered data sets from 13 monitoring points were pre-treated and downsized to SO4 2-inter-relationships. SO 4 2-is a very important parameter in surface water quality variability in this region because of the existence of gold and coal mining activities. Threats from acid mine drainage are real.
Study area
The study area as indicated in Fig. 1 shows spatial relationships of the sampling points located on VR and its tributaries as follows: B1-B10 on Blesbokspruit River (BR); K10-K10, K6-K25 and K9-K19 on Klip River (KR); K12-N8 on Natalspruit River (NR); K1-R2 on Withokspruit River, which is a tributary of Rietspruit River (RR); K3-R3 on another tributary of RR; K2-R1 and K4-R4 on RR; S1-S1 and S4-S2 on Suikerbosrant River (SR); and V7-VRB37 and V9-VRB24 on Vaal River (VR).
Methods and materials
Water quality data from 13 surface raw water quality monitoring points covering the period 1 January 2003 to 30 November 2009 was manipulated to remove limits of detection as well as gaps in sampling periods. An example of raw data is presented in Table 1 for sampling points Y and Z and for only Chl-α, COD, EC and DOC. The extracted data sample covered 5 July 2004 to 26 July 2004. Using the list of variables in Table 2 , comparisons among points entailed obtaining or converting the raw data to match sampling periods among the points. Although there are several interpolation techniques, cubic interpolation was chosen for the time-series data set because the method is shape-preserving. Interpolation created date-interpolated daily data using Matlab R2009b.
3.1 Manipulating data falling below or above detectable limits Data that was above limit (e.g. 500 < x) was assumed to be one magnitude higher than the given value, whereas that which was reported as below detectable limit (e.g. x < 1.1) was multiplied by 0.75 to give absolute values that could be manipulated as normal data (Ochse, 2007) . B1-B10 K10-K10 K12-N8 K1-R2 K2-R1 K3-R3 K4-R4 K6-K25 K9-K19 S1-S1 S4-S2 V7-VRB37 V9-VRB24  1  2  3  4  5  6  7  8  9  10  11  12 To interpolate many columns, the single-column code was adjusted as in Table 4 .
Challenges during interpolation
An empty cell at any position of the matrix, for example a missing date or value, returned an error similar to the one in Table 5 . Write the data back to Excel Another common error was that of a misplaced decimal point or full stop during data capture (Table 6 ). Matlab would not be able to manipulate this entry for interpolation because it was not a value. A duplicated or non-formatted date would also present an error that would require debugging before a complete interpolated data set could be obtained. These, among other similar errors, required manual debugging through a whole data set, each a 2526 x28 matrix. With a perfect matrix, an interpolation took a fraction of a second.
Measured parameter Measured parameter
72.00 0.29 3.75.0 0.31 70.00 0.29 Table 6 . A highlighted error arising from data capture.
The 13 sampling points' data was interpolated to the same lengths from 1 January 2003 to 30 November 2009, for the 27 parameters, and then combined into one file for processing using Stata, in order to reduce the matrix. Analysis used case-wise correlation, factor analysis, multivariate linear regression and one-way ANOVA.
Results
Initial inspection indicated that the data exhibited gross temporal inconsistency. Sampling dates did not match, in addition to missing values. Fig. 2 showed a legend with 4 data sets, Fig. 3 's legend included the interpolated data, colour-coded for clarity. IChla, Icod, Iec and Idoc (IChl-α, ICOD, IEC and IDOC) represented the interpolations of the 4 variables used. Daily interpolation was chosen for this study because after interpolation, any other data interval, for example monthly or yearly variation, could be computed without repeating the time-consuming interpolation process.
Case-wise correlation analysis
Although case-wise correlation analysis indicated that SO 4 2-had a significant linear relationship with all variables except DO, it was strongly positively correlated with EC (0.8720), Cl -(0.7273), S (0.9053) and Mn (0.4779). It was strongly negatively correlated with pH (-0.5380). Table 8 provides detailed output.
Factor analysis
The major aim of factor analysis is to orderly simplify a large number of interrelated measures to a few representative constructs or factors (Ho, 2006) . The 27 variables were subjected to this technique for that reason, to reduce the data set. The data was collapsed into 3 latent constructs (Table 9 and Table 10 ). Their Eigen values were noted to be 5.82041, 2.62148 and 2.12070. Factors 1 and 3 were cross-loaded thus Table 11 was constructed because DOC appeared to be conceptually relevant to Factor 3 (physical parameters) while cod remained relevant to Factor 1 (conductivity related). Factor 2 incorporated unique variables which were not cross-loaded into any of the other factors but for which no good common description could readily be assigned. Variables which could not be placed into any of the 3 factors were also deleted from Table 11 , effectively reducing the variables, (see Ho, 2006) . Table 8 . Case-wise correlation analysis from CN to Fe. + , COD, Si, P and Fe, were good predictors for SO 4 2-concentration, and the fitted model explains 82% of the total variation (Table 12 ). Table 13 gives the means and standard deviations for each of the sampling points over the entire sampling period. Comparison of SO 4 2-by sample_ID (Table 14) showed that K6-K25, K9-K19, V7-VRB37 and V9-VRB24; K10-K10 and K3-R3; and K2-R1 and K4-R4, were statistically similar. The mean values of SO 4 2-of the remaining sampling points were significantly different. Table 11 . "Clean" factors. Freq. 
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One-way ANOVA
Bartlett's test for equal variances: chi2(12) = 7.4e+04 Prob>chi2 = 0.000 Table 13 . One way ANOVA.
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Discussions and conclusions
Case-wise correlation, focussing on SO 4 2-, indicated that the variable 'DO' was not significant. Among the other significant variables, it was noted that SO 4 2-was highly significantly correlated to EC, Cl -and S. Factor analysis yielded some underlying correlations to support the case-wise correlation analysis. In addition to grouping the variables into 3 factors, the variables which were highly correlated to SO 4 2-from case-wise correlation, were loaded together with SO 4 2-in Factor 1. This was expected because factor analysis is also based on the assumption that all variables are correlated to some degree. Factor 3 was made up of largely physical parameters while Factor 1 contained variables that had something to do with conductivity of a water sample. Factor 2 did not exhibit any cross-loading with the other 2 factors, yet it was still very difficult to assign a common description to it. Variables CN, DO, FC, F -, PO 4 3-, Chl-α and P could be safely deleted as they were not loaded into any of the 3 factors.
Multivariate linear regression indicated that out of the 26 variables that could predict SO 4 2-, only 20 were significant, accounting for 82% of the total variation of SO 4 2-. While correlation and regression provided linear relationships, factor analysis, on the other hand, could be used for data reduction. Even though sometimes it is difficult to find a common name to assign to a factor, still, based on these statistical approaches, individual factors or elements within a factor could be further analysed as necessary, with minimal loss of data integrity. From one-way ANOVA, SO 4 2-mean concentration values indicated that monitoring point K2-R1 (1128.82±815 mg/L) was within the vicinity of the source of SO 4 2-. Attenuation of the variable was noted as its mean value decreased along the Rietspruit River at K4-R4 and then Klip River at K6-K25 and K9-K19, before Klip River discharged into the Vaal River. From monitoring point B1-B10 (also close to a source of SO 4 2-) , another established route was through S4-S2, before Suikerbosrant River discharged into the Vaal River upstream of the Klip River. Surface raw water containing high levels of SO 4 2-was not draining via K1-R2 and S1-S. Based on SO 4 2-mean concentration values only and for management purposes, K1-R2 and S1-S could be left out of the monitoring programme, saving on financial resources. Comparison of SO 4 2-by sample_ID showed that K6-K25, K9-K19, V7-VRB37 and V9-VRB24; K10-K10 and K3-R3; and K2-R1 and K4-R4, were significantly similar. The major challenge was pre-processing of the non-consistent water quality data over the 7 years. Non-consistent data was as a result of missing data, largely where some of the stakeholders dropped or established some water quality variables and monitoring points over the years as monitoring prioritizations changed because of new and emerging pollution threats. The challenge of insufficient and inconsistent data for water quality modelling remains a limitation in the formulation of good and practically useable models. However, interpolations and correlations, including factor analysis and regression, could help build better data sets, especially for pollution trending in river basin management. This could be used to support large-scale public decisions.
