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ABSTRACT
In the millennia of recorded human knowledge, no model for describing the workings of
Nature is as elegant or complete as the Standard Model of Particle Physics (SM). However,
the SM has several open questions and there exist multiple phenomena that it cannot
explain. A pressing question is related to the mass of the Higgs boson, whose value the
SM has no natural way of explaining, relying instead on the fine tuning of parameters to
one part in 1028. Many extensions of the SM propose new interactions and particles which
solve this problem. A particularly common theme is that of new partners of the top quark,
which in some models are fermionic and have vectorial couplings to the SM charged weak
current. Such particles are referred to as vector-like quarks and represent a promising
avenue of research.
A search is presented for a vector-like quark with an exotic 5/3 charge (in units of
the charge of the positron), referred to as an X5/3 particle. These particles are predicted
in Composite Higgs theories, which rely on the masses of the X5/3 to be not more than
∼ 2 TeV in order to solve the unnaturalness inherent in the mass of the Higgs boson.
The search uses data collected by the CMS experiment in both 2015 and 2016 consisting
of proton-proton collisions at a center-of-mass energy of 13 TeV at the CERN LHC. No
significant excess of events is seen above the predicted background and limits are placed on
the mass of the new top quark partner at 95% confidence level, excluding masses less than
1200 (1160) GeV for X5/3 particles that decay with right-handed (left-handed) couplings
vii
to W bosons. These are the most stringent limits to date on the mass of the X5/3 particle
in this final state.
viii
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Chapter 1
Introduction
When the objects of an inquiry, in any department, have principles, conditions, or ele-
ments, it is through acquaintance with these that knowledge, that is to say scientific knowl-
edge, is attained. For we do not think that we know a thing until we are acquainted with its
primary conditions or first principles, and have carried our analysis as far as its simplest
elements. Plainly therefore in the science of Nature, as in other branches of study, our
first task will be to try to determine what relates to its principles.
Aristotle, Physics [1]
1.1 τι στι φυσισ ;
Since time immemorial humanity has striven to understand this thing in which we live
called Nature. In the first place we seek to know the “what” of things. That is, what are
the things of which Nature is made? In science, where experimental results are the guiding
lights of knowledge, we explore instead the way things interact, that is to say the “how”
of things. For example if one were to ask a particle physicist, “what is an electron?”, that
person would answer in the language of particle physics: “Oh, it is a particle, a fermion.
It has an electric charge and a very light mass”, which is to say that groups of them self-
interact according to Fermi-Dirac statistics, it interacts with electromagnetic forces, and
has a small coupling to the Higgs field. In the realm of particle physics we have built up
our answers of the “what” of a thing through understanding how that thing interacts with
2both itself and other things. Hence the goal of this chapter will be to tell the story of how
we have arrived at that most wonderful of descriptions of particles: the Standard Model
(SM).
This story will be told through the discoveries of characteristics of particles, which is
to say the monumental experimental discoveries in the field. What we mean by a particle,
why we think of things as particles, and the general ontology of particles are very good
questions. Unfortunately they are questions outside the scope of this dissertation, but it
would be remiss not to take the opportunity to point out that the idea of a particle is
more of a convenient construction for the understanding of the human mind and less a
fundamental statement of the being of a thing. The tension of defining a particle can be
seen in the choice of basis states to represent the leptons for instance: When one speaks of
electrons do we mean when the fields are diagonalized in the mass basis, or the interaction
basis?
Overarchingly, the quest to understand particle physics has been shaped by humanity’s
ability to interact with scales vastly different than the one in which we live. Therefore
this first chapter will deal with those advances that led us to see farther and served as the
fundamental building blocks of our understanding of the first principles of Nature. The
second chapter will give an overview of the current state of particle physics, focusing on the
state of the field prior to Run 1 of the CERN LHC and highlighting the main open questions
and tensions in our understanding of particle physics to that point. Chapters three and
four will discuss the LHC and the CMS detector respectively with an eye to how they
could answer many of the open questions from chapter two. Chapter five will review the
experimental results from Run 1 of the LHC, showing what answers were found and what
questions remain open and indeed became even more pressing based on the findings in Run
1. It will motivate the search for a new particle during Run 2 of the LHC that is predicted
as part of an answer to these questions. Chapter six will discuss the preparation leading
up to and operation during Run 2 of the CMS triggering and data acquisition systems.
Chapter seven will present analyses of the data collected during 2015 and 2016 and chapter
3eight will discuss the potential avenues of future research based on these results.
1.2 Detailed observations of the macroscopic world
1.2.1 Erosion of statues - ∼ 50 B.C
Lucretius, in De Rerum Natura [2], argues for the atomic idea of matter by pointing to
the effect that crowds have on statues and monuments. Specifically that over time one
can see a degradation of the parts that are repeatedly touched and rubbed, though each
individual instance produces no visible evidence of a removal of the substance of the statue.
This observation is perhaps the first experimental evidence for something like a particle.
That is, that matter is composed of small bits, the atoms themselves indivisible. The latter
characteristic stemmed from an ontological belief that “nothing can come from nothing” - a
belief not dissimilar to energy conservation, though of course rooted neither in experimental
fact nor a modern (i.e. predictive and testable) theoretical framework. Regardless, the
prediction of the atomic nature of matter was indeed based in empirical observation. For
the Ancients, the scale of nature to which they had access was overwhelmingly the human
scale, with mere glimpses of the microscopic and astronomical scales based on detailed
observation.
1.2.2 Studies with Cathode Rays - 1897 A.D.
In the millennia that followed humanity was quite impotent at probing the microscopic
scale and advances in the understanding of our world were primarily advanced through
astronomy, or observations at a scale much larger than our own. However, with the in-
dustrial revolution and powerful machines, humanity was able to strain materials in new
ways, producing astounding effects on their behavior. One such phenomenon was the
production of cathode rays from applying large voltages to rarefied gases. In 1897 J.J.
Thomson calculated the mass to charge ratio of cathode rays when deflected in a magnetic
field and noticed that it was roughly three orders of magnitude less than the same ratio
4for hydrogen atoms [3]. There was a question then, about whether the things composing
cathode rays were significantly higher in charge or lower in mass than the constituents of
a Hydrogen atom. To solve this puzzle, he drew on the results of Lenard, who studied
the rate at which cathode rays lost energy in a gas and found that the dominant factor
was the density of the gas through which the cathode ray traveled. This relationship lent
favor in Thomson’s mind to a corpuscular view of the cathode rays, and thus the idea of
the electron, with its small mass, was born. Thomson’s discovery is the birth of modern
sub-atomic particle physics and it, like Lucretius’ argument, relied on extrapolating from
macroscopic observations to the microscopic nature producing them.
Other important results based on macroscopic observations are of course Max Planck’s
derivation of the theory of black-body radiation that relies on light energy to be emitted
in quantized units in order to match experimental data [4] as well as Einstein’s postulation
of the photon being this quantum of light energy in order to explain the photo-electric
effect [5]. With the photon, electron, and hydrogen atom, the theories of particle physics
were given a foundation. Numerous other experiments in this time period helped develop
and confirm the theory of quantum mechanics, but they are outside the scope of this doc-
ument. Instead attention will be focused on those discoveries that more closely contribute
to what we now consider the field of particle physics.
1.3 The rise of the cloud chamber
In 1911 Charles Thomson Reese Wilson invented the cloud chamber, a device that relies on
the condensation of vapor around ions to be able to reveal the tracks of charged particles
moving through the chamber. With it, and its later related extensions the bubble chamber
and spark chamber, physicists could directly observe the behavior of individual particles.
The first discovery using a cloud chamber was of the positron by Carl David Anderson
in 1932 [6]. Anderson observed particles that behaved like electrons but had opposite
electric charge by using a lead plate to determine which direction in the cloud chamber the
5particle was moving (the trajectory being more bent after passing through the plate due
to energy loss while traversing it). This discovery validated Dirac’s theory of anti-matter
that was necessary for his unification of quantum mechanics with special relativity [7]. A
photo of a positron in such a situation can be seen in figure 1.1 [6].
Figure 1.1: A photo of a positron traversing a lead plate in a cloud chamber with original
caption, taken from Ref. [6].
The cloud chamber also led to the first observation of the muon by Anderson and
Neddemeyer in 1937 [8] and its confirmation by Street and Stevenson, also in 1937 [9].
The muon was at first confusing and physicists thought that it could perhaps be Yukawa’s
predicted particle for mediating the strong nuclear force [10]. However, it was later shown
that the muon did not interact strongly [11] and hence was simply a sort of more massive
version of the electron. Fortunately the cloud chamber delivered another discovery to
particle physics just a decade later (after physicists returned to normal activities following
6the distractions of WWII) in the pion, discovered by Powell, Lattes, and Occhialini [12]
in 1947, which proved to be the first true meson. In the same year both the Kaon and
Λ hadrons were observed, adding a new wrinkle to our understanding as these decayed
significantly slower than expected. For this aspect they were dubbed ’strange’ and a new
quantum number was born.
By the 1960’s, cloud chambers and their offspring were nearing their end-of-life as
the main tool of particle physics. They had been used to discover many new particles,
and were instrumental in giving evidence for Dirac’s prediction of anti-matter, Yukawa’s
theory of the nuclear force, Gell-Mann’s 8-fold way that inspired the theory of quarks,
and, with the discovery of Gargamelle [13] of neutral currents, the Glashow-Weinberg-
Salam (GWS) theory of electroweak interactions that would form the basis of the Standard
Model [14], [15], [16]. Nevertheless, these passive observers could only do so much, and in
order to probe these new particles, physicists built machines with which they could actively
generate the dynamics they wished to study: the particle accelerator.
1.4 The Era of Particle Accelerators
The particle accelerator allowed physicists to wield the forces of nature and, rather than
rely on naturally occurring high energy physics, directly probe the dynamics of their choice.
While the rough picture of our theory of particle physics was painted by cosmic ray ex-
periments, it was the particle accelerator that drew in the fine lines, cementing our un-
derstanding. One of the first triumphs of an accelerator was the deep inelastic scattering
experiments at SLAC in 1969, which showed definitively that the proton and neutron were
not fundamental particles, but rather were made up of point-like particles that behave as if
they were free when probed at extremely small distances [17]. While first termed hadrons
and not universally accepted as the quarks of Gell-Mann’s eightfold way, this discovery fit
perfectly in Gell-Mann’s schema and was another crucial step on the path to validating
the theory of quarks. Later, in 1974 physicists at SLAC and independently at Brookhaven
7National Lab would discover the J/ψ meson [18], [19], providing evidence for a new type of
quark as predicted by Glashow, Iliopoulos, and Maiani in order to explain the lack of ex-
perimental observation of flavor changing neutral currents [20] (i.e. the GIM mechanism).
The quark model was established and physics had four new fundamental particles: the up,
down, strange, and charm quarks.
Not long after, the tau lepton, a heavier version of the muon, was discovered in 1975
by Martin Perl [21]. Three generations of leptons had been discovered, which naturally
led physicists to wonder if a third generation of quarks might also be discovered. Adding
to the seeming need for such a discovery, Kobayashi and Maskawa showed that the CP-
violation discovered in the electroweak interactions could be explained by a third generation
of quarks [22]. Then, in 1977, the bottom quark was discovered at Fermilab using fixed
target proton collisions and investigating dimuon resonances [23]. Soon after, in 1979, the
gluon was discovered at DESY [24], completing the picture for the quark model based on
SU(3) symmetry.
While the quark model had been well described by an SU(3) symmetry whose force
carriers had been observed, the theory of electroweak interactions proposed by Glashow,
Salam, and Weinberg relied on significantly heavier force carriers in order to explain the
short range of the Weak force. Not until the SPS collider at CERN, operating at a center-
of-mass energy of 450 GeV, could physicists access the energy scale needed to probe the
scale of electroweak physics. The SPS collider would lead to the discovery of the W and Z
bosons by the UA1 collaboration [25] in 1983, confirming the GWS theory of electroweak
interactions and cementing the place of the Standard Model.
Finally, the CDF and D0 collaborations discovered the top quark using Fermilab’s
Tevatron accelerator in 1995 [26], [27]. In just 26 years, both the matter and the gauge
content of the Standard Model had been completely discovered. Figure 1.2 shows the
results from a few of these discoveries.
87
Figure 1.3: Data demonstrating the discovery of the J/ at BNL (left, from Ref. [24]) and
the ⌥ at FNAL (right, from Ref. [29]).
7
Figure 1.3: Data demonstrating the discovery of the J/ at BNL (left, from Ref. [24]) and
the ⌥ at FNAL (right, from Ref. [29]).
Figure 1.2: Clockwise from top left: The discovery of the J/ψ meson at BNL [19], the
discovery of the Υ meson at FNAL [23], and the discovery of the Z boson by UA1 [25].
91.5 Modern Astronomical Observation
While the focus thus far has been on knowledge gained from exploring ever smaller scales of
nature, astronomy has of course also yielded much information about Nature. One result
to highlight is the evidence of a new type of matter, known as Dark Matter (DM), which
interacts gravitationally but not electromagnetically. The first evidence for DM comes
from observations of the rotation of galactic disks, a technique proposed by Zwicky [28]
and later used by Rubin et. al. [29] to give clear evidence for DM, which found that the
rotational velocity of stars far from the galactic center could not be explained by the amount
of visible matter and hence relied on some new form of invisible matter - Dark Matter.
This phenomenon has been confirmed by several experiments since and the effects of DM
have also been observed by its gravitational lensing of light [30]. The Planck collaboration
has estimated that the amount of DM in the universe is roughly 5 times that of visible
matter [31]. The Standard Model has no mechanism for explaining Dark Matter.
Here it behooves us to spend a moment recapping the story. Around the turn of the
20th century physicists had evidence for three types of particles: electrons, photons, and
protons (known at the time as Hydrogen atoms). In each case the motivation for ascribing
a particle nature was based on an explanation of how the macroscopic material behaved,
with the photo-electric effect motivating the photon, the periodic nature of the mass of
elements motivating the existence of a proton, and the fact that cathode rays had a different
reaction than protons to magnetic fields motivating the electron. Later, with the use of
cloud chambers to observe directly the behavior of microscopic particles, physicists were
able to find examples of particles that did not act like any they had seen before. Hence
these were classified as a different set of particles (namely the muon, the pion, and the
Kaon). Finally, with the advent of the particle accelerator, physicists were able to confirm
not only the full matter content of the Standard Model, but also the force carriers as well.
The discovery of Dark Matter however, showed the incompleteness of the Standard Model.
The savvy reader will of course be aware of the other tensions in the Standard Model prior
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to the LHC. No mention has been made, for instance, of the problem of neutrino masses,
or of the mechanism by which any particle can obtain mass and what tension there is in
that mechanism. These questions will be taken up at the end of the next chapter, after
the SM has been laid out more rigorously.
Chapter 2
The Standard Model
Lo, for your gaze, the pattern of the skies!
What balance of the mass, what reckonings
Divine! Here ponder too the Laws which God,
Framing the Universe, set not aside
But made the fixed foundations of his work.
Sir Edmond Halley
What can be explained is not poetry.
William Butler Yeats
The Standard Model of particle physics is a partially unified field theory of 3 of the
4 forces known to exist in Nature: namely the electromagnetic force, the strong nuclear
force and the weak nuclear force. It is most elegantly expressed as a set of local gauge
symmetries, in the language of group theory SU(3)c⊗SU(2)W ⊗U(1)Y where the subscript
c denotes the color interactions of the strong force, the subscript W refers to the weak force,
and the subscript Y refers to the hypercharge parameter. The SU(2)W ⊗U(1)Y symmetry
is spontaneously broken via the Higgs mechanism [32–35] producing at low energies the
everyday forces of electromagnetism and the weak nuclear force with which we are familiar.
The particle content of the Standard Model can be seen in figure 2.1. There are three
generations of both leptons and quarks separated into left and right handed chirality fields.
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The left handed fields are grouped in SU(2) doublets as follows:
qL =
 qu
qd
 , L =
 ν
eL
 (2.1)
with the former being that of quarks and the latter of leptons. The right handed fields
are singlets of SU(2). There are 4 force carriers of the electroweak sector: the charged W
bosons as well as the neutral Z boson and the photon. The quarks are triplets of an SU(3)
color symmetry whose force carrier is the gluon. Lastly, there is the Higgs boson, only
theoretically predicted before Run 1 of the LHC, but whose discovery we will discuss in
later sections. Throughout this chapter, and below, the ’natural’ units of particle physics
will be used, which is to say that energy is momentum is mass and ~ = c = 1. The
discussion below follows the notes from a class in Theoretical Particle Physics taken over
the 2013-2014 academic year at Boston University led by professor Martin Schmaltz [36]
(any errors are of course the author’s alone).
2.1 The Electroweak Sector
2.1.1 Fermionic Interactions
As stated above the electroweak sector of the SM is described by a local gauge symmetry
following the structure of SU(2)W ⊗ U(1)Y . It is easiest to understand the interactions
of quarks and leptons by considering their Lagrangian kinematic term, which for a Dirac
fermion takes the following form:
LKin. = −iψγµ∂µψ (2.2)
where the index µ refers to a Lorentz coordinate, the ψ is the fermion wave function
(both left and right handed components), and Einstein summation convention is implied
throughout. The γµ are the gamma matrices, in the Weyl representation they take the
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Figure 2.1: The particle content of the Standard Model
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following form:
γ1 =
 0 σ1
−σ1 0
 , γ2 =
 0 σ2
−σ2 0
 ,
γ3 =
 0 σ3
−σ3 0
 , γ4 =
 0 I2
I2 0
 (2.3)
with I2 denoting the 2x2 identity matrix and the σi being the Pauli spin matrices. The
locality of the symmetry means that for a transformation of the type:
ψ → eiθ(x)ψ (2.4)
we need to add a new term to the Lagrangian that transforms in a way to keep the
Lagrangian invariant under such a transformation. This can be done by adding a gauge
field A, that transforms as A → A − ∂µθ(x). Hence we arrive at the idea of a “covariant
derivative”, which in this simple example requires us to modify the normal derivative as
follows:
∂µ → ∂µ − iA = Dµ (2.5)
One can immediately see that this substitution generates an interaction between the field
A and our fermion.
In the symmetries of the Standard Model, fermions transform as follows:
L→ eiσ
i
2
alphai(x)eiθ(x)YWL, Q→ eiσ
i
2
alphai(x)eiθ(x)YWQ
eR → eiθ(x)YW eR, qR →eiθ(x)YW qR, dR → eiθ(x)YW dR (2.6)
For the case of left handed quarks and leptons the electroweak part of the covariant is
defined as
15
Dµ = ∂µ − ig
′
2
YWBµ − ig
2
σiW iµ (2.7)
where YW is the hypercharge, g
′ and g are coupling constants of the U(1)Y and SU(2)W
interactions respectively, the σi are again the Pauli spin matrices, and the Bµ and W
i
µ are
the gauge fields. Another parameter of interest is the weak isospin (I3) or the value by
which the fermion fields get multiplied by when acted on by the third generator of the
SU(2) group (i.e. ±1/2 for left handed fields and 0 for right handed fields, which do not
interact weakly). As will be seen later, a particular combination of the hypercharge and the
weak isospin is conserved after electroweak symmetry breaking by the Higgs mechanism.
Table 2.1 lays out the different values of hypercharge and electric charge for the fermions
as well as the Higgs field (φ).
Field I3 YW Q
eR 0 −1 −1
eL −1/2 −1/2 −1
νL +1/2 −1/2 0
uR 0 2/3 2/3
dR 0 −1/3 −1/3
uL 1/2 1/6 2/3
dL −1/2 1/6 −1/3
φ −1/2 1/2 0
Table 2.1: The values of weak Isospin, Hypercharge, and electric charge for the fermions
and the Higgs field (φ).
It should be noted that the σi act in the SU(2) weak space, relating the fields in
the SU(2) doublets of equation 2.1. This covariant derivative preserves invariance of the
Lagrangian under SU(2)W and UY (1) transformations. It also generates an interaction
between the electroweak bosons (W i and B) and the left handed fermions. The covariant
derivative for the right handed quarks and leptons simply drops the SU(2) interactions, and
acts on the right handed fields only (eR, qR). One can then compactly write the kinetic
Lagrangian term for fermions as:
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LKin = −i(L†σµDµL+ e†RσµDµeR + q†LσµDµqL + u†RσµDµuR + d†RσµDµdR) (2.8)
where all three generations are implied and in an abuse of notation the covariant derivative
takes on a correct form depending on the fermionic fields with which it interacts. The
elegance of imposing local gauge symmetry on the fermions and thereby generating the
interactions with bosons of the electroweak sector is hopefully manifest.
2.1.2 Bosonic Sector
The electroweak bosons as introduced above have their own kinetic term of course. This
field strength tensor has the general form of Fµν = ∂µAν − ∂νAµ, for a gauge field A that
transforms as above. With the above transformation definitions for the fermions, the SM
electroweak fields can be defined to transform as
Bµ → Bµ − 1
g′
∂µθ(x)
Wµ → U †LWµUL −
1
g
(∂µU
†
L)UL (2.9)
where UL = e
iσiW i and the complicated structure of the SU(2)W transformations arises
from their non-Abelian nature. The kinematic term for each gauge field is then FµνFµν ,
which also preserves the SU(2)W ⊗UY (1) symmetry.
2.2 The Higgs Mechanism
2.2.1 Spontaneous Symmetry Breaking
The Higgs mechanism of the Standard Model involes the introduction of the complex scalar
field φ that is a doublet of SUW (2), is charged under U(1)Y , and that has a non-zero vacuum
expectation value (VEV), which spontaneously breaks the local SU(2)W ⊗U(1)Y down to a
global U(1) symmetry whose conserved charge is the electric charge. In the unitary gauge
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this field is expressed as
φ =
1√
2
 0
h+ v
 (2.10)
where h is a new predicted scalar boson (the Higgs boson) and v is its vacuum expectation
value. Starting again with the kinetic Lagrangian term for the new field and finding the
covariant derivative one can give masses to the gauge bosons. The covariant derivative for
a Higgs, because it is charged under SU(2)W ⊗U(1)Y , is
Dµ = ∂µ − ig
′
2
Bµ − ig
2
σiW iµ (2.11)
Hence, using the kinetic term of the Lagrangian
LKin−φ = −|Dµφ|2 (2.12)
and letting the field go to its vacuum expectation value,
φ→ 1√
2
 0
v
 (2.13)
One can see that the following terms are generated:
LKin−φ → −1
8
(
0 v
)
(g′Bµ + gσiW iµ)(g
′Bµ + gσi(W i)µ)
 0
v
 (2.14)
Then using the fact that only combinations of σiσi and σ3I2 give non-zero results, one
arrives at the following expression:
LKin−φ = −v
2
8
(g2(W 1)2 + g2(W 2)2 + g2(W 3)2 − 2gg′W 3B + g′2B2 (2.15)
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At this stage one can see that the VEV of the Higgs field mixes the electroweak fields W 3
and B. Taking into account that the Lagrangian term from the VEV generates terms all
second order in the electroweak fields, and that any mass term for the electroweak fields
would also be second order, one can rewrite the above term as a mass matrix connecting
the two sets of fields:
LKin−φ =− 1
2
V Tµ M
2V µ,
(2.16)
Vµ =

W 1
W 2
W 3
B

µ
, M2 =
v2
4

g2 0 0 0
0 g2 0 0
0 0 g2 −gg′
0 0 −gg′ g′2

(2.17)
Clearly the W 1,2 fields are eigenstates with MW =
gv
2 . These can further be redefined
into linear combinations that act with well-defined charges (i.e. fully rotate the SU(2)
doublets from one component to the other or vice-versa): W± = 1√
2
(
W 1 ∓ iW 2) with
each of these also having a mass gv2 . The bottom-right corner of the matrix mixes the
remaining two fields, but can be diagonalized to find combinations with defined masses.
Defining two useful quantities sin(θW ) =
g′√
g2+g′2
, cos(θW ) =
g√
g2+g′2
, the eigenstates after
diagonalization are:
Zµ =cos(θW )W
3
µ − sin(θW )Bµ
Aµ =sin(θW )W
3
µ + cos(θW )Bµ (2.18)
which have masses of
v
√
g2+g′2
2 and 0 respectively. Rewriting the kinetic Lagrangian term
for the Higgs field after spontaneous symmetry breaking with everything above, one obtains:
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LKin−φ = −M2W (W+)µ(W−)µ +
1
2
M2ZZµZ
µ (2.19)
with MW =
gv
2 and MZ =
v
√
g2+g′2
2 =
MW
cos(θW )
and the effects of spontaneous symmetry
breaking generating masses for the three electroweak bosons while leaving a fourth massless
are immediately evident.
This is a relevant place to return to the theme of physics generating statements on the
“what” of things from the “how” of the interactions of a thing. The Higgs mechanism,
together with the symmetry statements of the SM, is a statement of the behavior of a field,
in particular how it behaves at low energies. This description changes our understanding
of “what” the gauge bosons are. In particular it turns 3 of them into massive particles.
What interplay there is between the theories of physics as theories of how things behave
and the human desire to understand Nature in terms of the things themselves!
2.2.2 Effects of the Higgs on Fermions
The new Higgs field will also allow for writing Lagrangian terms for fermion masses that
respect the SU(2)W ⊗ U(1)Y symmetries, but first the effects it has on the coupling of
fermions to the gauge bosons will be discussed. Returning to our old friend the covariant
derivative and re-writing it in terms of the newly defined fields of equation 2.18 we now
find it looks thus:
Dµ = ∂µ−ig
2
σ1W 1µ−i
g
2
σ2W 2µ−iAµ
gg′√
g2 + g′2
(I3+YW )−iZµ( g
2√
g2 + g′2
I3− g
′2√
g2 + g′2
YW )
(2.20)
which has the nice characteristic of giving a coherent picture of the electric charges of the
fermions by defining the magnitude of the charge of an electron as e = gg
′√
g2+g′2
and the
fraction a fermion has of the charge as Q = I3 + YW . This can be seen in Table 2.1, which
also lists the values of I3 and YW for the new Higgs field φ.
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Aside from the compact and more physically representative form of the fermionic co-
variant derivative that one can write after spontaneous symmetry breaking, the Higgs
mechanism also allows for one to write mass terms for the fermions that are invariant un-
der the electroweak symmetries, an insight first discovered by Weinberg [16]. Thanks to
the Higgs field being charged under the SU(2)W interactions, terms like the following are
now allowed in our Lagrangian:
LMferm ∼ λie†LφeR → vλie†LeR (2.21)
where the expression on the right is after spontaneous symmetry breaking and the λi are
couplings of the different fermions to the Higgs field (known as Yukawa couplings). One
can clearly see that the mass of the fermions is then mf =
λfv√
2
. Taking inspiration from
the derivation of the masses of bosons, one can write the interactions between the fermions
and the Higgs as a matrix equation involving all three generations. For example writing
terms for the quarks gives:
LMf ∼ d†LMddR + u†LMuuR
Md =

md 0 0
0 ms 0
0 0 mb

Mu =

mu 0 0
0 mc 0
0 0 mt

(2.22)
However this of course assumes that the mass eigenstates are identical to the flavor eigen-
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states. The decay of the Kaon into pions however clearly shows that transitions between
generations are possible. In order to explain this decay, one can write a new set of mass
eigenstates, related to the flavor eigenstates as follows:
u′R = Ω
u
RuR, u
′
R = Ω
u
LuL
d′R = Ω
d
RdR, d
′
R = Ω
d
LdL (2.23)
where the Ω matrices are whatever rotations are necessary to rotate the flavor eigenstates
into mass eigenstates and operate on the flavor space (i.e. they are 3x3 operators acting
among the different quark generations). Then, turning to the charged weak interactions
one can make the replacement
Q†γµWµQµ ∼ (u′L)†WdL → u†L(ΩuL)†ΩdLWdL (2.24)
where the Lorentz indices are dropped for simplicity. The pair of transformations (ΩuL)
†ΩdL
generates the mixing between the different quark generations allowing the charged weak
interactions to change the flavor generation of quarks. Hence the decay of a Kaon to pions
is allowed. This pair of operators is known as the Cabibo-Kobayashi-Maskawa (or CKM)
Matrix [37].
2.2.3 The Higgs Potential
Throughout this chapter we have presumed a non-zero VEV for the Higgs field and now
we will turn to the requirements in the Higgs potential to generate such a VEV. Invoking
electroweak invariance, the potential must be a function only of terms involving φ†φ as this
is the only electroweak invariant operator involing those fields. The renormalizable Higgs
self-interaction,
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LPot.−H = λ
2
(
v2
2
− φ†φ)2 (2.25)
is minimized by the vacuum expectation value 〈φ†φ〉0 = v2/2. This leads to three massless
(Goldstone) bosons and one massive scalar h with mass Mh =
√
λv. The three massless
bosons disappear as such from the physical spectrum reappearing as the longitudinal, i.e.,
helicity zero, components of the now-massive W and Z bosons.
2.3 Quantum Chromodynamics
Quantum Chromodynamics (QCD) are based on a non-Abelian SU(3) symmetry. Each
quark contains a ’color’, i.e. QCD quantum number, and transforms as a triplet of SU(3).
The generators of the interaction are the eight Gell-Mann matrices T a:
T 1 =
1
2

0 1 0
1 0 0
0 0 0
 , T 2 =
1
2

0 −i 0
i 0 0
0 0 0
 , T 3 =
1
2

1 0 0
0 −1 0
0 0 0
 ,
T 4 =
1
2

0 0 1
0 0 0
1 0 0
 , T 5 =
1
2

0 0 −i
0 0 0
i 0 0
 , T 6 =
1
2

0 0 0
0 0 1
0 1 0
 ,
T 7 =
1
2

0 0 0
0 0 −i
0 i 0
 , T 8 =
1
2
√
3

1 0 0
0 1 0
0 0 −2
 (2.26)
which obey the commutation relation [T a, T b] = ifabcT c where fabc are the structure
constants. The SU(3) force carriers, the gluons, have a similar field strength tensor to the
SU(2) force carriers:
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Gaµν = ∂µG
a
ν − ∂νGaµ − gsfabcGbµGcν (2.27)
where gs is the QCD coupling.
2.3.1 Confinement and Spontaneous Symmetry Breaking in QCD
To illustrate the dynamics of the QCD Lagrangian only the first generation quarks will be
discussed. As the first generation quarks have masses much smaller than the typical scale
of QCD interactions (a few MeV viz. ∼ 200 MeV), at first approximation those terms can
be ignored and one can write the QCD Lagrangian of quarks and gluons as:
LQCD = iψ¯LγµDµψL + iψ¯RγµDµψR − 1
4
GµνaGaµν (2.28)
where ψL/R is a two component vector in u, d flavor space for left/right handed quarks
respectively. Immediately one can see that this set of terms has an SUL(2) ⊗ SUR(2), or
chiral, symmetry, allowing for transformations of the form:
ψL → ULψL, ψR → URψR (2.29)
What is not obvious from the QCD Lagrangian are the phenomena of confinement and
asymptotic freedom. Namely that the quarks do not exist in a free state, but are bound into
hadrons which are singlets of SU(3)c. For a full treatment the reader is referred to Ref. [38],
and we mention merely that the driving interaction behind this phenomenon is that the
interaction between two quarks via gluons has an attractive potential at long distances.
The associated phenomenon of confinement, asymptotic freedom, is that at higher energies
(i.e. shorter distances) the quarks interact as free particles. Hence confinement can be
thought of as a VEV of the QCD, specifically of 〈a†q〉 as a quark condensate. A notable
characteristic of this condensate is that it breaks the chiral symmetry above and hence
would be explicitly forbidden if there are no other terms in the Lagrangian that break this
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symmetry.
Fortunately, we know of such a term, and it is provided by the VEV of the Higgs field:
mqq
†
LqR. Further, because the masses of the up and down quarks are significantly smaller
than the confinement scale (ΛQCD ∼ 1GeV), the symmetry is only approximately broken
and one can use the formalism of pseudo-Nambu Goldstone Bosons [39–41] to intuit that
this approximate symmetry breaking will generate a small number of quark condensates
with masses well below the confinement scale: in our case the three ∼ 140 MeV pions.
2.4 Tests of the Standard Model Leading up to Run 1 of the LHC
The Standard Model did not appear from thin air, but rather was organically developed in
parallel with the discoveries outlined in Chapter 1. The first major prediction of the struc-
ture of the electroweak interactions was the existence of neutral currents, which, as stated
above, was verified by the Gargamelle experiment at CERN [13]. While the matter content
of the SM had been discovered by the early 1980’s (except for the top quark), electroweak
interactions had not been subject to precision tests by a collider experiment. Hence the
construction of the Large Electron-Positron (LEP) Collider at CERN [42]. Beginning at
first with a center-of-mass energy of 90 GeV, and ending with one of 209 GeV, the LEP
collider and its experiments made detailed tests of the electroweak interactions of the SM.
Figure 2.2 [43] left shows the measurement of several of these variables and that they are
all consistent with the predictions of the SM. There was however still one missing piece
(other than the top quark, which was discovered at Fermilab concurrently to the operation
of LEP): the Higgs boson. While the LEP experiments did not discover the Higgs, they
did put constraints on its mass that favored a lighter Higgs boson [43], which are shown
on the right of figure 2.2.
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Measurement Fit |Omeas−Ofit|/σmeas
0 1 2 3
0 1 2 3
∆αhad(mZ)
(5) 0.02758 ± 0.00035 0.02767
mZ [GeV] 91.1875 ± 0.0021 91.1874
ΓZ [GeV] 2.4952 ± 0.0023 2.4965
σhad [nb]
0 41.540 ± 0.037 41.481
Rl 20.767 ± 0.025 20.739
Afb
0,l 0.01714 ± 0.00095 0.01642
Al(Pτ) 0.1465 ± 0.0032 0.1480
Rb 0.21629 ± 0.00066 0.21562
Rc 0.1721 ± 0.0030 0.1723
Afb
0,b 0.0992 ± 0.0016 0.1037
Afb
0,c 0.0707 ± 0.0035 0.0742
Ab 0.923 ± 0.020 0.935
Ac 0.670 ± 0.027 0.668
Al(SLD) 0.1513 ± 0.0021 0.1480
sin2θeff
lept(Qfb) 0.2324 ± 0.0012 0.2314
mW [GeV] 80.425 ± 0.034 80.389
ΓW [GeV] 2.133 ± 0.069 2.093
mt [GeV] 178.0 ± 4.3 178.5
Figure 8.14: Comparison of the measurements with the expectation of the SM, calculated for
the five SM input parameter values in the minimum of the global χ2 of the fit. Also shown
is the pull of each measurement, where pull is defined as the difference of measurement and
expectation in units of the measurement uncertainty. The direct measurements of mW and ΓW
used here are preliminary.
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ΓZ
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0
Rl
0
Afb
0,l
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0
Rc
0
Afb
0,b
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0,c
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Al(SLD)
sin2θeff
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sin2θW(νN)
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Figure 8.15: Constraints on the mass of the Higgs boson from each pseudo-observable. The
Higgs-boson mass and its 68% CL uncertainty is obtained from a five-parameter SM fit to
the observable, constraining ∆α
(5)
had(m
2
Z) = 0.02758 ± 0.00035, αS(m2Z) = 0.118 ± 0.003, mZ =
91.1875± 0.0021 GeV and Tevatron Run-I mt = 178.0± 4.3 GeV. Only significant constraints
are shown. Because of these four common constraints the resulting Higgs-boson mass values
cannot be combined. The shaded band denotes the overall constraint on the mass of the Higgs
boson derived from all pseudo-observables reported in Table 8.3. The direct measurements of
mW and ΓW used in that analysis are preliminary.221
Figure 2.2: Measurements of various SM parameters, i cluding the masses of the Z boson,
the W boson, and the top quark as well as several forw rd-backward asymmet y parameters
and partial widths together with their agreement with SM predictions (left) and their
resulting constraints on the Higgs mass (righ ). T e largest deviation corresponds to a
local p-value of roughly 0.03, but in the global fit of all parameters the significance is
reduced to a p-value of 0.15. Taken from Ref. [43].
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2.5 Problems and Tensions in the Standard Model Before Run 1 of the
LHC
2.5.1 The Higgs Mass and Naturalness
One of the biggest sources of tension in the SM was not just the lack of an observed Higgs
boson, but also that the data favored it being light. The contribution from loop terms to
the correction of the Higgs mass are quadratically divergent in energy. Figure 2.3 shows the
three largest contributors to this divergence (the loops from top quarks, electroweak gauge
bosons, and the Higgs itself). The value of these corrections are calculated in Ref. [44] and
reproduced here:
∆M2t = −
3
8pi2
λ2tΛ
2
top, ∆M
2
gauge =
9
64pi2
g2Λ2gauge, ∆M
2
H =
1
16pi2
λ2Λ2H (2.30)
where ∆M2t , ∆M
2
gauge, and ∆M
2
H are the corrections from the top, electroweak boson,
and Higgs loops respectively. With the normal interpretation that there is some energy
cutoff after which the diagrams contributing need to be replaced by dynamics of some new
physics, there was a strong argument for there being new physics at a scale not too far
beyond the electroweak scale. Hence the Λtop, Λgauge, and ΛH terms above are the scales
at which some new physics in the relevant sector is expected to appear. The driving force of
this argument is the “Naturalness Problem” [45,46], namely that if no new physics appears
until the Planck scale (1019 GeV), then the corrections are tuned to one part in 1034! As
the current estimates for the number of stars in the observable universes is roughly 1024,
this would mean that the Higgs mass would be roughly ten trillion times more fine tuned
than the conditions for life on the Earth if we are the only life in the universe. Requiring
fine tuning of only 10% results in the following values for the cutoff for new physics in the
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different sectors:
Λtop . 2 TeV, Λgauge . 5 TeV, ΛH . 10 TeV (2.31)
Hence there was strong motivation that beyond the Higgs boson itself, there are more
particles of some type of new physics that help control its mass and that they would be
within reach of the LHC.
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Higgs boson mass. Since the particles propagating in the loops are virtual particles (i.e.
they are not observed), they can take on all values of momentum up to infinity. Therefore a
cuto↵ scale ⇤ must be defined to represent a momentum scale at which the theory no longer
makes sense. These diagrams give contributions to the mass of the Higgs boson which are
quadratic in the cuto↵ scale, i.e.  M2 ⇠ ⇤2.
H
t
t
H H
W/Z/ 
H H
H
H
Figure 2.8: Feynman diagrams representing quadratically divergent loop corrections to the
Higgs boson mass.
The calculation of the Higgs mass corrections from these diagrams is given in Ref. [69]:
 M2t =  
3
8⇡2
 2t⇤
2,  M2gauge =
9
64⇡2
g2⇤2,  M2H =
1
16⇡2
 2⇤2 (2.41)
Therefore if the cuto↵ scale ⇤ is of the order of the GUT scale of 1016 GeV, then the SM
parameters must be fine tuned to approximately one part in 1016 to recover the observed
Higgs boson mass. If the amount of fine tuning is restricted to be at most 10%, the cut o↵
scales should satisfy:
⇤top . 2 TeV, ⇤gauge . 5 TeV, ⇤Higgs . 10 TeV (2.42)
This naturalness argument is the reason why new physics is expected to manifest at
energies & 1 TeV. Several examples of physics beyond the SM are presented in the next
sections.
2.2.2 Supersymmetry
Supersymmetry [70] is a proposed new symmetry between bosons and fermions as an ex-
tension to the SM. For every SM particle there is an additional superpartner particle, with
Figure 2.3: Feynman diagrams corresponding to quadratically divergent corrections to the
mass of the Higgs boson.
2.5.2 Dark Matter
As mentioned above, the SM has no candidate particle for Dark Matter. While the Nat-
uralness problem perhaps looks only troubling to us because of the odds involved, the
observational evidence of Dark Matter is solid evidence that something more is needed to
explain our universe.
2.5.3 Neutrino Masses
Another issue of the SM not yet addressed is the discovery of neutrino flavor oscillations [47].
Similar to the case of the quarks, the fact that neutrinos can oscillate between flavors as
they propagate gives evidence for non-zero masses. The SM has no right handed neutrino
and hence no way to explain this effect. It is possibl of c urse, to add right handed
neutrino to the SM, but this new particle, like the right handed charged fermions, would
not interact with the weak bosons. Further, as it is electrically neutral it would also not
interact with photons. Hence the naming of such a right handed neutrino as a “sterile
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neutrino”. It is also possible that neutrinos are their own antiparticles and hence a right
handed neutrino is not necessary. There is currently no experimental evidence significantly
favoring one hypothesis over the other.
2.5.4 Candidate Extensions of the Standard Model to address these challenges
Several new theories of physics beyond the Standard Model (BSM) exist to try to allay the
tensions and lack of completeness pointed out above. While a fourth generation of chiral
quarks, like those in the SM, was heavily dis-favored by the measurement of LEP [42]
that only three generations of light neutrinos exist (and later completely ruled out by the
measurement of the Higgs production cross section [48]), a new generation of vector-like
quarks (those whose right- and left-handed fields interact equally with the Weak bosons)
is poorly constrained. All of the BSM theories below can benefit from the existence of
new vector-like quarks, either through explicitly solving the naturalness problem, being a
condition of the solution, or alleviating tensions in the model with observation. Hence the
search for new vector-like quarks is well motivated regardless of physical interpretation.
Detailed consideration will be given to Composite Higgs theories, as the analysis described
later is for a vector-like quark predicted in such theories.
2.5.5 Supersymmetry
Supersymmetry [49–51] (SUSY) adds a new symmetry to Nature: one that relates the
bosons to the fermions. The Lagrangian then becomes invariant under transformations
between the two. Requiring the Lagrangian be invariant under such a transformation
requires enlarging the matter content of the SM such that each known partner also gets
a so-called “super partner” and it is to these superpartners that the SM particles can
be transformed. These super partners have the same quantum numbers as their regular
SM partners, but obey opposite statistics (that is, the super partners of SM fermions are
bosons and vice-versa). The partners of the top quark (“stops”) cancel the divergence of
the top quark loop correction to the Higgs mass, making it a well motivated model to solve
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the Naturalness Problem [52]. While SUSY models rely on bosonic top quark partners
to solve the naturalness problem, the introduction of vector-like quarks into the model
alleviates the tension in the minimal SUSY model, which predicts the mass of the Higgs
to be approximately equal to the mass of the Z boson. Hence the addition of vector-like
quarks to SUSY models allows for a less constrained theory.
Further, many models introduce a symmetry known as “R-parity”, defined as (−1)3B+L+2s
where B is the baryon number, L is the lepton number, and s is the spin of the particle.
As all SM particles are even under R-Parity while all super partners are odd, enforcing this
symmetry requires all interactions with super partners to involve an even number of super
partners. Hence decay of the lightest super partner to SM particles is forbidden and SUSY
theories provide a DM candidate in the form of the lightest super partner particle [53,54].
2.5.6 Extra Dimensions
Another BSM theory that can address the above problems is the addition of extra di-
mensions. The minimal Kaluza-Klein model [55, 56] easily generates an scalar particle of
light mass corresponding to the inverse length of extra (curled up) dimensions. While this
solves immediately the problem of the Higgs mass, it removes the problem to be the ques-
tion of why the scales of new dimensions are so different than the four that we experience
macroscopically. A generic feature of such models is the prediction of heavy resonances
sharing quantum numbers with the SM particles (so called Kaluza-Klein towers). In mod-
els with a single extra dimension, owing to the fact that there is no representation of the
partity operator in 5D, the Kaluza-Klein towers of the SM quarks show up as vector-like
quarks [57]. These models can also be extended to Randall-Sundrum models of warped
extra dimensions [58], which rely on a warping of the extra dimension. In these models,
the different SM fields propagate into extra dimensions with different magnitudes, giving
a mechanism to explain the hierarchy of Yukawa couplings. Models with extra dimensions
can also of course be combined with SUSY [59].
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2.5.7 Composite Higgs
Composite Higgs theories draw philosophical motivation from the theory of pions explained
above [60]. Generally they involve introducing new strong dynamics and the Higgs is
explained as the ’pion’ of these new dynamics, thus introducing a natural separation of the
Higgs mass and the scale at which the new composite dynamics take over. Minimal models
require enlarging the SM symmetry group in such a way that introduces new top quark
partners which, similar to the stops of SUSY, ameliorate the divergence of the top quark
loop correction to the Higgs mass [61]. The minimal symmetry group is SU(5) ⊗ U(1)X ,
where X is a new hypercharge, which gets broken to SUL(2) ⊗ SUR(2) ⊗ U(1)X . The
expanded sector contains vector-like quarks which come in doublets the SU(2) symmetries.
Depending on the representation picked, the expanded matter content can include a vector-
like quark with an exotic electric charge of 5/3 (in units of the charge of the electron) [61].
Such a particle is referred to as an X5/3. While the coupling of the X5/3 to first and second
generations of SM quarks is not fully constrained, the dominant decay must be to third
generation quarks in order to solve the Naturalness Problem [62]. Hence the decay of X5/3
→ tW can lead to the striking same-sign dilepton final state. Partial compositeness [63]
scenarios extend the model to correctly generate the masses of the SM fermions and allow
for the X5/3 to decay through either left- or right-handed couplings to the W-boson/top
quark vertex. In such, more realistic, scenarios the new vector-like top partners also help
generate the Higgs potential via mixing between the SM top quark and the composite
sector, hence directly helping control the mass of the Higgs boson. To avoid the Naturalness
Problem these top partners must be relatively light (less than ∼ 1 TeV to have a theory
with less than 10% fine tuning). As these particles carry the QCD color charge, they
can be pair-produced at tree level by either qq or gg fusion with cross sections that are
independent of the parameters of new physics other than the mass of the X5/3. Figure 2.4
shows these production methods. Having the benefit of a striking final state (same-sign
dileptons), model independent production cross sections, and the need to be relatively
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light in order to have viable thoeries without large fine tuning, the X5/3 particle is an ideal
search candidate either for discovery or for tightly constraining BSM theories.
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Figure 2.4: Feynman Diagrams for the production of pairs of X5/3 particles via QCD
processes.
2.5.8 Summary of the state of Particle Physics ahead of Run 1 of the LHC
Several BSM models exist to solve the naturalness problem and a common feature is the
prediction of vector-like quarks, either as additional mass fields, or themselves being part-
ners to the SM top quark. A particular striking example is the prediction of the existence
of an X5/3 particle by Composite Higgs theories and its allowed decay to a pair of same-sign
leptons. Regardless of the solution however, the main questions facing physicists ahead of
Run 1 of the LHC were the following:
• Discovery of the Higgs boson or another mechanism to break electroweak symmetry
• Search for new physics to address the Naturalness Problem
• Search for evidence of Dark Matter production
Chapter 3
The Large Hadron Collider
Particle accelerators are the pinnacle of humanity’s ability to directly probe the dynamics
of particles and the LHC is the highest energy accelerator to date. Before arriving in the
LHC proper, particles move through a complex of stepping-stone accelerators at CERN that
have grown organically with the laboratory. Protons start out being linearly accelerated
and then are fed through ever larger and higher energy circular colliders (including the SPS
of the W and Z boson discoveries) until at last entering the LHC and being accelerated up
to 7 TeV of energy. Figure 3.1 [64] shows the entire CERN accelerator complex leading up
to the LHC.
The principles of operation of a particle accelerator will be discussed with details of
the configuration at the LHC provided. This chapter will first start with the methods of
accelerating a circular beam along with the conditions required for stability. Next the tools
for bending, steering, and focusing the beam will be shown. Lastly the important beam
effects and parameters will be discussed along with the relevant details of the LHC.
3.1 Acceleration
3.1.1 RF Cavities - Principal of Operation
The Radio Frequency (RF) Cavity is the heart of an accelerator. Once hydrogen gas has
been stripped of its electrons, as shown in figure 3.1, the resulting protons are fed into a
series of 4 (3 circular, 1 linear) accelerators before they reach the main LHC ring. All of
these accelerators rely on RF cavities to increase the energy of the protons. RF cavities
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Figure 3.1: A diagram of the CERN accelerator complex culminating in the LHC. From
Ref. [64].
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use alternating electric fields to accelerate particles as they pass through the cavity. The
simplest picture of an RF cavity is a cylinder with two holes on the flat faces to let the
beam through. Two possible modes of resonance are possible in the cylinder, those with
components of the electric field being fully transverse to the beam line (TE mode) and
those with components of the magnetic field being fully transverse to the beam line (TM
mode). As the desired acceleration is along the longitudinal (z coordinate) direction, clearly
a TM mode is required. Making use of Maxwell’s equations in cylindrical coordinates, the
constraints on the resulting longitudinal electric field (Ez) can be found:
1
r
∂
∂r
(rBθ) =
1
c2
∂Ez
∂t
∂Ez
∂r
=
∂Bθ
∂t
(3.1)
Then taking appropriate spatial and time derivatives, and assuming a form of Ez =
E(z)e−iωt one finds the following differential equation for the electric field:
∂2Ez
∂r2
+
1
r
∂Ez
∂r
+
ω2
c2
Ez = 0 (3.2)
The solution to this is Bessel’s equation, Ez = E0J0(
ωr
c )e
−iωt. Applying the boundary
condition that the electric field must vanish at the surface of the cavity gives a relationship
between the frequency of the lowest mode (the mode which satisfies the first zero of J = 0
at r = R, where R is the radius of the cavity) and the size of the cavity:
2pifR
c
= 2.405 (3.3)
For a typical resonator, radii are on the order of tens of centimeters, giving frequencies
of resonance on the order of hundreds of megahertz, hence the “Radio” part of the name.
Unfortunately, this resonance will also have some component of the electric field that points
perpendicular to the beam axis. Therefore, the RF cavities will necessarily introduce
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transverse instability in the beam. This instability can be counteracted using focusing
magnets, which will be discussed in following sections.
3.1.2 Longitudinal Stability
To discuss the constraints required for longitudinal stability, one can define the behavior of
an “ideal particle” to be such that it always returns to the RF cavity at a time such that it
always experiences the same phase of Ez. This condition ensures smooth and continuous
acceleration. Naively it would seem desirable to arrive at the peak of the electric field in
order to receive the maximum amount of kick from the RF cavity. However, arriving at
peak voltage leads to unstable longitudinal motion. Traversing the cavity at off peak values
of the electric field will turn out to be a requisite condition for longitudinal stability.
3.1.2.1 Time of Flight Between RF Cavities
To understand the effects of the phase of the electric field experienced by a particle on the
longitudinal stability of the beam one can look at the effect of changes to the particle’s
energy on the difference in time of flight between RF cavities (or more simply once around
the ring). The derivation of these conditions follows the treatment in Ref. [65]. The time
that a particle takes to go from one cavity to the next follows the simple relation t = lv
where l is the distance between two RF cavities and v is the speed of the particle. In order
to understand how this orbit time is affected by a particle passing through the RF cavity
there are two effects to balance: the first that the radius of the orbit (i.e. the radius of the
Lorentz force) is linearly related to the momentum and the second is that higher energy
particles also have larger velocities. Hence the effect of passing through an RF cavity is
to change both the distance to travel l and the velocity v. To see this relation clearly, one
can solve for the fractional change in time of flight:
dt =
dl
v
− ldv
v2
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∴ dt
t
=
dl
l
− dv
v
(3.4)
We can then relate the fractional change in velocity to the fractional difference in
momentum between a given particle and our ideal particle via:
dp
dv
=
d
dv
(γmv) = γm+mv
dγ
dv
(3.5)
but,
dγ
dv
=
vγ3
c2
(3.6)
giving,
dp = γmdv + γ3mβ2dv ≈ γ3mdv = γ
2pdv
v
=⇒ dv
v
=
dp
γ2p
(3.7)
where the last approximation is valid for highly relativistic particles. Then, relating
the fractional change in path length to the fractional momentum difference in a similar
way dll =
dp
γ2t p
(where γt is a beam dependent parameter with the t subscript suggestively
labeled for transition), the fractional change of time of flight equation can be rewritten in
a very appealing way:
dt
t
=
(
1
γ2t
− 1
γ2
)
dp
p
(3.8)
Hence, as long as γ < γt particles who have a larger momentum than our ideal particle
will arrive earlier, and those with smaller momentum will arrive later. However, as γ
increases, a transition happens. When γ > γt, particles with higher momentum will
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actually take longer to arrive. We can understand this effect by noting that while the
radius of orbit varies linearly with momentum, the velocity of a particle with large enough
momentum is essentially constant. At a certain point the velocity increase with momentum
ceases to make up for the increase in orbit length. These two regimes consequently define
two separate conditions for longitudinal stability of the beam.
3.1.2.2 Condition for Stability
The general condition for stability is that particles arriving with higher momentum than
our ideal particle receive less of an acceleration, and those arriving with less momentum
receive a greater acceleration. This can be accomplished by correctly setting the phase of
the ideal particle φs. For energies below the transition energy, particles arriving earlier
than the ideal particle should see less of an electric field, while those arriving later should
see a stronger electric field. This condition corresponds to the time derivative of the
field being positive. Conversely, the opposite should happen above the transition energy,
corresponding to a negative time derivative. Figure 3.2 illustrates the regions of stability
for these two cases. These regions are called RF buckets as the beam of particles will
naturally bunch itself into these wells of stability. This bunching effect is also a type of
longitudinal focusing. Note that as the energy of the beam is ramped up and the transition
energy (corresponding to γ = γt) is reached, all of the RF Cavities must execute a phase
shift in order to continue to have the particle bunch fall in a region of stability. When this
happens the beam loses, momentarily, its longitudinal focusing.
3.1.3 RF Cavities at the LHC
The LHC uses copper resonating cavities that have been stuttered with niobium [66].
One main benefit of such a design is that the copper quickly transports heat away from the
niobium, hence reducing the likelihood of a quenching (or heating above Tc of the niobium).
Four such cavities, along with their electronics and helium cooling system are grouped in
a single ’cryomodule’. The LHC main ring contains 16 such cryomodules, with each beam
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getting 8. They are placed in a long straight section of the beam line. Each cryomodule
operates at a max voltage of 2 MV, so the beam will gain 16 MeV per revolution at
maximum power.
Figure 3.2: Illustration of regions of stability in an RF cavity. Image from [67]
3.2 Steering and Focusing
While the acceleration itself provides a form of longitudinal focusing, it was shown to
induce transverse instability. Further, the beam of course needs to be steered along the
beam pipe and focused at the different collision points. The LHC uses a series of dipole,
quadrupole, and octopole magnets for these tasks. The following gives an overview of their
working principles.
3.2.1 Bending Magnets
Dipole magnets are used for steering the beam around the circular beam pipe. They of
course make use of the Lorentz force for their deflection power:
~F = q
(
~v × ~B
)
(3.9)
with the strength of the magnetic field then determining the magnitude of the force,
and hence the radius of the particle’s orbit.
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3.2.1.1 LHC Dipoles
The LHC main ring uses 1232 magnetic dipoles [66] for most bending purposes. Due to
constraints from using the (narrow) LEP tunnel, and the fact that each beam needs its
own line, two dipole magnets are housed together inside one cryostat unit, one for each
beam [66]. Figure 2 shows a diagram of the magnetic field inside a typical LHC dipole
structure. The magnetic fields are generated from strands made of insulated filaments of
superconducting Niobium-Titanium wound around copper wedges. The entire structure is
cooled to 1.9 K while operating via a liquid helium cooling system. The total cold mass
of the LHC magnets during operation is on the order of 30 k tons. A radius of curvature
of approximately 4.3 km at 7 TeV requires a field strength of over 8 T. Though that
strength of the magnetic field is quite impressive, more stunning is the total length of the
superconducting strands. Considering each dipole is 15 m in length, each containing 2
magnets, with 160 coils per magnet, at 36 strands per coil and 6500 filaments per strand,
the total length of superconducting material in the dipole magnets alone is on the order of
1012 m - or almost 10 times the distance from the earth to the sun [68]!
Figure 3.3: A graph of the magnetic field of an LHC dipole. Dipoles for both beams are
contained in the same cryogenic cavity [66].
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3.2.2 Focusing Magnets
3.2.2.1 Transverse Focusing
As seen earlier, accelerating the beam will necessarily generate defocusing effects in the
transverse plane. A return again to Maxwell’s Equations shows us the type of magnetic
field we need to counteract that effect and have a transversely stabilized beam. Starting
with the fact that there is no free current in the beam pipe (other than the beam! - which
is neglected here because the beam will not generate a magnetic field to focus itself), one
has
∇× ~B = 0
=⇒ ∂By
∂x
=
∂Bx
∂y
(3.10)
Taking again the z coordinate as the direction of the beam, the components of the
magnetic field of interest are the transverse components Bx, By. One impose the condition
on these components that they go to zero along the beam axis. Hence the values of the
field can be expanded around small displacements from the beam axis, giving:
~B ≈
(
∂Bx
∂y
y +
∂Bx
∂x
x
)
xˆ+
(
∂By
∂x
x+
∂By
∂y
y
)
yˆ (3.11)
Considering the condition for stability is effectively asking, for some velocity in direction
i what is the effect of the magnetic field on that particle it clear the only terms of interest
are the cross terms as they are the only ones that contribute to the Lorentz force:
Fy = q
(
~v × ∂Bx
∂y
yxˆ
)
= vy
∂Bx
∂y
y (3.12)
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Fx = q
(
~v × ∂By
∂x
xyˆ
)
= −vx∂By
∂x
x (3.13)
The type of field to which this form corresponds is that of a quadrupole. The opposite
signs, which arise from the equality of the cross derivatives from equation 3.10, have the
result that while the quadrupole field can focus the beam in one transverse direction it
must necessarily defocus in the other.
3.2.2.2 The FODO Lattice - Connection to Optics
To consider how, given the effects discussed above, a series of quadrupole magnets can
produce a net focusing event one can look to the field of optics. In optics it is known that a
series of focusing and defocusing lenses will produce a net focusing result even if they have
equal focal lengths. Hence if a series of quadrupole magnets, alternating in the direction
in which they focus the beam, can be modeled as such a system the relevant conditions for
transverse stability can be found. Such a setup of magnets is called a FOcusing DefOcusing
(FODO) lattice. Treating the magnets as lenses with focal length (f) and then writing their
effect on the position and velocity of the beam at a later time as a linear transformation
of the current position and velocity gives, for a focusing magnet:
 x
vx
 =
 1 0
−1
f 1
 ∗
 x(0)
vx(0)
 (3.14)
where vx is the velocity and the (0) refers to the initial state. A defocusing magnet
gives the same thing except f → −f , while drift spaces between the magnets give:
42
 x
vx
 =
1 L
0 1
 ∗
 x(0)
vx(0)
 (3.15)
where L is the length of the drifting region. The effects of any complex magnet setup
on the beam can simply be written as a series of such linear transformations, for example:
MTot = MFOMLMDOMLMFO · · · · ·ML (3.16)
where MFO is the matrix transformation for a focusing quadrupole, ML is for a drift
space, and MDO is for a defocusing quadrupole.
3.2.2.3 Stability of a FODO Lattice
The requirements for transverse stability of such a setup can be found by imposing the
requirement that repeated applications of a single FODO transformation (MFODO =
MFOMLMDOML does not grow without bound. That is,
lim
n→∞M
n
FODO ∗
 x(0)
vx(0)
 ≤ A ∈ R (3.17)
To find the conditions that satisfy this requirement, first take λ1,λ2 as the two eigenval-
ues of the MFODO transformation matrix, with eˆ1, eˆ2 being their respective eigenvectors.
Upon acting on the initial state with the MFODO transformation n times, the result can
be expanded in terms of these eigenvectors as
MnFODO ∗
 x(0)
vx(0)
 = aλn1 eˆ1 + bλn2 eˆ2 (3.18)
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Hence stability (noting that stability requires also that our beam does not disappear!)
requires that |λ1| ,|λ2| = 1. Now, noting that the transformation matrix MFODO is the
product of matrices all with determinant 1, it must also have a determinant of 1, and
hence its eigenvalues must conform to λ1 =
1
λ2
. From which on can write λ1 = e
iφ,
λ2 = e
−iφ. Then, a nice relation involving the trace of MFODO is obtained, namely
1
2
Tr (MFODO) = cosφ (3.19)
Writing out the explicit form for MFODO:
MFODO =
1− Lf − L2f2 2L+ L2f
−L
f2
1 + Lf
 (3.20)
and applying the trace condition of 3.19 gives:
1
2
− L
2
2f2
= cosφ (3.21)
or,
L
2f
= sin
φ
2
≤ 1 (3.22)
Resulting in quite the simple result! The beam will be stable in the transverse direction
as long as the focal length of the quadrupole magnets is more than half the distance between
them.
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3.3 Beam effects and parameters
With the conditions for both longitudinal and transverse stability in hand, the discussion
turns to important beam effects and parameters.
3.3.1 Betatron Oscillations
The first effect is the Betatron oscillation. So called because of their first observation by
Kerst in his Betatron accelerator [69]. These oscillations are small oscillations of the beam
from its central orbit. They can be understood by following the normal prescription of
modeling small deviations from a stable well as a harmonic oscillator. Then, taking x as
the coordinate transverse to the beam direction and s as the coordinate along the orbit
path, for a harmonic oscillator the dynamics should take the form
∂2x
∂s2
+ kx2 = 0 (3.23)
However, because the ’restoring force’ k has its physical roots in the various magnet
systems, it is inherently a function of position along the beam orbit. Hence, the true
relation is
∂2x
∂s2
+ k(s)x2 = 0 (3.24)
This is known as Hill’s equation and has the general solution
x(s) =A
√
β(s) cosφ(s)
φ(s) =
∫ s
0
ds
β(s)
(3.25)
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The constant A in equation 3.25 can be expressed as a function of x(s) and vx(s) in
the following manner:
A2 = γTx
2 + 2αTxvx + βT v
2
x (3.26)
which introduces the Twiss parameters:
αT =
−1
2
∂β
∂s
, βT = β(s), γT =
1 + α2T
βT
(3.27)
The benefit of reformulating the expression for the magnitude of deviation from the
central beam line is that on inspection it is the formula for an ellipse. Hence the devia-
tions are indeed bounded into a stable region of phase space and the magnitude depends
heavily on the function β(s). This function varies along the beam line and is minimized at
interaction points, the minimum value being referred to as β∗.
3.3.2 Synchotron Radiation
No discussion of particle accelerators would be complete without mentioning synchotron
radiation, which occurs due to the bending of the beam around the circular path and so
named because of its first detection inside an electron synchotron [70]. This source of
power loss can have a dominant effect on design choices and feasibility of certain types of
colliders. The power lost due to synchotron radiation can be formulated as:
P =
(
e4
6pi0m2c
)
γ2B2
≈ 4.75 ∗ 10−21 ∗B2 ∗ γ2 (3.28)
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with the approximation being valid for protons. Calculating the level of synchotron
radiation for the by taking B = 8.33 T and γ = 6540 [66], gives P = 1.93∗10−11 W. Note
that this is power lost per proton. Converting that to energy lost per proton per turn gives
10 keV, which, recalling that the RF cavities can supply up to 16 MeV per turn, only a
small fractional loss of energy. The more troublesome aspect of synchotron radiation at the
LHC is the effects on the beam electronics and cryogenics. Starting again with the total
energy loss, then multiplying by the total number of protons in each beam and dividing
by the circumference of the ring gives a total rate of energy loss per meter of the ring of
0.4 W/m. All of this energy must be absorbed and dealt with by the LHC cryogenics. Any
failure to do so would result in a quench of one of the magnets and a total shutdown of the
beam. For context, while the stronger magnets could bend an electron-positron collider
at such energies, and indeed the LHC was built inside the LEP tunnel, the amount of
synchotron radiation for an electron beam would be roughly sixteen trillion times larger,
making infeasible such a circular collider at LHC energies.
3.3.3 Important beam parameters
3.3.3.1 Energy
The LHC is the world’s highest energy collider. Currently, it has reached energies of
6.5 TeV per beam. Multiplying this by the number of bunches in the beam (2808) and by
the number of protons per bunch (1011) gives a total energy of 1.6 ∗ 1027 eV or roughly
160 MJ . For reference, one hundred mega joules is approximately the kinetic energy the
author would have running at a speed of 1600 meters per second. Alternatively, 6.5 TeV
is approximately the kinetic energy of a mosquito in flight.
3.3.3.2 Luminosity
The luminosity of a particle beam is essentially a measure of how many collisions it can
generate per second. The main parameters of the beam that determine the instantaneous
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luminosity are the cross-sectional size of the beam at the interaction point (i.e. β∗), the
longitudinal focusing of the beam, and the crossing angle. The design luminosity of the
LHC is 1034cm2s−1. In 2012, operating at 8 TeV center-of-mass energy it reached this
at peak luminosity, while in 2016 and operating at a center-of-mass energy of 13 TeV it
exceeded this value, reaching peak instantaneous luminosities of 1.4 ∗ 1034cm2s−1. This is
achieved by focusing the beam down to a cross sectional area of 16µm2 corresponding to
β∗ values of 0.40 m in both transverse directions.
Parameter 2012 2015 2016
energy per beam (TeV) 4 6.5 6.5
bunch spacing (ns) 25 25 25
β∗ (cm) 60 80 40
crossing angle (µrad) 290 290 240
peak luminosity (1034cm2s−1) > 0.7 ∼ 0.5 1.4
Table 3.1: Main parameters of LHC operation during the last year of Run 1 (2012) and
the current years of Run 2
Table 3.1 shows the important beam parameters for the LHC during 2012, 2015, and
2016.
Chapter 4
The Compact Muon Solenoid Detector
The Compact Muon Solenoid (CMS) detector is an underground, general-purpose particle
detector, located near the village of Cessy, France at the foot of the Jura mountains. It
is a large, hermetic detector, spanning over 21 meters in length, with a diameter of 15
meters and weight of 14,000 tonnes. The goal of the CMS detector is to reconstruct, with
high momentum and/or energy resolution, every out-going particle from the collision point.
An exception of course are neutrinos, which, while they cannot be reconstructed directly
due to the weakness of their interaction with detector material, can still be inferred from
an imbalance in the vectorial sum of momenta in the plane transverse to the beam-line
(here referred to as ’Missing Energy’ or EmissT ). In order to achieve this goal, CMS uses a
multitude of sub-systems specialized at reconstructing either different particles, or different
aspects of a particle’s interaction with the detector. These sub-systems consist of an all-
silicon tracker, an electromagnetic calorimeter (ECAL), a hadronic calorimeter (HCAL), a
3.8T solenoidal magnet, and a system of muon detectors.
The CMS detector has a cylindrical geometry. The central part of the detector consists
of five wheels, each containing the full suite of sub-detectors in cylindrical layers. These five
wheels, or slices, are together referred to as the barrel part of the detector. For hermeticity,
and to be better aligned with particle trajectory, the end of each side of the barrel is sealed
using again the full suite of sub-detectors, but now in a disk-like layout. These last two
parts of the detector are referred to as “end-caps”. The CMS detector has a compact
design, with the tracker, ECAL, and HCAL all located inside the solenoid and the muon
system located outside. A schematic of the CMS detector is shown in figure 4.1 [71]. A
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transverse section of the barrel detector, together with an illustration of the interactions
of various particles in the detector, is shown in figure 4.2 [72,73].
Built with a multitude of physics goals in mind, the CMS detector is very much a
general purpose experiment. However several design choices were motivated by the most
promising searches for the decay of a Higgs boson, searches for dark matter, and for other
exotic BSM physics. These include the search for H → γγ, H → ZZ∗ → 4`, mono-jet and
mono-photon searches, finally searches for both heavy gauge bosons (W ′, Z ′) and partners
of the top quark decaying to either jets or leptons. This chapter will illustrate how the
physics needs of these analyses guided the design choices of the CMS detector.
Figure 4.1: A schematic view of the CMS detector [71].
As shown in the bottom of figure 4.2, the layering of sub-detectors in CMS aids in
particle identification. To add detail to the discussion, figure 4.3 [74] shows both the
number of nuclear interaction lengths and the number of radiation lengths after each sub-
detector. Particles moving away from the collision point will first encounter the all-silicon
tracker, which will reconstruct tracks for any charged particle traversing it. Next they
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Figure 4.2: A picture (top) of a transverse slice of the barrel of the CMS detector [72], as
well as an illustration (bottom) of the interactions of different particles with the relevant
sub-detectors within such a slice of the detector [73].
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will meet the ECAL. With its high number of radiation lengths the ECAL serves not
only as an effective measurement tool for the energy of electrons and photons, but also,
in tandem with its low number of nuclear interaction lengths it effectively functions as a
gatekeeper, allowing hadronic particles and muons (which will generally act as minimally
ionizing particles) to pass through while containing electrons and photons. These two
objects can then be differentiated by whether or not a track in the tracker is matched to
an energy deposit in the calorimeter. The HCAL in turn, with its large number of nuclear
interaction lengths contains all but the most energetic hadronic particles, allowing only
muons through to the muon system. Hence the depth into the detector and the presence
of tracks matched to either energy deposits in the calorimeters or hits in the muon system
allows for stringent particle identification requirements. Details of the material budget for
each sub-detector will be given in the relevant section.
The coordinate system used by CMS is right-handed, with the x-axis pointing toward
the center of the LHC ring, the y-axis pointing away from the center of the earth, and the
z-axis pointing along the beam-line in the direction of the Jura mountains. The polar angle
θ is measured with respect to the z-axis while the azimuthal angle φ is measured in the
x-y plane. CMS, owing to its geometry, also makes use of a cylindrical distance measure
r ≡
√
x2 + y2. Another common unit, the pseudo-rapidity (η) is defined in relation to
the polar angle, namely η ≡ − ln θ2 . This variable, for massless particles, is the same
as the rapidity (y = 12 ln(
E+pz
E−pz )), and hence for highly boosted particles serves as a good
approximation. Moreover, it can be shown that differences in rapidity are constant under a
Lorentz boost along the beam-line, hence it is a very useful tool for hadron colliders where
the longitudinal momentum of the incoming partons is unknown. This benefit of rapidity,
and its very good high energy approximation η, together with the fact that measuring
η depends only on the angular measurement of particles, makes η a very useful tool for
collider physics.
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Figure 1.3: Material thickness in radiation lengths after the ECAL, HCAL, and at the depth of
each muon station as a function of pseudorapidity. The thickness of the forward calorimeter
(HF) remains approximately constant over the range 3 < |⌘| < 5 (not shown).
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Figure 1.4: Material thickness in interaction lengths after the ECAL, HCAL, and at the depth
of each muon station as a function of pseudorapidity. The thickness of the forward calorime-
ter (HF) remains approximately constant over the range 3 < |⌘| < 5 (not shown).
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4.1 Tracker
The tracker has many important responsibilities with respect to the CMS physics program.
Starting with the search for new physics, either for heavy gauge bosons (W′, Z′) or heavy
vector-like quarks (X5/3), the decay of these BSM particles through SM bosons to leptons
represent some of the most sensitive final states in which to look. Secondly, the search for
H → ZZ∗ → 4` provi es one of the lowest background channels with a mass resolution
that depends heavily on the resolution of the tracker. Hence the physics needs of CMS
constrain the tracker to be such that it can efficiently reconstruct and precisely measure
leptons with pT values throughout the entire spectrum accessible to a 7, 8, or 13 TeV
machine.
Further, for many analyses, such as the H → ZZ∗ → 4` and X5/3 searches, lepton
isolation is a critical handle on the suppression of backgrounds involving either jets faking
leptons or leptons from the hadronization of b quarks. Therefore, both the ability to re-
construct charged hadron tracks with pT values as low as 1 GeV and the angular resolution
provided by the tracker directly feeds into the ability of analysts to discriminate between
leptons of interest and fake leptons.
Photon isolation is also an important tool, exemplarly for discrimination in the search
for a Higgs boson decaying to diphotons where one wishes to distinguish between the
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irreducible γγ background and events involving a jet faking a photon. Additionally, the
photons themselves will not leave tracks in the tracker, resulting in the reconstruction of
vertices in the event being fully reliant on charged particles recoiling from the Higgs boson
process. As the ability to correctly identify the vertex that contained the Higgs boson
directly affects the resolution of the reconstructed Higgs mass, the importance of such
identification is immediately obvious.
The tracker needs to reconstruct not only the primary vertex, but also any secondary
vertex resulting from the decays of bottom quarks or tau leptons, both of which have
the ability to travel meaningful distances before decaying. The ability to tag events as
containing bottom quarks represents a strong handle on sample composition, allowing for
either the enrichment of samples with events involving top quarks or the depletion thereof.
Hence it provides for example strong discrimination against backgrounds in the search for
a Higgs boson decaying to bb¯ [75].
The tracker therefore is in some ways the lynchpin of the ability of CMS to reconstruct
and identify particles. In order to meet these stringent design constraints it must have
a low average particle occupancy at each layer, high position resolution for tracks, and
finally not have too much material so that the level of electron bremsstrahlung and photon
conversion are kept to managable amounts. Figure 4.4 shows the material budget of the
tracker.
The tracker is comprised of two different technologies, silicon pixels on the inner layers
and silicon strips on the outer layers. Each of these sub-detectors has both barrel and
endcap components with the barrel components having a cylindrical geometry and the
endcap having a disk-like geometry. The choice of pixels for the inner layer is motivated by
the desire to reduce the average channel occupancy where the particle flux is at its most
dense (closest to the interaction point).
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Figure 6.1: Material budget in units of radiation length (left) and in units of interaction length
(right) as a function of ⌘ for the different subunits.
Therefore a large fraction of thematerial of the tracker consists of electrical cables and cooling
services. Other non-sensitive parts include support structures, electronics, the beam-pipe,
and the thermal screen outside the tracker.
The decomposition of the tracker material in terms of radiation lengths and interaction
lengths versus ⌘ for the different subdetectors is shown in Figure 6.1.
6.1.2 Simulation of the detector response
During GEANT4 (OSCAR) track propagation, the entrance and exit points of particles in the
Tracker sensitive volumes are recorded, together with the deposited energy. In GEANT4, low
cuts for delta-ray production are used (120 keV and 30 keV for the strip and pixel trackers,
respectively) to realistically simulate charge distributions.
The distribution of deposited energy along the track segment inside each sensor volume is
estimated by subdividing it into many equal subsegments, small compared with the sensor
pitch. Each subsegment is assigned a fraction of the deposited energy using the GEANT4
routine G4UniversalFluctuation, which takes into account Landau fluctuations in thin layers.
The charge from each track subsegment is drifted to the detector surface and simultaneously
diffused in the perpendicular plane. The diffusion is assumed to be Gaussian and is propor-
tional to the square-root of the drift length, with the diffusion constant normalized to 2 µm
(7 µm) for a 300 µm thick strip (pixel) sensor. The magnitude of the Lorentz drift in a 4 T
magnetic field is defined by the drift length and the average Lorentz angle (7  and 23  for
the strip and pixel trackers, respectively).
The resulting 1-(2-)dimensional charge distribution is mapped to the Strip (pixel) geometry
and the fraction of charge collected by each channel is determined. A list of hit channels for
all contributing tracks is formed. If a single channel is hit by more than 1 track, the charge
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Figure 4.4: Material budget of the tracker in radiation lengths (left) and nuclear interaction
lengths (right), from Ref. [74].
4.1.1 Pixel Track r
The pixel d tector has three barrel lay rs at radii of 4.4, 7.3, and 10.2 cm from the in-
teraction point. They are arranged in half disks with a small amount of overlap in order
to ensure hermeticity. Each endcap pixel detector has two disks composed of 24 blades,
which th mselves are rotated 20◦ such that design res mbles a tu bine. The rotation is
to mi -align the magne ic field of the CMS solenoid with the electric drift field inside the
pixels. This misalignm nt results in a Lorentz angle for the drifting electr ns and charge
sharing among the pixels. The charge sharing, w ich is pr sent also in the barrel pixels,
actually results in improved hit resolution due to the fact that those hits which are only in
a single pixel must have been in significantly smaller, a-priori known section of the pixel.
Hence track hit resolu ions a e on average between 10-15 µm while the size of the pixels
thems lves is 150 150 µm. Figure 4.5 shows the orientation of the different pixel layers
and disks.
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Figure 1.10: Layout of pixel detectors in the CMS tracker.
The spatial resolution is measured to be about 10 µm for the r-  measurement and about
20 µm for the z measurement. The detector is readout using approximately 16 000 readout
chips, which are bump-bonded to the detector modules.
1.5.5.3 Tracker control and readout scheme
The Silicon Strip Tracker (SST) readout system is based on a front-end APV25 readout chip
[21], analogue optical links [22] and an off-detector Front-End Driver (FED) processing board
[23]. The APV25 chip samples, amplifies, buffers and processes signals from 128 channels of
a silicon strip sensor. Each microstrip is readout by a charge sensitive amplifier with ⌧ =
50 ns. The output voltage is sampled at the beam crossing rate of 40 MHz. Samples are
stored in an analogue pipeline for up to the Level-1 latency of 3.2 µs. Following a trigger,
a weighted sum of 3 samples is formed in an analogue circuit. This confines the signal to a
single bunch crossing and gives the pulse height. The buffered pulse height data from pairs
of APV25 chips are multiplexed onto a single line and the analogue data are converted to
optical signals before being transmitted via optical fibres to the off-detector FED boards. The
output of the transmitting laser is modulated by the pulse height for each strip. The FEDs
digitize, process and format the pulse height data from up to 96 pairs of APV25 chips, before
forwarding zero-suppressed data to the DAQ online farm. The electronics noise/channel of
the tracking system is about 1000 to 1500 electrons before and after irradiation, respectively.
The SST control system comprises ⇡300 control rings that start and end at the off-detector
Front-End Controller (FEC) boards [24]. Slow-control commands, clock and Level-1 triggers
are distributed via digital optical links to Digital Opto-Hybrids (DOH) [25], which perform
optical-to-electrical conversion before the control signals are distributed to the front-end elec-
tronics.
The Pixel Tracker readout system is described in detail in [6]. A single pixel barrel module
is readout by 16 Read-Out Chips (ROCs). In the endcaps, the number of ROCs per module
varies from 2 to 10. Each ROC reads an array of 52⇥80 pixels. Analogue signals and corre-
sponding pixel addresses are stored in a data buffer, waiting for the Level-1 trigger decision.
Figure 4.5: Layout of the CMS pixel tracking detector modules, from [74].
4.1.2 Strip T acker
The CMS strip tracker is composed of several cylindrical layers in the barrel and multiple
disk-like layers in the forward gion. Th se are referred to as the track r inner barrel
(TIB), tracker outer barrel (TOB), tracker inner isk (TID) a d tracker end-cap (TEC).
Each layer consists of strip trackers oriented in the r− φ plane and the strips have widths
between 320µm and 500µm, with the narrower strips located closer to the interaction point.
The majority of the layers are single layer detectors. However, some layers consist of two
single layer detectors glued back-to-back with the two layers rotated an angle of 100 mrad
with respect to one another. This rotation gives a longitudin l measurement in addition
to the r−φ coordinates. Figure 4.6 shows the configuration of the strip tracker with color
coding to distinguish the (red) single layers and the (blue) ouble layers [76].
4.2 ECAL
The CMS electromagnetic calorimeter plays a critical role in the CMS physics program.
When CMS was being designed, discovery potential of the Higgs boson was a crucial element
of design choices. With the potential mass of the Higgs constrained to a region that gave
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Figure 1: Left: cross-section of one quarter of the tracker in the longitudinal view. Thick (thin) lines
represent double-sided (single-sided) modules. Right: ENC versus strip length for peak and deconvolution
mode and the two operating temperatures. Each entry represents the mean value of all APVs of a certain
geometry. The uncertainties correspond to the RMS of the resulting distributions.
(35-42) and 19-22 (20-24) have been observed for thin (thick) sensors in peak and deconvolution
mode, respectively. The Equivalent Noise Charge (ENC) was studied as a function of the capac-
itance (Fig. 1), which depends for CMS sensors only on the strip length [2]. The ENC is found
to be 714-1155 (1020-1681) electrons in peak (deconvolution) mode, in good agreement with the
expectation based on measurements of the noise of the APV25 chip. A mean common mode noise
of 173 38 electrons in peak and 299 76 electrons in deconvolution mode was measured. As
expected, a decrease of the noise of about 10% was observed between room temperature and CMS
operating conditions.
4. Summary
After the technical problems with sensors and hybrids have been overcome, and with the excel-
lent performance of tracker substructures proven in test beam experiments, the module production
is now running smoothly at full swing and is targeted to fi nish in early 2006. Tracker integration
has started, and the tracker is scheduled to be integrated into the CMS detector in autumn 2006.
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Figure 4.6: Layout of the CMS strip tracking detector modules. Layers with a single module
are colored in red while lay rs with double s ded modules are colo ed in blue, from [76].
a reasonable decay fraction to diphoton events, the energy resolution of the ECAL would
be of critical impor ance for the discovery prospects of such a search. The ma erial chose
(lead tungstate) has many desirable qualities for high energy resolution of photons and
electrons. Firstly it has a very small radiation length of 0.89 cm. This allows for 99% of
the energy of an electromagnetic shower to be contained within only 23 cm of material.
Secondly, and related, the Molie`re radius is only 2.2 cm allowing for high spatial resolution
of showers. Not coincidentally, the ECAL crystals were machined to have dimensions of
roughly 3x3x23 cm. The showering time of lead tungstate is also favorable to being used
at the LHC as 80% of the light of an electromagnetic shower will be emitted within a 25 ns
window.
The ECAL has three main components, a barrel calorimeter (EB), an endcap calorime-
ter (EE), and a preshower detector (ES) that is also located in the endcap. Figure 4.7 shows
a quadrant of the CMS detector illustrating the placement of these three sub-detectors [74].
4.2.1 Barrel ECAL
The barrel ECAL detector covers an |η| region up to 1.479. Each individual crystal has
an η-φ resolution of 0.0174 x 0.174 and are readout in 5x5 groups referred to as super
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Electromagnetic Calorimeter
4.1 Description of the ECAL
In this section, the layout, the crystals and the photodetectors of the Electromagnetic Calor-
imeter (ECAL) are described. The section ends with a description of the preshower detector
which sits in front of the endcap crystals. Two important changes have occurred to the ge-
ometry and configuration since the ECAL TDR [5]. In the endcap the basic mechanical unit,
the “supercrystal,” which was originally envisaged to hold 6⇥6 crystals, is now a 5⇥5 unit.
The lateral dimensions of the endcap crystals have been increased such that the supercrystal
remains little changed in size. This choice took advantage of the crystal producer’s abil-
ity to produce larger crystals, to reduce the channel count. Secondly, the option of a barrel
preshower detector, envisaged for high-luminosity running only, has been dropped. This
simplification allows more space to the tracker, but requires that the longitudinal vertices of
H !    events be found with the reconstructed charged particle tracks in the event.
4.1.1 The ECAL layout and geometry
The nominal geometry of the ECAL (the engineering specification) is simulated in detail in
the GEANT4/OSCAR model. There are 36 identical supermodules, 18 in each half barrel, each
covering 20  in  . The barrel is closed at each end by an endcap. In front of most of the
fiducial region of each endcap is a preshower device. Figure 4.1 shows a transverse section
through ECAL.
y
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 = 1.
653
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.479
 = 2.6
 = 3.0 ECAL (EE)
Figure 4.1: Transverse section through the ECAL, showing geometrical configuration.
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Figure 4.7: The layout of the ECAL sub-detectors, from Ref. [74]
.
crystals. These super crystals form the basis of triggering on clusters of energy in the
ECAL. Figure 4.8 shows a diagram of such a super crystal, including the readout electronics
communicating with the CMS trigger [77]. In total there are 61,200 individual crystals in
the EB detector.
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Figure 1.  Schematic of the front-end electronics 
The Very Front-end Electronics (VFE) is reduced to an FPPA and ADC chip per crystal, and a new digital electronics board containing the Front-end Electronics (FE). On the FE board (Fig. 2) a new 0.25µm CMOS chip (FENIX) reads out a block of 5 crystals. The FENIX chip performs two functions, the storage of data until the receipt of a level 1 trigger accept, and the correction of pulse heights and summing of energy from 5 channels.  
Every FE board has 5 FENIX chips to read out 25 crystals. In the ECAL Barrel, a trigger tower consists of the same 25 crystals and the output of the 5 FENIX chips is filtered by a sixth FENIX chip to provide the trigger tower energy and the fine grain bit described in the CMS trigger TDR. The trigger data is transmitted to the off-detector Trigger Concentrator Cards (TCC) by a GOL (Gigabit Optical Link) chip and trigger data digital serial link operating at 800Mb/sec. On receipt of the Level-1 trigger accept, the data for the triggered event that is stored in the memory of the 5 FENIX chips is transmitted to the off-detector Data Concentrator Cards (DCC) by a GOL chip under the control of a seventh FENIX chip and the DAQ digital serial link operating at 800 Mb/sec.  
The functionality of the proposed system is exactly the same as the original system. 
In the ECAL End-caps the trigger tower geometry is more complex since the trigger tower boundaries do not match the boundaries of the 25 crystal ‘Super-Crystals.  In the present system only the partial sums from at most 5 crystals are performed on the detector and hence there will be more trigger data links on each of the FE boards. On average there are 10 crystals per trigger tower in the ECAL End-caps. 
Figure 4.8: An illustration of an ECAL super crystal comprised of a 5x5 group of individual
lead tungstate crystals together with the readout electronics, from [77].
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4.2.2 Endcap ECAL
There are 7324 crystals in each side of the EE detector, divided into two half disks. Each
half disk contains 138 of the above mentioned super crystals, but also contains 18 partial
super crystals that fill in curves along the inner and outer circumferences. These are needed
due to the layout being a grid in the x-y coordinate system as opposed to η-φ. The EE
detector covers the region 1.566 < |η| < 3.0 and the majority is covered by the preshower
detector.
4.2.2.1 Endcap Preshower
The main purpose of the preshower is to discriminate single photons from diphoton decays
of neutral pions. In the high η region neutral pions tend to have a large longitudinal Lorentz
boost, often resulting in the pair of photons being too nearby for the ECAL crystals to
distinguish from one another. It is comprised of silicon strip detectors behind lead absorber
plates. The strips in the two layers are orthogonal to one another and have a width of
2 mm (compared to the roughly 3 cm resolution of the ECAL crystals).
4.3 HCAL
No experiment at a hadron collider would be complete without a hadronic calorimeter.
The search for a narrow resonance decaying to jets is of particular sensitivity at a hadron
collider. Further, dark matter, if it couples to the SM through mediators which couple
to the strong sector, will produced at the LHC, often resulting in topologies with a single
jet from initial state radiation and a large amount of EmissT . Therefore the main goals
of the HCAL are to provide good jet energy resolution, in particular decreasing the non-
Gaussian tails of the jet energy resolution spectrum, as well as providing good resolution
for missing transverse energy. The CMS HCAL is a sampling calorimeter designed using
either a combination of brass/plastic or steel/quartz as the absorber/scintillator layers. In
order to accomplish these goals it is a highly segmented, hermetic detector with a large
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number of nuclear interaction lengths. The HCAL is divided into four sub-detectors, a
barrel (HB) detector, an outer (HO) detector, an endcap (HE) detector, and finally a
forward (HF) detector. The HB, HE, and HO detectors use mostly brass/plastic layers for
calorimetry, while the HF detector uses steel/quartz for its calorimetry. Figure 4.9 shows
the layout in an r-z view of the CMS detector, highlighting the positioning of the four
HCAL sub-detectors [78].
1.2. Review of the Existing Calorimeters 3
HB
HE
HF EE
EB
HO
Figure 1.2: An r-Z schematic drawing of a quarter of the CMS detector showing the location of
the HB, HE, HO, and HF calorimeters in CMS.
active material. Light from the plastic scintillator is wavelength-shifted and captured in WLS
fibers which are fused to clear optical fibers for transport to the phototransducers and front-end
electronics. The HCAL Outer calorimeter (HO), which functions as a tail-catcher for hadronic
showers and is useful for muon identification, uses the same active material and WLS fiber as
the HB and HE calorimeters but uses the steel return yoke and magnet material of CMS as ab-
sorber [3]. The modifications to the HO calorimeter and its readout will be carried out during
LS1; these are not included as a part of this upgrade. The HB, HE, and HO calorimeters were
all originally fitted with hybrid photodiode (HPD) transducers.
The HF is a Cherenkov calorimeter based on a steel absorber and quartz fibers which run longi-
tudinally through the absorber and collect Cherenkov light, primarily from the electromagnetic
component of showers which develop in the calorimeter [4]. The quartz fibers are inserted into
the HF with a spacing of 5 mm and the fibers associated with a particular h ⇥ f region are
bundled and the optical signal is converted to an electrical signal using a photomultiplier tube.
After the phototransducers, all of the hadron calorimeters share a common electronics chain.
The signal from the phototransducer is integrated over 25 ns (the so-called “integration bucket”)
and digitized by a QIE8 ASIC [5] developed at Fermilab using a clock phased for the particular
time-of-flight to each cell using a Clock-and-Control ASIC (CCA) developed for the purpose.
The CCA aligns the digital data for the channels to a common clock and hands the data off to
the Gigabit Optical Link (GOL) ASIC for transmission to the back-end electronics at a link rate
of 1.6 Gbps. In the back-end electronics, the HCAL Trigger and Readout card (HTR) calculates
trigger primitives which are then transmitted to the calorimeter trigger system. The trigger
Figure 4.9: An r-z view of the CMS detector highlighting the positions of the four HCAL
sub-detectors. Taken from Ref. [78].
The choice of brass for the barrel and endcap calorimetry is motivated by its non-
magnetic nature, considering the placement of these detectors inside or at the edge of
the CMS solenoid magnet and also due to its quality of being easily machined. In the
HEP version of swords-into-plowshares, the majority of the brass for the endcap detector
was obtained by repurposing over one million Russian WWII naval artillery shells (see
figure 4.10) [79], constituting the largest arms reduction “treaty” in HEP history and
illustrating th tangential b nefits of international collaboration in sci n e.
4.3.1 Hadronic Barrel Calorimeter
The HB detector covers the |η| range of zero to 1.3 and is comprised of 2304 “towers”, each
consisting of all layers in a particular slice of η and φ. The towers have η− φ resolution of
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Figure 4.10: Some of the Russian naval artillery shells that would be repurposed for the
CMS hadronic endcap calorimeter, from Ref. [79].
0.087 x 087 and contain 17 layers (tiles) of either active or passive material. Each active
layer has its signal sent longitudinally away from the center of the detector at which point
it is optically added with its partner tiles to form a tower.
4.3.2 Hadronic Outer Calorimeter
The HO detector spans the region |η| < 1.26 and consists primarily of a single layer of
scintillators each being 10 mm thick. As the HO detector is physically located in the
muon system it must conform to its geometry and hence is arranged in 5 rings (-2,-1,0,1,2
in η) and has segments spanning 30 degrees in φ. In the central ring the HO detector has
two layers of scintillator on either side of a steel absorber plate, while in all other layers
there is only one scintillation layer. The HO detector is effectively a “tail-catcher” for all
particles making it through the main HB detector. As seen in figure 4.3, with the inclusion
of the HO detector the number of nuclear interaction lengths increases to 10 for particles
in the barrel. This added material greatly improves the resolution on both jet energy and
EmissT .
61
4.3.3 Hadronic Endcap Calorimeter
The HE detector follows the same design principles as the HB detector, except with small
geometrical changes owing to its farther forward positioning (covering 1.3 < |η| < 3.0).
Towers in the HE detector maintain a φ resolution of 0.087 until reaching an |η| of 1.74,
after which they have a φ resolution of 0.174. The resolution in η is also not constant,
ranging from 0.087 at lower values of |η| to 0.35 at higher values of |η|. As with the HB
detector, the total number of towers in the HE detector is 2304.
4.3.4 Hadronic Forward Calorimeter
The HF detector uses a mix of steel and quartz fibers for absorption/scintillation. The
0.6 mm diameter fibers are embedded in grooves inside the steel and are evenly spaced
5 mm apart in a square grid, running parallel to the beam line. Each groove contains two
fibers, providing two longitudinal measurements. There are 450 towers in each of the HF
modules, providing a resolution in η of roughly 0.175 and a resolution in φ of 0.174, except
for towers highest in |η|, which have a φ resolution of 0.35.
4.4 Solenoidal Magnet
The CMS solenoid magnet is one of the central features of the detector. It is cylindrical
in shape, spanning 12.9 m in length with an inner (open) radius of 5.9 m in which sit
the above mentioned sub-detectors (Tracker, ECAL, HCAL). The field runs parallel to
the beam-line and has a strength of 3.8 T inside the solenoid. An iron yoke sits outside
the solenoid in order to take advantage of the return field. The muon detectors described
below are situated inside the return yoke (see Figure 4.1). The solenoid is comprised of
Niobium-Titanium wires wound 2168 times and carrying a current of 19.5 kA. It sits inside
a liquid He based cooling system with a cold mass of 2,200 tons operating at a temperature
of 4 K. The total energy contained in the solenoid during operation is 2.7 GJ.
The choice of operating and design parameters of the CMS magnet were informed by
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the need to precisely measure the momentum of high energy particles (i.e. measure the
track bending of charged particles). For muons with pT of a TeV the CMS magnet provides
a bending arm such that the momentum resolution is at least 10%. The high field strength
also allows for an unambiguous determination of the charge of high quality muons.
4.5 The Muon System
The CMS muon system makes use of three different types of gaseous detectors: Drift Tubes
(DTs), Cathode Strip Chambers (CSCs), and Resistive Plate Chambers (RPCs). The DTs
are used in the barrel (|η| < 1.2), the CSCs are used in the end-cap (0.9 < |η| < 2.4), and
the RPCs are located in both the barrel and end-cap along both sides of the transition
region (|η| < 1.8). The choices for the different technologies are motivated mainly by the
considerations of the levels of background events as well as the uniformity and strength of
magnetic field in that location. With smaller backgrounds and relatively low strength and
uniform magnetic field in the central part of the detector, DTs are a good choice for muon
detection given their high level of spatial resolution. The end-caps, with significantly larger
backgrounds and stronger and less uniform magnetic field would result in poor performance
from DTs given their reliance on uniform electric fields for precise measurement of muon
positions. Hence the switch to CSCs, which have robust performance in large and non-
uniform magnetic fields and also have the added benefit of being able to have the strips
fan out in φ in order to better match the geometry of the incoming particle trajectories in
the end-cap. Figure 4.11 [80] shows the layout of the muon detector in the r − z view for
a quadrant of the system.
4.5.1 Drift Tube Detectors
The CMS drift tubes are 4 by 1.5 cm in cross section and 2.5m in length rectangular tubes
containing a mixture of Argon and Carbon Dioxide gases with an anode wire running along
the center axis. The DTs are arranged in so called Super Layers (SLs), consisting of 4 layers
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Figure 4.11: An r − z diagram of a single quadrant of the CMS muon system (top) [80]
and an r − φ diagram of the barrel muon detectors (bottom) [81].
of individual tubes with each layer shifted by half the width of a tube. These SLs are then
combined to make a single DT Station by putting two SLs on top of each other, one to
measure the position of the muon in the r − φ plane and one in the r − z plane. Another
SL, measuring coordinates in the r−φ plane, is also present, but spaced via a Honeycomb
spacer to proved a longer lever arm for track resolution. Figure 4.12 shows the layout for
a DT SL (left) and the cross-sectional view of a single DT (right) [82]. Each DT chamber
has a spatial resolution of between 80 and 120 µm during Run 1 of the LHC [83].
2 1 Introduction
DT chambers. The chambers are interleaved with the steel return yoke of the magnet and are
composed of three groups, called “super-layers” (SL), of four staggered layers of independent
drift cells, for a total of about 172 000 channels. A schematic representation of a chamber is
shown in Fig. 2 (left).
The chamber volume is filled with a Ar(85%)/CO2(15%) gas mixture, kept at atmospheric
pressure. Two of the super-layers have the wires parallel to the beam direction and measure
the rf coordinate, the other super-layer has wires perpendicular to the beam direction and
measures the z coordinate. The chamber provides a measurement of a track segment in space.
The outermost station is equipped with chambers containing only the two rf super-layers. The
basic element of the DT detector is the drift cell, illustrated in Fig. 2 (right), where the drift lines
and isochrones are represented. All chambers were operational, fully commissioned, and the
number of problematic channels were less than 1 %.
The DT system is designed to provide muon track reconstruction, with the correct charge as-
signment up to TeV energies, and first-level trigger selection. It also yields a fast muon iden-
tification and an accurate online transverse momentum measurement, in addition to single
bunch-crossing identification with good time resolution. The good mechanical precision of the
chambers allows the track segments to be reconstructed with a resolution better than 250 µm
[3].
A fundamental ingredient of the DT system is the calibration, which is used as input to the
local hit reconstruction, within the drift cells, and thereby influences the precision of the track
reconstruction. This paper describes in detail the DT calibration procedures, to obtain reliable
calibration constants, and presents results obtained from the extensive commissioning runwith
cosmic ray events performed in Autumn 2008, the Cosmic Run At Four Tesla (CRAFT) [4], in
preparation for LHC running.
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Figure 2.13: Numbering of stations and sectors.
Figure 2.14: Section of a drift tube cell.
the boundary of the cells and serve as cathodes. I-beams are insulated from the
planes by a 0.5 mm thick plastic profile. The anode is a 50 µm stainless steel
wire placed in the centre of the cell. The distance of the track from the wire is
measured by the drift time of electrons produced by ionisation. To improve the
distance-time linearity, additional field shaping is obtained with two positively-
biased insulated strips, glued on the the planes in correspondence to the wire.
Typical voltages are +3600 V, +1800 V and -1200 V for the wires, the strips
and the cathodes, respectively. The gas is a 85%/15% mixture of Ar/CO2,
which provides good quenching properties and a saturated drift velocity, of
about 5.4 cm/µs. The maximum drift time is therefore ⇠ 390 ns, i.e. 15 bunch
crossings. A single cell has an e ciency of about 99.8% and a resolution of
⇠ 180 µm.
Four staggered layers of parallel cells form a superlayer, which provides the
Figure 2: Left: Schematic view of a DT chamber. Right: Section of a drift tube cell showing drift
lines and isochrones. The voltages applied are +3600 V for wires, +1800 V for electrode strips,
and  1200 V for cathode strips.
The data sample used for the calibration proces a d the trigg r conditio s are summarized
in Section 2. The main characteristics of the DT calibration process are described in Section 3.
The process consists in the determination of the inter-channel synchroniz tion, described in
Section 4, the analysis of noisy channels, treated in Section 5, and the calculation of the time
pedestals and the drift velocity, described in Sections 6 and 7, respectively. The DT calibration
workflow, including the monitoring of the conditions, is performedwithin the CMS computing
framework, as described in Section 8. Finally, a more refined analysis of the drift velocity in the
muon system, within the offline reconstruction process, is presented in Section 9.
Figure 4.12: A sch matic layout of a Drift Tube Station consisting of 3 Super Layers (left)
and the cross-sectional view of a single Drift Tu e showing both drift lines nd isochrones.
From Ref. [82].
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Each wheel of the barrel has 4 layers of DT stations, the inner three being described
as above, and the last layer being identical except for the absence of a DT SL measuring
in the r − z plane. The different DT stations, as shown in figure 4.13 [81], are staggered
in φ such that a high pT muon (i.e. a straight line trajectory) is ensured to hit at least
three stations. This configuration results in roughly 200,000 individual channels for the
DT system alone.
3. Barrel Chambers
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"heavy" tubes require a robust and light mechanical frame to avoid significant deformations due
to gravity in the chambers, especially in those which lie in a nearly horizo tal plane.
Fig. 3.1.1:  Layout of the CMS barrel muon DT chambers in one of the 5 wheels; in all of
them the chambers are identical with the exceptions of wheels -1 and +1 where the presence of
the cryogenic chimneys shortens the chambers in two sectors; note that in sectors 4 and 10 the
MB4 chambers are cut in half in order not to have wires longer than 4 meters. Also shown, not
to scale, as bold lines are the RPC chambers, 2 layers for the MB1 and MB2 chambers and 1
layer for MB3 and MB4.
Figure 4.13: An r − φ diagram of the barrel muon detectors [81].
4.5.2 Cathode Strip Chambers
The end-cap muon system consists of 4 disks of CSC detectors oriented perpendicular to,
and arranged in concentric rings around, the beam-line. Each CSC detector consists of
seven layers of cathode strips interleaved with six gas gaps containing anode wires. The
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anode wires run azimuthally and hence determine the radial position of the muon while
the strips run from the center of the beam-line outward measuring the φ coordinate of the
muon. Each group of six layers is trapezoidal in shape, with the strips fanning out in φ
for hermeticity. A single layer of a disk has either 18 or 36 CSC detectors, and each disk
further has two layers, resulting in either 36 or 72 CSCs per disk.
The anode wires are themselves 3µm in diameter and have a spacing of between 2.5
and 3.2mm, which together with precise timing information yielded a resolution of between
40–150 µm during Run 1 [83]. There are between 500 and 1000 wires per plane depending
on whether or not they are part of the inner or outer rings of CSC detectors. The wires
are grouped in bunches of between 5 and 16, resulting in between 48 and 112 channels per
plane from the wires alone. Adding in the strip channels, and summing up over the entire
end-cap results in nearly 500,000 channels from the CSC system. Figure 4.14 [81] shows a
diagram of a single trapezoidal CSC detector.
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3.1.1.2 Endcap detector
There are 468 CSCs in the 2 Muon Endcaps. Each Endcap consists of 4 “stations” of cham-
bers, labeled ME1 to ME4 in order of increasing distance from the collision point, which are
mounted on the disks enclosing the CMS magnet, perpendicular to the beam direction. In
each disk the chambers are divided into 2 concentric rings around the beam axis (3 for ME1
chambers) (Fig. CP 5).
Each CSC (Fig. 3.3) is trapezoidal in shape and consists of 6 gas gaps, each gap having a
plane of radial cathode strips and a plane of anode wires running almost perpendicularly to
the strips. All CSCs, except those in ME1/3, are overlapped in   to avoid gaps in the muon
acceptance. There are 36 chambers in each ring of a muon station, except for the innermost
(highest ⌘) rings of ME2–ME4 which have 18 chambers. The gas ionization and subsequent
electron avalanche caused by a charged particle traversing each plane of a chamber produces
a charge on the anode wire and an image charge on a group of cathode strips. Thus, each
CSC measures the space coordinates (r,  , z) in each of the 6 layers.
cathode plane with strips
wire plane (a few wires shown)
7 trapezoidal panels form 6 gas gaps
Figure 3.3: Schematic view of a CSC chamber.
There have been several important changes in the CSC system from the set-up described
in [4]. The 10 -chambers in the fourth station (ME4/2) have been staged, reducing the to-
tal number of chambers from 540 to 468. The number of wire channels per plane for ME1/2
chambers was increased to 64, while for ME1/3 chambers it was decreased to 32. TheME1/1
chambers, which have split cathode strips, now have 48 strips for the higher-rapidity part
(|⌘| > 2.1) and 64 strips for the lower-rapidity part. The Anode Local-Charged-Track (ALCT)
trigger boards are placed on the top face of the chambers, while the corresponding Cathode
Local-Charged-Track (CLCT) trigger boards have been combined with the Trigger Moth-
erBoards (TMB) and moved into the peripheral crates placed around the edge of the steel
disks. The higher-rapidity cathode strips of the ME1/1 chambers have been removed from
the muon trigger and ganged together in groups of 3 (every 16th strip is combined) before
Figure 4.14: A schematic drawing of a single trapezoidal CSC detector [81].
66
4.5.3 Resistive Plate Chambers
The RPCs are complimentary detectors to the rest of the muon system. They consist of a
series of high resistance plates separated by two 2mm gaps of gas. Charged particles moving
through the gas will excite ions in the gas allowing free electrons to accelerate toward the
plates and create an avalanche of electrons as they do so. The spatial resolution of the
RPCs is significantly worse than the other muon detector systems (between 0.8 and 1.2 cm
in Run 1 [83]), however the RPC systems have the finest resolution for timing signals. This
resolution (roughly 1 ns) allows them to unambiguously tag the correct bunch crossing for
muon signals. Further, with such precise timing information they serve as an effective veto
of background cosmic rays which tend to occur out of time with any bunch crossing. Hence,
the RPC information is of particular value to the muon triggering system.
As shown in figure 4.11, the RPCs are located along the inner side of the DT stations
in the barrel in a series of concentric rings, and in a series of four disks in the end-cap
interspersed with the CSC system.
Chapter 5
The discoveries of Run 1 and the resulting
tensions in the Standard Model
Calvin: Psst... Susie! Whats 12 + 7?
Susie: A billion.
Calvin: Thanks! Wait a minute. That cant be right... Thats what she said 3 + 4 was.
Bill Watterson, The Essential Calvin and Hobbes [84]
In 2012 the CMS and ATLAS experiments announced the discovery of the Higgs boson
using proton-proton collision data collected during 2011 and 2012, consequently having
a center-of-mass energy of either 7 or 8 TeV [85, 86]. The two final states which drove
the result were H → ZZ∗ → 4` and H → γγ. Hence the CMS experiment, with this
discovery, validated many of the design choices described above. Figure 5.1 shows the local
significance of the two results, while figure 5.2 shows the γγ invariant mass distributions
from the CMS search (left) and the four-lepton mass distribution from the ATLAS search
(right).
While the discovery of the Higgs boson was a clear triumph for both ATLAS and
CMS, its mass of ∼ 125 GeV posed considerable questions to physicists. In particular,
the Naturalness Problem now begged for an answer. For SUSY theories, the discrepancy
between the mass of the Higgs and the mass of the Z boson favored models containing
vector-like quarks. However, the searches for evidence of SUSY particles using the full Run
1 dataset with CMS yielded no signs of new superpartners. Depending on the assumptions
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Figure 5.1: The distribution of local significance versus the mass of the discovered particle
for CMS in the diphoton final state only (left) [85] and ATLAS in the combination of
diphoton, four lepton, and dilepton final states (right) [86].
Figure 5.2: The distribution of the invariant mass of diphoton events from CMS (left) [85]
and the invariant mass of four-lepton events from ATLAS(right) [86].
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of the model parameters, the SUSY partner to the gluon (the “gluino”) could be excluded
with masses less than 1.3 TeV [87]. Figure 5.3 shows a summary of the limits on SUSY
particles from the CMS experiment using the Run 1 dataset.
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Figure 5.3: Summaries of the exclusion limits from the CMS experiment for SUSY particles.
In addition to the lack of evidence for SUSY, direct searches for vector-like quarks as
predicted in Composite Higgs models also yielded only exclusion limits. Figure 5.4 contains
a summary of the exclusions that CMS placed on vector-like quarks. As seen in fig. 5.5, for
the X5/3 particle, both CMS and ATLAS performed dedicated searches using the same-
sign dilepton final state [88, 89], excluding X5/3 particles with masses less than 800 and
740 GeV, respectively.
The combination of discovering the Higgs boson and not discovering any BSM theories
during Run 1 of the LHC brought the Naturalness Problem into sharp relief. With the
increased center-of-mass-energy projected for Run 2, searches for BSM physics, in partic-
ular those with solutions to the Naturalness Problem became of paramount interest. The
next chapter details preparation of the CMS data taking and triggering systems in the lead
up to Run 2 of the LHC, before a presentation of a search for an X5/3 particle using the
(up-to-now) full Run 2 dataset in chapter 7.
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CMS Searches for New Physics Beyond Two Generations (B2G)
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Figure 5.4: Summaries of the exclusion limits from the CMS experiment for vector-like
quarks using the full Run 1 dataset.
Figure 5.5: Expected and observed 95% CL limits on the mass of the X5/3 (formerly
referred to as the T5/3) particle from CMS (left) and ATLAS (right) using the full Run 1
dataset.
Chapter 6
The CMS Triggering and Data Acquisition
Systems
6.1 Overview
The CMS experiment faces a monumental data reduction problem when taking data from
proton-proton collisions provided by the LHC. With a 25ns spacing between bunch cross-
ings, and roughly 20% of the beams left empty, the LHC provides a collision rate of around
32MHz. Complicating this is the number of pileup (secondary proton-proton collisions) in
each bunch crossing. Due to the high granularity of the CMS detector, the event size for
a fully unpacked, high pileup, proton-proton collision is on the order of 1MB. Doing the
simple arithmetic one quickly realizes that the problem of unpacking the full detector for
each bunch crossing would result in a data transfer rate of 30TB/s, or 80, 000PB/s - a level
comparable to the total global internet traffic in 2015 [90]!
Clearly, an immediate and large reduction of the data flow needs to take place in real
time. In order to accomplish this CMS makes use of a two-tiered triggering system. The
first tier, Level 1 (L1), is a hardware based system relying on custom electronics and making
use of information from only the calorimeters and the muon system. Level 1 reduces the
32 MHz LHC event rate down to 100 kHz. The second tier, the High Level Trigger (HLT),
is a streamlined version of CMS reconstruction software (CMSSW) running on a farm of
commercial CPUs. The HLT must reduce the event rate from 100 kHz down to an average
of 1 kHz of events which will be saved for offline storage and reconstruction. While these
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selections must be quick and quite stringent, they must also be smart. There is no point
in reducing the data and keeping only a random subset of it. Rather, intelligent decisions
must be made so that the selection algorithms both distinguish known interesting physics
processes (e.g. Drell-Yan and Higgs production) from QCD multijet events, and also not
biasing themselves away from what new physics could be out there. The need to remove
background QCD multijet processes from more interesting physics is immediately apparent
when one compares the ∼ 70 mb proton-proton collision cross section to the (nine orders
of magnitude smaller) 40 pb gluon-gluon fusion production cross section for the Higgs. In
order to solve these problems the CMS triggering system makes use of different selection
algorithms that target different types of topologies, both those of known interesting physics
(e.g. di-muon triggers for selecting Drell-Yan production), to the exotic (e.g. displaced
track triggers for targeting heavy, stable, charged particles). Indeed the first requirement
in any search for new physics is understanding how one can trigger on it in the first place.
The L1 trigger and the HLT are embedded in the CMS Data Acquisition System (DAQ).
The CMS DAQ is responsible for reading the raw data from the detector, building each sub-
detector’s data into a full event, shipping that even to the HLT, and then finally storage of
the selected data for transfer to the main CMS reconstruction and storage center (Tier-0).
A schematic of the CMS triggering and data acquisition system is shown in figure 6.1.
6.2 The Level 1 Trigger
The main function of the L1 trigger is to act as a gatekeeper for retrieving the data from
the detector electronics. The CMS detector electronics were designed to operate at a level
of readout of 100kHz, and this original specification continues to put a ceiling on the total
L1 accept rate. While the L1 trigger must decide each event in real time (that is, up
to every 25ns), it has a buffer that allows a maximum latency of 3.2µs before incurring
detector dead-time (time when no new data can be processed or equivalently when buffers
begin to be overwritten).
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II. MAIN DESIGN PARAMETERS 
Table 1 compares the main design parameters of the CMS 
DAQ system for Run-1 (DAQ-1) and of the new CMS DAQ 
system for Run-2 (DAQ-2). The readout rate will remain at 
100 kHz as it is limited by on-detector electronics of several 
CMS sub-systems. In order to cater for higher event sizes, 
fragments of up to 4 kB will be supported for legacy readout 
electronics based on SLINK-64 [6]. For new readout 
electronics based on uTCA, the new readout-link standard 
SLINK-express will be supported with fragment sizes up to 
8 kB. The total bandwidth of the DAQ system will be doubled 
to 200 GB/s, allowing for event sizes up to 2 MB, which 
includes a large margin. As in Run-1, the new DAQ-2 system 
will build events in two stages (see Fig. 1). But unlike in Run-
1, where a cost-effective switch with the required capacity was 
not available, advances in network technology made it 
possible to implement the stage-2 (core) event builder with a 
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Run-1. In Run-2, the high-level trigger will therefore run on 
dedicated FU machines connected to the BUs via 1/10/40 Gb/s 
Ethernet. 
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Fig. 1.  Over-all architecture of the new CMS DAQ system for Run-2 of the LHC. See text. 
 
 
Figure 6.1: A schematic of the CMS triggering and data acquisition systems taken from
Ref. [91]
.
Between Run 1 and Run 2 the L1 trigger underwent significant upgrades in order to
deal with the higher luminosities and center-of-mass energy expected in Run 2. While still
making use of Field Programmable Gate Arrays (FPGAs) for implementation of algorithms,
one main feature of the upgrade is the switch of telecommunication standard from VME
to µTCA. This switch allows for the higher data throughput needed in Run 2 and also
brings more standardized communication among CMS sub-detector electronics.
In order to decide whether or not to accept an event the L1 trigger must first aggregate
the sub-detector information in order to look for physics objects such as muons, jets,
and energy sums. First the information from the calorimeters is combined and energy
based objects (e.g. Electrons, jets, etc.) are created. In parallel the information from all
three muon detectors is used to make muon candidates. The information from both the
calorimeters and the muon system is combined and sent to the µGT, which is an FPGA
that implements the final global selection algorithms based on the information passed to it
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from the sub-detectors. Figure 6.2 shows the data flow from the sub-detectors through the
L1 trigger. After making a decision the µGT then sends back to the detector electronics a
Level 1 Accept (L1A) signal which then tells the electronics to pass the information along
to DAQ for HLT reconstruction.
4 Chapter 1. Introduction & Overview
Figure 1.1: Dataflow for the overall trigger upgrade. Details are given in subsequent chapters.
1.3.1 Calorimeter Trigger Upgrade
The input to the calorimeter trigger system comes from the hadronic calorimeter (HCAL) and
the electromagnetic calorimeter (ECAL).
The HCALwill be upgraded in stages between LS1 and LS2 [5]. The upgraded HCALwill offer
several improvements which feed into the trigger at different stages of the HCAL upgrade. In
LS1 the forward section of HCAL (HF) will have new back-end electronics (trigger and read-
out electronics) that will provide finer granularity information to the trigger. The upgrade of
the HCAL barrel and endcap front-end electronics in LS2 will provide high-precision timing
information and depth segmentation information. The upgraded HCAL will provide an op-
tical interface and will be capable of providing duplicate information to both the current and
upgraded calorimeter triggers.
The ECAL will require new mezzanine cards to convert the output to optical format. These
cards will also duplicate the data allowing the development of the upgraded trigger in parallel
with running the current trigger. Figure 1.2 shows how the splitting of ECAL andHCAL signals
will occur between new and old trigger systems.
The current calorimeter trigger concept is based on the reduction of input data volume through
several stages. At each stage objects are identified and sorted and the best candidates for-
warded to the next stage. The jet finding is based on coarse sums of the input calorimeter
towers. The implementation is based on both ASICs and FPGAs.
In the upgraded trigger the use of powerful FPGAs and fast optical links will allow the full
Figure 6.2: A schematic of the data flow in the Level 1 Trigger. Taken from Ref [92]
6.2.1 The Calorimeter Trigger
The information from each calorimeter is read out in trigger towers that are time multi-
plexed over optical links and sent to the calorimeter trigger. The full information from
each event is sent over independent data links and processed by independent processor
nodes. In this way the calorimeter trigger has access to the full event data at a high level
of granularity. The calorimeter trigger proceeds serially thro gh the trigger towers select-
ing e/γ (not having information from the tracker t e L1 trigger is u able to distinguish
between electrons and photons), jet, and tau objects as well as computing energy and
missing energy sums.
As it constructs candidates, the calorimeter trigger is also able to apply pileup subtrac-
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tion, using the number of calorimeter regions with non-zero transverse energy as a proxy
for the number of pileup interactions. The corresponding corrections are stored in a look
up table (LUT) and are used to correct the energy of e/γ, jet, and tau objects. Figure
6.3 shows the performance of e/γ (right) and jet triggers (left) using 2016 data. Both
objects plateau at fully efficient and show sharp turn-ons with respect to offline energy
measurement.
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Figure 6.3: Level 1 efficiency for non-isolated e/γ triggers (left) and jet triggers (right)
measured with early 2016 data. Take from Ref. [93].
6.2.2 The Muon Trigger
A key aspect of the upgrade to the L1 trigger between Run 1 and Run 2 was the change
in how muons are reconstructed. Previously, each muon sub-detector (i.e. the DTs, CSCs,
and RPCs) had its own track finding algorithm that was based on the information from
that sub-detector alone. Now however, the muon trigger collects data from all three sub-
detectors and partitions it into three regions corresponding to the geometry of the detector:
• Barrel Muon Track Finder (BMTF) - covering |η| < 0.9 which contains both DTs
and RPCs
• Overlap Muon Track Finder (OMTF) - covering 0.9 < |η| < 2.1 which contains both
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RPCs and CSCs
• Endcap Muon Track Finder (EMTF) - covering 2.1 < |η| < 2.5 which contains only
CSCs
There are several immediate benefits to combining the information from the sub-
detectors before making tracks, rather than first making smaller tracks and then combining
for full tracks. First, it is possible for linking between the sub-detectors to fail when making
tracks before combining if there is a missing hit (due to acceptance, dead channels, etc.)
in one of the sub-detectors. Combining the information first would allow the full track to
be reconstructed even in the presence of a missing hit which makes the trigger significantly
more robust. Second, as each additional hit improves the pT resolution and fake rejection,
combining all of the information allows for higher resolution pT measurements and lower
rates of fake muons. Further, in the overlap region in particular, where the geometry of the
magnetic field is quite complicated, making use of the information from all sub-detectors
improves muon reconstruction. The muon trigger combines the muon candidates from all
separate track finding regions and sends the four highest pT candidates to the µGT.
Figure 6.4 shows the performance of single muon triggers during 2016 data-taking.
6.2.3 The µGT
The µGT combines the information from the calorimeter and muon triggers and uses it to
implement the L1 selection algorithms (L1 Menu). With the upgraded system the µGT
is capable of performing significantly more complicated algorithms using the candidates
(e.g. combining calorimeter and muon information to calculate muon isolation, finding the
invariant mass of two candidates, etc.). This flexibility allows for more complicated L1
selection that in turn allows for keeping L1 rates down by requirements on these additional
variables as opposed to simply raising energy or pT thresholds. When an event satisfies any
of the L1 triggers in the L1 Menu its information is read out by the DAQ and transferred
to the HLT for further processing.
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Figure 6.4: Efficiency of L1 single muon triggers during 2016 (with zoomed version right).
Taken from Ref. [93].
6.3 The CMS Data Acquisition System
The main responsibilities of the CMS DAQ are to
• Read out the data from the detector
• combine the data from the different sub-detectors for each event
• transfer the data to the HLT for processing
• send the data for the selected events to the CMS Tier-0
The CMS DAQ fulfills these by making use of high-speed optical readout links, which
are connected via Ethernet to the core event builder. The core event builder consists of
read out units (RUs) and builder units (BUs). The function of the RUs is to combine the
data from the sub-detectors into a form readable by the BUs, which then actually assemble
the data into events. Connected to each BU are filter units (FUs) which operate the HLT
software. These FUs are tasked with processing events which are fed to the BUs in real
time. The full data flow can be seen in figure 6.1.
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6.4 The High Level Trigger
The CMS High Level Trigger (HLT), as described above, is a suite of software based
selection algorithms which are run on a farm of commercial CPUs. The selection algorithms
are generally based on some combination objects in, or characteristics of, the event and
the naming convention is generally HLT (object/characteristic selection). An example of
such a selection would be events containing at least one muon with pT above 40 GeV (i.e.
HLT Mu40). These selection algorithms are referred to as trigger ’paths’ and the suite
of them used to take data is referred to as a trigger ’menu’. When an event is processed
by the HLT, processing proceeds down each of these trigger paths until the event reaches
the end (i.e. is selected), or fails some intermediate selection. In general trigger paths are
composed of mini-reconstruction stages which are alternated with selection in order to stop
processing an event as soon as possible.
The CMS HLT farm is a distributed computing system composed of several different
machine generations, the details of which (including machines tested but not purchased)
are contained in table 6.1. Included are machines used in the farm, machines that were
tested but ultimately not purchased, as well as the offline (i.e. not part of the farm)
machines that are used to benchmark HLT performance. These benchmark machines have
CPUs based on the Ivy Bridge architecture and will often be the source of data on HLT
performance shown throughout this chapter.
As described above, the data from the detector is sent to Builder Units which have
several Filter Units attached to them. The Builder Units compile the data from the different
channels of the detector into single events and then ship those events to the Filter Units
which run the actual HLT software. Hence, the Filter Units must be able to process
events, on average, at least as quickly supplied to them by the Builder Units. As different
generations take longer to process than others, and of course different events can take
more or less time to process, there is a load-balancing system which attempts to evenly
distribute events among the Builder Units. That system, together with the buffers present
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CPU Name X5650 E5-2670 E5-2650v2 E5-2680v3 E5-2690v3 E5-2697v3 E5-2680v4
Architecture Westmere Sandy Bridge Ivy Bridge Haswell Haswell Haswell Haswell
Cores/CPU 6 8 8 12 12 14 14
NUMA/CPU 1 1 1 1 1 1 2
Base Freq. 2.66 GHz 2.60 GHz 2.60 GHz 2.50 GHz 2.60 GHz 2.60 GHz 2.40 GHz
Max Freq. 3.02 GHz 3.30 GHz 3.40 GHz 3.30 GHz 3.50 GHz 3.60 GHz 3.30 GHz
Cores in farm 3456 4096 0 8640 0 0 9072
Lifetime 2011-2015 2012-Present N/A 2015-Present N/A N/A 2016-Present
Table 6.1: Detailed specifications of the CPUs tested for the CMS HLT farm including
those actually used by the farm. The NUMA/CPU row refers to the number of NUMA
nodes on the processor and the lifetime row refers to the years during which that CPU
generation was operational in the farm. The maximum frequency is obtained via Intel’s
TurboBoost.
in the machines allow for the average processing speed to be in line with the average event
rate (i.e. some Filter Units of the farm can be processing slow events while others churn
through fast events).
Thus far the discussion has focused on the processing ability of the farm because it
constitutes one of the two core operational goals of the CMS HLT:
• Process events quickly enough to avoid dead-time.
• Reducing event rate to be in-line with CMS computing abilities and physics goals.
Later on we will discuss the physics performance of several HLT paths, including their
ability to select signal events while having a minimal impact on the rate of saved events,
while throughout this chapter we will focus on the abilities of the HLT to efficiently process
events in terms of time required to make a decision on whether or not to save the event.
The two boundary conditions involved in the task of processing events quickly enough to
avoid dead-time are:
• The input rate from the Level-1 Trigger
• The number of simultaneous instances of HLT software (jobs) that can be run by the
farm
These two combine to give a simple expression for the processing time budget that is
available to the HLT farm:
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TBudget =
Njobs
Input Rate
With O(10k) cores (each core being able to run one job of HLT software) in the HLT
farm and 100kHz input rate the timing budget for the CMS HLT is on the order of hundreds
of milliseconds.
6.4.1 The FastTimerService
The tool used to measure the processing time performance of the HLT is called the Fast-
TimerService. It is a CMS module written in C++ and making use of the time and
sys/time [94] libraries to calculate the current time and keep track of differences in time
between the beginning and end of processing. The CMSSW framework allows for timing
the performance of individual modules, each trigger path, and the process as a whole.
Before making use of any measurement, it is good to first understand the precision of
that measurement. Hence, even though the C++ libraries give timing precision on the
order of nanoseconds, it is good to know how reproducible, or precise, the timing results
of a full trigger menu are over a few tens of thousands of events. Here the precision is
really the precision of the CPU, or the reproducibility of the CPUs performance. Shown
in figure 6.5 are the results of running the same HLT menu over the same input on the
same machine for the two benchmark machines available to CMS (known as vocms003
and vocms004). The resulting distribution is fit with a Gaussian and the result width is
taken as the precision of the measurement of a menu’s performance. For both machines
the resolution is within 1 millisecond. The structure of the plot for the vocms004 machine
was later traced to another user running jobs during this test, with the results which are
skewed to higher values all occurring while that user was running jobs. Indeed the subject
of CPU performance versus CPU load will be a theme in later sections.
Another important aspect of understanding the timing performance of an HLT menu
is the time spent in I/O operations. For the full farm, the latency of I/O operations is
81
hist
Entries  100
Mean    43.89
RMS    0.3118
Processing Time (ms)
41 41.5 42 42.5 43 43.5 44 44.5 450
2
4
6
8
10
12
14
16
18
TimerService Resolution Test VOCMS003
hist
Entries  150
Mean    39.94
RMS    0.5064
38 38.5 39 39.5 40 40.5 41 41.5 420
5
10
15
20
25
TimerService Resolution Test VOCMS004
Figure 6.5: Resolution of the measurement of the performance (i.e. average event pro-
cessing time) of an HLT menu for the benchmark timing machines (vocms003 left, and
vocms004 right). The exact same menu was run over the same input 100 times and the
resulting distribution was fit with a Gaussian. The RMS of the fitted Gaussian is taken
as the precision of the measurement of the performance of the menu and is less than 1
millisecond for both benchmark machines.
extremely reduced by the use of RAM disks, but tests done on the offline machines rely
on magnetic hard drives to supply the data. Fortunately, the input data is read via the
first operation (or the first trigger path) executed in the menu and hence its effect on the
timing measurement can be isolated by asking the measurement to ignore this first path.
Figure 6.6 shows the result of taking into account or not the time spent reading in the
data for two different pileup points (the time spent reading in data is expected, and indeed
is, dependent on the size of the data, which in turn scales with the level of pileup in the
event). As shown, the timing of reading input data on the offline machines can be up to
10% of the total menu time. Hence correctly ignoring this time brings a corresponding
improvement in the accuracy of our measurement of the performance of the HLT menu.
In general offline timing tests are done without writing out any output and hence do not
need to worry about artificial inflations from this source.
6.4.2 Performance Estimates Ahead of Run 2
A detailed study of the performance projections of the CMS HLT was made necessary by
several changes between the running conditions (including both those of the LHC and of
82
processing time [ms]
0 50 100 150 200 250 300 350 4000
0.02
0.04
0.06
0.08
0.1
0.12
0.14
Paths processing time
skipFirstPath = False: 146.54
skipFirstPath = True: 137.54
processing time [ms]
0 50 100 150 200 250 300 350 4000
0.05
0.1
0.15
0.2
0.25
Paths processing time
skipFirstPath = False: 79.51
skipFirstPath = True: 72.84
Figure 6.6: Timing histograms showing the fraction of events versus processing time while
testing the time spent reading in the data for pileup 40 (left) and pileup 20 (right). The
identifier ’skipFirstPath = True’ corresponds to ignoring the time spent reading the data
when calculating the time for each event while ’False’ corresponds to including it. The
numbers in the legend correspond to the average processing time for that scenario in
milliseconds.
the HLT itself) of 2012 and those anticipated in 2015. Starting with the LHC, the increased
center-of-mass energy for 2015 meant that the rate of interesting physics processes (those
that you would want to save for offline reconstruction and storage) would be several times
larger than in 2012. As an example, compare the 20.5 nb estimated cross section for
W → lν at 13 TeV to the measured cross section of 12.21 nb for the same process at 8
TeV [95] (l means either e or µ). With typical increases such as above in the cross sections
of interesting physics processes, the HLT would face serious challenges to maintain high
performance selection while also staying within the timing budget. In addition to the
increased center-of-mass energy the LHC was also expected to operate at significantly
higher levels of instantaneous luminosity and pileup than in 2012. This higher level of
pileup means an increased number of energy, particles, tracks, etc. in the event which in
turn causes a reduction in the speed with which the HLT is able to reconstruct and select
events. The, switching to the changes of CMS, during the long shutdown between 2012 and
2015 the CPUs used by the HLT filter farm underwent considerable turnover with a whole
generation of CPUs being retired and a new generation being purchased. This overhaul
meant that a detailed study of the performance of the new generation with respect to the
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previous was needed in order to derive an accurate budget for the HLT processing time that
CMS would have available in 2015. Lastly, the CMS reconstruction software underwent
significant changes in order to improve timing performance.
Hence, in order to derive and accurate estimate of the changing HLT performance
between Run 1 conditions and Run 2 conditions, the three main changes above needed
detailed testing. Further, in order to accurately compare the results of different tests,
the performance of each machine had to be measured throughout a range of CPU load.
These latter tests were necessary in order to isolate the effects of Intels TurboBoost and
HyperThreading technologies. The ability to measure the effect of CPU load on test results
allows one to extrapolate the performance of a single test job to the performance of the
HLT farm as a whole, essentially the difference between running a single job on a machine
and running the machine fully loaded. Here again, and throughout, the word job means a
single instance of HLT software.
6.4.2.1 HLT Timing vs. CPU Load
In order to test the performance of the HLT versus CPU load, the CPU was first loaded
with a single job. When that was complete it was loaded with two jobs, then three, and so
on until the number of jobs was equal to the total number of threads available to the CPU.
In this way one is able to capture the effects of both TurboBoost and HyperThreading on
the performance of the HLT. For all tests each job was tasked to its own core of the CPU.
Each machine tested contained two CPUs and the order of progression of the load was to
first fill one without using HyperThreading, then the other again without HyperThreading,
then HyperThread the first, and finally HyperThread the second. Figure 6.7 shows the
results for four of the CPU generations in table 6.1 at every possible working point of
occupancy (left) and the results for all generations in table 6.1 used or tested for 2015
at a selected number of states of CPU occupancy (right). The values of processing time
are averaged over all of the running jobs. In the left plot of figure 6.7 one can clearly see
the effects of TurboBoost and HyperThreading. For instance, focusing on the blue points
84
Number of Simultaneous Jobs
0 10 20 30 40 50
Av
er
ag
e 
Pr
oc
es
sin
g 
Ti
m
e 
(m
s)
0
20
40
60
80
100
120
140 CMS
Preliminary
2012, 8 TeV
CPU Scenario
Westmere X5650 @ 2.66/3.06 GHz
Sandy Bridge E5-2670 @ 2.6/3.3 GHz
Ivy Bridge E5-2650v2 @ 2.6/3.4 GHz
Haswell E5-2690v3 @ 2.6/3.5 GHz
1 job 1 job NUMA NUMA CPU Full 2 jobs HT NUMA HT CPU HT Full HT
Av
er
ag
e 
Pr
oc
es
sin
g 
Ti
m
e 
(m
s)
0
20
40
60
80
100
120
140
CPU Scenario
Westmere X5650 @ 2.66/3.06 GHz
Sandy Bridge E5-2670 @ 2.6/3.3 GHz
Ivy Bridge E5-2650v2 @ 2.6/3.4 GHz
Haswell E5-2697v3 @ 2.6/3.6 GHz
Haswell E5-2690v3 @ 2.6/3.5 GHz
Haswell E5-2680v3 @ 2.5/3.3 GHz
CMS
Preliminary
2012, 8 TeV
Figure 6.7: Average processing time for various CPU configuration scenarios. Timing was
measured using 2012 8 TeV data consisting of events collected by only requiring a Level
1 Trigger Accept. The tests were performed using the 2015 CMS HLT reconstruction
software over data which had an average of 30 pileup collisions. The meaning of bin labels
for the right plot is as follow: 1job - 1 job on the CPU; 1job NUMA - one j ob running on
each NUMA node; NUMA - running a single CPU with one of its NUMA nodes filled; CPU
- running the machine with one of its CPUs fully loaded; Full - running both CPUs on the
machine fully loaded; 2 jobs HT - two jobs running on the same core using HyperThreading;
NUMA HT - the same as NUMA but doubling the jobs and using HyperThreading; CPU
HT - the same as CPU but doubling the number of jobs and using HyperThreading; Full
HT - the same as Full but doubling the number of jobs and using HyperThreading. NB:
The Sandy Bridge E5-2670 points only go up to 30 because the test machine did not have
enough RAM available to run 32 jobs at once. Similarly, the Westmere X5650 machines
only had enough RAM to run 22 jobs simultaneously and hence the test for it stops there.
(the Haswell E5-2690v3), the performance degrades quickly as the machine is initially
loaded (due to the ’boost’ of TurboBoost degrading) until a flattening out from 12-24
jobs running. The flattening out is the loading of the other CPU, whose performance is
essentially independent of the load on the first. In fact the dip at 13 jobs is due to the single
job running on the second CPU getting its full ’boost’ from TurboBoost. After 24 jobs
however, the processing time rapidly increases due to the beginning of HyperThreading of
the first CPU and continues to degrade until the machine is fully loaded.
6.4.2.2 Effects of CMSSW Changes on HLT Timing
As mentioned above, the CMS HLT reconstruction software underwent considerable changes
between 2012 and 2015 with a key goal being an improvement in HLT processing time.
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Figure 6.8 shows the comparison in HLT timing between the version of CMSSW used in
2012 and that used in 2015 across a full range of CPU occupancy. The tests were con-
ducted on the machines with Sandy Bridge architecture and performed with the exact same
HLT menu and input. Hence the only difference is the underlying reconstruction between
the CMSSW releases. The performance with the 2015 version of CMSSW is roughly 25%
better than the 2012 version across the full range of CPU occupancy.
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Figure 6.8: Average processing time per event as a function of CPU load. Each job is
tasked to a specific processor so that HyperThreading becomes active at point 17, where
both CPUs have been filled and one extra job is added. Timing was measured using 2012
8 TeV data consisting of a set of events which pass any Level 1 Trigger. The black points
show performance using the HLT reconstruction software used in 2012 while the blue show
the performance using the upgraded software which CMS will deploy in 2015. The HLT
menu in both scenarios is the same so that the new reconstruction software is running the
same selection algorithms as those used in 2012.
6.4.2.3 Effects of Pileup on HLT Timing
During Run 1 of the LHC the average number of pileup interactions in CMS peaked around
30 at the beginning of a fill and degraded as the fill went along, normally reaching a value
between 15-20 before the fill was dumped. However, the average pileup was expected to
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increase to greater than 40 interactions per bunch crossing in 2015. In order to estimate
the effect of pileup on HLT timing, several different pileup points were measured using 2012
data. Figure 6.9 shows the results for several different CPU generations. The data collected
at levels of pileup between 20 and 33 was taken during normal running conditions, while
the three higher pileup points were data taken in special running conditions with reduced
total number of bunches in the accelerator. As shown, the HLT processing time degrades
linearly with pileup for all CPUs.
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Figure 6.9: Average processing time versus pileup for several different CPU generations.
The performance was measured using 2012 8 TeV data consisting of a set of events passing
any Level 1 Trigger. The machines were tested running with one CPU fully loaded without
HyperThreading and using the 2015 CMS HLT reconstruction software. The difference in
slope between the pileup 20 to 33 points and those between 44 and 63 is due to the fact
that the higher pileup runs were taken without out-of-time pileup present.
6.4.2.4 Obtaining a Timing Budget and Predicting Performance for 2015
With the studies above (all using 2012 data), detailed knowledge had been obtained about
• The relative performance of different CPU generations in the farm
• The effects of Intel’s TurboBoost and HyperThreading technologies - allowing for
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CPU Single Job Fully Loaded (with HyperThreading)
X5650 (Westmere) 226 ms 367 ms
E5-2670 (Sandy Bridge) 172 ms 310 ms
E5-2650v2 (Ivy Bridge)* 162 ms 316 ms
E5-2680v3 (Haswell) 141 ms 283 ms
Table 6.2: Timing budget per machine generation for the CMS HLT filter farm in 2015.
*The filter farm does not contain any Ivy Bridge machines, but since it is used by CMS as
a benchmark machine it is listed here.
knowledge of how to transfer results from running a single job on a benchmark ma-
chine to performance of the farm as a whole
• The scaling of HLT processing time with the amount of pileup in an event
Using these, and the configuration of the CMS Filter farm in 2015 (table 6.1), a timing
budget can be derived for 2015 operations. This timing budget represents the maximum
average processing time for a single job running on a particular CPU and hence must be
expressed in terms of which CPU is used for the timing test. Table 6.2 shows the timing
budget for each of the machines used by the Filter farm in 2015 as well as the benchmark
timing machines used for offline measurements.
The list of information at the start of this section leaves out only an estimate of
the effects of the increased center-of-mass energy. For this study Monte Carlo simula-
tion was used to prepare samples of minimum bias proton-proton collisions at a center-
of-mass energy of 13 TeV. Samples were prepared at two different luminosity values:
7e33 and 1.4e34 cm−2s−1, which respectively correspond to pileup levels of 20 and 40.
The resulting distributions of HLT processing times are shown in figure 6.10 and were run
on the Ivy Bridge based benchmark machines. Using those machines, the average process-
ing time in the highest pileup scenario expected was 160 ms, which is in full accord with
the processing time budget obtained above and listed in table 6.2.
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Figure 6.10: Processing time distribution for both main instantaneous luminosity scenarios
expected in 2015. The black line shows the performance for an instantaneous luminosity
(average number of pileup collisions) of 7e33 cm−2 s−1 (20) while the blue shows perfor-
mance for 1.4e34 cm−2 s−1 (40). The timing was measured using 13 TeV Monte Carlo
simulating proton-proton collisions which were required to pass any Level 1 Trigger and
represents expected HLT performance in 2015. The CPU used for measuring this perfor-
mance was the Ivy Bridge based E5-2650v2 which was configured to run only a single job
for each test.
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6.4.3 HLT Performance During 2015
The delivered level of pileup in 2015 was significantly lower than the maximum level ex-
pected. Figure 6.11 shows the pileup distribution in data during 2015 where one can see
the mean is ∼ 15.5, which is considerably less than the 40 that was possible. Hence the
performance of the HLT was significantly under the timing budget, with average processing
times of roughly 45− 50 ms. The performance for two of the HLT menus used during the
2015 data taking period are shown in figure 6.12.
Figure 6.11: Pileup profile for 2015 data taking.
6.4.4 HLT Performance During 2016
6.4.4.1 Multi-threading tests
In 2016 CMS switched from single-threaded processing to using multi-threaded processing
both for offline and HLT reconstruction. With this change it became necessary to under-
stand the best configuration in which to operate in terms of the number of threads available
to each job. In order to test this, the timing and the throughput (number of events pro-
cessed per second) were measured using one CMSSW HLT process but an ever increasing
number of threads. That is, first the HLT menu was run single threaded, then with two
threads, then three, etc. For each point in the test the mother HLT process was tasked
to a number of cores equal to the number of threads. These tests were then compared to
the same processing time and throughput for the same number of single-threaded jobs as
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Figure 6.12: Processing time distributions for two HLT menus used during 2015. The red
line corresponds to a new HLT menu (v4.4) than the black (v4.3).
there are threads in the first test. Comparing the ratio of these two tests allows for the
normalization of effects of TurboBoost.
Figure 6.13 left shows the comparison between the average throughput per thread (job)
for multi-threaded (single-threaded) jobs run on the Ivy Bridge benchmark machine, while
the right plot shows the ratio between the two. One can see a plateau until the number of
threads exceeds 4. Based on this result CMS operated the HLT software in quad-threaded
jobs during 2016.
6.4.4.2 Online Performance
While the average level of pileup during 2015 came in lower than expectations, during 2016
the LHC had a very successful luminosity program and quickly raised the level of pileup
above that of 2015 until finally reaching peak average pileup of great than 50 for some
fills. This rapid increase in the level of pileup necessitated a concerted effort in order to
monitor, and improve, the performance of the HLT.
In order to first understand the current situation of the HLT farm, software was devel-
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Figure 6.13: Average throughput per 10 seconds per thread (job) for mult-threaded (single-
threaded) jobs (left), and the ratio (right). The performance is roughly identical until the
number of threads per job exceeds 5.
oped in order to take the various information produced by the CMS online data quality
monitoring systems and stitch it together in order to paint a coherent picture of the status
of the farm. The main goal was to monitor the processing time behavior versus instanta-
neous luminosity (equivalent to versus level of pileup once the machine was full). Example
plots are shown in figure 6.14. In the left plot is a comparison of several fills with Hyper-
Threading enabled on the farm, while the right plot is with HyperThreading disabled. The
different colors correspond to different fills. The timing is seen to be linear vs. luminosity
with HyperThreading disabled and non-linear with it enabled. The non-linearity arises
from the competition between threads for resources as the processing time increases. Es-
sentially, the slower the processing time, the more each thread competes for CPU resources,
which then further degrades performance. Also apparent is the effect of several improve-
ments to CMSSW made throughout 2016. Throughout the year, the HLT reconstruction
received roughly a 25% performance increase, which greatly eased the burden on the farm
and allowing more complicated trigger paths to run at higher luminosities.
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correspond to different fills, often taken with different versions of CMSSW. The later
versions of CMSSW used show roughly a 25% performance increase over those used for
earlier fills.
6.5 CMS Integrated Luminosity in Run 2
Figure 6.15 shows the integrated luminosity taken by the CMS experiment during both
2015 and 2016. CMS recorded 3.81 fb−1 during 2015 and 38.27 fb−1 during 2016 and
certified as good for physics 2.3 fb−1 and 33.59 fb−1 for each year respectively.
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Figure 6.15: CMS recorded integrated luminosity during 2015 (left) and 2016 (right). The
corresponding amount of luminosity that was declared good for physics is 2.3 fb−1 and
33.59 fb−1 for 2015 and 2016 respectively.
Chapter 7
Search for fermionic top quark partners
7.1 Theoretical motivation and context
With the discovery of the Higgs boson by ATLAS and CMS during Run 1 of the LHC, and
the lack of discovery of any other new particles, the Naturalness Problem was edified as
being of utmost interest to particle physicists. While the CMS Run 1 search for an X5/3
particle pushed the exclusion to 800 GeV [88], there is still strong motivation to search for
it with the increased center-of-mass energy of Run 2 in order to truly probe the TeV scale.
The analysis below not only extends the search to the increased center-of-mass energy of
Run 2, but also to partial compositeness scenarios where the decay of the X5/3 can occur
through either partially or fully right- or left-handed couplings to the W-boson/top quark
vertex. The X5/3 particle comes in an SU(2) doublet with another top-quark-like partner
T:
Q′ =
 X5/3
T
 (7.1)
Partial compositeness allows the T quark to mix with the SM top-quark through Yukawa
couplings. The mass part of the Lagrangian in these models is then, after the Higgs with
its VEV, v, and following the derivation in [62], the relevant fermion mass terms are1:
1Here, we ignore mixing of the 3rd generation SM quark doublet (t, b) with the two lighter SM quark
doublets.
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LMass = −ytv√
2
t¯LtR − xT¯LtR −MX T¯LTR −MXX¯LXR + h.c. (7.2)
where only the third generation mixing is considered, MX is the mass of the X5/3, x is the
mixing between the SM top quark and the new T, T is the field for the new T particle, and
X is the field for the X5/3 particle. The above Lagrangian results in a new mass matrix for
the SM top quark and the new T quark with the mass eigenstates being a mixture of the
two fields. Defining the level of mixing for right- and left-handed fields in terms of angles
as:
sin(θR) =
MXx√
(M2X −m2t )2 +M2X |x|2
, sin(θL) =
mt
MX
sin(θR) (7.3)
where mt is the mass of the SM top quark, leads to re-parametrizing the charged SU(2)
interactions as:
LX = − g√
2
(
sin(θR)W
+
µ X¯RγµtR + sin(θL)W
+
µ X¯LγµtL + h.c.
)
(7.4)
Hence mixing between the SM top quark and the new T generates couplings between
the X5/3 and SM top quark that can be more right- or left-handed depending on the
level of compositeness in the model. The choice of these couplings has a distinct effect
on the kinematics of the same-sign dilepton final state. Figure 7.1 shows the different
pT distributions for X5/3 samples with either fully right- or left-handed couplings and
demonstrates the difference between the spectra when the W-boson from the top quark is
more boosted (which tends to happen at higher X5/3 masses).
The above parametrization assumes a 100% branching ratio of the X5/3 particle decay-
ing to tW and that is the choice considered in this analysis. However, the coupling to light
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Figure 7.1: pT distribution of the lepton from the W boson in the event which is itself the
daughter of a top quark (as opposed to the W boson produced in the initial X5/3 decay)
for left-handed X5/3 (left) and right-handed X5/3 (right).
generations is not fully excluded [96]. In models where the X5/3 is allowed to decay to light
quarks, the decay to top quarks remains the dominant mode, hence still allowing a sizable
branching ratio to the same-sign dilepton final state. With this choice the mixing angles
take on flavor indices which results in the third generation left-handed coupling being less
constrained than the third generation right-handed coupling [62]. Hence, while the choice
of model for this analysis favors a stronger coupling for right-handed X5/3 particles, the
fully left-handed approximation is a useful result for theorists to interpret based on the
level of decay to lighter generations of quarks.
7.2 Analysis Strategy
The main handle on the signal is the rare same-sign dilepton topology. The second handle
is the large number of extra jets and leptons in the signal process. These other highly
energetic objects allow for significant discrimination between signal and background based
on both the number of them (later referred to as the number of constituents) as well as
the scalar sum (now including as well the same-sign dileptons) of their pT, which will
be called H lepT . The overall strategy is a cut-and-count analysis using a combination of
the rarity of the topology with the discrimination of the above two variables to select a
region where signal dominates the background contribution. The H lepT variable is the most
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discriminating variable.
The main background for the analysis is that consisting of events where one or more
leptons arise from a fake source. This background is referred to as ’Non-Prompt’ through-
out, and is estimated using the ’Tight-Loose’ method, whose equations are detailed in the
appendix. This method is simply a way of relating events where the leptons either pass
the ’tight’ definition (i.e. the real lepton ID used in the analysis) or a ’loose’ definition to
the events that contain one or more fake leptons. At its heart it is a matrix multiplication
between the two regions, which one can really think of as a basis change between ’Tight-
Loose’ and ’Prompt-Fake’. The accuracy of the method relies on (of course) reasonable
statistics in the control region, as well as appropriate scaling. Here subtleties can arise.
The scaling relies on the probabilities of prompt and fake leptons which pass the loose
definition to also pass the tight definition (so called prompt rate and fake rate). While the
prompt rate is fairly straight-forward and universally applicable, the fake rate has clear
dependence on the source of the fake lepton. Drawing inspiration from Tolstoy: All prompt
leptons are alike, each fake lepton is fake in its own way. Hence the prediction is sensitive
to differences between the sample used to measure the fake rate, and the sample where it is
applied (i.e. the one used to predict the NonPrompt background). The analysis performs
several checks on the effects of this sensitivity as well as its overall effect on the quality of
the prediction. The associated systematic on this background is also the dominant source
of uncertainty in the overall prediction of the number of background events.
7.3 Observed and simulated datasets
Two analyses will be presented, corresponding to proton-proton collision data taken with
the CMS experiment in 2015 [97] and 2016 [98] separately. The overall analysis strategy is
the same between the two, but the increased statistics of the 2016 dataset allow for some
analysis improvements. For both analyses, the main points will be elucidated, but the
discussion of details will favor the analysis using 2016 data. In the end the results from
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the two datasets will be combined for a single result.
7.3.1 Proton-proton collision data
Data were collected at a center-of-mass energy (
√
s) of 13 TeV during the years 2015
and 2016. The 2015 dataset corresponds to 2.3 fb−1 while the 2016 dataset corresponds
to 35.9 fb−1. The 2016 dataset is further subdivided into two different triggering eras (as
described below) corresponding to 17.7 fb−1 and 18.2 fb−1 respectively. All three triggering
eras (i.e. 2015, 2016-early, and 2016-late) are treated as independent experiments with the
proper correlation of systematic variables upon combination. The standard CMS selection
of good runs and events were applied to select the data.
7.3.2 Monte Carlo Samples
The Monte Carlo (MC) samples used by the two analyses are nearly identical, with the
majority of changes being only in the version of CMSSW and conditions used for recon-
struction.
7.3.3 Background processes
Background processes were produced using Madgraph 5 (aMC@NLO 2.2.2) [99], Pythia
8.212 [100], and Powheg 2.0 [101]. Table 7.1 contains the list of background samples along
with their cross sections. Wherever possible the next-to-next-to-leading order (NNLO)
cross sections are taken. For rarer processes (e.g. WWZ) the next-to-leading order (NLO)
values are used. All background process cross sections are taken from CMS internal rec-
ommendations [102,103].
The MadGraph5 aMC@NLO event generator includes events with negative weights
as a way to take into account interference. These negative weights must be taken into ac-
count in order to properly normalize the number of events in the sample and also whenever
counting the number of events passing a selection cut or when filling histograms. Table 7.2
shows the percentage of negative weights in each sample.
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7.3.4 Signal samples
The X5/3 signal processes are generated using a combination of MadGraph5 aMC@NLO
2.2.2 [104] and MadSpin [105] for two coupling scenarios, corresponding to purely left- or
right-handed mixing of the new composite doublet with the SM top/bottom weak doublet
and denoted by LH and RH respectively. This is an improvement with respect to the 2012
analysis which did not take chirality into account. The MadGraph generator is used both
to produce X5/3 events and decay each X5/3 to a top quark and a W boson. The decays
of the top quarks and W bosons are simulated with MadSpin with each allowed to decay
fully inclusively. The signal events are simulated at leading order (LO) for various mass
values between 700 and 1600 GeV in 100 GeV steps with the signal cross sections then
normalized to the next-to-next-to-leading order using Top++2.0 [106–111]. Table 7.3 lists
the signal samples used along with the NNLO cross sections used [112].
Both signal and background MC samples are reweighted such that their pileup dis-
tribution matches that of the data of their respective analysis (i.e. either 2015 or 2016).
For all samples parton showering, hadronization, and the underlying event are simulated
with pythia 8.212, using NNPDF 3.0 [113] parton distribution functions (PDF) with the
CUETP8M1 underlying event tune [114], except for the 2016 tt sample which uses the
CUETP8M2T4 [115] tune.
7.4 Trigger
The 2015 and 2016 analyses have different triggering requirements but both are based on
the OR of several dilepton triggers. As stated above, the 2016 dataset is further divided into
two different triggering eras. The main difference between the triggering strategy in 2015
and 2016 is the switch to fully non-isolated trigger paths in 2016, at the expense of raising
lepton pT thresholds. This change is due to a decrease in signal efficiency for high mass
X5/3 when requiring HLT isolation (in particular on the sub-leading lepton which is often
produced nearby a jet from a bottom quark). The second change in triggering strategy,
99
Samples used to estimate rare SM background contributions.
Sample Name Order σ (pb)
ttW NLO 0.2043
ttZ NLO 0.2529
ttH NNLO 0.215
tttt NLO 0.009103
WZ→ 3`ν NLO 4.42965
ZZ→ 4` NLO 1.212
W±W± LO 0.03711
WWZ NLO 0.1651
WZZ NLO 0.1651
ZZZ NLO 0.01398
Samples used only for cross checks or other studies.
Sample Name Order σ (pb)
W→ `ν NNLO 29925
Z→ `+`− NNLO 5730
tt NNLO 831.76
QCD (15 < pT < 30) LO 1837410000
QCD (30 < pT < 50) LO 140932000
QCD (50 < pT < 80) LO 19204300
QCD (80 < pT < 120) LO 2762530
Table 7.1: Background Monte Carlo samples used and their cross sections. Decays not
specified are implied to be inclusive. The one exception is the ttH sample which contains
all decays of the Higgs bosons except for decays to bb¯.
Process Name
Fraction of Events with Negative Weights
2015 2016
ttZ 0.2676 0.2671
ttW 0.2433 0.2424
ttH 0.3515 0.0095
tttt 0.2912 0.2907
ZZ 0.1551 0
WWZ 0.0571 0.0576
WZZ 0.0617 0.0617
ZZZ 0.0723 0.0723
Table 7.2: Fraction of Negative Weights in Background MC Samples. Background samples
with no negative weights are not listed.
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Sample σNNLO (pb)
LH X5/3 X5/3 M-700 0.455
RH X5/3 X5/3 M-700 0.455
LH X5/3 X5/3 M-800 0.196
RH X5/3 X5/3 M-800 0.196
LH X5/3 X5/3 M-900 0.0903
RH X5/3 X5/3 M-900 0.0903
LH X5/3 X5/3 M-1000 0.0440
RH X5/3 X5/3 M-1000 0.0440
LH X5/3 X5/3 M-1100 0.0224
RH X5/3 X5/3 M-1100 0.0224
LH X5/3 X5/3 M-1200 0.0118
RH X5/3 X5/3 M-1200 0.0118
LH X5/3 X5/3 M-1300 0.00639
RH X5/3 X5/3 M-1300 0.00639
LH X5/3 X5/3 M-1400 0.00354
RH X5/3 X5/3 M-1400 0.00354
LH X5/3 X5/3 M-1500 0.00200
RH X5/3 X5/3 M-1500 0.00200
LH X5/3 X5/3 M-1600 0.001148
RH X5/3 X5/3 M-1600 0.001148
Table 7.3: Signal Monte Carlo samples and their cross sections.
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which corresponds to the difference between 2016-early and 2016-late, is the introduction
of asymmetric lepton pT thresholds. With the increased luminosity of 2016, it became
difficult to keep both lepton pT thresholds as low as in 2015 due to HLT rate constraints.
However, by raising the leading lepton pT threshold it was possible to lower the threshold
on the sub-leading lepton pT while staying within the overall rate budget. This asymmetry
allows for a lower offline pT requirement on the sub-leading lepton and preserves signal
efficiency for left-handed X5/3, which, as seen in figure 7.1, has a lower pT spectrum for the
second lepton in the event. Table 7.4 details the triggering requirements in the different
years and eras.
In addition to the signal triggers described above, the analysis makes use of lower
pT single lepton triggers in order to define a control sample used for the estimation of
non-prompt leptons to the analysis. The details of these are also included in table 7.4.
Signal Region Triggers
Channel Era Leading lepton pT Sub-leading lepton pT Isolation?
Dielectron
2015 17 GeV 12 GeV Yes
2016-early 33 GeV 33 GeV No
2016-late 37 GeV 27 GeV No
Electron-muon
2015 17 GeV 12 GeV Yes
2016-early 30 GeV 30 GeV No
2016-late 37 GeV 27 GeV No
Dimuon
2015 17 GeV 8 GeV Yes
2016-early 30 GeV 11 GeV No
2016-late 30 GeV 11 GeV No
Control Region Triggers
Lepton Flavor Era lepton pT Isolation?
Electron
2015 17 GeV Yes
2016-early 17 GeV No
2016-late 17 GeV No
Muon
2015 17 GeV Yes
2016-early 17 GeV No
2016-late 17 GeV No
Table 7.4: The details of the lepton pT thresholds and isolation requirements for the
different triggering eras.
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7.4.1 Double Electron Trigger Efficiency
For the 2015 analysis, the double electron trigger efficiency is taken from another CMS
search making use of the same trigger and a similar set of offline electron identification
criteria [116] and the data-to-simulation scale factor that is derived (0.994) is applied
to MC. For the 2016 analysis, the efficiency of the dielectron trigger is measured using
the tag-and-probe technique. Requiring the tag electron to pass one leg of the trigger
allows the probe electron to provide an unbiased measurement of the efficiency of the
other leg. For the symmetric trigger this simply constitutes measuring the efficiency of a
single-electron to pass the 33 GeV pT and online ID requirements (referred to as “Ele33”).
For the asymmetric trigger it is a measurement of the two legs directly (referred to as
“Ele37” and “Ele27”). The overall trigger efficiency is then the AND of the two single-
electron efficiencies. Both the tag and the probe electrons are required to pass the offline
identification and isolation requirements used in the analysis and detailed below. The
efficiency is measured versus electron pT and separated into three bins of |η| in order to
match the regions which have different requirements on the offline electron ID.
The resulting efficiency versus pT measurements are fit with a Cumulative Distribution
Function of a Gaussian distribution (i.e. essentially an Error Function). The magnitude
as well as the mean and standard deviation of the integrated Gaussian function are left
floating in the fit. Hence the fit function takes the following form:
f(pT, p
TO
T , Aeff , σpT) = Aeff ∗
∫ pT
−∞
1√
2piσ2pT
e
−(x−pTOT )
2
2σ2pT dx (7.5)
where the parameters pTOT ,Aeff , σpT should be thought of as the turn on value of pT
for the trigger, the amplitude of the plateau efficiency, and the online-offline pT resolu-
tion respectively. Figures 7.2, 7.4, and 7.3 show the plotted efficiencies and fits while
tables 7.5, 7.7, and 7.6 report the values of the plateau efficiencies obtained for the Ele33,
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Ele37, and Ele27 legs respectively. As the offline pT thresholds are 35, 40, and 30 GeV
(again for Ele33, Ele37, and Ele27 respectively), a flat plateau efficiency is assumed for each
of the separate |η| bins and the ratio of data to MC plateau is taken as a data-to-simulation
scale factor on the performance of the trigger. However, for all three electron trigger legs,
the efficiency in the lowest pT bin used for the end-cap is lower than the plateau efficiency,
while the corresponding bin in MC has an efficiency equal to the plateau efficiency, and
hence the ratio of the value returned by the fitted function for data to the plateau efficiency
in MC is taken as the scale factor.
η Region Data Plateau Efficiency MC Plateau Efficiency
|η| < 0.8 97.97% 99.18%
0.8 < |η| < 1.442 98.58% 99.42%
1.556 < |η| < 2.4 99.21% 99.40%
Table 7.5: Efficiency the Ele33 leg in the three |η| regions used in the analysis. The ’full’
efficiency used in the analysis is the AND of the two numbers above corresponding to the
value of |η| of the electrons in the event.
 (GeV)
T
p
0 20 40 60 80 100
Ef
fic
ie
nc
y
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Efficiency for passing single leg of HLT_DoubleEle33
 < 0.8η0 < 
Data: 97.97%
: 33.0319TO
T
p
: 0.892515
T
pσ
MC: 99.18%
: 32.9648TO
T
p
: 0.889507
T
pσ
 (GeV)
T
p
0 20 40 60 80 100
Ef
fic
ie
nc
y
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Efficiency for passing single leg of HLT_DoubleEle33
 < 1.442η0.8 < 
Data: 98.58%
: 33.3347TO
T
p
: 1.18602
T
pσ
MC: 99.42%
: 33.0335TO
T
p
: 1.13037
T
pσ
 (GeV)
T
p
0 20 40 60 80 100
Ef
fic
ie
nc
y
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Efficiency for passing single leg of HLT_DoubleEle33
 < 2.4η1.556 < 
Data: 99.21%
: 33.503TO
T
p
: 1.52406
T
pσ
MC: 99.40%
: 32.3868TO
T
p
: 0.876742
T
pσ
Figure 7.2: Efficiency of an electron passing the Ele33 leg.
104
η Region Data Plateau Efficiency MC Plateau Efficiency
|η| < 0.8 98.62% 99.20%
0.8 < |η| < 1.442 98.69% 99.47%
1.556 < |η| < 2.4 99.24% 99.40%
Table 7.6: Efficiency of the Ele27 leg in the three |η| regions used in the analysis. The ’full’
efficiency used in the analysis is the AND of the two numbers above corresponding to the
value of |η| of the electrons in the event.
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Figure 7.3: Efficiency of an electron passing the Ele27 leg.
η Region Data Plateau Efficiency MC Plateau Efficiency
|η| < 0.8 98.48% 99.15%
0.8 < |η| < 1.442 98.38% 99.37%
1.556 < |η| < 2.4 98.82% 99.44%
Table 7.7: Efficiency of the Ele37 leg in the three |η| regions used in the analysis. The ’full’
efficiency used in the analysis is the AND of the two numbers above corresponding to the
value of |η| of the electrons in the event.
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Figure 7.4: Efficiency of an electron passing the Ele37 leg.
7.4.2 Cross Trigger Efficiency
As in the case of the double electron triggers, for 2015 the efficiency of the cross-channel
triggers is taken from a similar CMS analysis [116] and the data-to-simulation scale factor
derived therein (0.999) is applied to the MC samples. For the 2016 analysis, the cross
trigger efficiency is also measured using a per-leg strategy. As the online ID used in the
electron leg of the cross trigger is identical to that used in the legs of the double electron
trigger, the results above are taken for electron legs of cross triggers. For the 2016-early
triggering era, as the online threshold is only 30 GeV, the electrons are assumed to be in
the plateau efficiency for all three |η| regions. For the 2016-late triggering era the results
for the different legs are taken directly from above for the cross trigger.
The trigger logic is taken advantage of in order to measure the muon leg of the cross
trigger (either “Mu30”, “Mu37”, or “Mu27”). Specifically, the logic of the trigger is as
follows: L1 decision → muon reconstruction → MuXX selection → electron reconstruction
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and selection, where MuXX stands for either Mu30, Mu37, or Mu27. Hence no electron is
needed in the event in order to measure the efficiency of the muon leg and a tag-and-probe
method can be used. The efficiencies are measured as a function of muon pT in 5 different
|η| regions and the results are shown in figures 7.5, 7.6, and 7.7 for the Mu30, Mu37, and
Mu27 legs respectively. Finally, these efficiencies are used to derive a data-to-simulation
scale factor in order to correctly scale the MC to match the performance in data.
7.4.3 Double Muon Trigger Efficiency
For both 2015 and 2016 (the dimuon trigger is the same between the two 2016 triggering
eras), the efficiency of the dimuon trigger is measured via the ’Reference Method’. The
results here are shown for 2016, though similar performance was seen in 2015. This method
relies on a so called ’reference’ trigger to select an appropriate dataset then calculates the
final efficiency via:
Dimuon = Ref ∗ Dimuon|Ref (7.6)
A single muon trigger with a pT threshold of 17 GeV is used as the reference trigger (i.e
HLT Mu17). The efficiency of the reference trigger is measured using the tag-and-probe
technique. The low pT threshold of the reference trigger required that it be prescaled during
data taking and hence when measuring the efficiency of the probe to pass the reference
trigger the tag muon was required to have passed it. This requirement ensures that the
reference trigger was active for the event.
Due to an inefficiency at Level 1 during the 2016 run periods, which had difficulty
reconstructing two muons that were both forward (|η| > 1.2) and in same sector of φ in
the detector, this requirement on the tag firing HLT Mu17 artificially biases the efficiency
measurement to lower values when the tag and probe are nearby in φ. It is artificial
because the bias is simply the result of the fact that forcing the tag to fire HLT Mu17 also
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Figure 7.5: Efficiency of a muon to fire the Mu30 leg of
HLT Mu30 Ele30 CaloIdL GsfTrkIdVL. Top Row: Muons with 0 < |η| < 0.4 left,
and with 0.4 < |η| < 0.9 right. Middle Row: Muons with 0.9 < |η| < 1.2 left, and with
1.2 < |η| < 2.1 right. Bottom: Muons with 2.1 < |η| < 2.4
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Figure 7.6: Efficiency of a muon to fire the Mu37 leg of
HLT Mu37 Ele27 CaloIdL GsfTrkIdVL. Top Row: Muons with 0 < |η| < 0.4 left,
and with 0.4 < |η| < 0.9 right. Middle Row: Muons with 0.9 < |η| < 1.2 left, and with
1.2 < |η| < 2.1 right. Bottom: Muons with 2.1 < |η| < 2.4
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Figure 7.7: Efficiency of a muon to fire the Mu27 leg of
HLT Mu27 Ele37 CaloIdL GsfTrkIdVL. Top Row: Muons with 0 < |η| < 0.4 left,
and with 0.4 < |η| < 0.9 right. Middle Row: Muons with 0.9 < |η| < 1.2 left, and with
1.2 < |η| < 2.1 right. Bottom: Muons with 2.1 < |η| < 2.4
110
means that the tag was reconstructed at Level 1 thereby reducing the likelihood of the
probe to be reconstructed at Level 1. Clearly this is an effect of the dimuon system and is
hence not a fair statement about Level 1’s ability to reconstruct a single muon, which is
the measurement of interest when attempting to measure the efficiency of the single muon
reference trigger. Hence true efficiency for the reference trigger is the efficiency when the
tag and probe are well separated in phi (∆φ > 1). Figure 7.8 shows the results vs. pT
binned in different regions of |η|. The behavior vs. pT is flat in the barrel but has some
dependence in the overlap and forward regions of the detector.
In order to ensure that the events in the analysis are free from the effects of this L1
issue, the muons are required to be well separated in φ or not both forward and on the same
side of the detector. This requirement is only placed on the dimuon channel for the 2016
analysis and has no effect on signal events, but removes a small amount of background.
The efficiency of the dimuon trigger given HLT Mu17 was fired is calculated by first
skimming the tag-and-prove events while requiring either the tag or the probe to have fired
HLT Mu17. Then in order to measure the efficiency it suffices to ask if the pair also fired
the dimuon trigger. The results are binned by the |η| of the two muons. Figure 7.9 shows
the results for the efficiency in both data and MC as well as the resulting data-to-simulation
scale factor. As above, the muons used to measure the trigger efficiency are required to
pass the same offline identification and isolation requirements used in the analysis and
which are defined below.
To calculate the final efficiency, first the reference efficiency is calculated as:
Ref = 1− (1− Mu17(µ1)) ∗ (1− Mu17(µ2)) (7.7)
where Mu17(µ1) (Mu17(µ1)) is the efficiency of the leading (sub-leading) muon to fire
HLT Mu17. The final efficiency is then, as a reminder,
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Figure 7.8: Efficiency of HLT Mu17 versus pT. Top Row: Muons with 0 < |η| < 0.4 left,
and with 0.4 < |η| < 0.9 right. Middle Row: Muons with 0.9 < |η| < 1.2 left, and with
1.2 < |η| < 2.1 right. Bottom: Muons with 2.1 < |η| < 2.4
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Figure 7.9: Efficiency of the tag-and-probe pair to fire HLT Mu30 TkMu11 given one of
the pair fired HLT Mu17 for data (bottom right), MC (bottom left). The top plot contains
the data/MC scale factor.
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HLT Mu30 TkMu11 = Ref ∗ HLT Mu30 TkMu11|Ref (7.8)
Where the conditional efficiency is calculated based on the kinematics of the two muons
in the event and as described above.
7.5 Object Reconstruction
The analysis relies on the reconstruction of electrons, muons, jets (collimated decay prod-
ucts of quark hadronization), and EmissT . As the primary signature of this decay comprises
leptons, great care has been given to optimize the lepton reconstruction, identification, and
isolation criteria in order to maximize signal efficiency while maintaining a low background
of fake leptons. For both the 2015 and 2016 analyses the leading lepton pT requirement
is 40 GeV, while the requirement on the sub-leading lepton is 30 GeV for the 2015 and
2016-late eras, and 35 GeV for the 2016-early era.
7.5.1 Muon Reconstruction
Muons are reconstructed using a global track fit of hits in the muon chambers and hits
in the silicon tracker. For the 2016 analysis, in the dimuon channel the two muons are
required to be separated in φ (∆φ > 1.25) or not be both forward and on the same side of
the detector. As stated above, this requirement is to keep the analysis free from effects of
issues with Level 1 trigger reconstruction and has no effect on signal efficiency.
The analysis defines two types of muon identification and isolation criteria, referred to
as “tight” and “loose”. For signal selection the tight definition is used, while the loose
definition is used to estimate the contribution to the signal region of non-prompt muons.
The tight definition requires that the global fit of the track between the muon chambers
and the silicon tracker is high quality and additionally places the following requirements
on the muon:
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• dZ - the minimum longitudinal distance from the track to the primary vertex < 5 mm
• dXY - the minimum radial distance from the track to the primary vertex < 2 mm
• Number of valid hits in the muon system >= 1
• Number of stations in the muon system matched to the track>= 2
• Number of valid hits in the pixel tracker >= 1
• Number of tracker layers with hits from the muon track >= 6
Further, in order to pass the tight definition, the muon is required have value of mini-
Isolation less than 0.1 (0.2 in the 2015 analysis), where mini-Isolation (Imini) is defined as
the sum of energy around the muon in a varying cone size divided by the pT of the muon.
The value of Imini is corrected for pileup using effective area corrections [117]. The radius
used for the isolation cone (R) is defined as:
R =
10
min(max(pT, 50), 200)
The use of mini-Isolation leads to significantly larger signal efficiencies than using rela-
tive isolation (which differs by having a fixed cone size), especially at larger signal masses.
Figure 7.10 shows the signal efficiency vs. mass for the two different isolation working
points where the benefit of switching to mini-Isolation is clear. A small (∼ 2−3%) drop in
signal efficiency also is introduced by switching to the tighter working point of 2016, but as
detailed later brings a significant (∼ 50%) reduction in the amount of non-prompt muons.
The loose definition of the muon is the same between the two analyses and simply
requires that the track fit of the muon is high quality and also that it has a value of Imini
less than 0.4.
Data-to-simulation scale factors for the performance of the tight muon ID used in
this analysis are derived using the tag-and-probe technique following CMS recommenda-
tions [118]. Scale factors are binned in muon pT, η and are very close to unity. The
115
 GeVX53M
700 800 900 1000 1100 1200 1300 1400 1500
Ef
fic
ie
nc
y
0
0.2
0.4
0.6
0.8
1
Rel Iso < 0.2 LH Mini Iso < 0.2 LH
Mini Iso < 0.1 LH Rel Iso < 0.2 RH
Mini Iso < 0.2 RH Mini Iso < 0.1 RH
Figure 7.10: Efficiency of reconstructing muons vs. X5/3 mass when using the 2015 mini-
Isolation working point (blue) and the current working point (red).
efficiencies and scale factors of the muon identification criteria for the 2016 analysis are
presented in figure 7.11.
Data-to-simulation scale factors are also derived for the performance of the requirement
on muon isolation using tag-and-probe. In both the 2015 and 2016 analyses, the perfor-
mance in data and Monte Carlo is essentially identical across all bins and hence the scale
factor is taken as unity. Details for the 2016 analysis can be seen in figure 7.12.
7.5.2 Electron Reconstruction
Electron candidates are reconstructed from a collection of clusters of energy in the ECAL
matched to tracks in the tracker [119]. A multivariate (MVA) discriminant is used for
identification of electrons, however the 2015 and 2016 analyses utilize different MVAs with
different trainings owing to the differences in reconstruction between the two years. The
2015 MVA discriminant will be referred to as the “74X” MVA, while the 2016 will be
referred to as the “80X” MVA, where the naming stems from the CMSSW version used
for reconstruction. The MVA identification makes use of shower shape variables, variables
related to the probability of the electron being produced by a photon conversion, track
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Figure 7.11: Data-to-simulation scale factors (top) for muon ID efficiency as well as the
efficiencies themselves in data (left) and MC (right).
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Figure 7.12: Data-to-simulation scale factors (top) for muon mini-Isolation efficiency as
well as the efficiencies themselves in data (left) and MC (right).
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quality requirements, the distance from the track to the primary vertex, and variables
measuring compatibility between the track and matched electromagnetic clusters to select
good electron candidates [120].
As for muons, two sets of identification criteria are defined for electrons, corresponding
to a “tight” and “loose” definition. In the 2015 analysis the nominal CMS working points
(WPs) are chosen while for the 2016 analysis a custom working point is defined. The use
of a custom WP is motivated by a drop in signal efficiency from using the nominal 80X
MVA working point with respect to the performance using the 74X MVA. At each stage the
custom WP is compared to the nominal WPs provided by CMS and is found to be either
as good or better for the analysis. Table 7.8 shows the requirements on the discriminator
value for both the loose and tight working points.
Electron isolation is defined in the same way as the isolation variable for muons. In
both 2015 and 2016 the tight definition includes a requirement that Imini be less than 0.1
and the loose definition includes a requirement that it be less than 0.4.
After identification and isolation requirements the following kinematic requirements are
placed on electrons
• |η| < 2.4
• |η| < 1.4442 OR |η| > 1.566 - veto electrons that fall in the gap between the EB and
EE calorimeters
Electron η
Loose Working Point Tight Working Point
MVA Discriminant Imini MVA Discriminant Imini
0.0 < |η| < 0.8 > −0.041 < 0.40 > 0.674 < 0.1
0.8 < |η| < 1.479 > 0.383 < 0.40 > 0.774 < 0.1
1.479 < |η| < 2.4 > −0.515 < 0.40 > 0.170 < 0.1
Table 7.8: Requirements on electron MVA discriminator value and Imini for both the loose
and tight working points.
Data-to-simulation scale factors are derived for electron ID efficiency using the tag-
and-probe technique. The standard CMS tag-and-probe procedure for electrons is fol-
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Figure 7.13: Efficiency of reconstructing electrons in signal vs. pT for a TeV left-handed
X5/3 for the different MVA IDs and WPs (left) and vs. X5/3 mass (right). Our custom
WP recovers and exceeds the efficiency of 74X WP.
lowed [121]. Scale factors are binned by electron pT and η. Results for 2016 can be seen
in figure 7.14 and in general all scale factors are within 5% of unity.
Data-to-simulation scale factors are also calculated for the Imini requirement used in the
analysis. These scale factors are nearly all extremely consistent with unity. The electron
Imini scale factors for the 2016 analysis, along with the efficiencies in data and MC can be
seen in figure 7.15.
The electron charge is measured in three different ways in CMS (based on the curvature
of the track found using a Gaussian Sum Filter (GSF) algorithm, the curvature of the
track reconstructed with standard CMS tracking that is matched to the GSF track, and
the difference in φ between the hits in the pixel detector matched to the electron and
the energy deposited in the ECAL [122]. These three different methods are referred to as
’GSF’, ’CTF’, and ’ScPix’ charges respectively. Putting consistency requirements on these
different methods lowers the rate of charge misidentification for electrons. The 8 TeV search
required that all three methods agree for all electrons. Here however, this requirement is
investigated and found to be sub-optimal for high pT electrons.
In order to check the performance of these methods both the disagreeability and the
accuracy of each charge is checked. The disagreeability is defined as the percentage of
events where the charge in question disagrees with the other two, when the other two are
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Figure 7.14: Efficiencies (bottom) for data (left) and simulation (right) and scale factors
(above). The gap between the endcap and the barrel is binned separately as electrons
falling in this region are discarded. All other scale factors are consistent with unity.
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Figure 7.15: Efficiencies (bottom) for data (left) and simulation (right) and scale factors
(above). The gap between the endcap and the barrel is binned separately as electrons
falling in this region are discarded. All other scale factors are consistent with unity.
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themselves in agreement. For example if the GSF and CTF charge are in agreement, but the
ScPix charge measures the opposite sign this is counted as an event where the ScPix charge
disagrees. The accuracy is simply the percentage of times the reconstructed charge agrees
with the charge of the generator electron to which the reconstructed electron is matched.
Both of these variables are measured in signal MC requiring that the reconstructed electron
is matched to a generator electron from the matrix element process by requiring ∆R < 0.1
between the reconstructed and the generator electron. Here no ID requirements are placed
on the reconstructed electron other than that it must have a GSF track. The reason for
relying only on the matching to a prompt generator electron for identification is to avoid
any potential bias due to the ID.
As shown in figure 7.16 the ScPix charge is both more disagreeable and less accurate
than the GSF and CTF charges. The effect is especially pronounced for pT > 100 GeV, and
roughly uniform in η. Hence a ’relaxed’ charge consistency requirement is defined where
for electrons with pT below 100 GeV all three charges are required to agree, while above
100 GeV only the GSF and CTF charges are required to agree.
7.5.3 Jet Reconstruction
Jets are clustered from the reconstructed PF candidates using the anti-kt algorithm [117,
123, 124] with a distance parameter of 0.4. Jets that overlap with leptons (here “lepton”
refers to any electron or muon passing the loose definition) have the leptons removed
by matching lepton PF candidates to jet constituents and subtracting the energy and
momentum of the matched candidates from the jet four-vector. Jet energy corrections are
applied for residual non-uniformity, non-linearity of the detector response, and the level
of pileup in the event [125]. After cleaning and applying the recommended jet energy
corrections the following requirements are placed on jets in order for them to be included
in the analysis:
• pass the ’Loose’ pileup jet ID
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Figure 7.16: The accuracy (top) and disagreeability of each method of measuring the charge
of an electron vs. both eta (left) and pT (right) for TeV left handed X5/3.
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• |η| < 2.4
• pT > 30 GeV
In order to account for differences in jet energy resolution (JER) between data and
MC, the jets in MC samples are smeared according to the recommendations of CMS [126].
7.5.4 EmissT Reconstruction
The missing transverse momentum (~pmissT ) is defined as the negative of the vector pT sum
of all reconstructed PF candidates. Its magnitude is referred to as EmissT . The E
miss
T in the
event is not used in the definition of the signal region, but rather only to define a control
region enriched in non-prompt leptons.
7.6 Background Estimation
The background processes contributing to the signal region fall into three categories.
• Same-sign prompt (SSP) leptons: SM processes that decay to a pair of prompt same-
sign leptons.
• Opposite-sign prompt leptons (“ChargeMisID”): SM processes that decay to a pair
of prompt opposite-sign leptons, but where one of the leptons has its charge mis-
measured.
• Same-sign leptons involving at least one non-prompt lepton (“NonPrompt”): pro-
cesses that in themselves do not have a pair of prompt same-sign leptons, but contain
some object faking a lepton (e.g. semi-leptonic tt decays where in addition to the
prompt lepton there is a jet that fakes a lepton).
7.6.1 Same-sign prompt lepton background
Standard Model processes can produce two prompt same-sign leptons when either multiple
same-charge W bosons are produced, or are produced in conjunction with a neutral boson.
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The most processes having the largest cross sections that contribute to this source of
background are diboson production (WZ and ZZ). However rarer processes, such as ttW,
ttZ, ttH, WWZ, ZZZ, WZZ, and WW+jets can also contribute. Many of these processes
have not been observed at the LHC or are not yet well measured. The contribution from
SM events with two prompt same-sign leptons is estimated using simulation.
7.6.2 Background from opposite-sign leptons
The level of background from events involving leptons with mis-measured charges is esti-
mated by finding the probability of such a mis-measurement. For muons in the pT range
considered in the analysis, the probability of charge mis-identification is found to be negli-
gible in both cosmic ray data events [127] and MC simulation [128] and hence is taken as
zero. Measuring the probability of charge mis-identification for electrons consists of first
selecting pairs of electrons that have an invariant mass within 10 GeV of the Z-boson mass
and then counting the fraction of events where the electrons have the same charge. The
kinematic variables of the electron (e.g. pT) are taken using calorimeter driven measure-
ments and hence are not susceptible to any irregularities of the track inherent in electrons
with mis-measured charges. The charge misidentification is measured in data events in
order to be free from any biases of incomplete or incorrect detector simulation.
This mis-identification probability is binned in electron |η| and separated into two
(three) pT regions for the 2015 (2016) analysis corresponding to electrons having a pT either
less than or greater than 100 GeV. This split is to capture the effects of the relaxed charge
consistency requirement detailed above. For the 2016 analysis, the larger statistics allow
for splitting the measurement into three pT regions: (30,100], (100,200], and (200,Infinity).
The extra region was motivated by preliminary studies using the partial 2016 dataset
that suggested the charge misidentification rate was potentially increasing as a function
of electron pT. While the full 2016 dataset shows reasonably flat behavior for the charge
mis-identification rate versus electron pT (see figure 7.31), the extra pT region is kept in
order to be conservative. This higher pT region has the number of |η| bins decreased in
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order to preserve statistics.
In order to measure the rate of charge mis-identification for electrons with pT less than
100 GeV, events are selected where both electrons have pT less than 100 GeV and where
the electrons fall in the same |η| bin. The mis-identification rate (PCMID)is then:
PCMID =
NSS
2NAll
(7.9)
where the factor of two in the denominator is to take into account that only one of
the electrons has had its charge mis-measured. In order to calculate the charge mis-
identification rate for higher pT electrons events are selected that contain a pair of electrons
where one has a pT below 100 GeV and the other has a pT between 100 and 200 GeV (for
the 2016 analysis, the 2015 analysis simply requires one electron to have pT below, and
one to have pT above, 100 GeV). The number of same-sign events are counted and the
following equations are used to derive the charge misidentification rate for electrons with
pT between 100 and 200 GeV as a function of |η|:
R(|η1|, |η2|) = NSS(|η1|, |η2|)
NAll(|η1|, |η2|)
NSS(|η1|, |η2|) =
∑
i
P iCMIDN
i =
All∑
(P (|η1|) + P (|η2|)) (7.10)
where the index i simply runs over the events and R is the fraction of same-sign events.
For a single |η2| bin, where the charge misidentification rate is taken as a constant, the
bottom line above reduces to:
NSS(|η1|)||η2| = PCMID(|η2|)NAll +
All∑
PCMID(|η1|)
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=⇒ PCMID(|η2|) =
NSS ||η2|
NAll||η2|
−
∑All||η2| PCMID(|η1|)
NAll||η2|
(7.11)
where ’1’ refers to the electron with pT below 100 GeV and ’2’ refers to the electron
between 100 and 200 GeV and the needed correction is clear. Essentially, the already
measured charge misidentification rate for low pT electrons is used to subtract their contri-
bution to the number of same-sign events in order to measure the contribution coming only
from the high pT electrons (i.e. the charge misidentification rate for high pT electrons).
The above procedure for pairs where one electron has a pT less than 100 GeV and the
other electron has pT above 200 GeV. The number of |η| bins for this higher pT region is
reduced in order to preserve statistics.
The performance of electron charge misidentification is compared across the different
run periods in 2016 in figure 7.17 and no significant difference is found. Figure 7.18 shows
the charge misidentification rate for the full 2016 dataset while table 7.9 lists the values
for each |η| and pT bin for both 2015 and 2016.
The background contribution is estimated by selecting events that pass the full set of
analysis requirements but have opposite-sign leptons and scaling them to the same-sign
region based on the kinematics of the leptons in the event using the following probability:
POS→SS = PCMID(ηi, piT) + PCMID(η
j , pjT)− PCMID(ηi, piT) ∗ PCMID(ηj , pjT) (7.12)
where the indices i and j refer to the leading and sub-leading lepton in the event.
7.6.3 Background from non-prompt leptons
The final category of background events are those containing a pair of same-sign leptons
where at least one lepton is from a non-prompt source, such as heavy flavor decays, jets
misidentified as leptons, decays in flight, or photon conversions. A matrix element tech-
nique is used to derive an estimate of the contribution of this type of background to the
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Figure 7.17: Charge misidentification rate measured in data and parametrized as a function
of electron |η| for electrons with pT below 100 GeV (top left), between 100 and 200 GeV
(top right), and above 200 GeV (bottom) for the 2016 analysis.
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Figure 7.18: Charge Mis-ID rate measured in data and parametrized as a function of
electron |η| for electrons with pT below 100 GeV (top left), between 100 and 200 GeV (top
right), and above 200 GeV (bottom).
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Electron pT Electron |η| Charge MisID Rate (%)2015 2016
30 < pT < 100
0.0 < |η| < 0.4 0.022± 0.007 0.0091± 0.0008
0.4 < |η| < 0.8 0.017± 0.007 0.0123± 0.0010
0.8 < |η| < 1.4442 0.102± 0.014 0.0486± 0.0019
1.566 < |η| < 2.0 0.774± 0.064 0.4187± 0.0087
2.0 < |η| < 2.4 0.841± 0.085 0.4742± 0.0119
100 < pT < 200
0.0 < |η| < 0.4 - 0.2556± 0.0339
0.4 < |η| < 0.8 - 0.2320± 0.0356
0.8 < |η| < 1.4442 - 0.9950± 0.0629
1.566 < |η| < 2.0 - 3.3525± 0.1691
2.0 < |η| < 2.4 - 4.3225± 0.2695
100 < pT <∞
0.0 < |η| < 0.4 0.529± 0.182 -
0.4 < |η| < 0.8 0.209± 0.133 -
0.8 < |η| < 1.4442 0.874± 0.233 -
1.566 < |η| < 2.0 2.942± 0.617 -
2.0 < |η| < 2.4 2.698± 0.845 -
200 < pT <∞
0.0 < |η| < 0.8 - 0.793± 0.135
0.8 < |η| < 1.4442 - 1.640± 0.265
1.566 < |η| < 2.4 - 6.055± 0.685
Table 7.9: The charge misidentification rate for the two different analyses.
signal region. To do so, this method (referred to as the “Tight-Loose” method) relates the
numbers of events with one or more loose leptons to the numbers of events with one or
more non-prompt leptons starting with the following equation:

NTT
NTL
NLT
NLL

=

p1p2 p1f2 f1p2 f1f2
p1(1− p2) p1(1− f2) f1(1− p2) f1(1− f2)
(1− p1)p2 (1− p1)f2 (1− f1)p2 (1− f1)f2
(1− p1)(1− p2) (1− p1)(1− f2) (1− f1)(1− p2) (1− f1)(1− f2)


NPP
NPF
NFP
NFF

(7.13)
where the T/L subscripts denote passing the tight ID and passing the loose ID, but not
the tight ID (e.g. NLL is the number of events with two leptons passing the loose ID but
failing the tight ID); the P/F subscripts denote a prompt or fake (i.e. non-prompt) lepton
(e.g. NPP is the number of events with two prompt leptons); p (f) are the rates at which
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a prompt (fake) lepton that passes the loose definition will also pass the tight definition;
and finally the first index refers to the leading lepton while the second index refers to the
sub-leading lepton. The values p and f are referred to as the prompt rate and the fake
rate.
Inverting the matrix in the equation above yields the following set of equations for the
numbers of events with at least one non-prompt lepton:
NPF =
1
(p1 − f1)(p2 − f2) ∗
(
(f1 − 1)(1− p2)NTT + f1(1− p2)NLT + (1− f1)(p2)NTL − f1p2NLL
)
NFP =
1
(p1 − f1)(p2 − f2) ∗
(
(p1 − 1)(1− f2)NTT + p1(1− f2)NLT + (1− p1)(f2)NTL − p1f2NLL
)
NFF =
1
(p1 − f1)(p2 − f2) ∗
(
(1− p1)(1− p2)NTT + p1(1− p2)NLT + (1− p1)(p2)NLT − p1p2NLL
)
(7.14)
The total amount of background from events with at least one non-prompt lepton is then:
NNonPrompt = p1f2NPF + f1p2NFP + f1f2NFF (7.15)
7.6.3.1 Prompt rate
The prompt rate is measured using the tag-and-probe technique in DY data events. The
event is required to contain at least one tight lepton. If there is only tight lepton in the
event it is taken as the tag. If the event contains more than one tight lepton, the tag is
taken as the leading-in-phi lepton (in order to randomly select the tag). After selecting a
tag lepton, all other loose leptons are used in an attempt to find a pair which reconstructs
to the Z-boson. The probe lepton is taken as the loose lepton which, together with the tag
lepton, most closely reconstructs to the Z-boson mass. In order to select a pure sample of
DY events only events where the dilepton mass is between 81 and 101 GeV are considered.
The prompt rate is then the number of events where the probe passes the tight ID definition
divided by the total number of events. Figure 7.19 shows the prompt rate as a function of
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the requirement on Imini used in the tight definition for both electrons and muons for the
different run periods of 2016. The prompt rate for muons has almost no run dependence
while for electrons it varies within a few percent, but to a small enough degree that the
average can be confidently used. For both objects there is a plateau which falls off roughly
around the requirement of Imini being less than 0.1.
Kinematic dependence of the prompt rate is checked versus lepton pT and η. As shown
in figure 7.20 for muons the prompt rate is flat in both pT and η to within a few percent
and hence the average value of 0.943 is used. Also one can see that for electrons while the
prompt rate is flat in η, there is clear pT dependence. Therefore apply the prompt rate as
taken a function of pT as measured and shown in 7.20. In addition to the custom WP used
in the analysis, the electron prompt rate for the other considered WPs is shown and the
benefit of the custom WP is clear. Table 7.10 contains the specific values of the electron
prompt rate and the bins.
For the 2015 analysis the prompt rates for electrons and muons were both averaged
over all bins of η and pT and had values of 0.873 and 0.963, respectively.
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Figure 7.19: Efficiency of a loose, prompt lepton passing the tight ID requirements (i.e.
prompt rate) as a function of the requirement on Imini used in the tight selection for muons
(left) and electrons (right) by run period.
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Figure 7.20: Efficiency of a loose, prompt lepton passing the tight ID requirements (i.e.
prompt rate) as a function of pT (left column) and η (right column) for both muons (top)
and electrons (bottom).
pT bin ( GeV) Prompt Rate
30 < pT < 40 0.904
40 < pT < 50 0.928
50 < pT < 60 0.934
60 < pT < 70 0.942
70 < pT < 80 0.947
80 < pT < 90 0.953
90 < pT < 100 0.955
100 < pT < 125 0.948
125 < pT < 150 0.951
150 < pT < 200 0.946
200 < pT < 300 0.935
300 < pT < 400 0.920
400 < pT < 500 0.902
pT > 500 0.800
Table 7.10: Electron Prompt Rate values for different pT bins.
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7.6.3.2 Fake rate
The fake rate is the rate at which non-prompt or fake leptons pass the tight ID. In order to
measure it, a control sample is collected using low pT single lepton triggers. This sample
is enriched in non-prompt leptons by placing the following requirements on it:
• veto events with more than one lepton passing the loose ID requirement
• MT < 25 GeV - where MT is the transverse mass of the lepton and EmissT
• EmissT < 25 GeV this and the above two requirements are used to suppress contribu-
tions from W boson decays
• Z-boson veto: Remove events with 81.1 < mlj < 101.1 GeV where mlj is the invariant
mass between the lepton and any jet in the event
• The presence of an ’away’ jet defined as AK4 jet with pT > 30 GeV and ∆R > 1.0 of
the lepton
• 25 < pT < 35 - with pT being that of the lepton
Shown in figure 7.21 are the fake rates versus the requirement on Imini used in the
definition of a tight lepton for both electrons and muons. There is clear improvement in
making the selection as tight as possible. However, taking into account the behavior of
the prompt rate versus Imini, the chosen requirement is Imini < 0.1 which gives a low fake
rate and is also in the plateau of the prompt rate. The kinematic dependence of the fake
rate is also considered by measuring the fake rate as a function of lepton η. The results
are shown in figure 7.22 where one can see the clear dependence of the fake rate on the η
of the lepton. In 2015 the statistics of the control sample were too poor to bin the results
by lepton η and hence the average was taken, corresponding to a fake rate of 0.286 (0.426)
for electrons (muons).
The contamination of the selected sample by prompt leptons was checked using the
QCD multijet, W-jets, and DY-jets MC samples listed in table 7.1. The percentage of
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events coming from the W-Jets and DY-jets samples after the selection above was only
0.2%, with the QCD multijet samples dominating the selection.
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Figure 7.21: Lepton fake rate versus requirement on Imini used in the tight selection for
electrons (left) and muons (right). In the electron plot you can see the comparison of the
different WPs considered.
η
2− 1− 0 1 2
Fa
ke
 R
at
e
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
 ComparisonηElectron Fake Rate vs. 
74X MVA
80X MVA Nominal WP
80X MVA Custom WP
η
2− 1− 0 1 2
Fa
ke
 R
at
e
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
ηMuon Fake Rate vs. 
Figure 7.22: The fake rate versus lepton η for electrons (left) and muons (right).
7.6.3.3 Details of Estimate of the Non-Prompt Background
In order to make the results of the estimate more detailed, figure 7.23 shows the relative
contributions of events with at least one loose lepton versus H lepT for each channel. The
cross-channel is further separated for the cases where either the electron or the muon is
the leading lepton. In table 7.11 the numbers of the different types of events that go into
the background prediction for the 2016 analysis are reported. Figure 7.23 is plotted at the
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preselection level (defined below), while the numbers of events in table 7.11 are after the
full analysis selection (again defined below).
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Figure 7.23: Background composition for (clock-wise from top left) dielectron channel,
electron-muon channel when leading lepton is an electron, electron-muon channel when
leading lepton is a muon, and dimuon channel.
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2016-early
Channel Ntt Ntl Nlt Nll
Di-electron 3 4 3 2
Electron-Muon 16 5 10 1
Di-Muon 3 3 2 0
2016-late
Channel Ntt Ntl Nlt Nll
Di-electron 7 5 3 1
Electron-Muon 10 9 9 1
Di-Muon 9 7 4 1
Table 7.11: Sample composition used to predict Non-Prompt background after full selection
for both datasets. For the electron-muon channel the first index stands for muons while
the second stands for electrons, so for example Ntl refers to the number of events with a
tight muon and a loose electron. For the same-flavor channels they refer to the pT ordering
of the leptons, so the first index is the leading lepton and second the sub-leading lepton.
.
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7.7 Kinematic requirements
The leptons in the event are sorted by pT and the pair with the highest scalar sum of pT is
chosen as the same-sign pair. Each lepton is required to pass the tight definition in order
for the event to make it into the signal region. However this requirement is relaxed to
passing the loose definition if the estimate of the NonPrompt background is being made.
After selecting events with a pair of same-sign leptons, the following set of requirements
(referred to as preselection) is placed on events:
• Quarkonia Veto: Mll > 20 GeV
• Associated Z-boson Veto: veto any event where either of the leptons in the same-sign
pair reconstructs to within 15 GeV of the mass of the Z-boson with any other lepton
in the event which is not in the same-sign pair.
• Primary Z-boson Veto: Invariant Dilepton Mass (Mll) > 106.1 OR < 76.1 for dielec-
tron channel only GeV
• Number of jets >= 2
The plots shown below (figures 7.24-7.29) are made at the preselection level. The
uncertainties shown in figures 7.24-7.29 include both the statistical uncertainties as well as
systematic uncertainties detailed below.
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Figure 7.24: Leading Lepton pT for the full 2016 dataset.
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Figure 7.25: sub-Leading Lepton pT for the full 2016 dataset.
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Figure 7.26: H lepT for the full 2016 dataset.
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Figure 7.27: Leading Jet pT for the full 2016 dataset.
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Figure 7.28: sub-Leading Jet pT for the full 2016 dataset.
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Due to the large number of high pT jets and leptons in the events two more variables
are defined in order to select the signal region:
• Number of constituents: The number of jets in the event together with the number
of leptons in the event that are not in the same-sign pair
• H lepT : the scalar sum of the pT of all the constituents as well as the leptons in the
same-sign pair
The optimal requirement on the number of constituents is found to be ≥ 5. The
requirement on H lepT is then optimized for the expected significance. Figure 7.30 shows the
significance for several different H lepT requirements for the 2016 analysis. While the optimal
requirement is 1300 GeV, the statistics for the control sample used in the non-prompt
background clearly begin to run out above 1200 GeV and hence to have a more statistically
robust requirement the 1200 GeV working point is chosen. For the 2015 analysis the same
requirement is place on the number of constituents but the H lepT requirement is relaxed to
> 900 GeV.
7.8 Systematics
The main systematic uncertainties in this analysis can be divided into three categories:
uncertainty in object reconstruction, uncertainty in MC normalization, and uncertainties
in the data-driven background estimates.
7.8.1 Uncertainties on object reconstruction
The uncertainties related to the lepton reconstruction can be factorized into lepton iden-
tification, isolation, and triggering uncertainties. For electrons these values are 1% for
the electron identification, 1% for the electron isolation, and 3% uncertainty for triggering
uncertainty for both the 2015 and 2016 analyses. The values are based on the uncertainty
in the data-to-simulation scale factors detailed in section 7.5. For muons the level of un-
certainty is 1% (3%) for identification, 1% (1%)for isolation and 3% (3%) for triggering for
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Figure 7.29: Number of Constituents for the full 2016 dataset.
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Figure 7.30: Results of varying the H lepT requirement on the expected significance for a
left-handed X5/3 (left) and right-handed X5/3 (right).
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the 2015 (2016) dataset. These values are again based on the uncertainty in the data-to-
simulation scale factors. The higher muon identification uncertainty in 2016 comes from
slightly sub-optimal performance of the tag and probe fitter for one pT bin across all |η|
bins.
Lepton identification and isolation uncertainties are applied per lepton while trigger
uncertainties are applied per event. Table 7.12 details the uncertainties listed above.
Source
Value
Application
2015 2016
Electron ID 1% 1% per electron
Electron ISO 1% 1% per electron
Electron Trigger 3% 3% per event
Muon ID 1% 3% per muon
Muon ISO 1% 1% per muon
Muon Trigger 3% 3% per event
Cross Trigger 3% 3% per event
Table 7.12: Details of systematic uncertainties applied for lepton triggering, reconstruction,
and isolation in this analysis
The uncertainty in the jet reconstruction can be factorized into the uncertainty on the
energy scale of the jets (JES) and on the resolution used to smear the energy of the jets in
MC (JER). For the JES uncertainty, the value is obtained by scaling all jets in the event by
±1 standard deviation of the uncertainty in scale and checking the differences in the yields
in the signal region between the fully scaled down, the fully scaled up, and the nominal
scaling. For those samples which show no variation due to limited statistics passing the
event selection the maximum difference seen across all samples (9%) is applied in order to
be conservative. The uncertainty in JER is found in a similar manner, but in this case by
checking the difference in yields from smearing all jets up and smearing all jets down by
one standard deviation of the nominal smearing value. The effects of this are in general
quite small, but variations of up to 2% for some samples are seen and this value is applied
across all samples in order to be conservative.
There are also uncertainties due to the pileup weighting of the MC samples. The level
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of this uncertainty is found by varying the minimum bias cross section used to define the
pileup weights by 5% up and down and comparing the yield differences due to the updated
weights. Variations of up to 3% are seen and hence we take this as a conservative systematic
uncertainty for all background Monte Carlo samples.
For signal MC, the same procedure as above is followed for the JES, JER, and pileup
uncertainties. Table 7.13 shows the values of the JES, JER, and pileup uncertainties for
the MC samples used in the analysis.
Also applied is a 2.6% (2.3%) uncertainty in the luminosity for the 2016 (2015) dataset.
7.8.2 Uncertainty in Monte Carlo cross sections
The uncertainty in background Monte Carlo samples can factored into uncertainty in the
cross section and uncertainty in the PDFs used to generate the samples. For the ttW, ttZ,
ttH, ZZ, and WZ samples the uncertainty in the energy scale normalization is measured
by taking the maximum variation on yields in the signal region after scaling the signals by
the relevant MC weights produced by their event generators according to the prescription
from the CMS PPD Group [129]. The PDF uncertainties for the same samples are derived
by taking the RMS of the distribution of PDF weights for events passing the full signal
selection, again in accordance with the recommendations of the PPD Group. The PDF
and normalization uncertainties are reported below after addition in quadrature to obtain
a total theory uncertainty and the values are on the order of 10-30% The details of the
results are in table 7.13. The remaining background processes that are taken from Monte
Carlo are assigned a conservative 50% uncertainty in their cross sections.
In the 2016 analysis, PDF acceptance uncertainties are applied on the signal and these
values range from 3.5% for low mass X5/3 (700 GeV) to roughly 2% for high mass X5/3
(1500 GeV).
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Background Process JES JER Pileup Normalization and PDF
2015 2016 2015 2016 2015 2016 2015 2016
TTW 2% 3% 2% 2% 6% 4% 18% 19%
TTZ 3% 3% 2% 2% 6% 4% 11% 12%
TTH 4% 3% 2% 2% 6% 4% 12% 30%
TTTT 2% 2% 2% 2% 6% 4% 50% 50%
WZ 10% 9% 2% 2% 6% 4% 12% 24%
ZZ 7% 4% 2% 2% 6% 4% 12% 10%
W+W+ 6% 9% 2% 2% 6% 4% 50% 50%
WWZ 7% 9% 2% 2% 6% 4% 50% 50%
WZZ 9% 9% 2% 2% 6% 4% 50% 50%
ZZZ 9% 9% 2% 2% 6% 4% 50% 50%
X5/3 5% 3% 3% 1% 1% 1% - 2–3.5%
Table 7.13: Systematic uncertainties on the background processes which we take from
Monte Carlo. JES refers to the uncertainty from the jet energy scale, while JER refers to
uncertainty from jet energy resolution.
7.8.3 Uncertainties on data-driven background estimates
The uncertainty in the charge misidentification measurement comes from three sources:
potential differences between the event topology it is measured and where it is applied (i.e.
Drell-Yan vs tt events), uncertainty from a lack of closure of the method, and uncertainty in
the misidentification rate itself from a lack of statistics in the higher pT regime. In order to
estimate the effect of the first source of uncertainty the overall charge misidentification rate
is measured in simulation for both Drell-Yan and tt events using MC truth information and
a discrepancy of ∼ 25% is found. To characterize the uncertainty in the misidentification
rate in the high pT regime the charge misidentification rate vs pT is shown in figure 7.31
for the 2016 dataset. While there is some residual pT dependence, the variation within
the three different pT regions used is small compared to the variation in η in those same
regions.
Finally, for the closure of the method, the agreement versus lepton pT and η in the
dielectron channel is checked by selecting events in the Z-peak (i.e. orthogonal to the
signal region). The comparison between predicted and observed events is shown in figure
7.32. The results are shown as a function of lepton η while in the analysis itself the
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charge misidentification rate is parametrized by |η|. While one or two bins have slight
disagreement, the overall level of symmetry seen in this check gives confidence in using |η|.
The good agreement versus pT also gives confidence that the three regions used suffice to
capture the main pT dependence.
Considering the above effects, a 30% uncertainty is applied to the estimate of back-
ground events from charge misidentification.
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Figure 7.31: Charge misidentification rate as a function of electron pT.
In order to estimate the uncertainty related to the estimate of backgrounds from events
with non-prompt leptons, three effects are checked: the dependence of the fake rate on the
flavor source of the non-prompt lepton, the closure of the method itself, and the kinematic
dependencies of the fake rate.
For the first effect, the fake rate in tt MC events is measured using MC truth information
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Figure 7.32: Comparison of predicted and observed events in the dielectron channel pT
(left) and η (right). Events are required to reconstruct to the mass of the Z boson and are
hence orthogonal to the signal region. The top row is a comparison for the leading electron
in the event, while the bottom is for the sub-leading electron. Good agreement is seen.
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and is separated by the origin of the non-prompt lepton. In order to assign the source of
the non-prompt lepton the following procedure is performed.
1. The lepton is attempted to be matched to a generator level particle (GEN particle)
that is stable and out-going from the collision point.
(a) If no such GEN particle is found within a cone of ∆R < 0.3 the source of the
lepton is classified as “unmatched”
(b) Otherwise the algorithm proceeds with step 2
2. The type of the GEN particle that is matched to the lepton is checked
(a) If the GEN particle is not a lepton of the same flavor as the reconstructed lepton,
the reconstructed lepton is classified as “fake”
(b) If the GEN particle is a lepton but that lepton is from a prompt-source (including
prompt decays of τ leptons) the reconstructed lepton is discarded.
(c) Otherwise the algorithm proceeds with step 3
3. The ancestor of the matched GEN particle is found that comes from the prompt
process
(a) If the mother is a hadron that has a bottom quark in it the source of the lepton
is classified as “bottom”
(b) If the mother is a hadron that has a charm quark in it the source of the lepton
is classified as “charm”
(c) Otherwise the source of the lepton is classified as “light”
Table 7.14 shows the fake rate for the various sources as measured in tt MC for the
2016 analysis. It further separates the fake rate by the pT of the lepton into three regimes:
between 25 and 35 GeV, greater than 35 GeV, and all combined. The reason for this
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Electrons
Flavor 25 < pT < 35 pT > 35 Combined
Light Quarks 0.161± 0.021 0.225± 0.017 0.205± 0.013
Charm Quarks 0.139± 0.008 0.168± 0.008 0.155± 0.006
Bottom Quarks 0.150± 0.002 0.145± 0.002 0.147± 0.001
Fakes 0.177± 0.005 0.247± 0.005 0.222± 0.004
Unmatched 0.451± 0.042 0.606± 0.063 0.514± 0.036
Average 0.155± 0.002 0.165± 0.002 0.161± 0.001
Muons
Flavor 25 < pT < 35 pT > 35 Combined
Light Quarks 0.048± 0.049 0.160± 0.086 0.109± 0.051
Charm Quarks 0.196± 0.009 0.218± 0.008 0.208± 0.006
Bottom Quarks 0.164± 0.002 0.135± 0.001 0.148± 0.001
Fakes 0.058± 0.005 0.031± 0.002 0.040± 0.002
Unmatched 0.008± 0.002 0.009± 0.001 0.009± 0.001
Average 0.155± 0.002 0.127± 0.001 0.140± 0.001
Table 7.14: Fake rate by lepton source measured in tt MC in 2016.
separation is to investigate any effects on the fake rate when going from the pT regime
used to measure the fake rate in data and the higher pT regime where it is applied.
The fake rates are also plotted versus both η and pT in order to investigate their
kinematic dependence. For both electrons and muons the behavior of the fake rate as a
function of lepton η is universal in terms of the flavor source. However, the pT dependence
of the fake rate depends heavily on the flavor source of the lepton. Notably, for muons
from bottom quarks the fake rate appears to be asymptotically flat versus pT. The fake
rate versus η and pT for electrons is shown in figure 7.33 and 7.34 respectively while for
muons it is shown in figure 7.35 and 7.36. These results are from the 2016 analysis.
In order to study the closure of the method events are selected in tt MC sample which
contain one prompt and one non-prompt lepton. The prompt lepton is required to pass the
tight ID definition while the non-prompt lepton is only required to pass the loose definition.
If the non-prompt lepton passes the tight selection it is counted as an observed event, while
if it fails the tight selection it is used to derive a prediction for the number of observed
events. The prediction is derived by taking the events which contain a non-prompt lepton
that fails the tight ID and weighting them by the fake rate weight of f(1−f) , where f is the
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Figure 7.33: Clock-wise from top left, the electron fake rate as a function of η for electrons
from bottom quarks, charm quarks, fake sources, and light quarks in the 2016 analysis.
fake rate. This test is performed separately for cases where the fake lepton is an electron
and where the fake lepton is a muon, and further categorized by the flavor of the the source
of the lepton. The fake rates used to derive the prediction are applied based on the flavor of
the source of the fake lepton as well as the lepton’s η. In this way the closure of the method
can be checked. Figure 7.37 shows the results in the highest statistics flavor sources (non-
prompt leptons from bottom quarks) which within roughly 25-30% at low H lepT and within
the statistical uncertainties at high H lepT . Figure 7.38 shows the cumulative distributions
for these plots (i.e. each bin integrates the events to the right of it) for muons from bottom
quarks and electrons from bottoms quarks and fake sources. Both of the above figures are
made after the full analysis selection except for the requirement on H lepT .
Tables 7.15-7.16 show the predicted and observed numbers of events for each channel
after the full analysis selection before for the requirement on H lepT and after requiring H
lep
T
be greater than 1200 GeV, respectively. The agreement throughout is within roughly 30%
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Figure 7.34: Clock-wise from top left, the electron fake rate as a function of pT for electrons
from bottom quarks, charm quarks, fake sources, and light quarks in the 2016 analysis.
except for the muons from bottom quarks which, after the full H lepT selection, differ by
45%. The statistical error on this measurement is large, but in order to ensure all effects
are covered, a 50% uncertainty is taken in the estimate for the number of background
events from non-prompt leptons.
Table 7.17 summarizes the systematic uncertainties on our data-driven background
sources.
7.8.4 Correlation of Uncertainties
The combining of the results of the three different triggering eras requires that some of
the systematic uncertainties are correlated. Table 7.18 details those which are and are not
correlated across datasets.
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Figure 7.35: Clock-wise from top left, the muon fake rate as a function of η for muons from
bottom quarks, charm quarks, fake sources, and light quarks in the 2016 analysis.
Lepton Flavor Lepton Source Observed Predicted
Electrons light 2.33± 0.78 3.80± 0.54
Electrons charm 1.03± 0.52 0.89± 0.23
Electrons bottom 103.49± 5.17 136.32± 2.58
Electrons unmatched 0.78± 0.45 4.59± 1.28
Electrons fake 39.33± 3.19 40.34± 1.76
Muons light 0.00± 0.00 0.17± 0.13
Muons charm 2.33± 0.78 2.24± 0.41
Muons bottom 161.70± 6.47 214.18± 3.22
Muons unmatched 0.26± 0.26 0.70± 0.04
Muons fake 0.78± 0.45 1.95± 0.15
Total - 311 401
Table 7.15: Predicted and Observed number of events in ttbar MC after all analysis re-
quirements except the H lepT requirement.
7.9 Results
The total number of expected background events are reported in tables 7.19 and 7.20,
together with the numbers of observed and expected events for a right-handed X5/3 of
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Figure 7.36: Clock-wise from top left, the muon fake rate as a function of pT for muons
from bottom quarks, charm quarks, fake sources, and light quarks in the 2016 analysis.
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Figure 7.37: H lepT distribution of predicted and observed events in tt MC using the fake rate
method for electrons from bottom quarks (left), and muons from bottom quarks (right).
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Figure 7.38: Cumulative H lepT distribution of predicted and observed events in tt MC
using the fake rate method for electrons from bottom quarks (top left), electrons from fake
sources (top right) and muons from bottom quarks (bottom).
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Lepton Flavor Lepton Source Observed Predicted
Electrons light 0.26± 0.26 0.20± 0.13
Electrons charm 0.00± 0.00 0.00± 0.00
Electrons bottom 2.33± 0.78 1.96± 0.30
Electrons unmatched 0.00± 0.00 0.00± 0.00
Electrons fake 3.10± 0.90 2.40± 0.43
Muons light 0.00± 0.00 0.00± 0.00
Muons charm 0.00± 0.00 0.12± 0.09
Muons bottom 3.36± 0.93 4.88± 0.47
Muons unmatched 0.00± 0.00 0.01± 0.01
Muons fake 0.26± 0.26 0.11± 0.03
Total - 9.3 9.7
Table 7.16: Predicted and Observed number of events in tt MC after all analysis require-
ments including H lepT > 1200 GeV.
Source Systematic Uncertainty
Charge MisID 30%
NonPrompt 50%
Table 7.17: Summary of systematic uncertainties on data-driven background sources
Systematic Correlated? Correlated Datasets
MC/Theory Yes 2015, 2016-early, 2016-late
Pileup Yes 2016-early, 2016-late
Lumi Yes 2015, 2016-early, 2016-late
JES Yes 2016-early, 2016-late
JER Yes 2016-early, 2016-late
Lepton ID Yes 2016-early, 2016-late
Lepton ISO Yes 2016-early, 2016-late
Dielectron Trigger No -
Eletron-Muon Trigger No -
Dimuon Trigger Yes 2016-early, 2016-late
ChargeMisID Yes 2016-early, 2016-late
NonPrompt Yes 2016-early, 2016-late
Table 7.18: Details of which uncertainties are correlated across datasets
mass 800 (1000) GeV for the 2015 (2016) dataset. In total 52 events are observed, which
is consistent with the background prediction of 53.1± 10.0 events.
As can be seen in tables 7.19 and 7.20 no significant excess is seen above the predicted
background. Therefore 95% confidence level (95% CL) upper limits are set on the produc-
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Channel SSP MC NonPrompt ChargeMisID Total background 800 GeV X5/3 Observed
Dielectron 0.7± 0.1 1.2± 1.0 0.2± 0.1 2.1± 1.0 3.2± 0.3 1
Electron-muon 1.7± 0.2 2.6± 2.0 0.3± 0.1 4.6± 2.0 9.1± 0.7 1
Dimuon 1.2± 0.2 4.6± 3.0 - 5.8± 3.0 5.6± 0.4 2
Total 3.6± 0.4 8.4± 5.0 0.5± 0.2 12.5± 5.0 17.9± 1.3 4
Table 7.19: Summary of background yields from SM processes with two same-sign prompt
leptons (SSP MC), same-sign non-prompt leptons (NonPrompt), and opposite-sign prompt
leptons (ChargeMisID), as well as observed data events after the full analysis selection for
the same-sign dilepton channel, for the 2015 dataset. Also shown are the numbers of
expected events for a right-handed X5/3 with a mass of 800 GeV (scaled to the 2.3 fb
−1 of
the 2015 dataset). The uncertainties include both statistical and systematic components,
as discussed in Section 7.8.
Channel SSP MC NonPrompt ChargeMisID Total Background 1000 GeV X5/3 Observed
Di-electron 4.1± 0.6 3.5± 2.1 2.4± 0.8 10.0± 2.3 11.6 10
Electron-Muon 10.7± 1.4 8.5± 4.6 1.7± 0.5 20.9± 4.8 26.9 26
Di-muon 5.9± 0.8 3.8± 2.2 - 9.7± 2.4 16.1 12
All 20.7± 2.6 15.8± 8.2 4.1± 1.3 40.6± 8.7 54.6 48
Table 7.20: Summary of yields from SM processes with two same-sign prompt leptons
(SSP MC), same-sign non-prompt (NonPrompt), and opposite-sign prompt (ChargeMisID)
backgrounds after the full analysis selection for the 2016 dataset. Also shown are the
number of expected events for a right handed 1000 GeV X5/3 (scaled to the 35.9 fb
−1 of
the 2016 dataset). The errors include both statistical and all systematic uncertainties (see
Section 7.8).
tion cross section of pp → X5/3X5/3 → tW+tW−using Bayesian statistics and assuming
a flat prior on the signal cross section. These limits are calculated using the theta frame-
work [130] with systematic uncertainties treated as nuisance parameters with log-normal
priors. Both the expected and the observed limits after combining all channels are shown
in figure 7.39 for the 2015 dataset, in figure 7.40 for the 2016 dataset, and finally in fig-
ure 7.41 for the combination of the two. Translating the cross section limits to lower limits
on the X5/3 mass, observed limits of 1.20 (1.16) TeV for a right- (left-) handed X5/3 and
expected limits of 1.24 (1.19) TeV for a right (left) handed X5/3 are obtained. These are
the most stringent limits to date using the same-sign dilepton final state. Depending on
the model parameters, they exclude between ∼90–95% of parameter space in Composite
Higgs models without fine tuning the model to less than a few percent [131].
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Figure 7.39: 95% CL observed and expected limits for a left-handed (left) and right-handed
(right) X5/3 for all channels combined when using the 2015 dataset only. The theoretical
uncertainty on the signal cross section is shown as a red band around the central prediction.
 mass [GeV]5/3X
700 800 900 1000 1100 1200 1300 1400 1500
)[p
b] 
- L
H
5/
3
X
5/
3
X(
σ
2−10
1−10
1
 (13 TeV)-135.9 fb
CMS 95% CL observed 68% expected
Median expected 95% expected
Signal Cross Section
 mass [GeV]5/3X
700 800 900 1000 1100 1200 1300 1400 1500
)[p
b] 
- R
H
5/
3
X
5/
3
X(
σ
2−10
1−10
1
 (13 TeV)-135.9 fb
CMS 95% CL observed 68% expected
Median expected 95% expected
Signal Cross Section
Figure 7.40: 95% CL observed and expected limits for a left-handed (left) and right-handed
(right) X5/3 for all channels combined when using the 2016 dataset only. The theoretical
uncertainty on the signal cross section is shown as a red band around the central prediction.
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Figure 7.41: 95% CL observed and expected limits for a left-handed (left) and right-handed
(right) X5/3 for all channels combined when combining the 2015 and 2016 datasets. The
theoretical uncertainty on the signal cross section is shown as a red band around the central
prediction.
Chapter 8
Summary and Outlook
It would be an unsound fancy and self-contradictory to expect that things which have never
yet been done can be done except by means that have never yet been tried.
Francis Bacon [132]
The invention of the particle accelerator has given physicists great power in their search
for understanding Nature. While the LHC is the pinnacle of that power, and the results
with its latest data are the farthest probes so far into scales beyond our own, neither is
the last chapter. With the exclusion of X5/3 particles reaching beyond the TeV scale, and
searches for other models also turning up null results, BSM models are becoming tightly
constrained if they wish to solve the Naturalness Problem, which has two consequences on
the world of HEP. First, the possibility of our conception of what is “natural” being different
than that of Nature’s and/or that the methods of calculation and interpretation which
lead to the problem being flawed must be considered; second, physicists must confront the
possibility that new physics will only show its presence in currently unimagined ways. The
first challenge will be primarily met by theorists, who will continue to provide new ideas
and methods of solving the Naturalness Problem. The second challenge will be met by
experimentalists. This challenge can be rephrased as “It is entirely possible we have no
idea for what to look.” This is not a new challenge, and the strategy thus far has been to
search for anything and everything that is theoretically well motivated. Such a strategy
must be continued, but it must also be augmented by the development of new tools for
data analysis that do not rely on any presumptions of what the new physics is.
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A recent projection [133] predicted that with 300 fb−1 of 14 TeV data, the X5/3 could
be excluded with masses less than 1.57 TeV. At this level of exclusion, only a few percent
of parameter space is still viable without large (< 1%) levels of fine tuning regardless
of model specifications [131]. With only 10% of the data, and a lower center-of-mass
energy, the current exclusion limits show that we are well on our way to beating these
projections based on the analysis improvements detailed above. However there are two
areas where this analysis in particular can benefit from the use of new ideas and tools.
First, the dominant uncertainty on the total background estimate is the uncertainty in
the NonPrompt background. This uncertainty is driven in a lack of closure of the method
in studies in MC simulation. However, the difficulty of the simulation to correctly model
the reconstruction of fake leptons is the motivation to use a data-driven technique in the
first place. This is not to say that the uncertainty is wrong, but rather that is is probably
inflated due to the every effects we wish to circumvent by moving to a data-driven method
on the prediction. Hence the analysis stands to benefit greatly from a closure test in
data. The difficulty lies in ensuring that one selects a sample truly enriched in non-prompt
leptons that also has a similar flavor mix as the background of the analysis. Second,
with the increased statistics of Run 2, together with the increased center-of-mass energy
means that signal events now live on top of a background distribution as opposed to being
well separated from it. There are two potential improvements that could be made in this
regard: either a template likelihood fit to the H lepT distribution could be made, or instead of
relying on a sum of energy more fine-tuned requirements could be made on the individual
final state objects using, for example, a Boosted Decision Tree or some other multi-variate
analysis techniques.
While the above suggestions are improvements to a search where a specific BSM process
is the target there is of course still the possibility that new physics will present itself in
unimagined ways and there is a great need to consider tools suitable for discovering it.
The techniques of clustering and unsupervised learning in the field of Machine Learning
(ML) are good candidates for such tools. While ML has a strong role already in HEP, even
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leading to the discovery of production of a single top quark through electroweak processes
at the Tevatron [134,135], the majority of applications of ML techniques involve supervised
learning. As the LHC is projected to produce 100–150 fb−1 of data by the end of Run 2,
in the next two years the HEP community will be inundated with data. The primary
responsibility of the community is to take as much of this data as possible in a high-quality
manner, but what will ultimately expand our understanding is the analysis of this data
with new tools and with new questions.
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