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Abstract
We study an optimal stopping problem for a stochastic differential equation with delay
driven by a Le´vy noise. Approaching the problem by its infinite-dimensional representa-
tion, we derive conditions yielding an explicit solution to the problem. Applications to the
American put option problem are shown.
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1 Introduction
This paper is involved with the problem of optimal stopping of a linear stochastic differential
equation with delay driven by a Le´vy noise.
The problem of optimal stopping of stochastic systems is a very important topic in the
field of stochastic control theory. From the theoretical point of view, it presents a very deep
connection with free-boundary problems. From the applied point of view, historically, it was
strictly connected with the problem of the optimal exercise time for the American option. We
refer to the monograph [18] for a survey on this topic in a very general setting.
To our knowledge, the only paper dealing with the problem of optimal stopping of delay
systems is [9]. However, contrary to our case, it works only with a system driven just by a
Brownian noise.
Delay systems are quite hard to study due to their lack of markovianity. In particular, the
Dynamic Programming Theory cannot be applied, as it is, for the study of control problems
dealing with delay systems. Basically, the difficulty arises from the fact that delay systems have,
in general, an infinite-dimensional nature. Hence, the only general approach to them has to be
infinite-dimensional. The idea behind this kind of approach is quite simple: instead to consider
as state variable only the present of the system, we can consider a new state variable composed
by a couple. In this couple, the first component is a real variable carrying the present of the
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system, the second one is a functional variable carrying the past of the system. In this way,
we can write the dynamics of this new infinite-dimensional state variable in a functional space,
gaining markovianity and, on the other hand, paying the price of working in infinite dimension.
For this kind of approach also in the context of control problems we refer to [7, 8, 23] in the
deterministic case and to [1, 3, 6, 10, 11] in the stochastic Brownian case. To the best of our
knowledge, despite the statement of a result in [19], this kind of approach was not developed for
delay systems driven by a Le´vy noise.
Nonetheless, in some cases still very interesting for the applications, it happens that systems
with delay can be reduced to finite-dimensional systems, since the information we need from
their dynamics can be represented by a finite-dimensional variable evolving in terms of itself. In
such a context, the crucial point is to understand when this finite-dimensional reduction of the
problem is possible and/or to find conditions ensuring that. There are some papers dealing with
this subject in the stochastic Brownian case: we refer to [5, 12, 13, 16]. The paper [4] represents
an extension of [13] to the case when the equation is driven by a Le´vy noise.
To some extent, our paper inserts in between these two approaches. What we do here is to
rewrite the problem in infinite dimension and look for conditions yielding explicit solvability for
it. It will turn out that, under these conditions, the problem can be reduced to a one-dimensional
problem. In this sense the infinite-dimensional representation may be viewed as a tool to get in
a fast and elegant way these conditions (we refer to Remark 4.3 for more comments on that).
We think and hope that this paper may contribute to open a new way in this field: the infinite
dimesional approach to delay problems can be used to get sufficient (and maybe necessary)
conditions ensuring a finite-dimensional reduction of some classes of problems (along the line of
what is done, by a direct finite-dimensional approach, in [4, 13]).
2 The optimal stopping problem
Let (Ω,F , P ) be a probability space. Let (B(t))t≥0, (η(t))t≥0 be two stochastic processes defined
on (Ω,F , P ) such that
- (B(t))t≥0 and (η(t))t≥0 are independent;
- (B(t))t≥0 is a standard Brownian motion with respect to its natural filtration;
- (η(t))t≥0 is a pure jump Le´vy process.
Define the Poisson random measure N(t) of η by
N(t, A) =
∑
s∈[0,t]
IA(η(s)− η(s−)), A ⊂ R
and suppose that the Le´vy measure ν of η is such that∫
R
z2ν(dz) < +∞.
This is equivalent to assume
E
[
η(t)2
]
< +∞, ∀t ≥ 0.
Since (η(t))t≥0 is a pure jump process we have ν({0}) = 0. Also define the measure-valued
process (N˜(t))t≥0 by
N˜(t, dz) = N(t, dz)− ν(dz),
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so that
N˜(dt, dz) = N(dt, dz)− ν(dz)dt.
Then, for every A ⊂ R with 0 /∈ A¯, N˜(·, A) is a square integrable martingale with respect to the
natural filtration of N .
We denote by (Ft)t≥0 the filtration generated by (B, η). Of course, due to the independence
of B and η, the processes B(·) and N˜(·;A) are still respectively a Brownian motion and a square
integrable martingale with respect to (Ft)t≥0.
Now let us define the Hilbert spaces
L2−T := L
2([−T, 0];R), H := R× L2−T .
and denote the inner product on H by 〈·, ·〉, i.e.
〈·, ·〉 = 〈·, ·〉R + 〈·, ·〉L2−T ,
and by ‖ · ‖ = 〈·, ·〉1/2 the corresponding norm.
Also let us define the subspace of H
C := {y ∈ H | y1(·) admits a ca`dla`g representative};
When y ∈ C we will always consider the (pointwise well defined) ca`dla`g representative of y1(·).
We are involved with the problem of the optimal stopping of the stochastic delay differential
equation on the space (Ω,F , P )
dx(t) =
[
µ0x(t) +
∫ 0
−T µ1(ξ)x(t+ ξ)dξ + µ2x(t− T )
]
dt+
[
σ0x(t) +
∫ 0
−T σ1(ξ)x(t+ ξ)dξ
]
dB(t)
+
∫
R
[
γ0(z)x(t−) +
∫ 0
−T γ1(z, ξ)x(t
− + ξ)dξ
]
N˜(dt, dz),
x(0) = y0; x(s) = y1(s), s ∈ [−T, 0);
(1)
where y := (y0, y1(·)) ∈ C.
In the equation above µ2 ∈ R, µ := (µ0, µ1(·)) ∈ H , σ := (σ0, σ1(·)) ∈ H, γ(·) :=
(γ0(·), γ1(·)(·)) ∈ L2(R, ν;H) are (functional) parameters.
A solution to (1) is a ca`dla`g adapted process x(·) satisfying the integral equation
x(t) = η0 +
∫ t
0
[
µ0x(s) +
∫ 0
−T
µ1(ξ)x(s+ ξ)dξ + µ2x(s− T )
]
ds
+
∫ t
0
[
σ0x(s) +
∫ 0
−T
σ1(ξ)x(s+ ξ)dξ
]
dB(s)
+
∫ t
0
∫
R
[
γ0(z)x(s−) +
∫ 0
−T
γ1(z, ξ)x(s− + ξ)dξ
]
N˜(ds, dz),
where x(ξ) = η1(ξ) for ξ ∈ [−T, 0). Straight from [20], Chapter V, Theorem 7, we get the
following.
Theorem 2.1. For every y ∈ C, equation (1) admits a unique solution. 
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Let us denote by x(·; y) the unique solution to (1). The optimization problem consists in
maximizing, over the set of the allowed stopping times τ ≥ 0, the functional
J(y; τ) := E
[
e−ρτG
(
b0x(τ ; y) +
∫ 0
−T
b1(ξ)x(τ + ξ; y)dξ
)]
, (2)
where ρ > 0, b := (b0, b1(·)) ∈ H and G is a real function. By sake of simplicity we restrict the
set T to almost surely finite stopping times, i.e.
T = {τ is (Ft)t≥0 − stopping time, τ < +∞ a.s.} .
The value function associated to the problem is
V (y) = sup
τ∈T
J(y; τ). (3)
3 Reformulation in infinite dimension
In this section we rewrite formally the problem in the space H and show the equivalence with
the originary one-dimensional delay problem.
Consider the unbounded operator A defined on
D(A) = {y = (y0, y1(·)) ∈ H | y1(·) ∈W 1,2([−1, 0];R), y0 = y1(0)}
by
Ay =
(
µ0y0 +
∫ 0
−T
µ1(ξ)y1(ξ)dξ + µ2y1(−T ), y′1(·)
)
.
It is well-known that A is the generator of a strongly continuous semigroup (S(t))t≥0 on H.
More precisely S(t) acts in this way on H:
S(t)y =
(
u(t; y), u(t+ ξ; y)|ξ∈[−T,0]
)
, (4)
where u(·; y) is the solution of{
u′(t) =
[
µ0u(t) +
∫ 0
−T µ1(ξ)u(t+ ξ)dξ + µ2u(t− T )
]
,
u(0) = y0, u(s) = y1(s), s ∈ [−T, 0).
(5)
We can define the following linear stochastic evolution equation in the space H:{
dX(t) = AX(t)dt+ 〈σ,X(t)〉 · nˆ dB(t) + ∫R〈γ(z), X(t−)〉 · nˆN˜(dt, dz),
X(0) = y,
(6)
where nˆ = (1, 0) ∈ H and X(t−) := lims↑tX(s), with the limit taken in the space H.
At least formally (6) should represent (1) in the space H, in the sense that
X(t) = (X0(t), X1(t)) =
(
x(t), x(t+ ξ)|ξ∈[−T,0]
)
, ∀t ≥ 0.
To prove that we need to do some work to study the infinite-dimensional state equation.
4
3.1 The state equation in the space H: existence and uniqueness of mild
solutions
In this subsection we study the state equation (6) in the space H. First of all we sketch some
results about the integration of H-valued process. Notice that in (6) the differentials are just
with respect to one-dimensional noises.
Let
D2H =
{
Y : [0,+∞)× Ω→ H |
Y (·, ω) is (Ft)t≥0-adapted and ca`dla`g for a.e. ω ∈ Ω,
E
[∫ t
0
‖Y (s)‖2ds
]
< +∞ ∀t ≥ 0
}
. (7)
As in the finite-dimensional case we can define the stochastic integral process with repect to
dB(s) for a process Y ∈ D2H ,
IB(Y )(t) =
∫ t
0
Y (s)dB(s). (8)
Now let
L2H(R) =
{
Z : [0,+∞)× R× Ω→ H |
Z(·, z, ω) is (Ft)t≥0-adapted and ca`gla`d for a.e. z ∈ R, ω ∈ Ω,
E
[∫ t
0
∫
R
‖Z(s)‖2ν(dz)ds
]
< +∞ ∀t ≥ 0
}
. (9)
As in the finite-dimensional case we can define the stochastic integral process with repect to
N˜(ds, dz) for a process Z ∈ L2H(R),
IN˜ (Z)(t) =
∫ t
0
∫
R
Z(s, z)N˜(ds, dz). (10)
As in the finite-dimensional case, it turns out that the processes defined in (8) and (10) are
square integrable H-valued martingales, that there exists a continuous version for IB(Y ) and a
ca`dla`g version for IN˜ (Z), and that the Ito-Le´vy isometry holds, i.e., for every t ≥ 0,
E
[
(IB(Y )(t))2
]
= E
[∫ t
0
‖Y (s)‖2ds
]
, E
[
(IN˜ (Z)(t))
2
]
= E
[∫ t
0
∫
R
‖Z(s, z)‖2ν(dz)ds
]
.
Let us give the definition of a mild solution to (6).
Definition 3.1. Let y ∈ H. A process X ∈ D2H is called a mild solution to (6) if
X(t) = S(t)y +
∫ t
0
〈σ,X(t− τ)〉S(t− τ)nˆ dB(τ)
+
∫ t
0
∫
R
〈γ(z), X((t− τ)−)〉S(t− τ)nˆN˜(dτ, dz), ∀t ≥ 0.

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Theorem 3.2. Equation (6) admits a unique mild solution X(·; y) ∈ D2H .
Proof. Due to the Ito-Le´vy isometry and to the fact that S(·) is a strongly continuous
semigroup on H, the proof follows exactly the line of the finite-dimensional case. 
Remark 3.3. Note that in Definition 3.1 we have used the definition
X(t−) := lim
s↑t
X(s) =
(
lim
s↑t
X0(s), lim
s↑t
X1(s)
)
(11)
where the limit in the first component of the right hand side is taken in R and the one in the
second component is taken in L2−T . This should not a priori be assumed to be the same as
(X0(t−), X1(t)(ξ−)) =
(
lim
s↑t
X0(t), lim
η↑ξ
X1(t)(η)
)
, ξ ∈ [−T, 0], (12)
where the limit in the second component in the right hand side is taken in R, for ξ ∈ [−T, 0]
fixed. In particular,
X1(t)(ξ−) = lim
η↑ξ
X1(t)(η)
is not well-defined, since, for fixed t, the function
[−T, 0] 3 ξ 7→ X1(t)(ξ)
is not well-defined pointwise (it is only an element of L2−T , i.e. we only know its equivalence
class). Nevertheless (12) can be given a rigorous interpretation, under which (12) coincides with
(11) (see Remark 3.8). 
3.2 The state equation in the space H: weak solutions
In this subsection we investigate a different concept of solution for equation (6), i.e. the concept
of weak solution. It will turn out to be very useful in the following. First we introduce the
operator A∗, i.e. the adjoint of the operator A. It is defined on
D(A∗) = {y = (y0, y1(·)) ∈ H | y1 ∈W 1,2([−T, 0];R), y1(−T ) = µ2y0}, (13)
by
A∗y =
(
µ0y0 + y1(0), µ1(·)y0 − y′1(·)
)
. (14)
Definition 3.4. Let y ∈ H. A process X ∈ D2H is called a weak solution to (6) if
〈X(t), h〉 = 〈y, h〉+
∫ t
0
〈X(s), A∗h〉ds+
∫ t
0
〈σ,X(s)〉〈nˆ, h〉 dB(s)
+
∫ t
0
∫
R
〈γ(z), X(s−)〉〈nˆ, h〉N˜(ds, dz), ∀t ≥ 0, ∀h ∈ D(A∗).

In this case the two concepts of solution we have given coincide.
Proposition 3.5. Let y ∈ H. A process X ∈ D2H is a weak solution of (6) if and only if it is a
mild solution of (6).
Proof. See [19], Theorem 9.15. 
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3.3 Equivalence between the original delay problem and the infinite dimen-
sional one
To give sense to our approach we must show that the infinite-dimensional problem defined in
the subsection above represents the original delay problem. We start with a lemma.
Lemma 3.6. Let y ∈ C and let x(·) := x(·; y) be the unique solution to (1). Moreover let
u0(·) := u(·; (1, 0)) be the unique solution to (5) with initial datum (1, 0) and let u(·; y) be the
unique solution to (5) with initial datum y. Then x(·) satisfies the variation of constants formula
x(t) = u(t; y) +
∫ t
0
[
σ0x(t− τ) +
∫ 0
−T
σ1(ξ)x(t−τ + ξ)dξ
]
u0(t− τ)dB(t)
+
∫ t
0
∫
R
[
γ0(z)x((t− τ)−) +
∫ 0
−T
γ1(z, ξ)x((t− τ + ξ)−)dξ
]
u0(t− τ)N˜(dt, dz), t ≥ 0.
Proof. See Theorem 1.1 in [22]. 
Now we can state our equivalence result.
Theorem 3.7. Let y ∈ C and let x(·; y), X(·; y) be respectively the solution to (1) and the mild
solution to (6). Then X(·; y) represents x(·; y), in the sense that
X(t; y) =
(
x(t; y), x(t+ ξ; y)|ξ∈[−T,0]
)
, ∀t ≥ 0.
Proof. By uniqueness we should only check that
(
x(t; y), x(t+ ξ; y)|ξ∈[−T,0]
)
is a mild
solution of (6). Therefore, the proof is a straight application of Lemma 3.6 and of (4)-(5). 
Remark 3.8. The result above in particular shows that X(t; y) ∈ C for every t ≥ 0 (in the
sense that almost surely there exists a (unique) representative of X(t; y) in the space H for every
t ≥ 0). Given such representation for X(·; y), we have
X(t−) = lim
s↑t
(x(s), x(s+ ·)) = (x(t−), x(t+ ξ−)|ξ∈[−T,0]) = (X0(t−), X1(t)(ξ−)|ξ∈[−T,0]) ,
where the limit is taken in the space H. The equality in the middle is true by continuity of
translations in L2(R). 
Thanks to Theorem 3.7, the functional (2) can be rewritten in the infinite-dimensional setting
as
J(y; τ) = E
[
e−ρτG (〈b,X(τ ; y)〉)] . (15)
3.4 The infinitesimal operator of X(·; y)
The infinitesimal operator of the mild solution X(·; y) of (6) is formally defined as
[Lϕ](y) := 〈Ay, ϕy(y)〉+ 12〈σ, y〉ϕy0y0(y)
+
∫
R
[ϕ(y + 〈γ(z), y〉nˆ)− ϕ(y)− ϕy0(y)〈γ(z), y〉] ν(dz), y ∈ D(A), ϕ ∈ C2(H;R).
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In order to remove the requirement y ∈ D(A), we require more regularity for the functions
belonging to the domain of L, i.e. ϕy ∈ C(H,D(A∗)). Then we can rewrite L as
[Lϕ](y) := 〈y,A∗ϕy(y)〉+ 12〈σ, y〉ϕy0y0(y)
+
∫
R
[ϕ(y + 〈γ(z), y〉nˆ)− ϕ(y)− ϕy0(y)〈γ(z), y〉] ν(dz), y ∈ H, ϕ ∈ C2(H;R).
4 The free boundary problem in the space H
We can write formally the free boundary problem associated with our optimization problem
in the space H. Inspired by the finite-dimensional case, we see that, if we want to solve the
optimization problem, we should be able to find v ∈ C1(H) and an open set O ⊂ H such that
(i) v ∈ C2(H\∂O), vxx bounded on H\∂O,
(ii) Lv ≤ ρv, on H\∂O,
(iii) Lv = ρv, on O,
(iv) v = G(〈b, ·〉), on Oc,
(v) v > G, on O,
(16)
where O is an open set of H. We want to look for conditions on the parameters of the model
yielding the possibility of finding explicit solutions to (16).
Due to the structure of condition (iv) in (16), we guess that, at least under some assumptions
that we are going to derive, the problem (16) admits a solution in the form{
O = {y ∈ H | 〈b, y〉 ∈ A}, A ⊂ R open,
v = f(〈b, ·〉) on O, (17)
where f ∈ C2(A;R).
Remark 4.1. We can guess that, for suitable choices of G, the set A in (17) takes the form
A = (c0,+∞),
where c0 ∈ [0,+∞). 
4.1 The equation Lv = ρv
Here we derive conditions on the parameters for which the equation Lv = ρv admits explicit
solutions in the form f(〈b, ·〉), f ∈ C2(R;R). Inspired by the one-dimensional case and due to
the structure of L, we look for solutions in the form above with f(z) = za, a ∈ R. So, consider
w(y) = 〈b, y〉a. (18)
Putting this expression inside equation (16)-(iii), we get
a〈b, y〉a−1〈y,A∗b〉+ 1
2
〈σ, y〉2a(a− 1)〈b, y〉a−2σ20
+
∫
R
[〈y + z〈γ, y〉nˆ, b〉a − 〈y, b〉a − aγ0z〈b, y〉a−1〈γ, y〉] ν(dz) = ρ〈b, y〉a. (19)
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Therefore, we see that w can be a solution of (16)-(iii) imposing
(i) σ = αb, for some α ∈ R,
(ii) γ(z) = β(z)b, for some β(·) ∈ L2(R, ν),
(iii) b ∈ D(A∗),
(iv) A∗b = λb, for some λ ∈ R.
(20)
Let us suppose that (20) are satisfied and let us check when w is actually a solution of (16)-(iii).
Due to (20), equation (19) above can be rewritten as
aλ〈b, y〉a + 1
2
a(a− 1)α2b20〈b, y〉a +
(∫
R
((1 + b0β(z))a − 1− aγ0β(z)) ν(dz)
)
〈b, y〉a = ρ〈b, y〉a.
Set
h(a, λ) = −ρ+ aλ+ 1
2
a(a− 1)α2b20 +
∫
R
((1 + b0β(z))a − 1− ab0β(z)) ν(dz).
Suppose that there exists a solution a∗(λ) to
h(·, λ) = 0. (21)
This implies that, putting the value a∗(λ) in the expression of w given in (18), it solves (16)-(iii).
Now let us see when conditions (20)-(iii) and (20)-(iv) are satisfied. From (13) we see that
(20)-(iii) yields {
b1 ∈W 1,2([−T, 0];R),
b1(−T ) = a2b0.
(22)
From (14) we see that (20)-(iv) yields{
µ0b0 + b1(0) = λb0,
b′1(·) = µ1(·)b0 − λb1(·).
(23)
Therefore, from the second condition of (23) we get
b1(s) = b1(0)e−λs − b0
∫ 0
s
e−λ(s−ξ)µ1(ξ)dξ, s ∈ [−T, 0]. (24)
Taking into account the first condition of (23) and (24) we get
b1(s) = b0
[
(λ− µ0)e−λs −
∫ 0
s
e−λ(s−ξ)µ1(ξ)dξ
]
, s ∈ [−T, 0]. (25)
Finally from the second condition of (22) we get
µ2 = (λ− µ0)eλT −
∫ 0
−T
eλ(T+ξ)µ1(ξ)dξ. (26)
Therefore, starting from data µ = (µ0, µ1(·)) ∈ H, µ2 ∈ R, whenever (26) admits a solution
λ∗ ∈ R, we see that conditions (20)-(i,ii) and (25) provide the existence of a solution for equation
(16)-(iii) given by
w(y) = 〈b, y〉a∗ , (27)
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where a∗ := a∗(λ∗) is a solution of (21) with λ = λ∗.
Therefore, whenever 
(26) admits a solution λ∗,
b = (b0, b1(·)) satisfies (25) with λ = λ∗,
σ = αb, α ∈ R,
γ(z) = β(z)b, β(·) ∈ L2(R, ν),
(28)
the function (27) solves (16)-(iii).
Hence, given (28), a general solution to (16)-(iii) is
ϕ(y) = C1〈b, y〉a∗1 + ...+ Cn〈b, y〉a∗n , (29)
where the a∗i ’s, i = 1, ..., n, are all the possible solutions of (21) (supposing they are finite)
corresponding to λ∗ solution of (26).
Remark 4.2. When µ1(·) ≡ 0, a straightforward qualitative study of the function
λ 7→ (λ− µ0)eλT
shows that (26) admits a solution whenever
µ2 ∈
[
− 1
T
e−
1
T
+µ0 ,+∞
)
. (30)
Moreover, if µ2 ∈ [0,+∞), this solution is unique. Uniqueness of such a solution means that,
starting from µ, we can construct just one b such that the problem has a solution in the form
described above. 
4.2 The state equation and the natural boundary of X(·; y)
In this subsection we study the properties of the state equation when conditions (20) are satisfied.
In this case the state equation in infinite dimension reads as{
dX(t) = AX(t)dt+ α〈b,X(t)〉 · nˆ dB(t) + ∫R β(z)〈b,X(t)〉N˜(dt, dz),
X(0) = y,
(31)
We still denote the unique mild solution of (31) byX(·; y). We are interested to see the behaviour
of the infinite-dimensional diffusion X(·; y) with respect to the sets
G0 = {y ∈ H | 〈b, y〉 = 0}, G+ = {y ∈ H | 〈b, y〉 > 0}, G− = {y ∈ H | 〈b, y〉 < 0}. (32)
Let y ∈ H and set X(·) := X(·; y). Since X(·) is a mild solution of (6), due to Proposition 3.5,
it is also a weak solution of (31). Therefore, taking into account (20)-(iii) and (20)-(iv), taking
h = b in the definition of weak solution we get
〈X(t), b〉 = 〈y, b〉+ λ
∫ t
0
〈X(s), b〉ds+ αb0
∫ t
0
〈X(s), b〉dB(s)
+ b0
∫ t
0
∫
R
β(z)〈X(s), b〉N˜(ds, dz), ∀t ≥ 0.
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Then we see that the one-dimensional process Z(·; y) := 〈X(·), b〉 is a geometric Le´vy process
starting from 〈y, b〉. Therefore, supposing
b0β(z) > −1, ν − a.s.,
we have 
(i) y ∈ G0 =⇒ X(t; y) ∈ G0, ∀t ≥ 0,
(ii) y ∈ G+ =⇒ X(t; y) ∈ G+, ∀t ≥ 0,
(iii) y ∈ G− =⇒ X(t; y) ∈ G−, ∀t ≥ 0.
(33)
Due to (33), according to Feller’s boundary classification (for diffusions), we could say that G0
is a natural boundary for the process X(·; y).
Remark 4.3. We see that, when (20) are satisfied, we can describe the evolution of the one-
dimensional variable Z(·; y) := 〈X(·; y), b〉 in terms of a one-dimensional stochastic differential
equation. If the objective functional can be written in terms of this variable Z as well (as in our
case), then the problem reduces to a one-dimensional problem. The question is: how to derive
the conditions (20) which ensure this reduction? Is the infinite-dimensional representation really
necessary?
It is not clear how to derive such conditions working just with the one-dimensional delay
equation (1), so that the infinite-dimensional representation seems to be, at least, very conve-
nient. However, we should also say that we could derive these conditions working on the state
equation in infinite dimension rather than on the differential problem (16)-(iii). Indeed, due to
Proposition 3.5, the mild solution X(·; y) to (6) is also a weak solution so that
〈X(t), h〉 = 〈y, h〉+
∫ t
0
〈X(s), A∗h〉ds+
∫ t
0
〈σ,X(s)〉〈nˆ, h〉 dB(s)
+
∫ t
0
∫
R
〈γ(z), X(s−)〉〈nˆ, h〉N˜(ds, dz), ∀t ≥ 0, ∀h ∈ D(A∗)
and we see that to impose that 〈X(·), h〉 evolves in terms of itself corresponds exactly to require
(20). We have chosen to work with the differential problem (16)-(iii) because the system (16)
should work as (formal) differential problem associated to the optimal stopping problem also
when (20) are not verified. This leaves open the investigation of other less natural cases by (16).

4.3 The free boundary conditions
To solve the free boundary problem (16) we must impose the conditions (iii,iv) of (16) to the
general solution (29) found in Subsection 4.1.
So, conditions (iv,v) in (16) and condition (17) yield{
(i) G(z) = C1za
∗
1 + ...+ Cnza
∗
n , on ∂A,
(ii) G(z) < C1za
∗
1 + ...+ Cnza
∗
n , on A. (34)
Moreover the requirement v ∈ C1(H) yields the smooth fit principle{
(i) ∃G′ on ∂A,
(ii) G′(z) = C1a∗1za
∗
1−1 + ...+ Cna∗nza
∗
n−1, on ∂A. (35)
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5 Verification Theorem
Assume conditions (28); moreover, assume that (21) has solutions a∗1, ..., a∗n and that (34) and
(35) have a solution (A∗;C∗1 , ..., C∗n). Let
O∗ = {y ∈ H | 〈b, y〉 ∈ A∗}. (36)
Under these requirements, let v be the solution to the free boundary problem (16) constructed
in the previous section. It is characterized by A∗, a∗1, ..., a∗n, C∗1 , ..., C∗n as{
v = ϕ∗ on O∗,
v = G(〈·, b〉), on (O∗)c , (37)
where ϕ∗ is the function defined in (29) with C1 = C∗1 , ..., Cn = C∗n. We want to show that v is
really the value function and that O∗ is the continuation region for the problem.
Define the one-dimensional process Z(·; y) = 〈X(·; y), b〉. From Subsection 4.2 we know that
Z(·; y) is a geometric Le´vy process starting at 〈b, y〉. We can rewrite the functional (2) as
J(y; τ) = E
[
e−ρτG(Z(τ ; y))
]
. (38)
Also we see that
f(z) = C∗1z
a∗1 + ...+ C∗nz
a∗n
solves
1
2α
2b20z
2f ′′(z) + λ∗zf ′(z) +
∫
R ((f(z + β(z))− f(z)− β(z)f ′(z)) ν(dz) = ρf(z), z ∈ A∗,
f = G, on ∂A∗
f ′ = G′, on ∂A∗,
f > G, on A∗.
(39)
Therefore, arguing with Z and f and with the expression of J given in (38), from the one-
dimensional case (see [16], Chapter 3) we get the following.
Theorem 5.1. Let conditions (28) hold. Moreover, assume that (21) has solutions a∗1, ..., a∗n
and that (34) and (35) have a solution (A∗;C∗1 , ..., C∗n). Let v,O∗ be defined as in (37) and (36)
respectively. Suppose that v satisfies also (16)-(ii).
Then v = V and O∗ is the continuation region for the optimal stopping problem.
Remark 5.2. As a consequence of the Verification Theorem, we see that there exists at most
one solution (A∗;C∗1 , ..., C∗n) to (34)-(35) such that the corresponding v satisfies (16)-(ii). 
6 Applications: the American put option
In this section we give an example of applications of our argument to the American put option
problem. Suppose to have a stock dynamics driven by the following stochastic differential
equation:
12

dx(t) = µ0 [x(t)− x(t− T )] dt+ α
[
x(t)− µ0
∫ 0
−T x(t+ ξ)dξ
]
dB(t)
+β
∫
R
[
x(t−)− µ0
∫ 0
−T x(t
− + ξ)dξ
]
zN˜(dt, dz),
x(0) = y0; x(s) = y1(s), s ∈ [−T, 0);
(40)
where µ0, α, β ∈ R and y := (y0, y1(·)) ∈ C is such that y0 − µ0
∫ 0
−T y1(ξ)dξ > 0. Moreover
suppose that
ν ≡ 0 on (−∞, 0], (41)
i.e. only positive jumps can occur.
Suppose that the optimal stopping problem consists in optimizing over τ ∈ T the functional
E
[(
K −
(
x(τ)− µ0
∫ 0
−T
x(τ + ξ)dξ
))+]
, K > 0. (42)
Notice that, from Subsection 4.2, we see that x(t)− µ0
∫ 0
−T x(t+ ξ)dξ > 0 for all t ≥ 0, so that
the functional above is bounded from above by K. Of course it is also bounded from below by
0, so that the problem is well-defined.
With this settings, we are taking µ1(·) ≡ 0, µ2 = −µ0, b0 = 1, b1(·) ≡ −µ0, λ∗ = 0 in (28).
In this case (21) reads as
h0(a) := −ρ+ 1
2
a(a− 1)α2 +
∫
R
((1 + βz)a − 1− aβz) ν(dz) = 0.
We see that
h0(0) = −ρ < 0, lim
a→−∞h
0(a) = +∞,
Therefore h0(a) = 0 admits a solution a∗ ∈ (−∞, 0).
Let us suppose that this solution is unique (actually it could be proved a posteriori, by
Verification, that it is really unique). Due to the structure of the problem we can guess that the
region A, candidate to be the solution, has the structure
A = (z0,+∞), z0 ∈ (0,K).
Imposing (34)-(35), we get the system{
Cza
∗
0 = K − z0,
Ca∗za
∗−1
0 = −1.
(43)
This system admits a unique solution (C∗, z∗0) with C∗ > 0, z∗0 ∈ (0,K).
Let A∗ = (z∗0 ,+∞), O∗ = {y ∈ H | 〈b, y〉 ∈ A∗}. The function
v(y) =
{
K − 〈b, y〉, if 〈b, y〉 ≤ z∗0 ,
C∗〈b, y〉a∗ , if 〈b, y〉 > z∗0 ,
satisfies the assumptions of Theorem 5.1 (see the analogous in [16], Chapter 3), therefore v = V
and O∗ is the continuation region for the problem.
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Remark 6.1. If we relax assumption (41) only requring
ν ≡ 0 on (−∞,−1],
the problem can be solved as well. In this case we have to invoke Remark 4.3 and another result
coming from the one-dimensional theory, i.e. the result on the perpetual American put option
contained in [14]. Indeed, due to Remark 4.3, the problem of maximizing (42) under the state
equation (40) can be rewritten as
Maximize E
[
e−ρτ (K − Z(τ))+] ,
subject to
{
dZ(t) = αZ(t)dB(t) + β
∫
R zZ(t)N˜(dt, dz),
Z(0) = y0 − µ0
∫ 0
−T y1(ξ)dξ > 0,
(44)
and we can apply the results of [14]. 
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