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Abstract—Herein, the problem of simultaneous localization of
multiple sources given a number of energy samples at different
locations is examined. The strategies do not require knowledge
of the signal propagation models, nor do they exploit the spatial
signatures of the source. A non-parametric source localization
framework based on a matrix observation model is developed. It
is shown that the source location can be estimated by localizing
the peaks of a pair of location signature vectors extracted from
the incomplete energy observation matrix. A robust peak local-
ization algorithm is developed and shown to decrease the source
localization mean squared error (MSE) faster than O(1/M1.5)
with M samples, when there is no measurement noise. To
extract the source signature vectors from a matrix with mixed
energy from multiple sources, a unimodality-constrained matrix
factorization (UMF) problem is formulated, and two rotation
techniques are developed to solve the UMF efficiently. Our
numerical experiments demonstrate that the proposed scheme
achieves similar performance as the kernel regression baseline
using only 1/5 energy measurement samples in detecting a single
source, and the performance gain is more significant in the cases
of detecting multiple sources.
Index Terms—Source localization, unimodal, sparse signal
processing, matrix completion, non-parametric estimation
I. INTRODUCTION
Source localization is important in many domains, such as
salvage, exploration, tactical surveillance, and hazard find-
ing. However, in many application scenarios, it is difficult
to obtain the correct propagation parameters of the source
signal for localization. For example, in underwater localization
with acoustic signals, the signal propagation depends on the
water temperature, pressure, and salinity, which are location-
dependent. In gas source localization, the gas diffusion char-
acteristics depends on the chemical type and the atmospheric
conditions. Therefore, model-based parametric localization
methods [1]–[4] may not be reliable in application scenarios
with a temporal and spatial varying nature.
Model-free positioning schemes, such as connectivity based
localizations and weighted centroid localizations (WCL), have
attracted a lot of interest due to their simplicity in implementa-
tion and the robustness to variations of propagation properties
[5]–[9]. However, connectivity based techniques [5], [6] can
only provide coarse localization results and the performance of
WCL [7] highly depends on the choice of parameters and the
propagation environments. Recently, machine learning tech-
niques, such as kernel regression and support vector machines
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Figure 1. Left: Energy measurements at different locations (colored-squares)
to localize two sources (red stars). Right: The underlying energy field appears
as one peak when the two sources are close to each other.
[10], [11] have also been explored for localization. However,
these methods usually require a separate training phase which
may not be available in practice. Furthermore, blind decon-
volution methods for source separation and localization [12]–
[17] usually require a sequence of measurements that convey
temporal or spatial characteristics, which is not the case in our
problem.
This paper studies non-parametric methods for localizing
several sources based on a few energy measurements at
different sensing locations as illustrated in Fig. 1. Our previous
works studied the single source case in [8], [18], where a trust
region was developed for targeting the source and a multi-
step exploration-exploitation strategy was developed for active
search using an underwater robot. The results were extended
to the cases of two or more sources by exploiting novel
coordinate system rotation techniques [9], [19]. However, these
works were based on a decomposable assumption on the
energy propagation field in 2D.
In this paper, we find that the decomposable assumption is
not necessary. Specifically, we show that the source location
in 2D can be found by localizing the peaks of the left and
right dominant singular vectors of the energy matrix sampled
on a discretized area. Such a result holds universally as long
as the received signal energy is a decreasing function of the
distance from the source. With such a theoretical guarantee, we
first develop strategies to localize a single source. The method
extracts a pair of signature vectors from a sparsely sampled
observation matrix, and then, estimates the source location
by robust peak localization from the signature vectors. The
corresponding localization mean squared error (MSE) is also
analyzed. We then move to the case of localizing two sources
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2with equal power. The singular value decomposition (SVD)
framework in our preliminary work [18] does not work herein,
because the singular vectors are not the desired signature vec-
tors of each source. We address this issue by optimally rotating
the coordinate system such that the sources are aligned with
the rows or columns of the observation matrix, and as a result,
the SVD-based method can be applied. Finally, we consider
the general multi-source case by formulating a unimodality-
constrained matrix factorization (UMF) problem and solve it
with projected gradient algorithms. While a formal theoretical
justification that connects the multi-source localization with
the UMF is yet to be explored, our experiments demonstrate
the robustness of the proposed UMF-based methods.
To summarize, the following contributions are made herein:
• We propose a matrix observation model for the energy
field of a single source, and prove that the left and right
dominant singular vectors are unimodal with their peaks
representing the source location.
• We develop non-parametric localization algorithms based
on sparse matrix processing. In the single source case,
we derive a localization MSE bound and show that the
MSE decreases faster than O(1/M1.5) when there is no
sampling noise.
• For a general multi-source case, we formulate a UMF
problem and develop a projected gradient algorithm to
extract the signature vectors for localizing each of the
sources. Our numerical experiments demonstrate the ro-
bustness of the these methods in uncertain environments.
The rest of the paper is organized as follows. Section II
establishes the matrix observation model. Section III develops
a non-parametric localization estimator by establishing the
unimodal and symmetry property of the source signature
vectors. Section IV extracts the signature vectors for the
single source scenario and analyzes the MSE localization
performance. Section V and VI develop coordinate system
rotation techniques to help extract the signature vectors in the
two source and arbitrary number of sources cases. Numerical
results are presented in Section VII and conclusion is given
in Section VIII.
Notation: Vectors are written as bold italic letters x and
matrices as bold capital italic letters X . Random variables,
random vectors, and random matrices are written as x, bold
letters x, and bold capital letters X, respectively. For a matrix
X , Xij denotes the entry in the ith row and jth column
of X . For a vector x, xi denotes the ith entry of x. The
notation o(x) means limx→0 o(x)/x → 0, and O(x) means
lim supx→0O(x)/x <∞.
II. SYSTEM MODEL
Assume that there are K incoherent sources in an area with
radius L/4. The location of source k is denoted by sk ∈ R2.
The sources continuously emit signals that form an aggregated
energy field, which can be measured at M different sensing
locations in the target area A with radius L/2. Let d(z , s) =
‖z − s‖2 be the distance between the sensing location at z ∈
R2 and a source location s . The energy measurement h(m) at
the mth sensing location z (m) is given by
h(m) =
K∑
k=1
αkh(d(z
(m), sk)) + n
(m) (1)
where αk is the transmit power of source k and n(m) is the ad-
ditive noise of the mth measurement. The measurement noise
n(m) is modeled as a zero mean random variable with variance
σ2n and bounded support |n(m)| < σ¯n. The function h(d) is
a non-negative strictly decreasing function of the distance d
from the source. In addition, we assume that h(d) is Lipschitz
continuous, square-integrable, and concentrated in the bounded
area A, i.e., ∫R2 h(d(z, s))2dz = ∫A h(d(z, s))2dz = 1. Note
that, in reality, the effective energy response h(d) measured
by practical devices always has a bounded support. However,
neither the source power αk, the function h(d), nor the noise
distribution are known.
We propose to use a matrix observation model for non-
parametric source localization. Specifically, we discretize the
L×L target area, A, into N ×N grid points, equally spaced
with minimum distance LN , N ≥
√
M . Let H be the N ×N
observation matrix that contains the M energy measurements,
i.e., the (i, j)th entry of H is given by
Hij =
L
N
h(m) (2)
if the mth energy measurement is taken inside the (i, j)th
grid cell. Note that H may contain missing values and the
measurement locations z(m) may not be at the center of the
grid cell. Our objective herein is to localize the sources by
analyzing the incomplete matrix H.
III. LOCALIZATION BASED ON UNIMODALITY
In this section, we first show that the dominant singular
vectors of the energy matrix sampled in a discretized single
source energy field are unimodal and symmetric. Then, using
these properties, a localization algorithm is developed. Finally,
a matrix factorization problem is formulated to extract the sig-
nature vectors in the case of multiple sources and incomplete
matrix observations.
A. The Unimodal Property
Let H (k) ∈ RN×N be the matrix that captures the en-
ergy contributed by source k sampled at discretized locations
{ci,j}, i.e., the (i, j)th element of H (k) is given by
H
(k)
ij =
L
N
αkh(d(ci,j , sk)) (3)
in which, ci,j ∈ R2 is the center location of the (i, j)th grid
cell. The factor LN is for normalization purposes:∥∥H(k)∥∥2F = α2k∑
i,j
( L
N
)2
h(d(ci,j , sk))
2
= α2k
∫
A
h(d(z, sk))
2dz + o
( L2
N2
)
(4)
3which equals to α2k up to a marginal discretization error. In the
signal model (3) and (4), the physical meaning of h(d(x, y))
is the power density of the source signal measured at location
(x, y) and the entry H(k)ij approximates the energy of the kth
source signal in the (i, j)th grid cell.
Consider the SVD of H(k) =
∑
i σk,iuk,iv
T
k,i, where σk,i
denote the ith largest singular value of H(k). Then, we have
the following model for the K source energy field.
Definition 1 (Signature vector and signature matrix). The
signature matrix for all K sources is defined as
H ,
K∑
k=1
H (k) =
K∑
k=1
σk,1uk,1v
T
k,1 +
K∑
k=1
N∑
i=2
σk,iuk,iv
T
k,i.
(5)
In addition, the vectors uk , uk,1 and vk , vk,1, are defined
as the signature vectors of source k.
Note that uk and vk are not singular vectors of H , but they
are the dominant singular vectors of H(k), which captures the
energy contribution from the kth source.
Accordingly, the observation matrix H in (2) is a noisy and
incomplete sampled version of the signature matrix H .
We show that the signature vectors uk and vk are unimodal.
Definition 2 (Unimodal). A vector v ∈ RN is unimodal if the
following is satisfied:
0 ≤v1 ≤ v2 ≤ · · · ≤ vs (6)
vs ≥ vs+1 ≥ · · · ≥ vN ≥ 0 (7)
for some integer 1 ≤ s ≤ N , where vi is the ith entry of v.
Note that there could be multiple entries vs = vs+1 = · · · =
vs+I that are the largest. In other words, the vector has a
flat peak. This will not affect the algorithm design, nor the
analytical results in this paper.
Theorem 1 (Unimodal Signature Vector). The signature vec-
tors uk and vk are unimodal. In addition, suppose that source
k is located inside the (m,n)th grid cell. Then the peaks of
uk and vk are located at the mth entry of uk and the nth
entry of vk, respectively.
Proof. See Appendix A.
Note that such a property holds for general propagation
functions h(d).
B. The Symmetry Property
It can be further shown that the signature vectors uk and
vk are symmetric.
Let uNk and v
N
k denote the signature vectors under the
N × N grid topology. Consider a Cartesian coordinate sys-
tem C and denote ci,j = (ci,j,1, ci,j,2) ∈ R2 as the co-
ordinates of the (i, j)th grid point, where every row of
grid points {ci,1, ci,2, . . . , ci,N} has the same set of x-
coordinates cX = [cX,1, cX,2, . . . , cX,N ], and every column of
grids {c1,j , c2,j , . . . , cN,j} has the same set of y-coordinates
cY = [cY,1, cY,2, . . . , cY,N ]. Let u¯Nk (y) and v¯
N
k (x) be linearly
interpolated functions from vectors uNk and v
N
k , respectively.
Specifically, u¯Nk (cY,i) =
√
N/LuNk,i, the ith entry of u
N
k ,
and v¯Nk (cX,j) =
√
N/LvNk,j , the jth entry of v
N
k . The off-
grid values of u¯Nk (y) and v¯
N
k (x) are obtained through linear
interpolation. Then, we can show the following property.
Proposition 1 (Symmetry Property). Suppose that there exist
squared-integrable functions wk,1(y) and wk,2(x), such that
u¯Nk (y) and v¯
N
k (x) uniformly converge to wk,1(y) and wk,2(x),
respectively, as N → ∞. Then, wk,1(y) and wk,2(x) can be
expressed as wk,1(y) = w(y − sk,2) and wk,2(x) = w(y −
sk,1), where w(x) is a symmetric, unimodal, non-negative
function with w(−x) = w(x), and ∫∞−∞ w(x)2dx = 1.
Proof. See Appendix B.
Proposition 1 suggests a method to find the peaks of the
signature vectors uk and vk using the symmetry property.
C. A Location Estimator
We first establish a general property of a unimodal symmet-
ric function w(x).
Lemma 1 (Monotone property). Suppose that the non-
negative function w(x) is unimodal and symmetric about
x = 0. Then, the autocorrelation function
τ(t) =
∫ ∞
−∞
w(x)w(x− t)dx (8)
is non-negative and symmetric about t = 0. In addition, τ(t)
is strictly decreasing in t > 0.
Proof. The result can be easily derived using the unimodal
and symmetry property of w(x). The details are omitted here
due to page limit.
From Lemma 1, τ(t) is maximized as t = 0. As a result, the
non-negative, unimodal, and symmetric function w(y − s1,1)
from Proposition 1 has the following autocorrelation function∫ ∞
−∞
w(y − s1,1)w(−y + t− s1,1)dy (9)
=
∫ ∞
−∞
w(y − s1,1)w(y − t+ s1,1)dy (10)
=
∫ ∞
−∞
w(z)w(z + 2s1,1 − t)dz (11)
= τ(t− 2s1,1)
which is maximized at t = 2s1,1, where the first equality (10)
is due to symmetry w(y) = w(−y), and the second equality
(11) is from the change of variable z = y − s1,1.
Given a vector v ∈ RN and the corresponding N -point
coordinates cX = [cX,1, cX,2, . . . , cX,N ], let v¯(x) be an inter-
polation function such that v¯(x) =
√
N/Lvi for x = cX,i,
1 ≤ i ≤ N , and v¯(x) is equivalent to a linear interpolation at
off-grid locations. Define the reflected correlation function as
R(t; v, cX) =
∫ ∞
−∞
v¯(x)v¯(−x+ t)dx. (12)
Then, an estimate of the point of symmetry for v in a
continuous interval can be obtained as
sˆ(v) =
1
2
argmax
t∈R
R(t; v, cX). (13)
4Note that, the estimator (13) aggregates the contributions
from all measurements, including those far away from the
source.
As a result, if one can obtain estimates uˆk and vˆk of the
signature vectors uk and vk from the observation matrix H,
the estimate of the kth the source location can be computed
as sˆk = (ˆs(vˆk), sˆ(uˆk)) according to the symmetry property in
Proposition 1.
D. Problem Formulation for Extracting Signature Vectors
There are two remaining issues: First, one needs to extract
K pairs of signature vectors from the incomplete noisy obser-
vation matrix H. Second, one needs to find the best coordinate
system C for grid points cX × cY that define the observation
matrix H = H(θ), since H(θ) is variant according to the
rotation θ of the coordinate system.
We answer these two questions by proposing a UMF
problem specified as follows.
Denote by UNs the cone specified by the unimodal con-
straints (6)–(7) for a fixed s. Denote UN = ⋃Ns=1 UNs as
the non-negative unimodal cone, and UN×K as the set of
N × K real matrices where all the columns are in UN . Let
U ,V ∈ RN×K be the matrices that each contains K pairs of
signature vectors {uk,vk} to be determined. Let W ∈ RN×N
be an indicator matrix that describes the sampling strategy,
where Wij = 1, if (i, j) ∈ Ω, and Wij = 0, otherwise, where
Ω denotes the set of entries that are assigned values based on
(2), |Ω| = M .
The source signature vectors can be extracted as the solution
to the following problem:
P1 : minimize
U ,V
∥∥W  (H−UV T)∥∥2
F
(14)
subject to U ∈ UN×K ,V ∈ UN×K (15)
where  denotes the Hadamard product, i.e., W  H is an
N × N matrix computed entry-by-entry with [W  H]
ij
=
WijHij .
In the remaining part of this paper, we will discuss the
cases of single source, two sources, and arbitrary number
of sources, and the corresponding methods to solve P1 or
relaxed versions of it.
IV. SPECIAL CASE I: SINGLE SOURCE
In the single source case, we first show that a relaxation
of P1 can be easily solved by a matrix completion problem
followed by SVD. We then analyze the squared error bound
of the source localization.
A. Solution via Nuclear Norm Minimization
Dropping the unimodal constraints (15) and applying a
convex relaxation on the objective function,P1 can be relaxed
to a classical rank-K matrix completion problem via nuclear
norm minimization. It has been shown in the sparse signal
processing literature that, under some mild regularization
conditions on the low rank matrix H , the matrix H can be
recovered, with a high probability, from the sparse and noisy
observation W H [20], [21]. Specifically, the noisy recovery
ofH can be obtained as a solution, Xˆ , to the following convex
optimization problem [18], [21]:
P2 : minimize
X
‖X‖∗ (16)
subject to
∑
(i,j)∈Ω
∣∣Xij − Hij∣∣2 ≤ 2
where ‖X‖∗ denotes the nuclear norm of X (i.e., the sum
of the singular values of X), and 2 is a small parameter
(depending on the observation noise [21]) for the tolerance of
the observation noise in H.
Note that under exact recovery Xˆ = H , the signature
vectors are exactly the dominant singular vectors of Xˆ, and
the unimodal constraints (15) are then automatically satisfied.
As a result, an efficient approximate solution to P1 can be
obtained from the dominant singular vectors uˆ1 and vˆ1 of Xˆ
as the solution to P2.
B. Squared Error Bound
Let eN1 = vˆ
N
1 − vN1 be the error vector, where the super-
script N explicitly indicates that the analysis is performed
under an N × N grid topology. Let v¯N1 (x) be the linear
interpolation function of vˆN1 attached with coordinates c
N
X .
Define e¯N1 (x) = v¯
N
1 (x)− w1(x) where w1(x) , w(x− s1,1)
is the limiting function defined in Proposition 1. Define
EN (s) ,
∫∞
−∞ e¯
N
1 (x)e¯
N
1 (−x + s)dx. Suppose that the fol-
lowing regularity conditions are satisfied
limsup
N→∞
∣∣∣ ∫∞−∞ w1(x)e¯N1 (−x+ s)dx∣∣∣∣∣(vN1 )TeN1 ∣∣ ≤ Ce2 <∞ (17)
lim
N→∞
EN (s)∣∣(vN1 )TeN1 ∣∣ = 0 (18)
with probability 1, for any −L2 ≤ s ≤ L2 and any rotation of
the coordinate system C.
Remark 1 (Interpretation of (17)–(18)). The value Ce depends
on the distributions of the sample locations and sample noise,
as well as the energy field function h(d). An intuitive expla-
nation of the boundedness of Ce and the diminishing value of
EN (s)/
∣∣(vN1 )TeN1 ∣∣ as N → ∞ is that the observation noise
is uncorrelated and identically distributed if sampled at the
opposite locations symmetric about the source. For example,
in our numerical experiment using uniformly random sam-
pling corrupted by Gaussian noise in an underwater acoustic
environment (see Section VII for the empirical propagation
model), properties (17)–(18) are observed.
In addition, let κN = (σNk,1 − σNk,2)/α1 be the normalized
singular value gap from the model (5) for the single source
k = 1, and suppose that the gap is non-diminishing, i.e.,
κ , lim infN→∞ κN > 0. Furthermore, suppose that for the
autocorrelation function τ(t), the first and the second-order
derivatives, τ ′(t) and τ ′′(t), exist and are continuous at t = 0.
Then, for a small ν > 0, there exists aν > 0, such that
τ(t) ≤ τ(0) + τ ′(0)t + 12 (τ ′′(0) + ν)t2 for all t ∈ [0, aν ].
We have the following theorems to characterize the asymptotic
behavior of the squared estimation error ‖sˆ1 − s1‖22.
51) Conservative construction: Choose N =
√
M and
suppose that all the entries of H are observed. As a result,
the signature vectors uˆ1 and vˆ1 can be directly extracted as
the dominant left and right singular vectors of H.
Theorem 2 (Squared Error Bound under the Conservative
Construction). Under the condition of Proposition 1, for
asymptotically large M ,
‖sˆ1 − s1‖22 ≤ C1
L4
M1.5
+ C2
L2√
M
σ¯2n
α21
(19)
with probability at least 1 − 2e−C3N , where C1 =
3C0CeK
2
h
−κ2(τ ′′(0)+ν) , C2 =
6C0Ce
−κ2(τ ′′(0)+ν) , Kh is the Lipschitz pa-
rameter of h(d), and C0 and C3 are constants.
Proof. See Appendix C.
Remark 2. The constants C1 and C2 show that the energy
decay rate of h(d) versus d may play a complicated role in the
localization performance. A large decay rate, corresponding to
a large Lipschitz parameter Kh, may harm the performance,
because it leads to high discretization error. On the other hand,
a small decay rate for h(d) may result in performance less
tolerant to noise, because the autocorrelation function τ(t) is
less sharp. The key message of Theorem 2 is to establish the
worst case performance scaling law, which will be discussed
later.
2) Aggressive construction: Choose the number of sensors
M and the matrix dimension N , such that M is the smallest
integer that satisfies M ≥ CN(logN)2. The signature vectors
uˆ1 and vˆ1 are extracted from Xˆ, the solution to P2.
Theorem 3 (Squared Error Bound under the Aggressive Con-
struction). Suppose that the sampling error of H is bounded
as
∑
(i,j)
∣∣Hij −Hij∣∣2 ≤ 2, where  is the parameter used in
P2. Then, under the condition of Proposition 1, there exists
some 0 < α < 12 , such that for asymptotically large M and
high enough signal-to-noise ratio (SNR) α1/σ¯2n ,
‖sˆ1 − s1‖22 ≤ C3
L4
M2−α
+ C4
L3
M1−α
σ¯n
α1
+ C5L
2 σ¯
2
n
α21
(20)
with probability 1 − O(N−β), where C3 = C
′
0CeK
2
h
−2κ2(τ ′′(0)+ν) ,
C4 =
√
2C′0CeKh
−κ2(τ ′′(0)+ν) , C5 =
C′0Ce
−κ2(τ ′′(0)+ν) , and C
′
0 and β are
constants.
Proof. See Appendix C.
3) Discussions: We draw the following observations.
Performance Scaling Law: Theorems 2 and 3 reveal the
error exponent as the number of sensors increases. As a
performance benchmark, for a naive non-parametric peak
localization scheme that estimates the source location directly
from the position of the measurement sample that achieves
the highest energy, the localization squared error decreases as
O(1/M), whereas, the squared error of the proposed schemes
decreases faster than O(1/M1.5) in high SNR α1/σ¯2n  1,
order-wise faster than the naive scheme, as will be demon-
strated by our numerical results in Section VII.
Sparsity and Noise Suppression Tradeoff: While the ag-
gressive construction strategy achieves higher error decay
rate in terms of the number of samples M under high
SNR , α1/σ¯2n  1, the aggressive construction scheme is
less tolerant to measurement noise as observed from the last
terms in (19) and (20). Specifically, in low SNR, the squared
error bound of the aggressive construction strategy scales as
O( 1SNR ), whereas, it scales as O( 1NSNR ) for the conservative
construction strategy.
Impact from the Propagation Law: The parameter 0 < κ ≤
1, as appear in the coefficients of the bound, captures how
precisely the outer product ukvTk of the signature vectors may
approximate the energy field matrix H(k) for a single source.
In the special case when h(d) is fully decomposable, i.e.,
h(d(x, y)) = h1(x)h2(y), we have κ = 1 leading to a small
error bound.1 For most practical propagation models we have
tested (e.g., propagations of radio signals over the air, acoustic
signals in the water, etc.), κ is close to 1.
V. SPECIAL CASE II: TWO SOURCES
In the case of two sources, the SVD may not extract the
desired signature vectors from H in (5), because the signature
vectors u1 and u2 from different sources are not necessarily
orthogonal. However, it turns out that by choosing an appro-
priate coordinate system C, the corresponding UMF problem
P1 can be easily solved (under some mild conditions). In
this section, we propose rotation techniques to select the best
coordinate system for extracting the source signature vectors.
A. Optimal Rotation of the Coordinate System
Suppose that we fix the origin at the center of the target area
and rotate the coordinate system such that the two sources
are aligned, without loss of generality (w.l.o.g.), on the y
axis. Then, the source locations satisfy s1,1 = s2,1, and the
signature vectors follow v1 = v2. This approximately yields
a rank-1 model H = H(1) +H(2) ≈ (α1u1 + α2u2)vT1 by
ignoring the minor components in (5).
As a result, an algorithm can be designed as follows. First,
extract the vectors αˆ1uˆ1 + αˆ2uˆ2 and vˆ1 by solving the matrix
completion problem P2 followed by the SVD as developed
in Section IV. Second, obtain uˆ1 and uˆ2 from the composite
vector αˆ1uˆ1 + αˆ2uˆ2.
The remaining challenge is to find optimal rotated coordi-
nate system for source alignment from the M measurement
samples. Note that the source topology is not known.
Denote H(θ) as the observation matrix constructed in co-
ordinate system Cθ with θ degrees of rotation to reference
coordinate system C. The desired rotation θ can be obtained
as
P3 : maximize
θ∈[0,pi2 ]
ρ(θ) , σ
2
1(H(θ))∑N
k=1 σ
2
k(H(θ))
(21)
where σk(H) is defined as the kth largest singular value of
Xˆ(H), the solution to the matrix completion problem P2
based on H.
Note that ρ(θ) ≤ 1 for all θ ∈ [0, pi2 ]. In addition, ρ(θ∗) =
1, when H(θ) becomes a rank-1 matrix where the sources
1The only example for this special case is the Gaussian function, i.e.,
h(d(x, y)) = ae−b(x
2+y2) = ae−bx
2
e−by
2
.
6are aligned with one of the axes, which gives an intuitive
justification for P3.
However, an exhaustive search for the solution θ∗ is com-
putationally expensive, since it requires performing SVD on
H(θ) for each θ. Yet, it can be shown that ρ(θ) has a nice
locally unimodal property that enables an efficient solution.
Let H(θ) be the signature matrix defined in (5) under the
coordinate system Cθ.
Theorem 4 (Property of ρ(θ)). Assume that the two sources
have equal transmission power α1 = α2. In addition, suppose
that H(θ) is at most rank-2 and can be perfectly recovered
from H(θ), i.e., Xˆ(H(θ)) = H(θ). Consider that N is large
enough. Then, ρ(θ) is periodic, i.e., ρ(θ) = ρ(θ + pi2 ). In
addition, ρ(θ) is strictly increasing over (θ∗ − pi4 , θ∗) and
strictly decreasing over (θ∗, θ∗+ pi4 ), if the energy field satisfies
s · τ ′(t) > t · τ ′(s) (22)
for all 0 < s < t, where τ ′(t) , ddtτ(t) and θ∗ is the
maximizer of ρ(θ).
Proof. See Appendix D.
The result in Theorem 4 confirms that the function ρ(θ) has
a unique local maximum within a pi2 -window under a mild con-
dition, in the ideal case of perfect recovery Xˆ(H(θ)) = H(θ).
The property motivates a simple bisection search algorithm to
efficiently search for the globally optimal solution, θ∗, toP3.
Note that condition (22) can be satisfied by a variety of
energy fields. For example, for Laplacian field h(x, y) =
γe−γ|x|−γ|y|, we have the autocorrelation function τ(t) =
(1 + γt)e−γt, and its derivative τ ′(t) = −γ2te−γt; for
Gaussian field h(d) =
√
2γ/pie−γd
2
, where d2 = x2 + y2,
we have τ(t) = e−γt
2/2, and τ ′(t) = −γte−γt2/2. In both
cases, condition (22) is satisfied.
B. Source Separation
W.l.o.g., suppose that the signature matrix has a decomposi-
tion form H ≈ (α1u1+α2u2)vT1 after the optimal coordinate
system rotation from solving P3. In addition, assume the
equal power case α1 = α2. Then, using a technique similar to
that in Section IV, we can estimate the x coordinates from
sˆ1,1 = sˆ2,1 =
1
2
argmax
t∈R
R(t; vˆ1, cX). (23)
In addition, the y coordinates can be estimated as sˆ1,2, sˆ2,2 =
cˆ± r, where
cˆ =
1
2
argmax
t∈R
R(t; uˆ1, cY), rˆ = argmax
r≥0
Q(r; uˆ1, vˆ1)
(24)
and
Q(r; uˆ1, vˆ1) ,
1
2
∫ ∞
−∞
uˆ(x)
(
vˆ(x− cˆ− r) + vˆ(x− cˆ + r)
)
dx
in which, uˆ(x) is a linear interpolation of uˆ1 (similar to
v¯(x) in (12)) and vˆ(x) is from linearly interpolating vˆ1.
Using calculations similar to (9)–(11), it can be shown that
Q(r;u1 +u2,v1) is maximized at r∗ = (s1,2− s2,2)/2 if the
interpolation is perfect, i.e., uˆ(x) = w(x−s1,2) +w(x−s2,2)
and vˆ(x− s1,1) = w(x− s1,1).
As a remark, a simple peak finding solution may not
work as well as the estimator from (23)–(24) because, first,
peak finding mostly depends on the measurement around the
centroid cˆ and the information from other measurements may
not be fully exploited, and second, when two sources are
close to each other, their aggregate energy field will appear
as one peak, which does not correspond to the desired source
location. On the other hand, the proposed procedure (23)–(24)
can resolve these issues.
VI. GENERAL CASE: ARBITRARY NUMBER OF SOURCES
In the case of an arbitrary number of sources, we first
study a general algorithm framework to solve P1. We then
discuss efficient approximations for fast implementation of the
algorithm. Finally, an optimization of the coordinate system Cθ
is studied to enhance the convergence of the algorithm.
A. The Gradient Projection
Let f(U ,V ) =
∥∥W  (H−UV T)∥∥2
F
. With some algebra
and matrix calculus, it can be shown that the gradients of f
are
∂
∂U
f = −2(W H)V + 2(W  (UV T))V
∂
∂V
f = −2(W T HT)U + 2(W T  (V UT))U
and the iteration of the projected gradient algorithm can be
computed as
U(t+ 1) = PU
{
U(t)− µt ∂
∂U
f(U(t),V (t))
}
(25)
V (t+ 1) = PU
{
V (t)− νt ∂
∂V
f(U(t+ 1),V (t))
}
(26)
where PU{·} is a projection operator to project any N × K
matrix onto the unimodal cone UN×K , and the step size µt and
νt are chosen to ensure the decrease of the objective function
f (for example, via a backtracking line search [22], [23]).
B. Fast Unimodal Projection
The projection PU{X} onto the unimodal cone is formally
defined as the solution that minimizes ‖X − Y ‖F over
Y ∈ UN×K . Due to the property of the Frobenius norm,
the projection can be computed column-by-column.
While it is not straight-forward to efficiently project onto
the convex set UNs (specified by constraints (6)–(7)) as it may
seem to be, it is relatively easier to compute the projection
onto an isotonic cone, where an isotonic sequence is defined
as a non-increasing (or non-decreasing) sequence. Recently, a
fast algorithm for exact isotonic projection was developed in
[24], which finds the solution within N − 1 steps. With such
a tool, a fast approximate algorithm to compute PU{X} can
be described as follows.
Fast unimodal projection:
1) For each odd index s, compute the isotonic projec-
tion for xk, the kth column of X , to form an as-
cending branch y1, y2, . . . , ys and a descending branch
7ys+1, ys+2, . . . , yN , respectively, using the exact iso-
tonic projection algorithm in [24].
2) Construct y(s) := (y1, y2, . . . , ys, ys+1, . . . , yN ), and
repeat from Step 1) to compute a series of projections
y(s) for s = 1, 3, 5, . . . .
3) Choose the solution y(s∗) that minimizes ‖y(s) − xk‖
over s = 1, 3, 5, . . . .
Since Step 1) has complexity at most N , the overall complex-
ity is at most 12N
2.
Note that minimizing ‖x − y‖22 subject to the unimodal
constraint y ∈ UN = ⋃Ns=1 UNs is equivalent to solving a
series of minimization problems, each under constraint y ∈
UNs ∪ UNs+1 for s = 1, 3, 5, . . . . In addition, each subproblem
is equivalent to minimizing ‖x1:s − y′‖22 + ‖xs+1:N − y′′‖22
subject to 0 ≤ y′1 ≤ y′2 ≤ · · · ≤ y′s and y′′1 ≥ y′′2 ≥ · · · ≥
y′′N−s, where xa:b = (xa, xa+1, . . . , xb) represents a vector
that is extracted from the ath entry to the bth entry of x.
Therefore, the above unimodal projection is exact.
C. Local Convergence Analysis
We frame the analysis according to the following two
observations. First, when there is no sampling noise, the
unimodal constraint (U ,V ) ∈ UN×K×UN×K is not active at
the globally optimal point Xˆ = (Uˆ, Vˆ). Then, we can remove
the projection in (25) and (26) and analyze the local behavior
of an unconstrained algorithm approaches Xˆ. The goal is to
discover any factor that possibly harms the convergence and
determines methods that will improve the performance.
Second, note that the function is bi-convex. Therefore, we
can study partial convergence, where the convergence of the
variable U is analyzed while fixing the other variable V to
be in the neighborhood of Vˆ. As a result, the unconstrained
algorithm trajectory for U will converge to a unique solution.
Analyzing the asymptotic convergence rate of U may help us
understand the factors that affect algorithm convergence.
Denote g(X) = [
(
∂f/∂U)T
(
∂f/∂V )T]T as the gradient
function of f(X), where X = (U ,V ). Suppose X(0) is
sufficiently close to Xˆ, such that the unimodal constraints are
not active. As a continuous counter-part to the discrete iteration
(25)–(26), the continuous algorithm trajectory X(t) can be
given as
d
dt
X(t) = −g(X(t)). (27)
Let E(Xe(t)) = 12‖Xe(t)‖2F be the normed error function
for the convergence error Xe(t) ,X(t)−Xˆ. Let Ue = U−Uˆ
and Ve = V − Vˆ with the time index t dropped for notational
brevity. The following result suggests that if either Ue or Ve
is much smaller than the other variable, then the algorithm
trajectory X(t) converges exponentially to Xˆ.
Proposition 2 (Partial convergence). Assume perfect sampling
H = H and H in (5) has rank K. Suppose that the algorithm
initialization X(0) is in the neighborhood of the optimal
solution Xˆ to P1. Then the following holds
d
dt
E(Xe) ≤ −2λK(VˆTVˆ)‖Ue‖2F + o
(
‖Ue‖2F
)
(28)
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problem P2 in the optimal coordinate system Cθ∗ , and then
solves P1 for signature vector extraction. As the UMF is
aware of the unimodal structure, the proposed “Rotated UMF”
outperforms the “Complete UMF” scheme.5
VI. NUMERICAL RESULTS
We consider the source and sensor deployment model in
Section II with L = 5 km in an underwater environment.
The sources simultaneously transmit signals at f = 5 kHz.
The propagation of the signal from each source is modeled
using Np = 15 discrete paths, where the path inter-arrival
times τp+1 − τp are exponentially distributed with mean 100
ms, and the path amplitudes are Rayleigh distributed with
power scaled as e−ϕ(τp−τ1) with respect to the first path,
ϕ = 2 sec−1 [21], [22]. The path energy attenuation is
5However, we also note that in the case of low SNR, i.e., σ2n ≫ 1, P2
can serve as an efficient de-noising step to help faster convergence of UMF.
modeled as (1 + d1.5A(f)d)−1, where Thorp’s formula [23]
is used to arrive at 10 log10A(f) = 0.11f2/(1 + f2) +
44f2/(4100 + f2) + 2.75 × 10−4f2 + 0.003 dB/km. The
ambient noise n(m) is modeled as a zero mean, Gaussian
random variable with normalized variance σ2n/P = −34 dB,
where P = 1 is the total transmission power. The sensor has
a receive window of 4 seconds from the detection of the first
path. The parameter N for constructing the observation matrix
H is chosen as the largest integer satisfying N(logN)2 ≤M .
The proposed algorithms for the single source case ((15)
in Section III), two source ((21) – (23) in Section IV), and
an arbitrary number of sources (Section V) are compared
with two baseline schemes. Baseline 1, Naive scheme for
single source: the location of the sensor that observes the
highest energy is identified as the source location. Baseline
2, Weighted centroid localization [10]: the location estimate is
updated by
sˆ(n+ 1) =
∑
m∈R(ˆs(n)) ϱ
(m)z(m)∑
m∈R(ˆs(n)) ϱ(m)
until convergence, where ϱ(m) = h(m) are the weights
and R(x) specifies a set of measurements that are taken
within a radius r from location x, in which, the ra-
dius r is at least L/8 or as large as to include M/4
measurements. Baseline 3, Kernel regression: The algo-
rithm chooses parameters {αk, zˆk} and λ to minimize∑
m
∣∣h(m)−∑Kk=1 αkB(z(m), zˆk;λ)∣∣2 based on the measure-
ment {h(m), z(m)}, where two classes of kernel functions are
considered, Gaussian kernel BG(z, zˆk;λ) = exp(−λ∥z −
zˆk∥2) and Laplacian kernel BL(z, zˆk;λ) = exp(−λ∥z −
zˆk∥21), in which, ∥ · ∥1 denotes the L1 norm. Cross-validation
is used to choose the best kernel function, and the data set is
partitioned to 70% for parameter training and 30% for MSE
performance validation. The parameters zˆk give the location
estimates. Note that Baselines 1 and 2 cannot differentiate
multiple sources when they appear as one. Therefore, these
two baselines are evaluated in the single source case only.
Fig. 3 shows the rooted mean squared error (RMSE) of
the source location versus the number of sensors, M , in
the single source case. The proposed scheme outperforms
the naive scheme and the weighted centroid scheme.6 It
also outperforms the kernel method from moderate to large
number of sensors. In the case of more than 500 sensors, the
performance is limited by the ambient noise. The dashed line
fits the performance of the proposed scheme in the M = 10
to 500 region using log10 RMSE = a log10M + b. It gets
a = −0.88 and hence the MSE decreases as O(1/M1.76).
Note that Theorem 2 and 3 show that the MSE of the proposed
scheme should decrease faster than O(1/M1.5) (full sampling
case), which is confirmed by our numerical results.
Fig. 4 shows the RMSE of the source locations versus the
number of sensors,M , in two source and three source cases. In
both cases, the proposed methods significantly outperform the
kernel methods. Note that the proposed schemes only require
6It is observed from our numerical experiments that the weights ϱ and the
window R in the weighted centroid scheme should depend on M and h(d).
However, choosing the best weights and window are highly non-trivial.
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for ‖Ve‖F = o
(‖Ue‖F), where λK(A) denotes the smallest
eigenvalue of A. Moreover,
d
dt
E(Xe) ≤ −2λK(UˆTUˆ)‖Ve‖2F + o
(
‖Ve‖2F
)
(29)
for ‖Ue‖F = o
(‖Ve‖F).
Proof. See Appendix E.
Proposition 2 shows that the rate of convergence depends
on the eigenvalues of Vˆ
T
Vˆ and Uˆ
T
Uˆ, where Vˆ and Uˆ carry the
location signatures of the source. Specifically, if the sources
are aligned with either the x axis or the y axis, then either
Uˆ or Vˆ tends to have identical columns, which leads to
rank deficiency of matrices Uˆ
T
Uˆ or Vˆ
T
Vˆ, corresponding to
small eigenvalues λK and hence slow convergence. This result
suggests gradient type algorithms work better when sources
are well-separated on both axes.
D. Rotation for Convergence Improvement
According to Proposition 2, we may need to establish a
coordinate system such that the sources are well separated on
both axes. However, the challenge is that we have no prior
knowledge of the source locations.
Recall that H(θ) denotes the observation matrix constructed
in coordinate system Cθ with θ degrees of rotation with respect
to the reference coordinate system C. Similar to P3, the
desired rotation θ can be obtained as
P4 : minimize
θ∈[0,pi2 ]
ρ(θ) , σ
2
1(H(θ))∑N
k=1 σ
2
k(H(θ))
(30)
where σk(H) is defined as the kth largest singular value of
Xˆ(H), the solution to the matrix completion problem P2
based on H.
While problem P3 is to align the sources with one of the
axes, problem P4 tries to avoid alignments with any axes.
Fig. 2 demonstrates the performance of the UMF with
optimal coordinate system rotation under noise-free sampling
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σ2n = 0, where L = 1 and the energy field is given by
h(d) =
√
2γ/pi exp(−γd2) with λ = 20. The observation
matrices constructed with dimension N satisfy N2/2 ≈ M .
There are two key observations: (i) the coordination system
rotation does improve the convergence as demonstrated by the
comparison between scheme “Rotated UMF”, which solves
P1 in the optimal coordinate system Cθ∗ with θ∗ solved
from P4, and scheme “Simple UMF”, which solves P1
in a fixed coordinate system C. (ii) UMF performs better
in the recovery of sparse unimodal structures as compared
to conventional sparse matrix completion methods, scheme
“Complete UMF”, which first solves the matrix completion
problem P2 in the optimal coordinate system Cθ∗ , and then
solves P1 for signature vector extraction. As the UMF is
aware of the unimodal structure, the proposed “Rotated UMF”
outperforms the “Complete UMF” scheme.2
VII. NUMERICAL RESULTS
We consider the source and sensor deployment model in
Section II with L = 5 km in an underwater environment.
The sources simultaneously transmit signals at f = 5 kHz.
The propagation of the signal from each source is modeled
using Np = 15 discrete paths, where the path inter-arrival
times τp+1 − τp are exponentially distributed with mean 100
ms, and the path amplitudes are Rayleigh distributed with
power scaled as e−ϕ(τp−τ1) with respect to the first path,
ϕ = 2 sec−1 [25], [26]. The path energy attenuation is
modeled as (1 + d1.5A(f)d)−1, where Thorp’s formula [26]
is used to arrive at 10 log10A(f) = 0.11f
2/(1 + f2) +
44f2/(4100+f2)+2.75×10−4f2+0.003 dB/km. The ambient
noise n(m) is modeled as a zero mean, Gaussian random
variable with normalized variance σ2n/P = −34 dB, where
P = 1 is the total transmission power. The sensor has a receive
window of 4 seconds from the detection of the first path.
2However, we also note that in the case of low SNR, i.e., σ2n  1, P2
can serve as an efficient de-noising step to help faster convergence of UMF.
The parameter N for constructing the observation matrix H is
chosen as the largest integer satisfying 1.5N(logN)2 ≤M .
The proposed algorithms for the single source case ((13)
in Section IV), two source ((23) – (24) in Section V), and
an arbitrary number of sources (Section VI) is evaluated.
Specifically, the projected gradient algorithm in (25)–(26) are
initialized with random vectors (entries independently and
uniformly distributed in [0, 1]) projected on the unimodal
cone. The algorithm was run 5 times, each with independent
initializations and a maximum of 200 iterations. The solution
(out of the 5) that yields the smallest objective function value
was selected.
Three baseline schemes are evaluated. Baseline 1, Naive
scheme for single source: the location of the sensor that
observes the highest energy is identified as the source location.
Baseline 2, Weighted centroid localization [7]: the location
estimate is updated by
sˆ(n+ 1) =
∑
m∈R(ˆs(n)) %
(m)z(m)∑
m∈R(ˆs(n)) %(m)
until convergence, where %(m) = (h(m))2 are the squared-
weights and R(x) specifies a set of measurements that are
taken within a radius r from location x, in which, the
radius r is at least L/8 or as large as to include exactly
Mr ∈ {M/4,M/2} measurements. Baseline 3, Kernel re-
gression: The algorithm chooses parameters {αk, zˆk} and λ
to minimize
∑
m
∣∣h(m)−∑Kk=1 αkB(z(m), zˆk;λ)∣∣2 based on
the measurement {h(m), z(m)}, where two classes of kernel
functions are considered, Gaussian kernel BG(z, zˆk;λ) =
exp(−λ‖z − zˆk‖2) and Laplacian kernel BL(z, zˆk;λ) =
exp(−λ‖z−zˆk‖1), in which, ‖·‖1 denotes the L1 norm. Such
a least-squares problem is solved 5 times with randomized
initializations. Cross-validation is used to choose the best
kernel function, and the data set is partitioned to 70% for
parameter training and 30% for MSE performance validation.
The parameters zˆk give the location estimates. Note that
Baselines 1 and 2 cannot differentiate multiple sources when
the two sources are close to each other. Therefore, these two
baselines are evaluated in the single source case only.
Fig. 3 shows the rooted mean squared error (RMSE) of
the source location versus the number of sensors, M , in
the single source case. The proposed scheme outperforms
the naive scheme and the weighted centroid scheme.3 It also
outperforms the kernel method from moderate to large number
of sensors. The dashed line with slope −0.93 shows that the
error decay rate of the proposed algorithm in the M = 10
to 500 region is roughly O(1/M1.86). Note that Theorem 2
and 3 show that the MSE of the proposed scheme should
decrease faster than O(1/M1.5), and hence is confirmed by
our numerical results. In the case of more than 500 sensors,
the error decay rate is limited by the ambient noise. This
phenomenon also matches with the second and third terms
of (20) in Theorem 3.
3It is observed from our numerical experiments that the weights % and the
window R in the weighted centroid scheme should depend on M and h(d).
However, choosing the best weights and window are highly non-trivial.
9Figure 4. MSE of the source location versus the number of sensors, M , in
two to four source cases.
Fig. 4 shows the RMSE of the source locations versus
the number of sensors, M , in two to four source cases.
The proposed methods significantly outperform the kernel
methods. Note that the proposed schemes only require the
generic property that the source energy field h(d) is non-
negative and strictly decreasing in the distance d to the source.
Although the kernel functions also capture such property, the
kernel methods suffer from parameter estimation error when
fitting the data to inaccurate parametric models.
VIII. CONCLUSIONS
This paper developed non-parametric algorithms for local-
izing multiple sources based on a moderate number of energy
measurements from different locations. A matrix observation
model was proposed and it is proven that the dominant singular
vectors of the matrix for a single source are unimodal and
symmetric. A non-parametric source localization algorithm
exploiting the unimodal and symmetry property was developed
and shown to decrease the localization MSE faster than
O(1/M1.5) using M sensors in the single source case with
noiseless measurements. In the two source case, the source
locations can be found by choosing the optimal rotation of the
coordinate system such that the normalized dominant singular
value of the sample matrix is maximized. In the case of
arbitrary number of sources, we localize the sources by solving
a UMF problem in an optimally rotated coordinate system. Our
numerical experiments demonstrate that the proposed scheme
achieves similar performance as the baselines using no more
than 1/5 measurement samples.
APPENDIX A
PROOF OF THEOREM 1
As the signature vectors uk and vk correspond to the dom-
inant singular vectors uk,1 and vk,1 of H(k), we can focus on
only one source and drop the source index k here for brevity.
Specifically, from (5), we write H = αuvT +
∑N
i=2 λiuiv
T
i
(for the kth source, where k = 1), in which u and ui
are the left singular vectors of H , v and vi are the right
singular vectors, and α is the largest singular value, α > λi,
i = 2, 3, . . . , N .
Let R = HTH . Then, the (i, j)th entry of R is given
by Rij = hTihj , where hi is the ith column of H . In
the following lemma, we show that the columns of R are
unimodal.
Lemma 2. Suppose that the source is located at the (m,n)th
grid cell centered at cm,n. Then, for each column of R, the
entries Rij are increasing, Rij < Ri+1,j , if i < n, and they
are decreasing, Rij > Ri+1,j , if i ≥ n.
Proof. Since the source location s is inside the (m,n)th grid
cell centered at cm,n, we have d(cp,i, s) > d(cp,i+1, s) ≥
d(cp,n, s), for i < n and all p = 1, 2, . . . , N . Similarly,
d(cp,i, s) < d(cp,i+1, s), for i ≥ n and all p. Recall that
Hij = h(d(ci,j , s)) and h(d) is a non-negative decreasing
function. We thus have
Rij = h
T
ihj =
N∑
p=1
HpiHpj
<
N∑
p=1
Hp,i+1Hpj = h
T
i+1hj = Ri+1,j
for i < n. Similarly, we can show that Rij = hTihj >
hTi+1hj = Ri+1,j , for i ≥ n.
Under the condition of Lemma 2, if we raise R to the power
of q, the columns of Rq are unimodal, with their peaks at
the nth entry. Specifically, define R(q) , Rq/tr
{
Rq
}
. We
show, in the following lemma, that the columns of R(q) are
unimodal.
Lemma 3. Let R(q)ij be the (i, j)th entry ofR(q). Then, R
(q)
ij <
R
(q)
i+1,j , if i < n, and R
(q)
ij > R
(q)
i+1,j , if i ≥ n.
Proof. First, it can be easily verified that the result holds
for q = 1 according to Lemma 2. Then, suppose that
the result holds for some q ≥ 1. Note that R(q+1) =
tr
{
R(q)
}
R(q)R/tr
{
R(q+1)
}
and that R(q) is symmetric. We
have
R
(q+1)
ij =
tr
{
Rq
}
tr
{
Rq+1
} N∑
p=1
R
(q)
pi Rpj
<
tr
{
Rq
}
tr
{
Rq+1
} N∑
p=1
R
(q)
p,i+1Rpj = R
(q+1)
i+1,j
for i < n. Similarly, we can show that R(q+1)ij > R
(q+1)
i+1,j ,
for i ≥ n. Therefore, by deduction, the result holds for all
q ≥ 1.
Let R∞ , limq→∞Rq/tr
{
Rq
}
. It can be shown that the
limit exists and equals R∞ = vvT. To see this, we can easily
computeRq = α2qvvT+
∑N
i=2 λ
2q
i viv
T
i and the normalization
term tr
{
Rq
}
= (α2q +
∑N
i=2 λ
2q
i ). By the Perron-Frobenius
theorem, the dominant eigenvalue of a non-negative matrix
has multiplicity 1, i.e., α = λ1 > |λi| for all i ≥ 2. Hence,
(λi/α)
2q → 0 as q →∞, for i = 2, 3, . . . , N , leading to R∞
being rank-1.
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Figure 5. Construction of sub-blocks of H˜(k) for the proof of Proposition
1.
On the other hand, from Lemma 3, each column of R∞ is
unimodal. Note that the ith column of R∞ can be written as
viv, where vi is the ith entry of v. We therefore confirm that
v is unimodal, with its nth entry being the peak.
Similarly, by constructing Q = HHT, we can also show
that u is unimodal with its mth entry being the peak.
APPENDIX B
PROOF OF PROPOSITION 1
Consider uniformly shifting the discretization grid points
{ci,j} to such a position that the source location sk is the
center of a rectangle formed by the four nearest grid points.
Specifically, the new grid points are given by c˜i,j = ci,j + δ,
where δ = sk − cm,n − ( L2N , L2N ), m = sup{i : cX,i ≤ sk,1},
and n = sup{j : cY,j ≤ sk,2}. One can verify that sk is at the
center of the rectangle formed by the four nearest grid points
c˜m,n, c˜m+1,n,c˜m,n+1, and c˜m+1,n+1.
A. The Symmetry Property
Let H˜(k) be the virtual signature matrix defined on the
shifted grid points {c˜i,j} using (3). As illustrated in Fig. 5,
consider a sub-block H˜(k)1 that contains the (m+1−J1)th to
(m+J1)th rows and the (n+1−J2)th to (n+J2)th columns of
H˜(k), where J1 = min{m, N2 } and J2 = min{n, N2 }. Further
divide the 2J1 × 2J2 sub-block H˜(k)1 into four J1 × J2 sub-
blocks. Since the locations c˜i,j that correspond to the entries
of H˜(k)1 are symmetric about the source sk, one can verify
that H˜(k)1 has the following structure
H˜
(k)
1 =
[
H˜
(k)
11 Πc(H˜
(k)
11 )
Πr(H˜
(k)
11 ) Πr
(
Πc(H˜
(k)
11 )
) ] (31)
where the operators Πc(A) reverses the columns of A and
Πr(A) reverses the rows of A.
Lemma 4. Let H˜(k)11 = UΣV T be the SVD of H˜
(k)
11 . Then,
H˜
(k)
1 =
[
U
Πr(U)
]
Σ
[
V T Πr(V )
T
]
(32)
where, on the right hand side, the left and the right matrices
are semi-orthogonal, respectively.
Proof. First, one can verify that the left-bottom sub-block of
H˜
(k)
1 in (31) satisfies Πr(H˜
(k)
11 ) = Πr(U)ΣV
T, since the
(i, j)th entry is given by[
Πr(H˜
(k)
11 )
]
i,j
=
[
H˜
(k)
11
]
J1+1−i,j
=
min{J1,J2}∑
l=1
UJ1+1−i,lΣl,lVj,l
=
min{J1,J2}∑
l=1
[
Πr(U)
]
i,l
Σl,lVj,l
=
[
Πr(U)ΣV
T]
i,j
.
Similarly, one can verify that other sub-blocks of H˜(k)1 agree
with the decomposition (32).
Second, to see the semi-orthogonality, one can compute[
U
Πr(U)
]T [
U
Πr(U)
]
= UTU + Πr(U)
TΠr(U)
= 2UTU = 2I.
Similarly, one can verify the semi-orthogonality of[
V T Πr(V )
T
]T
.
As a result, the dominant singular vectors of H˜(k)1 are u˜
I
k =
1√
2
[uT1, Πr(u1)
T]T and v˜Ik =
1√
2
[vT1 , Πr(v1)
T]T, where u1
and v1 are the first columns of U and V , respectively. It is
clear that u˜Ik and v˜
I
k are symmetric, respectively.
B. The Zero-padding Property
Consider building an unbounded lattice by extending the
rows and columns of {c˜i,j : i, j = 1, 2, . . . , N} to infinity
with equal spacing LN (i.e., i, j take all the integer values).
We construct a 2J × 2J matrix H(k), J = N −min{m,n},
using the 2J × 2J array of elements { LN αkh(d(c˜i,j , sk)) :
1 − J ≤ i − m, j − n ≤ J}. Then, H˜(k)1 is a sub-block of
H˜(k) which is a sub-block of H
(k)
. Moreover, H˜(k)1 is a
sub-block at the center of H
(k)
.
Lemma 5. Except sub-block H˜(k)1 , the entries of H
(k)
are
zero.
Proof. By the choices of J1 and J2, the sub-block H˜
(k)
1
covers the whole area that observes non-zero energy from the
source. To see this, for any location c˜i,j outside sub-block
H˜
(k)
1 , either c˜i,j or c˜i˜,j˜ , the grid point symmetric about the
source location sk, is outside the target area A. We thus have
h(d(c˜i,j , sk)) = h(d(c˜i˜,j˜ , sk)) = 0 due to the assumption that∫
R2\A h(d(z, s))
2dz = 0.
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Thus, the singular vectors of H
(k)
can be obtained from
the singular vectors of H˜(k)1 by padding zeros with proper di-
mensions: u˜IIk = [0
T, (u˜Ik)
T, 0T]T and v˜IIk = [0
T, (v˜Ik)
T, 0T]T.
In addition, H
(k)
is symmetric because the (˜i, j˜)th entry
is sampled at location c˜m−J+i˜,n−J+j˜ which has the same
distance to the source sk as location c˜m−J+j˜,n−J+i˜ does.
As a result, the dominant left and right singular vectors are
equal, u˜IIk = v˜
II
k . Since H˜
(k)
1 is a sub-block of H˜
(k) which is
a sub-block of H
(k)
, the dominant singular vectors of H˜(k)
equals to some portions of the common vector u˜IIk , where the
left singular vector u˜k is symmetric about the nth element,
and the right singular vector v˜k the mth element.
C. Convergence Analysis
Finally, we study the perturbation or error H˜(k) −H(k).
Denote u˜Nk (y) and v˜
N
k (x) as linearly interpolated functions
from the singular vectors u˜k and v˜k, respectively, i.e.,
u˜Nk (cY,i+δ1) =
√
N/Lu˜k,i and v˜Nk (cX,j +δ2) =
√
N/Lv˜k,j .
A perturbation analysis yields
∣∣H(k)ij − H˜(k)ij ∣∣ = LN αk
∣∣∣∣h(dij)
−
(
h(dij) +
∫ 1
0
h′(dij + tδ˜ij)dt
)∣∣∣∣
≤ αkKhL
N
∣∣δ˜ij∣∣
≤ αkKhL
2
√
2N2
(33)
where dij = ‖ci,j−sk‖, δ˜ij = ‖c˜i,j−sk‖−dij , and h′(d) =
limt↓0 1t [h(d+ t)−h(d)] denotes the right derivative of h(d).
The upper bound (33) implies that H(k) converges to H˜(k), in
the sense that ‖H(k)− H˜(k)‖2F ≤ N2
(
αkKhL
2√
2N2
)2
= CHN2 → 0.
In addition, since u¯Nk (y) and v¯
N
k (x) uniformly converge, we
must have u¯Nk (y) → u˜Nk (y) and v¯Nk (x) → v˜Nk (x), uniformly
as N →∞.
Note that since u˜k and v˜k are extracted from the common
vector u˜IIk , the interpolated functions u˜
N
k (y) v˜
N
k (x) has an
identical shape. Therefore, there exists a unimodal symmetric
function w(x) = w(−x), such that u¯Nk (y)→ w(y− sk,2) and
v¯Nk (x) → w(x − sk,1). The property
∫∞
−∞ w(x)
2dx = 1 is a
direct consequence of the unit norm of singular vectors.
APPENDIX C
PROOF OF THEOREM 2
We first compute the peak localization error bound given
the signature vector perturbations.
Let vˆ1 be the dominant right singular vector of H, the
observation matrix in the case of conservative construction,
where N =
√
M . In the case of aggressive construction,
N >
√
M , let vˆ1 be the dominant right singular vector of
Xˆ, the solution to P2. Denote e1 = vˆ1 − v1.
From (12), it follows that
R(t; vˆ1)
=
∫ ∞
−∞
(
w1(x) + e¯
N
1 (x)
)(
w1(−x+ t) + e¯N1 (−x+ t)
)
dx
=
∫ ∞
−∞
w1(x)w1(−x+ t)dx+
∫ ∞
−∞
w1(x)e¯
N
1 (−x+ t)dx
+
∫ ∞
−∞
e¯N1 (x)w1(−x+ t)dx+
∫ ∞
−∞
e¯N1 (x)e¯
N
1 (−x+ t)dx
= τ(t− 2s1,1) +
∫ ∞
−∞
w1(x)e¯
N
1 (−x+ t)dx
+
∫ −∞
+∞
e¯N1 (−y + t)w1(y)(−dy) + EN (t) (34)
= τ(t− 2s1,1) + 2
∫ ∞
−∞
w1(x)e¯
N
1 (−x+ t)dx+ EN (t)
(35)
where Equation (35) uses the fact that
∫∞
−∞ w1(x)w1(−x +
t)dx = τ(t− 2s1,1) from the integral (9).
As t = 2sˆ1,1 maximizes R(t; vˆ1) in (35), we have
τ(2sˆ1,1 − 2s1,1)
+ 2
∫ ∞
−∞
w1(x)e¯
N
1 (−x+ 2sˆ1,1)dx+ EN (2sˆ1,1)− EN (2s1,1)
≥ τ(2s1,1 − 2s1,1) + 2
∫ ∞
−∞
w1(x)e¯
N
1 (−x+ 2s1,1)dx
= τ(0) + 2
∫ ∞
−∞
w1(x)e¯
N
1 (−x+ 2s1,1)dx
where τ(0) =
∫∞
−∞ w1(x)
2dx = 1. As a result,
1− τ(2sˆ1,1 − 2s1,1)
≤ 2
∫ ∞
−∞
w1(x)
[
e(−x+ 2sˆ1,1)− e(−x+ 2s1,1)
]
dx
+ EN (2s1,1)− EN (2sˆ1,1)
≤ 2Ce
∣∣(vN1 )TeN1 ∣∣+ o(∣∣(vN1 )TeN1 ∣∣)
using conditions (17) and (18) for asymptotically large N . We
obtain
1− 2Ce
∣∣(vN1 )TeN1 ∣∣+ o(∣∣(vN1 )TeN1 ∣∣) ≤ τ(2|ˆs1,1− s1,1|) (36)
which leads to
∣∣ˆs1,1 − s1,1∣∣ ≤ 12τ−1(1 − 2Ce∣∣(vN1 )TeN1 ∣∣ +
o(
∣∣(vN1 )TeN1 ∣∣), where t = τ−1(y) is the inverse function of
y = τ(t), t ≥ 0. Hence,(
sˆ1,1 − s1,1
)2 ≤ 1
4
[
τ−1
(
1− 2Ceφ0 + o(φ0)
)]2
(37)
where we denote φ0 ,
∣∣(vN1 )TeN1 ∣∣.
In addition, from the assumption that the first and the
second-order derivatives, τ ′(t) and τ ′′(t), exist and are con-
tinuous at t = 0, we bound τ(t) by a quadratic function
τ(t) ≤ τ(0) + τ ′(0)t+ 1
2
(τ ′′(0) + ν)t2 (38)
for some small ν > 0. Note that for any ν, there exists aν > 0,
such that the quadratic upper bound (38) holds for all t ∈
12
[0, aν ]. In addition, from the definition of τ(t) in (8), we obtain
τ(0)′ = 0 and τ ′′(0) < 0. Then, from (36), we arrive at
1− 2Ceφ0 + o(φ0) ≤ τ(2|ˆs1,1 − s1,1|)
≤ 1 + 1
2
(τ ′′(0) + ν)× 4(sˆ1,1 − s1,1)2 (39)
if t = 2
∣∣ˆs1,1 − s1,1∣∣ is small enough, i.e., t ∈ [0, aν ]. Note
that τ ′′(0) + ν < 0 as ν can be chosen arbitrarily small. As a
result,∣∣ˆs1,1 − s1,1∣∣2 ≤ 1
2
(
2Ceφ0 + o(φ0)
)
−τ ′′(0)− ν =
1
2
(
2Ce + o(1)
)
φ0
−τ ′′(0)− ν .
For small enough φ0, we will have |o(φ0)| < Ce, which yields∣∣ˆs1,1 − s1,1∣∣2 ≤ 1
2
· 3Ceφ0−τ ′′(0)− ν . (40)
A similar result can be derived for the error component
(ˆs1,2 − s1,2)2 by analyzing the perturbation of u1, and the
result is statistically identical to (37) and (40). Combining (37)
and (40) yields
‖sˆ1 − s1‖22 ≤ max
{ 3Ceφ0
−τ ′′(0)− ν ,
1
2
[
τ−1(1− 2Ceφ0 + o(φ0))
]2}
. (41)
Moreover, for small enough φ0 =
∣∣(vN1 )TeN1 ∣∣, (41) simplifies
to
‖sˆ1 − s1‖22 ≤
3Ceφ0
−τ ′′(0)− ν . (42)
We hereafter drop the superscript N from vN1 and e
N
1 for
simplicity and derive the signature perturbation φ0 =
∣∣vT1e1∣∣
by examining two cases.
A. The Case of Conservative Construction N =
√
M
Consider that the sensing location z(m) is inside the grid
cell centered at ci,j . Then, according to the matrix observation
model (1)–(3), we have
Hij −Hij = L
N
(
h(m) − α1h(dij)
)
=
α1L
N
(∫ 1
0
h′(dij + tδ(m))dt+
n(m)
α1
)
=
α1L
N
(
Ξij +
n(m)
α1
)
(43)
where dij = ‖ci,j−s1‖2, δ(m) = ‖z(m)−s1‖2−dij , h′(d) =
limt↓0 1t [h(t + d) − h(d)] is the right derivative of h(d), and
Ξij ,
∫ 1
0
h′(dij + tδ(m))dt.
Note that by the Lipschitz continuity of h(d), we have∣∣Ξij∣∣ ≤ Khδ(m) ≤ KhL/(√2N) (44)
and therefore, Ξij is a sub-Gaussian random variable with
sub-Gaussian moment bounded by KhL/(
√
2N) [27], [28].4
4Recall that a real-valued random variable X is said to be sub-Gaussian if
it has the property that there is some b > 0 such that for every t ∈ R one
has E{etX} ≤ exp( 1
2
b2t2). The sub-Gaussian moment of X is defined as
sG(X) = inf{b ≥ 0
∣∣E{etX} ≤ exp( 1
2
b2t2),∀t ∈ R}, which has property
sG(aX) = |a|sG(X) [27], [28].
In addition, the bounded random variable n(m) is also sub-
Gaussian with sub-Gaussian moment bounded by σ¯n. As a
result, the random quantity α1LN Ξij +
α1L
N
n(m)
α1
from (43) is
sub-Gaussian with sub-Gaussian moment bounded by5
ω¯ , α1L
N
√
(
KhL√
2N
)2 + (
σ¯n
α1
)2. (45)
Consider the N ×N matrix of the sample error E , H −
H , where the entries Eij have zero mean and sub-Gaussian
moment bounded by ω¯ in (45). This implies that E˜ = 1ω¯E have
zero mean entries with sub-Gaussian moment bounded by 1.
A bound of the spectral norm σ(E˜) can be derived using the
following result.
Lemma 6 (Spectral Norm [29]). For an N×n random matrix
X whose entries are independent zero mean sub-Gaussian
random variables with sub-Gaussian moments bounded by 1,
it holds that
P
{
σ(X) > C(
√
N +
√
n) + t
} ≤ 2e−ct2 , t ≥ 0
for some universal constants C and c.
By choosing N = n and t = C
√
N in Lemma 6, we
obtain σ(E˜) ≤ 3C√N with probability at least 1− 2e−cC2N .
Therefore,
σ(E)2 ≤ 9C2ω¯2N = C0α
2
1L
2
N
(K2hL2
2N2
+
σ¯2n
α21
)
(46)
holds with probability at least 1− 2e−C3N , where C0 = 9C2,
and C3 = cC2.
We now derive an upper bound of
∣∣vT1e1∣∣.
Note that vT1e1 < 0 because 1 = ‖vˆ1‖22 = ‖v1 + e1‖22 =
1 + 2vT1e1 + ‖eT1e1‖22, and hence, 2vT1e1 = −‖eT1e1‖22 < 0.
Then, the singular vector perturbation can be obtained as
sin∠(v1, vˆ1) =
√
1− ∣∣vT1(v1 + e1)∣∣2
=
√
−2vT1e1 + (vT1e1)2
≥
√
2
∣∣vT1e1∣∣ (47)
where | · | denotes the absolute value operator.
On the other hand, using the singular vector perturbation
results in [30], we know that
sin∠(v1, vˆ1) ≤ 2σ(E)
σ1,1 − σ1,2 (48)
where σ1 and σ2 are the first and second dominant singular
values of H . Recall that we have σ1,1 − σ1,2 → κα1, as
N →∞.
Therefore, we arrive at∣∣vT1e1∣∣ ≤ 12( sin∠(v1, vˆ1))2
≤ 1
2
(2σ(E)
κα1
)2
≤ C0K
2
hL
4
κ2N3
+
2C0L
2
κ2N
σ¯2n
α21
5If X and Y are independent sub-Gaussian, the sub-Gaussian moment of
X + Y satisfies sG(X + Y ) =
√
sG(X) + sG(Y ) [27], [28].
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for asymptotically large N , with probability at least 1 −
2e−C3N . As M = N2, it further holds that
3Ce
∣∣vT1e1∣∣ ≤ 3C0CeK2hL4κ2M1.5 + 6C0CeL2κ2√M σ¯2nα21 , φ1 (49)
for large M with probability at least 1− 2e−C3N .
Note that for large enough M , the term φ1 in (49) becomes
small enough to satisfy t = τ−1(1 − φ1) ≤ aν , such that
τ(t) ≤ τ(0) + τ ′(0)t + 12 (τ ′′(0) + ν)t2 holds, and therefore,
(41) simplifies to (42). Applying 3Ceφ0 ≤ φ1 to (42) and
using (49), we obtain (19).
B. The Case of Aggressive Construction N >
√
M
We first compute the total measurement noise using property
(44) and the bounded noise assumption in Theorem 3. From
(43), we have(
Hij −Hij
)2
=
α21L
2
N2
(
Ξ2 + 2Ξ
n(m)
α1
+
(n(m)
α1
)2)
≤ α
2
1L
2
N2
(K2hL2
2N2
+
√
2KhL
N
σ¯n
α1
+
σ¯2n
α21
)
, ε¯2.
(50)
As a result,
‖PΩ(H−H)‖2F =
∑
(i,j)∈Ω
|Hij −Hij |2 ≤Mε¯2.
We then characterize the completed matrix Xˆ as the solution
to P2.
Lemma 7 (Matrix completion with noise [21]). Suppose that
the parameter  inP2 is chosen to satisfy  ≥ ‖PΩ(H−H)‖F.
In addition, assume that M ≥ CN(logN)2 for some constant
C = C ′β. Then, with probability at least 1−N−β ,
‖Xˆ−H‖F ≤ 4
√
(2 + p)N
p
+ 2 (51)
where p = M/N2.
According to Lemma 7, we choose the parameter  =
√
Mε¯
in P2 for (51) to hold. In addition, the bound in (51) can be
simplified as
‖Xˆ−H‖F ≤ 4
√
(2 + p)N
p
+ 2
=
(
4
√
2N3
M
+N + 2
)
 (52)
≤
(
4
√
2N3
CN(logN)2
+N + 2
)
 (53)
=
(√
32
C
N
logN
+ o(
√
N)
)√
Mε¯ (54)
, η¯
where equality (52) is based on the relation p = M/N2,
inequality (53) is due to M ≥ CN(logN)2, and equality (54)
can be shown using the following lemma.
Lemma 8. Suppose that non-negative functions f and g satisfy
f(x) → ∞, g(x) → ∞, and h(x) = f(x)/g(x) → ∞, as
x → ∞. Then, √f(x) + g(x) = √f(x) + o(√g(x)), where
limx→∞ o(
√
g(x))/
√
g(x) = 0.
Proof. We can show that the residual error
√
f(x) + g(x) −√
f(x) grows slower than
√
g(x) as follows
lim
x→∞
√
f(x) + g(x)−√f(x)√
g(x)
= lim
x→∞
√
f(x)
g(x)
+ 1−
√
f(x)
g(x)
= lim
x→∞
(
√
h(x) + 1−√h(x))(√h(x) + 1 +√h(x))√
h(x) + 1 +
√
h(x)
= lim
x→∞
1√
h(x) + 1 +
√
h(x)
= 0.
Let
f(N) =
2N3
CN(logN)2
=
2N2
C(logN)2
and g(N) = N . We have f, g → ∞ and f/g → ∞ for
N →∞. Then, equality (54) follows from Lemma 8.
Consider Eˆ as a random matrix whose entries are inde-
pendent zero mean with sub-Gaussian moments bounded by
ω˜ , η¯/N . Since 1N2
∑
i,j
∣∣Xˆij − Hij∣∣2 ≤ η¯2/N2 with
probability at least 1−N−β , we know σ(Xˆ−H) ≤ σ(Eˆ) with
probability at least 1 − N−β . Following the same derivation
as for (46), we obtain
σ(Eˆ)2 ≤ C0ω˜2N = C0
N
( 32N2
C(logN)2
+ o(N)
)
CN(logN)2ε¯2
= ε¯2
(
32C0N
2 + o
(
N(logN)2
))
with probability at least (1 − 2e−C3N )(1 − N−β), i.e., 1 −
O(N−β).
Using the singular vector under perturbation results in
[30] and the expression for ¯ in (50), and following similar
calculations in (47)–(49), we obtain∣∣vT1e1∣∣ ≤ 12(2σ(Eˆ)κα1
)2
=
2L2
κ2
(K2hL2
2N2
+
√
2KhL
N
σ¯n
α1
+
σ¯2n
α21
)
(55)
×
(
32C0 + o
( (logN)2
N
))
with probability 1−O(N−β).
Finally, if one choose parameters M,N such that M is the
smallest integer satisfying M ≥ CN(logN)2, then we can
write M = CN(logN)2 + 0, where 0 ∈ [0, 1). As a result,
from M1−α = [CN(logN)2 + 0]1−α, we arrive at
M1−α
N
= C1−α
(logN)2(1−α)
Nα
[
1+
0
CN(logN)2
]1−α
. (56)
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It is clear that for 0 < α < 12 , the term
(logN)2(1−α)
Nα converges
to 0 as N → ∞. As a result, there exists a finite integer
N1 < ∞ such that for any N > N1, the right hand side
of (56) is less than 1, i.e., M
1−α
N ≤ 1. This implies that
1
N ≤ 1M1−α . Similarly, using M2−α = [CN(logN)2+0]2−α,
one can obtain 1N2 ≤ 1M2−α for asymptotically large M,N .
Substituting 1N ≤ 1M1−α and 1N2 ≤ 1M2−α to (55) and omitting
the o(·) term, one can obtain
3Ce
∣∣vT1e1∣∣ ≤ C ′0CeL2κ2 ( K2hL22M2−α +
√
2KhL
M1−α
σ¯n
α1
+
σ¯2n
α21
)
, φ2
(57)
with probability 1−O(N−β), where C ′0 = 192C0.
Note that for large enough M and high SNR α1/σ¯n, the term
φ2 in (57) becomes small enough to satisfy t = τ−1(1−φ2) ≤
aν , such that τ(t) ≤ τ(0) + τ ′(0)t + 12 (τ ′′(0) + ν)t2 holds,
and therefore, (41) simplifies to (42). Applying 3Ceφ0 ≤ φ2
to (42) and using (57), we obtain (20).
APPENDIX D
PROOF OF THEOREM 4
W.l.o.g., assume that the two sources are located at s1 =
(0, 0) and s2 = (D cos θ,D sin θ). Define wc(x, θ) = w(x −
D cos θ) and ws(x, θ) = w(x − D sin θ), where w(x) is the
unimodal and symmetric function defined in Proposition 1.
Using Proposition 1, we have the following approximation
under large N
‖u1 + u2‖22 ≈
∫ ∞
−∞
(
w(x) + wc(x, θ)
)2
dx
, 〈(w + wc)2〉
where we have defined an integration operator 〈·〉 as
〈f〉 ,
∫ ∞
−∞
f(x, θ)dx
for a function f(x, θ). Note that the operator 〈·〉 is linear and
satisfies the additive property, i.e., 〈af〉 = a〈f〉 and 〈f+g〉 =
〈f〉+ 〈g〉, for a constant a and a function g(x, θ).
Similarly, ‖v1 +v2‖22 ≈ 〈(w+ws)2〉, ‖u1−u2‖22 ≈ 〈(w−
wc)
2〉, and ‖v1 − v2‖22 ≈ 〈(w − ws)2〉.
In the case of α1 = α2, it can be shown that the SVD of
H is given by
H = σ1p1q
T
1 + σ2p2q
T
2 (58)
where σ1(θ) = 12α1‖u1 + u2‖2‖v1 + v2‖2 and σ2(θ) =
1
2α1‖u1 − u2‖2‖v1 − v2‖2 are the singular values, and
p1 =
u1 + u2
‖u1 + u2‖2 , q1 =
v1 + v2
‖v1 + v2‖2
p2 =
u1 − u2
‖u1 − u2‖2 , q2 =
v1 − v2
‖v1 − v2‖2
are the corresponding singular vectors. Here, all the compo-
nents are functions of θ.
As a result,
µ(θ) , σ2(θ)
2
σ1(θ)2
≈ 〈(w − wc)
2〉〈(w − ws)2〉
〈(w + wc)2〉〈(w + ws)2〉
=
(
1− 〈w · wc〉
)(
1− 〈w · ws〉
)(
1 + 〈w · wc〉
)(
1 + 〈w · ws〉
) (59)
where we have used the fact that 〈(w−wc)2〉 = 〈w2〉+〈w2c 〉−
2〈w · wc〉 = 2
(
1− 〈w · wc〉
)
.
In addition, from properties of calculus, if f(x, θ) and
∂
∂θf(x, θ) are continuous in θ, then
d
dθ
〈f〉 = d
dθ
∫ ∞
−∞
f(x, θ)dx
=
∫ ∞
−∞
∂
∂θ
f(x, θ)dx =
〈 ∂
∂θ
f
〉
.
Therefore, defining
w′c(x, θ) ,
d
dx
w(x)
∣∣
x=x−D cos θ
w′s(x, θ) ,
d
dx
w(x)
∣∣
x=x−D sin θ
we have
d
dθ
〈w · wc〉 = 〈w · ∂
∂θ
wc(x, θ)〉 = 〈w · w′c〉D sin θ
d
dθ
〈w · ws〉 = 〈w · ∂
∂θ
ws(x, θ)〉 = −〈w · w′s〉D cos θ.
With some algebra, the derivative of µ(θ) can be obtained
as
d
dθ
µ(θ) = η
[
D cos θ〈w · w′s〉
(
1− 〈w · wc〉2
)
−D sin θ〈w · w′c〉
(
1− 〈w · ws〉2
)]
= η
[
− t · τ ′(s)(1− τ(t)2)+ s · τ ′(t)(1− τ(s)2)]
where η = 2
(
1 + 〈w · wc〉
)−2(
1 + 〈w · ws〉
)−2
, t = D cos θ,
and s = D sin θ.
Note that 0 < s < t for 0 < θ < pi4 . Applying condition
(22), we have
d
dθ
µ(θ) > η · t · τ ′(s)
[(
1− τ(s)2)− (1− τ(t)2)]
= η · t · τ ′(s)(τ(t)2 − τ(s)2)
> 0
since τ ′(s) < 0 and τ(t) < τ(s) for 0 < s < t.
This confirms that µ(θ) is a strictly increasing function, and
hence ρ(θ) is a strictly decreasing function in θ ∈ (0, pi4 ). The
result is thus proved.
APPENDIX E
PROOF OF PROPOSITION 2
For notation brevity, we drop the symbol t for the vari-
ables related to the continuous-time algorithm dynamic X(t)
wherever the meaning is clear.
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Denote the Hessian function of f(X) along the direction
ξ ∈ RN×N as
h(ξ,X) = lim
γ→0
1
γ
[
g(X + γξ)− g(X)
]
.
Then, a Taylor’s expansion of the gradient function g(X)
yields
g(X) = g(Xˆ) + h(sξ, Xˆ) + o(s)
where ξ = 1γ (X − Xˆ) and γ = ‖X − Xˆ‖F. Therefore, as
g(Xˆ) = 0, it holds that g(X) ≈ h(Xe, Xˆ) for small s.
In addition, it holds that
d
dt
E(Xe(t)) = tr
{(
X(t)− Xˆ)T d
dt
X(t)
}
= −tr
{(
X(t)− Xˆ)Tg(X(t))}.
As a result, ddtE(Xe) = −tr
{
XTeh(X
T
e , Xˆ)
}
+ o(‖Xe‖2F).
Using (25) – (26) and the fact that H = UˆVˆ
T
, it can be
shown that
1
2
tr
{
XTeh(Xe,X)
}
= tr
{
UTe
(
W  (UeV T))V
+ VTe
(
W T  (VeUT))U}
+ tr
{
UTe
(
W  (UVTe))V }
+ tr
{
VTe
(
W T  (V UTe))U}.
Note that under H = H , we have W = 1N×N . In addition,
if ‖Ve‖F = o
(‖Ue‖F), i.e., ‖Ve‖F  ‖Ue‖F, then
1
2
tr
{
XTeh(Xe,X)
}
= tr
{
UTeUeV
TV
}
+ o
(
‖Ue‖2F
)
= tr
{
UeV
TV Ue
}
+ o
(
‖Ue‖2F
)
=
N∑
j=1
u
(e)
j V
TV u
(e)T
j + o
(
‖Ue‖2F
)
≥
N∑
j=1
λK
(
V TV
)‖u(e)j ‖2 + o(‖Ue‖2F)
where u(e)j is the jth row vector of the matrix Ue. As a result,
we have
d
dt
E(Xe) ≤ −2λK(VˆVˆT)‖Ue‖2F + o
(
‖Ue‖2F
)
proving (28).
For the case of ‖Ue‖F = o
(‖Ve‖F), the derivation to show
(29) is similar.
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