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Abstract. We show that once-extended anomalous 3-dimensional topological
quantum field theories valued in the 2-category of k-linear categories are in
canonical bijection with modular tensor categories equipped with a square
root of the global dimension in each factor.
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1. Introduction
1.1. Modular tensor categories and TQFTs. The 3-dimensional topological
quantum field theories (TQFTs) developed in the late 1980s and the 1990s launched
the new field of Quantum Topology, connecting such diverse subjects as the
representation theory of quantum groups, the representation theory of loop groups,
von Neumann algebras, and link invariants. At the center of this development was
the construction by Reshetikhin and Turaev [49] of a 3-dimensional TQFT from a
modular tensor category.
An extended 3-dimensional topological quantum field theory is a symmetric
monoidal functor
Z : BordS1,2,3 2Vectk.
Here BordS1,2,3 is a symmetric monoidal 2-category of closed 1-dimensional
manifolds, 2-dimensional bordisms with boundary, and diffeomorphism classes of
3-dimensional bordisms with boundaries and corners, equipped with a geometrical
structure S; we consider the cases where this structure is an orientation, signature1,
1A bordism has signature structure when it is equipped with a bounding manifold.
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componentwise signature2, or p1-structure
3. We say that Z is a linear representation
of BordS1,2,3. The target 2Vectk is the symmetric monoidal 2-category of Cauchy-
complete k-linear categories4, functors, and natural transformations, with the
Deligne tensor product. Here and throughout k is an algebraically closed field,
and all categorical structures are fully weak.
In this paper we classify linear representations of these structured bordism
categories, as follows.5
Theorem 1. Linear representations of the componentwise-signature bordism
2-category Bordcsig1,2,3 are classified by modular tensor categories (MTCs) equipped
with a square root of the anomaly of each factor.
Theorem 2. Linear representations of the oriented bordism 2-category Bordor1,2,3
are classified by MTCs whose anomaly is 1 in each factor.
Theorem 3. Linear representations of the signature bordism 2-category Bordsig1,2,3
are classified by MTCs such that the anomaly is the same in each factor, equipped
with a single choice of square root of this anomaly.
Theorem 4. Linear representations of the p1-structure bordism 2-category
Bord
p
1
1,2,3 are classified by MTCs equipped with a sixth root of the anomaly of each
factor.
Note that our classification applies in arbitrary, in particular finite, characteristic.
For each theorem, ‘classified’ means that we provide explicit canonical bijections
between equivalence classes of linear representations, and equivalence classes of
modular tensor categories equipped with the extra data. Also, rather than roots of
the anomaly, it would be equivalent in Theorems 1 and 3 (but not 4) to ask instead
for roots of the global dimension of the factor.
There are a number of 2-categories that are used in the literature as targets for
TQFTs, and it may seem that this fragments the classification question. However,
we show in the Appendix that for a wide variety of target 2-categories T, for all the
structures S that we consider, every symmetric monoidal functor BordS1,2,3 T
factors through 2Vectk—in fact, through the full sub-2-category given by the finite
k-linear semisimple categories. Thus, for the family of targets we consider, the
classification question can be answered once and for all.
1.2. TQFTs and modular functors. There is a large literature on 3-dimensional
TQFTs extended to 1-manifolds, including substantial texts by Bakalov and
2A bordism has componentwise signature structure when each connected component is
equipped separately with a bounding manifold.
3A bordism has p1-structure when it is equipped with a trivialization of the first Pontryagin
class.
4A category enriched in k-vector spaces is Cauchy-complete if it is additive and idempotent
complete.
5We fix some notation, much of which is standard [6]. We do not require the unit object I of an
MTC to be simple; let I ∼= ⊕s be a decomposition of the unit into simple objects, which we refer
to as factors (these are necessarily pairwise non-isomorphic). We say an object T is preserved
by a factor s if s ⊗ T ∼= T , and we write [s] for a maximal set of non-isomorphic simple objects
preserved by s. For each factor s the Gauss sums p+s , p
−
s ∈ k are defined by p
+
s =
∑
i∈[s] θid
2
i
and p−s =
∑
i∈[s] θ
-1
i d
2
i , where θ is the twist of the MTC, and di is the quantum dimension of the
simple object i ∈ [s]. The ratio p+s /p
−
s is the anomaly of the factor, and the product p
+
s p
−
s is the
global dimension of the factor.
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Kirillov [6], Kerler and Lyubashenko [37], Turaev [58], and Walker [59].6 Our
approach uses higher category theory, which is fast becoming the dominant tool for
tackling structural questions in TQFT: developed to great effect by Baez–Dolan,
Lurie, and many others [4, 21, 23, 24, 35, 37, 43, 52, 54], it builds on Freed’s
and Lawrence’s notion of an extended TQFT [24, 41], which in turn builds on the
original compositional approach of Atiyah and Segal [3, 53].
Kerler and Lyubashenko [37] have a functorial setup similar to ours, based on
double categories rather than 2-categories. However, their bordism double category
is more restricted, as it includes only the connected surfaces; for us, the disconnected
surfaces play a crucial role. In all other treatments, for example Walker’s notion of
‘TQFT with corners’ [59], the extension to 1-manifolds is controlled by the auxiliary
notion of a modular functor. There are a number of definitions of modular functor
in the literature and the relationships between these various notions are not clear.
In its simplest incarnation, a modular functor is a symmetric monoidal functor
Bord
csig
1,2,∼ 2Vectk, where Bord
csig
1,2,∼ is the 2-category of (componentwise-
signature structured) 1-manifolds, 2-manifold bordisms, and isotopy classes of
diffeomorphisms between these bordisms. This notion of modular functor is studied
by Tillmann [57] and Kerler-Lyubashenko [37], and advocated by Segal [53].
Many previous ‘modular-functor approaches’ to extended TQFTs avoid dealing
with 2-categories directly by introducing the category of C-extended surfaces,
meaning that the surfaces are equipped with marked points, labeled by objects
of C. Depending on the particular axiomatization, C is a pre-specified linear
category, a tensor category, or simply a labeling set. One notable difference between
the ‘C-extended approach’ and the ‘2-categorical functorial approach’ to modular
functors, is that in the former no distinction is made between in-coming and out-
going points. A modular functor in the C-extended sense includes the data of
a symmetric monoidal functor from the 1-category of C-extended surfaces and
diffeomorphisms, to vector spaces and linear maps, and the structure of composition
of surfaces with boundary is encoded by a collection of ‘gluing isomorphisms’. Such
modular functors are required to satisfy a host of axioms, but the particulars of each
axiomatization vary widely from author to author; we mention here in particular
the notions of Andersen [1] (a version of Walker’s [59] topological reformulation
of Segal’s [53] complex-analytic definition; see also Grove [26]), Bakalov and
Kirillov [6], and Turaev [58]. As far as we know there has been no attempt in
the literature to compare these various notions.
Modular functors (in whichever formulation) are weaker structures than TQFTs
because they assign data only to invertible 3-dimensional bordisms (viewed as
mapping cylinders of diffeomorphisms). However, in some cases it is possible
to construct a TQFT out of a modular functor. This was first claimed in
an unpublished preprint by Kontsevich [39] which also provides a proof sketch.
Walker gave an independent proof of a result of this type in his highly influential
unpublished 1991 TQFT notes [59]. Later Grove [27] gave a different argument
based on Kontsevich’s original sketch (and using Walker’s notion of modular
functor). In all of these treatments the modular functor must be equipped with the
additional structure of a non-degenerate duality pairing between the vector spaces
assigned to a given C-extended surface and to the same surface with ‘reversed’
6For work on the rather different and heretofore rarely considered problem of classifying non-
extended 3-dimensional TQFTs, see the recent paper of Juhasz [33].
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labels, and must satisfy further conditions. This additional duality pairing is crucial
to the construction of the TQFT.
In Grove’s construction he requires that the modular functor with duality pairing
satisfies a single additional condition (that the (1, 1)-entry of the S-matrix is
non-vanishing), and from this he produces a 1-parameter family of non-extended
TQFTs. Subsequently, Andersen-Ueno [1] established the remarkable fact that
modular functors in Walker’s sense are determined by their genus zero data, and
in the same paper they show (Proposition 7.1) that all modular functors satisfy
Grove’s condition. In contrast, Walker’s construction, which produces what he
calls a ‘TQFT with corners’, requires that the modular functor satisfy a different
additional condition (relating entries of the S-matrix via decompositions of a genus-
two handlebody [59, equation (4.7)]. He speculates that this condition is always
satisfied, but to our knowledge that remains an open question.
These results all give (various versions of) an association
{MF + duality pairing + conditions} {TQFT}
Note that the duality pairing required in this association may not exist, and in
particular the association does not provide a bijection between modular functors
and field theories—indeed there exist modular functors which do not give rise to
any extended 3d TQFTs.
1.3. Modular functors and modular tensor categories. The main contribu-
tion of this paper is the first complete proof that extended 3-dimensional TQFTs
can be classified in terms of modular tensor categories; more precisely, that up to
equivalence these TQFTs are in canonical bijective correspondence with isomor-
phism classes of modular tensor categories equipped with a choice of square root of
the global dimension. While direct constructions of a TQFT from an MTC have
been described in several places [6, 37, 58, 59], to our knowledge the seemingly
easier direction, that the circle sector of an extended TQFT is an MTC, has not
been previously established. Precise results relating MTCs to modular functors are
given by each of the authors Bakalov and Kirillov [6], Kerler and Lyubashenko [37],
Turaev [58], and Walker [59], but contrary to common perception, none of these
authors claim to prove a bijection between the two notions.
The situation was recently described by Huang and Lepowsky [30] in their
construction of the modular tensor category associated to a conformal field theory
(vertex operator algebra):
“Many mathematicians have believed for a long time (at least
twenty years) that these (rigid and) modular tensor categories must
have been constructed either by using the works of Tsuchiya-Ueno-
Yamada, and/or Beilinson-Feigin-Mazur and Bakalov-Kirillov, or
by using the works of Kazhdan-Lusztig and Finkelberg. ...
But unfortunately, it turns out that this belief has recently been
shown to be wrong. ... it has now been known, and acknowledged,
for a while, that [these works] cannot in fact be used to prove the
rigidity of such tensor categories.”
Bakalov and Kirillov [6] give an approach to constructing a modular tensor
category from their notion of modular functor, but run into and emphasize the
following difficulty: they can only show that the circle sector is weakly rigid,
meaning that there is a contravariant monoidal involution (−)∗ with natural
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isomorphisms HomC (S, T ⊗ U) ≃ HomC (T ∗ ⊗ S,U) ≃ HomC (S ⊗ U∗, T ).
Weak rigidity is necessary but not sufficient for rigidity of a semisimple tensor
category [40].7 The same problem is encountered by Kerler and Lyubashenko [37,
page 304].
Turaev obtains a concise result relating modular tensor categories and modular
functors, but his notion of modular functor includes an additional axiom [58,
Axiom 1.5.8] which seems unmotivated from the functorial perspective, and indeed
this axiom effectively asserts that the weakly rigid tensor category underlying the
modular functor is in fact rigid. Assuming this axiom, Turaev constructs the
following maps, where
√
GD refers to a choice of square root of the global dimension:
{C = MTC +
√
GD} {C-labeled MF + duality pairing + rigidity}
{C = MTC +
√
GD}
Concerning these he says [58, page 268]:
“The composition of these arrows (in this order) is the identity. It
seems natural to conjecture that the composition in the other order
is also the identity.”
Walker [59, Theorem 6.4], inspired by Moore and Seiberg [44], classifies his
notion of modular functor in terms of ‘basic data’ satisfying a series of relations. It
is not clear to us what relationship this data bears to the notion of modular tensor
category.
Though as noted above they could not rely on the results of Bakalov–Kirillov,
Turaev, or Walker to conclude rigidity, Huang and Lepwosky proved that, given not
just a modular functor but a conformal field theory associated to a vertex operator
algebra, the tensor category (associated to the circle) is indeed rigid. They relate
this rigidity proof back to Andersen–Ueno’s work on genus-zero determination of
modular functors:
“In [29] it was pointed out that while the statement of rigidity in
fact involves only the genus-zero conformal field theory, the proof
of rigidity in [28] needs genus-one conformal field theory.”
In one of our main results, we are able to establish the rigidity of the tensor
category (associated to a circle by an extended TQFT) by exploiting not a conformal
structure but instead utilizing non-invertible 3-dimensional bordisms. Like Huang
and Lepowsky’s construction in the conformal setting, our rigidity proof passes
through the genus-one sector.
It is not true that modular functors (in the 2-categorical functorial sense) all
arise from modular tensor categories. The easiest counter-example is Dijkgraaf-
Witten theory in finite characteristic dividing the order of the group. This theory
is well-defined on 1-manifolds, surfaces, and invertible 3-dimensional bordisms, but
cannot be extended to all 3-dimensional bordisms.8
7Kuperberg’s example [40] of a weakly-rigid non-rigid semisimple tensor categories has
infinitely many simple objects; we do not know if there are examples of weakly-rigid non-rigid
semisimple tensor categories with finitely many simples.
8In Dijkgraaf-Witten theory (see [7, 24, 45]), the partition function of the circle is the
representation category of the Drinfeld double of a finite group. When the characteristic of the
field divides the order of the group, this representation category is not semisimple (in particular
not modular) and so by Theorem 1 the modular functor of this theory cannot be expanded to an
extended TQFT.
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1.4. Universal skein theory for TQFTs. In the early 1990s, Blanchet,
Habegger, Masbaum, and Vogel [12, 13, 14] developed a novel approach to the
construction of 3d TQFTs based on the skein theory associated to the Kauffman
bracket. In this approach the vector space associated to a surface, equipped with
a choice of bounding handlebody, consists of linear combinations of links in the
handlebody, modulo certain local relations. Variations of this construction were
given by Lickorish [42] and Roberts [50, 51]. It was extended to 3-manifolds with
corners by Gelca [25], and Andersen–Ueno [2] identified the resulting modular
functor with one arising from conformal field theory. Walker [60] described a
method for computing the partition function of a field theory as a vector space of
equivalence classes of local fields, and a connection between 4- and 3-dimensional
field theory under which the 4d local-field viewpoint would explain the 3d skein-
theoretic picture; motivated by this connection, he suggested that every 3d TQFT
coming from an MTC should admit a ‘skein theoretic’ description.
In the course of establishing our classification theorem we will show that
indeed every extended 3d TQFT admits an analogous ‘skein theoretic’ description.
Specifically we will see that the vector space assigned to a surface, by the extended
TQFT associated to the MTC S , can be identified with the vector space of “internal
string diagrams” (labeled by the objects and morphisms of S ) that can be drawn
inside a handlebody bounding the surface. Unlike earlier approaches that take
the skein theoretic description as an input, in our approach the skein description
emerges from an analysis of the representation theory of the bordism 2-category.
1.5. Overview. This is the fourth paper in a series. In the first paper [9] we give
a finite presentation of Bordor1,2,3 in terms of generators and relations, and in the
second paper [10] we substantially simplify this presentation. In the third paper [11]
we obtain finite presentations of Bordsig1,2,3, Bord
csig
1,2,3, and Bord
p
1
1,2,3.
Here, in Section 2 we outline the theory of presentations of symmetric
monoidal 2-categories, and discuss aspects of their representation theory in k-linear
categories. In Section 3 we recall the presentations of the bordism 2-categories
whose representations we will classify. In Section 4 we present the calculus of
internal string diagrams, and use it to analyze linear representations of ribbon
structures, showing that such representations correspond to ribbon categories. In
Section 5 we examine the representation theory of modular structures, and show
that for every linear modular structure, the associated ribbon category is a modular
tensor category. With this result, we then complete the proofs of the classification
Theorems 1, 2, 3, and 4. In Section 7 we give examples of the internal string
diagram calculus for calculations involving Dehn twists, mapping class groups, and
lens spaces. In the Appendix we consider a variety of different target 2-categories for
TQFTs, and show that in each case the TQFTs factor through the sub-2-category
of 2Vectk consisting of the finite k-linear semisimple categories.
1.6. Conventions. Throughout this paper we adhere to the following conventions:
• Base field. We fix k to be an algebraically-closed field of arbitrary
characteristic. Whenever we say that a structure is linear, we mean with respect
to k.
• Cardinality issues. To address potential set-theoretical complications, we
fix a chosen inaccessible cardinal κ. We will implicitly be utilizing κ-small
sets throughout this paper. Thus the objects of Vectk are the κ-small k-vector
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spaces, the objects ofALGk are the κ-small algebras, and the objects of 2Vectk
are the κ-small Cauchy-complete Vectk-enriched categories, and so on.
• Weak structure. All categorical structures are in their fully weak form, unless
explicitly stated. In particular, this applies to the terms 2-category, functor,
natural transformation, modification, and monoid.
• Graphical calculus. We draw diagrams to represent composite 1-morphisms
in symmetric monoidal 2-categories. That these diagrams are unambiguous
follows from the coherence results of [52, Chapter 2], which we will implicitly
be using. We refer the reader to [8] and [10, Appendix C] for a further discussion
of diagram calculus in symmetric monoidal 2-categories.
1.7. Acknowledgments. We are indebted to John Baez, who encouraged and
supported this project from the beginning, and provided key insights and
inspiration. We are grateful to Andre´ Henriques, who provided crucial ideas,
particularly regarding how to extend the classification results to the anomalous
case. We would like to thank Dan Freed for his sustained interest and for many
informative conversations, and we also give a special acknowledgment to Kevin
Walker, whose work has been highly influential to us. We also appreciate helpful
comments from Justin Roberts and Peter Teichner.
2. Presentations and representations
In this section we review the theory of presentations of symmetric monoidal
2-categories, and their linear representations in Cauchy-complete 2–vector spaces.
Readers more interested in the geometry of 3-dimensional bordisms, who are willing
to take on faith more technical aspects of the categorical algebra, may wish to skim
or skip this section.
2.1. Presentations of symmetric monoidal 2-categories. We give a short
account of the theory of presentations of symmetric monoidal 2-categories, following
the approach of the third author [52].
We will be concerned in this paper with representations of certain higher
algebraic structures: finitely-presented symmetric monoidal 2-categories. These are
the analogs of finite CW-complexes in the world of symmetric monoidal 2-categories.
A finite CW-complex is built inductively by specifying in each dimension a finite set
of n-disks Dn together with attaching maps from ∂Dn to the (n− 1)-skeleton (the
space that has previously been constructed). If we are only interested in the 2-type
of the CW-complex, then we need only remember the 3-skeleton, and moreover
the effect of the 3-disks is only to add relations to the second fundamental group.
A finitely-presented symmetric monoidal 2-category is likewise built inductively by
specifying in each dimension n ∈ {0, 1, 2} a finite set of generating cells Cn, together
with attaching maps from ∂Cn to what has previously been constructed, and with
a set of relations among the 2-morphisms.
In more detail, a presentation G for a symmetric monoidal 2-category consists of
the following finite collection of data:
• generating objects;
• generating 1-morphisms, whose sources and targets are composites of
generating objects;
• generating 2-morphisms, whose sources and targets are composites of
generating 1-morphisms;
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• relations, which are equations between composites of generating 2-morphisms.
At each level any composites are allowed that can be formed using the symmetric
monoidal 2-category structure. Examples of such presentations are given in
Sections 3.1 and 3.3.
Given a presentation G, we write F(G) for the fully-weak symmetric monoidal
2-category generated by G, in the sense of [52, page 161]. Such presented symmetric
monoidal 2-categories were called computadic in [52]; another acceptable term might
be cofibrant. Note that this differs somewhat from the notation used in [10],
where F(G) denotes a stricter object, the quasistrict symmetric monoidal 2-category
generated by G, which we will denote by Fqs(G) to avoid confusion. The symmetric
monoidal 2-categories F(G) and Fqs(G) are related by a strict symmetric monoidal
equivalence F(G) Fqs(G) [52, Theorem 2.96]. This implies that we may directly
employ the coherence results of [52, Chapter 2] to the 2-category F(G) and to
functors out of it; in particular we are free to use the wire diagram calculus
developed in [8] (see also [10, Appendix C].)
It is straightforward to describe strict symmetric monoidal functors Z : F(G) C.
They are uniquely specified by the images of the generating objects, 1-morphisms
and 2-morphisms; such an assignment gives rise to a strict functor precisely when
the relations of G are satisfied.
Definition 2.1. Given a symmetric monoidal 2-category C and a presentation G,
the 2-category of G-structures in C, denoted RepC(G), is defined as follows:
• an object is a strict symmetric monoidal functor F(G) C;
• a 1-morphism is a strict symmetric monoidal natural transformation;
• a 2-morphism is a symmetric monoidal modification.
This definition of Rep
C
(G) can be spelled out explicitly as follows (see [52] for
details):
• An object Z is an assignment of an object Z(X) of C for each generating object
X in G, a 1-morphism Z(p) of C for each generating 1-morphism p in G, and a
2-morphism Z(σ) of C for each generating 2-morphism σ in G, subject to the
obvious source-target matching conditions and the relations of G.
• A 1-morphism ζ : Z → Z ′ is an assignment of a 1-morphism ζX : Z(X)→ Z ′(X)
of C for each generating objectX ofC, and a 2-isomorphism ζp : Z
′(p)◦ζs(p)
ζt(p) ◦ Zp for each generating 1-morphism p, where ζs(p) and ζt(f) refer to the
tensor product of copies of the 1-morphisms ζX , appropriately parenthesized
to match the source and target of p respectively. This assignment X 7→ ζX
and p 7→ ζp must be such that for each generating 2-morphism σ in G, the
corresponding diagram of 2-morphisms in C commutes.
• A 2-morphism ω : ζ ζ′ is an assignment of a 2-morphism ωX : ζX ζ′X for
each generating object X of C, such that for each generating 1-morphism in G
the corresponding diagram of 2-morphisms in C commutes.
Given two symmetric monoidal 2-categoriesC andD, we write SymBicat(C,D)
for the 2-category of (weak) symmetric monoidal homomorphisms from C into
D, (weak) symmetric monoidal transformations between them, and symmetric
monoidal modifications, in the sense of [52]; in particular, everything is as weak
as possible.
Theorem 2.2 ([52], Theorems 2.96 and 2.78). For a presentation G, there is a
natural equivalence of 2-categories RepC(G) ≃ SymBicat(F(G),C). 
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The conclusion is that symmetric monoidal homomorphisms from a symmetric
monoidal 2-category generated by a presentation G into another symmetric
monoidal 2-category C can equivalently be described in terms of strict symmetric
monoidal functors, i.e. G-structures in C.
There is a naive notion of morphism of presentation G G′ which consists
of maps taking the generating objects, 1-morphisms, and 2-morphisms of G to
generating objects, 1-morphisms, and 2-morphisms of G′, provided the relations
in G hold. Such a map induces a strict symmetric monoidal functor F(G)
F(G′), but there are many such functors which do not arise from maps of
presentations. For a fixed 2-category C we also obtain a strict functor of
representation 2-categories: RepG′(C) RepG(C). This permits us to study
representations of 2-categories generated by complicated presentations by first
studying representations of 2-categories generated by simpler presentations. In
particular we will often be in the situation of the following definition.
Definition 2.3. A presentation k-extends a presentation T when it has just the
same j-morphism generators as T for j < k, and j-morphism generators that
include those of T for j ≥ k.
An algebra structure on a vector space V can be transported across an
isomorphism V ≃ W to an algebra structure on the vector space W . Similarly,
higher-dimensional algebraic structures can be transported across isomorphisms.
One kind of such transportation is recorded in the following result.
Lemma 2.4 ([48, Lemma A.19]). For a G-structure Z in a symmetric monoidal
2-category C, given for each 1-generator p ∈ G1 an invertible 2-morphism
ζp : Z(p)⇒ Sp for some 1-cell Sp, there is a unique G-structure Z ′ in C such that
the family ζp gives an identity-on-objects morphism of G-structures. 
Concretely, Z ′ is defined as follows:
• On objects, Z ′ agrees with Z.
• On a 1-morphism generator p, we have Z ′(p) := Sp.
• On a 2-morphism generator µ, we transport Z(µ) using the 2-morphisms ζ−,
as follows: Z ′(µ) := ζQ ◦ Z(µ) ◦ ζ -1P , where µ : P ⇒ Q in F(G), and where
ζP : Z(P ) ⇒ Z ′(P ) and ζQ : Z(Q) ⇒ Z ′(Q) are composites of the transport
maps.
2.2. Linear categories and bimodules. We will take representations of our
presentations in a symmetric monoidal 2-category 2Vectk of Cauchy-complete
k-linear categories, functors and natural transformations. We will also be interested
in Bimodk, the symmetric monoidal 2-category of k-linear categories, bimodules
and natural transformations. In this section we introduce these 2-categories and
examine their relationship. We write Vectk for the symmetric monoidal category
of vector spaces over k.
Definition 2.5 (Linear category, enriched tensor product). A linear category is
a category enriched over Vectk, meaning its hom-sets are k-vector spaces, and
composition is k-linear. The enriched tensor product C⊠D of two linear categories
C and D has objects given by pairs (c, d) ∈ Ob(C )×Ob(D), and morphism vector
spaces given by (C ⊗D)((c, d), (c′, d′)) = C (c, c′)⊗k D(d, d′).
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Definition 2.6. A linear category is Cauchy complete if it has all absolute colimits,
meaning that it has all those colimits which are preserved by all linear functors.
(See Proposition 2.11 for alternative characterizations of linear Cauchy-complete
categories.)
We can now define our main 2-categories of interest.
Definition 2.7 (See [57]). The symmetric monoidal 2-category 2Vectk is defined
in the following way:
• objects are Cauchy-complete linear categories;
• 1-morphisms are linear functors;
• 2-morphisms are natural transformations;
• the monoidal structure ⊗̂ is the Cauchy completion of the enriched tensor
product.
Definition 2.8. The symmetric monoidal 2-category Bimodk of linear categories
and bimodules9 is defined as follows:
• objects are linear categories;
• 1-morphisms P : C −7→ D are bimodules, defined as linear functors
P : Dop ⊠ C Vectk;
• 2-morphisms are natural transformations between the associated linear
functors;
• the identity 1-morphisms are given by the Hom-functor C op ⊠ C → Vectk;
• the monoidal structure is the enriched tensor product.
Composition of bimodules P : C −7→ D and Q : D −7→ E is defined as follows:
(1) (Q ◦ P )(e, c) =
∐
d∈D
(
Q(e, d)⊗ P (d, c)) /∼,
Here c, d and e are objects of C , D and E respectively, and we quotient by the
least equivalence relation generated by the relation
(2) (q · f, p) ∼ (q, f · p)
for all q ∈ Q(e, d), p ∈ P (d′, c), and f : d d′ in D .
There are interesting relationships between 2Vectk and Bimodk, which we now
explore.
Definition 2.9. Let F : C → D be a linear functor between linear categories. Then
there are associated bimodules
F∗ : C −7→ D(3)
F ∗ : D −7→ C(4)
defined as F∗(d, c) = Hom(d, F (c)) and F
∗(c, d) = Hom(F (c), d). A bimodule which
is isomorphic to F∗ (resp. F
∗) for some linear functor F is called representable (resp.
corepresentable).
Sending a linear functor F : C → D to its associated bimodule F∗ : C −7→ D
induces a covariant functor
(−)∗ : 2Vectk → Bimodk .
9What we are calling ‘bimodules’ here are sometimes also called ‘profunctors’ or ‘distributors’.
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Lemma 2.10. For a linear functor F : C → D, we have F∗ ⊣ F ∗ in Bimodk.
Proof. The bimodule composite F ∗◦F∗ is given by (F ∗◦F∗)(c, c′) ∼= Hom(F (c), F (c′)).
The unit and counit natural transformations
ηc,c′ : Hom(c, c
′) Hom(F (c), F (c′))
ǫd,d′ : (F∗ ◦ F ∗)(d, d′) = ⊕c∈CHom(d, F (c)) ⊗Hom(F (c), d′) / ∼
Hom(d, d′)
are induced by the functor F and by composition respectively. 
The following proposition, which is proved in Section A.1, gives alternative
characterizations of Cauchy completeness which are more useful in practice.
Proposition 2.11. For a linear category C , the following are equivalent:
(1) C is Cauchy-complete;
(2) C admits finite direct sums and all idempotents split;
(3) every bimodule P : k −7→ C that is a left adjoint, is representable;
(4) for all small Vectk-enriched categories B, every bimodule S : B −7→ C that
is a left adjoint, is representable.
Given a Vectk-enriched category C we may form its biproduct completion
Mat(C ), whose objects are finite tuples of objects of C and whose morphisms are
matrices of morphisms from C . The idempotent completion of a category C has
as object pairs (x, p) where x ∈ C and p : x x is an idempotent. A morphism
from (x, p) to (x′, p′) is a morphism f : x x′ such that f = p′f = fp, with
composition induced by composition in C . The Cauchy completion of C , denoted
Ĉ , is the idempotent completion of Mat(C ). Any functor from C to a Cauchy-
complete category factors, up to essentially unique natural isomorphism, through
the Cauchy completion of C , via the canonical fully-faithful inclusion i : C Ĉ .
Example 2.12. If A is an algebra, viewed as a one-object Vectk-enriched category,
then the Cauchy completion Â is equivalent to the category of finitely generated
projective A-modules. The inclusion i sends the unique object of the category A
to A itself viewed as a free A-module.
Proposition 2.13. Let C be a Vectk-enriched category and let i : C Ĉ be the
natural inclusion into its Cauchy completion. Then the bimodule i∗ : C −7→ Ĉ is an
equivalence in Bimodk.
Proof. The inverse equivalence, if it exists, is necessarily given by the right adjoint
i∗. In the proof of Lemma 2.10, we saw that the unit η for the adjunction is the
action of i on the hom vector-spaces. Since i is fully faithful, η is an isomorphism.
Similarly, the counit ǫ was induced by composition:
εx,x′ : (i∗ ◦ i∗)(x, x′) =
⊕
c∈C
HomĈ(x, i(c))⊗HomĈ(i(c), x′)/ ∼ HomĈ(x, x′).
Moreover, εx,x′ is certainly an isomorphism when x and x
′ are both in the image
of C.
Let O1 be the collection of all objects x ∈ Ĉ such that εx,c is an isomorphism
for all c ∈ C. Then we see that O1
• contains C;
• is closed under direct sums;
12 B. BARTLETT, C. L. DOUGLAS, C. SCHOMMER-PRIES, AND J. VICARY
• is closed under retracts.
Hence we conclude that O1 = Ĉ. Now let O2 be the collection of all x′ ∈ Ĉ such
that εx,x′ is an isomorphism for all x ∈ Ĉ. Again we have that O2
• contains C;
• is closed under direct sums;
• is closed under retracts.
We conclude that O2 = Ĉ, and hence that i∗ : C −7→ Ĉ is an equivalence. 
2.3. Extending presentations. Given a presentation G, we write GL for the
extension of G obtained by freely adding right adjoints for all the generating
1-morphisms. For each generating 1-morphism f : x y of G, we add to GL a
generating 1-morphism fR : y x and generating 2-morphisms εf : f ◦ fR ⇒ idy
and ηf : idx ⇒ fR ◦ f such that the following ‘zig-zag’ relations hold:
idf = (εf ∗ idf ) ◦ (idf ∗ ηf )
idfR = (idfR ∗ εf ) ◦ (ηf ∗ idfR)
In this subsection we investigate the relationship between RepC(GL) and
RepCL(G), where CL is the full subcategory of C containing all objects, and all
1-morphisms that are left adjoints. (This relationship justifies the notation GL for
the addition of right adjoints to the presentation G.) In particular, we demonstrate
that the cores (ie maximal sub-2-groupoids) of these two representation 2-categories
are equivalent. (This equivalence will play an important role in our proof of
Proposition 6.2, where we show that a balanced braided equivalence of modular
tensor categories can be promoted to an equivalence of linear modular structures.)
Definition 2.14. For a 2-categoryC, its core C is the sub-2-category with the same
objects as C, with 1-morphisms being all 1-morphisms of C that are equivalences,
and with 2-morphisms being all invertible 2-morphisms between these equivalences.
Proposition 2.15. Let G be a presentation, and let C be a symmetric monoidal
2-category. Let GL denote the extension of G obtained by freely adding right adjoints
for all the generating 1-morphisms. Then the forgetful functor between the cores of
the representation categories RepC(GL) RepCL(G) is an equivalence.
Proof. We will construct an inverse equivalence (−)′ : Rep
CL
(G) Rep
C
(GL) for
the forgetful functor. For this proof, L : A B is any 1-morphism generator of
G, and the corresponding adjunction in F(GL) is L ⊣ R, witnessed by 2-morphism
generators η and ǫ of GL.
On an object Z in RepCL(G), define Z ′ as follows. On generating objects,
1-morphisms and 2-morphisms of GL which arise from G, Z ′ agrees with Z. For
the other generating 1-morphisms, we choose Z ′(R) = Z ′(L)∗, a right adjoint of
Z ′(L) in C. For the other generating 2-morphisms, we choose Φ′(η) and Φ′(ǫ) to be
witnesses for Z ′(L) ⊣ Z ′(L)∗ in C. Since the choice of an adjoint is a contractible
choice.
On a 1-morphism µ : Y Z in Rep
CL
(G), define µ′ : Y ′ Z ′ as follows. On
generating objects and 1-morphisms of GL that arise from G, µ′ agrees with µ. On
a right-adjoint generator R of GL, we define µ′(R) as follows, using string diagram
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notation in the 2-category C:
(5)
Z(R)
µA
µB
Y (R)
µR =
Z(R)
Y (R)
µB
µA
µ-1L
Z(η)
Y (ǫ)
Note we are using here that µ has invertible components. The generators η and ǫ
give rise to equations that this 2-morphism must satisfy, as follows:
Z(R)
µA
Z(L) µA
µR
Y (η)
µL
=
Z(R) Z(L) µA
µA
Z(η)
Y (L)
µA
Y (R)µA
µL
Z(ǫ)
µR
=
Y (L)Y (R)µA
µA
Y (ǫ)(6)
We verify the first of these as follows:
Z(R)
µA
Z(L) µA
µR
Y (η)
µL
=
Z(R) Z(L) µA
µA
Y (η)
µ-1L
Y (ǫ)
Z(η)
µL
=
Z(R) Z(L) µA
µA
Z(η)
µ-1L
µL
=
Z(R) Z(L) µA
µA
Z(η)
The second follows similarly. These equations are seen to be equivalent to the
assignment (5) in the case that µ is invertible, so this definition of µ′ is unique
given the constraint that (−)′ is to be an equivalence.
We must show that µR is invertible. Its inverse takes the following form, where
we use cusps to represent the adjoint equivalence structure between µA and its
inverse, and between µB and its inverse:
(7)
µA
Z(R)
Y (R)
µ(B)
µ-1R =
Z(R)
Y (R)µA
µB
µL
Y (η)
Z(ǫ)
Composing this with µR on either side, it can be shown that the identity is obtained,
using the duality equations for η and ǫ under the images of Y and Z, and the adjoint
equivalence structures.
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Finally, for a 2-morphism ζ : µ ν in RepCL(G), define ζ′ = ζ. We must check
the following equation:
(8)
Z(R)
µA
νB
Y (R)
µR
ζ
=
Z(R)
µA
νB
Y (R)
νR
ζ
We verify this as follows:
Z(R)
µA
νB
Y (R)
µR
ζ
=
Z(R)
Y (R)
νB
µA
µ-1L
Z(η)
Y (ǫ)ζ
=
Z(R)
Y (R)
νB
µA
µ-1L
νL
ν -1L
Z(η)
Y (ǫ)
ζ
=
Z(R)
Y (R)
νB
µA
µ-1L
µL
ν -1L
Z(η)
Y (ǫ)
ζ
=
Z(R)
Y (R)
νB
µA
ν -1L
Z(η)
Y (ǫ)
ζ
=
Z(R)
µA
νB
Y (R)
νR
ζ
This completes the proof. 
3. Presentations of the bordism categories
Here we review the presentations given in [11] of the geometrical 2-categories
Bordor1,2,3, Bord
csig
1,2,3, Bord
sig
1,2,3, and Bord
p
1
1,2,3. These are the presentations
whose linear representations we will classify in Section 6. Throughout we make
use of a cobordism-style notation, and also manifold terminology such as circle,
surface, genus and so on, to discuss the structures given below. This is a useful
notation, but we emphasize that there is no cobordism theory as such in this paper;
technically we are studying representations of particular algebraic structures. The
connection to cobordism theory arises entirely from the papers [9, 10, 11]. When
we refer to rotations and daggers of the equations below, this is in reference to [10,
Appendix A].
3.1. The monoid and balanced presentations. In this section we will
consider the monoid presentation, the balanced presentation, and variations
thereof. Following our weakness convention, by a ‘monoid’ in a monoidal
2-category we mean the fully weak structure, which is sometimes called a
‘pseudomonoid’ [56].
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Definition 3.1. The monoid presentation P is defined as follows:
• Generating object:
(9)
• Generating 1-morphisms:
(10)
• Invertible generating 2-morphisms:
α
α-1
ρ
ρ-1
λ-1
λ
(11)
This data must satisfy the following relations:
• (Inverses) Each of the invertible generating 2-morphisms ω satisfies ωω -1 = id
and ω -1ω = id.
• (Monoidal) The generators in (11) obey the pentagon and triangle equations:
(12)
α
ϕ
α
α
α
α
(13)
α
λρ
The 2-morphism labelled ϕ is an interchanger, one of a canonical family of 2-
morphisms in any monoidal 2-category that switches the 1-morphism composition
order of two 1-morphisms that have been tensored together (see [8] for details).
A representation of P in a symmetric monoidal 2-category C is the same thing
as a monoid in C. Let us record this explicitly for the case C = 2Vectk.
Lemma 3.2. A representation of the monoid presentation P in 2Vectk is the
same thing as a Cauchy-complete linear monoidal category. A morphism between
representations of P is the same thing as a monoidal functor, and a 2-morphism is
the same thing as a monoidal transformation.
This can be generalized to include braidings, twists, and other familiar
categorical structures.
Definition 3.3. The balanced presentation B is a 2-extension of the monoid
presentation P , with the following additional generators and relations:
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• Additional invertible generating 2-morphisms:
β
β -1
θ
θ-1
(14)
• (Additional inverses) Each of the additional invertible generating 2-morphisms
ω satisfies ωω -1 = id and ω -1ω = id.
• (Balanced) The generating data gives a braided monoidal object equipped with
a compatible twist:
(15)
α
β
α
β
α
β
(16)
θ
β2
θ
θ
(17) θ = id
Note that the second hexagon axiom is redundant in the presence of a twist [32].
Recall that a balanced braided monoidal category is a braided monoidal category
C that is equipped with a natural isomorphism θ : idC idC called the twist,
satisfying the following equations:
θA⊗B =
θA θB
θI =(18)
The second equation here says θI = idI . We can classify representations of the
balanced presentation B as follows.
Lemma 3.4. A representation of the balanced presentation B in 2Vectk is the
same thing as a Cauchy-complete linear balanced braided monoidal category. A
morphism of representations of B is the same thing as a braided monoidal functor
that preserves the twist, and a 2-morphism is the same thing as a monoidal natural
transformation.
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Because they play important roles, we give explicit descriptions of the right-
adjoint balanced presentation BL and the right-adjoint monoid presentation PL.
Definition 3.5. The right-adjoint balanced presentation BL (resp. right-adjoint
monoid presentation PL) is a 1-extension of the balanced presentation B (resp.
monoid presentation P), with the following additional generators and relations:
• Additional generating 1-morphisms:
(19)
• Additional generating 2-morphisms:
η ǫ(20)
ν µ(21)
• (Adjunction) The following composites are the identity, which means that the
data (20) witnesses ⊣ and the data (21) witnesses ⊣ :
ν µ ν µ(22)
η ǫ η ǫ(23)
We can classify the core of the 2-category of representations of BL in Bimodk
as follows.
Lemma 3.6. There is an equivalence of 2-categories
Rep
Bimodk
(BL) ∼→ Rep
2Vectk
(B).
A similar equivalence holds for representations of PL.
Proof. This is a direct application of Proposition 2.15 and Proposition A.21. 
3.2. The ribbon presentation. Some categorical structures can be described as
representations of a presentation in Bimodk, but not in 2Vectk. This is the case
with Cauchy-complete ribbon categories.
Definition 3.7. The ribbon presentation R is a 2-extension of the right-adjoint
balanced presentation BL, with the following additional generators and relations:
• (Inverse Frobeniusators) Additional generating 2-morphisms:
φ-11 φ
-1
2(24)
• (Rigidity) Write φ1 for the following composite (‘left Frobeniusator’):
φ1 :=
η α ǫ(25)
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Similarly, write φ2 for φ1 rotated about the z-axis (‘right Frobeniusator’):
φ2 :=
η α-1 ǫ(26)
The additional relations say that φ1φ
-1
1 = id, φ
-1
1 φ1 = id, φ2φ
-1
2 = id and
φ-12 φ2 = id.
• (Ribbon) The twist satisfies the following equation:
(27)
θ
=
θ
Definition 3.8. A ribbon category is a balanced braided monoidal category which
is rigid, and where the twist satisfies the ribbon condition:10
θA =
θA∗(28)
It is not obvious that representations of R in Bimodk correspond precisely to
Cauchy-complete linear ribbon categories; in Theorem 4.9, we show at least that
given a representations of R in Bimodk, the image of the circle is a Cauchy-
complete linear ribbon category.
3.3. The modular presentation.
Definition 3.9. The modular presentation M is a 2-extension of the ribbon
presentation R, with the following additional generators and relations:
• Additional generating 2-morphisms:
η† ǫ†(29)
ν† µ
†
(30)
• (Additional rigidity) The inverse of φ1 has the following explicit formula:
φ-11 =
ǫ† α-1 η
†
(31)
Similarly φ2 has the following explicit inverse:
φ-12 =
ǫ† α η
†
(32)
10By ‘rigid’ we mean there exist duals for each object, not that there are chosen duals. Any
condition, such as (28), that refers to particular duals, units, and/or counits, should be interpreted
to mean that the condition holds for any (equivalently, for all) choices of duals.
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• (Additional adjunction) The following composites are the identity, which means
that the data (29) expresses ⊣ and the data (30) expresses ⊣ :
µ† ν† µ
†
ν†(33)
ǫ† η
†
ǫ† η
†
(34)
• (Pivotality) The following equation holds, together with its rotated form (35)z
(see [10, Appendix B] for our rotation notation):
(35) ǫ
† µ† µ ǫ = id
• (Modularity) The following equation holds, together with (36)z:
(36)
ǫ†
θ, θ-1
ǫ
µ† µ
Theorem 3.10 (See [11]). There is a symmetric monoidal equivalence Bordcsig1,2,3 ≃
F(M) between the componentwise signature 3-dimensional bordism 2-category and
the 2-category generated by the modular presentation.
3.4. The oriented, signature, and p1 presentations.
Definition 3.11. The anomaly-free modular presentation O is a 3-extension of the
modular presentationM, with the following extra relation:
• (Anomaly-freeness) The following equation holds:
(37) ǫ
† θ ǫ = id
Theorem 3.12 (See [10], Corollary 1.2). There is a symmetric monoidal
equivalence Bordor1,2,3 ≃ F(O) between the oriented 3-dimensional bordism
2-category and the 2-category generated by the anomaly-free modular presentation.
Definition 3.13. The degree-k global modular presentation Nk is a 2-extension of
the modular presentationM, with the following extra generators and relations:
• Additional invertible 2-morphism generator:
ζ
ζ -1
• Invertibility relations: ζζ -1 = id = ζ -1ζ.
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• Anomaly factor relation:
(38)
ζk
= ǫ
† θ ǫ
Theorem 3.14 (See [11]). There is a symmetric monoidal equivalence Bordsig1,2,3 ≃
F(N1) between the signature 3-dimensional bordism 2-category and the 2-category
generated by the global modular presentation of degree 1.
Definition 3.15. The degree-k modular presentationMk is defined as a 2-extension
of the modular presentation M, with the following extra generators and relations:
• Invertible 2-morphism generator:
y′
y′ -1
• Invertibility relations: y′y′-1 = id = y′-1y′
• Additional relations:
y′k = ǫ
† θ ǫ(39)
y′
µµ
y′
(40)
The case k = 3 is called the p1-presentation.
Theorem 3.16 (See [11]). There is a symmetric monoidal equivalence Bord
p
1
1,2,3 ≃
F(M3) between the componentwise signature 3-dimensional bordism 2-category and
the 2-category generated by the p1-presentation.
4. Internal string diagrams
For any presentation that 2-extends the right-adjoint monoid presentation PL (see
Definition 3.5), internal string diagrams give a notation for computing the invariants
of a linear representation in terms of string diagrams drawn in the “interior” of a
surface, with respect to a canonical embedding into R3. Note that the geometrical
presentations defined in Section 3 all 2-extend PL, so internal string diagrams
will be applicable for all of them. The technique of internal string diagrams is
closely related to previous work of many people, as discussed in the introduction,
Section 1.4.
For this section, let Q be a presentation that 2-extends PL, and let
Z : F(Q) 2Vectk be a linear representation.
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4.1. Motivation and definition. In the presentation PL, and therefore in any
presentation Q that 2-extends PL, we have the adjunction ⊣ . Given
a linear representation Z : F(Q) 2Vectk, we therefore have the adjunction
Z( ) ⊣ Z( ). Because adjoints are unique, the value Z( ) is therefore
already determined by Z( ); moreover, by composing the representation
Z : F(Q) 2Vectk with the inclusion (−)∗ : 2Vectk Bimodk, we can
easily identify and compute Z( ) as the adjoint Z( )∗ in Bimodk. This
approach is often much more convenient and computable as it provides an explicit
algebraic method for computing Z( ) that makes no reference to the ‘geometric’
adjunction ⊣ . Internal string diagrams formalize this approach to algebraic
computations of linear representations.
As above, given a functor Z : F(Q) 2Vectk, by Lemma 2.10 (that for any
functor F , we have an adjunction F∗ ⊣ F ∗ in Bimodk), there is an adjunction
Z( )∗ ⊣ Z( )∗; by Definition 3.5 (giving the adjunction ⊣ ), there is an
adjunction Z( )∗ ⊣ Z( )∗. There is therefore a canonical isomorphism
ζ( ) : Z( )∗ Z( )
∗(41)
Similarly, using the adjunction ⊣ , there is a canonical isomorphism
ζ( ) : Z( )∗ Z( )
∗(42)
We can extend the family of isomorphisms ζ to all generating 1-morphisms of the
presentation Q by letting it be the identity on and :
ζ( ) : Z( )∗ Z( )∗(43)
ζ( ) : Z( )∗ Z( )∗(44)
The internal string diagram construction simply transports a representation Z
across these canonical isomorphisms ζ, providing a new representation Z˜.
Definition 4.1. Given a linear representation Z of a presentationQ that 2-extends
PL, the internal string diagram construction Z˜ is defined as the unique transport
(see Lemma 2.4) of Z across the bimodule isomorphisms ζ:
F(Q) 2Vectk
Bimodk
Z
(−)∗
Z˜
ζ
Note that Z˜ is specified on the generating 1-morphisms by the images of the
isomorphisms ζ; that is
Z˜( ) := Z( )∗ Z˜( ) := Z( )∗ Z˜( ) := Z( )
∗ Z˜( ) := Z( )∗(45)
Again, the internal string diagram construction is a representation Z˜ of Q
into categories and bimodules, isomorphic to the original representation Z into
categories and functors, such that the adjunctions Z˜( ) ⊣ Z˜( ) and Z˜( ) ⊣
Z˜( ), which a priori would be witnessed geometrically by Z˜(ǫ), Z˜(η), Z˜(µ), and
Z˜(ν), are instead witnessed algebraically in the target bimodule category and are
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therefore easily and explicitly computable. The value of the internal string diagram
construction functor on generating 2-cells is given explicitly in Section 4.3.
4.2. Internal string notation. Recall that a bimodule M from the category X
to the category Y is a functor M : Y op ⊠ X Vectk; we will use the notation
MAB , where B ∈ X and A ∈ Y , for the value of the bimodule on the object (A,B).
For each 1-morphism generator Σ of Q, the bimodule Z˜(Σ) is given on objects as
follows. Abbreviating S := Z( ), we have the following, for all objects A,B,C ∈ S:
Z˜( )AB,C = (Z( )∗)
A
B,C = HomS (A,B ⊗ C)(46)
Z˜( )A,BC = (Z( )
∗)A,BC = HomS (A⊗B,C)(47)
Z˜( )A = (Z( )∗)
A = HomS (A, I)(48)
Z˜( )A = (Z( )
∗)A = HomS (I, A)(49)
On each line, the last equality uses the definition of the constructions (−)∗ and
(−)∗, and uses the monoidal structure on S given by the image of the pants and
cup under the functor Z.
Observe that in each of these four cases, the vector space of the bimodule is
the space of string diagrams (drawn in the Joyal-Street graphical calculus for the
associated monoidal category) internal to the volume of that particular surface
embedded in R3:
A
B C
f
C
A B
g
A
A
h
A
A
j(50)
f ∈ Z˜( )AB,C g ∈ Z˜( )A,BC h ∈ Z˜( )A j ∈ Z˜( )A
We do not need to, and do not, make this notion of an ‘interior morphism’
geometrically precise; the equalities (46–49) provide the foundation and formalism
for the internal string diagram calculations, and the pictures (50) are merely a
convenient graphical mnemonic notation. Note that the interior morphisms are
drawn with their source at the top and their target at the bottom, while the
cobordisms are drawn in the reverse direction. This countervalence of conventions
appears to be essential.
We can extend this notation to describe the vector spaces determining Z˜(Σ) for
an arbitrary 1-morphism Σ in F(Q): it is the vector space of string diagrams (up
to embedded homotopy) that can be drawn in the interior of the entire surface Σ
(embedded componentwise in R3 in the same manner as (50)). To see this, suppose
that Σ is built from generating 1-morphisms σi of Q, and suppose we label the
upper and lower boundary circles of Σ by A1, . . . , Am and B1, . . . , Bn respectively.
Then by Definition 1 of bimodule composition we have
(51) Z˜(Σ)A1,...,AmB1,...,Bn :=
⊕
L
⊗
σ∈Σ
Z˜(σ)L / ∼,
where the tensor product is taken over all the generating 1-cell components σ of Σ,
and the direct sum is taken over all possible labelings L of the internal boundary
circles. Each generating bimodule Z˜(σ) is given the labeling induced by L and the
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fixed labeling on the external boundary circles. We give the equivalence relation,
from equation (2), the following graphical representation:
(52)
C
D
σi
σj f
∼
C
D
σi
σj
f
Here the generating 1-cell σi has been attached to the generating 1-cell σj along an
internal boundary circle to form σj ◦ σi. Two elements of the composite bimodule
vector space for Σ will be related by the least equivalence relation generated by
this congruence exactly when the internal string pictures for the elements can be
transformed into one another by equations of string diagrams within the interior
of generating 1-morphisms, and movement of internal strings through boundary
circles.
As an example, consider the following 1-cell in F(PL):
Σ = ◦ ( ⊔ ) ◦ ( ⊔ )
Then Z˜(Σ)XY,Z is spanned by diagrams of the following form:
(53)
X
Y Z
f
g
h
We say that such an internal string diagram is in elementary form, meaning that
it is in the image (under the map
⊗
σ∈Σ Z˜(σ) Z˜(Σ)) of an elementary tensor of
a string diagram in each geometrical component.
For a surface of genus zero, every element of the internal string diagram vector
space is equal to one of elementary form. We prove this for the following specific
surface, which will play an important role later in the paper:
(54) N :=
Proposition 4.2. For objects A,B ∈ S, every element of the internal string
diagram vector space Z˜(N)AB , where N is the surface (54), is represented by an
internal string diagram in elementary form.
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Proof. Given a linear representation of a presentation that 2-extends PL, in the
associated Cauchy-complete linear monoidal category, let Xi be a finite family of
objects, and let fi : I Xi ⊗ B and gi : A⊗Xi I be a family of morphisms
with the same index set S. Define X =
⊕
iXi, and denote the projection maps
X Xi and injection maps Xi X as i. Then we define f : I X ⊗B and
g : A⊗X I as follows:
X B
f
=
∑
i
Xi
X B
fi
i
A X
g
=
∑
i Xi
XA
gi
i
(55)
Observe:
(56)
A
B
f
g
=
∑
i,j
A
B
fi
gj
j
i
=
∑
i
A
B
fi
gi
The first equity uses linearity of the tensor product. The second equality picks out
the nonzero terms of the summation. The last expression is an arbitrary element
of the internal string diagram vector space, while the first is in elementary form as
required. 
4.3. Actions of the generating 2-morphisms. Let κ : Σ T be a generating
2-morphism in F(Q), where as above Q is a presentation that 2-extends PL, and
let Z be a linear representation of Q. Then we can interpret Z˜(κ) as a linear map
between the spaces of internal string diagrams Z˜(Σ) and Z˜(T) associated to the
source and target of κ. In this section, we analyze the linear maps associated to
the generators α, λ, ρ and their inverses, along with η, ǫ, µ, and ν, and also β
and θ in the case that Q 2-extends BL. For these generators, we will see that the
associated linear maps between spaces of internal string diagrams have intuitive
geometrical interpretations, which furthermore are independent of the particular
chosen representation Z.
These linear maps Z˜(κ) : Z˜(Σ)AB Z˜(T)
A
B , which we informally call ‘actions’,
are determined in Definition 4.1 by the following conjugation:
Z˜(Σ)AB (Z(Σ)∗)
A
B
Z˜(T)AB (Z(T)∗)
A
B
ζΣ
≃
(Z(κ)∗)
A
BZ˜(κ)
A
B
ζT
≃
(57)
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We will often neglect the labelings A,B when they can be easily inferred from
context.
While Z is a strict 2-functor, Z˜ and (−)∗ are not strict. This introduces a
subtlety in the definition of ζΣ, in the case that Σ is a composite 1-morphism: in
this case, the 2-morphism ζΣ is given by first decomposing (using the weak structure
morphisms of the functor Z˜) the 1-morphism Z˜(Σ) into a composite of morphisms
Z˜(σ) for generators σ, then applying the 2-morphisms ζ(σ), then recomposing
(using the weak structure morphisms of the functor (−)∗) the pieces Z(σ)∗ into
the morphism Z(Σ)∗. For example, for Σ = , we compute ζΣ as follows, writing
‘compose’ for the weak composition structure of the 2-functors:
(58) Z˜
( ) compose-1
Z˜( )◦ Z˜( ) ζ( ),ζ( ) Z( )∗ ◦Z( )∗ compose Z
( )
∗
We will use this decomposition and recomposition method in several of the proofs
in this section.
4.3.1. Actions of the generators α, λ, and ρ. We begin by considering the actions
on internal string diagrams of the generating 2-morphisms α, λ, and ρ. These
generators are the simplest to consider because they come directly from the monoid
presentation P .
Proposition 4.3. For a linear representation Z of a presentation that 2-extends
PL, the generators α, λ, and ρ act in the following ways on internal string
diagrams:
(59)
f
g h
Z˜(α)
f
g
h
(60)
f
g
h
Z˜(λ) f
g
h
f
g
h
Z˜(ρ) f
g
h
Proof. The action of Z˜(α) on the space of string diagrams has the following form,
where we label the upper boundary circle by A, the intermediate boundary circles
by P,Q, and the lower boundary circles by B,C,D:⊕
P,QHomS
(
A,Z( )(P ⊠Q)
)
⊠HomS⊠S
(
P ⊠Q,Z( )(B ⊠ C ⊠D)
)
/ ∼
compose
HomS
(
A,Z( )Z( )(B ⊠ C ⊠D)
)
Z(α)B⊠C⊠D
HomS
(
A,Z( )Z( )(B ⊠ C ⊠D)
)
compose-1 ⊕
P,QHomS
(
A,Z( )(P ⊠Q)
)
⊠HomS⊠S
(
P ⊠Q,Z( )(B ⊠ C ⊠D)
)
/ ∼(61)
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Suppose we begin with the element of the direct sum defined by the string diagram
on the left-hand side of (59):[
P = X, Q = Y
] {
A
f
X ⊗ Y
}
⊠
{
X ⊠ Y
g⊠h
(B ⊗ C)⊠D
}
The data in square brackets indicates the element of the coproduct
⊕
P,Q in which
our term is supported. This evolves in the following manner under the chain of
isomorphisms described in (61):
compose
{
A
(g⊗h)◦f
(B ⊗ C)⊗D
}
Z(α)B⊠C⊠D
{
A
(g⊗h)◦f
(B ⊗ C)⊗D Z(α)B⊠C⊠D B ⊗ (C ⊗D)
}
compose-1 [
P = B, Q = C ⊗D]{
A
(g⊗h)◦f
(B ⊗ C)⊗D Z(α)B⊠C⊠D B ⊗ (C ⊗D)
}
⊠
{
B ⊠ (C ⊗D) id B ⊠ (C ⊗D)
}
(62)
This final element has the graphical interpretation given by the right-hand side
of (59).
We now consider the action of Z˜(λ). Its action on the space of string diagrams
is as follows:⊕
P,Q Hom
(
A,Z( )(P ⊠Q)
)
⊠Hom(P ⊠Q,Z( )(B)
)
/ ∼
compose
HomS
(
A,Z( )Z( )(B)
)
Z(λ)B
HomS
(
A,Z( )(B)
)
= HomS
(
A,B
)
(63)
This has the following effect on our chosen string diagram:
[
P = X, Q = Y
] {
A
f
X ⊗ Y
}
⊠
{
X ⊠ Y
g⊠h
I ⊠B
}
compose
{
A
(g⊗h)◦f
I ⊗B
}
Z(λ)B
{
A
(g⊗h)◦f
I ⊗B Z(λ)B B
}
(64)
The action of Z˜(ρ) can be verified similarly. 
Note that the actions given in this proposition can be deduced from the following
actions on a smaller class of string diagrams, involving no nontrivial internal
morphisms:
Z˜(α) Z˜(λ) Z˜(ρ)
(65)
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For example, the general action (59) of Z˜(α) can be recovered as follows, by
composing with an identity cylinder:
(66)
f
g h
=
f
g h
Z˜(α)
f
g h
=
f
g
h
The general actions (60) of Z˜(λ) and Z˜(ρ) can be recovered in a similar way. We
will exploit this feature for some of the other generators, and only give their actions
on simple string diagrams which are sufficient to recover the full action.
4.3.2. Actions of the merging generators ǫ, η, µ, and ν.
Proposition 4.4. For a linear representation Z of a presentation that 2-extends
PL, the generators ǫ, η, µ, and ν act in the following ways on internal string
diagrams:
Z˜(ν) f
g
Z˜(µ) f
g
(67)
Z˜(η)
f
g
Z˜(ǫ)
f
g
(68)
Proof. These generators are the units and counits expressing the adjunctions
⊣ and ⊣ . Under the image of Z˜, they are the units and counits
expressing the adjunctions Z( )∗ ⊣ Z( )∗ and Z( )∗ ⊣ Z( )∗. Lemma 2.10
provides an explicit formula for the unit and counit of the adjunction F∗ ⊣ F ∗,
which specializes to the above formulas. 
4.3.3. Actions of dual generators. If we have a 2-morphism σ : A B such
that A and B have right duals, then we can construct the right dual 2-morphism
σ∗ : B∗ A∗ in the following way:
(69) B∗ η ◦B
∗
A∗ ◦A ◦B∗ A∗ ◦ σ ◦B∗ A∗ ◦B ◦B∗ A∗ ◦ ǫ′ A∗
Here η : id A∗ ◦A is the unit for the adjunction A ⊣ A∗, and ǫ′ : B ◦B∗ id
is the counit for the adjunction B ⊣ B∗ For a presentation that 2-extends PL, the
generating 1-morphisms and have right adjoints, and so we can employ this
technique to construct duals to our standard generators, and calculate their actions
on internal string diagrams.
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Proposition 4.5. For a linear representation Z of a presentation that 2-extends
PL, the right duals ρ∗, λ∗, and α∗ act in the following way on internal string
diagrams:
Z˜(ρ∗) Z˜(λ∗) Z˜(α∗)
(70)
Proof. We apply the definition of the dual of a 2-morphism as given above. For ρ∗,
we obtain the following:
(71)
Z˜(ν) Z˜(η) Z˜(ρ)
The actions of λ∗ and α∗ can be obtained in a similar way. 
4.4. Balanced braided monoidal categories. A linear representation of the
balanced presentation B is the same as a linear braided balanced monoidal category.
The classical graphical string calculus for these categories includes the braiding and
the twist. We can use this to describe the action on internal string diagrams of the
2-morphism generators β and θ of any presentation that 2-extends BL.
Proposition 4.6. For a linear representation Z of a presentation that 2-extends
BL, the generators β and θ act in the following way on internal string diagrams:
Z˜(β) Z˜(θ)
θ(72)
Before proving the proposition, let us examine in detail what these pictures
represent. Under the equivalence F(M) ≃ Bordcsig1,2,3, β corresponds to an invertible
bordism whose source is the pants surface, and whose target is the pants surface
composed with the crossing [10]. Since the symmetric monoidal 2-category F(M)
is strictly symmetric, there is no distinction to be made between an over- or under-
crossing at the level of the bordism. In red, we draw the internal string diagrams,
which for the case of a presentation that 2-extends BL is drawn in the language of a
balanced braided monoidal category. In the target of Z˜(β) drawn above, the upper
crossing of red strands represents the braiding morphism, but the lower crossing
does not. In the target of Z˜(θ), the red θ represents the balanced structure of the
monoidal category.
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Proof. The action of Z˜(β) has the following form:
HomS
(
A,Z( )(B ⊠ C)
)
Z(β)B⊠C
HomS
(
A,Z( )Z( )(B ⊠ C)
)
compose-1
HomS
(
A,Z( )(C ⊠B)
)
(73)
This establishes the action of Z˜(β). The action of Z˜(θ) can be shown similarly. 
4.5. Ribbon categories. We now consider a presentation that 2-extends the
ribbon presentation R. This means we have available the Frobeniusator
2-morphisms φ1 and φ2, which are invertible. We investigate their actions on
internal string diagrams.
Proposition 4.7. For a linear representation Z of a presentation that 2-extends
the ribbon presentation R, the Frobeniusators φ1 and φ2 act on internal string
diagrams in the following ways:
f
g
Z˜(φ1) f
g
f
g
Z˜(φ2) f
g
(74)
Proof. We apply the definitions of the Frobeniusators in terms of η, α, and ǫ, whose
actions on internal string diagrams have already been computed. For the case of
φ1, this gives the following result:
f
g
Z˜(η)
f
g
Z˜(α)
f
g
Z˜(ǫ) f
g
The computation for φ2 is similar. 
We now show that in this case, the balanced braided monoidal category is a
ribbon category. The first step is to demonstrate that the balanced monoidal
category S is rigid. A similar result was stated without proof by Lo´pez-Franco,
Street, and Wood [22].
Proposition 4.8. For a linear representation Z of a presentation that 2-extends
the ribbon presentation R, the associated balanced braided monoidal category of
Lemma 3.4 is rigid.
Proof. We consider the following composite involving the Frobeniusator isomor-
phism (26) and its inverse; in the third picture, we use Proposition 4.2 to express
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the resulting string diagram in terms of some f : I A′⊗A and g : A⊗A′ I:
Z˜(λˇ-1)
Z˜(ρ-1) Z˜(φ-12 )
f
g
Z˜(φ2) f
g
Z˜(ρˇ)
Z˜(λ) f
g(75)
Since this cobordism is diffeomorphic to the identity, the following equation must
hold:
(76)
f
g
=
Now consider the following composite:
(77)
A′
A′
f
A
g
By equation (76), this is an idempotent. Since we are taking representations in
Bimodk, our target category is Cauchy-complete, and we define the object A
∗ to
be the idempotent splitting of the composite (77) via maps A′
u
A∗ and A∗
v
A′.
We therefore have u ◦ v = idA∗ .
We will now show that the object A∗ is the right dual of the object A. We define
the unit η : I A∗ ⊗A and counit ǫ : A⊗A∗ I as follows:
AA∗
η
:=
AA∗
u
f A∗A
ǫ
:=
A∗A
g
v(78)
We can now show directly that the duality equations are satisfied:
A∗
A∗
η
A ǫ
=
A∗
A∗
u
f
A g
v
=
A∗
A∗
u
v
u
v
=
A∗
A∗
(79)
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A
A
η
A∗
ǫ
=
A
A
f
u
v
g
=
A
A
f
g
f
g
=
A
A
(80)
The final equality here uses the identity (76). 
Having established that S is rigid, we can now demonstrate that S is a ribbon
category.
Theorem 4.9. For a linear representation Z of a presentation that 2-extends
the ribbon presentation R, the twist is compatible, and hence the associated rigid
balanced braided monoidal category of Proposition 4.8 is a ribbon category.
Proof. We need to verify the equation θA
∗ = θA∗ where A ∈ Ob(S ) and θA∗ refers
to the dual of θA built using the unit and counit maps. (We make an arbitrary
choice of duals; the compatibility of the twist does not depend on the choice.) This
is equivalent to verifying the equality of applying θ on the left leg or the right leg
of the counit map A⊗ A∗ 1. Applying θ on the left leg has the following effect
on string diagrams:
A A∗
Z˜(θ)
A∗A
θ
=
A∗A
θ
Applying θ on the right leg, we get the following result:
A A∗
Z˜(θ)
A∗A
θ
=
A∗A
θ
By relation (27), these two ways of applying θ are equal for any representation
of the ribbon presentation, and hence the condition for a ribbon category, from
Definition 3.8, is satisfied. 
Recall that every ribbon category has a canonical (up to equivalence) pivotal
structure (in fact, due to (27), this structure is spherical), built as a composite of
a Reidemeister-I ‘loop’ (using any choice of duals and unit and counit maps) with
the inverse twist map. We will make use of that structure in the next section on
modularity.
5. Representations of modular structures
We now investigate the linear representation theory of the modular presentation
M given in Definition 3.9, and of the presentations given later in Section 3 which
2-extend M. We call such representations modular structures in 2Vectk. Since
these presentations 2-extend the ribbon presentation, all the results of Section 4
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apply, and in particular a modular structure in 2Vectk has an associated ribbon
category.
By the results in the Appendix, a modular structure in 2Vectk necessarily takes
values in the subcategory of semisimple 2–vector spaces, and we make heavy use of
this fact throughout this section.
In Section 5.1 we show that when using the internal string diagram formalism,
one can restrict labels of internal boundary circles to simple objects without loss
of generality. We also show that every modular structure in 2Vectk factors as
a product of simple ones, in which the tensor unit of the associated semisimple
ribbon category has no proper subobjects. In Section 5.2 we determine, up to
a constant p, the actions of the generators µ†, ν†, ǫ†, and η†. We then make
contact with the notion of modular tensor category, proving in Section 5.3 that
for a modular structure, the associated ribbon category is modular. In Section 5.4
we investigate the anomaly p+/p− of the modular category, where p+ and p−
are standard constants obtained from the modular tensor category, and show that
p+/p− = p2, fixing the value of the undetermined constant up to a sign.
5.1. Semisimplicity and simplicity. By the analysis of the Appendix, in
particular Corollary A.23, a linear representation (of one of the geometrical
presentations extending the modular presentation) necessarily takes values in the
subcategory of semisimple 2–vector spaces. Without loss of generality, we can
restrict the labelings of internal boundary circles to be simple objects, by means of
the following equation:
(81)
A
A
A =
∑
i,n
A
A
A
i
pi,n
qi,n
∼
∑
i,n
A
A
Sii
pi,n
qi,n
We begin by rearranging our internal string diagram locally so that only the identity
morphism of some object A, not necessarily simple, passes through our internal
boundary circle. We then rewrite the identity on A as a sum of projections pi,n
onto and injections qi,n from simple objects Si, using the semisimplicity of the
category S associated to the circle. Finally, we use our equivalence relation to slide
the injection morphisms qi,n into the lower cobordism.
We can use the internal string diagram formalism to show that every modular
structure breaks up into a direct sum of simple modular structures.
Definition 5.1. A modular structure Z in 2Vectk is simple if Z( ) ≃ k.
Lemma 5.2. A modular structure in 2Vectk is simple if and only if the unit object
in the associated ribbon category has no proper subobjects.
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Proof. If C is a semisimple k-linear category, a linear functor F : Vectk C picks
out a simple object just when Hom2Vectk(F, F ) ≃ k. Given a modular structure
Z, the linear functor Z( ) picks out the unit object for the linear ribbon category
associated to Z, and by the adjunction ⊣ we have Hom2Vectk
(
Z( ), Z( )
) ≃
Hom2Vectk
(
idVectk , Z( )
)
. Hence if the unit object is simple, we must have
Z( ) ≃ (−)⊗ k : Vectk Vectk, and vice versa. 
Lemma 5.3. Every modular structure Z in 2Vectk is equivalent to a direct sum
of simple modular structures.
Proof. By Corollary A.23, we know that the ribbon category C associated to Z
is semisimple. A semisimple braided monoidal category always decomposes, as a
braided monoidal category, into a direct sum of braided monoidal categories with
simple unit. Indeed, write I =
⊕
j∈J Ij for a decomposition of the unit object I
into simple objects Ij . Then for each simple object X we must have X ⊗ IjX ∼= X
for a unique jX ∈ J , and X ⊗ Ij = 0 for j 6= jX . Using the braiding, this means
jX is also the unique index such that IjX ⊗ X ∼= X . Hence, as a linear category,
C =
∑
j∈J Cj where Cj is the full subcategory (the j’th ‘factor’) generated by the
simple objects X with 1j⊗X ∼= X . Since X⊗Y ∼= (X⊗ 1jX )⊗Y ∼= X⊗ (1jX ⊗Y )
we see that the tensor product of simple objects is zero if X and Y are from different
factors, and produces a direct sum of simple objects in the same factor otherwise.
Now let Σ be a connected surface, and consider the vector space Z˜
(
Σ
)A
B
for some
choices of labelings A and B of the input and output boundary circles by simple
objects. If these simple objects are not all associated to the same factor j ∈ J then
we will have Z˜
(
Σ
)A
B
= 0, as the string diagram could be topologically deformed to
bring the two simple objects from different factors into proximity, and the argument
from the previous paragraph then tells us that we are tensoring by the zero object.
For each generating 2-morphism of a modular structure, at least one of its domain
or codomain is a connected surface, and so any modular structure must assign to it
the zero linear map when its boundaries are labeled by simple objects from different
factors. It follows that the modular structure is a direct sum of simple modular
structures. 
Given this result, we can consider our modular structures to be simple without loss
of generality, and we will make this assumption for the rest of this section.
5.2. Actions of the generators µ†, ν†, ǫ†, and η†. In this Section we study
the actions of the generators µ†, ν†, ǫ†, and η† of a modular structure on internal
string diagrams. Our strategy is to propose arbitrary linear maps for the values
of these generators, and then see what restrictions we can obtain on these maps
by considering equations we know must hold. Initially, we will find that the values
can be determined up to a constant p. In Lemma 5.19 we will see that p2 = p+p−,
where p+ and p− are the anomaly constants in a modular tensor category with
simple tensor unit.
Proposition 5.4. For a modular structure Z in 2Vectk, the generators µ
† and ν†
act in the following way on internal string diagrams, where p is a nonzero constant
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yet to be determined:
I
I
Z˜(µ†)
p
I
I
Z˜(ν†) 1
p
(82)
For other labelings of the boundary circles of the cylinder by simple objects, Z˜(µ†)
is zero.
Proof. Suppose we label the boundary circles for the µ† action with simple objects
not all isomorphic to I. Then by the internal string diagram formalism the target
of Z˜(µ†) is a zero-dimensional vector space. So the corresponding linear map is the
zero map. The only nontrivial content lies in the case where boundary circles are
all labeled by I.
Given this, the following candidate actions are fully general:
I
I
Z(µ†)
p
I
I
Z(ν†)
q(83)
In the action (83) the cobordisms are left blank to denote the identity string
diagram in each connected component. Applying one of the equations witnessing
the adjunction ⊣ , we see that the following composite must be the identity:
(84)
I
Z˜(µ†)
p
I
Z˜(ν†)
pq
I
As a result we obtain q = 1/p. 
By a pivotal tensor category we mean one with chosen right duals for all objects
and a chosen monoidal isomorphism from the identity to the right double dual
functor.11 Note that we always use the canonical pivotal structure associated to the
ribbon category, described at the end of the previous section; indeed, the subsequent
string diagrams would not even be well-defined with an alternate choice of pivotal
structure.
We recall the standard convention that in the graphical calculus for a semisimple
ribbon tensor category, a closed unlabeled loop (possibly braided nontrivially with
other strings, and in our internal string diagram formalism, possibly embedded
nontrivially in the interior of the surface) denotes a sum over isomorphism classes
11Note that nothing does or can depend on the choice of duals, but the choice of pivotal
structure is definitely nontrivial. The fact that the notion of pivotal structure, as presented,
depends on first making the irrelevant choice of duals is at root a sign that the standard definition
of pivotality is not the most perspicacious one.
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of simple object, each weighted by the quantum dimension of that object [6]:
(85) =
∑
i
di i
Note that here, and henceforth, cups and caps are the (arbitrarily) chosen units
and counits for the dualities j ⊣ j∗, and there is an implicit use of the canonical
pivotal structure ∗i ∼= i∗ (which, note well, depends (only up to equivalence) on the
same chosen units and counits). The quantum dimension di ∈ k is defined to be
the value (as a string diagram, not as an internal string diagram) of a closed loop
(not braided with any other strings) labelled by the simple object Si:
(86) di := i
Proposition 5.5. For a modular structure Z in 2Vectk, the generator ǫ
† acts in
the following way on internal string diagrams:
Z˜(ǫ†) 1
p
(87)
Proof. We begin by noting that ǫ† is completely determined by its action on a
2-sphere, as the following commutative diagram demonstrates:
(88)
ǫ†
ν
ǫ†
η
φ1, φ2
ρ, ρˇ
That this equation follows from the relations of a modular structure was
demonstrated in [10, Lemma 3.6].
We already understand how the other components in this diagram act on internal
string diagrams, so to understand the general action of ǫ† we need only calculate
how it acts on the 2-sphere. Using the semisimplicity property established in
Corollary A.23, we postulate the following completely-general form for this action,
where the ci are constants to be determined:
(89)
Z˜(ǫ†) ∑
i
ci
i
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Equation (88) then gives the following action for ǫ† on the cylinder:
(90)
Z˜(ǫ†) ∑
i
ci
i
To fix the values of the coefficients ci, we use the fact that the following composite
is equal to the identity:
(91) ǫ
† µ† λ, λˇ
This is a consequence of the equation λ∗ = ∗λ, which is shown to hold from the
axioms of a modular structure in [10, Lemma 3.8]. Analyzing this composite via
internal string diagrams gives the following:
(92)
i
Z˜(ǫ†) ∑
j
cj
i
j Z˜(µ†) cip
di
i
Z˜(λ)
Z˜(λˇ) cip
di
i
We conclude that ci = di/p. 
Proposition 5.6. For a modular structure in 2Vectk, the generator η
† acts in the
following way on internal string diagrams:
k l
i j
f Z˜(η†) pδi,kδj,l
didj
f
k
i
l
j
Proof. This follows from the action on internal string diagrams of the following
decomposition of η†:
(93)
φ2 µ
† ρˇ, λ
This decomposition follows from [10, Lemma 3.9]. 
5.3. Modularity. In this section, we show that the ribbon category associated to a
modular structure is a modular tensor category. We begin by defining the following
composite 2-morphisms.
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Definition 5.7 (See [10], Definition 4.1). For a modular structure, we define the
following composite 2-morphisms:
II :=
φ-11 θ φ1
(94)
A :=
ǫ† II-1 ǫ
(95)
III :=
θ A θ
(96)
Proposition 5.8 (Proposition 4.5 in [10]). For a modular structure, the composites
A and III are invertible. 
We now investigate the actions of II, A, and III on internal string diagrams. We
write θ as a shorthand for θ-1.
Proposition 5.9. Given a modular structure in 2Vectk, the composite II and its
inverse have the following actions on internal string diagrams:
f Z˜(II) f
θ
θ
=
f
θ
θ
(97)
f Z˜(II
-1) f
θ
θ
=
f
θ
θ
(98)
Proof. This follows from Definition 5.7 and the actions of φ1, θ, and φ
-1
1 already
established. 
Proposition 5.10. Given a modular structure in 2Vectk, the composite A acts in
the following way on internal string diagrams:
(99)
Z˜(A) 1
p
θ
θ
=
1
p
θ
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Proof. We perform the following calculation:
(100)
Z˜(ǫ†) 1
p
Z˜(II-1) 1
p
θ
θ
Z˜(ǫ) 1
p
θ
θ
By rearranging the internal strings in the second diagram here using Lemma 7.1,
established below, the alternative form on the right of expression (99) can be
obtained. 
Corollary 5.11. For a modular structure Z in 2Vectk, the composite III has the
following action on internal string diagrams:
Z˜(III) 1
p
Proof. This follows from Definition 5.7 and Proposition 5.10. 
Definition 5.12. Given a modular structure Z in 2Vectk, we define the s-matrix as
the following collection of numbers, expressed as string diagrams in the associated
semisimple ribbon category:
sij =
1
p
ji
In Lemma 5.19 we will see that p is a square root of the global dimension, so this
definition agrees with [6, Equation (3.1.16)].
This is closely related to the S-matrix which forms part of the definition of a
modular tensor category.
Definition 5.13. A modular tensor category is a semisimple ribbon category over
an algebraically-closed field k12, such that the S-matrix Sij , with entries defined as
follows, is invertible:
Sij = ji
12A more general definition can be given in the non algebraically-closed case, but we do not
need this extra generality.
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Note that for a modular structure Z in 2Vectk, its s-matrix will be invertible
just when the S-matrix of its associated semisimple ribbon category is invertible,
because p is an invertible constant. Recall also the following identity in a modular
tensor category [6, Lemma 3.1.4]:
(101)
i
j
=
Sji
di
i
Proposition 5.14. Given a modular structure Z in 2Vectk, the composite III acts
as the s-matrix on the torus:
i Z˜(III) ∑
j
sij
j
Proof. We apply the action of III on internal string diagrams as given in
Corollary 5.11, as well as the identity (101):
i Z˜(III) 1
p
∑
j
dj
j
i
=
∑
j
Sij
p
j

Since III is invertible, it follows that the s-matrix is invertible, and hence that the
associated ribbon category is modular.
Corollary 5.15. Given a modular structure in 2Vectk, the associated semisimple
ribbon category is modular. 
5.4. The anomaly. Here we investigate the value of the nonzero constant p that
arises from a modular structure in 2Vectk, and we show that p
2 = p+p−, where
p+ and p− are constants obtained from the modular tensor category.
We begin by defining the anomaly as a composite.
Definition 5.16 (Definition 5.1 from [10]). For a modular structure, the anomaly
x is defined as the following composite:
x := ǫ
† θ ǫ
Lemma 5.17 (Lemma 5.7 from [10]). For a modular structure, the anomaly is
invertible, with x-1 = x†. 
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Recall that in a modular tensor category with simple unit, there exist p+, p− ∈ k
satisfying the following equations [6, Lemma 3.1.5]:
p+ θ = θ p− θ = θ(102)
Explicit formulas for p+ and p− can be obtained by choosing the open black strand
to be the identity on the tensor unit object. The anomaly of the modular tensor
category is defined as the ratio p+/p−. If p+/p− = 1, we say that the modular
tensor category is anomaly-free.
We now consider the action of the anomaly morphism x on internal string
diagrams.
Lemma 5.18. For a simple modular structure Z in 2Vectk, the anomaly and its
dagger have the following actions on internal string diagrams:
Z˜(x) p+
p
Z˜(x†) p−
p
Proof. This follows from the actions of ǫ†, θ, and ǫ on internal string diagrams as
already established, using Lemma 7.1. 
Lemma 5.19. For a simple modular structure Z in 2Vectk, we have p
2 = p+p−.
Proof. By Lemma 5.17 we have Z˜(x) ◦ Z˜(x†) = id, and hence by Lemma 5.18 we
have p+p−/p2 = 1. 
Remark 5.20. Note the simple algebraic fact that there is a canonical bijection
between square roots of p+p−, the global dimension, and square roots of p+/p−,
the anomaly, by multiplying or dividing by p−. So to choose a square root of the
global dimension is equivalent to choosing a square root of the anomaly.
6. Field theories and modular categories
In this section we classify the representations of the presentations of the bordism
categories given in Section 3. In Section 5, we showed that for a linear modular
structure (that is a modular structure in 2Vectk), the associated monoidal category
is a modular tensor category. In Section 6.1, we show how a linear modular
structure can be constructed from the data of a modular tensor category equipped
in each factor with a square root of the global dimension. We analyze the space of
equivalence classes of modular tensor categories and of linear modular structures,
and prove the classification result for componentwise signature TQFTs. In
Section 6.2, we prove the classification results for TQFTs with oriented, signature,
and p1-structure.
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6.1. Componentwise-signature field theories. We now construct a modular
structure in Bimodk from a modular tensor category equipped with a square root
of the anomaly in each factor. Note that by Corollary A.23, modular structures in
Bimodk and 2Vectk are equivalent.
Proposition 6.1. Given a simple modular tensor category C , equipped with a
constant p satisfying p2 = p+/p−, the following data defines a modular structure
Zp
C
in Bimodk:
• On the generating object, Zp
C
gives the category C .
• On generating 1-morphisms, Zp
C
acts as follows (the functors are specified by
their structure vector spaces):
Zp
C
( )WX,Y := HomC (W,X ⊗ Y )(103)
Zp
C
( )W,XY := HomC (W ⊗X,Y )(104)
Zp
C
( )W := HomC (W, I)(105)
Zp
C
( )W := HomC (I,W )(106)
• On generating 2-morphisms, Zp
C
acts as follows (using the internal string
diagram graphical notation):
(107)
Zp
C
(α)
Zp
C
(α-1)
(108)
Zp
C
(λ)
Zp
C
(λ-1)
Zp
C
(ρ)
Zp
C
(ρ-1)
Zp
C
(β)
Zp
C
(β -1)
Zp
C
(θ)
Zp
C
(θ-1)
θ(109)
Zp
C
(η)
(110)
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k l
i j
f Zp
C
(η†) p δi,kδj,l
didj
f
k
i
l
j
(111)
Zp
C
(ǫ) Zp
C
(ǫ†) 1
p
(112)
f
g
Zp
C
(µ) f
g
i
i
Zp
C
(µ†)
p δi,0
i
i
(113)
Zp
C
(ν) Zp
C
(ν†) 1
p
(114)
Here and below, the index 0 refers to the simple unit object.
Proof. We must check that each axiom of a modular structure is satisfied. The
majority of the axioms are immediate, as they are also modular tensor category
axioms: this covers the pentagon, triangle, hexagon, twist, and ribbon relations.
Using internal string diagrams, invertibility of φ1 and φ2 is straightforward to verify,
using their actions on internal string diagrams given in (74) and rigidity of the
modular tensor category. The 8 adjunction equations involving ǫ, η, µ, and ν and
their opposites can also be straightforwardly verified by direct calculation.
The left side of the pivotality relation (35) has the following effect on internal
string diagrams:
Zp
C
(ǫ†) 1
p
Zp
C
(µ†) p
p
Zp
C
(µ) Zp
C
(ǫ)
Overall this gives the identity, and so the pivotality axiom is satisfied.
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The top path of the modularity axiom (36) has the following effect on internal
string diagrams:
i
Zp
C
(ǫ†) 1
p
i
Zp
C
(θ, θ-1) 1
p
i
θ Zp
C
(ǫ) 1
p
i
θ
The bottom path has the following effect:
(115)
i
Zp
C
(µ†)
δi,0p
i
Zp
C
(µ)
δi,0p
i
Thus the final diagrams in each sequence are equal if and only if the following
identity holds in S :
(116)
i
= δi,0 p
2 = δi,0p
+p−
This is a standard identity for modular tensor categories over an algebraically-
closed field [6, Corollary 3.1.11], which is equivalent to the S-matrix being
invertible [10, 36]. 
Proposition 6.2. Given a braided monoidal equivalence C ≃ C′ of simple modular
tensor categories that preserves the twist, and a square root p of their global
dimensions (which must be equal), there is an equivalence of modular structures
ZpC ≃ ZpC′ in Bimodk.
Proof. A braided monoidal equivalence that preserves the twist is exactly an equiv-
alence of B-structures in 2Vectk. By Proposition 2.15, this gives rise to an equiv-
alence of BL-structures in Bimodk. The modular presentationM is a 2-extension
of BL, with the following additional generating 2-morphisms:
η† ǫ†
ν† µ
†
φ-11 φ
-1
2
To lift an equivalence of BL-structures C ≃ C′ to an equivalence of M-structures
ZpC ≃ ZpC′ , there is no extra data to be specified. One must verify that for each
additional 2-generator listed above, a compatibility equation is satisfied.
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We can verify these equations using internal string diagrams. An equivalence
F : C C′ gives rise to a bimodule F∗ : C −7→ C′, which is represented using
internal string diagrams as follows:
(117)
A
F (A)
F
The white and blue parts of the cobordism contain internal strings valued in the
ribbon categoriesC and C′ respectively. The bimodule F∗ : C −7→ C′ is the interface
between the blue and white parts. If a string passing through corresponds below
the interface to the object A of C, then above the interface it corresponds to F (A)
in C′.
Using this notation, the generators of the equivalence act as follows, where we
are making implicit use of the canonical isomorphisms F (A)⊗C′F (B) ≃ F (A⊗CB)
and F (IC) ≃ IC′ :
A B
F (A⊗B)
ψ
A B
F (A⊗B)
A⊗B
F (A)F (B)
ψ
A⊗B
F (A)F (B)
(118)
ψ ψ
(119)
Using this technique, the required equations can be shown to hold. For example,
for ǫ†, we must verify the following equation:
(120)
ZpC(ǫ
†)
ψ
ψ
ZpC′(ǫ
†)
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In terms of internal string diagrams, if we insert the formulae (118) for ψ and
ψ , we need to verify the following:
(121)
1
p
∑
i∈I′
dimC′(S
′
i)
S′i
η′i
ǫ′i
=
1
p
∑
i∈I
dimC(Si)
F (Si)
F (ηi)
F (ǫi)
The left hand side of (121) involves a sum over loops labeled by the representative
simple objects S′i of C
′, with ǫ′i : I
′ → S′i∗ ⊗ S′i and η′i : S′i∗ ⊗ S′i → I ′ the cup and
cap maps specified by combining the chosen dual and pivotal structures on C′. The
right hand side involves a sum over loops labeled by F (Si), where the Si are the
representative simple objects of C, and ηi : I → S∗i ⊗ Si and ǫi : S∗i ⊗ Si → I the
cup and cap maps specified by combining the chosen dual and pivotal structures on
C. Since F is an equivalence, we can take the representative simple objects S′i to
be F (Si). Also, since the pivotal structure is determined by the braided monoidal
and twist structure, a braided monoidal equivalence which preserves the twist will
preserve the pivotal structure. Hence dimC′(F (Xi)) = dimC(Xi), so (121) holds.
The other five equations can be verified in a similar way. 
We now prove our main classification theorem. We now do not assume that a
TQFT Z satisfies the simplicity condition Z( ) ≃ k. We allow the unit object
of an MTC to have simple proper subobjects s →֒ I, choosing one representative
from each of the isomorphism classes, which we call the factors. We say an object
T is preserved by a factor s if s ⊗ t ≃ t, and we write [s] for a maximal set of
non-isomorphic simple objects preserved by s. For each factor s the Gauss sums
p+s , p
−
s ∈ k are defined by p+s =
∑
i∈[S] θid
2
i and p
−
s =
∑
i∈[S] θ
-1
i d
2
i , where di is the
quantum dimension of the simple object i ∈ [s]. The ratio p+s /p−s is the anomaly
of the factor, and the product p+s p
−
s is the global dimension of the factor.
Theorem 1. Linear representations of Bordcsig1,2,3 are classified by modular tensor
categories equipped with a square root of the anomaly in each factor.
Proof. We establish a bijection between:
• the collection of modular tensor categories equipped in each factor with a square
root of the anomaly, up to braided balanced monoidal equivalence preserving
the extra data; and
• the collection of modular structures in 2Vectk, up to equivalence of modular
structures.
By Theorem 3.10, this will establish the desired result. To demonstrate this
bijection, we construct functions between the two collections, show that these
functions are well-defined on equivalence classes, and show that if we compose
these functions in either direction, what is obtained is equivalent to the identity.
By Lemma 5.3, a TQFT factors as a direct sum of simple TQFTs. The same
is true for MTCs. Proposition 6.1 extends to the non-simple case by taking direct
sums, as does Proposition 6.2.
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For a modular structure Z in 2Vectk, the linear category Z( ) is a modular
tensor category, as established by Corollary 5.15. Conversely, given a modular
tensor category C equipped with a root of the anomaly in each factor, we can
construct a modular structure in Bimodk by Proposition 6.1; under the symmetric
monoidal equivalence between 2Vectk and Bimodk when restricted to the fully
dualizable objects (see Theorem A.22), this yields a modular structure in 2Vectk.
Next, we show that these functions between the collections are well-defined on
equivalence classes. Given a braided monoidal equivalence C ≃ C′ of modular
tensor categories, Proposition 6.2 constructs an equivalence ZpC ≃ ZpC′ of linear
modular structures, for any consistent extra data p. Conversely, if Z ≃ Z ′ as linear
modular structures, then certainly they are also equivalent as BL-structures, since
M 2-extends BL.
Finally, we verify that these functions are inverse bijections on equivalence
classes. Let C be a modular tensor category, and let p be a choice of root for
the anomaly in each factor. Then by construction, the modular tensor category
associated to ZpC( ) is identical to C. Conversely, suppose Z is a linear modular
structure; write C for its associated modular tensor category, and p for its associated
square root data. Then ZpC = Z˜ ≃ Z∗ by Definition 4.1, and by the results
of Sections 4 and 5 showing how Z˜ acts on the generating 2-morphisms of M.
Since (−)∗ is an equivalence on the full subcategory of semisimple categories, this
establishes the result.

Also recall Remark 5.20, according to which it is equivalent to specify a square
root of the product p+s p
−
s in each factor, rather than a square root of the anomaly
p+s /p
−
s .
6.2. Oriented, signature, and p1 field theories. With the classification of
modular structures completed, we can use the results of [10, 11] to also give
classifications of oriented, signature, and p1-structure TQFTs.
Theorem 2. Linear representations of Bordor1,2,3 are classified by MTCs for which
the anomaly is the identity in each factor.
Proof. The presentation of Bordor1,2,3 given in Definition 3.11 is a 2-extension of the
modular structure presentation by a single relation, which states that the following
composite must equal the identity:
ǫ† θ ǫ
We consider the effect of this composite under the internal string diagram
construction Z˜, under the assumption that the TQFT is simple:
(122)
Z˜(ǫ†) 1
p
Z˜(θ) 1
p
θ Z˜(ǫ) p+
p
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It is clear that the composite (122) is the identity if and only if p = p+; by
Lemma 5.19, this is equivalent to p = p− = p+. So the effect of the anomaly-
freeness axiom is to enforce that the anomaly p+/p− takes the value 1 in each
factor, and to eliminate the extra square-root degree of freedom. 
Theorem 3. Linear representations of Bordsig1,2,3 are classified by MTCs for which
the anomaly is the same in each factor, equipped with a single choice of square root
of this anomaly.
Proof. Theorem 3.14 tells us that classifying linear representations of Bordsig1,2,3 is
the same as classifying linear representations of the global modular presentation
of degree 1. This presentation extends the modular presentation by a single
automorphism ζ of the empty surface, which must take some nonzero value a ∈ k
in any linear representation. This endomorphism satisfies the following relation:
ζ
= ǫ
† θ ǫ
From calculation (122) above, we see that a = p+s /ps. Note that the value of a
does not depend on the factor. Together with the condition p+s p
−
s = p
2
s inherited
from the modular structure classification, we obtain the system of equations
{p+s /ps = a, p+s p−s = p2s} in the unknowns a and ps. This system is equivalent
to the system {a2 = p+s /p−s , ps = p+s /a}; solutions occur exactly when every factor
has the same anomaly, and there is a single chosen square root a of this anomaly. 
Theorem 4. Linear representations of Bord
p
1
1,2,3 are classified by MTCs equipped
with a sixth root of the anomaly in each factor.
Proof. The p1-presentation given in Definition 3.15 extends the modular presenta-
tion by an endomorphism y′ of the 2-sphere, whose cube is the anomaly on the
2-sphere. Since Z( ) is the linear functor picking out the monoidal unit object, it
follows that Z( ) ≃ Z˜( ) = HomZ( )(I, I) is a vector space with basis given by
projectors πs : I I onto each subobject s of the unit object. These projectors
annihilate one another: πs ◦ πs′ = δs,s′πs. Let us write Z(y′) as a matrix M in
this projector basis. We now consider one of the equations that y′ is required to
satisfy:
y′
µµ
y′
Given a pair of elements (πs, πs′) in Z˜( ), the linear map µ acts as (πs, πs′) 7→
πs ◦πs′ . Suppose we begin in the top-left diagram with the element (πs, πs′): going
clockwise we obtain M(πs) ◦ πs′ in the bottom-right diagram; going anticlockwise,
we obtain M(πs ◦ πs′ ) = δs,s′M(πs). Equating these values, we conclude that M is
diagonal in our basis of projectors, so we write M(πs) = as · πs.
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We now consider the other defining equation for y′:
y′3 = ǫ
† θ ǫ
The left-hand side yields the map πs 7→ a3s · πs; the right-hand side yields
πs 7→ (p−s /ps) · πs, as derived in calculation (122). Together with the condition
on ps inherited from the modular structure classification, we therefore obtain the
constraints {a3s = p−s /ps, p2s = p+s p−s } for the unknowns as, ps in each factor. This
is algebraically equivalent to the system {a6s = p+s /p−s , ps = p+s /a3s}, and so the
extra structure to be specified is a sixth root of the anomaly p+s /p
−
s in each factor;
ps is then determined. 
7. Dehn twist calculations
In this section we work through some examples that illustrate calculations
with internal string diagrams, in the case of oriented manifolds, so in particular
p = p+ = p−. In Section 7.1 we investigate a ‘cloaking’ property of string diagrams
in genus-one surfaces, in Section 7.2 we show how Dehn twists about arbitrary
curves act on internal string diagrams, in Section 7.3 we verify a braid relation for
Dehn twists on a genus-one surface, in Section 7.4 we calculate the field theory
invariant for a lens space, and in Section 7.5 we calculate the invariant for torus
bundles.
7.1. Cloaking. Note that for a linear representation Z of a modular structure,
the following are generally unequal elements of the vector space Z˜(Σ)AA, where
Σ = ◦ and A ∈ Ob(S ):
A
A
6=
A
A
However, we have the following ‘cloaking’ phenomenon. Recall that a closed
unlabeled strand refers to a sum over the simple objects each weighted by
their quantum dimension. This cloaking phenomenon is well-recognized in the
literature [38, 59].
Lemma 7.1. For a linear representation Z of the modular presentation, the
following are equal elements of Z˜(Σ)AA:
A
A
=
A
A
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Proof. It suffices to check this equation when the open strand is a simple object Si.
Suppose a product of simple objects Si⊗Sj is expressed as a direct sum by families
of projections p : Si ⊗ Sj Sk and injections p : Sk Si ⊗ Sj , where for each
i, j, k there are dim(Hom(Si ⊗ Sj , Sk)) elements in the family. Then S∗k ⊗ Si has a
direct sum decomposition given by maps q : S∗k ⊗ Si Sj and q : Sj S∗k ⊗ Si
as follows:
k∗ i
j∗
q :=
j∗
ik∗
p
k∗ i
j∗
q :=
dj
dk
j∗
ik∗
p(123)
We now perform the following calculation in Z˜(Σ)AA:
∑
j
dj
i
i
j
=
∑
k,p,j
dj
i
k
i
j
p
p
=
∑
k,p,j
dj
i
k
i
j
p
p
=
∑
k,p,j
dk
i
j
i
k
q
q
=
∑
k
dk
i
i
k
This completes the proof. 
7.2. Dehn twists on oriented surfaces. In this section we show that for an
oriented TQFT, the action on internal string diagrams of a Dehn twist of degree n
about any curve is given by allowing that curve to ‘descend’ below the skin of the
cobordism, decorated by a twist of degree −n, and multiplied by 1/p. For example,
a right-handed Dehn twist about the curve c indicated below acts as follows on
internal string diagrams:
c
f
Z˜(θc) 1
p
f θ(124)
The proof method is by first establishing this for a generating family of Dehn twists,
and then showing that this property is closed under composition.
Proposition 7.2. For a linear representation Z of Bordor1,2,3, Dehn twists about
curves a, b, and c given below act in the following ways on internal string
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diagrams:
a
Z˜(θa) 1
p
θ(125)
b f Z˜(θb) 1
p
f θ
(126)
c
Z˜(θc) 1
p
θ
(127)
Proof. The action of θa follows from a standard identity in a semisimple ribbon
category [6, equation (3.1.6)]. The Dehn twist θb is homotopic to II, and its action
follows from the action of θa and the definition of II given in expression (94). The
mapping cylinder of Dehn twist θc is diffeomorphic to the composite A given in
expression (95), and so we use the action of A as computed in Proposition 5.10.
Recall that for an oriented theory, p = p+ = p−. 
Theorem 7.3. For a linear representation Z of Bordor1,2,3, for an arbitrary curve
embedded on a surface with boundary, a Dehn twist about that curve acts on internal
string diagrams by embedding the curve below the surface, decorated with an inverse
Dehn twist and a scalar factor of 1/p.
Proof. Given a surface with boundary, choose a family of generating curves forming
a basis for its homology, with each curve locally homotopic to one of the standard
curves presented in Proposition 7.2. Any curve C can be obtained up to homotopy
by starting with a generating curve, and taking its image under successive Dehn
twists about generating curves. Write NC for the least possible number of Dehn
twists required to construct C in this manner.
We will prove our statement by induction on NC . Suppose NC = 0; then our
curve is homotopic to a generating curve, and the result follows by Proposition 7.2.
Otherwise, suppose NC > 0. Then there must exist some curve C
′ and generating
curve a such that NC′ < NC , and such that C = θa(C
′). We must show that the
theorem holds for the Dehn twist θC = θθa(C′).
Dehn twists about curves which are themselves in the image of a Dehn twist
are controlled by a standard relation [20, Fact 3.7], which specializes to our case as
follows:
(128) θθa(C′) ◦ θa = θa ◦ θC′
By induction, the actions of Z˜(θa) and Z˜(θC′) on internal string diagrams are
given by the ‘embed below the surface’ procedure stated in this theorem. Since
θa is invertible, this equation uniquely determines θC = θθa(C′) as an element of
MODULAR CATEGORIES AS REPRESENTATIONS OF THE 3D BORDISM 2-CATEGORY 51
the mapping class group; likewise, since Z˜ is a functor, the image of this equation
under Z˜ uniquely determines Z˜(θC). To prove the theorem for the Dehn twist θC
it therefore suffices to see that equation (128) holds when each of the four Dehn
twists is interpreted to mean, “apply the ‘embed below the surface, label with a
θ-1, and divide by p’ procedure”.
If curves a and C′ do not intersect, the desired equation holds clearly, so we
assume that they do intersect. In this case, we must check the ‘embed below the
surface’ implementation of (128), namely:
(129)
1
p2 · · ·
θa(C
′)
a θ
θ
=
1
p2 · · ·
C′
a θ
θ
On the left-hand side we embed (below the surface) a loop along the curve a, and
then along the curve θa(b); on the right-hand side we embed (below the surface)
along b, and then along a.
By applying an inverse Dehn twist to the left-hand cylinder of both sides
of the cloaking identity of Lemma 7.1, we obtain exactly equation (129). This
demonstrates that Dehn twists act in the necessary manner for any oriented
structure. The ellipses in these expressions emphasize that the proof of this
equation is local to any neighbourhood of the strands, and applies regardless of
any surrounding string diagram, which may in general link the displayed strands
nontrivially. 
7.3. Mapping class group actions. In this section we illustrate the use of
internal string diagrams by verifying a braid relation in the mapping class group of
a twice-punctured genus-one oriented surface (see [20, Section 3.5.1]), namely that
θaθbθa = θbθaθb where a and b are longitudinal and meridional curves (in fact this
relation holds for any two curves intersecting once on any surface). The relation is:
(130)
A
θ
A
θ
A
θ
Geometrically, the 2-morphism A represents the Dehn twist illustrated in
expression (127), and the 2-morphism θ is the Dehn twist about the left circle.
We begin with the following lemma.
Lemma 7.4. In a modular tensor category, the following identity holds:
(131) θ = p−
θθ
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Proof. We prove this with the following sequence, in which the first and third
equalities use properties of the ribbon calculus, and the middle equality uses
equation (102) defining the constant p−:
(132) θ = θ = p−
θ θ
= p−
θθ

We now verify the mapping class group relation (130) as follows. The composite
θAθ has the following effect on internal string diagrams:
(133)
Z˜(θ) θ Z˜(A) 1
p
θ Z˜(θ) 1
p
We now investigate the action of AθA, where in the final step we apply Lemma 7.4:
Z˜(A) 1
p
θ
θ Z˜(θ) 1
p
θ
Z˜(A) 1
p2
θ
θθ
=
p−
p2
(134)
For an anomaly-free TQFT p− = p, so the mapping class group relation is verified.
7.4. Lens spaces. Given integers p, q ∈ Z, the lens space L(p, q) (see [47]) is the
3-dimensional manifold obtained by gluing two copies of the solid torus T along its
boundary Σ along a diffeomorphism h : Σ→ Σ, h ∈ SL(2,Z) such that
h(α) = qα+ pβ
where α = (1, 0)T and β = (0, 1)T are the standard meridian and longitude in
H1(Σ,Z) respectively. In terms of this basis, the matrices representing θ and III
look as follows (we will use the same symbols for the induced maps on homology):
θ =
(
1 1
0 1
)
III =
(
0 1
−1 0
)
(135)
Note that the diffeomorphism class of L(p, q) only depends on the ratio p/q, and
does not depend on h(β).
Lemma 7.5. For integers p, q ∈ Z, the matrix
(136) h = IIIθ-mnIII-1 · · · θ-m1III-1
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satisfies h(α) = qα + pβ, where mi arise from a continued fraction expansion of
p/q as follows:
(137)
p
q
= mn −
1
mn−1 −
1
· · · − 1
m2 −
1
m1
Proof. This is a reformulation of [31, Proposition 2.5]. 
It is well known that L(p, q) can be obtained via surgery on a linear chain of
linked circles with framing numbers given by the coefficients mi [47].
Lemma 7.6. The lens space L(p, q) is given by the following composite of
generators of O:
(138) L(p, q) = ν ǫ
† h˜ ǫ ν†
Here h˜ is
h˜ = θmn III θmn−1 · · · III θm1
where the mi are given by (137).
Proof. The lens space L(p, q) is formed by gluing two copies of the standard solid
torus T to each other along its boundary Σ via the explicit diffeomorphism h from
Lemma 7.5. Under the geometric realization functor F : F(O) → Bordor1,2,3, the
solid torus is represented as
T˜ = F (ǫ† ◦ ν).
Note that the interior of T˜ is not the na¨ıve interior of the surface embedded
in R3:
(139)
Rather, this picture is a two-dimensional time slice of T˜ ; the interior of T˜ lies ‘in the
past’. Concretely, this amounts to making the substitutions θ 7→ A-1, III 7→ III-1
in formula (136). Hence L(p, q) is represented in F(O) as (138), where
h˜ = III-1(AmnIII) · · · (Am1III)
= III-1(IIIθmn) · · · (IIIθm1)
= θmnIIIθmn−1 · · · IIIθm1 .
In the second line we have used the braid relation AθA = θAθ from Section 7.3,
which after inserting the definition III = θAθ implies that A = IIIθIII-1. 
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Corollary 7.7. The invariant of an oriented TQFT Z on a lens space is the
following:
Z(L(p, q)) =
1
pn+1
· · ·
θmn θm2 θm1
Proof. This follows from Lemma 7.6 and Corollary 5.11. 
7.5. Torus bundles. Let τ ∈ SL(2,Z) be a diffeomorphism of the torus up to
isotopy, and let Mτ be the associated torus bundle over S
1:
Mτ =M × [0, 1] / (x, 0) ∼ (τ(x), 1)
Lemma 7.8. For an oriented TQFT Z, the invariant of the torus bundle Mτ is
Z(Mτ ) = Tr(Z(τ)).
Proof. A presentation for Mτ is Mτ = X
† ◦ (τ ⊔ id) ◦X , where X is the composite
whose image Z(X) under the TQFT Z is given as follows:
1
p
1
p
1
p
1
p
1
p
1
p
∑
i
i
i
Z˜(ν) Z˜(ǫ†) Z˜(ρ-1), Z(ρˇ-1) Z˜(µ)
Z˜(α)
Z˜(φ2)Z˜(µ†)
Hence Z˜(Mτ ) is equal to the following composite:
1
p
∑
i
i
i
∑
i,j
Z˜(A)ji
j
i
∑
i
Z˜(A)ii
1
di i
Z˜(X) Z˜(A) Z˜(X†)
Note that in the computation of Z˜(X†), the sum over i and j picks up a δij term
when Z˜(µ†) is applied just after the Z˜(α−1) step. The final result is precisely
Tr(Z(τ)). 
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Appendix A. A bestiary of 2–vector spaces
There are numerous symmetric monoidal 2-categories which can serve as
potential targets for extended topological field theories. Let Vectk denote the
symmetric monoidal category of k-vector spaces and linear maps, with the
symmetric monoidal structure given by the tensor product. When we say in this
section that a structure is linear, we mean with respect to the field k, which is
taken to be algebraically closed. We will not in general require our vector spaces
to be finite-dimensional. We will consider the following target 2-categories, each of
which has objects given by some sort of ‘2-vector space’:
• KV2Vectk, Kapranov and Voevodsky’s 2-category of 2–vector spaces [34];
• ALGk, the 2-category of algebras, bimodules, and maps, and certain
restrictions such as Algk and ALG
L
k defined below;
• LinCatk, the 2-category of finite abelian linear categories, right exact functors,
and natural transformations;
• 2Vectk, the 2-category of Cauchy-complete (i.e. additive and idempotent com-
plete) Vectk-enriched categories, linear functors, and natural transformations;
• Bimodk, the 2-category of all Vectk-enriched categories, bimodules, and maps
of bimodules.
They are standard in the literature, and we do not give full definitions of them
here; for more details, see [15, 17, 34, 57]. A notable definition of 2–vector space
which is not among this family is given by Baez and Crans [5], with an ‘internal’
rather than an ‘enriched’ style; it would be interesting to consider the classification
problem for that target.
For each case listed above, TQFTs valued in that target all factor through
the simplest in the list, Kapranov and Voevodsky’s 2-category KV2Vectk of
2–vector spaces. We will prove this by considering dualizability properties of
these 2-categories. This builds on observations of Tillmann [57]. Dualizability is a
fundamental concept in the study and classification of TQFTs, especially extended
TQFTs. The reason is two-fold. First, the bordism n-category demonstrates a
high degree of dualizablity. In all dimensions and for all topological structures it is
fully-dualizable. Second, duality is hereditary, meaning that the images under any
functor of morphisms and objects which are dualizable are themselves dualizable.
This means that TQFTs with values in a given n-category will always factor through
the fully-dualizable sub-n-category. Often this subcategory is vastly simpler.
In fact, in the cases considered here our bordism categories satisfy an even
stronger ambidextrous duality. Our analysis would be somewhat simpler if we
restricted ourselves to just the ambidextrous case alone. However instead we will
focus on full-dualizablity, with an eye to the future and greater generality.
A.1. A result on Cauchy completion. We give here the proof of the result on
Cauchy-complete linear categories that was stated in Section 2.2.
Proposition 2.11. For a linear category C , the following are equivalent:
(1) C is Cauchy-complete;
(2) C admits finite direct sums and all idempotents split;
(3) every bimodule P : k −7→ C that is a left adjoint, is representable;
(4) for all small Vectk-enriched categories B, every bimodule S : B −7→ C that
is a left adjoint, is representable.
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Proof. The equivalence of (1) and (2) is a result of Street [55]. Clearly (4) ⇒ (3).
(Note that in item (3), the field k is viewed as a one object category with hom
space k.) The collection of bimodules P : k −7→ C that are left-adjoints is closed
under forming (a) direct sums of bimodules, and (b) retracts. It follows that if C
is Cauchy-complete (so that all such P are represented by objects in C ) then C
necessarily admits direct sums and is idempotent-complete, hence (3)⇒ (2).
The proofs in the other direction are adapted from [15, Theorem 7.9.3], which
treats the Set-enriched case. We will first show that (2)⇒ (3). Let P : k −7→ C be
a bimodule that is left-adjoint to the bimodule Q : C −7→ k. These bimodules are
nothing more than functors of the following types:
P : C op Vectk
Q : C Vectk
The composite P ◦Q is the bimodule given by (P ◦Q)(c, c′) = P (c) ⊗Q(c′). The
composite Q ◦ P is a linear functor from k to Vectk, and thus picks out the single
vector space
(Q ◦ P )(∗) =
⊕
c∈C
Q(c)⊗ P (c) /∼.
The counit is a natural transformation with components given by
εc,c′ : P (c)⊗Q(c′) HomC(c, c′).
The unit is specified by a map of vector spaces
η : k (Q ◦ P )(∗)
and thus specifies an element of this vector space, which we will denote as
η∗ =
n∑
i=1
qi ⊗ pi
where the ci are objects in C and qi ∈ Q(ci), pi ∈ P (ci).
Now suppose that C is Cauchy complete. Since it admits direct sums, we may
form the object x =
⊕n
i=1 ci. We have an endomorphism e : x x, which in
components is given by
eij = εci,cj(pi, qj) ∈ HomC(ci, cj).
The triangle equations, which express the fact that η and ε are the unit and counit
of an adjunction, show first that e is an idempotent, and hence, since idempotents
split in C , that it is determined by y, a direct summand of x, and secondly that P
is representable by the object y.
Finally we will show that (2)⇒ (4). Each object b ∈ B corresponds to a functor
b : k B , and hence to a left-adjoint bimodule b∗ : k −7→ B . The composite
S◦b∗ : k −7→ C is a left-adjoint bimodule and hence, by assumption, it is represented
by an object F (b). In other words we have constructed objects F (b) ∈ C for each
b ∈ B , and isomorphisms
S(c, b) ∼= HomC (c, F (b))
which are natural in c. Moreover for each morphism b b′ in (B) we have a linear
map
HomC (c, F (b)) ∼= S(c, b) S(c, b′) ∼= HomC (c, F (b′)),
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which is again natural in c. It follows from the full-faithfulness of the (enriched)
Yoneda embedding that this linear map is induced by a map F (b) F (b′) in C ,
and hence F is the desired functor. 
A.2. 2-categories of 2-vector spaces. In Lemma 2.1 we considered the
symmetric monoidal 2-categories 2Vectk and Bimodk in detail. We will not repeat
that here, but refer the reader to the earlier section.
The 2-category of algebras, bimodules, and bimodule maps is one of the
quintessential examples of a symmetric monoidal 2-category.
Definition A.1. The symmetric monoidal 2-category ALGk is defined as follows:
• objects are k-algebras;
• 1-morphisms from A to B are A-B-bimodules;
• 2-morphisms are bimodule maps;
• the monoidal structure is the tensor product ⊗k over k.
The composition of bimodules AMB, BNC is given by relative tensor product of
bimodules M ⊗B N .
We will also consider the sub-2-categories Algk and ALG
L
k . The former is
the sub-2-category consisting of finite-dimensional k-algebras and finite-dimensional
bimodules. The latter is the sub-2-category of all algebras, but with only the left-
adjoint bimodules as morphisms. These are precisely thoseA-B-bimodulesM which
are finitely generated and projective when considered as a right B-modules [52,
Lemma 3.60].
There is a fully-faithful inclusion functor ALGk Bimodk which sends an
algebra A to a one-object Vectk-enriched category with morphism space A. Via
this functor we can regard ALGk, and hence Algk and ALG
L
k , as sub-2-categories
of Bimodk. In particular an A-B-bimodule M is the same thing as a bimodule
M : A −7→ B. If N is a B-C-bimodule, the composite bimodule (N ◦M) : A −7→ C
is given by the tensor product of bimodules M ⊗BN . Note that by convention this
translation is order-reversing.
We may also specialize our 2-category to obtain Kapranov and Voevodsky’s
2-category.
Definition A.2 (See [34]). The symmetric monoidal 2-category KV2Vectk is
defined as follows:
• objects are the natural numbers N;
• 1-morphisms are matrices of finite-dimensional vector spaces;
• 2-morphisms are matrices of linear maps;
• the monoidal structure is induced by the addition of natural numbers and the
tensor product of matrices.
Composition is given by using the tensor product and direct sum of vector
spaces in place of the usual multiplication and addition in the formula for matrix
multiplication.
The 2-category KV2Vectk is equivalent to the full sub-2-category of Algk
spanned by the objects of the form ⊕nk. That is, the object n ∈ KV2Vectk
corresponds to the algebra given by the direct sum of n copies of the ground field
k. Since k is algebraically closed, any finite-dimensional semisimple algebra over
k is a finite sum of finite-dimensional matrix algebras over k. As Mn(k) is Morita
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equivalent to k, we conclude that KV2Vectk is also equivalent to the full sub-
2-category of Algk consisting of the finite-dimensional semi-simple k-algebras.
Definition A.3. A linear category is a Vectk-enriched category which is also
additive and such that the abelian group structures on hom sets induced by the
additive structure and induced by the Vectk-enrichment agree. A linear functor is
a functor which is simultaneously additive and enriched.
Definition A.4 (See [18, 19]). The symmetric monoidal 2-category LinCatk is
defined as follows:
• objects are finite abelian linear categories; that is, they are abelian linear
categories C which further satisfy:
– C has finite-dimensional hom spaces for morphisms;
– every object of C has finite length13;
– C has enough projectives;
– C has finitely many isomorphism classes of simple objects.
• 1-morphisms are right-exact linear functors;
• 2-morphisms are natural transformations;
• the monoidal structure is the Deligne tensor product ⊠.
A.3. Comparison functors. There are several symmetric monoidal functors
comparing these various symmetric monoidal 2-categories. These are summarized
in Figure 1 below. Besides the functor Φ, which we have already described in detail,
and the obvious inclusion functors, we have the following:
• Rep : Algk LinCatk, which associates to an algebra A the category of
finite-dimensional right A-modules and to a bimodule AMB the right exact
functor (−)⊗AM . This is known to be an equivalence of symmetric monoidal
2-categories (see [19], [52, Lemma 3.58].)
• (−̂) : ALGLk 2Vectk, which associates to an algebra A its category of
finitely generated projective modules Â. Tensoring with an arbitrary bimodule
AMB will not generally preserve finitely generated projective modules, and so
we do not get a functor defined on all of ALGk. To preserve projectives, M
must be finitely generated and projective as a B-module. This is precisely the
condition that M is a left-adjoint [52, Lemma 3.60].
• (−)fg,proj : LinCatk Bimodk which sends a finite linear category to its
subcategory of compact projective objects. A general right exact functor will
not preserve projective objects and hence does not restrict to a functor between
these subcategories, however it does give rise to a bimodule.
Each of these functors is symmetric monoidal. That Rep is symmetric monoidal
follows from standard properties of the Deligne tensor product [18] (see also [19]).
The key to showing that (−̂) is symmetric monoidal is the observation that P ⊗Q
is a projective A ⊗ B-module whenever P and Q are projective. Finally that Φ
is symmetric monoidal essentially follows from Proposition 2.13, which shows in
particular that C ⊗D is equivalent in Bimodk to C⊗̂D.
Definition A.5. A functor of symmetric monoidal 2-categories F : B C is
called:
• essentially surjective if every object of C is equivalent to one in the image of F ;
13See Definition A.28
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• locally fully-faithful if it is fully-faithful on 2-morphisms, i.e. for all x, y ∈ B,
F : HomB(x, y) HomC(F (x), F (y)) is fully-faithful;
• fully-faithful if it is locally fully-faithful and essentially full on 1-morphisms,
i.e. for all x, y ∈ B, F : HomB(x, y) HomC(Fx, Fy) is an equivalence of
categories.
(KV2Vectk,⊗)
(Algk,⊗)
(ALGk,⊗)
(ALGLk ,⊗)
(LinCatk,⊠)
(2Vectk, ⊗̂)
(Bimodk,⊗)
≃
Rep
(−̂)
(−)fg,proj
Φ
Figure 1. The relation between various notions of 2–vector space.
All functors are locally fully-faithful. The fully-faithful functors
are indicated by →֒, and the essentially surjective functors are
indicated by ։.
All of the functors in Figure 1 are locally fully-faithful (i.e. fully-faithful on
2-morphisms). Those that are fully-faithful have been indicated with a hook-arrow
‘→֒’. The only fully-faithful functor which is not obviously so is (−̂). We record
this as a lemma.
Lemma A.6. The functor (−̂) : ALGLk 2Vectk is fully-faithful.
Proof. Let A and B be algebras and let Â and B̂ be their Cauchy completions,
i.e. their categories of finitely generated projective modules. Let F : Â B̂ be a
linear functor. Then F (AA) = M is an A-B bimodule which is finitely generated
and projective as a right B-module. We will see that F (−) ∼= (−)⊗AMB as linear
functors. This is clear on the subcategory of finite rank free A-modules since F is
additive:
F (⊕nA) ∼= ⊕nF (A) ∼= ⊕nMB ∼= (⊕nA)⊗A MB.
But every finitely generated projective module is a retract of a finite rank free
module, and so it follows that F (−) ∼= (−) ⊗A MB. Thus (−̂) is essentially full
on 1-morphisms. A similar argument shows that natural transformations (−) ⊗A
MB (−)⊗A NB are in bijection with A-B bimodule maps AMB ANB. 
Proposition 2.13 implies that Φ is essentially surjective, which we indicate with
a double-headed arrow ։. Furthermore, the diagram in Figure 1 commutes up to
canonical natural isomorphism. The only non-obvious commutativity occurs in the
upper and lower right-hand squares, which both follow from Proposition 2.13. In
this case it is the fact that for an algebra A the bimodule Φ(i) : A −7→ Â ≃ (A)fg,proj
is an equivalence in Bimodk.
Remark A.7. The composite KV2Vectk ALG
L
k 2Vectk is fully-faithful
on 2-morphisms and essentially full on 1-morphisms. It identifies KV2Vectk with
the Cauchy-complete categories equivalent to a finite product of (Vectk)
fd, finite-
dimensional vector spaces.
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A.4. Preliminaries on fully-dualizable 2-categories. Recall from Section 2.2
that for a 2-category B we write BL for the largest sub-2-category consisting of all
the objects of B, but only those 1-morphisms of B which admit right-adjoints in B
(hence are left-adjoints). Similarly we will let BR denote the largest sub-2-category
with only those 1-morphisms which admit left-adjoints (hence are right-adjoints).
Note that if a 1-morphism is a left adjoint, while it will be a 1-morphism in BL, it
will not necessarily be a left adjoint in BL.
We can iterate this construction. The 2-category (BL)L, which is a sub-
2-category of BL, has 1-morphisms given by the 1-morphisms of B which admit
right adjoints which themselves admit right adjoints. BL
n
:= ((BL) . . . )L (n times)
has 1-morphisms given by the 1-morphisms of B which admit a length-n chain of
successive right adjoints. The intersection of these sub-2-categories for all n we
will denote as BL
∞
. Its 1-morphisms admit an infinite chain of successive right
adjoints. A similar analysis holds for BR, BR
n
, and BR
∞
.
Definition A.8. A 2-category B admits duals for 1-morphisms if every
1-morphisms has both a left and right adjoint; this is the case precisely when
the inclusion (BL
∞
)R
∞ ⊆ B is an equality.
Remark A.9. In the above definition we have made an arbitrary choice for the
order of applying the functors (−)L and (−)R, but in fact this choice is irrelevant
since these functors commute, (BL)R = (BR)L. Hence you obtain an equivalent
definition by applying these functors in any order, provided both (−)L and (−)R
each occur infinitely often.
From the definition we see immediately that adjoints are hereditary in the
following sense: if f ∈ B is a left-adjoint 1-morphism and F : B C is a functor,
then F (f) is a left-adjoint 1-morphism in C. It follows that F restricts to a functor
F : BL CL. This yields:
Lemma A.10. If B is a 2-category that admits duals for 1-morphisms and C is
any 2-category, then every functor F : B C factors as a strict composite
B (CL
∞
)R
∞ ⊆ C,
and moreover this factorization is unique. 
This lemma justifies calling (BL
∞
)R
∞
the maximal sub-2-category of B
which admits duals for 1-morphisms. We will use the more concise notation
Bd1 := (BL
∞
)R
∞
.
Lemma A.11. If (f : x y) ∈ B is a 1-morphism which admits an ambidextrous
adjoint, then (f : x y) ∈ Bd1 .
Proof. Let g : y x be any ambidextrous adjoint to f . Let C be the sub-
2-category of B consisting of the two objects x and y, the 1-morphisms f and
g as well as their various composites, and all 2-morphisms coming from B. The
2-category C admits duals for 1-morphisms by construction (since any 1-morphism
does fit into a doubly-infinite sequence of successive adjunctions). Thus we have
C = Cd1 ⊆ Bd1 ⊆ B. 
Corollary A.12. Let Q be one of the geometrical presentations M, O, Mk, Nk
from Section 3. Then the associated symmetric monoidal 2-category F(Q) admits
duals for 1-morphisms.
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Proof. Each of the generating 1-morphisms of these presentations admits an
ambidextrous adjoint. 
Lemma A.13. Let F : B C be a fully-faithful functor between symmetric
monoidal 2-categories (so we may regard B as a full sub-2-category of C). Then
the restriction Bd1 Cd1 is again fully-faithful. 
Now we turn to duals for objects.
Definition A.14. Let (B,⊗, I) be a symmetric monoidal 2-category. An object
x ∈ B is dualizable if there exists an object x∗ and morphisms e : x⊗ x∗ I and
c : I x∗ ⊗ x satisfying the zig-zag equations up to isomorphism; that is, there
exist isomorphisms of the following types:
(e⊗ idx) ◦ (idx ⊗ c) ∼= idx(140)
(idx∗ ⊗ e) ◦ (c⊗ idx∗) ∼= idx∗(141)
We will let Bd0 denote the full sub-2-category spanned by all the objects of B which
are dualizable.
Note that we do not specify the isomorphisms which witness the zig-zag equations,
nor require them to satisfy any coherence equations, though we could do so [48,
Theorem 2.19]. Moreover x ⊗ y is dualizable when x and y are, as is the unit
object I. It follows that Bd0 is a sub–symmetric monoidal 2-category.
We will also make no left/right distinction. The symmetric monoidal structure
makes any, say, left dual canonically into an ambidextrous dual. This also has the
consequence that (Bd0)d0 = Bd0 ; and so, in contrast to the case of adjoints, there
is no need to iterate the process of taking sub-2-categories of dualizable objects.
Definition A.15. A symmetric monoidal 2-category admits duals for objects if
B = Bd0 .
Lemma A.16. Let Q denote any presentation that 2-extends the ribbon
presentation R (for example any of the modular presentations M, O, Mk, Nk
from Section 3.3), then F(Q) admits duals for objects.
Proof. It is enough to show that the single generating object admits duals. In fact
this object is self dual, and has the following evaluation and coevaluation morphisms
e and c:
That these satisfy the zig-zag equations is a easy calculation, utilizing the fact that
φ1 and φ2 are invertible. 
As with adjoints, dualizability of objects is hereditary: if C admits duals for objects
then any functor F : C B factors as a composite C Bd0 ⊆ B.
Combining the above operations we have inclusions:
(Bd1)d0 ⊆ (Bd0)d1 ⊆ B.
In general these are both proper inclusions. In particular the objects of (Bd0)d1
may no longer be dualizable in this sub-2-category.
Definition A.17. A symmetric monoidal 2-category B is fully-dualizable if
B = (Bd1)d0 =: Bfd. An object of (Bd1)d0 is called a fully-dualizable object.
62 B. BARTLETT, C. L. DOUGLAS, C. SCHOMMER-PRIES, AND J. VICARY
Proposition A.18. Let Q be one of the modular presentations M, O, Mk, Nk
from Section 3.3. Then the associated symmetric monoidal 2-category F(Q) is fully-
dualizable and hence any representation C : F(Q) C factors uniquely through
the fully-dualizable sub-2-category Cfd.
Proof. This is a direct consequence of Corollary A.12, Lemma A.16, and the fact
that full-dualizability is hereditary. 
A.5. Fully-dualizable 2–vector spaces are semisimple. The following ques-
tion is then natural to ask: what are the fully-dualizable sub-2-categories of the
various 2-categories of algebras and linear categories considered above? As we have
seen in the last section any representation of (the 2-categories generated by) the
modular presentations must factor through these sub-2-categories. The 2-category
(Algk)
fd corresponds to the full sub-2-category spanned by the separable k-algebras
[16, 46, 52]. Since we assume k to be an algebraically-closed field, every separa-
ble k-algebra is Morita equivalent to a finite direct sum ⊕nk, which can be used
to establish that the fully-dualizable sub-2-category, in this case, coincides with
Kapranov and Voevodsky’s 2-category. In what follows we will not rely on those
results, we only need the following special case (which may also be established by
direct inspection).
Lemma A.19. Kapranov and Voevodsky’s 2-category is fully-dualizable: KV2Vectk =
(KV2Vectk)
fd. 
In a different direction, Tillmann has considered the sub-2-category of dualizable
objects in 2Vectk:
Proposition A.20 ([57, Theorem 2.5]). An object C in 2Vectk is dualizable if
and only if there exists a finite-dimensional semi-simple k-algebra A with C ≃ Â,
the category of finitely generated projective A-modules.
We will give an alternative proof of Tillmann’s result in the next section.
We can also relate 2Vectk to Bimodk
L via the functor Φ : 2Vectk → Bimodk
which sends a linear functor F : C → D to its associated representable bimodule
F∗ : C −7→ D .
Proposition A.21. The functor Φ = (−)∗ induces an equivalence of symmetric
monoidal 2-categories 2Vectk ≃ BimodkL.
Proof. By Proposition 2.13 the functor (−)∗ is essentially surjective. By
Proposition 2.11(4) it is essentially full on 1-morphisms. By the enriched Yoneda
lemma, it is fully-faithful on 2-morphisms, and hence an equivalence. 
With these preliminaries established we are now ready for the main result of this
appendix.
Theorem A.22. For each of the symmetric monoidal 2-categories C = ALGk,
Algk, ALG
L
k , LinCatk, 2Vectk, or Bimodk, the natural inclusion of KV2Vectk
into the fully-dualizable objects induces an equivalence
KV2Vectk ≃ Cfd
with Kapranov and Voevodsky’s 2-category of 2–vector spaces.
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Proof. We begin with a few observations. First as a formal consequence of
the definition we have (ALGk)
d1 ≃ (ALGLk )d1 , and as a consequence of
Proposition A.21 we have (2Vectk)
d1 ≃ (Bimodk)d1 . Next we observe that if B
is a finite-dimensional algebra and AMB is an A-B-bimodule which is a finitely
generated projective B-module, then M and its dual HomB(MB, BB) are also
finite-dimensional. It follows that the inclusion AlgLk ALG
L
k is fully-faithful.
Moreover, we have already observed in Lemma A.6 that (−̂) : ALGLk 2Vectk is
fully-faithful. By virtue of Lemma A.13 we have established a chain of fully-faithful
inclusions
KV2Vectk →֒ (Algk)d1 →֒ (ALGk)d1 →֒ (2Vectk)d1 ≃ (Bimodk)d1 ,
which induces another chain of fully-faithful inclusions
KV2Vectk →֒ (Algk)fd →֒ (ALGk)fd →֒ (2Vectk)fd ≃ (Bimodk)fd.
If the composite KV2Vectk (2Vectk)
fd were essentially surjective on objects,
then each of these inclusions is an equivalence, and the theorem is established.
By Tillmann’s result given in Prop. A.20, the composite KV2Vectk
(2Vectk)
fd (2Vectk)
d0 is essentially surjective, and since the second functor
is injective on objects it follows that KV2Vectk (2Vectk)
fd is essentially
surjective, as desired. 
Corollary A.23. If Q is one of the modular presentations M, O, Mk, Nk from
Section 3, then representations of Q in any of the symmetric monoidal 2-categories
ALGk, Algk, ALG
L
k , LinCatk, 2Vectk, or Bimodk, are equivalent and factor
through the natural inclusion of KV2Vectk. 
A.6. Dualizable 2-vector spaces are semisimple. We now show that the
dualizable objects in 2Vectk are precisely the finite semisimple linear categories.
We are grateful to Andre´ Henriques for the following proof of Proposition A.20,
which we accomplish in a series of lemmas.
Suppose that S is dualizable. Then there exists a Cauchy-complete linear
category D , together with unit and counit functors as follows, where ⊠̂ represents
the Cauchy completion of the enriched tensor product:
N : Vectfd → D ⊠̂C E : C ⊠̂D → Vectfd(142)
Since every finite-dimensional vector space is a finite direct sum of the ground field
k, the functor N is determined by its value on k, which is the object N(k) ∈ D ⊠̂C.
For each pair of objects A ∈ C , B ∈ D , consider A⊠B as an object in C ⊠̂D using
the canonical inclusion functor C ⊠D →֒ C ⊠̂D . Every object in D ⊠̂C may be
written as a formal retract of a finite direct sum of objects of the form Y ⊠X , with
Y ∈ D and X ∈ C. Thus write
N(k) =
(
n⊕
i=1
Yi ⊠Xi, e
)
for some objects Xi ∈ C , Yi ∈ D , i = 1 . . . n, and e the idempotent which defines
the retraction. Also write
EA,B = E(A⊠B)
for the finite-dimensional vector spaces defined by E.
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Lemma A.24. For all A,B ∈ C, the vector space HomC (A,B) is finite-
dimensional.
Proof. Let A,B ∈ C be any two objects. The zig-zag equation (140) implies that
HomC (A,B) is a retract of the finite-dimensional vector space
n⊕
i=1
Hom(EA,Yi , EB,Yi)⊗ idXi ,
a subspace of
HomC
(
n⊕
i=1
EA,Yi ⊗Xi,
n⊕
i=1
EB,Yi ⊗Xi
)
.
Hence HomC (A,B) is finite-dimensional. 
On the other hand, the functors N and E from (142) induce functors
(143) I : C → D¯ , J : D¯ → C
where D¯ = Funk(D ,Vect
fd). These functors are best understood in terms of wire
diagrams for the symmetric monoidal 2-category 2Vectk, where they are drawn as
C
I
D¯
and
D¯
J
C
respectively. Here composition of 1-morphisms runs from top to bottom. The
functor I is defined as the unique functor such that
C
I
D¯
ev
D
=
C
E
D
,
where ev : D¯ ⊠̂D → Vectfd is induced by the evaluation functor. The functor J is
defined by composing N and ev together,
D¯
J
C
=
D¯
ev
N
C
.
The zig-zag equations (140) and (141) then immediately establish the following.
Lemma A.25. The functors I and J furnish an equivalence of categories
C ≃ D¯. 
Corollary A.26. C is an abelian category. 
Corollary A.27. For each Y ∈ D and short exact sequence 0 A B C 0
in C we have a (necessarily split) short exact sequence of vector spaces,
0 EA,Y EB,Y EC,Y 0.
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Proof. Since I : C D¯ is an equivalence,
0 I(A) I(B) I(C) 0
is a short exact sequence in the functor category D¯ . Since a sequence in a functor
category is short exact if and only if it is pointwise, the corollary follows by
evaluating the above sequence on the object Y . 
Before proving Prop. A.20 we would like to introduce some notation.
Definition A.28. An object X in an abelian linear category C is called simple
if there are precisely two subobjects, the zero object and X itself. The category
C is called semisimple if every object is a finite direct sum of simple objects.
An object X has finite length if every strictly decreasing chain of subobjects
X = X0 ) X1 ) X2 ) · · · has finite length.
By Schur’s Lemma, an object X is a simple object if and only if EndC (X,X) is a
division algebra over k. Since we are assuming that k is algebraically closed, if C has
finite-dimensional hom spaces, then this is the case if and only if EndC (X,X) ∼= k
is the ground field.
Lemma A.29. Let C be an abelian linear category which has finite-dimensional
hom spaces. If every object is projective, then every object has finite length.
Proof. Let Y ( X be a proper subobject, and let C be the cokernel of the inclusion.
Since C is projective, we have a splitting X ∼= Y ⊕C. Hence we have an ismorphism
EndC (X) ∼= EndC (Y )⊕ EndC (C) ⊕HomC (C, Y )⊕HomC (Y,C).
Since C 6= 0, we have EndC (C) 6= 0, and hence dimEndC (X) > dimEndC (Y ).
It follows that any strictly decreasing chain of proper subobjects of X has length
bounded by dimEndC (X). 
Corollary A.30. If C is abelian linear category which has finite-dimensional hom
spaces and where every object is projective, then every non-zero object contains a
simple proper subobject. 
Proposition A.31. Let C be an abelian linear category which has finite-
dimensional hom spaces. Then C is a semisimple category if and only if every
object is projective.
Proof. Suppose first that C is semisimple, that is that every object splits as a
finite direct sum of simple objects. Then we must show that every object P is
projective. Since projectives are closed under finite direct sum, it is enough to
show that simple objects are projective. For every object X and every simple
object S, the decomposition of X as a direct sum of simples induces a projection
X Hom(S,X)⊗S, which as a projective is an epimorphism. Thus for X Y
we have a natural square:
X
Y
Hom(S,X)⊗ S
Hom(S, Y )⊗ S
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whose horizontal arrows are epimorphisms. It follows that if X Y is an
epimorphism, then so is Hom(S,X) Hom(S, Y ), and hence S is projective.
Conversely, suppose that every object of C is projective. Let Λ be the set of
isomorphism classes of simple objects in C . For each object X and each finite
subset I ⊆ Λ we may form the subobject
XI =
⊕
i∈I
Hom(Si, X)⊗ Si X
where Si is any pre-chosen representative of the isomorphism class i ∈ I. To see
that XI is really a subobject, we let KI be the kernel of XI X . We first observe
that for any simple object S we have:
Hom(S,XI) =
{
Hom(S,X) if [S] ∈ I
0 else
It follows that for all simple objects S that Hom(S,KI) = 0, and hence that
KI = 0 by Corollary A.30. Since every object is projective, X splits as a direct
sum X ∼= XI ⊕ CI , where CI is the cokernel of XI X . Thus we have
dimEnd(XI) ≤ dimEnd(X).
Let P (Λ) denote the collection of all subsets of Λ and P f (Λ) denote the collection
of all finite subsets. We define a function:
d :P f (Λ) N
I 7→ dimEnd(XI)
This function has the properties that
(1) d(I) ≤ dimEnd(X), i.e., it is globally bounded, and
(2) d(I) ≤ d(J), whenever I ⊆ J .
It follows that we may extend d to all of P (Λ) by the formula d(K) =
maxI⊆K,I∈P f (Λ) d(I), and that this extension retains these two properties. In short
the subobject XΛ =
⊕
[S]∈ΛHom(S,X) ⊗ S is well defined and is a finite direct
sum of simple objects. We will show that X ∼= XΛ.
To this end consider the short exact sequence:
0 XΛ X CΛ 0.
Since every object is projective, the functor Hom(Y,−) is exact for every Y , and
hence we have an exact sequence
0 Hom(Y,XΛ) Hom(Y,X) Hom(Y,CΛ) 0.
However when Y = S is a simple object, the first map is an isomorphism. Thus
Hom(S,CΛ) = 0 for all simple objects S, which by Corollary A.30 shows that
CΛ = 0. 
Definition A.32. In a Vectk-enriched category, an object Q is a generator if the
functor HomC (Q,−) : C Vectk is faithful.
Under the assumption that C has finite-dimensional hom vector spaces, the
following three notions coincide for an object Q ∈ C :
• Q is a generator;
• for all objects X ∈ C , there exists a surjection ⊕nQ X from a finite direct
sum of copies of Q;
• the evaluation map HomC (Q,X)⊗Q X is surjective.
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The equivalence of these three descriptions is well-known and not difficult to verify
(see for example [19, Lemma 2.22]).
Lemma A.33. Let C be an abelian linear category which has finite-dimensional
hom spaces. Let X ∈ C be a projective object and Q ∈ C be a generator. If
HomC (X,Q) = 0, then X = 0 is the zero object.
Proof. We have an exact sequence
HomC (Q,X)⊗Q X 0
to which we may apply the exact functor HomC (X,−). The resulting exact
sequence shows that HomC (X,X) = 0, and hence X = 0. 
Proposition A.34. Let C be an abelian linear category in which all hom spaces
are finite-dimensional. Then the following are equivalent:
(1) C is semisimple (i.e., every object is a finite direct sum of simple objects),
and there are only finitely many isomorphism classes of simple objects;
(2) C is a Kapranov-Voevodsky 2–vector space;
(3) C ≃ Â, the category of finite-dimensional representations of a finite-
dimensional semisimple k-algebra A;
(4) C is semisimple, and there exists a generator;
(5) every object is projective and there exists a generator;
(6) every short exact sequence in C splits and there exists a generator;
Proof. It is immediate (1) ⇔ (2) ⇒ (3), and that (5) ⇔ (6). Proposition A.31
shows that (4)⇔ (5), and we deduce that (3)⇒ (4) since the generator is supplied
by the algebra itself, viewed as a module. The proposition is established if we show
that (4)⇒ (1), i.e., that if C is semisimple and there exists a generator, then there
are only finitely many isomorphism classes of simple objects.
Let Q ∈ C be a generator. Then, since C is semisimple, Q = ⊕iSi where the
sum is finite and each Si is simple. There are finitely many simple objects which
occur in this sum. Suppose that S is a simple object which is not isomorphic to
any of the Si factors of Q. Then it follows that Hom(S,Q) = 0, but since S is also
projective, Lemma A.33 applies and shows that S = 0, contradicting the fact that
S is simple. Thus any simple object in C is isomorphic to one of the finitely many
simple summands of Q. 
Returning to the proof of Proposition A.20, we have already seen that if C
is a dualizable object in 2Vectk, then C has finite-dimensional hom–vector
spaces (Lemma A.24) and is abelian (Corollary A.26). Proposition A.20 will be
established by showing that there is a generator and that every short exact sequence
splits. Recall that N(k) ∈ D ⊠̂C may be written as (⊕iYi ⊠Xi, e).
Lemma A.35. Every object in C is a retract of a finite direct sum of the objects
Xi; in particular the object Q = ⊕iXi is a generator.
Proof. This is a consequence of the first zig-zag equation (140), which says precisely
that A is a retract of
⊕n
i=1 EA,Yi ⊗Xi for each object A ∈ C . 
We also have a version for morphisms.
Lemma A.36. Each morphism f : X Y in C is a retract of the morphism⊕n
i=1Ef,idYi ⊗ idXi . 
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Our final lemma proves Proposition A.20.
Lemma A.37. Every short exact sequence in C splits.
Proof. By the previous lemma, the short exact sequence 0 A
f
B
g
C 0
is a retract of the following sequence:
(144) 0
⊕
i
EYi,A⊗Xi
⊕
i Eid,f⊗id
⊕
i
EYi,B⊗Xi
⊕
i Eid,g⊗id
⊕
i
EYi,C⊗Xi 0
This is again a short exact sequence by Corollary A.27, and in particular it is
determined by the following short exact sequences of vector spaces:
0 EYi,A
Eid,f
EYi,B
Eid,g
EYi,C 0
Each of these splits, and hence the sequence (144) splits. Thus the original short
exact sequence 0 A B C 0 is a retract of a split short exact sequence,
hence is itself split. 
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