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The left heat-map shows the population whereabouts through a day, and the map on the right shows some consistent example trajectories. Individual agendas are fully created in a procedural manner, exhibiting consistent behavior, e.g., an adult leaves his/her house to take his/her children to school and then go to work. In the afternoon that same adult will go back to the previous school, pick up the same two kids and go back to the initial house.
Authoring realistic behaviors to populate a large virtual city can be a cumbersome, time-consuming and error-prone task. Believable crowds require the effort of storytellers and programming experts working together for long periods of time. In this work, we present a new framework to allow users to generate populated environments in an easier and faster way, by relying on the use of procedural techniques. Our framework consists of the procedural generation of semantically-augmented virtual cities to drive the procedural generation and simulation of crowds. The main novelty lies in the generation of agendas for each individual inhabitant (alone or as part of a family) by using a rule-based grammar that combines city semantics with the autonomous persons' characteristics. Real-world data can be used to accommodate the generation of a virtual population, thus enabling the recreation of more realistic scenarios. Users can author a new population or city by editing rule files with the flexibility of re-using, combining or extending the rules of previous populations. The results show how logical and consistent behaviors can be easily generated for a large crowd providing a good starting point to bring virtual cities to life. 
INTRODUCTION
Large virtual environments can be easily found on the Internet, and can be visualized with inexpensive VR setups. Having a believable crowd requires the work of a dedicated team of expert artists, story writers and animators working for months to achieve the desired virtual population. There are currently several tools to ease the generation of virtual humans, such as Mixamo [Mixamo 2016 ], MakeHuman [MakeHuman 2016] or Autodesk Character Generator [Autodesk, Inc 2016] . These tools provide rigged and textured skeletal meshes along with a variety of animation clips. Game engines also include local movement algorithms and path finding, but the task of assigning goals to the characters is left to the user, and those tasks are typically limited to locations without any further meaning.
The one thing missing in most virtual environments are believable, purposeful virtual humans. The main reason is that there is still a significant lack of tools to populate such environments in an easy, meaningful and semi-automatic manner. Essentially, the process of getting those virtual humans fully integrated in an environment, being simulated and showing a purpose as they wander the virtual worlds, is still a challenge.
In this paper, we propose a new procedural framework to rapidly generate large semantically augmented cities, to then drive the behavior of a generated crowd of virtual citizens. This bridges the existing gap between the individuals' behaviors and the city they populate. Our system for Procedural Crowd Generation (PCG) allows users to create behaviors for large crowds by writing rule sets containing only a handful of rules, thus providing high scalability, while achieving diversity, flexibility, and re-usability.
The main novelty of our approach is the procedural generation of dynamic agendas to simulate the high level behavior of the citizens of a city. There has been a large amount of work on procedural generation of cities, and also in the crowd simulation field. However, there is a significant lack of integration between those two research areas, and typical individuals in a simulated crowd lack higher level agendas like the ones we are proposing here. Our method allows to generate behaviors that are consistent, meaning that, if we follow any character though a day, we will observe a logical sequence of actions, e.g., if an adult leaves home with two kids, it should leave them at school before going to work, and it should pick up the same two kids in the afternoon and go back to the same house where they left from in the morning. This can greatly enhance the believability of secondary characters in video games or story telling, but most importantly it will generate consistent trajectories and schedules that could be useful for urban planing.
Our semantically enhanced cities can be modified by the user on the fly (e.g., change location of objects or buildings), or by altering the rule files (e.g., modifying size, type or distribution of buildings) and without requiring any additional work by the user, the system will automatically adjust agendas and behaviors. Similarly, individual's agendas are generated with dynamic procedural rules, meaning that we allow rules to be triggered during simulation time instead of being fixed by the generation of the crowd. Note how our work does not compete against current crowd simulation models (those dealing with steering, planning or following formations), since it represents a higher level of abstraction and, thus, it could be combined with any current model to simulate path finding and local movement.
The main contributions of this work are: (1) the procedural generation of semantically-augmented virtual cities; (2) a crowd authoring tool based on a rule-based grammar with dynamic agendas; and (3) a procedural crowd simulation method.
Note that the scope of this research does not involve aspects such as character animation, path finding, group movement, obstacle avoidance, or collision resolution. In our system, those features are handled by the default functionalities of the game engine used for the implementation.
RELATED WORK 2.1 Procedural urban modeling
Procedural modeling has been used for both urban and non-urban environments, generating very rich geometry requiring only a very small effort and time from the user [Müller et al. 2006; Parish and Müller 2001; Wonka et al. 2003 ]. One of the most prominent approaches for the procedural generation of cities consists on the creation of a 2D map of a city (with building lots, road networks, etc.), followed by a procedural generation of buildings on the lots described in it. On the generation of the exterior geometry of buildings, a powerful approach and probably the most popular one is Computer Generated Architecture (CGA) [Müller et al. 2006] . It defines a rule system based on parameterized grammars (shape grammars). It allows writing rules on how to generate the buildings, refining the details through grammar productions, and allowing for parameters and the use of pseudo-random values to generate variations. This method has been subsequently improved (CGA++ [Schwarz and Wonka 2015] ), and it is being used in the commercial software CityEngine [Esri 2016] . The interested reader is referred to the surveys by Watson et al. [2008] , and Vanegas et al. [2010] for an in-depth review of the state of the art literature in urban modeling. Recently, Benes et al. [2014] presented a procedural method based on the key idea that a city cannot be meaningfully simulated without taking its neighborhood into account, using a traffic simulation plus information about a city neighborhood to grow both major and minor roads.
Statistical information can be gathered to allow the user to create outdoor terrains by learning the distribution of trees, grass, rocks, etc. constrained by the terrain slope [Emilien et al. 2015] . The user can then paint and populate new terrains copying the object distribution. Hendrikx et al. [2013] discuss in a survey several procedural generation methods for different kinds of content or aspects.
Inverse urban problems
Garcia-Dorado et al. [2014] presented a technique to enable a designer to specify a vehicular traffic behavior, in such a way that their system is able to inversely compute what realistic 3D urban model yields that specific behavior. Similarly, Feng et al. [2016] presented a system to design mid-scale urban layouts by optimizing the parametrized model with respect to some metrics related to crowd flow properties: mobility, accessibility, and coziness. Peng et al. [2016] presented a system that generates networks for design scenarios like mid-scale urban street layouts and floor-plans for office spaces, where the user specifies an input mesh as the problem domain along with high-level specifications of the functions of the generated network, such as preference for interior-to-boundary traffic, interior-to-interior traffic, networks with specified destinations (i.e., sinks) on the boundary and local feature control, such as reducing T-junctions or forbidding dead-end.
Simulation-based approaches
Most of the current work on using simulations to control the agent behaviors aims to provide quick and easy ways for the user to specify trajectories, destination points or densities. Crowdbrush was proposed as an interactive tool to easily edit crowd behavior showing basic animations [Ulicny et al. 2004] . Yersin et al. [2009] presented Crowd Patches, which provide high performance by pre-computing paths. Agents are moved as if they were trains on tracks. Therefore, if we observe an agent or a small part of the environment for a certain time, we will soon notice repetitions. Extensions of crowd patches permit authoring densities, and flows, editing crowd patches and even alternating patches to mitigate repetitions [Jordao et al. 2015 [Jordao et al. , 2014 . However, there is still no link between the environment and the individual's behavior, other than points where agents appear or disappear. Kim et al. [2014] presented a similar system using Cage-based deformations for the interactive manipulation and animation of large-scale crowds. Navigation Fields [Patil et al. 2011 ] allow the user to sketch directions to deviate the movement of the agents from their original path towards theirs goals. However, there is no higher level planning or intentions. Badler et al. [2000] proposed a parameterization of agent actions that consists of rules parametrized by the participants (objects and agents), and was employed to translate high-level orders from natural language into low-level tasks. Allbeck and Badler [2002] presented one of the first systems to take into account character believability, personality, and affect, by using a parameterized action representation, which allows an agent to act, plan, and reason about its actions or other agents actions. Li and Allbeck [2011] proposed a system to provide purpose to a given population by using an agent-based simulation to create virtual populations endowed with social roles. Semantic information can be embedded in objects for the purpose of interaction between virtual humans and objects [Kallmann and Thalmann 1999] . The work by Pelkey and Allbeck [2014] focuses on semi-automatically assigning semantic affordances to objects. However, most semantic tagging of objects still requires some degree intervention of the user and tagging by hand. Recently, Parameterized Behavioral Trees have been extended to handle small groups of agents for the purpose of storytelling. The user can drag&drop actors and actions to create narratives (M. Kapadia [2016b] ). The same year, Krontiris et al. [2016] presented an activity-centric framework for authoring heterogeneous virtual crowds in semantically enriched environments, where the locations are labeled as environmental attractors and agent desires are used to compute influence maps, which ultimately drive their behavior. The difference with our work is that the story or role for each individual still needs to be created manually and does not emerge in a procedural way from a simple set of rule files. Jorgensen et al. [2015; presented scheduling algorithms to plan the activities of agents, but their work was limited to a per-agent specification of such activities. Semantic-driven crowds can also be created with ontology-based models [de Paiva et al. 2005] , at the cost of requiring to manually define multiple profiles. Kraayenbrink et al. [2012] proposed a system based on satisfying agent ambitions and desires, using heuristic formulas and optimization, which limits their method to small crowds. Bulbul et al. [2016] proposed a system that retrieves geolocalized data from social media sources like Twitter and Instagram to populate virtual cities. Recently, Kapadia et al. [2016a] presented a system called CANVAS, a computer assisted visual authoring tool for synthesizing multicharacter animations from sparsely-specified narrative events. In general, we can say our work presents a more powerful and flexible way of including semantics and defining complex relationships, allowing our environments to scale up, and easing the effort of creating diversity of behaviors for large crowds without much user intervention.
We refer the reader to the book by Kapadia et al. [2015] for more information about methods, simulation and control of virtual crowds.
The work by Maim et al. [2007] uses a procedural method that combines city generation (using CityEngine) with semantics to trigger basic behaviors with their corresponding animation, such as "look at", "walk into", or "slow down". However, there are no higher level agendas or planning involved in such simulation. Katoshevski et al. [2014; and Rasouli and Timmermans [2014] developed a set of tools, based on the previous work by Arentze and Timmermans [2000] , to analyze the impact of different urban shapes on activity-travel patterns, together with the evolution of land use, in a context related to pollution emission. For this, they use a set of heuristics to transform statistical socio-economic data into decision trees to drive the agents behaviors. On the other hand, Torrens' work [Torrens 2007; Torrens et al. 2011 Zou et al. 2012] , is mainly based on using GIS data to identify possible targets for the agents, but there is no connection with the city beyond these simple identifications. Likewise, the MATSim [Unity Technologies 2017] project uses census information (only available for real cities) or random location selection for the city integration. In general, all these systems randomly select locations and assign simple, fixed plans for the agents (e.g., Home-Work-Home) based on probability distributions. They cannot, thus, reach the flexibility and control presented by our system.
Simulation in commercial software
Games try also to show interesting crowds mostly through a large variety of animations and appearances, however high level behaviors are typically scripted or driven by finite state machine that are created by the programmer for each NPC or at groups of NPCs. Assassin's Creed: Brotherhood [(Ubisoft) 2011] implemented a simple day/night variation on the character animations and appearance. Other games like Hitman: Absolution [(Ubisoft) 2012] use a finite state machine where states are changed by environmental or playergenerated situations, but the overall actions are manually scripted. A more sophisticated crowd behavior can be observed in Assassin's Creed Unity [(Ubisoft) 2015a,b] , where the characters are uniquely shepherd, following randomly generated closed paths, in a way such that the overall behavior is fully deterministic. A more recent example comes from the Watch Dogs 2 game [(Ubisoft) 2017], which simulates emergent behavior by integrating manually placed, scripted attractors, with a fuzzy-logic-based reaction system that encodes the possible responses of NPCs to events in the game. These solutions work well at first, but players eventually notice the repetitiveness of behaviors, the lack of long term goals, or the overall inconsistencies (e.g. characters that disappear in a location and magically appear in a different one). Final Fantasy XV [Imamura et al. 2016] , as many other modern games, uses scripted behaviors for cinematic sequences, and relies on established techniques like behavior trees for in-game situations, which is an interesting solution that, unfortunately, requires the designers to predict and code any possible behavior an agent may require. Also, again players are able to observe repetitions and patterns, resulting from the limitations of using a single behavior tree (with many branches and some randomization) for an entire crowd. Creation Engine [Bethesda Softworks LLC [n. d.] ], a tool used in games such as Skyrim and Fallout 4, is a system in which NPCs can be scheduled to perform actions at certain times of the day (e.g., go to a place, eat, sleep, etc.), dynamically filling details such as finding the nearest available food item. While this results in rich and consistent individual behaviors that adapt to the world, it requires a specification of the agent tasks by hand, which makes it non viable for large crowds.
Finally, it is important to mention that many commercial applications like Maya ] have specifically tailored plug-ins for procedural crowd simulation, like Miarmy [Basefount 2016 ] and Golaem [Golaem 2016 ], which provide some degree of control over the generated agents but with an aim at short scenes.
In spite of all those efforts, there is little correlation between the agent behaviors and the city itself, except for representing physical barriers that the agents cannot go through. In this work we propose to bridge this gap, establishing a direct and clear relationship between the agents and the city they live in. Moreover we tackle the challenge of generating agents with dynamic agendas and higher level plans, to achieve a simulation that goes beyond agents wondering aimlessly around the environment.
OVERVIEW: PROCEDURAL CROWD GENERATION (PCG)
Our procedural framework consists of two main modules: the city and the population modules. The former deals with the generation of the semantically-enriched cities, and the latter with the generation of the population and its behavior. The city generator starts by creating its layout (i.e., the set and shape of the lots), and then the buildings for each lot. The generation of building geometry and layout is based on CGA (Computer Generated Architecture [Müller et al. 2006] ). However, we have implemented a specifically tailored version of CGA, respecting the original CGA syntax, but extending the basic grammar-based rules in order to include semantic data that augments the information associated with each element in the city.
The population generator, is divided in three stages: the generation of the city population, the generation of each individual agenda, and finally the behavioral simulation. The population is defined as a set of households ("families") with members of various ages and genders. The agendas are generated using a system of rules loosely inspired on CGA grammars, extended with a novel set of functions, variables and operations that have been specifically designed to handle dynamic events and flexible agendas.
The city and crowd modules are designed separately, and use an engine world (or game world) as the main structure for exchanging information, by creating entities or components of different kinds as results, or querying and using them as input. With this design we achieve greater flexibility, by allowing the user to perform modifications by hand if needed after any of the generations, or experimenting in each step with different parameters or input files to immediately evaluate its impact in the city dynamics. Figure 2 shows an overview of the different modules of the system.
CITY GENERATION
The generated cities consist of both the geometry and the semantic information that is used later on to drive the citizens' behavior. As opposed to previous work where cities and population are two independent elements with no connection other than a navigation mesh (navmesh) with manually annotated information, our framework provides a direct link between these two entities. This drastically reduces the effort of embedding behaviors into the citizens.
Cities are generated in two steps: (1) the layout is generated, consisting of the building lots, roads, etc.; and (2) the geometry for each element is generated, in a procedural way.
The city layout generator creates a set of rectangular city blocks with square-like lots. The user can tune the city by editing the number of blocks, number of lots per block, block shape and the aspect ratio. This could be extended with more sophisticated strategies, as the creation of the urban environment is completely independent of the other parts of our framework. However, a more sophisticated layout lies outside the scope of this work.
The generation of the building geometry is based on Computer Generated Architecture (CGA) [Müller et al. 2006] , more specifically on the syntax version used in CityEngine [Esri 2016] . The basic syntax of a CGA rule set consists of a plain text file containing a list of rules. Each rule is on the form of the rule name and an optional list of arguments, followed by an arrow, and then the successor. The successor is a list of one or more rule names and operations. These items will be executed sequentially, and may also be called with arguments. An example of a rule is:
A --> B C(arg1, arg2, ...) op(arg) Some of the operations require the presence of a selector block, which specifies a different successor for various cases or conditions. The decision of whether to execute each item depends on how the specific operation interprets the selector. For this case the syntax is:
op(args) { selector1: successor1 | ... } For a more complete reference of the language syntax and control structures, we refer the reader to the CGA reference manual provided by CityEngine [Esri 2016 ]. Although we use a custom implementation of the CGA interpreter, we decided to follow the same syntax in order to support most existing rule files and make them easily adaptable to our system. Listing 1 shows an example of a rule set with semantics.
Our contribution lies on extending the CGA specification to embed different semantic elements during the geometry generation. A key element introduced in our work is the possibility of defining within the lots, a single or multiple entrances, which can be used as entry/exit locations to plan individual's trajectories. This provides the flexibility to define, for example, a store on the ground level and an entrance to the residences in the upper floors.
Our system can also specify zones of interest inside the lots, such as park zones. This allows for the flexibility of having, for example, a small building with a little interior park within the same lot, as opposed to having the entire lot occupied exclusively by a single large building or by a park.
CGA can be visualized as generating a tree of oriented bounding boxes which are not restricted to the parent box and have attached properties (e.g. material), and where the tree leaves correspond to Procedural Crowd Generation for Semantically Augmented Virtual Cities • :5 the actual generated geometry. Taking advantage of this recursive nature, we allow subsets of the generated geometry (i.e. subtrees) to be tagged with user-defined tags. This can be used for example to mark some of the generated geometry as a bench or a lamppost.
Formally, our extensions to CGA include the introduction of two new operations which affect the current CGA scope (i.e. the current "bounding box"): (1) the entrance operation creates an entrance to a building of the user-defined type, at the origin of the current scope; and (2) the zone operation defines a zone of interest of a user-defined type spanning the current scope. Additionally, we include a new annotation @object allows tagging a generated CGA subtree as a separated object (specification details can be found in the Appendix).
Listing 1 shows a simple but complete example of a CGA rule file extended with all these semantic elements. It splits the lot in two along the X axis, generating a building with an entrance on one side, and a zone marked as a park, containing some benches on the opposite side.
The most important aspect of our city generator is that, as the city is being automatically created, it tags different elements and zones with semantics (e.g. buildings, zones of interest or interactable objects) that will be evaluated by the crowd generation and simulation module to drive the city dynamics. This city semantics are also combined with the final navigation mesh to drive path finding and behaviors (i.e destination positions, find the closest park to rest, or find an empty bench in the park).
To further enhance the flexibility of our system, the user can inspect and edit the generated city by tuning the parameters and the rules, before creating the population. At this point, it is possible to further refine the city semantics or the content itself (e.g. to add specific unique landmarks such as monuments, or copy/move/paste objects). This combines the advantages of fully automatic generation with the flexibility of fine-tuning when needed. 
GENERATION OF THE POPULATION
A real society is not formed by a collection of independent individuals. Societies are formed by families and friends, and most of our daily routines evolve around our relationships with a number of individuals that belong to the same group. Therefore, at the core of our population generation module we have the household, H (which typically includes all family members living in the same house). Households can consist of one or more individuals, ι, so we define a family as a group of individuals: H = n i=1 ι i , and our overall population, Π, will emerge from a collection of households Π = m j=1 H j . Just as in the real world, our collective population whereabouts will emerge from the combination of the individuals' needs with the family schedules.
Population
To generate realistic households, we use real-world data, extracted from a city hall open-data service ([AnonymousCity 2017]) . This data contains pairs of a denotative descriptor string of the household type (e.g. "one adult woman with two minor children") and the total number of occurrences of this pattern in the real city. For each pair, we derived a household pattern by mapping each semantic descriptor into a set of details, such as: number of adults, sex or number of kids. The numbers of occurrences are then normalized and used as the probability of choosing each pattern during the procedural generation of the virtual population, by applying a cumulative density function during the sampling process. The virtual population is distributed across the city based on the capacity of each building (i.e. number and size of apartments in a building).
Agendas
The agendas represent the sequence of tasks and goals that individuals will perform during their day. Just like in real life, individuals' agendas depend strongly on the composition of their households. For example, adults with kids may need to take the kids to school before going to work. The advantage of using agendas to drive the citizens' behaviors is that it eases the authoring of the virtual population by allowing the user to define high-level tasks under an intuitive model.
In our system we propose a rule-based modeling system inspired by the CGA, but oriented at the procedural generation of dynamic agendas. This allows us to define how to generate automatically all the agendas as opposed to authoring each one individually, while allowing for some variation based on pseudo-randomness. Our agenda generator is thus scalable, heterogeneous and adjustable.
5.2.1 Generation of the agendas. The agenda generation is performed by executing a Rule Set, similarly to a CGA rule set in structure and syntax, but extended to support a different set of built-in global variables, functions and operations. In addition to this, for the generation of agendas there is no rule context (i.e. no analogue to CGA's shape and its attributes). The complete details of the syntax, functions and operations can be found in the Appendix. In our system, functions typically allow the user to query the city environment (e.g. distances, find elements, etc.), whereas operations do not return values but perform some effect, such as creating tasks in the agenda.
The generation of the agendas starts at the household level, instead of for each individual. This allows us to have access to information of the household and interleave entries in the individual's generated agendas as required. Thus, we introduce the concept of focusing a person of the household, which limits whose agenda is being affected. During the generation of the agendas for a household, a single member at a time can be focused, so that all agenda-modification operations affect exclusively its agenda, having no impact on the agendas of other members of the same household.
A novel and powerful feature of the operations and functions in PCG, is having parameters that can be a predicate instead of a value. A predicate is an expression that is not evaluated before the function is called, but evaluated inside the function using a different context (e.g. changing the focused members). The main application of this is to evaluate conditional expressions (e.g. age > 18) for every household member to make decisions during the generation.
As the system is based on a parameterized grammar, rule calls can have parameters assigned to them, which increases the reusability of the user-written rules. Moreover, the Rule set Interpreter can process imports of multiple rule sets for the generation of a population. This allows our framework to provide both flexibility and reusability similarly to what CGA offers for the generation of the geometry: the user can create new populations from combinations of previous ones, or easily extend a previous model adding just a handful of new rules.
A key difference with CGA is that our procedural agenda generation does not handle the agenda by dividing it in portions in a recursive way (i.e. recursive refinement), but as rules are triggered they can introduce entries at any time of the day. Therefore, adding new agenda entries may result in conflicts, and to remove the burden on the user when creating the population, our system handles these conflicts automatically. In case of a collision between agenda entries, the newest one takes precedence: the overlapping entries in the agenda are either split in two, trimmed, or deleted, as needed to fit the newer task in the agenda. The user is thus only responsible for ordering the calls to rules to establish these priorities.
Algorithm 1 formalizes the process used to generate the agendas. Notice how the evaluation context is kept local to the current rule, i.e. modifying it will affect the remaining of the rule as well as any further rule called from it, but will not affect the context of the calling (parent) rule. The evaluation context chiefly contains: the current household, the currently focused person -if any-and information about it, the current mask of days to modify, and a set of local variables (including the arguments passed to the current rule call). Note that the generated agendas themselves are not part of this context, and any modifications to them will be seen by any posterior rule, including any parent one, effectively working as a "global" variable.
ALGORITHM 1: Generation of the agendas with PCG. For brevity only one case is shown in ApplyOperation, see the Appendix for the full list.
Function GenerateAllAgendas:
r ← rule marked with @St ar t Rul e foreach h ∈ households do ct x ← new GenerationContext ct x . household ← h ApplyRule (ct x , r ) end Function ApplyRule(ct x , r ul e):
foreach s ∈ r ul e . successor do arglist ← EvaluateArgs(s . ar дs) if s is a rule call then ct x ′ ← Clone(ct x ) ct x ′ . var iabl es ← ct x ′ . var iabl es ∪ arglist ApplyRule(ct x ′ , s . r ul e) else if s is an operation call then ct x ← ApplyOperation(ct x , s . op, arglist) end Function ApplyOperation(ct x , op, ar дl ist ):
.] // Handle other operations end return ct x // Some ops modify the context 5.2.2 Changing person focus. In our system we define one new operation that modifies the current focused person:
• members {cond1: actions1 | cond2: actions2 | ...} When this operation is executed, for each member of the household, the specified conditions are checked sequentially, and only the first one that evaluates as true (if any) will have its actions executed, and will set the focus to the current household member. Conditions can be, for example, relative to the person's age, as shown in the example in Listing 2 in Section A.6. This operation is somehow similar to a component split (comp) in CGA, which selects a subset of vertices, edges or faces of the current geometry based on conditions.
Agenda-modifying operations.
The main set of operations introduced in PCG is aimed at inserting different new actions into the agendas. Most of them take as arguments a start (t 0 ) and end (t 1 ) time. These operations will have an effect exclusively over the focused member of the household. Those instructions include, for example, to go to a building or to remain inside one. The full list appears in the appendix.
Delayed execution of rules.
This is a novel operation of PCG for the agenda-generation operation, which allows the behavior decision to be delayed until simulation time:
• delayedRule(<t 0 >, <t 1 >, <ruleN ame>). When an agent begins executing the agenda task created with this operation, a new instance of the rule interpreter is created, which starts at the specified rule. This instance disregards the operations that modify the agenda, and instead accepts those operations that define dynamic behavior (formal definitions at the Appendix).
The major difference of this interpreter with respect to the executions performed by the initial agenda generation interpreter is that it is pausable/resumable for some operations. This enables support for actions such as waiting a specified amount of time (wait), or until the person has reached a certain place (goToZone) before continuing with the execution of the subsequent rules. Therefore, rule actions are still executed sequentially, but some evaluations are delayed until the agent is prepared to act or has completed some condition. All these features only affect the time-span of the delayedRule entry in the person agenda: i.e. when the ending time is reached or the dynamic behavior is finished, it will proceed to its next item in the agenda.
The operation pausing is carried out by attaching an execution context to the citizens when needed, and keeping track of the currently executed rule by means of a stack, which includes pairs of a rule and an index to the next successor item to execute. When a pausable operation is executed, it stores a condition function into this context. This function is periodically checked before advancing in the rule stack execution, and if it returns false (e.g. it is waiting until the waiting time has passed), no other step is taken. Otherwise, it is removed from the context and the execution is resumed at the next item in line of the rule successor.
This dynamic generation of procedural behaviors offers great flexibility to our system, since rules can be triggered on the fly during the simulation, thus varying their impact depending on the overall state of the simulation. For example, a behavior can account for the availability of resources, such as free benches to sit on.
Floating tasks.
A key feature of PCG is the concept of floating tasks, which are agenda entries that instead of starting and ending at a fixed time, can be dynamically scheduled to be executed when the person has an available time slot. This is achieved by the combination of two operations:
FloatingSlot() creates a "free time" period in the agenda, when floating tasks can be executed. FloatingTask() creates one of these tasks, indicating its maximum duration, and the rule to be triggered as a delayed execution rule, and optionally specifying a priority. This new task is then added to a floating tasks pool.
During the simulation, when a floating slot is reached, the system chooses the highest-priority task from the current pool of floating tasks that has an applicable duration (in case of a tie, one of the candidates is chosen randomly). Then it is removed from the pool, and executed. In case of early termination of this task, it keeps choosing new tasks with the same criteria as long as they fit inside the remaining slot duration. When no suitable tasks are found, the person defaults to going/staying in the current location.
Procedural behavior simulation
Once the city information has been gathered and the citizens and high-level agendas are generated, the simulation can start. This simulation keeps track of a time of the day, and updates the persons' agenda accordingly. It then creates or destroys agents as needed in the simulated world, accounting for the persons entering or exiting buildings.
Notice that, in our system, an agent is the entity representing a person in the world, and which handles the low level A.I. and crowd behaviors such as collision avoidance or path-following to a current goal; whereas the term person (or citizen) refers to the information describing the characteristics and relationships (i.e. age, gender, the generated agenda, the ID of the household etc.). This separation provides more flexibility and improves the scalability, as for "hidden" persons we do not need agents, which are significantly more costly to simulate.
Despite the fact that our system runs a sequential simulation, it also allows to perform jumps in time (∇T ). This moves the simulation from the current time t i to t i+∇T . To handle these jumps in time, the simulation skips to a different item in each individual's agendas corresponding to t i+∇T , and computes and approximate new positions for each person (i.e. based on their position, velocity and known trajectory, it can estimate the position after δT ). This provides a plausible configuration for the simulation to continue from t i+∇T .
Algorithm 2 shows our current strategy to initialize the positions of the agents. Note that it assumes the agenda has no gaps (in such case our system would have filled them with a default "stay-at-home" task).
RESULTS
Listing 2 in Section A.6 presents a PCG rule file example used to generate agendas, which illustrates most of the supported features. The example is self-descriptive (the definition of all the functions ALGORITHM 2: Strategy to initialize the persons in the simulation.
if TaskType(q) = "GoToBuilding" then
School
Shop Work Restaurant House Table 1 . Labels used in some of our city modeling examples.
can be found in the appendix). This simple rule file can generate households with adults and kids, with their respective tasks and agendas. Kids have to be accompanied to school at the right time and adults can then go to work at their specific working hours. Buildings are chosen based on distance or other factors. Delayed rules are used to send people to the park when they have free time in their schedule, and once in the park find a bench to sit down if there is any available. This simple example file can create an entire population for our semantically enriched city, without any need to specify individual trajectories. Users can interactively modified objects locations (add/remove/copy) and the agents will automatically make the right use of those objects (in terms of usage, times, checking for availability, etc.), or alter the type of buildings or population type, and have the crowd behavior automatically updated with consistent trajectories. To observe the resulting population whereabouts, we have created heat-maps for a population of 600 individuals (see Figure 3. ) To simplify the visualization, we use a city model where we have enforced groups of building types at specific locations (See Table 1 Fig. 3. Heat-maps for 600 individuals simulated through a day, using different rule-files over a structured city (houses at top-left, workplaces bottom-right, and shops/schools on the other two quadrants). From left to right: (a) a weekday (adults go to work, and take children to school if needed); (b) a weekend where people mainly go shopping; (c). Combined rule-file adding a single rule, indicating 0.7 probability executes the weekday rule-file, and 0.3 the weekend file. Fig. 4 . Heat-maps representing a simulation for different age ranges to show their agendas and paths. From left to right: children go from home to school; adults, most of which go to work taking first the kids to school, and some go shopping; elders go either shopping or to parks.
for the symbols used.). The left-most image shows the simulation created from the rule-file in Listing 2, which represents a weekday. The center figure shows the results of a different rule-file that defines a weekend (thus nobody goes to work/school and some people go shopping). To show the re-usability and flexibility of our system, the right-most map corresponds to the combination of different rule-files, where by adding one more rule we can combine the two previous files to create an intermediate situation.
Similarly, figure 4 shows the individual behaviors based on age ranges. We can observe how the kids' heat-map on the left (from home to schools) is a subset of the adults one on the center (from home to school if they have kids, and then to work), and on the right, the heat-map for the elders (from home to parks, or groceries). Furthermore, Figure 5 shows the paths followed by a few representative individuals. We can observe rich behaviors such as people accompanying others, something that a purely random or probability-based system would not be able to handle consistently. Also, assigning all the described behaviors for 600 individuals required writing a rule-file of about 70 lines. More importantly, this rule-file adapts to any city layout with no extra effort required by the user.
Comparing our results against a fully random simulation (see Figure 6 ), where individuals travel between randomly assigned buildings, We can clearly observe how our system allows for different behaviors based on factors such as age or current time, and rich behaviors such walking in group, while it also inherently prevents inconsistent cases such as individuals entering and exiting from different buildings. It is important to remark that our system can also accommodate some degree of randomness to increase variability, but, as this randomness is included at the rule-set level, always guaranteeing consistent high level behaviors that enrich the overall plausibility of the crowd.
Integration and User Interface
PCG has been integrated with Unreal 4 Game Engine. Thus path finding, local movement and animations are taken care of by the engine, and our work focuses on the higher level agenda generation (1) simple case of an adult leaving home and going to work; (2) example of an adult (green) taking his/her child (purple) to school (with colors overlapping), and then the adult continues alone to his/her work; (3) two persons go shopping and then back home; (4) two elders head to a park; one found an empty bench and sat there, while the other one found all benches in use and went back home. Fig. 6 . Heat-map and three sample paths from a fully random simulation, where individuals move between randomly chosen buildings. Notice the homogeneity of the heatmap, and the incoherent entering and exiting of buildings in the paths for a 24h simulation.
and simulation of consistent whereabouts for the crowd. The editor allows us to visualize and edit intermediate results, such as geometry, semantics, layout, or location of objects.
City, population and agendas are generated as a preprocess step. Then while the simulation is running, the user may also preview the agenda for each individual, to consult their personal information Fig. 7 . An example of generated agenda, seen in the inspector view implemented for the UE4 editor.
(age, sex, etc.) along with their schedule. This information is shown on the Person Inspector view (see Figure 7) . Figure 8 displays different moments of a morning scene for some streets of a city, showing the evolution of the behaviors. In this example, we can see how the volume of people increases heading to work and children going to school as we approach 08:00 (the school and work starting hours), but there is still some movement a few hours later (e.g., some elder women are set to go to a grocery). Notice also the occupation of the park, where most elder people are set to go. Once there, if they noticed that there were no free benches anymore, they returned to their homes, as real people would do.
We would like to emphasize the simplicity of the rule editing process, as authors have not to worry of any agenda-related conflict since the framework resolves collisions in agenda entries, and they may also use delayed-execution rules to perform actions depending on the current state of the environment. Although limited in number of operations and functions, the current system has allowed us to evaluate its potential at the authoring level, where we could verify that the simulation system and its reusability are two of the biggest advantages when trying to populate large virtual environments. Another advantage of the system, is that as more interactable objects are included in the framework, the potential for authoring environments increases greatly. Currently, it is possible for example to copy&paste or move benches in a park or street and then run a simulation where agents will interact correctly with them.
Qualitative comparison
PCG offers a new, rule-based procedural approach to author high level consistent behaviors for all inhabitants in a crowd. Most current crowd simulation methods are not intended to give individuals a meaningful purpose, but target the crowd movement (e.g. flows, steering, local avoidance, densities or formations), without paying attention to individuals' high level behaviors. Therefore the evaluation of PCG as a simulation tool by comparison against other approaches is difficult. Of the few works that attempt to include some meaning to the individuals in a crowd, such as the works by Allbeck and Badler [Allbeck and Badler 2002] , Maim et al. [Maim et al. 2007] [Bulbul and Dahyot 2016] , or the more recent ones by M. Kapadia [Kapadia et al. 2016b ], Krontiris et al. [Krontiris et al. 2016] , and Kapadia et al. [Kapadia et al. 2016a] , it is easy to see that PCG is able to accommodate their results and provide a much larger and flexible framework for high level behavior specification. Any direct comparison with those would not only be unfeasible, but also unfair one way or another, as our goals differ.
Although direct comparison is difficult, we can qualitatively compare our approach with the few works in the literature that have a goal closer to ours. For example, Ontology-based models [de Paiva et al. 2005 ] also aimed at generating semantic-driven crowds. In this case, generic agent profiles are defined by hand, and then assigned to individuals. The results may appear somehow similar to ours, although their approach is quite different. The main issue is the rigidity of the profile system, where specifying slightly different behaviors would require defining multiple profiles, while in our system this can be accommodated by just adding some controlled randomness at a certain rule. In addition, the ontology-based model does not support multi-agent behaviors such as going to a certain place in group, and only deals with the individual level. Our system, on the contrary can plan group behavior by creating consistent agendas automatically and thus having individuals doing things together (e.g. going to school accompanied).
Another relevant work for our comparison, is the one by Kraayenbrink et al. [Kraayenbrink et al. 2012] . They proposed a system based on satisfying agent ambitions and desires. Although this provides for a very rich simulation of agents, it runs on heuristic formulas and optimization, which limits it to small crowds of 100-200 persons. With our work we want to achieve a compromise of rich behavior and fast simulation times, enabling much larger crowds. Also, the user needs to define mathematical formulas to evaluate the ambitions, which are not intuitive, and may become difficult to balance as the amount of behaviors increases.
Finally, we also wanted to compare against state-of-the-art video games, although in most cases little technical details can be found regarding their crowd implementation. This is also further obscured as developers sometimes confuse terminology by calling behaviors what are simply animations. By observation, in general we found that NPC behaviors are currently tackled in a two-level way: main characters (e.g., companions) tend to have rich behaviors defined manually using techniques such as Behavior Trees, while background characters tend to just use simple simulation methods for roaming in the world with little consistency (i.e., no actual goals) while running non-complex behaviors. With our system we try to extend the benefits of the first kind to all characters, by dealing with the main issue of requiring manual case-by-case specification.
CONCLUSIONS AND FUTURE WORK
We have presented a new framework for the procedural generation of semantically augmented virtual cities, which include information of land usage, zones of interest, and tagged or interactable objects. Our framework uses rule systems to generate both the city buildings geometry and semantics (an extension over the existing CGA), and the behavior of their inhabitants (using our novel PCG system), as well as custom or real-world data to generate the distribution of the population characteristics. Our results already shows these features, demonstrating not only its feasibility, but also its flexibility and design power. The success of authoring software packages like CityEngine [Esri 2016] , also based on grammars and rule sets, make us confident of the practicality of the proposed method.
In any traditional implementation, both the city and its population are modeled as disconnected processes that require user intervention in order to make the population react to the environment. Usually, the only automated process is the generation of a navmesh and collision information to avoid the agents to go through walls. To the best of our knowledge, this is the first procedural framework that bridges the gap between the static geometry (the city) and its dynamic population (the virtual agents), by including semantics and flexible agendas, in a fully automatic yet controllable manner.
PCG provides an authoring system that builds on the large deal of experience in procedural modeling techniques and grammar-based rule sets to provide an easy-to-use tool that allows, through some simple and logical rules, to specify complex, life-like behaviors in a population. Also, our framework allows a seamless integration with urban models in general, and procedural modeled ones in particular, resulting in a holistic tool that allows authoring a whole urban landscape and the behaviors of its inhabitants in a simple, powerful and, perhaps even more important, familiar way. It is important to remark that this technique is able to generate consistent schedules and trajectories, so it proves a very useful tool to enhance the realism of secondary characters in games, or even to provide a tool for urban planners and other stakeholders to assess the impact of new developments in the city.
One limitation of the current implementation is that the agendas are generated at the beginning of the simulation and remain static for the entire execution. Although we provide the means to generate dynamic and emergent behavior by using delayed-execution rules or floating tasks, it would be interesting to allow on-the-fly modification of all the agenda contents (e.g. as a result of interaction with other persons). Furthermore, relationships between tasks like precedence should be observed, as some tasks may not make sense unless another task was or will be performed.
As future work, there are several directions in which the framework could be expanded. The generation of the layout of the city would be one option, in order to achieve less regular cities and increase the realism. In addition, the system could be extended in order to include vehicles, since they play an important role in the citizens' whereabouts.
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Appendices

A APPENDIX A.1 Extensions to CGA building generation
Two new operations have been added to the CGA language in order to add semantic information to the generated shapes. These operations can be used in the successors of the user-written rules, and affect the current CGA scope at that point (i.e. the "bounding box"):
• entrance("btype"), btype ∈ {school, house, shop, workplace, leisure, etc}: creates an entrance to a building of the userdefined type, at the origin of the current scope.
• zone("ztype"), ztype ∈ {park, road, bike lane, etc}: defines a zone of interest of an user-defined type spanning the current scope. If it is a 2D scope (e.g. polygon), it will be extended into a prism along its normal direction.
A new annotation has also been included, which can be written right before a rule:
• @Object("otype"), otype ∈ {bench, light, fountain, etc}: tags the rule production and all its sub-productions as a separate entity to the lot geometry, and marks it with the specified user-defined tag.
A.2 PCG syntax
An agenda rule set starts by a declaration section where typically a set of attributes (whose values may be overridden by the execution input) and constant values are initialized with the simple syntax: variable = <value> The body of the rule set is composed by a sequence of rules, each one of the form:
predecessor -> successor Where the predecessor is simply an identifier label, and the successor consists of an ordered sequence of parameterized commands (which resemble function calls). Each command may be a recursive call to execute another rule, or the call to an operation which as side-effect alters the current execution context. The arguments passed as parameters may be constant values, variables, calls to functions expressions combining them (using values and/or variables).
The @StartRule annotation before a rule predecessor is used to mark the default starting rule of the rule set itself. During an agenda generation, the commands in the successor of a rule are executed sequentially, performing the rule and operation calls.
Similarly to CGA, our PCG defines a set of global read-only variables, as well as a set of supported functions (which return some value and can be used inside expressions) and operations (which can be used in the body of the rules producing side-effects to the execution context). The subsequent appendices describe respectively the supported sets.
A.3 Global variables in PCG
Some built-in read-only global variables exist, which can be accessed to query attributes of the household or of the currently focused person. Currently PCG supports the following variables:
• home: The ID of the building where the household lives.
• gender: A Boolean which represents the person gender (True for woman and False for man).
• age: A number representing the person age.
• person.id: ID of the currently focused person (-1 if none).
• household.id: The ID of the current household.
A.4 Functions in PCG
Functions in PCG are used to encapsulate calculations, or query information about the simulation world (e.g. city properties), and are not used directly in rules, but they return a value and are used expressions as parameters for other functions or operations. Some functions expect parameters which are numerical references to buildings, citizens or households. The system provides some built-in functions, but users may define custom ones. The current list of built-in functions in PCG is:
• getDistance(<buildinд1>, <buildinд2>): Computes the distance on the navmesh between entrances of two given buildings.
• getDistanceInTime(<buildinд1>,<buildinд2>): Computes the expected time required to travel between the two specified building entrances. Requires having a person focused, as it uses the person's walk speed to perform the computation.
• findBuilding(<buildinдType>): Returns a reference to a building of the given type, selected at random.
• findNearestBuilding(<buildinдType>, <buildinдID>): Returns a reference to the building of the given type closest to the building provided as last parameter.
• findObject(<type>, <radius>): Returns a reference to a random object of the given type, like benches, parks, or any other object within the city. If a radius is provided, only objects within that distance from the current person are considered.
• isValid(<obj>): Returns a Boolean indicating whether a returned building, object or zone ID is valid or not. Can be used to check whether the functions to find items failed or not, and write fallback behaviors.
• count(<predicate>): counts the number of household members that match the specified criteria. If no predicate is given, returns the total number of members.
• chooseMember(<predicate>): function that chooses and returns the ID of a member of the household among the ones matching the specified criteria. This function can be used, for example, to choose an adult from the household that can carry out a required action. The predicate may be also an heuristic scoring function, in which case the member that is evaluated with the largest value will be selected (or if multiple ones are, one of them is randomly chosen.)
A.5 Operations
Operations can be used in rules, and as opposed to the functions, they do not return a value. Instead, they cause some effect on the current execution context such as creating a temporary variable, or creating new agenda tasks.
The main set of the supported operations operations is aimed at inserting different new actions into the agenda, and most of them take as arguments a start (t 0 ) and end (t 1 ) times. For these operations to have an effect, a member of the household must be focused. Then this focused member will be the only one affected. These operations are:
• stayInside(<t 0 >, <t 1 >, <buildinдID>): instructs the person to stay "hidden" inside the given building between times t 0 and t 1 .
• goToBuilding(<t 0 >, <t 1 >, <buildinдID>): makes the person walk its way to the specified building starting at time t 0 , and enter it when reached, remaining inside until time t 1 . The difference with the previous one is where they are expected to be at the initial time.
• accompany(<time>, <condition>): creates a shared group task where the current person is the "leader", and other household members matching the condition join. The task goal and start/end times are copied from the first non-leader member agenda, taking the agenda entry that would execute at the time specified as parameter. This operation is used in our examples to create tasks for a parent to accompany their children to school.
• delayedRule(<t 0 >, <t 1 >, <ruleN ame>): creates a delayedevaluation order for the person to execute a rule as a task in a specified time slot. The specified rule will be used as the starting point to dynamically generate a behavior for the person. This takes into account factors such as resource availability (e.g. occupied park benches) and creates the basis for other emergent behaviors. The delayed rule executions have some particularities (detailed in the next section), and a different set of possible rule operations, as listed below.
• floatingSlot(<t 0 >, <t 1 >): Specifies that the user has "free time" in a period, and can execute one or multiple tasks from the pool of floating tasks as long as they fit in this slot starting and ending time. When there are no suitable tasks, the person defaults to remain inside their house.
This other set of operations can pause the execution until a given condition is meet, for instance after a certain time has passed, and are used in the rules triggered in delayed execution:
• wait(<seconds>): keeps the person idle standing still for the specified duration.
• goToZone(<zoneType>): finds and entrance to the nearest zone of the given type, and makes the person walk to it, blocking the execution until it is reached.
• goToObject(<objectId>): makes the person walk to the given object, and stalls execution until it is reached. • interact(<objectId>): interacts with the specified object (if that is possible). For instance, in the case of a bench it means to sit there.
Finally, a few other operations have unique effects:
• members { <cond1>: <actions1> | <cond2>: <actions2> | ...}: for each member in a household, each condition is verified in order and -only-the matching entry, if any, has its actions executed.
• floatingTask(<duration>, <ruleN ame>, [<priority>]): Adds a new task to the pool of floating tasks, to execute the specified rule (as a delayed rule execution) with the specified maximum duration. The priority is an optional real number, which defaults to 0.
