Abstract-There are basically three approaches for carrying out fast block motion estimation: 1) fast search by a reduction of motion vector candidates; 2) fast block-matching distortion (BMD) computation; and 3) motion field subsampling. The first approach has been studied more extensively since different ways of reducing motion vector candidates may result in significantly different performance; while the second and third approaches can in general be integrated into the first one so as to further accelerate the estimation process.
I. INTRODUCTION
T HE role of motion estimation can hardly be underestimated in today's video coding and processing systems, because motion vectors are crucial information for the temporal redundancy reduction [1] - [4] . So far, the most successful technique for motion estimation is perhaps the block-matching method [5] - [18] . To do this, a video frame is first partitioned into blocks (typically, 16 16) and a search window is defined. Then, each block of the current frame is compared against all blocks of a previously processed frame within the search window. The motion vector is finally obtained by searching for the minimum point on an error surface that is composed of the block-matching distortion (BMD) over all candidate motion vectors within the search window.
Nevertheless, motion estimation, even using the blockmatching technique in which the mean absolute difference (MAD) is employed to measure the BMD, still requires huge computations. In particular, it has often become a bottleneck problem in real-time applications if the traditional full (or exhaustive) search method is used. To illustrate this, let us consider a typical MPEG-1 application [19] : Suppose that a 15 15 search window 1 is used for a video sequence with common intermediate format (CIF) and 30 frames/s, it can be found that the MAD-based full search for motion estimation will have to do about 1.35 billion (integer) additions and 0.68 billion comparisons per second! In fact, this amount of computations can take up to 75% of the computing power of the whole encoding system. (As an example, we found that 8 out of 13 chips in C-Cube's encoder board are for motion estimation.) For future high-definition television (HDTV) applications, much larger search windows (e.g. 128) will be used, thus resulting in a computational demand that is several order of magnitude higher than that for MPEG-1 applications [20] . Clearly, full search is very unlikely to be implemented in real-time for such applications, and thus how to speed up the block motion estimation with negligible performance degradation has become a hot topic since the early 1980's.
The existing fast block-based motion estimation algorithms can be roughly divided into three approaches: 1) fast search by a reduction of motion vector candidates, including many conventional fast search algorithms (such as the three-step search (TSS) [5] , the two-dimensional (2-D) logarithmic search [6] , the conjugate directional search [7] , [8] , etc.) and adaptive/predictive search algorithms [16] - [18] ; 2) fast BMD computation, e.g., the decimated MAD [9] , the projection-based approach [10] , and the matched pixel counting [11] ; and 3) block motion field subsampling, with the 2 : 1 motion field subsampling and subblock matching [9] as typical examples. As these approaches are independent with respect to each other, they can in general be integrated together, resulting in a number of sophisticated algorithms so as to provide higher speed-up ratios. However, such an integration must be done very carefully to avoid some unacceptable degradation that might be produced.
During the past two decades, the first approach has been studied much more extensively as compared with the other two approaches. Fast algorithms of this type are in general multistaged, and the motion vector candidate reduction can in principle take place in each stage, i.e., the algorithms do not compare the current block with every block included in the search region (in the corresponding stage), but only with a subset of such blocks, thus resulting in a reduction of motion 1 2 Obviously, how to optimally select this subset of blocks is the most important task. As each block can be represented by a point which we call the checking point, we will refer to this optimization problem as the design of checking point pattern (CPP) from now on. On the other hand, almost all existing algorithms of this type are based on a unimodal error surface assumption [6] , which thus leads to a uniform CPP solution. However, since this assumption is often not true in real-world video signals, and, at the same time, none of these algorithms has made use of the correlation information of block motion fields (either global or local), they would become neither efficient nor reliable when local minima exist in the error surface. To prevent this, a simple but perhaps the most reliable strategy is to put one of the checking points as close as possible to the true motion vector point so that the chance of catching the true motion vector (through a secondstage local search) is maximized. In other words, the distance from the global minimum to the closest checking point, DCCP for short or in notation, would be a good measure for the goodness of a fast algorithm. The new algorithms developed in this paper will all be based on the minimization of this distance or the one that is modified slightly.
The remaining part of this paper is organized as follows: In Section II, we present an in-depth study on the MAD error surface and formulate the CPP design into an optimization problem. During this minimization process, we will consider two types of CPP's: fixed (for either the whole video sequence or a frame) CPP's and adaptive (variable or dynamic) CPP's that are designed by utilizing motion vector correlations.
Variable CPP's are designed using a predictive approach, based on statistical behavior of block motion field, including motion vector distribution (MVD), motion vector correlation (both spatial and temporal), motion vector evolution in different scales in the spatial/temporal domain, etc. Thus, we will focus our studies on these statistical properties in Section III.
Based on the studies in Section III, we propose in Section IV an adaptive fast search algorithm for MPEG-1 applications, together with an analysis on the algorithm's complexity and some simulation results. In Section V, we present a hybrid idea to combine a fixed CPP with an adaptive CPP so as to further improve the overall performance of a fast search. Finally, some conclusions are drawn in Section VI.
II. A FRAMEWORK OF FAST MOTION ESTIMATION ALGORITHMS

A. Definition of MAD Error Surface
Suppose that the maximum motion in the vertical and horizontal directions is there are thus candidates in total to be checked if the full search method is used, each corresponding to a point (called checking point) in the search window. The MAD values resulted from these points form an error surface (1) where the block size is taken as denotes the position of the candidate motion vector, and and refer to the blocks in the current frame ( th frame) and the reference frame [ th frame] that are to be compared. The complexity of this error surface has a significant impact on the performance of the algorithm. Almost all conventional fast algorithms have explicitly or implicitly made the following assumption [6] : the MAD increases monotonically as the checking point moves away from the global minimum or the error surface is unimodal over the search window. Unfortunately, this assumption is usually not true (as demonstrated by the example shown in Fig. 1 ) due to many reasons such as the aperture problem, the textured (periodical) local image content, the inconsistent block segmentation of moving object and background, the luminance change between frames, etc. [21] . As a consequence, the search would easily be trapped at a local minimum.
B. Reliable Search Through Minimization of DCCP
Despite that the error surface defined above exhibits uncertainties in large spatial scale, we can reasonably assume that it is monotonic in a small neighborhood around the global minimum. In the existence of local minima, one simple but perhaps the most efficient and reliable strategy is to put (at least) one checking point as close as possible to the global minimum point (representing the true motion vector), as illustrated in Fig. 2 . This is equivalent to reducing as much as possible the distance from the true motion vector to the closest checking point, i.e., DCCP. If this distance is small enough, it will be very likely to find the global minimum through a local search. Therefore, it is easy to understand that the DCCP measurement (denoted as ) can well serve as a good criterion for the CPP design in a fast search algorithm. Fig. 2 . A nonunimodal error surface sampled by checking points: If one of the checking points is close enough to the global minimum, it will win and the global minimum can be successfully found; otherwise, a false checking point will win and a local minima will be found.
For a block with error surface let us suppose that the CPP is ( denotes the number of checking points included in the CPP), the global minimum point is the checking point closest to the global minimum is the winning checking point is and the BMD is for the checking point Then, for this block can be obtained as (2) where stands for the Euclidean distance measure, and its important role in the development of a reliable search can be further seen from the following discussions.
1) In a hierarchical fast search scheme, the global minimum can be reached only if a local search is conducted around This requires one of the nearby checking points of to be the winner so that the local search around this winning point can cover Thus, the smaller is, the smaller region we need to cover in doing the local search, yielding a bigger saving factor. 2) In case that one checking point other than the closest one wins the first-stage search, it is obvious that If we adopt a local quadratic error surface model, i.e., then the distortion can be effectively suppressed by decreasing the distance indicating that the fast search produces only a small distortion.
3) For a given error surface, the winning point is jointly determined by the configuration of all checking points in the CPP. In other words, the checking points become competitors to each other if, indeed, there are any local minima. Therefore, decreasing directly increases the chance that the checking point wins and consequently increases the chance of catching the global minimum. Although the objective for individual searches is straightforward, it becomes nontrivial when one tries to design a universal CPP for a sequence of frames such that for each individual search (on each block)
is minimized or at least well controlled within a small value. Actually, such a universal solution usually does not exist. Hence, we have to do compromise among all blocks so as to obtain a CPP that best fits to all these blocks in a statistical sense. In the meantime, the performance of a fast algorithm is also judged by its speed-up ratio and robustness. For hardware implementation, regularity is also an important factor to be considered. Hence, tradeoffs have to be made carefully among all these issues. Basically, there are two types of solutions which respectively employ fixed and variable CPP's, as discussed in the following.
C. Fixed CPP Solutions
A fixed CPP that is used for the fast motion vector search can be obtained through minimizing the following expected DCCP [13] : (3) where consists of all points in the search window, is the checking point that is closest to and is the probability that the true motion vector occurs exactly at (i.e., equivalent to the MVD).
It is obvious that the design of an optimal CPP depends on the scale of the spatial and temporal domains over which the MVD is defined. If some training motion vectors are available or the MVD can be obtained (or estimated) from a local motion field (i.e., within one frame), the CPP designed by minimizing (3) is fixed for all the blocks within that frame but will usually change over different frames. If the MVD is derived from a long-time observation of a sequence, the CPP obtained by minimizing (3) will be fixed for the whole sequence.
Interestingly, we find that the optimal CPP design through (3) takes exactly the same procedure as the design of a vector quantization (VQ) codebook. Hence, all VQ design algorithms can be used to design the CPP, using either an estimated MVD or a set of training motion vectors.
Due to the intrinsic property of a long-term MVD, an overall fixed CPP usually takes a very regular structure, thus highly facilitating an economical VLSI implementation. As a good design example for fixed CPP's, we have introduced in [13] a new three-step search (NTSS) algorithm that has significantly improved the performance of the TSS method. On the other hand, the drawback of a fixed CPP solution lies in its relatively low efficiency. One method for improvement is to increase the point density. Another tradeoff is to design CPP's that can adapt to local (frame-based) motion statistics, as discussed next.
D. Dynamically Constructed CPP's
The spatial/temporal motion vector correlation is often quite high. (A thorough study on this issue will be presented in the next section.) This property has actually been employed in several fast algorithms [16] - [18] to predict the global minimum point. Similarly, this property can also be used to construct some CPP prediction, thus resulting in variable (dynamic or adaptive) CPP solutions. In Section IV, we will present such a prediction-based algorithm in which both spatial and temporal correlations can be utilized.
Nevertheless, in the case of moving object boundaries or very noisy block motion fields, such prediction-based searches may become unreliable. In order to make use of all possible benefits of a local prediction while keeping the robustness of the fast search, one can use a hybrid method that "shapes" the distribution of , whereas the CPP for each individual search is composed of two parts: 1) a CPP that is dynamically constructed using spatial and/or temporal local motion vectors and 2) a fixed CPP that is used to limit the largest that might be produced. This idea will be further studied in Section V.
III. MOTION VECTOR DISTRIBUTION AND SPATIOTEMPORAL CORRELATION
The importance of MVD's for the CPP design has been very clear from (3) . It is also seen from (3) that an MVD must be known deterministically for an overall fixed CPP design or predicted for an adaptive fast search algorithm. Such an MVD prediction depends completely on spatial and temporal motion vector correlations. In this section, we will present a thorough study on both MVD and motion vector correlations based on real-world video sequences.
A. Conventions
A motion field is composed of a set of spatially ordered motion vectors (one for each block) in the current frame, and it relates to two frames: the current frame and the reference frame. The motion field distance between two motion fields is defined as the frame distance between the two corresponding current frames. For example, the motion field distance is between and To illustrate its definition, Fig. 3 gives an example for the MPEG application. Suppose that the IBBPBBP . . . coding style is adopted, the frame distance (which is different from the motion field distance) will be three for the P-frame motion field, two for one of the B-frame motion fields, and one for the other B-frame motion field. However, from Fig. 3 , we see that in such a configuration, the motion field distance for the same type of motion fields is always three.
We always use the motion vectors obtained by the full search algorithm to measure the distribution of and MVD unless otherwise specified, where a total number of 200 frames of the Football and Table Tennis sequences are used. The frame distance is set at one, two, or three, respectively.
B. Motion Vector Distribution
Usually, a global (long-term) MVD (measured over 200 frames) is highly biased toward the search window center, especially in applications such as videophone and video conferencing. This is due to the fact that stationary and quasistationary blocks become dominant in these applications. This is true even for motion fields with large frame distance, as demonstrated in Fig. 4 . On the other hand, local (short-term) MVD's could be quite different from the global one, especially when there exist pans, zooms, or rotations in the scene. In Fig. 5 , we show two frame-based MVD's from which we can see that the majority of motion vectors are far from the search window center.
As observed in many real-world video sequences, a global MVD can be approximated, to a certain extent, by a circularly symmetric Laplacian distribution. Nonetheless, there still exists a technical problem when one tries to solve the minimization problem corresponding to (3): no analytical solutions can be derived, even for some simple distributions [22] , simply because we cannot find before we complete the CPP design. Consequently, to solve this optimization, one has to run a training process and the solution obtained is typically suboptimal.
C. Correlation of Frame-Based MVD's
Suppose that is the MVD for motion field and the search window size for the given frame distance is in both directions, it is easy to verify that (4) and (5) Now, we define the correlation between two MVD's and as shown in (6) at the bottom of the page. Geometrically, is the cosine of the angle between and Table I summarizes some results (motion field distance is set at one) and Fig. 6 plots one of the correlation curves. From them, we see that the average correlation among the frame-based MVD's is fairly high, thus well supporting the temporal MVD prediction that will be used later in our adaptive algorithms. However, the correlation may become very small for some motion fields, as shown by one example in Fig. 6 (between motion fields 162 and 163 in the Football sequence whose MVD's have been shown in Fig. 5 ). Obviously, the small correlation is due to the shift of the motion vector center. This shift represents the acceleration factor due to camera motion. Nevertheless, the MVD prediction will still be acceptable, even without adding other available information (as will be seen later when we present simulation results for our adaptive algorithms).
D. Interblock Motion Vector Correlation
Interblock motion vector correlation is conceptually equivalent to the smoothness of a motion field. The (6) smoothness property implies that the distance from the motion vector of a block to the motion vectors of its neighbor blocks is small. For each block, if its motion vector is very similar to the motion vector of one of its neighbor blocks, we can thus naturally construct a CPP using these neighbor motion vectors to obtain a quite accurate search. This observation tells the motivation of measuring the interblock motion vector correlation. To study this issue further, let us construct a variable CPP for block by using the motion vectors from its eight-neighbor blocks where Then, for this block can be computed using (2). For the whole motion field or a collection of motion fields, we can generate the distribution of and then obtain certain important statistical features, such as the mean, maximum, etc. The expected represents the expected additional distortion due to fast search, while the maximum is directly related to the robustness of fast search. If it is so large that it goes out the local search scope, the global minimum will never be found by using the constructed CPP.
For motion field (of frame ), let us estimate the framebased average DCCP as (7)   TABLE II  INTRAFRAME OVERALL DCCP   where denotes the DCCP at location and and are, respectively, the numbers of blocks in the horizontal and vertical directions. Finally, considering the whole test sequence, let us calculate the overall average DCCP as (8) where is the number of frames in the sequence. Fig. 7 shows the distributions of DCCP for the Football and Table Tennis sequences with frame distance one, two, and three, respectively. From them, we find that for all cases, the DCCP distribution is well shaped to be highly concentrated around zero. In particular, for frame distance one, the average DCCP of both sequences is less than Thus, if we use the motion vectors of neighbor blocks as the candidate motion vectors in the fast search (neglecting the noncausal problem), the search result should be quite close to that of the full search algorithm. As a result, one can easily understand why the 2 : 1 block subsampling [9] (four neighbor block motion vectors are used) and the causal prediction [18] work quite well for frame distance one.
However, the interblock motion vector correlation decreases as the frame distance increases, and this fact can also be verified from Table II from which we see that increases almost proportionally to the frame distance. This observation implies that the risk of using neighbor block motion vectors to do prediction increases as the frame distance increases.
E. Interframe Motion Vector Correlation
Similar to the interblock motion vector correlation, we can define and measure the interframe motion vector correlation in the temporal domain. For block in motion field , we construct a variable CPP using the motion vectors of block and its eight neighbors in motion field , as illustrated in Fig. 8 . Then, the DCCP for each block can be computed by (2), thus obtaining its distribution, the frame-based average DCCP , and the overall average DCCP Table III summarizes some experiment results where we have set the motion field distance From this table the following observations are clear: 1) it is seen, based on the overall average DCCP's, that the temporal motion vector correlation is not as stable as its spatial counterpart-the maximum DCCP's in Table III are significantly larger (though the average DCCP's are comparable to those achieved in the intraframe case), implying a larger risk when using the temporal correlation property for designing a prediction-based Table Tennis. fast search; and 2) the correlation is further decreased when the frame distance increases.
We present in Fig. 9 some results on the DCCP distribution when we do the temporal-domain CPP prediction using the motion vectors of Football and Table Tennis sequences. The frame distance is three for Football and one for Table Tennis , while the motion filed distance used to do the temporal prediction is one, two, or three, respectively. From this figure, we find the following.
1) As the frame distance increases, the prediction becomes less effective, as demonstrated by the big portion of larger distances (we only plot the distribution within distance six, but the actual distance can extend up to 40). 2) As the motion field distance increases, it seems that the prediction has not been affected much. This property is especially important for MPEG applications where the prediction may rely on motion fields with distance three.
IV. AN ADAPTIVE FAST MOTION ESTIMATION ALGORITHM
As we have seen earlier, a CPP is obtained by solving the optimization problem defined in (3) which is no more than a simple VQ codebook design problem if the MVD is given. Based on a lot of simulations, we found that the simplemeans algorithm is good enough. Here, the question is: how can we obtain the MVD of one frame before we practically start the search of motion vectors of this frame? To solve such a dilemma, it seems that the only possible way is to perform a prediction. As a result, an adaptive fast search algorithm can be derived naturally, as described in details as follows.
Step 1) For motion field use the center-biased global CPP (such as the one proposed in [12] ) for motion estimation; set loop_counter and threshold
Step 2) For motion field use the checking points in to classify the motion vectors in into (total number of checking points included in ) clusters by the nearest neighbor rule; form an updated CPP from the centroids of all clusters.
Step 3) If or Table Tennis. , and go to Step 2); otherwise, and go to Step 4).
Step 4) For each block in motion field , use as the CPP to do the first stage of fast block matching search; a local search around the winner is then followed. Step 5) and go to Step 2). In the above algorithm, Steps 2) and 3) actually form themeans training phase for the CPP, where the checking points are adjusted to follow the change of the short-term MVD. The training stops when the relative change in the average DCCP's is less than the threshold or the number of loops is larger than four. 3 Given a CPP for , the average DCCP 3 With a lot of simulations, we found that almost all training processes stop within three iterations. Thus, we believe it is sufficient to set the largest loop number at four. that appears in Step 3) is computed as (9) where is the total number of motion vectors in is the number of motion vectors in cluster is the centroid of the th cluster, and is the th motion vector in cluster . It is clear that Step 4) is a two-stage motion search procedure. A fast search is first performed using the predicted CPP. At the second stage, a local search (either full search or fast search) that is constrained within a much smaller area is performed so as to improve the search accuracy.
A. Complexity Analysis and Discussions
The following complexity analysis consists of two parts: 1) the number of block-based comparisons in the adaptive algorithm and 2) the computation used for the CPP training.
For the first part, let us assume that the adaptive algorithm checks points in the first stage and checks points in the local search. Then, we can easily find that the speed-up ratio is
We have observed from lots of simulations that excellent quality can be maintained at speed-up ratio around ten.
We found by simulation that most of the trainings stops after three or even two loops, thus indicating that the training process does not require much computation power. A detailed analysis is presented as follows.
For a frame size , there are totally motion vectors to estimate in each frame. Suppose that the training loop number is limited by four, the maximum number of distance calculations we have to do is Notice that the training often stops after two or three iterations. Hence, the above equation indicates the worst case. Even though, as compared with the number of MAD calculations of the full search method which is , we find that the number of distance calculations is at most 40% of the number of MAD calculations in full search (as is usually selected to be bigger than ten). On the other hand, a distance calculation involves only two 2-D vectors and thus is much simpler than a block matching that involves two blocks. Taking this into account, we can conclude that the CPP training process only takes a tiny fraction of the system's computational power. Moreover, since all motion vectors are integers and vary within a small range (not greater than ), we can use look-up tables for distance calculation in hardware implementation.
In this adaptive scheme, the CPP is fixed for all blocks in a motion field. However, it is also possible to incorporate the local statistics of motion vectors, while the local information comes from two sources: 1) the previous motion field that has the same type and 2) the adjacent (causal) blocks in the current motion field. Instead of selecting the best search center as in [18] , we can check all causal neighbor motion vectors and the neighbor motion vectors in the reference motion field. For the large search window case, this method brings little computational overhead, with the benefit of saving time for the block-based search center determination. This idea will be further investigated in Section V.
With a fixed number of checking points, it may sometimes happen that a few checking points have no motion vectors falling into their nearest neighbor regions. We name these checking points as the free points. It is observed from simulations that the number of used (or active) checking points is roughly proportional to the motion compensation error, which can change drastically within a long test sequence. If we discard all or some free points when the motion complexity decreases, there will not be enough number of checking points to provide an accurate estimation when the motion complexity increases. A simple solution is to reallocate these free points in the search window. To avoid sophisticated control operations, we have tried two simple methods: replace the free points by some points in a strip area between the center and the boundary of the search window; or leave the free point unchanged when the other points are updated. The simulation results are sightly different, but there is no statistical evidence to show which one is better.
B. Simulations
Here, the Football and Table Tennis sequences are selected  and the search scale for frame distance one, two, and three are and , respectively. The number of checking points in the first step is chosen as The initial center-biased CPP used in the first step of our adaptive algorithm is obtained by superposing three regular CPP's as follows [12] : 1) 8 : 1 subsampling on the search window (a 4 : 1 orthogonal subsampling followed by a 2 : 1 quincunx subsampling, denoted by all unfilled circles in Fig. 10 for  ) ; 2) 8 : 1 complementary subsampling on the center quarter region of the search window (as shown by lightly filled circles in Fig. 10) ; and 3) center of the search window and its eight neighbors (as shown by fully filled circles in Fig. 10) .
In order to observe the robustness of our adaptive algorithm, we have totally tested 200 frames for each sequence. Table IV lists the actual speed up ratios that have taken into consideration the local search (where we selected 18 checking points to do this local search). 4 For the case of consecutive motion field prediction in which the motion field distance is fixed to be one (the frame distance can vary from one to three), we present in Fig. 11 two examples where the MSE of our adaptive search is compared against that of the full search. From this figure, we see that the MSE performance of our adaptive search is very close to that of the full search algorithm.
For MPEG-1 applications where the IBBPBBP . . . frame style is adopted, we use the same type of motion fields to do the prediction. Hence, the motion field distance will be three, and the prediction will generally be poorer than the previous case (motion field distance is one). However, from the MSE comparison shown in Fig. 12 , we find that the adaptive algorithm still works quite well, except that there is some overshoot for the P-frame prediction.
V. HYBRID ALGORITHMS USING LOCAL MOTION VECTOR CORRELATION
The adaptive algorithm proposed above makes use of interframe motion vector correlation property through the framebased MVD. It has been verified via experiments that this adaptive algorithm converges very quickly and is quite robust. However, since the CPP designed this way adapts to the frame-based MVD rather than local statistics for individual blocks, it will be less efficient for some particular blocks. In order to adapt to block-based motion statistics, the CPP should be updated in a block-by-block basis. However, this block-by-block updating manner makes the algorithm too time consuming and also brings heavy overhead. Based on these observations, it seems that a hybrid method could offer a good compromise where we will jointly use a fixed CPP and a Table Tennis. variable CPP constructed based on local spatiotemporal motion correlations.
To demonstrate the power of this hybrid fast search idea, let us consider an example where we study the possible improvement by combining the TSS method with a causal spatial prediction (CSP). In this example, we are dealing with three CPP's: a fixed CPP for TSS, a variable CPP for the causal spatial motion vectors for each block (i.e., the motion vectors of those causal spatial blocks [18] form this variable CPP), 5 and their combination Although a spatial prediction is effective in most cases, it may not be robust enough due to the long tail of the DCCP distribution. On the other hand, although 5 There are totally four motion vectors in C CSP of block (n; m) that are obtained from blocks ( the DCCP distribution for the TSS algorithm is not biased to zero, the largest DCCP is limited to be Therefore, it is expected that the DCCP distribution after combination should be highly zero-biased (due to the variable CPP ) and have no long tail (due to fixed CPP ). Fig. 13 shows the DCCP distributions for TSS, adaptive TSS (in which the TSS's CPP is used to initiate the adaptive algorithm), and TSS_CSP from which it is clear that all the above expectations have been made true. Also from this figure, we see that the DCCP of adaptive TSS is relatively more concentrated to zero than the TSS algorithm (thus showing the adaptability of our algorithm), but is not as much as that of Hence, we can predict that the performance of this adaptive TSS is also between those of the TSS and TSS_CSP algorithms. The performance comparison of these three algorithms is presented in Fig. 14 , from which we see that, when the motion field is complicated (in existence of zoom, for instance), the performance of the TSS_CSP method is still quite close to that of the full search, but the performance of TSS is much poorer and the adaptive TSS is in between.
The intrinsic reason why the adaptive TSS and TSS_CSP methods outperform the original TSS lies in that the DCCP distributions of the two former methods have been "shaped" to be more zero-concentrated (see Fig. 13 ). Actually, such DCCP distribution "shaping" provides a very flexible way to design fast algorithms. On the other hand, as only four extra checking points are added in the first step, the additional computational cost is quite small.
VI. CONCLUSIONS AND REMARKS
We proposed the DCCP as a new measurement for the fast search algorithm design and performance comparison. It has been shown that DCCP is an adequate parameter for measuring the efficiency and robustness of an individual search, i.e., minimizing the expected DCCP can result in an optimal CPP that makes the fast search highly efficient and robust. As the unimodal error surface assumption is removed in our approach, such a CPP is usually nonuniform so that it is able to best adapt to the statistical behavior of a particular video sequence.
We presented a thorough study on the statistical behavior of motion vectors of real-world video signals, including MVD, correlation of MVD's, and both intraframe and interframe correlations of motion vectors. It was found that 1) video signals usually possess a center-biased MVD (measured on a long-term base), especially videophone and videoconferencing signals; 2) there exists a high correlation between two framebased MVD's if the two associated frames are not far from each other (frame_distance does not exceed three); and 3) motion vectors are generally more correlated in the intraframe domain than in the interframe domain.
Based on the study of motion vector statistics, we introduced an adaptive fast search algorithm in which both a CPP predic- tion (direct) and an MVD prediction (indirect) are performed in a frame-by-frame manner. It is easy to understand that the spatiotemporal correlation of motion vectors corresponds to the peaks of an MVD. This property naturally makes robust CPP prediction possible by means of partitioned smoothing (for example, the -means training as adopted in the paper). We have tested the proposed adaptive search algorithm using the Football and Table Tennis sequences and found that, at speed-up ratio around ten, our adaptive search works almost the same as the full search algorithm.
We also proposed the hybrid fast search idea which involves a fixed CPP and a variable CPP. It was demonstrated that, after such a combination, the DCCP distribution has thus been shaped to be more zero-concentrated. A TSS-based design example was presented to confirm the remarkable improvement.
Most CPP's resulting from our adaptive algorithm are not highly regular, thus making the hardware implementation difficult. On the other hand, as general-purpose processors are becoming more and more powerful, software encoding will be highly possible and desirable. It is interesting to notice that companies like Apple are developing such software codecs. As a final concluding remark, we believe that the results obtained in our work would be quite useful in the definition of future software codecs.
