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Abstract-Nonlinearities arising in physical phenomena often give rise to mathematical models 
which do not lend themselves to analytic solution. An investigation is made here of a general nonlinear 
equation which possesses the anharmonic motion equation and Duffing’s equation as special cases. 
Qualitative behaviour of the solution of the general equation is discussed. An improved multiple 
scales method is employed to obtain approximations to the bounded periodic solutions. 
1. INTRODUCTION 
The majority of mathematical models which have been developed to describe various physical 
phenomena involving nonlinearities do not permit an analytic solution. In such cases, resort must 
be made to approximate solutions. 
The following general nonlinear system is of interest as it yields two special cases that have 
been successfully employed previously for modelling nonlinear physical phenomena. Consider the 
nonlinear system 
f+CX2m z zz pmp+l, subject to conditions (I) 
z(0) = A, k(O) = 0. (2) 
Here CY, p, m, and A will be regarded as parameters which take on specific values for individual 
problems. 
When m = 1 and ,0 = -y in equation (l), we retrieve the anharmonic motion equation. 
Helmholtz [l] showed that this equation provides an appropriate mathematical model for the 
transient displacement z of the tympanic membrane of the ear from its equilibrium position, 
in response to some imposed vibration. Rayleigh [2] subsequently modelled the situation as an 
initial value problem, with conditions as stated in (2), and this is now commonly referred to as 
the Rayleigh problem; he also obtained an approximate series solution to the problem. Peters [3] 
showed how the anharmonic motion equation provides a good basis for explaining the ‘ringing’ 
sound associated with barbershop quartet singing. 
Peters [4] and Usher [5] derived an approximate series solution to the Rayleigh problem in which 
secular terms were removed in order to obtain a uniformly valid approximation. Knighting [6] 
and Peters [7] subsequently obtained the exact solution of the Rayleigh problem, while King [8] 
provided an analysis which yielded a description of the qualitative effects arising from parameter 
variation. Shidfar and Sadeghi [9] extended the solution obtained by Peters [4] and Usher [5] to 
the case when A = -cr2/y by employing a different method. Usher and Nye [lo] introduced an 
improved multiple scales scheme for obtaining approximate solutions to the Rayleigh problem. 
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This scheme will later be used to derive approximate solutions of the general nonlinear system (1) 
and (2) and it is hoped that the scheme will also prove useful in other applications. 
When m = 2 and (Y = w1j2 in system (1) and (2), we retrieve Duffing’s equation which 
describes the oscillations of a mass connected to a nonlinear spring. Nayfeh [ll] describes various 
techniques for obtaining approximate solutions to this system. Also Balachandran et al. [l2] have 
employed the method developed by Shidfar and Sadeghi [9] to obtain an approximate solution. 
Thandapani, Balachandran and Balasubramanian, in a series of papers [13-151, have employed 
the method discussed by Shidfar and Sadeghi [9] to obtain series solutions of the general nonlinear 
system (1) and (2) an d various associated cases. The intention of the following discussion is to 
extend the investigation of Thandapani et al. [15] of the nonlinear system (1) and (2) to include: 
(i) a description of the qualitative behaviour of the solution of the system by a phase plane 
analysis (Section 2) ; 
(ii) the derivation of approximations to bounded periodic solutions, using the improved me- 
thod of multiple scales (Section 3) developed by Usher and Nye [lo], and the subsequent 
retrieval of the special cases for Rayleigh’s problem and Duffing’s equation. 
2. PHASE PLANE ANALYSIS 
Consider the transformation 
z=’ 
A’ 
t= CPt. 
The nonlinear system (1) and (2) becomes 
3 ,$+~.--cjEm+l 
2 
subject to conditions 
Z(O) = 1, 2(O) = 0, where 
2 PA” 
1--. 
&=-FJ a2m 
For convenience, drop the bars to obtain 
3 
2+x zz --EZm+l, 
2 
subject to conditions 
x(0) = 1, k(0) = 0. 
The qualitative behaviour of the solution is now controlled by the single parameter E. 
The energy integral of (7) is easily shown to be given by 
1 
( 
P2 +x2 + 
3 
2 - E xm+2 
m+2 > 
= c, 
(3) 
(4 
(5) 
(6) 
(7) 
(8) 
(9) 
where C is a constant. For different values of C, we obtain a family of trajectories in the phase 
plane. For the trajectory passing through the point x = 1, k = 0, corresponding to conditions (8), 
we see from (9) that 
c=;(1+--&), 
and (9) can now be written in the form 
k2 = --& (1 - xm+2) + (1 -x2). 
(10) 
(11) 
To investigate the behaviour of the trajectories in the phase plane equation (7) is rewritten as 
the system of equations 
(13) 
General Nonlinear Equation 101 
where yi = 2, ys = k. Thus, we can deduce the following results for this system. 
(i) When m = 1, the system has critical points at 
(~1 = 0, YZ = 0) and y1 = -E, ye. = 0) , e # 0. 
(ii) Whenm=2n+l, n=1,2,3 . . . . the system has critical points at 
(Yl = 0, Y2 = 01, (Ylz-(d)“m,Y2=O), fors>O, and 
(Y1=(-$m7y2=O). for E < 0. 
(iii) Whenm=2n, n=1,2,3 ,..., the system has critical points at 
(yr = 0, y2 = 0) and (1 (-$)l’m,Ys=O), for.s<O. y = & 
By standard critical point analysis, it can be shown that the critical point (yi = 0, Ys = 0) in 
each of the above results is a centre, while the other critical points are all saddle points. 
In [lo], it was demonstrated by Usher and Nye that when m = 1 and E = f, the trajectory 
starting at (z = 1, 5 = 0) approaches the critical point (x = -2, k = 0) as t -+ +oo, which 
corresponds to a bounded nonperiodic solution. It appears that similar behaviour occurs when 
m=2n+l, n=l,2,3 ,.... The following analysis indicates that provided a certain nonlinear 
equation in E possesses a positive root E = E* (m = 2n + l), which is dependent on the value 
of m, then this root gives rise to a trajectory between the point (x = 1, i = 0) and the critical 
point 
(~__(~)‘;r”‘“i,i-ll), 
which corresponds to a bounded nonperiodic solution, just as in the cases m = 1, E = 5. 
Letm=2n+l, n=0,1,2 ,... and assume E > 0. Consider the trajectory which meets the 
critical point 
( 
2 = - ( &)1’(2n+1) , i = 0). From (9), we see that for this trajectory 
2/(2n+l) 
(14) 
and (9) can now be rewritten in the form. 
k2 = ($+ ($)‘“““‘) { 2n3;3g(_l)i (_q-1)‘(2n+1) 2n 3-r 
+(&&+(1-$-J @‘“‘““‘j. (15) 
If this trajectory emanates from the point (x = 1, k = 0), then clearly for any given value of n, 
we require E = E* (m = 2n + l), to satisfy the nonlinear equation 
3a 
2n+3 
2n+l 
c ( - 9’ 
r=l 
2 (r-1)‘(2n+1) ( > 2n+ 1 ?G +- ( 1 2n+3 
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In particular, if n = 0, we retrieve the result E* = $, and if n = 1, then e* M 0.25. Thus, 
provided this nonlinear equation in E possesses a positive root E* (m = 2n + l), for each value of 
n (n = 0, 1,2,. . . ), then the corresponding trajectory from (15), between the point (z = 1, f = 0) 
and the critical point 
(_(LJ~2n+1’,~=o) 
represents a bounded nonperiodic solution. 
All of the above results, together with a computational investigation of the trajectories (9) in the 
phase plane and, in particular, the trajectory (ll), which emanates from the point (X = 1, j: = 0), 
reveal 
CASE 
(4 
(b) 
cc) 
(4 
(4 
CASE 
(4 
(b) 
cc> 
CASE 
(4 
@I 
cc> 
a pattern of solution behaviour for three different cases, as described below. 
1. m = 1 (anharmonic motion equation). 
When E < -i, there are no solutions. This corrects an error in [lo] that stated that 
unbounded solutions exist. 
When E = -$, we have the trivial solution 
z(t) = 1, L?(t) = 0 vt. 
When -$ < E < Q, bounded periodic solutions exist. King [8] demonstrated that such 
solutions exist for 0 5 E < 5 but is was the computations carried out by Usher and Nye [lo] 
that first revealed such solutions also exist for --$ < E < 0. 
When E = $, King [8] demonstrated the existence of the bounded nonperiodic solution 
x = 1 - 3tanh2 f. 
When E > i, only unbounded nonperiodic solutions exist, as demonstrated by King [8]. 
2. m=2n+l, n=l,2,3 ,.... 
When E < -$, there are no solutions. 
When E = -$, we have the trivial solution 
x(t) = 1, k:(t) = 0 vt. 
For each odd value of m, it is assumed that Equation (16) possesses a positive root 
E* (m = 2n + 1). This is certainly the case when m = 1 and m = 3, as noted previously. 
The following results occur when m = 3, which exhibit the same pattern of behaviour as 
for m = 1 (see results (c), (d) (e) in C ase l), and it is assumed that a similar behavioral 
pattern will occur for m = 5,7,. . . . 
(i) When -$ < E < E*, bounded periodic solutions exist. 
(ii) When E = E*, a bounded nonperiodic solution exists. 
(iii) When E > E*, unbounded nonperiodic solutions exist. 
3. m=2n, n=1,2,3 . . . . 
When E < - 2, there are no solutions. 
When E = -i, we have the trivial solution 
z(t) = 1, 5(t) = 0 vt. 
When E > -$, bounded periodic solutions exist. Indeed since m = 2n (n = 1,2,. . . ), 
trajectory (11) becomes 
.2 x = & (1 - xZn+2) + (1 - X2), 
from which it can be seen that the trajectory passes through the points (z = 1, L = 0) 
and (z = -1, k = 0) for each value of E greater than - 8. 
General Nonlinear Equation 
3. IMPROVED MULTIPLE SCALES SCHEME 
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The improved multiple scales scheme described in Usher and Nye [lo] will be employed to obtain 
approximations to the bounded periodic solutions of equation (7) subject to conditions (8), for 
the following cases. 
CASE (i). m = 2n, n = 1,2,3,. . . with -$ < E < 1. See (c) in Case 3 in the previous section. It 
should be noted that the improved multiple scales scheme will not provide valid approximations 
for E 2 1. 
CASE (ii). m = 2n+l, n=0,1,2 ,... with -$ < E < I*. Here, c*(m) is the positive root 
of equation (16). It is assumed that e*(m) < 1 for all odd values of m; this is certainly true for 
m = 1 and m = 3 as demonstrated previously. See (c) in Case 1 and (c), (i) in Case 2 in the 
previous section. 
First, let us consider system (7) and (8) for general positive integer values of m and for those 
values of E appropriate to Case (i) or (ii) above, for which bounded periodic solutions exist. 
Subsidiary time variables ~1, s2 are introduced with 
51 = Et, ‘9 = E2 t. (17) 
Following Usher and Nye [lo], assume that the solution of equation (7), subject to conditions (8) 
can be expressed in the form 
z = Zl)(Q(&) t) + & 21 ((a(E) t) + E2 ZZ(@(E) t) + . . . ) (18) 
where 
(P(E) = 1 + f_71 E2 + 02 E2 + O(E3), (19) 
and (~1, u2 are constants to be determined. 
Essentially, for a given problem, we are seeking an optimal coordinate Q(E) t, to a given order 
of E, which yields a uniformly valid expansion (see [ll,lS]). F or convenience, we shall be seeking an 
optimal coordinate for 0(e2) in the following analysis. It must be understood that ~0, ~1, 22, . . . 
are functions of t, ~1, and ~2, i.e., 
xi = xi(t, Sl, sz), i=o,1,2 ,...* 
Substituting expressions (18)) (7)) and (8) and equating respective coefficients of powers of E 
yields the following hierarchy of equations. (Since we are seeking an optimal coordinate for 
0(e2), only the first three equations are required.) 
(20) 
(21) 
(22) 
where *+lCl = $$$, subject to conditions 
xf)(O,O,O) = 1, Zi(O,O,O) = 0, i = 1,2, (23a,b) 
and 
(24) 
(25) 
(26) 
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The zeroth approximation 2s satisfying equation (20), subject to condition (23a) may be written 
ss 
20 = cos (@(s)t) ) (27) 
where Q(E) = 1 + (~1 E + 02 s2, with cri, g2 as yet undetermined. 
Now, in order to proceed further with the analysis, we must consider separately Cases (i) 
and (ii) above. 
CASE (i). (m even, m = 2n, n = 1,2,3,. . . with -$ < E < 1). Substitution of expression (27) in 
the RHS (right hand side) of (21), the removal of secular terms by a suitable choice of 01, and 
use of conditions (23b) and (25) yields the solution 
3 
01 = 22n+2 
2n+l(7 
n’ (2% 
If now expressions for zs and 51 from (27) and (28) are substituted in the RHS of Equation (22), 
then secular terms are removed by selecting 
where 
A, = 2 2nCT, B, = -!- 
2n+lc 
22n+i 1 - (2n + l’_ 2r)2 ’ 
r=O,l,..., n-l, 
A= r2,, 
22n n’ 
and B = 
For general n, further analysis is algebraically cumbersome. For the case n = 1, we retrieve the 
following results for Duffing’s equation 
2s = cosa, 
51 = & (cos 3QPt - cos at), 
207 
52 = -$ cos at - ; cos 3m + & cos 5m, 
with @t = (1 + $ E - SE”) t, the optimal coordinate for O(E~), (see [ll]). 
CASE (ii). (m odd, m = 2n + 1, n = O,l, 2,. . . with -3 < E < s*(m)). Following 
procedure as outlined in Case (i) above we obtain the solution 
51 = Aces at + 2 B, cos(2n + 2 - 2r)Qt + D, 
T=O 
with 
(71 =o, 3 2n+2c1 u2 = - 
4 
where 
A, = -?- 2n+1& 
-3 
B, = - 
2n+2c 
22n+l 22n+2 1 - (2n + 2 r- 2r)2 ’ r=O,1,2 ,..., n, 
the same 
A=Le 2n+2c 3 3 
22n+2 1 
- 
r=. (2n + 2: 2r)2 + 22n+3 
2n+2G+l 7 
andD=-- 
22nf3 
2n+2cn+1. 
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Again, for general n, further analysis is algebraically cumbersome. For the case n = 0, we retrieve 
the following results for Rayleigh’s problem which can be found in Usher and Nye [lo] 
with @t = (1 - $c2)t, the optimal coordinate for O(E~). 
It must be remembered that determination of the optimal coordinate to a given order of E 
involves truncation of @ at a particular level, which necessarily entails a restriction on the length 
of time for which each of the above representations is valid. 
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