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Abstract--The level of user satisfaction has no standard way of 
measuring for HDR video content due to the proven difficulty of 
building HDR quality assessment metrics. To overcome this 
limitation, Quality of Experience (QoE) modelling of HDR video 
has been proposed to find a robust and accurate HDR video QoE 
metric. The proposed model is the first attempt towards assessing 
and devising a non-reference quality metric for HDR video. It is   
based on finding the correlation between the HDR video features 
and the subjective test results. The proposed model achieves a 
significant correlation score of 0.724 with the subjective results. 
I. INTRODUCTION 
High Dynamic Range (HDR) imaging technology is a step 
forward towards conceiving ever striven goal of capturing and 
mapping a real-world scene with highest possible fidelity on a 
display to invoke true-to-life visual sensations. Unlike Low 
Dynamic Range (LDR) content, HDR video is able to store the 
human visual system perceivable luminance range and color 
information inherent in the original capture of content. This 
faithful acquisition can then be experienced through the state-
of-the-art HDR displays which have become ubiquitous in 
Consumer Electronic (CE) market in past couple of years. 
HDR displays can provide a step-change in viewing 
experience. Based on the dual modulation technology and 
coupled with 4K, HDR video can result in a visually appealing 
and highly stimulating representation of the captured scenes. 
However, at present, there are very limited methods to quantify 
this experience and to assess the quality of HDR video. While 
there are number of well-established HDR quality metrics 
available like HDR-VDP-2.2 [1], PU-PSNR etc., they are 
image based and generally full-reference quality metrics. The 
only available HDR video quality metric is the HDR-VQM [2] 
which is full-reference making it unsuitable for HDR video 
quality assessment in post-production and real-time scenarios 
when reference content is not available. To the authors best of 
knowledge, there has been no work done towards the feasibility 
and development of no-reference HDR video quality 
assessment metric at present. In this paper, we have addressed 
this problem by proposing a no-reference HDR video quality 
assessment model which quantifies the HDR video Quality of 
Experience (QoE). 
The rest of the paper is organized as follows: Section II 
introduces the proposed methodology. Section III presents the 
experimental results and discussion, and is followed by the 
conclusion in Section IV. 
 
 
Fig.1: Block diagram of proposed QoE modelling system. 
II. PROPOSED METHODOLOGY 
Fig. 1 depicts the block diagram of proposed method for QoE 
modelling of HDR video. The proposed method involves 
component extraction tool which extracts the Spatial 
Information (SI) and Temporal Information (TI) based features 
of the HDR video. These feature values are calculated as per 
ITU-T Rec. P910 [3] which details the subjective video quality 
assessment methods for multimedia applications. Then, to 
predict quality from these extracted features, a model is devised 
through regression analysis tool which maximizes the 
correlation between state of the features extracted and quality 
assessment scores from subjective tests of the training HDR 
video dataset. After the model fitting, the prediction of the 
subjective quality of the test HDR video set is made through 
devised model and a comparison test between the actual 
subjective and the predicted results is performed with the results 
feeding back into the correlation analysis tool. Using several 
sets of available HDR videos and available subjective tests 
results, this process is repeated until a model with an acceptable 
margin of error is achieved. The created model with the suitable 
margin of error, now referred to as the final model, is used to 
predict QoE of HDR video. 
III. EXPERIMENTAL RESULTS AND DISCUSSION 
For training and testing different regression models, the only 
available subjectively annotated HDR video dataset of HDR-
VQM [2] is utilized. It comprises of 90 HDR video sequences 
of 1920 x 1080 resolution grouped in 10 video sets. Each set 
contains one reference HDR video sequence and 8 distorted 
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versions of the same reference sequence which are generated by 
encoding videos at different bitrates (with QP values 10, 22, 25, 
28, 31, 34, 40, 48) using Advanced Video Coding (AVC). 
Subjective scores for all HDR video sequences are given. As 
HDR video sequences are available in .hdr format, they are 
converted to YUV 4:2:0 planar format with Perceptually 
Uniform encoding [4] to extract SI and TI values.  
Regression analysis was performed by using online data 
analysis tools namely XLSTAT and XUDU [5]. Different 
regression models were tested to find correlation of known 
subjective scores of HDR video sequences with their extracted 
SI and TI values. Table 1 presents the model equation and 
parameters when full HDR video dataset (including undistorted 
reference videos) is utilized for training. 𝑆 is the predicted 
subjective score from the model and 𝑎, 𝑏, 𝑐 are the model 
parameters. It has a correlation score of 0.638.  
To make our model robust and to avoid the problem of over-
fitting, model was trained with different combinations of 9 
training sets containing distorted videos only and was tested on 
the remaining 1 set. Table 2 tabulates the correlation results for 
training and tested HDR video sets for different combinations. 
It can be observed that highest correlation score of 0.724 is 
obtained for last training set combination mentioned in the table 
with serial number 10. Fig. 2 shows the correlation score for 
each test HDR video set when the model is trained with this 
particular HDR video set combination. Results indicate high 
correlation scores with subjective results indicating the 
potential and accuracy of the proposed model.  
 
IV. CONCLUSION 
The no-reference quality assessment model to predict QoE for 
HDR video is assessed and proposed in this paper. The 
proposed model achieves high correlation scores with the 
subjective results indicating the potential and feasibility of no-
reference HDR video quality metrics. Future work will involve 
development of model based on the large subjectively 
annotated HDR video dataset. 
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TABLE 1: REGRESSION MODEL AND PARAMETERS 
CORRELATION MATRIX (PEARSON) 
Variables Subjective scores Model 4 
Subjective scores 1 0.638 
Model  0.638 1 
EQUATION OF THE MODEL 
S = ∑ aiSI
i
6
i=1
+ ∑ bjTI
j + ∑ ∑ cij
6
j=1
6
i=1
6
j=1
SIiTIj 
 
NON-ZERO COEFFICIENTS OF THE MODEL 
a6 = 6.31∗10
−4  b6  = 1.77*10
-4  c51 = −3.17∗10
−3  
a5 = −2.04∗10
−3  b5 = −2.09*10
-3  c42 = 3.95*10
-3  
a4 = − 0.64 b4  = −6.47*10
-3  c33 = −3.09*10
-3  
a3 = 15.55 b3  = 1.20 c24 = 2.39*10
-3  
a2 = − 132.20 b2  = 5.47*10
-1  c15 = −1.10*10
-3  
a1 = 480.07 b1  = −107.66 c41 = 8.86*10
-2  
c23 = −8.11∗10
−3  c31 = −9.64∗10
−1  c32 = −7.35*10
-2  
c22 = 1.34 c13 = − 0.34 c14 = 1.58∗10
−2  
 
TABLE 2: TRAINING AND TEST SET CORRELATIONS 
Sr. 
No 
Training 
Sets 
Test Set 
Number 
Test Set 
Correlation 
scores 
Training Set 
Correlation 
scores 
1 2,…,10 1 -0.862 0.745 
2 1,3,…,10 2 0.154 0.742 
3 1,2,4,…,10 3 0.670 0.713 
4 1,…,3,5,…,10 4 -0.074 0.766 
5 1,…,4,6,…,10 5 -0.962 0.709 
6 1,…,5,7,…,10 6 0.339 0.747 
7 1,…,6,8,…,10 7 -0.103 0.729 
8 1,…,7,9,10 8 0.248 0.733 
9 1,…,8, 10 9 -0.951 0.762 
10 1,…,9 10 0.724 0.722 
 
 
 
Fig.2: Correlation scores for each set for model trained on HDR 
video set combination number 10. 
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