It is known that queries in nested relational calculus are independent of the depth of set nesting in the intermediate data and this remains true in the presence of aggregate functions. We prove that this continues to be true if the calculus is augmented with any internal generic family of functions.
Introduction
Paredaens and Van Gucht 7] proved that the nested relational calculus is no more expressive than the traditional relational calculus when input and output are at relations. That is, every query on input and output whose depth of set nesting is at most 1 (or at relations) can be expressed without using any intermediate data whose depth of set nesting is greater than 1. This result was generalized by Wong 10] who showed that every query on input and output whose depth of set nesting is at most k can be expressed without using any intermediate data whose depth of set nesting is greater than k.
Hence the expressive power of the nested relational calculus is independent of the depth of set nesting allowed in the intermediate data. This property is called the conservative extension property. Libkin and Wong 5] showed that when the nested relational calculus is endowed with aggregate functions, it retains the conservative extension property. The aim of this paper is to demonstrate that the nested relational calculus continues to retain the conservative extension property even in the presence of any family of functions that are generic and do not invent new values. The strategy is to combine the rewriting technique of Wong 10] and the e ective lifting of linear orders of Libkin and Wong 5] to encode any such function into one whose height is minimum. 
The extended language NRC(N; +; ; : ; P ; =), where the additional base types and primitives are explicitly listed between brackets, is capable of expressing many aggregate functions found in commercial databases. Here are two examples: \count the number of records in R" is count(R) , P f1j x 2 Rg and \total up the rst column of R" is total(R) , P f 1 x j x 2 Rg. Now we formally de ne the conservative extension property. The set height ht(s) of a type s is de ned by induction on the structure of type: ht(unit) = ht(b) = 0, ht(s t) = ht(s ! t) = max(ht(s); ht(t)), and ht(fsg) = 1 + ht(s). Every expression of our language has a unique typing derivation. The set height of expression e is de ned as ht(e) = maxfht(s) j s occurs in the type derivation of eg. Let L i;o;h denote the class of functions whose input has set height at most i, whose output has set height at most o, and which are de nable in the language L using an expression whose set height is at most h max(i; o). L is said to have the conservative extension property with xed constant k if L i;o;h = L i;o;h+1 for all i, o, and h max(i; o; k).
It is known from Wong 10] and Libkin and Wong 5] that
Theorem 2.1 NRC(N; +; ; : ; P ; =) has the conservative extension property with xed constant 0.
Moreover, NRC(N; +; ; : ; P ; =) endowed with any additional primitive p : s ! t also has the conservative extension property with xed constant ht(s ! t). 2 
Lifting of linear orders
In this section we present a technique to lift linear order from base types to all types. This technique plays the key role in the encoding used in the next section.
The following lemma is a folklore (see Wechler 9] F fe 1 j x t 2 e 2 g is the greatest element in the set fe 1 j x t 2 e 2 g (it is min s when the set is empty). Note that F fe 1 j x 2 e 2 g is already de nable in NRC(N; +; ; : ; P ; =; ) if e 1 : fsg, and can be treated as a syntactic sugar. It is clear that both dom s;t ; and modulate s;t;t 0 ; ; are de nable in NRC(N; +; ; : ; P ; =; ; F ) whenever is. Proof sketch. The proof of theorem 2.1 is based on rewriting expressions of the language to normal forms in which the e 2 in subexpressions of the form S fe 1 j x 2 e 2 g are variables. Such rewrite system was exhibited in Wong 10] . In Libkin and Wong 5] additional rules for P were given which guarantee that e 2 in any subexpression P fe 1 j x 2 e 2 g is a variable. The rewrite system was shown to be strongly normalizing and conservativity was derived by analyzing the normal forms. Now we add the following rewrite rules for F , assuming that the use of the construct F fe 1 j x 2 e 2 g is restricted to the situation when the type of e 1 is not a set type (when e 1 : fsg, it is treated as a shorthand.) F fe j x 2 fgg ; min F fe 1 j x 2 fe 2 gg ; e 1 e 2 =x] F fe j x 2 e 1 e 2 g ; if F fe j x 2 e 1 g F fe j x 2 e 2 g then F fe j x 2 e 2 g else F fe j x 2 e 1 g F fe 1 j x 2 S fe 2 j y 2 e 3 gg ; F f F fe 1 j x 2 e 2 g j y 2 e 3 g F fe j x 2 if e 1 then e 2 else e 3 g ; if e 1 then F fe j x 2 e 2 g else F fe j x 2 e 3 g i F fe 1 j x 2 e 2 g ; S fif P fif e 1 e 1 y=x] then 1 else 0 j y 2 e 2 g = 1 then i e 1 else fg j x 2 e 2 g, when e 1 : fsg. i F fe 1 j x 2 e 2 g ; F fif P fif e 1 e 1 y=x] then 1 else 0 j y 2 e 2 g = 1 then i e 1 else fg j x 2 e 2 g, when e 1 is not of set type.
The extended collection of rewrite rules forms a weakly normalizing rewrite system and conservativity can be derived by induction on the induced normal forms along the lines of Wong 10 NRC(N; +; ; : ; P ; =; ; tc) with xed constant 1, and NRC(N; +; ; : ; P ; =; ; powerset) with xed constant 2.
where tc s : fs sg ! fs sg is the transitive closure of binary relations. Since the Abiteboul and Beeri algebra has the power of a xpoint logic, a great deal of polymorphic functions can be added to NRC(N; +; ; : ; P ; =; ) without destroying its conservative extension property (but may be increasing the xed constant).
