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ON THE PARTITION APPROACH TO SCHUR-WEYL DUALITY AND FREE
QUANTUM GROUPS
AMAURY FRESLON
Abstract. We give a general definition of classical and quantum groups whose representation theory is "deter-
mined by partitions" and study their structure. This encompasses many examples of classical groups for which
Schur-Weyl duality is described with diagram algebras as well as generalizations of P. Deligne’s interpolated
categories of representations. Our setting is inspired by many previous works on easy quantum groups and
appears to be well-suited to the study of free fusion semirings. We classify free fusion semirings and prove
that they can always be realized through our construction, thus solving several open questions. This suggests
a general decomposition result for free quantum groups which in turn gives information on the compact groups
whose Schur-Weyl duality is implemented by partitions. The paper also contains an appendix by A. Chirvasitu
proving simplicity results for the reduced C*-algebras of some free quantum groups.
1. Introduction
Partitions of finite sets are a priori very simple set-theoretic objects. However, their combinatorics appear to
be quite rich and plays a role in many different areas of mathematics. For example, R. Brauer introduced in [16]
algebras generated by partitions in pairs to study the invariants of tensor representations of the orthogonal and
symplectic groups. His ideas were later developed by several authors to describe Schur-Weyl duality for other
classes of groups like complex reflection groups or wreath products (see Section 4). More precisely, several classes
of algebras generated by partitions where introduced and it was proved that they are isomorphic to centralizer
algebras for certain tensor representations of the involved groups. These ideas were reinterpreted and extended
in a more categorical setting by F. Knop and M. Mori using the idea of interpolated categories of representations
introduced by P. Deligne for symmetric groups in [19]. In a different context, it was discovered by R. Speicher
that passing from the combinatorics of all partitions to that of the subclass of noncrossing partitions translates
in a probabilistic setting into passing from classical (tensor) independence to free independence (see for instance
the book [37]).
These probabilistic ideas motivated the introduction by T. Banica and R. Speicher in [10] of a class of compact
quantum groups called easy quantum groups, whose representation theory is ruled by the combinatorics of
(noncrossing) partitions. This gave a new point of view on previous results of T. Banica linking the representation
theory of orthogonal quantum groups with Temperly-Lieb algebras and suggested strong links with the work
of R. Brauer. The construction also gave some insight into the notion of "freeness" for quantum groups, which
is crucial to study their geometric properties (see the Appendix). Moreover, the class of easy quantum groups
contains some classical groups for which, by definition, Schur-Weyl duality can be described by partition algebras
(for instance the orthogonal groups ON or the symmetric groups SN ).
These ideas may be extended in several ways. The present paper is motivated by the two following facts
: first, few examples of groups whose Schur-Weyl duality is described by partitions could be included in this
setting and secondly, few examples of "free" quantum groups could be constructed. Looking at the classical
case (for example the work of P. Glockner and W. von Waldenfels [23] on unitary groups) it seems natural to
extend the setting by colouring the points of the partitions. It can then be hoped that the various approaches
will be unified and that new phenomena will occur. This is precisely what we will endeavour in this work. Our
aim is therefore threefold :
(1) Give a general setting together with a comprehensive description of all the known results concerning
representation theory of quantum groups "determined by partitions".
(2) Try to encompass as much as possible works on classical Schur-Weyl duality in this setting, in order to
unify these works, as well as categorical approaches in the spirit of P. Deligne.
(3) See how far noncrossing partitions are linked with the notion of "freeness" of a quantum group.
As will appear in Section 3, point (1) is fulfilled in a quite satisfying way. For point (2) however, we will see in
Section 4 that some general wreath products cannot be directly described by partition quantum groups but need
some averaging of the partitions. This is close to some examples of "super-easy" quantum groups introduced
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by T. Banica and A. Skalski in [8]. We will suggest in Subsection 6.2 a way of unifying these examples and
our framework. The main achievement of this paper concerns point (3). In fact, we will prove that any free
quantum group has the same representation theory as a partition quantum group. This will first be proved in
Theorem 5.2.12 by constructing a suitable category of partitions. Then, using a classification of all free fusion
semirings, we will be able to deduce in Theorem 5.4.7 a very simple form for the partition quantum group
associated to a given free fusion semiring. We will also conjecture in Subsection 6.1 a classification of all free
quantum groups.
Let us now outline the contents of the paper. Section 2 gathers necessary background on partitions. The
constructions are quite standard but we give them for the sake of completeness. We define partition quantum
groups in Section 3 through a general Tannaka-Krein duality argument and give general results on their repre-
sentation theory. These results are simple adaptations of the uncoloured case, which may make this section look
like a survey. We think however that it is necessary to include them in order to keep this work as self-contained
as possible. We turn to examples in Section 4. On the one hand we recover all the known quantum examples
and on the other hand we also explain how many classical examples (in particular wreath products of abelian
compact groups) of combinatorial Schur-Weyl duality fit into our setting. We end with some comments on other
cases, where the description requires some averaging procedure on partitions.
Section 5 is the most technical part of the paper. We first explain how previous results on fusion semirings
of noncrossing quantum groups extend to the partition setting, in particular characterizing when it is free in
Theorem 5.1.7. We then prove in Theorem 5.2.12 that any free fusion semiring can be realized from a partition
quantum group, which shows that our setting is optimal in this sense. We then endeavour to classify these free
fusion semirings, culminating in a classification of all compact quantum groups with free fusion semiring up to
R+-deformation in Theorem 5.4.7.
Eventually, we investigate in Section 6 possible extensions of our work in two directions. The first extension
involvesmonoidal equivalence. Assuming a technical conjecture, we classify all free quantum groups in Corollary
6.1.11. An interesting consequence of this is that through an abelianization procedure, we also get a classification
of all the classical groups whose Schur-Weyl duality can be described by "block-stable" partitions. The second
extension is more algebraic and linked to the subalgebras of partition algebras appearing at the end of Section
4. Following some recent work of F. Lemeux and P. Tarrago, we define a notion of "decorated" partition which
contains coloured partitions. A general theory for these seems more complicated to develop, but could fill the
gap between our setting and works on general wreath products and quantum isometry groups.
In the Appendix, A. Chirvasitu proves that most free quantum group have simple reduced C*-algebra together
with some uniqueness property for the Haar state. He also proves a similar result for free products of arbitrary
compact quantum groups.
Acknowledgments. The author was supported by the ERC advanced grant "Noncommutative distributions
in free probability". He moreover wishes to thank A. Skalski for fruitful discussions on topics related to partition
quantum groups.
2. Preliminaries on partitions
The fundamental idea of this work is to use the combinatorics of partitions to implement centralizer algebras
of groups and quantum groups, which in turn completely characterize the (quantum) group through Tannaka-
Krein duality. There is a standard way to do this which was developed in [10]. In this section, we introduce the
basic material from [10] in order to generalize it in Section 3 to coloured partitions. The motivation for these
definitions will appear in the definition of partition quantum groups in Theorem 3.2.7. For a more detailed
introduction, we refer the reader to [10] or other works on easy quantum groups.
2.1. Partitions and crossings. A partition is given by two integers k and l and a partition p of the set
{1, . . . , k+l}. It is very useful to represent such partitions as diagrams, in particular for computational purposes.
A diagram consists in an upper row of k points, a lower row of l points and some strings connecting these
points if and only if they belong to the same set of the partition. Let us consider for example the partitions
p1 = {{1,8},{2,6},{3,4},{5,7}} and p2 = {{1,4,5,6},{2,3}}. Their diagram representation is :
p1 = p2 =
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A maximal set of points which are all connected in a partition is called a block. We denote by b(p) the number
of blocks of a partition p and by t(p) the number of through-blocks (also called the propagation number), i.e.
blocks containing both upper and lower points. Now that we have defined partitions, let us explain how they
can be combined. We will denote by P (k, l) the set of all partitions with k points in the upper row and l points
in the lower row. The following operations will be called the category operations :
● If p ∈ P (k, l) and q ∈ P (k′, l′), then p⊗ q ∈ P (k + k′, l + l′) is their horizontal concatenation, i.e. the first
k of the k+k′ upper points are connected by p to the first l of the l+ l′ lower points, whereas q connects
the remaining k′ upper points with the remaining l′ lower points.
● If p ∈ P (k, l) and q ∈ P (l,m), then qp ∈ P (k,m) is their vertical concatenation, i.e. k upper points are
connected by p to l middle points and the lines are then continued by q to m lower points. This process
may produce loops in the partition. More precisely, consider the set L of elements in {1, . . . , l} which
are not connected to an upper point of p nor to a lower point of q. The lower row of p and the upper
row of q both induce partitions of the set L. The maximum (with respect to inclusion) of these two
partitions is the loop partition of L, its blocks are called loops and their number is denoted by rl(q, p).
To complete the operation, we remove all the loops.
● If p ∈ P (k, l), then p∗ ∈ P (l, k) is the partition obtained by reflecting p with respect to an horizontal
line between the two rows.
● If p ∈ P (k, l), then we can shift the very left upper point to the left of the lower row (or the converse)
without changing the strings connecting the points in this process. This gives rise to a partition in
P (k − 1, l + 1) (or in P (k + 1, l − 1)), called a rotated version of p. We can also rotate partitions on the
right.
Of utmost importance in this work will be noncrossing partitions. Informally, these are partitions such that
the strings linking blocks can be drawn without crossing each other. Let us give a more formal definition.
Definition 2.1.1. A partition p is said to be crossing if there exists four integers k1 < k2 < k3 < k4 satisfying :
● k1 and k3 are in the same block.
● k2 and k4 are in the same block.
● k1 and k2 are not in the same block.
Otherwise, p is said to be noncrossing. Noncrossing partitions are also sometimes called planar partitions.
2.2. Categories of partitions. As explained in [10, Prop 3.12], the category operations are exactly what
is needed to produce suitable C*-tensor categories. That is the reason for the introduction of the following
terminology :
Definition 2.2.1. A category of partitions is the data of a set C(k, l) of partitions with k upper points and
l lower points for all integers k and l, which is stable under the above category operations and contains the
identity partition ∣.
In order to produce a (quantum) group out of a C*-tensor category using Tannaka-Krein duality, we need to
make it concrete. This means that the morphism spaces shall be made of linear maps between Hilbert spaces. To
do this, we need a coherent way of associating operators to partitions. This is given by the following definition
[10, Def 1.6 and 1.7] :
Definition 2.2.2. Let N be an integer and let (e1, . . . , eN) be a basis of CN . For any partition p ∈ P (k, l), we
define a linear map
Tp ∶ (CN)⊗k ↦ (CN)⊗l
by the following formula :
Tp(ei1 ⊗ ⋅ ⋅ ⋅ ⊗ eik) =
n
∑
j1,...,jl=1
δp(i, j)ej1 ⊗ ⋅ ⋅ ⋅ ⊗ ejl ,
where δp(i, j) = 1 if and only if all strings of the partition p connect equal indices of the multi-index i = (i1, . . . , ik)
in the upper row with equal indices of the multi-index j = (j1, . . . , jl) in the lower row. Otherwise, δp(i, j) = 0.
The interplay between these maps and the category operations are given by the following rules proved in [10,
Prop 1.9] :
● T ∗p = Tp∗ .
● Tp ⊗ Tq = Tp⊗q.
● Tp ○ Tq = N rl(p,q)Tpq.
It is now clear that given a category of partitions C and an integer N (or a finite-dimensional Hilbert space
V ), there is an associated concrete C*-tensor category with duals (see 3.2.5). We will come back to these
categories in the next section after extending the setting to coloured partitions.
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3. General theory
In this section, we will introduce and study partition quantum groups. This first requires the introduction of
colour sets and coloured partitions. With this in hand, we will define partition quantum groups after recalling
some basic notions on S.L. Woronowicz’s theory of compact quantum groups. The strength of our setting is the
complete description of the representation theory of these quantum groups given in the last subsection, which
is a consequence of our joint work with M. Weber [22].
3.1. Coloured partitions. Intuitively, a coloured partition is a partition together with a colour attached
to each point. Here by colour we simply mean an element of a fixed set. The set of colours, however, has
to be endowed with an additional structure in order to yield a quantum group. The idea is that each colour
corresponds to a representation of a compact quantum group and that partitions give morphisms between tensor
products of the corresponding representations. In this setting, the rotation operation translates into Frobenius
duality. More precisely, if U , V and W are three representations of a compact quantum group, then there is an
isomorphism
Hom(U,V ⊗W ) ≃ Hom(V ⊗U,W ).
Since the contragredient representation V of V need not be equivalent to V , we see that the colour must be
changed when rotating a point. This is the reason why we make the following definition :
Definition 3.1.1. A colour set is a set A endowed with an involution x ↦ x. An A-coloured partition is a
partition p with the additional data of an element of A associated to each point of the partition.
Let p be an A-coloured partition. Reading from left to right, we can associate to the upper row of p a word
w on A and to its lower row (again reading from left to right) a word w′ on A. For a set of partitions C, we
will denote by C(w,w′) the set of all partitions in C such that the upper row is coloured by w and the lower
row is coloured by w′. The operations on partitions described in the previous section can be carried on to the
coloured setting with the appropriate modifications. These category operations behave in the following way :
● If p ∈ C(w,w′) and q ∈ C(z, z′), then p⊗ q ∈ C(w.z,w′.z′). Here, . denotes the concatenation of words.
● If p ∈ C(w,w′) and q ∈ C(w′,w′′), then qp ∈ C(w,w′′). Note that we can only perform this operation if
the words associated to the lower row of p and the upper row of q match.
● If p ∈ C(w,w′), then p∗ ∈ C(w′,w).
● If w = w1 . . . wn, w′ = w′1 . . . w
′
k and p ∈ C(w,w
′), then rotating the leftmost point of the lower row of p
to the left of the upper row yields a partition q ∈ C((w′1w1 . . . wn,w
′
2 . . . w
′
k). In other words, rotating a
point changes a colour into its conjugate. The same rotation operation can be done on the right of p.
Let us say that for an element x ∈ A, the x-identity partition is the partition ∣ coloured with x on both ends.
We are now ready for the definition of a category of coloured partitions.
Definition 3.1.2. A category of A-coloured partitions C is the data of a set of A-coloured partitions C(w,w′)
for all words w and w′ on A, which is stable under all the category operations and contains the x-identity
partition for all x ∈ A.
If w is a word on A, ∣w∣ will denote its length and we will denote by C(k, l) the set of all partitions with
k points on the upper row and l points on the lower row. The collection of all A-coloured partitions, which
is clearly a category of partitions, will be denoted by PA. A coloured partition is said to be noncrossing if
the underlying uncoloured partition is noncrossing and the collection of all noncrossing partitions is denoted by
NCA. Following the ideas of [10], we now have to associate linear maps to coloured partitions. This is done by
simply forgetting the colours.
Definition 3.1.3. Let p be an A-coloured partition and let N be an integer. The map Tp is defined to be the
linear map associated to the uncoloured partition underlying p.
This means that colours only give us restrictions on the way we can compose the linear maps. If C is a
category of A-coloured partitions and if w and w′ are words on A, the family of linear maps Tp for p ∈ C(w,w′)
need not be linearly independent. This is a source of difficulties for the study of partition groups. Dealing with
the linear relations between the maps Tp in fact amounts to the Second fundamental theorem of invariants.
In the quantum case, this linear independence problem can be ruled out for a large class of quantum groups
because of the next proposition (see [22, Lem 4.16] for a proof).
Proposition 3.1.4. Let C be a category of noncrossing A-coloured partitions and let N ⩾ 4 be an integer.
Then, for any two words w and w′ on A, the linear maps (Tp)p∈C(w,w′) are linearly independent.
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3.2. Partition quantum groups. As already announced, our framework will be that of compact quantum
groups, a theory which is built on C*-algebras. We will not really make use of the analytic aspects of compact
quantum groups so that the reader should not be worried about being unfamiliar with operator algebras. We
will simply give a summary for completeness and in order to fix notations. We refer the reader to the book [36]
for details and proofs.
Definition 3.2.1. A compact quantum group is a pair G = (C(G),∆) where C(G) is a unital C*-algebra and
∆ ∶ C(G)→ C(G)⊗C(G)
is a unital ∗-homomorphism such that (∆ ⊗ ı) ○∆ = (ı ⊗∆) ○∆ and the linear spans of ∆(C(G))(1 ⊗ C(G))
and ∆(C(G))(C(G)⊗ 1) are dense in C(G)⊗C(G) (all the tensor products are spatial).
Here, ı denotes the identity map of the C*-algebra C(G) and ∆ is called the coproduct. The fundamental
notion for our purpose is finite-dimensional representations.
Definition 3.2.2. Let G be a compact quantum group. A representation of G of dimension n is a matrix
(uij) ∈Mn(C(G)) ≃ C(G)⊗Mn(C)
such that ∆(uij) = ∑
k
uik⊗ukj for every 1 ⩽ i, j ⩽ n. The contragredient representation u is defined by uij = u∗ij .
An intertwiner between two representations u and v of dimension respectively n and m is a linear map
T ∶ Cn → Cm such that (ı⊗ T )u = v(ı⊗ T ). The set of intertwiners between u and v is denoted by HomG(u, v),
or simply by Hom(u, v) if there is no ambiguity. If there exists a unitary intertwiner between u and v, then
they are said to be unitarily equivalent. A representation is said to be irreducible if its only self-intertwiners are
the scalar multiples of the identity. The tensor product of two representations u and v is the representation
u⊗ v = u12v13 ∈ C(G)⊗Mn(C)⊗Mm(C) ≃ C(G)⊗Mnm(C),
where we used the leg-numbering notations : for an operator X acting on a twofold tensor product, Xij is the
extension of X acting on the i-th and j-th tensors of a multiple tensor product. Compact quantum groups have
a tractable representation theory because of the following generalization of a classical result for compact groups.
Theorem 3.2.3 (Woronowicz). Every unitary representation of a compact quantum group is unitarily equiv-
alent to a direct sum of irreducible unitary representations. Moreover, any irreducible representation is finite-
dimensional.
We now want to state precisely the generalization of Tannaka-Krein duality proved by S.L. Woronowicz in
[49] for compact matrix quantum groups. To this end, we first introduce some notations. For a representation
u, we set u○ = u and u● = u. If w = w1 . . . wk is a word on the set {○, ●}, we set u⊗w = uw1 ⊗ ⋅ ⋅ ⋅ ⊗ uwn , which
is a representation acting on a Hilbert space V ⊗w. A representation u of a compact quantum group G is said
to be generating if for any irreducible representation v, there is a word w on {○, ●} such that v ⊂ u⊗w. By
Theorem 3.2.3, this implies that any finite-dimensional representation of G is a subrepresentation of a direct
sum of representations of the form u⊗w.
Definition 3.2.4. A compact matrix quantum group is a pair (G, u) where G is a compact quantum group and
u is a finite-dimensional generating representation of G.
Let us now give the definition of a C*-tensor category with duals which will make the link with categories of
partitions clear.
Definition 3.2.5. Let V be a finite-dimensional Hilbert space. A (concrete) C*-tensor category with duals C
is a collection of spaces Hom(w,w′) ⊂ L(V ⊗w, V ⊗w
′
) for all words w and w′ on {○, ●} such that
(1) If T ∈ Hom(w,w′) and T ′ ∈ Hom(w′′,w′′′), then T ⊗ T ′ ∈ Hom(w.w′′,w′.w′′′).
(2) If T ∈ Hom(w,w′) and T ′ ∈ Hom(w′,w′′), then T ′ ○ T ∈ Hom(w,w′′).
(3) If T ∈ Hom(w,w′), then T ∗ ∈ Hom(w′,w).
(4) Id ∶ x↦ x ∈ Hom(○, ○).
(5) D ∶ x⊗ y ↦ ⟨x, y⟩ ∈ Hom(●○,∅), where by convention V ∅ = C.
Our statement of Tannaka-Krein duality is given in the fashion of [10, Thm 3.6] :
Theorem 3.2.6 (Woronowicz). Let C be a C*-tensor category with duals. Then, there exists a compact matrix
quantum group (G, u) such that the underlying space of u is isomorphic to V and, for any words w and w′ on{○, ●},
HomG(u⊗w, u⊗w′) = Hom(w,w′).
Moreover, (G, u) is unique up to isomorphism.
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Note that if ⊔ denotes the rotated version of the partition ∣ then, with the notation above, T⊔ =D. Thus, we
see that any category of partitions gives rise to a concrete C*-tensor category with duals as soon as we choose
an integer N . This is the idea behind the definition of partition quantum groups. However, coloured partitions
may have more than two colours so that we first have to adapt the notation u⊗w to several colours. Let A be a
colour set and assume that we have fixed a representation ux for every x ∈ A. Then, if w = w1 . . . wk is a word
on A, we set
u⊗w = uw1 ⊗ ⋅ ⋅ ⋅ ⊗ uwn .
We are now ready for the definition of partition quantum groups, which relies on a simple application of Theorem
3.2.6.
Theorem 3.2.7. Let A be a colour set, let C be an A-coloured category of partitions and let N be an integer.
Then, there exists a unique compact quantum group G together with representations (ux)x∈A of dimension N
whose direct sum is generating and such that
HomG(u⊗w, u⊗w′) = Span {Tp, p ∈ C(w,w′)} .
Proof. Let us first assume that A is finite. The idea is to get a compact quantum group whose fundamental
representation is the sum of all the representations ux for x ∈ A. To do this, we only have to define the morphism
spaces of this u and apply Theorem 3.2.6. Let us first notice that there are obvious isomorphisms
{ Hom(a⊕ b, c) = Hom(a, c)⊕Hom(b, c)
Hom(a, b⊕ c) = Hom(a, b)⊕Hom(a, c)
Thus, if s is a word on {○, ●}, u⊗s should be the sum of u⊗w for all words w on A having the same length as s.
Accordingly we set, for any words s and s′ on {○, ●},
Hom(s, s′) = ⊕
∣w∣=∣s∣,∣w′ ∣=∣s′ ∣
Span{Tp, p ∈ C(w,w′)}
where w and w′ are words on A. Because C is a category of partitions, this defines a bona fide C*-tensor category
with duals. By virtue of Theorem 3.2.6, this gives rise to a quantum group G together with a fundamental
representation u. Let Tx ∈ HomG(u,u) be the map associated to the x-identity. Since this is a multiple of a
projection, it comes from a subrepresentation ux of u. Now, if w = w1 . . . wn and w′ = w′1 . . . w
′
k are words on A,
then the space of morphisms between u⊗w and u⊗w
′
is
Tw.Hom(u⊗k, u⊗l).Tw′ ,
where Tw = Tw1 ⊗ ⋅ ⋅ ⋅ ⊗ Twn and similarly for Tw′ . The assertion on the morphism spaces of tensor powers of
the representations ux is then straightforward from this description. Let us now consider an infinite colour set
A. It can be written as an increasing union of finite colour sets Ai. Each Ai gives rise to a compact quantum
group Gi and the inclusions of colour sets turn the collection (Gi)i into an inductive system. It is then clear
that the inductive limit quantum group satisfies the conclusion of the theorem. 
Note that the fact that the x-identity is in C and the rotation operation imply that the contragredient
representation of ux is ux, as expected.
Definition 3.2.8. The compact quantum group G is called the partition quantum group associated to the
category of A-coloured partitions C. If moreover C is noncrossing, then G is said to be a noncrossing partition
quantum group.
Remark 3.2.9. One could slightly generalize this definition by dropping the requirement that the basic repre-
sentations ux all have the same dimension. This requires to take a family of integers (Nx)x∈A satisfying some
compatibility conditions depending on the category of partitions.
As we will see in Section 4, there are many examples of partition quantum groups, including all known
examples of free quantum groups and some classical groups whose Schur-Weyl duality can be implemented
diagrammatically. The case of classical groups can be in fact easily identified, using the following definition : if
x, y ∈ A, the (x, y)-crossing is the partition /= {{1,4},{2,3}} with colours x, y on the upper row and y, x on the
lower row.
Proposition 3.2.10. Let C be a category of partitions and let N be an integer. Then, the associated partition
quantum group is a classical group if and only if the (x, y)-crossing belongs to C for all x, y in A (including the(x,x)-crossings).
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Proof. Let p be the (x, y)-crossing. The fact that Tp is an intertwiner means that all the matrix coefficients
of ux and uy commute to one another. Let B be the subalgebra of C(G) generated by the matrix coefficients
of all the representations ux. Since the sum of these representations is generating, B is dense in C(G). Thus,
the assumptions implies that the C*-algebra C(G) is commutative, which by [48, Thm 1.5] implies that G is a
classical compact group. 
We will postpone the study of examples to the dedicated Section 4 in order to give a comprehensive treatment.
For the moment, let us show how one can derive the representation theory of a partition quantum group from
its category of partitions.
3.3. Representation theory. The next step of our program is to study the representation theory of partition
quantum groups in terms of their defining category of partitions. Part of this has been done in a joint work with
M. Weber [22] for the case of one colour. However, the proofs are valid in the general setting for the following
reason : in all statements, we start by fixing a colouring w and work in V ⊗w. Thus, the colouring does not
enter the picture any more. This has been detailed in the case of two colours in [22, Sec 6] and in [21]. Since
the generalization to more colours is straightforward, we simply give a survey.
3.3.1. General description. In view of the link with Schur-Weyl duality, studying the representations of a par-
tition quantum group G amounts to studying the representations of the "centralizer" algebras Hom(u⊗w, u⊗w).
This in turn can be formulated as a classification problem for idempotents of the latter algebra. It is therefore
not surprising that the key tool is the so-called projective partitions. Let us give all the necessary definitions for
this at once.
Definition 3.3.1. A partition p is said to be projective if pp = p = p∗. Moreover,
● A projective partition p is said to be dominated by another projective partition q if qp = p. Then, pq = p
and we write p ⪯ q.
● Two projective partitions p and q are said to be equivalent in a category of partitions C if there exists
r ∈ C such that r∗r = p and rr∗ = q. We then write p ∼ q or p ∼C q if we want to keep track of the
category of partitions.
Note that if p and q are equivalent in C, then they in fact both belong to C. It is clear that the linear operator
Tp is a scalar multiple of a projection if and only if p is projective, giving us a way of building idempotents
in Hom(u⊗w, u⊗w). Moreover, p ⪯ q if and only if Tp is dominated by Tq as (multiples of) projections. More
generally, recalling that a partial isometry is an operator T such that both T ∗T and TT ∗ are projections, we
have by [22, Prop 2.18],
Proposition 3.3.2. For any partition r, r∗r is a projective partition. In particular, all the operators Tr are
scalar multiples of partial isometries.
Definition 3.3.3. For a partition r, we set T ′r = ∥Tr∥−1/2Tr, which is a partial isometry. Note that T ′p is a
projection as soon as p is a projective partition.
Remark 3.3.4. Our notations here differ from the ones introduced in [22], where T ′p is denoted Tp and Tp is
denoted T˚p.
To go further, let us introduce additional notations. For a word w on A, let ProjC(w) denote the set of
projective partitions in C such that the upper (hence also lower) colouring of p is w. For p ∈ ProjC(w), we can
define a projection Pp ∈ Hom(u⊗w, u⊗w) and a representation up ⊂ u⊗w ∈ C(G)⊗L((CN)⊗∣w∣) by⎧⎪⎪⎨⎪⎪⎩
Pp = T ′p − ⋁
q≺p
T ′q
up = (ı⊗ Pp)(u⊗k)
Here, the symbol ⋁ denotes the supremum of projections. According to [22, Thm 4.18 and Prop 4.22], the
representations up enjoy the following properties :
● If p ∼ q then up ∼ uq. If moreover we know that up and uq are non-zero, then the converse holds.
● u⊗w = ∑
p∈ProjC(w)
up in the sense that the only subrepresentation of u
⊗w containing all the up’s is u
⊗w
itself.
This description has two drawbacks : it is hard to now whether up ≠ 0 or not (this is closely linked to
the Second fundamental theorem of invariants) and the representation up is not irreducible in general. The
second point can be handled using representations of finite groups as explained in [22, Prop 4.15]. Since we
will not need this construction hereafter, we it. One can also give a combinatorial formula for tensor products
of representations. For this, let us first give a structure result on projective partitions, which is a particular
instance of [22, Prop 2.9]. The idea is to decompose a projective partition by cutting it in the middle.
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Proposition 3.3.5. Let A be a colour set and let us fix a colour x0 ∈ A. Let p ∈ ProjC(w) be a projective
partition. Then, there is a unique partition pu ∈ P (w,xt(p)0 ) such that
● p = p∗upu.
● The strings in pu between the upper and lower row do not cross each other.
● All points of the lower row of pu are coloured with x0.
Now, given two projective partitions p and q, one may mix them by inserting in the middle of p ⊗ q a
partition collapsing some middle strings. Using the previous proposition, this means that we want to consider
the partition
p ∗h q = (p∗u ⊗ q∗u)h(pu ⊗ qu)
for some suitable h, called a mixing partitions (see [22, Def 2.25] for a pictorial description).
Definition 3.3.6. Let k and l be integers. A (k, l)-mixing partition is a projective partition h ∈ P (xk+l0 , xk+l0 )
such that
● All blocks of h have size 2 or 4.
● Blocks of size 2 are either of the form (a, a′) or (a, b) with a ⩽ k and b > k, or likewise (a′, b′) with
a′ ⩽ k′ and b′ > k′.
● Blocks of size 4 are of the form (a, a′, b, b′) with a ⩽ k and b > k.
● All points of h are coloured with x0.
Then, the fusion rules are given by [22, Thm 4.27], which reads :
Theorem 3.3.7. Let p and q be projective partitions in C. Then,
up ⊗ uq = up⊗q +∑
h
up∗hq,
where the sum runs over all (t(p), t(q))-mixing partitions h and by convention, up∗hq = 0 if p ∗h q ≠ C.
3.3.2. The noncrossing case. If the category of partitions C is noncrossing, then the previous picture is greatly
simplified and one gets a more tractable description of the representation theory. This gives a conceptual
explanation for the relative "easiness" of the representation theory of noncrossing quantum groups compared
to their classical analogues. More precisely, the representations up enjoy the following additional properties :
● For every p, up is non-zero and irreducible.
● up ∼ uq if and only if p ∼ q.
● u⊗w = ⊕
p∈ProjC(w)
up as a direct sum of representations.
The first two points are straightforward from the preceding section while the last one is a combination of [22,
Prop 4.22] and [21, Prop 3.7]. As for the fusion rules, they can be simplified in this context using the fact that
there are few noncrossing mixing partitions. First, let hk◻ be the projective partition in NC(x2k0 , x2k0 ) where the
i-th point in each row is connected to the (2k − i+ 1)-th point in the same row (i.e. an increasing inclusion of k
blocks of size 2) and all the points are coloured with x0. If moreover we connect the points 1, k, 1
′ and k′, we
obtain another projective partition in NC(x2k0 , x2k0 ) denoted by hkq. From this, we define binary operations on
projective partitions (using ∣ to denote a suitably coloured version of the identity partition) :
{ p ◻k q = (p∗u ⊗ q∗u)(∣t(p)−k ⊗ hk◻ ⊗ ∣t(q)−k)(pu ⊗ qu)
p qk q = (p∗u ⊗ q∗u)(∣t(p)−k ⊗ hkq ⊗ ∣t(q)−k)(pu ⊗ qu)
for 0 < k ⩽min(t(p), t(q)). Using this, the fusion rules are given by [22, Thm 6.8] :
up ⊗ uq = up⊗q ⊕
min(t(p),t(q))
⊕
k=1
(up◻kq ⊕ upqkq),
where by convention ur = 0 if r ∉ C.
4. Examples
We will now give several examples of partition (quantum) groups.
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4.1. Noncrossing quantum groups. Partition quantum groups are mainly a generalization of easy quantum
groups, which were introduced by T. Banica and R. Speicher in [10], and can be recovered from our general
definition :
● If A contains only one element, then G is an orthogonal easy quantum group in the sense of [10, Def
6.1] and all such quantum groups arise in that way.
● If A contains two colours which are inverse to one another, then G is a unitary easy quantum group in
the sense of [22, Def 6.3] and all such quantum groups arise in that way.
The free orthogonal, free unitary and free symmetric quantum groups introduced by A. van Daele and S.
Wang in [45], [46] and [44] are particularly important examples of easy quantum groups. Orthogonal easy
quantum groups are completely classified (see [40]) and some partial results are known in the unitary case (in
the forthcoming paper [42]). We give here the list of free ones classified in [21] (see Section 5 for the definition
of freeness) :
● The orthogonal ones O+N , S
+
N , H
+
N , B
+
N .
● The free unitary quantum group U+N .
● The free complexification (see [6] for a definition) H̃+N of H
+
N .
● The quantum reflection groups Hs+N = Zs ≀∗ S
+
N . As we will see in the next subsection, this family has
connections to classical complex reflection groups.
The last example is of peculiar importance since it is an example of a free wreath product as defined by J.
Bichon in [12]. More general free wreath products have been studied by F. Lemeux in [30] and enter our setting.
Let Γ be a discrete group and let Γ0 ⊂ Γ be a symmetric generating subset containing the neutral element. Let
now AΓ0 be Γ0 seen as a colour set (the involution being given by the inverse in the group) and let CΓ0 be the
category of AΓ0 -coloured partitions consisting in all noncrossing coloured partitions such that in each block,
the product of the elements in the upper row (from left to right) is equal to the product of the elements in the
lower row (from left to right). Then, [30, Thm 2.20] can be restated as
Theorem 4.1.1 (Lemeux). Let Γ be a discrete group, let Γ0 ⊂ Γ be a symmetric generating subset containing
the neutral element and let N ⩾ 4 be an integer. Then, the partition quantum group associated to CΓ0 and N is
the free wreath product Γ̂ ≀∗ S
+
N .
Another nice feature of arbitrary colour sets is that they allow to make free products of partition quantum
groups in the sense of [45]. Assume that we have two colour sets A and A′ and two categories of partitions C and
C′ coloured respectively with A and A′. Consider the colour set A′′ = A ⊔A′ and the category of A′′-coloured
partitions C′′ = C ∗ C′ generated in NCA
′′
by C and C′. Then, the following result is straightforward from [30,
Prop 2.15] :
Proposition 4.1.2. For any integer N ⩾ 2, let G and G′ be the partition quantum groups associated to C and
C′ respectively. Then, the partition quantum group associated to C′′ is the free product G ∗G′.
4.2. Classical groups. The first examples of partition groups are easy groups, of which the most important
are :
● The orthogonal groups ON (this was first proved by R. Brauer in [16]), the bistochastic groups BN ,
the hyperoctaedral groups HN (this is a special case of the work of K. Tanabe [41]) and the symmetric
groups SN (this is a straightforward consequence of independent works of P. Martin [33] and V.F.R.
Jones [24]).
● The unitary groups UN (this was first proved by P. Glockner and W. von Waldenfels in [23]).
● The complex reflection groups HsN = G(s,1,N) (this is again [41]).
Orthogonal easy groups were classified in [11] while the classification in the unitary case will appear in [42]. A
simple way of building partition groups is to use abelianization. More precisely, let G be any partition quantum
group and consider the C*-algebra C(G)ab which is the maximal abelian quotient of C(G). By [48, Thm 1.5],
this is a classical compact group. To see that it is a partition group, one simply notices that its morphism spaces
are obtained from the morphism spaces of G by adding all the operators associated to the (x, y)-crossings for
all x, y ∈ A (including the (x,x)-crossings). Here is the key fact concerning that construction :
Proposition 4.2.1. Let G be a partition group. Then, there is a noncrossing partition quantum group G such
that its abelianization is G.
Proof. Let C be the category of partitions of G and set C′ = C ∩NCA. Then, C′ is a category of noncrossing
partitions. Moreover, it is clear that adding all the (x, y)-crossings to C′ enables to reconstruct any partition of
C. Thus, if N is an integer such that G is associated to C and N , then the abelianization of the quantum group
G associated to C′ and N is G. 
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Remark 4.2.2. This correspondence is not one-to-one. For example, BN ×Z2 can be obtained from both B
+
N ×Z2
and B+N ∗ Z2.
An easy consequence of this is the stability of the class of partition groups under direct products.
Proposition 4.2.3. The direct product of a family of partition groups is again a partition group.
Proof. According to Proposition 4.1.2, the free product of the groups is a partition quantum group. Moreover,
its abelianization, which is the direct product of the original groups, is also a partition group by Proposition
4.2.1, hence the result. 
An important instance of the previous proposition is [7, Prop 11.4], which asserts that the abelianization of
the quantum reflection group Hs+N is the complex reflection group H
s
N . Let us restate this in terms of partitions.
Let A = {○, ●} be the colour set where ○ = ● and let Cs,ab be the category of all A-coloured partitions p such
that in each block of p, the difference between the number of white and black points on each row is the same
modulo s. Note that Cs,ab can be obtained from the category of noncrossing partitions Cs defined in [21, Sec
4.5] by adding all the (x, y)-crossings for x, y ∈ {○, ●}.
Proposition 4.2.4. Let N ⩾ 4 be an integer. Then, the partition group associated to Cs,ab and N is the complex
reflection group HsN .
Consider the representation v = u○ of HsN , which is simply the natural representation as unitary monomial
matrices (i.e. having exactly one non-zero coefficient in each row and column). If we want to compute the
intertwiners between v⊗k and itself, we only need partitions with white points. The condition then becomes
that the number of upper points in each block is equal to the number of lower points modulo s. We have
therefore recovered K. Tanabe’s result [41, Lem 2.1]. Note that the associated centralizer algebras have been
studied by M. Kosuda under the name of modular party algebras in [28].
Remark 4.2.5. From this, it is tempting to look for a similar result for the more general family of unitary
reflection groups G(s,m,N). However, these are not partition groups, nor there exists a free analogue of them.
This is a direct consequence of the classification of unitary easy groups in [42]. This may be surprising in view
of the work of K. Tanabe [41]. However, this works has two differences with our approach. First, the conditions
defining the set Π2k(s,m,N) are not stable under horizontal concatenation and secondly it only involves the
natural representation of G(s, p,N) on CN and not its contragredient representation.
From this example of complex reflection groups, it is natural to go to more general wreath products.
Proposition 4.2.6. Let Γ be a finitely generated discrete group and let N ⩾ 4 be an integer. Then, the
abelianization of Γ̂ ≀∗ S
+
N is the usual wreath product Γ̂ab ≀ SN , where Γ̂ab is the abelian compact group dual to
the abelianization of Γ.
Proof. This is in fact a particular case of a much more general statement from [34], which will be explained in
Example 6.2.6. 
Remark 4.2.7. Here appears an important fact : our construction can only recover wreath products by abelian
compact groups. Another method allows us to obtain also wreath products by arbitrary finite groups (see below).
To go beyond these two cases, one needs a more general framework, which will be outlined in Subsection 6.2.
Centralizers of wreath products by arbitrary finite groups where described by M. Bloss in [14]. However,
his algebras of coloured diagrams cannot be realized as generalized partition algebras in our sense. To explain
the construction, we will define new operators from the linear maps Tp, using an averaging technique. This is
another way of writing the constructions of [25], giving both direct products and wreath products. Let G be a
finite group and set AG = G, but with g = g. If p ∈ PAG is an AG-coloured partition and if g ∈ G, we define g.p
to be the partition obtained by multiplying all the colours of p by g on the left.
We can now define new operators which are invariant under the action of G by averaging. More precisely,
we set, for p ∈ PA,
Lp = ∑
g∈G
Tg.p.
The reader can easily check that this definition corresponds to the operators L defined in [25]. Moreover, even
though the operators Lp do not span a generalized partition algebra, they still form a C*-tensor category with
duals.
Lemma 4.2.8. Set HomG×(k, l) = Span{Lp, p ∈ PAG(k, l)}. Then, this yields a C*-tensor category with duals.
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Proof. We have to check that the morphism spaces are stable under all the operations. First the tensor product
:
Lp ⊗Lq = ∑
g,h∈G
T(g.p)⊗(h.q) = ∑
g,h∈G
Tg.(p⊗(g−1h.q))
= ∑
g∈G
(∑
h∈G
Tg.(p⊗(g−1h.q))) = ∑
g∈G
(∑
k∈G
Tg.(p⊗(k.q)))
= ∑
k∈G
⎛
⎝∑g∈GTg.(p⊗(k.q))
⎞
⎠ = ∑k∈GLp⊗(k.q)
Then the composition : let us assume that for any k ∈ G, p and k.q are not composable. Then, Lp ○ Lq = 0 by
definition. Otherwise, there is a unique k such that p and k.q are composable, and
Lp ○Lq = ∑
g,h∈G
Tg.p ○ Th.q = ∑
g∈G
Tg.(p(k.q)) = Lp(k.q).
For the adjoint, it is clear that L∗p = Lp∗ . Moreover, the fact that the inverse of the colour g is g makes it clear
that the rotation of partitions induces a duality on the category. 
By Theorem 3.2.6, this construction gives rise to a compact group and [25] precisely asserts that this group
is the direct product G×SN . To go to wreath product, we need to perform a second averaging. If b(p) denotes
the number of blocks of a partition p, we can order these blocks from left to right according to the position of
their leftmost upper point. Then, any b(p)-tuple of elements of g acts on p, the k-th element of the tuple acting
on the k-th block only. We accordingly set
Mp = ∑
(g1,...,gb(p))∈Gb(p)
T(g1,...,gb(p)).p.
Again, these maps behave nicely.
Proposition 4.2.9. Set HomG≀(k, l) = Span{Mp, p ∈ PAG(k, l)}. Then, this yields a C*-tensor category with
duals.
Proof. The computations are similar to the ones of for Lemma 4.2.8, we therefore omit them. 
This time, the compact group associated to this category is, by [25, Thm 4.1.4] and [14, Thm 6.6], the wreath
product G ≀ SN we were looking for. Note that since
1
∣G∣ ∑
(g1,...,gb(p))∈Gb(p)
L(g1,...,gb(p)).p =
1
∣G∣ ∑g∈G ∑(g1,...,gb(p))∈Gb(p)L(g1g,...,gb(p)g).p
=
1
∣G∣ ∑g∈GMp =Mp,
we have an inclusion of algebras HomG≀ ⊂ HomG× ⊂ HomPAG which translates into a reversed inclusion of groups
SN ⊂ G × SN ⊂ G ≀ SN .
4.3. Generalizations. The constructions of the previous subsection make sense in a broader setting. Let C be
a category of uncoloured partitions and let G be a finite group. Then, one can build a C*-tensor category with
duals C(C,G,×) by setting :
HomC(C,G,×)(k, l) = Span{Lp, p ∈ C}.
That this is a C*-tensor category with duals is proved in the same way as Lemma 4.2.8. The associated compact
quantum group can easily be identified, thus extending the results of [25].
Proposition 4.3.1. Let N be an integer and let G be the partition quantum group associated to C. Then, the
compact quantum group associated to C(C,G,×) is the direct product G ×G.
Proof. Consider the quantum group G′ = G × G, let u be the fundamental representation of G given by the
partition quantum group construction and consider the representation v = λ ⊗ u of G′, where λ is the regular
representation of G. Let V be the carrier space of u, let (ei)1⩽i⩽N be a basis of V . For each g ∈ G, let us denote
by V g a copy of V with basis (egi )1⩽i⩽N and by ug the natural copy of u acting on this space. Then, u′ = ⊕ug
is the image of Id⊗u under the isomorphism
ℓ2(G)⊗ V Ð→ ⊕
g∈G
V g
given by ei⊗δg ↦ egi . Moreover, the image of λ⊗Id is the representation ρ permuting the spaces V g. This yields
a bijection between the intertwiners of tensor powers of λ⊗ u and the corresponding intertwiners of u′ρ = ρu′.
Because u′ and ρ commute, the latter intertwiner spaces are the intersection of the intertwiner spaces of u′ and
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ρ. By Lemma 4.2.8, these spaces are linearly spanned by the maps Lp. Since v is a generating representation
for G ×G, the latter is the quantum group associated to C(C,G,×) 
Similarly, we can define another C*-tensor category with duals C(C,G, ≀) using the maps Mp. However,
the resulting quantum group does not seem to be easily described using G and the quantum group associated
to C. Of course, if C is the set of all partitions, then we get the wreath product G ≀ SN by the result of M.
Bloss [14]. But if C is for instance the category of all pair partitions (corresponding to ON ), then there is no
natural candidate for a "permutational wreath product" by the orthogonal group. On the quantum side the
first natural example to consider is C(NC,Z2, ≀). By [8, Thm 4.4], this is the category of representations of the
quantum group S+(N,0), which is proven in [8, Thm 2.9] to be isomorphic to H+N = Z2 ≀∗ S+N . It is of course
very tempting to conjecture from this that C(NC,G, ≀) is the representation category of G ≀∗ S+N for any finite
group G, although we have no further evidence for this. Quantum isometry groups of free products give more
examples of this situation. To explain this, let us note that the construction of C(C,G, ≀) still makes sense if the
partitions in C are already coloured by AG. In the special case G = Z2, we can identify this colouring with the
black/white colouring used in [8] and [9]. Using the description of the two-coloured categories of partitions of
the quantum reflection groups given in [21], [9, Thm 3.5] translates in the following way :
Theorem 4.3.2 (Banica-Skalski). Assume that 5 ⩽ s <∞ and let Cs denote the category of partitions of Hs+N .
Then C(Cs,Z2, ≀) is the category of representations of the quantum isometry group of the dual of Z∗Ns .
Remark 4.3.3. In [9], the inverse in the colour set is given by exchanging the colours, contrary to our previous
assumption. However, the averaging process p ↦ Mp still yields a C*-tensor category with duals because the
group acting is Z2. As soon as G contains an element of order more than 2, the existence of a duality becomes
unclear.
The link between these quantum isometry groups and the quantum reflection groups is still unclear as far
as we know. Understanding it would certainly be an important step in the study of these "generalized wreath
products". We will come back to this problem in a more general setting in Section 6.2.
5. Free fusion semirings
We will now concentrate on quantum groups whose fusion semiring satisfies some freeness assumption. Let
us first fix some terminology and notations. Let G be a compact quantum group and let Irr(G) be the set of
equivalence classes of irreducible representations of G. The fusion semiring R+(G) of G is the set N[Irr(G)]
endowed with the operations induced by the direct sum and tensor product of representations. As explained
in Subsection 3.3.2, the representation theory of a compact quantum group can be completely described when
it comes from a category of noncrossing partitions. A systematic approach to the computation of fusion rings
for quantum groups associated to noncrossing partitions with two colours was given in [21], together with some
classification results. We will now see how this generalizes to an arbitrary colour set. We first have to clarify
the notion of freeness.
5.1. Fusion sets and freeness. Free fusion semirings were introduced in [11] as an attempt to unify several
examples of "free" quantum groups, as well as to isolate the crucial features in the proof of some operator
algebraic properties of these quantum groups (as illustrated in the Appendix). In order to make things more
clear in the sequel, we first give a proper definition of the basic data needed for the construction of a free fusion
ring.
Definition 5.1.1. A fusion set is a set S together with a conjugation map x ↦ x which is involutive and a
fusion operation
∗ ∶ S × S → S ∪ {∅}.
Example 5.1.2. A group is a simple example of a fusion set, the conjugation being the inverse and the fusion
operation being the group law. A more general example is given by groupoids : let G be a groupoid and let SG
be the set of all morphisms of G. For x, y ∈ SG , set x = x−1 and x ∗ y = x ○ y if the composition makes sense and
∅ otherwise. Then, SG is a fusion set. As we will see in Corollary 5.3.15, this example is almost generic when
considering fusion sets arising from compact quantum groups.
Let S be a fusion set and consider the free monoid F (S) on S, i.e. the set of all words on S. The operations
on S extend to the abelian semigroup N[F (S)] in the following way : if w1 . . . wn,w′1 . . . w′k ∈ F (S), then
● w1 . . . wn = wn . . . w1
● (w1 . . . wn) ∗ (w′1 . . . w′k) = w1 . . . (wn ∗w′1) . . . w′k
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the latter being set equal to 0 whenever one of the two words is empty, or if wn ∗ w
′
1 = ∅. We can now turn
N[F (S)] into a semiring (R+(S),+,⊗) by setting
w ⊗w′ = ∑
w=az,w′=zb
ab + a ∗ b.
Definition 5.1.3. A semiring R+ is said to be free if there exists a fusion set S such that R+ is isomorphic to
R+(S). A compact quantum group G is said to be free if R+(G) is free.
Remark 5.1.4. The term "free" has been used with various meanings in the literature, sometimes meaning
"associated to a noncrossing category of partitions". We will rather call the latter "noncrossing quantum
groups" and keep the word "free " for quantum groups having free fusion semiring, regardless of the partition
setting.
Remark 5.1.5. Later on, we will classify all fusion sets coming from compact quantum groups, so that it will
appear that there are infinitely many non-isomorphic free quantum groups. However, our definition may not be
very practical when dealing with the converse problem : given a semiring R+, is there a criterion ensuring its
freeness ? We will leave this question aside in this work, as well as the following closely related one : if S1 and
S2 are fusion sets such that R
+(S1) ≃ R+(S2), do we have S1 ≃ S2 ?
The link with noncrossing partition quantum groups relies on the definition of the fusion set associated to a
category of partitions C. Let S(C) be the set of equivalence classes of projective partitions with only one block.
This means that we are looking at partitions p such that all the points are connected. If p is such a partition,
then we define p to be the partition obtained by rotating all the points of p upside down. We can define two
operations on S(C) :
● [p] = [p]
● [p] ∗ [q] = { [p q q] if p q q ∈ C
∅ otherwise
That these operations are well-defined was proved in [21, Lem 4.13 and Lem 4.14]. We thus have defined a
fusion set, hence a fusion semiring.
Definition 5.1.6. Let C be a category of partitions. Its fusion semiring R+(C) is the fusion semiring of the
fusion set S(C).
Recall from Subsection 3.3.2 that if C is noncrossing, then the irreducible representations of the associated
quantum group are indexed by projective partitions. Intuitively, a projective noncrossing partition can be
thought of as a word on one-block projective partitions (here noncrossingness is crucial), so that R+(G) should
be closely linked to R+(C). Formally, there is a natural map
Φ ∶ R+(C)Ð→ R+(G)
sending a word [p1] . . . [pn] to [up1⊗⋅⋅⋅⊗pn] and extended by linearity and we want a criterion ensuring its
bijectivity and compatibility with the tensor product. It is not difficult to see (for instance in [39, Rem 4.4])
that R+(G) cannot be free as soon as G has a non trivial one-dimensional representation. The converse was
proved in [21, Thm 4.18] for two colours, but the proof carries on verbatim to an arbitrary colour set.
Theorem 5.1.7. Let C be a category of noncrossing coloured partitions, let N ⩾ 4 be an integer and let G be
the associated partition quantum group. Then, the following are equivalent :
(1) The map Φ is an isomorphism.
(2) The fusion semiring R+(G) is free.
(3) G has no non trivial one-dimensional representation.
(4) The category of partitions C is block-stable, i.e. for any p ∈ C and any block b of p, we have b ∈ C.
Remark 5.1.8. In [21] we classified the possible groups of one-dimensional representations of any noncrossing
quantum group on two mutually inverse colours. It would of course be interesting to make a similar study in
this more general context. However, the situation will be more complicated since several combinatorial tricks
used in [21] (e.g. reducing to the case of partitions with only one colour) are not available any more. Moreover,
it is likely that any discrete group may appear as the group of one-dimensional representations of a noncrossing
partition quantum group, even though the "free part" gives restrictions.
Remark 5.1.9. The argument of [21, Thm 6.11] applies without change to this broader setting, so that if G is
a free partition quantum group with S finite, then G has the Haagerup property (see [17] for the definition).
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5.2. Partitions and freeness. The aim of this section is to give a comprehensive description of the free fusion
semirings arising from the partition quantum group construction. In fact, we will prove in Theorem 5.2.12
that any free fusion semiring arising from a quantum group is the fusion semiring of a noncrossing partition
quantum group. The strategy is to associate to any free fusion semiring a category of noncrossing partitions.
There is an a priori natural way of doing this : let S be a fusion set and consider the colour set AS = S where
the inverse is given by the involution of S. Let us assume that S is associative, so that we can define a function
f ∶ F (S)→ S by
f(w) = w1 ∗ ⋅ ⋅ ⋅ ∗wn
for any word w = w1 . . . wn. If p ∈ PAS(w,w′) is the one-block partition with upper colouring w and lower
colouring w′, we set fu(p) = f(w) and fl(p) = f(w′). The idea is to consider the following partitions :
Definition 5.2.1. Let S be an associative fusion set.
● If p is a one-block partition in NCAS(w,w′) with w,w′ ≠ ∅, we say that p is f -invariant if fu(p) = fl(p).
● If p is a one-block partition in NCAS(w,∅), we say that p is f -invariant if fu(p) = x∗x for some x ∈ S.
We would like to consider the category of partitions whose blocks are all f -invariant. However, problems
arise when considering elements x ∈ S such that x ∗ x = ∅ (for example the fundamental representation of O+N )
since the rotation of the x-identity is not f -invariant in that case. We will therefore split S into two parts to
define the category of partitions. Let H(S) be the set of elements of S such that x ∗ x ≠ ∅.
Definition 5.2.2. For any two words w and w′ on H(S), we define CH(S)(w,w′) to be the set of all partitions
in NCAH(S)(w,w′) such that all blocks are f -invariant. Let C′S be the category of partitions generated by the
x-identity for all x ∉ H(S). Then, we define CS to be the free product category of partition C′S ∗ CH(S).
In the remainder of this section, we will prove that CS is a category of partitions yielding the same fusion
semiring as S. This is of course false for an arbitrary fusion set since CS need not even be a category of
partitions in general. We therefore first have to find extra properties satisfied by fusion sets S arising from
compact quantum groups. Then, we will prove that these properties are enough to get an isomorphism of fusion
set between S(CS) and S.
Definition 5.2.3. Let S be a fusion set. It is said to be
● Associative if ∗ is associative as a law on S ∪ {∅} (with the convention that x ∗ ∅ = ∅ ∗ x = ∅ for any
x ∈ S ∪ {∅}).
● Frobenius if for any x, y, z ∈ S, x = y ∗ z ⇔ x ∗ y = z.
● Antisymmetric if for any x, y ∈ S, x ∗ y = y ∗ x.
Of course, these properties need not be satisfied by arbitrary fusion sets. However, our interest lies in those
coming from compact quantum groups, to which we give a name for convenience.
Definition 5.2.4. A fusion set S is said to be admissible if there exists a compact quantum group G such that
R+(G) ≃ R+(S).
The link with the properties above is provided by the following proposition :
Proposition 5.2.5. Let S be an admissible fusion set. Then, S is associative, Frobenius and antisymmetric.
Proof. Let G be a compact quantum group such that R+(G) ≃ R+(S). For any x in S, choose an irreducible
unitary representation ux of G such that [ux] is the image of x under the above isomorphism. Consider three
elements x, y, z ∈ S and compute their triple tensor product in two ways (ε denoting the trivial representation) :
ux ⊗ (uy ⊗ uz) = ux ⊗ (uyz + uy∗z + δy=zε)
= uxyz + ux∗(yz) + δx=yuz + ux(y∗z) + ux∗(y∗z) + δx=y∗zε + δy=zu
x
and
(ux ⊗ uy)⊗ uz = (uxy + ux∗y + δx=yε)⊗ uz
= uxyz + u(xy)∗z + δy=zux + ux(y∗z) + u(x∗y)∗z + δx∗y=zε + δx=yuz
Recall that by convention, uw∗w
′
is zero if w∗w′ = ∅. Note that by definition of the fusion operation on R+(S),
x ∗ (yz) = (x ∗ y)z and x(y ∗ z) = (xy) ∗ z. These simplifications together with the associativity of the tensor
product yield
(1) ux∗(y∗z) + δx=y∗zε = u
(x∗y)∗z
+ δx∗y=zε.
Assume now that y∗z ≠ ∅ and that x∗(y∗z) ≠ ∅. Then, the left-hand side contains a non-trivial representation
and therefore x∗y ≠ ∅ and (x∗y)∗z = x∗(y∗z). Reciprocally, if one of these elements is equal to ∅, then both
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sides cannot contain a non trivial representation, so that the other side must be equal to ∅ too. This proves the
associativity of S. Because of this associativity, both sides of Equation (1) can contain at most one copy of the
trivial representation. Thus, x = y ∗ z if and only if x ∗ y = z. Replacing x by x gives the Frobenius property.
Eventually, S is antisymmetric because for any two representations u and v of a compact quantum group, the
contragredient representation of u⊗v is unitarily equivalent to v⊗u. Applying this to ux and uy, together with
the fact that xy = y x, gives the desired equality. 
The next step is to check that for an admissible S, CH(S) is indeed a category of partitions. The subtle part
is the stability under vertical concatenation, for which we will use a separate lemma for the sake of clarity. We
first need a useful computation.
Lemma 5.2.6. Let S be an admissible fusion set and consider two elements y, z ∈ S such that y ∗ z ≠ ∅. Then,
y ∗ y ∗ z = z.
Proof. Recall that the Frobenius property reads x = y∗z ⇔ x∗y = z. Replacing x by y∗z in the second equality
and using antisymmetry yields z ∗ y ∗ y = z. Applying the involution and using antisymmetry again, we get the
result. 
Understanding the structure of blocks in the vertical concatenation is a difficult problem in general. We will
take advantage of the noncrossingness to decompose this operation using the following notion of pseudo-one-
block partition.
Definition 5.2.7. A partition p is said to be pseudo-one-block if all its blocks but one are identity partitions.
Lemma 5.2.8. Let q be a noncrossing coloured partition. Then, q is a vertical concatenation of pseudo-one-block
partitions.
Proof. Let b be a non-through-block in the upper row of q which is an interval in the sense that any point
between two points of b is again in b. Then, tensoring b by suitable identity partitions we get a partition b′ such
that q = q′b′, where q′ is the partition obtained by removing b in q. Iterating this process, we can remove all
the upper non-through-blocks of q and get a decomposition q = pb′1 . . . b
′
k, where p has no non-through-block in
the upper row. The same decomposition can be done in the lower row, yielding another decomposition
q = (b′′1 . . . b′′l )r(b′1 . . . b′k).
Here, all the partitions are pseudo-one-block except for r, which is the partition obtained from q by keeping
only the through-blocks. Let us denote by (qi)1⩽i⩽n these through-blocks ordered from left to right. Because
they do not cross, we have q = q1 ⊗ ⋅ ⋅ ⋅ ⊗ qn and it is clear that this partition is a vertical concatenation of
pseudo-one-bock partitions, hence the result. 
We are now ready to prove the stability of CH(S) under vertical concatenation.
Lemma 5.2.9. Let p, q ∈ CH(S). Then, qp ∈ CH(S).
Proof. Because of Lemma 5.2.8, we can assume that q is a pseudo-one-block partition. Let us consider a block
b in qp and prove that b ∈ CH(S). There are three possibilities :
● b is a through-block
● b is a non-through-block which was not in p
● b is a non-through-block of p
Note that in the third case, b ∈ CH(S) by definition. Let us assume that b is a through-block and let c1, . . . , ck
be the through-blocks in p containing upper points of b. Then, fu(b) = fu(c1)∗ ⋅ ⋅ ⋅ ∗fu(ck). Because the ci’s are
blocks of p, they belong to CH(S) and we have
fu(b) = fl(c1) ∗ ⋅ ⋅ ⋅ ∗ fl(ck).
Let d be the unique non-identity block in q. Then, b is obtained in the following way :
(1) Connect all the points in the lower row of p between the extreme left point of c1 and the extreme right
point of ck to obtain a block b
′.
(2) If d ∈ C(w,w′) is a through-block, substitute w to w′ in the lower row.
(3) If d ∈ C(w,∅), cancel w in the lower row.
(4) If d ∈ C(∅,w′), do not change anything.
Step (1) has the effect of inserting the colourings of some non-through-block partitions between the lower
colourings of the blocks ci. However, these are f -invariant so that by Lemma 5.2.6, fl(b′) = fu(b). Since
moreover d ∈ CH(S), f(w) = f(w′) and by associativity, step (2) does not change the value of the map fl so that
in the end, fl(b) = fl(b′) = fu(b). The same holds for step (3) since in that case, f(w) = x ∗ x and removing it
does not change the value of f by Lemma 5.2.6.
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If b is a non-through-block which is not in p, d must be a non-through partition which cancels the whole
lower row of b′. The fact that such a partition matching the colouring exists means that fl(b′) = x ∗ x for some
x ∈ S. Then, fu(b) = fl(b′) = x ∗ x and b is f -invariant. 
Lemma 5.2.10. Let S be an admissible fusion set. Then, CH(S) is a block-stable category of partitions. As a
consequence, CS is also a block-stable category of partitions.
Proof. First note that the associativity of S is needed even simply to define CH(S). We then have to check the
stability of CH(S) under the category operations.
● Horizontal concatenation : this is clear since any block of p⊗ q is either a block of p or a block of q.
● Vertical concatenation : this was proved in Lemma 5.2.9.
● Adjoint : it is enough to check it block-wise, where it is a direct consequence of the antisymmetry of S.
● Rotation : again we can check it block-wise, where it is a direct consequence of the Frobenius property
of S.
Thus, CH(S) is a category of partitions and is by definition block-stable. Since a free product of block-stable
categories of partitions is again block-stable, the proof is complete. 
The isomorphism between S(CS) and S will be implemented by the restriction of the map fu to one-block
projective partitions (where it coincides with fl). This requires fu to be compatible with the equivalence relation
on projective partitions.
Lemma 5.2.11. Let S be an admissible fusion set and let p, q ∈ CS be one-block projective partitions. Then,
p ∼ q if and only if fu(p) = fu(q).
Proof. First remark that one-block projective partitions in C′S are simply identity partitions, so that they are
always f -invariant. Consider now the partition r = rpq = q
∗
upu and recall that p is equivalent to q if and only if
rpq ∈ CS. Note that r has only one block because p and q do. Thus, since fu(rpq) = fu(p) and fl(rpq) = fu(q),
rpq ∈ CS if and only fu(p) = fu(q). 
Theorem 5.2.12. Let G be a free compact quantum group. Then, there exists a partition quantum group G′
such that R+(G) ≃ R+(G′).
Proof. Let S be a fusion set such that R+(G) = R+(S) and let CS be the associated category of noncrossing
partitions. By Lemma 5.2.11, the map fu restricts to a set-theoretic isomorphism between S(CS) and S. It is
clear that f respects the involution (because S is antisymmetric). For the fusion operation, note that if x ∈ S
is such that x∗ y ≠ ∅, then by Lemma 5.2.6, x ∗x ≠ ∅ and x ∈ H(S). In other words, there is no possible fusion
involving an element which is not in H(S). Since f respects the fusion operation on S(C′S) and S(CH(S)), it
therefore respects the fusion operation on S. Thus, it is an isomorphism of fusion sets and R+(G) ≃ R+(CS).
By Lemma 5.2.10, CS is a block-stable so that we can conclude by Theorem 5.1.7 that R+(G) = R+(G′), where
G
′ is a partition quantum group associated to CS and any integer N ⩾ 4. 
In the language of [3], any free compact quantum group is an R+-deformation of a free partition quantum
group. A natural question is therefore : is any free compact quantum group monoidally equivalent to a free
partition quantum group ? We will come back to this problem in Subsection 6.1. We end this section by giving
a set of generators of the category of partitions CS . For two words w,w′ on S, let π(w,w′) ∈ NCAS be the
one-block partition with upper colouring w and lower colouring w′.
Lemma 5.2.13. Let S be a fusion set and let C′ be the category of partitions generated by all the partitions
π(xy, z) for x, y, z ∈ S satisfying x ∗ y = z. Then, C′ = CS.
Proof. Note that C′ ⊂ CS by definition. Moreover, C′S ⊂ C
′ so that we only have to deal with CH(S). Assume now
that π(w,w′) ∈ CH(S) with w = w1 . . . wn and define a sequence zi of elements of S by z1 = w1 and zi+1 = zi∗wi+1.
Let us prove by induction that π(w1 . . . wi, zi) ∈ C′. For n = 1, this is clear. For n > 1, this comes from the
equality
π(w1 . . . wi+1, zi+1) = π(ziwi+1, zi+1)(π(w1 . . . wi, zi)⊗ ∣).
Since zn = f(w) by construction, we have proved that π(w,f(w)) ∈ C′. The same proof yields π(w′, f(w′)) ∈ C′,
so that π(w,w′) ∈ C′. Using rotations, we see that any one-block partition of CS is in C′. Because CS is block-
stable, any partition in it can be built from one-bock partitions using the category operations. Hence, CS ⊂ C′,
concluding the proof. 
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5.3. Classification of fusion sets. We now want to investigate the general structure of admissible fusion sets
and to classify them. The outcome of this study will be a general free product decomposition for free partition
quantum groups, given in Theorem 5.4.7. When the colour set A contains two colours which are inverse to one
another, such a classification is known by [21, Thm 4.23]. Since it will serve as a building block for the general
case, let us restate this result in the context of fusion sets.
Theorem 5.3.1. Let C be a block-stable category of noncrossing partitions with two colours which are conjugate
to each other. Then, S(C) is isomorphic to one of the following :
● O = {x} with x ∗ x = ∅.
● U = {x,x} with x ∗ x = x ∗ x = x ∗ x = x ∗ x = ∅.
● Zs for 1 ⩽ s ⩽∞, where the conjugation and fusion operations are given by the group inverse and group
operation.
● Z = {x,x, x ∗x,x ∗x} with the fusion operation given by [21, Def 4.22] (where it is denoted by S). Note
that this is the fusion set associated to a groupoid with two elements having trivial automorphism groups
and two mutually inverse morphisms between these elements.
In Theorem 5.3.20, we shall see that any admissible fusion set can roughly be built from these ones (with
Zs replaced by arbitrary discrete groups). In order to get such a result, we first have to decompose admissible
fusion sets in blocks using the following notion of disjoint union. From now on, all fusion sets will be assumed
to be admissible.
Definition 5.3.2. Let S,S′ be two fusion sets. Their disjoint union is the set S′′ = S ⊔ S′ together with its
natural conjugation and the fusion operation induced by the fusion operations on S and S′ with the following
additional rule : x ∗ y = ∅ whenever x ∈ S and y ∈ S.
We will proceed stepwise to decompose S as a disjoint union of simpler fusion sets. A first decomposition
of this kind was already introduced in Subsection 5.2 to define the category of partitions CS . We refine it by
defining the following three subsets :
● H(S) = {x ∈ S,x ∗ x ≠ ∅}
● O(S) = {x ∉H(S), x = x}
● U(S) = {x ∉ H(S), x ≠ x}
Lemma 5.3.3. The restrictions of the conjugation and the fusion operation turn the three sets above into fusion
sets. Moreover, S is their disjoint union.
Proof. Let us recall that by Lemma 5.2.6, if x, y ∈ S are such that x ∗ y ≠ ∅, then x ∗ x ≠ ∅ (and x ∗ x ≠ ∅ too).
Thus, for any x ∈ O(S) or x ∈ U(S) and y ∈ S, x ∗ y = ∅. This proves that these two sets are fusion subsets and
that they are disjoint from each other and from H(S). We therefore only have to prove that H(S) is stable
under the fusion operation. This is a consequence of the fact that if x∗y = z, then z ∗ z = y ∗x∗x∗y = y ∗y ≠ ∅
(using Lemma 5.2.6). 
Proposition 5.3.4. Let S be an admissible fusion set. Then, S is a the disjoint union of H(S), copies of O
and copies of U .
Proof. Writing O(S) as a disjoint union of singletons gives a decomposition into disjoint fusion sets. By the
classification of the two-colour case, these are all isomorphic to O. Similarly, writing U(S) as a disjoint union
of pairs {x,x} gives a disjoint union of fusion sets isomorphic to U . The result therefore follows from the
decomposition S =O(S) ⊔ U(S) ⊔H(S). 
The problem now reduces to describing H(S). Again, we define two subsets :
● Γ(S) = {x ∈ S,x ∗ x = x ∗ x}.
● Z(S) = {x ∈ S,x ∗ x ≠ x ∗ x}.
Lemma 5.3.5. The subset Γ(S) is stable under the conjugation and the fusion operation. Moreover, there is a
family of discrete groups (Γi)i such that Γ(S) = ⊔iΓi as fusion sets.
Proof. The stability under conjugation is clear. For the fusion operation, note that if x ∗ y = z, then
x ∗ x = (z ∗ y) ∗ (z ∗ y) = y ∗ y.
Thus, if x, y ∈ Γ(S) and x ∗ y = z, then
z ∗ z = x ∗ x = x ∗ x = y ∗ y = y ∗ y = z ∗ z
and Γ(S) is stable. Now, let us define a binary relation on Γ(S) by x ∼ y if x ∗ y ≠ ∅. The key fact is that, by
Lemma 5.2.6, x ∼ y if and only if x ∗ x = y ∗ y. From this, it is straightforward to see that ∼ is an equivalence
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relation on Γ(S). Let (Γi)i be the equivalence classes for ∼. Then, ∗ turns Γi into a monoid. Moreover,
x ∗ x = y ∗ y = y ∗ y for any x, y ∈ Γi so that x ∗ x is a neutral element and x is an inverse for x. Summing up,
each Γi is a group, concluding the proof. 
The difficulty is to deal with Z(S). Noting that for any x ∈ Z(S), x ∗ x ∈ Γ(S), we see that Z(S) is never a
fusion subset and that we have to keep the interplay between Z(S) and Γ(S) in the picture. We can however
isolate the part in Γ(S) which does not interact with Z(S) by setting :
● Γ′(S) = {x ∈ Γ(S),∀y ∈ Z(S), x ∗ y = ∅}.
● Λ(S) = Γ(S)/Γ′(S) (the complement of Γ′(S)).
● H′(S) = Λ(S)∪Z(S).
Proposition 5.3.6. The sets Γ′(S) and H′(S) are disjoint fusion subsets of H(S).
Proof. By associativity, (x ∗ x′) ∗ y = ∅ if x′ ∗ y = ∅, so that Γ′(S) is a fusion subset. Recall that Γ(S) = ⊔i∈IΓi
for some discrete groups Γi and that two given elements x and y belong to the same Γi if and only if x∗x = y∗y.
This implies that there is a subset J ⊂ I such that Γ′(S) = ⊔i∉JΓi and Λ(S) = ⊔i∈JΓi. Thus, Γ′(S) and H′(S)
are disjoint. 
From now on, we will assume that S = H′(S) and further describe the structure of this fusion set in three
steps. We will describe some fusion sets by generators and relations, so that we first have to make this notion
clear.
Lemma 5.3.7. Let A be a colour set and let B be a set of pairs (w,w′), where w and w′ are words on A.
Then, there exists a fusion set S with the following properties :
(1) S is generated by A.
(2) For any (w,w′) ∈ B, f(w) = f(w′) in S.
(3) For any fusion set T generated by A and such that for any (w,w′) ∈ B, f(w) = f(w′) in T , there exists
a surjective morphism of fusion sets
Φ ∶ S Ð→ T
which is the identity on A.
Moreover, such a fusion set S is unique up to isomorphism and called the fusion set generated by A and the
relations f(w) = f(w′) for (w,w′) ∈ B.
Proof. The uniqueness is clear. To prove the existence, let C be the category of partitions generated by the
x-identity for every x ∈ A and the partitions π(w,w′) for every (w,w′) ∈ B. Then, S = S(C) satisfies all the
required properties. 
5.3.1. First step. Recall that for any x ∈ Z(S), x∗x ∈ Λ(S). Let us denote by Λx the group in Λ(S) containing
this element. Here are alternate characterizations :
Lemma 5.3.8. Let t ∈ Λ(S). Then, the following are equivalent :
● t ∈ Λx
● t ∗ t = x ∗ x
● t ∗ t = x ∗ x
● t ∗ x ≠ ∅
Moreover, the map fx ∶ t↦ x ∗ t ∗ x induces an isomorphism between Λx and Λx.
Proof. An element t ∈ Λ(S) is in Λx if and only if x∗x ∼ t. By definition, this means that (x∗x) ∗ t ≠ ∅, which
is equivalent to t∗ t = t∗ t = (x ∗ x)∗ (x∗x) = x∗x. This gives the first three equivalences. The last one follows
directly from the fact that a ∗ b ≠ ∅ if and only if a ∗ a = b ∗ b. If t ∗ t = x ∗ x, then fx(t) ∗ fx(t) = x ∗ x, so that
fx maps Λx to Λx. It is a bijection because fx is an inverse and a group homomorphism by a straightforward
computation using Lemma 5.2.6. 
We will now use a second binary relation ≈ on Z(S) defined by : x ≈ y if x ∗ y ∈ Λ(S).
Lemma 5.3.9. The binary relation ≈ is an equivalence relation on Z(S).
Proof. Because x ∗ x ∈ Λx and y ∗ x = x ∗ y, ≈ is reflexive and symmetric. To prove that it is transitive, note
that if x ≈ y and y ≈ z, then x ∗ y ∈ Λx and y ∗ z ∈ Λy, so that
x ∗ z = (x ∗ y) ∗ (y ∗ z) ∈ Λx.

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Let R(S) be a set of representatives of the equivalence classes for ≈ with the property that if x ∈R(S) then
x ∈ R(S) (this makes sense because x ∈ Z(S) can never be equivalent to x). We will denote the equivalence
class of x by [x]. There is in fact a strong link between [x] and the group Λx.
Lemma 5.3.10. The fusion operation induces an action of Λx on [x] which is free and transitive. In particular,
the map
Λx → [x]
t ↦ t ∗ x
is a bijection.
Proof. If t∗y = y, then t = y ∗y. Since y ∗y is the neutral element for Λx by Lemma 5.2.6, we conclude that t is
neutral, i.e. the action is free. Moreover, if y ∈ [x], then ty = y ∗ x = x ∗ y ∈ Λx and y = ty ∗ x, so that the action
is transitive. 
We can now have a first glimpse of the general structure of H′(S) by describing its basic "blocks". For
x ∈ R(S), let us set Zx = [x] ∪ [x]. Let us also denote by eΛ the neutral element of a group Λ.
Proposition 5.3.11. The set Sx = Zx ∪ (Λx ⊔ Λx) is a fusion set. Moreover, let Λ be a group isomorphic to
Λx and let S
′ be the fusion set generated by Λ and an element a ∉ Λ with the relation a ∗ a = eΛ. Then, there is
an isomorphism of fusion sets S′ → Sx sending a to x and Λ to Λx.
Proof. For the first assertion, the only thing to prove is the stability under the fusion operation. We check it
case by case :
● If a and b belong to the same set of the union, then a ∗ b also belongs to this set as soon as it is not ∅.
● If a ∈ Λx and b ∈ Λx ∪ [x] then a ∗ b = ∅. Similarly with x replaced by x.
● If a ∈ [x] and b ∈ [x], then a ∗ b ∈ Λx.
If ϕ ∶ Λ → Λx is an isomorphism, there is by Lemma 5.3.7 a surjection of fusion sets Φ ∶ S′ → Sx which restricts
to ϕ on Λ and sends a to x. Since Z(S′) is generated by a, it is equal to [a] ∪ [a] = (Λa ∗ a) ∪ (Λa ∗ a) by
Lemma 5.3.10. Therefore, it is enough to prove that Λa = Λ to conclude that Φ is an isomorphism. Let w be
a word on Λ ∪ {a, a} such that f(w) ∈ Λa. We will prove by induction on the length of w that f(w) ∈ Λ. If
w is of length one or two, this is clear. If w = w1 . . . wn with n ⩾ 2, we have f(w) ∗ f(w) = w1 ∗ w1 = a ∗ a,
so that either w1 ∈ Λ or w1 = a. In the first case, we must also have f(w2 . . . wn) ∈ Λa. Thus, by induction,
f(w) = w1 ∗ f(w2 . . . wn) ∈ Λ. In the second case, we must have w2 = a (a ∗ t ≠ ∅ for some t ∈ Λ would imply
a ∈ Λ), so that f(w) = f(w3 . . . wn) ∈ Λ again by induction. Thus, Λa = Λ and Φ is an isomorphism. 
5.3.2. Second step. Obviously, S = ∪x∈R(S)Sx. However, these fusion sets are far from being disjoint in general.
Our second step is to understand their interplay by taking in account the relations x ∗ y ≠ ∅ for x, y ∈ R(S),
which are equivalent to Λy = Λx. To do this, recall that Λ(S) = ⊔j∈JΛj and set, for j ∈ J ,
Rj = {x ∈R(S),Λx = Λj}.
Lemma 5.3.12. Let Sj be the fusion subset of S generated by Rj. Then,
Sj =
⎛
⎝ ⋃x∈Rj Sx
⎞
⎠ ∪
⎛
⎝ ⋃x,y∈Rj Sx∗y
⎞
⎠ .
Proof. Let us denote by T the right-hand side of the equality. Since Sx is the fusion subset generated by x, it
is clear that T ⊂ Sj . Thus, the only thing we have to prove is that T is a fusion set. The stability under the
conjugation operation is clear. For the fusion operation, consider the following facts :
● If x, y ∈Rj , then x ∗ y = ∅.
● If x, y ∈Rj , then x ∗ y ∈ Sx∗y.
● If x, y, y′ ∈ Rj , then (x ∗ y) ∗ y′ ≠ ∅ implies Λy = Λy′ . But since Λy = Λy′ by definition, we get y ≈ y′.
Because we are considering representatives of the equivalence classes, this implies y = y′. Thus, the
product lies in Sx. A similar argument works for (x ∗ y) ∗ (x′ ∗ y′) and x ∗ (x′ ∗ y).
By the description of Sx given in Proposition 5.3.11, this proves that T is stable under the fusion operation.
Hence, it is a fusion set and T = Sj . 
As for the first step, we want to give an abstract presentation of the fusion set Sj .
Proposition 5.3.13. Let Λ be a group isomorphic to Λj and let M be a set in bijection with Rj. Let S
′ be the
fusion set generated by Λ and the elements of M with the relations b ∗ b = eΛ for every b ∈M . Then, S′ = Sj.
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Proof. Let ϕ ∶ Λ → Λj be an isomorphism and let g ∶ M → Rj be a bijection. By construction, there is a
surjective morphism of fusion sets Φ ∶ S′ → Sj which restricts to ϕ on Λ and sends b ∈M to g(b). Let S′b be the
fusion subset of S′ generated by b and Λ. By Proposition 5.3.11, Φ restricts to an isomorphism between S′b and
Sg(b). The same holds for S
′
b1∗b2
. Now, let a1, a2 ∈ S′ be such that Φ(a1) = Φ(a2). There exists λ1, λ2 ∈ Λ and
b1, b2 ∈M such that ai = ϕ(λi) ∗ g(bi) for i = 1,2. The equality Φ(a1) = Φ(a2) then yields
g(b1) = ϕ(λ1) ∗ ϕ(λ1) ∗ g(b1) = ϕ(λ1) ∗ϕ(λ2) ∗ g(b2) = ϕ(λ−11 λ2) ∗ g(b2).
This means that g(b1) ≈ g(b2), which implies g(b1) = g(b2). By injectivity of g, we have b1 = b2. Thus,
ϕ(λ−11 λ2) = eΛj and by injectivity of ϕ, λ1 = λ2, concluding the proof. 
Using this picture, we can give an alternative characterization of H′(S) using groupoids as in Example 5.1.2.
In fact, consider the small category G(S) with J as set of objects and with morphism spaces :
HomG(S)(i, j) = {x ∈H′(S),Λx = Λj ,Λx = Λi}.
The fusion operation induces an associative composition for which x is the inverse of x. Thus, G(S) is a
groupoid. Note that Hom(i, i) is precisely the group Λi.
Remark 5.3.14. For x ∈ HomG(S)(i, j), the source of x should act on the right, hence the reversal of notations
in the definition if we want the source to be Λi.
We can summarize our results so far as follows :
Corollary 5.3.15. Any admissible fusion set is a disjoint union of copies of O, copies of U , groups and SG for
some groupoid G.
5.3.3. Third step. Again, we have by construction S = ∪j∈JSj and we should investigate the intersections of
these sets. However, it will appear that they are either identical or disjoint, so that the decomposition will be
complete. We start with a natural notion of connectedness.
Definition 5.3.16. An admissible fusion set S is said to be connected if for any i, j ∈ J , there is an element
y ∈ Z(S) such that Λy = Λi, Λy = Λj .
Lemma 5.3.17. The fusion set H′(S) is a disjoint union of connected fusion sets.
Proof. Let us define a binary relation ∽ on the set J by : i ∽ j if there exists y ∈ Z(S) such that Λy = i and
Λy = j. This is clearly an equivalence relation. Let K be a set of representatives for ∽ and set, for k ∈K,
Tk = {x ∈ S,∃j ∽ k,Λx = Λj}.
Then H′(S) = ∪kTk. Moreover, each Tk is a connected fusion set by construction. Let now x ∈ Tk and x′ ∈ Tk′
be such that x ∗ x′ ≠ ∅. Then,
Λk′ = Λx′ = Λx = Λj.
By definition of ∽, j ∽ k so that in the end, k = k′. Hence, H′(S) is the disjoint union of the fusion sets Tk. 
To conclude, we now only have to see that the fusion set Tk is in fact equal to Sk.
Lemma 5.3.18. The fusion sets Sj are connected. Moreover, if i, j ∈ J satisfy i ∽ j, then Si = Sj. Hence,
Si = Ti.
Proof. The fusion set Sj is connected because it is generate by elements satisfying Λx = Λj . Assume now that
i ∽ j. Let x ∈ Rj and let y ∈ Z(S) be such that Λy = Λi and Λy = Λj. Then, Λy∗x = Λi so that y ∗ x ∈ Si. This
implies that x = (y ∗ x) ∗ y ∈ Si, thus Sj ⊂ Si. By symmetry of ∽, Si = Sj and the proof is complete. 
We can now give a presentation of any admissible fusion set. For clarity, let us first give a definition.
Definition 5.3.19. A fusion triple Θ = (nO, nU , (Γi, ni)i∈I) is given by :
● An integer nO
● An integer nU
● A collection of groups (Γi)i∈I
● For every i ∈ I, an integer ni
Let Θ be a fusion triple and let J be the set of elements j ∈ I such that nj > 0. For j ∈ J , let Sj be the fusion
set generated by Γj and nj elements b
j
1, . . . , b
j
nj
with the relations bj
k
∗ b
j
k = eΓj . The fusion set S(Θ) associated
to the fusion triple Θ is the disjoint union of nO copies of O, nU copies of U , the fusion set ⊔i∉JΓi and the fusion
sets Sj .
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Theorem 5.3.20. There is a one-to-one correspondence between isomorphism classes of admissible fusion sets
and isomorphism classes (in an obvious sense) of fusion triples.
Proof. Let S be a fusion set. Let nO(S) and nU(S) be the number of copies of O and U appearing in Proposition
5.3.4 and set Γ(S) = ⊔iΓi as in Proposition 5.3.6. Combining Lemma 5.3.17 and Lemma 5.3.18, we see that
H′(S) = ⊔k∈KSk. To each Sk, associate the group Λk and the integer nk = ∣Rk ∣ − 1. This forms a fusion triple
Θ(S). The result then follows from the fact that S(Θ(S)) is isomorphic to S by Proposition 5.3.13 and Lemma
5.3.18 and the fact that Θ(S(Θ)) is by construction isomorphic to Θ. 
5.4. Free product decomposition. Going back to compact quantum groups, we would like to give an inter-
pretation of Theorem 5.3.20. This will lead to a general decomposition result for free partition quantum groups
into free products of elementary ones. Let us first see how the fact that fusion sets are disjoint translates at the
level of quantum groups.
Lemma 5.4.1. Let N ⩾ 4 be an integer, let S and S′ be fusion sets and let G and G′ be the associated partition
quantum groups. Then, the partition quantum group G′′ associated to the disjoint union S′′ = S⊔S′ is isomorphic
to the free product G ∗G′.
Proof. By definition of the disjoint union we have, at the level of categories of partitions, a free product
decomposition CS′′ = CS ∗ CS′ . We can therefore conclude by Proposition 4.1.2. 
As an immediate consequence, we get our first decomposition.
Proposition 5.4.2. Let S be an admissible fusion set and let G′ be the partition quantum group associated to
H′(S). Then, the partition quantum group associated to S is the free product of G′, copies of O+N , copies of U+N
and free wreath products of discrete groups by S+N .
Proof. The free product decomposition comes from Proposition 5.3.4, Proposition 5.3.6 and Lemma 5.4.1. It is
then clear on the construction that the partition quantum group associated to O, U and a group Γ respectively
are O+N , U
+
N and the free wreath product Γ ≀∗ S
+
N , hence the result. 
Combining Proposition 5.3.13 and Lemma 5.4.1, we see that the partition quantum group associated toH′(S)
is the free product of the partition quantum groups associated to Sk for k ∈K. These are not free products of
unitary easy quantum groups, but can be easily described using amalgamation over S+N . To see this, let us first
recall from [30, Prop 3.2] that the coefficients of ueΛ generate a C*-subalgebra of C(Λ̂ ≀∗S+N) which is isomorphic
to C(S+N). Moreover, the restriction of the coproduct yields the quantum group structure of S+N . This will be
identified with a copy of S+N inside H̃
+
N which we now describe.
Lemma 5.4.3. Let Z = {x,x, x ∗ x,x ∗ x} be the fusion set of the free quantum group H̃+N . Let A be the C*-
subalgebra of C(H̃+N) generated by the coefficients of the representation ux∗x and let B be the one generated by
the coefficients of ux∗x. Then, A and B are isomorphic to C(S+N). Moreover, the restriction of the coproduct
to these algebras yields the coproduct of the corresponding quantum groups.
Proof. Let π ∶ C(H̃+N)→ C(S+N) be the canonical surjection. It sends ux⊗ux to v⊗v, where v is the fundamental
representation of S+N , and it is easy to see that the subrepresentations u
x∗x and ux∗x are sent to the unique
copy of v inside v ⊗ v. From this and the fusion rules, it is straightforward that π restricts to isomorphisms on
both A and B. Since π commutes with the coproducts, (A,∆) and (B,∆) are both isomorphic to S+N . 
Remark 5.4.4. One can even prove that the C*-subalgebras A and B are free in C(H̃+N) with respect to the
Haar state. In fact, they generate a copy of C(S+N ∗ S+N).
For a group Λ and an integer n, let us consider a family (Gi)1⩽i⩽n of copies of H̃+N and define
Z+N(Λ, n) = (∗S+NGi) ∗S+
N
(Λ̂ ≀∗ S+N)
Note that Z+N(Λ,0) = Λ̂ ≀∗ S+N and that Z+N({e},1) = H̃+N . Our decomposition will rely on an elementary
computation.
Lemma 5.4.5. Let N ⩾ 4 be an integer, let C be a category of partitions, let G be the associated partition
quantum group and let x, y, z ∈ A. If π(xy, z) ∈ C, then uxikuyjl = δi,jδk,luzik for all 1 ⩽ i, j, k, l ⩽ N .
Proof. Set T = Tpi(xy,z). We have
uz ○ (Id⊗T )(exi ⊗ eyj ) = δi,j∑
k
uzik ⊗ e
z
k
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and (Id⊗T ) ○ (ux ⊗ uy)(exi ⊗ eyj ) = ∑
k
uxiku
y
jk
⊗ ezk.
If π(xy, z) ∈ C, then T is an intertwiner and the two equations above must yield the same result. Because
π(xy,xy) = π(xy, z)∗π(xy, z) ∈ C, a similar computation shows that uxikuyjl = 0 as soon as i ≠ j or k ≠ l.
Combining the two equalities yields the statement. 
Lemma 5.4.6. The quantum group Z+N(Λ, n) is a partition quantum group. Moreover, the fusion set of
Z+N(Λj , nj) is isomorphic to Sj.
Proof. For 1 ⩽ i ⩽ n, let Ci be a copy of the category of partitions C
○,●
alt
corresponding to the quantum group H̃+N
and consider the category of partitions C′ obtained by taking the free product of CΛ and Ci for 1 ⩽ i ⩽ n. The
associated partition quantum group is, by Lemma 5.4.1,
G
′ = (∗ni=1Gi) ∗ (Λ̂ ≀∗ S+N) .
Let C be the category of partitions generated by C′ and the partitions π(xixi, eΛ) for 1 ⩽ i ⩽ n. By Lemma
5.4.5, passing from C′ to C amounts to quotienting C(G′) by the relations
(ux∗x ⊕ ε)ij = (ue ⊕ ε)ij
for all i, j, where ε denotes the trivial representation. This is precisely the amalgamation defining Z+N(Λ, n),
hence the first assertion. The fusion set S associated to Z+N(Λj , nj) is by construction generated by Λj and
elements (xi)1⩽i⩽nj with the relations xi ∗ xi ∈ Λj . Thus, by Proposition 5.3.13, it is Sj . 
We are now ready to give a general structure result. For an integer N ⩾ 4, let FN be the collection of partition
quantum groups consisting in O+N , U
+
N and Z
+
N(Λ, n) for all groups Λ and all integers n.
Theorem 5.4.7. Let S be an admissible fusion set and let N ⩾ 4 be an integer. Then, the partition quantum
group associated to S and N is a free product of elements of FN .
Proof. This is the combination of Proposition 5.4.2, Lemma 5.4.6 and Theorem 5.3.20. 
Remark 5.4.8. Using this free product decomposition and the arguments of [21, Sec 6], Remark 5.1.9 yields the
following statement : let S be a fusion set such that Γ(S) is a disjoint union of finite groups, let N ⩾ 4 be an
integer and let G be the associated partition quantum group, then G has the Haagerup property.
Remark 5.4.9. It is tempting to conjecture that if C is a block-stable category of noncrossing partitions and
N ⩾ 4 is an integer, then the associated partition quantum group is a free product of elements of FN . However,
this is false because B+N ∉ FN .
It is useful to restate Theorem 5.4.7 in the language of R+-deformations, in particular for further applications
to monoidal equivalence in Subsection 6.1.
Corollary 5.4.10. Let G be a compact quantum group. Then, G is free if and only if G is a R+-deformation
of a free product of elements of FN for some N ⩾ 4.
6. Partitions and tensor categories
The aim of this final section is to take a step towards generality by considering more general C*-tensor
categories built from partitions. In fact, Definition 3.2.5 defines concrete C*-tensor categories in the sense that
there is a finite-dimensional Hilbert space attached to each object in such a way that morphisms are linear
maps between these spaces. Forgetting about this concrete realization leads to the notion of abstract C*-tensor
category. This generalization has two applications. The first one is the construction of non-unimodular versions
of partition quantum groups, which we define and try to classify in Subsection 6.1. The second one is the
construction of categories of representations for arbitrary (free) wreath product, leading to a more general
notion of "decorated" partitions where instead of colours we use a whole C*-tensor category to label points and
blocks in the partitions. This is explained in Subsection 6.2.
6.1. Non-unimodularity. In this subsection we want to investigate non-unimodular versions of partitions
quantum groups. A motivation for this is to refine Theorem 5.4.7, trying to identify all free quantum groups up
to isomorphism rather than simply classify them up to R+-deformations. As a typical example, let us consider
the free unitary quantum groups U+F for invertible matrices F defined in [44]. It is known by [2] that they
all have a free fusion semiring. However, few of them are isomorphic to U+N for some integer N , so that we
need a broader setting to encompass them. The key observation is that we have so far always been considering
unimodular quantum groups, when U+F seldom is.
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Definition 6.1.1. A compact quantum group G is said to be unimodular if the contragredient of any unitary
representation of G is again a unitary representation.
What forces partition quantum groups to be unimodular is the definition of the maps Tp. We shall therefore
look for other ways of associating operators to partitions in a coherent way to build a concrete C*-tensor
category with duals. Let us first define the abstract categories we will be working with.
Definition 6.1.2. Let C be a category of A-coloured partitions and let θ ∈ C. The partition C*-tensor category
associated to C with parameter θ is the category C(C, θ) whose objects are words on A and whose morphisms
are
Hom(w,w′) = Span{p, p ∈ C(w,w′)}
with the composition given by
q ○ p = θrl(q,p)qp.
Moreover, C(C, θ) is endowed with the involution p↦ p∗ and the tensor product ⊗, turning it into a C*-tensor
category with duals.
Remark 6.1.3. One may prefer to work with pseudo-abelian categories and consider the pseudo-abelian com-
pletion (or Karoubi envelope) of C(C, θ) to be the important object. However, since unitary fiber functors can
be extended to this completion, we will restrict ourselves to C(C, θ) in the sequel.
An important family of examples of partition C*-tensor categories was introduced and studied by G. Lehrer
and R. Zhang in [29] under the name of Brauer categories. These are in fact the partition categories associated
to the category P2 of all pair partitions. Another example of this construction was studied by P. Deligne in
[19]. He considered the category P of all partitions, thus obtaining categories "interpolating" the categories
of representations of the symmetric groups SN . We will come back to generalizations of this construction in
Subsection 6.2. To apply Tannaka-Krein duality to such a category and obtain a compact quantum group, we
first have to make it concrete. This means that we must associate to every object of the category a Hilbert
space, in a way compatible with the tensor structure. Such an association is called a unitary fiber functor.
Definition 6.1.4. Let C be a C*-tensor category with duals. A unitary fiber functor is given by a finite-
dimensional Hilbert space Hϕ(x) for every object x of C and linear maps
ϕ ∶ Hom(x1 ⊗ ⋅ ⋅ ⋅ ⊗ xn, y1 ⊗ ⋅ ⋅ ⋅ ⊗ yk) → L(Hϕ(x1) ⊗ ⋅ ⋅ ⋅ ⊗Hϕ(xn),Hϕ(y1) ⊗ ⋅ ⋅ ⋅ ⊗Hϕ(yk))
satisfying
ϕ(1) = 1
ϕ(S∗) = ϕ(S)∗
ϕ(S ⊗ T ) = ϕ(S)⊗ ϕ(T )
ϕ(S ○ T ) = ϕ(S) ○ϕ(T )
Remark 6.1.5. Fiber functors on C(P, θ) are not studied in [19], whereas in the case of Brauer categories,
two unitary fiber functors are built in [29]. One on C(P2,N), yielding the orthogonal group ON and one on
C(P2,−N), yielding the symplectic group SpN . In general, there seems to be very few unitary fiber functors
on the representation category of classical groups (see the comment on SU(2) at the end of the introduction of
[13]).
If V is a finite-dimensional Hilbert space and if C is a category of partitions, then there is a unique unitary
fiber functor on C(C,dim(V )) sending a word w to V ⊗w and a partition p to the linear map Tp. Thus, partition
quantum groups can be seen as unitary fiber functors on partition C*-tensor categories. This suggests the
following extension of the definition :
Definition 6.1.6. A generalized partition quantum group is the compact quantum group associated to a unitary
fiber functor on a partition C*-tensor category. If the unitary fiber functor is faithful, then G is said to be a
faithful generalized partition quantum group.
Assume that G1 and G2 are associated to faithful unitary fiber functors on the same category. Then, they
have the same fusion rules, so that they are R+-deformations of one another. Since we know by Proposition
3.1.4 that p↦ Tp is faithful when C is noncrossing, this suggests the following conjecture, for which we will give
evidence in the remainder of this section :
Conjecture 6.1.7. Let G be a free compact quantum group. Then, G is a faithful generalized noncrossing
partition quantum group in the sense of Definition 6.1.6.
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To tackle this conjecture, one has to understand the link between quantum groups coming from faithful
unitary fiber functors on the same category. This is captured by the notion of monoidal equivalence, introduced
in the setting of compact quantum groups by J. Bichon, A. de Rijdt and S. Vaes in [13].
Definition 6.1.8. Two compact quantum groups G1 and G2 are monoidally equivalent if they come from two
faithful unitary fiber functors on the same C*-tensor category with duals.
It is clear that being isomorphic is stronger than being monoidally equivalent, which is in turn stronger than
being a R+-deformation. Conjecture 6.1.7 is in a sense of converse of this for free quantum groups. Here are
known results in that direction. The first two assertions come from [1, Thm 2], [2, Thm 2] and [13, Thm 5.3
and Thm 6.2] and the third one is [35, Thm 1.1] :
● If G is a R+-deformation of O+N , then it is monoidally equivalent to SUq(2) for some q and isomorphic
to O+F for some invertible matrix F (see [45] and [44] for the definition).
● If G is a R+-deformation of U+N , then it is monoidally equivalent to the free complexification of SUq(2)
for some q and isomorphic to U+F for some invertible matrix F (see [45] and [44] for the definition).
● If G is a R+-deformation of S+N , then it is monoidally equivalent to SOq(3) for some q and isomorphic
to the quantum automorphism group Aut(B,ψ) of some finite-dimensional C*-algebra B with a δ-form
ψ (see [46] and [5] for the definition).
Considering the class of quantum groups FN of Theorem 5.4.7, we see that the only basic case missing is
Z+N(Λ, n). It is reasonable (in particular in view of [38]) to make the following conjecture, which we split into
three cases :
Conjecture 6.1.9. Let G be a compact quantum group.
● If G is a R+-deformation of Γ̂ ≀∗ S
+
N , then it is monoidally equivalent to Γ̂ ≀∗ SOq(3) for some q and
isomorphic to Γ̂ ≀∗ Aut(B,ψ) for some finite-dimensional C*-algebra B with a δ-form ψ.
● If G is a R+-deformation of H̃+N , then it is monoidally equivalent to the free complexification of Ẑ2 ≀∗
SOq(3) for some q and isomorphic to the free complexification H̃+(B,ψ) of Ẑ2 ≀∗ Aut(B,ψ) for some
finite-dimensional C*-algebra B with a δ-form ψ.
● If G is a R+-deformation of Z+N(Λ, n), then it is isomorphic to
Z+(Λ,B,ψ,n) = (∗nAut(B,ψ)Gi) ∗
Aut(B,ψ)
(Λ̂ ≀∗ Aut(B,ψ)) ,
where Gi = H̃+(B,ψ).
Remark 6.1.10. Note that this conjecture can be restated in the following way : for these particular categories of
partitions, any faithful unitary fiber functor on C(C, θ) factorizes through C(NC,θ). This is false for C(NC2, θ)
(see [13, Thm 5.5]).
If this holds, then we can give a positive answer to Conjecture 6.1.7.
Corollary 6.1.11. Let F be the class of compact quantum groups containing O+F , U
+
F and Z
+(Λ,B,ψ,n). If
Conjecture 6.1.9 holds, then a compact quantum group G is free if and only if it is a free product of elements of
F .
Proof. Assume that G has free fusion semiring and let G1, . . . ,Gk be elements of FN such that G is a R
+-
deformation of ∗iGi. If ui denotes the fundamental representation of Gi, it corresponds to a representation
of G generating a compact quantum subgroup G′i with the same fusion rules as Gi. Thus, G
′
i ∈ F . Since the
subalgebra generated by all the C(G′i)’s is C(G), we can conclude that there is a surjective ∗-homomorphism
Φ ∶ C(∗iG′i)→ C(G)
intertwining the coproducts. This map sends the fundamental representation onto the fundamental representa-
tion and yields a dimension-preserving isomorphism at the level of the fusion rules, so that by [4, Lem 5.3] it is
a ∗-isomorphism. 
Remark 6.1.12. Such a free product decomposition, together with the results of [2], [43], [30] and [38], could give
a way to extend results on simplicity and uniqueness of KMS-state on the reduced C*-algebra, or on factoriality
and fullness for the von Neumann algebra. However, A. Chirvasitu proves many of these results in the Appendix
without resorting to the free product decomposition.
Remark 6.1.13. The result of Remark 5.4.8 could then be extended, yielding : G has the central Haagerup
property (see the end of [20, Sec 6] for a definition) as soon as Γ(S) is a disjoint union of finite groups. This
follows from the free product decomposition and the fact that, combining [21] and [18], all elements of F have
the central Haagerup property if Γ(S) is finite.
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Using Proposition 4.2.1, Corollary 6.1.11 would also give a partial classification of partition groups, i.e.
groups whose Schur-Weyl duality can be described by partitions. More precisely, compacts groups associated
to block-stable categories of partitions will be direct products of abelianizations of elements of F . Noting that
a classical group is always unimodular, this is the same as all direct products of elements of the class Fab of
compact groups containing ON , UN and K ≀ SN for all abelian compact groups K.
6.2. Wreath products and decorated partitions. We now turn to the second generalization, which is
inspired by a recent work of F. Lemeux and P. Tarrago [32]. In this paper, their study of free wreath products of
arbitrary compact quantum groups by quantum permutation groups suggests that partition quantum groups are
not the most general "combinatorial" structure based on partitions to describe representations of "free" quantum
groups. The idea is that instead of using colours corresponding to elements of a discrete group Γ, one can use
colours corresponding to representations of a compact quantum group G. But then, we have to "decorate" the
blocks of the partitions with morphisms between tensor products of the corresponding representations. Let us
give a formal definition for that.
Definition 6.2.1. Let A be a C*-tensor category. An A-decorated partition is a partition p together with :
● An object of A attached to each point of p.
● A morphism of A attached to each block of p.
Moreover, if b is a block of p with upper colouring x1, . . . , xn and lower colouring y1, . . . , yk, then the attached
morphism ϕb belongs to HomA(x1 ⊗ ⋅ ⋅ ⋅ ⊗ xn, y1 ⊗ ⋅ ⋅ ⋅ ⊗ yk).
The horizontal concatenation of partitions still makes sense in this context, as well as the vertical concate-
nation if we add the rule that morphisms of blocks are composed in the process. To define the ∗-operation or
the rotation, we need some extra structure.
Definition 6.2.2. Let A be a C*-tensor category with duals and let p be an A-decorated partition. Then, p∗
is defined by applying the ∗-operation to the underlying coloured partition and taking the adjoint of the block
morphisms. The rotated version of p obtained by rotating the leftmost upper point to the left of the lower row
is defined by applying the operation to the underlying coloured partition and applying Frobenius reciprocity to
the involved block morphism.
Definition 6.2.3. A category of A-decorated partitions is a collection C of A-decorated partitions which is stable
under vertical and horizontal concatenation, under the ∗-operation, under rotation and contains the partition∣ with x on both end and the identity operator on the block, for every object x of A. If C is a category of
A-decorated partitions and θ ∈ C, the associated partition C*-tensor category C(C, θ) is defined in the obvious
way.
Le A be a C*-tensor category with duals and let F be a unitary fiber functor on A. Using some twisted
tensor products with the maps Tp (see [32, Notation 3.6]), F extends to a unitary fiber functor on C(C,N)
yielding a compact quantum group. One can go back to the beginning of Section 3 and try to develop a theory
of "decorated partition quantum groups". The results of [22] may have a generalization to this setting, even
though the presence of morphisms on the blocks make things more complicated. For example, the definition of
the through-block decomposition, which is a central combinatorial tool, would have to be modified. We will not
go into these considerations now, but simply give examples.
Example 6.2.4. Consider a colour set A and build a C*-tensor category A(A) in the following way : objects of
A(A) are all words on A, the tensor product is the concatenation and between any two objects there is exactly
one morphism. Then, there is an obvious bijection between categories of A-coloured partitions and categories of
A(A)-decorated partitions. In other words, the setting of decorated partitions contains the setting of coloured
partitions.
Example 6.2.5. Let G be a compact quantum group and consider its category of finite-dimensional represen-
tations CG. Let CG be the category of all CG-decorated noncrossing partitions. Then, for any integer N ⩾ 4, the
compact quantum group associated to CG is the free wreath product G ≀∗ S
+
N . This is one of the main results of
[32].
This example suggests an extension of the setting of fusion sets and free fusion semirings. Let us assume
that the fusion operation does not take values in S ∪ {∅} but in N[S]. The definition of the associated fusion
semiring is clear. As a typical example, consider the set S of isomorphism classes of irreducible objects in a
C*-tensor category with duals and set
x ∗ y = ∑
z⊂x⊗y
mx⊗yz z,
wheremx⊗yz denotes the multiplicity of the inclusion. If this category is the representation category of a compact
quantum group, then we get the fusion semiring of G ≀∗ S
+
N by [32].
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Example 6.2.6. Let A be any C*-tensor category and consider the category whose objects are finite families
of objects of A and morphisms are given by all A-decorated partitions. According to the work of M. Mori [34],
this is the wreath product of the category A by SN . In particular, when A is the category of modules over an
algebra B, we obtain the category of modules over the algebra B ≀SN . When A is the category of representations
of a compact group G, this yields the category of representations of G ≀ SN . If G is abelian, this is the same
as the partition quantum group associated to the category of all Ĝ-coloured partitions such that in each block,
the product of elements on the upper row is equal to the product of elements on the lower row (this is the only
condition under which a morphism exists between these representations). This proves Proposition 4.2.4.
The construction of M. Mori [34] was inspired by the aforementioned work of P. Deligne [19] and its extensions
by F. Knop [26, 27]. It is in fact even more general than the description of the example : for every θ ∈ C, one can
build a 2-functor Sθ from the 2-category of C*-tensor categories to the 2-category of pseudo-abelian categories
which "interpolates" the "wreath-product-by-SN" 2-functor. The construction straightforwardly generalizes, so
that to any category of uncoloured partitions C is associated a 2-functor F Cθ . Because of example 6.2.5, it is
reasonable to say that for C = NC, this functor interpolates free wreath products by S+N . It is not known to
us whether a general definition of permutational wreath product of a C*-tensor category by a quantum group
exists. It would be interesting to compare such a categorical construction with this partition approach. We also
believe that the decorated approach can fill the gap between our work and that of T. Banica and A. Skalski on
quantum isometry groups alluded to before. In fact, a consequence of the work of M. Mori [34] is that all the
examples of Subsection 4.2 arise from categories of decorated partitions. Since the constructions given in [9]
for quantum isometry groups are very similar, one may hope that they can also be described using decorated
partitions.
Appendix A. Simplicity and trace uniqueness for some free quantum groups (by A. Chirvasitu)
A.1. Free quantum groups. The goal of this subsection is to prove the following result :
Theorem A.1.1. Let G be a free compact quantum group whose fusion semiring R+(G) has a fusion set S
with at least two elements and satisfying the following property :
(2) There is no element τ ∈ S such that ∀x ∈ S, overlinex ∗ x = τ.
Then, the reduced C*-algebra Cred(G) of G is simple and its Haar state h is the only one satisfying a KMS
condition of the form
(3) ψ(xy) = ψ(y(fs ∗ x ∗ ft)), ∀x, y ∈ Cred(G)
for some s, t ∈ R, where (fz)z is the family of Woronowicz characters (see [48, Thm 5.6]).
Remark A.1.2. According to the classification of admissible fusion sets given above, the assumption of Theorem
A.1.1 means that we exclude the cases S = O and S = Γ. However, the conclusion is known to hold also in most
of these cases by [43], [15] and [31].
The first result of this form was proved by T. Banica in [2] for the free unitary quantum groups U+N and a close
analogue of Theorem A.1.1 was conjectured in [11]. Finally, A.1.1 answers the conjecture at the very end of [22]
for fusion sets satisfying (2). The proof is a tweak on that of [2, Thm 3], so we will indicate the modifications
that need to be made to that proof in order to get Theorem A.1.1. Whenever possible we replicate T. Banica’s
notation so as to make it easier for the reader to follow the slightly modified argument. Let β ≠ γ ∈ S be two
different elements. We define the following objects :
● D ⊂ F (S) is the set of words on S whose first letter is not β (excluding the empty word).
● E ⊂ F (S) is the set of words on S that are either empty or start with β.
● F ⊂ F (S) is the set of words of length at least two whose first and last letters are β and β respectively.
● r1, r2 and r3 are words of length at least four on S starting with βγβ, βγ
2β and βγ3β respectively and
ending in some letter different from β.
We make the additive semigroup N[F (S)] into a semiring via the product ⊗ as in the main paper above, and
introduce the binary operation ○ on the collection of all subsets of F (S) by defining X ○ Y to be the set of all
z ∈ F (S) which appear in the decomposition of x ⊗ y for some x ∈ X and y ∈ Y . With all of this in place, we
leave it to the reader to show that the conclusion of [2, Lem 12] can be replicated verbatim :
Lemma A.1.3. The sets D and E partition F (S), F ○D ∩D = ∅, and the sets ri ○E are pairwise disjoint for
i = 1,2,3.
The proof of [2, Cor 3] now goes through (with F substituted for {β . . . α} in the statement). The second
modification we have to make is to [2, Lem 13], which states that in the case of U+N , for any finite subset
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R ⊂ F (S) the set (ββ)M ○R○(ββ)M is contained in the set F ∪{empty word}. This need not be true in general,
as the case where R = {empty word} and the fusion β ∗ β is not ∅ shows.
Definition A.1.4. The support of an element x ∈ N[F (S)] is the set of all words on S that have non-zero
coefficients in x. The element x is said to be supported in a set if its support is contained in that set.
We need the following auxiliary result, whose proof is a simple case chase.
Lemma A.1.5. Let η ∈ S be an arbitrary element and let τ be the fusion η ∗ η. Then, for every x ∈ N[F (S)]
we can find some exponent M such that the element
(ηη)M ⊗ x⊗ (ηη)M
is supported in the set of words of one of the forms
(4) η . . . η, η . . . τ, τ . . . η, τ, empty word.
Now we claim that in the setting of Theorem A.1.1, [2, Cor 4] goes through with F in place of {β . . . α} :
Lemma A.1.6. Let x ∈ Cred(G) be a self-adjoint element annihilated by the Haar state h. Then,
(i) There is a linear, unital, h-preserving self-map W of Cred(G) of the form z ↦∑i bizb∗i such that W (x)
is supported in F .
(ii) For fixed s, t ∈ R there is a positive number L and a linear h-preserving self-map U of Cred(G) which
preserves all states ψ on Cred(G) satisfying (3) and such that U(x) is supported in F .
Proof. If β ∗β = ∅ then the procedure in the original proof of T. Banica works verbatim. Otherwise, apply that
procedure first for r = (ηη)M , with a choice of η such that if the fusion β ∗ β is not ∅, then it is different from
τ = η ∗ η. Assume that τ ∈ S (so that it is not ∅). Then, through that process, we obtain the conclusion of the
lemma for some maps W ′ and U ′ in all respects except that the supports of W ′(x) and U ′(x) are contained in
(4) rather than F . Moreover, by h-preservation and the fact that h annihilates x, these supports do not contain
the empty word ; in other words, the words in these supports are of the form
(5) η . . . η, η . . . τ, τ . . . η, τ.
Now apply the same procedure once more to W ′(x) (for part (i)) and U ′(x) (in part (ii)) with r being some
appropriately large power of ββ instead. The condition β∗β ≠ τ implies that neither τ ∗β = β nor β∗τ = β hold.
Moreover, β ≠ η and β,β ≠ τ . The above inequalities imply that for large enough P , (ββ)P ○W ′(x) ○ (ββ)P is
supported in F . To illustrate how this works, let us just see what happens if W ′(x) is supported in {τ} alone
(the other cases from (4) are even easier). Because β ≠ τ , the product ((ββ))P ⊗ τ is
ββ . . . ββτ + ββ . . . β (β ∗ τ) .
Now, because β ∗ β ≠ τ , the rightmost letter in this expression is not β, and hence multiplying on the right
with ((ββ))P will not collapse the second summand too much. Similarly, the first summand will not collapse
because β ≠ τ . Finally, if η ∗η = ∅ then the argument above goes through even faster : this time, instead of (4),
the supports of W ′(x) and U ′(x) will be contained in {η . . . η} alone. 
Proof of Theorem A.1.1. Replicate the proof of [2, Thm 3] substituting Lemma A.1.6 for [2, Cor 4]. 
A.2. Free products. The result of this subsection is :
Theorem A.2.1. If a compact quantum group G breaks up non-trivially as a free product G1 ∗G2 and either
G1 or G2 has at least two non-trivial representations then the conclusion of Theorem A.1.1 holds.
In general, for a quantum group H we denote its set of irreducible representations by Irr(H). Recall (e.g. [45,
Thm 3.10]) that the irreducible representations of G are of the form s1 ⊗ ⋅ ⋅ ⋅ ⊗ sk, where the sj ’s are alternately
non-trivial elements in Irr(G1) and Irr(G2) ; the empty tensor product corresponds to the trivial representation.
For this reason we will suppress the tensor product symbols and refer to the elements of Irr(G) as words, with
the letters being elements of B1 = Irr(G1)− {trivial representation} and B2 = Irr(G2)− {trivial representation}.
We define supports for elements in R+(G) as subsets of Irr(G) in the obvious way, as in the previous section.
We now follow the same plan as before ; in fact, this time the arguments will be simpler. Suppose ∣B2∣ ⩾ 2, and
fix β ∈ B1 and γ ≠ ξ ∈ B2. Define
● D ⊂ Irr(G) to be the set of words whose first letter is not in B1 (excluding the empty word).
● E ⊂ Irr(G) to be the set of words that are either empty or start with a letter in B1.
● F ⊂ Irr(G) to be the set of words of length at least two whose first and last letters are β and β
respectively.
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● r1, r2 and r3 to be words starting with βγβγβ, βγβξβ and βξβξβ respectively and ending in some letter
from B2.
This once more makes [2, Lem 12] valid, as well as [2, Lem 13] in the form :
Lemma A.2.2. For any finite subset R ⊂ Irr(G) the set (βγ)M ○R ○ (βγ)M is supported in F ∪ {empty word}
for sufficiently large M .
Proof of Theorem A.2.1. Substitute F for {β . . . α} in the statements of [2, Cor 3] and [2, Cor 4] and set
r = (βγ)M in the proof of the latter result ; the proof of [2, Thm 3] once more goes through. 
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