In earlier work [Pati and Krishnaprasad 19921 it was shown that rational wavelet frame decompositions of the Hardy space H2(IIt) may be used to efficiently capture time-frequency localized behavior of stable linear systems, for purposes of system identification and model-reduction. In this paper we examine the problem of efficient computation of low-order rational wavelet approximations of stable linear systems. We describe a variant of the Matching Pursuit algorithm [Mallat and Zhang 19921 that utilizes successive projections onto twedimensional subspaces to construct rational wavelet approximants. The methods described here are illustrated by means of both simulations and experimental results.
Introduction and Background
It is well-known that rational functions play a central role in linear systems theory due to the equivalence of rational transfer functions and finitedimensional linear time-invariant (LTI) systems. In the context of linear system theory, rational approximation is the process of approximating an unparameterized, or high-dimensional (possibly infinitedimensional) LTI system by a finite-dimensional LTI system e.g. in problems of system identification and model-reduction. The goal of rational approximation in these problems is twefold: (1) to accurately c a p ture the relevant behavior of the underlying dynamical system, and (2) to keep the complexity (order) of the model as low as possible while meeting the first requirement.
Recently there has been a resurgence of interest in rational approximation methods using basis or basislike decompositions. In these methods it is assumed that the transfer function G of interest maybe represented by a series of the form where the @ k are fixed 'basis' functions (usually rational functions for finite k). Finite truncations of such series are then used as real-rational approximations to G. The two main advantages of these methods are (i) the model is linear in the parameters ak, and (ii) it is often possible to incorporate various forms of a priori knowledge into the approximation problem through suitable choice of the @ k (c.J [3, 61) . Some examples of basis functions that have been considered in such applications are the Laguerre bases and Kautz filters (c.f [SI) and more recently, rational wavelet bases, In this paper we will consider the problem of efficiently computing rational approximations using the rational wavelet bases of Pati and Krishnaprasad [3, 41. A key property of such bases is that they form a set of time-frequency localized 'building blocks' with which a rational approximation may be constructed. One benefit of time-frequency localization is that it provides a useful vehicle for the incorporation of a priori knowledge into parametric black-box models for system identification.
The rational bases constructed in [3,4] are not bases in a strict sense, but rather a class of generalized bases, called fmmes, in the Hardy space H2(IIt). Represen- tations of the form (1) where the @k comprise a frame are not in general unique. Furthermore there is no 'natural' ordering of (affine) wavelet frames that suggests a particular truncation of (1) for any given transfer function G(s). As our goal is to construct good approximations using as few terms as possible, we address the problem of (a) selecting a truncation of the wavelet series expansion and (b) computing a parsimonious representation of any given transfer function, in an efficient recursive manner i.e. without computing the "complete" frame expansion of the transfer function. The algorithm we describe constructs the "best" one-term approximation of the error at each step and is a generalization of the Matching Pursuit (MP) algorithm [2] . The generalization is necessary to account for the real-rationality constraint on the approximants .
Experimental results from the identification of a flexible beam structure from measurements [5] and a second numerical example are used to illustrate the methods described here and a comparison is made with approximation using the Laguerre bases and the results in [3]. A key property of frames is that the frame operator S , defined by Sf = En < f , h n > hn, f E 3t, is invertible and therefore any f E 31 may be represented in terms of the frame elements: dition Jnr $ ( w ) / IwI dw < 00, where 4 is the Fourier transform of $. It is now well-known that wavelet frames may be constructed to form a set of functions that are 'well-localized' in time-frequency. Furthermore functions that exhibit time-frequency localized behavior may often be compactly represented in terms of wavelet 'bases'.
Frames and Wavelets
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The Hardy Space H2(II+)
We consider the class of transfer functions con- 
WS Decompositions and Rational Approximation
In [3, 41 frames of rational wavelets in H2(II+) were used to construct rational approximations to transfer functions. These frames take the form (Qm,,}, where the analyzing wavelet 4 is chosen to be real-rational2 (U E RH2(II+)), and the necessary bridge between wavelet decompositions using a real-rational analyzing wavelet and a series representation in terms of real-rational functions. In [3, 41, the index set 9, was selected to include terms from the WS decomposition corresponding to the largest wavelet frame coefficients am,,, = (F, S-19m,n). As mentioned earlier, the drawbacks with this approach are that: (a) the frame expansion with respect to a large collection of vectors must first be computed, and (b) the frame expansion coefficients given by (3) do not necessarily generate the most parsimonious representation possible with respect to a particular collection of vectors.
WS Rational Approximation via Successive Projections (WRASP)
In the Matching Pursuit algorithm of Mallat and Zhang [2] approximations are generated recursively via a sequence of projections onto one-dimensional spaces. In particular, at each step one projects the current residual (error) onto each ('basis') vector individually and then selects the projection with maximum norm to be added to the current approximation. In the case of WS approximations additional constraints are imposed on the problem by the requirement of real-rational approximants. Here a generalized version of the matching pursuit algorithm may be applied by considering instead projections onto both one and two-dimensional subspaces. Let us define the follow- The distinction between the above algorithm and the Matching Pursuit algorithm is in the form of the projections (c.f. (7)).
Some Properties WRASP
As we are interested in real-rational approximants, we need to verify that the approximants Fk, at each step k < 00 are real-rational and that they converge to F as IC + CO. We state this in the following theorem.
A detailed proof of this theorem is omitted to conserve space and will appear elsewhere. 
Furthermore the projections P,,,F are easily obtained using Equation (10) of the following lemma. 
Examples
In the following examples, the analyzing wavelet is taken to be, Q(s) = &, which generates an affine frame for H2(II+) with 00 = 2, 0 < bo < 16.5. by a finite-dimensional system. Figure 1 compares the approximation performance of the WRASP algorithm applied to this problem with two other rational approximation methods: (i) rational wavelet approximation using the largest coefficients of a 'full' decomposition, and (ii) rational approximation using the Laguerre basis.
Example 11: In this example the WRASP algorithm is used construct an approximate finitedimensional model for a flexible beam apparatus equipped with piezoceramic sensors/actuators using measured data [5] . The experimental setup is shown in Figure 2 . Figure 3 compares WRASP with Laguerre basis approximation and Figure 4 compares the identified WRASP model with the measured response.
Summary and Discussion
In this paper we have described a recursive a l p rithm, which we refer to as WRASP (WS Rational Approximation via Successive Projections), to efficiently compute low-order rational wavelet approximations of transfer functions. Convergence and computational aspects of WRASP were discussed and the algorithm was applied to two examples of system identification/model-reduction problems.
