Introduction
We consider the following integro-differential equation with infinite delay Equations of this kind arise, for example, in the study of heat flow in materials of fading memory type as well as some equations of population dynamics. For more information on this subject see the papers [8, 15, 11] and the monograph [16] (particularly Chapter II, Section 9) and the references therein. We also note the recently published paper [14] .
Da Prato and Lunardi [11] studied equation (1.1) (see also Da PratoLunardi [12] , Clément-Da Prato [9] ) under several conditions on A and a(·).
In particular, among other hypotheses, they assume that A generates an analytic semigroup. We note, however, that these authors also consider more general operator valued kernels and non periodic problems.
In this work we rely on the recent papers by Arendt-Bu [3] , Arendt-Bu [5] ,
Arendt-Batty-Bu [4] where the above problem is studied with a(·) ≡ 0. In these papers, the authors establish operator-valued Fourier multiplier theorems and apply them to study maximal regularity of the classical abstract non homogeneous Cauchy problem Our case is more difficult to handle due to the complicated structure of the resolvent. We are able to establish maximal regularity in all the above spaces: Lebesgue-Bochner, Hölder and Besov spaces. In the case of Hölder spaces, which was considered by Da Prato-Lunardi [11] , we obtain a complete and very simple characterization of maximal regularity only in terms Compared with the papers [11] and [12] , our assumptions are weaker. We do not make any parabolicity assumption on the operator A, not even that A generates a semigroup.
In the theory of Volterra integral equations in Banach spaces, the notion of k-regular kernels plays a fundamental rôle (see e.g. 
where e k (t) = e ikt , t ∈ R. Given a ∈ L 1 loc (R + ) and u : [0, 2π] → X ( extended by periodicity to R) we obtain, under appropriate assumptions on a(t), that We begin with some preliminaries about operator-valued Fourier multipliers.
It follows from the uniqueness theorem of Fourier series that u is uniquely determined by f .
For j ∈ N, denote by r j the j-th Rademacher function on [0, 1], i.e. r j (t) = sgn(sin(2 j πt)). For x ∈ X we denote by r j ⊗ x the vector valued function
The concept of R-boundedness was introduced by Bourgain [6] . It plays a fundamental role in recent work by Clément-de Pagter-Sukochev-Witvliet [10] , Weis [18, 19] , Clément-Prüss [9] and Arendt-Bu [3] . It is clear from the definition that any R-bounded family is bounded. The converse of this assertion holds only in spaces which are isomorphic to Hilbert spaces. For more details, we refer to Arendt-Bu [3, 4] .
T} is R-bounded and 
space and the Schatten-von Neumann classes C p (H), 1 < p < ∞ of operators on a Hilbert space. Every U M D space is superreflexive. The spaces 
Remark 2.5.
The following concept of k-regularity (k = 1, 2) is the discrete analog for the notion of k-regularity introduced by Prüss [16, Chapter I, Section 3.2].
b) 2-regular if it is 1-regular and the sequence
Example 2.7.
It is not difficult to see that the sequence a k = b ik+c , where b ∈ R and c > 0, is 2-regular.
Proposition 2.8. Let A be a closed linear operator defined on the Banach
Then the following assertions are equivalent
Proof. By [3, Proposition 1.11 ] it follows that (i) implies (ii). Conversely,
4 is sufficient to prove that the set
hence the result follows from Remark 2.3.
Let a ∈ L 1 loc (R + ) and suppose thatã(ik) exists for all k ∈ Z. We assume that λ →ã(λ) admits an extension to a sector containing the imaginary axis, and still denote this extension byã. For example we may assume that a is of subexponential growth and 1-regular (in the sense on [16] 
As announced in the introduction, we shall frequently identify the spaces of (vector or operator-valued) functions defined on [0, 2π] to their periodic extensions to R. Thus, in this section, we consider the space L
The following hypothesis will be fundamental for our purposes.
Note that (H1) implies that {b k } is 1-regular. This follows from the
Proof. We have
Hence the result follows from Remark 2.5.
In what follows, we denote by H ( 
1.1) if u(t) ∈ D(A) and equation (1.1) holds for almost all
The following is the main result of this section. Recall that Then the following assertions are equivalent for 1 < p < ∞ :
Proof. 
Hence u = 0 by the assumption of uniqueness and thus x = 0. Since A is closed, we conclude that {b k } k∈Z ⊂ ρ(A).
Next we show that {(I −
. By hypothesis, there exists a unique u ∈ H a,p per such that
. Taking Fourier transforms,
Note that by definition of H
Hence, to finish the proof it is sufficient to prove that the set {1 +ã(ik)} k∈Z = {1 + c k } k∈Z satisfies Mikhlin's conditions (cf. Remark 2.5 ), but this is contained in Lemma 2.9.
(ii) =⇒ (i). Let f ∈ L p (0, 2π; X). By Lemma 2.9, the sequence {
By uniqueness of Fourier coefficients, we obtain
Since g ∈ L p (0, 2π; X) we use the hypothesis, to get a function v ∈
Because the sequence {a k I} k∈Z is an L p -multiplier by Lemma 2.9, we conclude that there exists u ∈ L p (0, 2π; X) such that
It follows from the uniqueness theorem of Fourier coefficients that (1.1) holds for almost all t ∈ [0, 2π]. Since by Lemma 2.9, the sequence
ikû(k). Hence by [3, Lemma 2.1], it follows that u(0) = u(2π). We have
proved that u is a strong L p -solution of (1.1). It remains to show uniqueness.
this implies thatû(k) = 0 for all k ∈ Z and thus u = 0.
(ii) ⇔ (iii) . Follows from Proposition 2.8 and the observation that {b k } is 1-regular if and only if {a k } is 1-regular. In fact, we can write
and note that |k(
Corollary 2.13. Let H be a Hilbert space and A : D(A) ⊂ H → H be a closed linear operator. If the sequence {c k } k∈Z satisfies (H1) then, for
1 < p < ∞, the following assertions are equivalent:
Proof. This follows from Theorem 2.12, Proposition 2.8 and the fact that in the context of Hilbert spaces, R-boundedness and boundedness are identical concepts. This in turn follows from Plancherel's theorem and the fact that the Rademacher system {r j (t)} is an orthonormal family in L 2 (0, 1; C) (see Clément-de Pagter-Sukochev-Witvliet [10] ).
The solution u(·) given by Theorem 2.12 actually satisfies the following maximal regularity property. We will adopt the notation:
Corollary 2.14.
In the context of Theorem 2.12, if condition (ii) is valid we have: u , Au, a * Au ∈ L p (0, 2π; X). Moreover there exists a constant
Proof. The first statement follows from the proof of Theorem 2.12. We verify this for Au: From (2.7) we haveû(k) = (
Since g ∈ L p (0, 2π; X) and (
the claim follows. On the other hand, 
with convergence in L p (0, 2π; X).
Example 2.16. 
In this case,ã(λ) = 
,
(2) Let a(t) = be −ct , (c > 0). We will make the further assumption that
Clearly {c k } is bounded and {kc k } is bounded as well. It remains to examine the multiplier conditions on Let S be the Schwartz space on R and let S be the space of all tempered distributions on R. Let Φ(R) be the set of all systems φ = {φ j } j≥0 ⊂ S
and for α ∈ N ∪ {0}, there exists C α > 0 such that
Besov spaces are defined by 
We will say that
The following condition on sequences {M k } k∈Z ⊂ L(X, Y ) was introduced in [4] to study Fourier multipliers for Hölder continuous functions. It is also used in the study of multipliers of Besov spaces of which the spaces C α (T; X)
of X−valued Hölder continuous functions are a special instance.
Definition 3.2. We say that a sequence
The following general multiplier theorem is due to Arendt-Bu [5, Theorem 3.5].
Theorem 3.3. Let X and Y Banach spaces and let
We are now in a position to prove the following proposition which is the analogue of Proposition 2.8.
Proposition 3.4. Let A be a closed linear operator defined on the Banach
space X. Let {b k } k∈Z ∈ C\{0} be a 2-regular sequence such that {b k = 1 a k } k∈Z ⊂ ρ(A). Let M k = (I − a k A) −1 . Then the following assertions are equivalent (i) {(I − a k A) −1 } k∈Z is a B s p,q -multiplier, 1 ≤ p ≤ ∞, s ∈ R, (ii) {(I − a k A) −1 } k∈Z is bounded.
Proof. (i) ⇒ (ii). It follows from the Closed Graph Theorem that there
exists C > 0 such that for f ∈ B s p,q (T; X), we have
Let x ∈ X and define f (t) = e n ⊗ x for n ∈ Z fixed. Then the above inequality implies ||e n || B s p,q
(ii) ⇒ (i). From the proof of Proposition 2.8 we have the identity 
In order to verify the second condition, we observe that for λ, µ, γ ∈ ρ(A)
we have the identity
where
Since {b k } is 1-regular, we get that
and
, then we have
It follows from |k(
On the other hand, by 2-regularity,
and the result follows from Theorem 3.3.
Definition 3. We recall from Section 2 the notation c k =ã(ik);
We recall also that (a * u)(t) = 
a(t − s)u(s)ds.
We introduce the following condition (H2) {kc k } and {k 2 (c k+1 − 2c k + c k+1 )} are bounded sequences.
Remark 3.7. 
In the following lemma we show, in particular, that condition (H2) implies condition (H1). (ii) By (i), and hence (H1), the sequence {m k := (1+c k )I} k∈Z is bounded and satisfies
By (H2), we obtain directly that {k 2 (m k+1 − 2m k + m k−1 )} is also bounded and hence {m k } is a B s p,q -multiplier.
For a k = 1 + c k ik we obtain the identity
and therefore 
Proof. (ii) ⇒ (i)
. Let x ∈ X be fixed. Let k ∈ Z and let f (t) = e k ⊗ x.
Note that f ∈ B s p,q (T; X). We consider f (t) = e k ⊗x for some k ∈ Z and x ∈ X. The solution u satisfies This proves the implication.
(i) ⇒ (ii). Because of Lemma 3.8, the proof follows the same lines as the proof of Theorem 2.12 in section 2. We omit the details.
In case p = q = ∞ and 0 < s < 1 we have B s ∞,∞ (T; X) corresponds to the space C s (T; X) of Hölder continuous functions (see e.g. [4] ). We state the corresponding result separately: (ii) For every f ∈ C α (0, 2π; X) there exists a unique strong C α -solution of (1.1) such that u , Au and a * Au ∈ C α (0, 2π; X). 
