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Interpretation of Mathematic Operators
→ ‘tends to’
=⇒ ‘implies’
(.)i,j Denotes the coefficient of an arbitrary matrix located at row i and
column j
(.)i Denotes the i
th row of an arbitrary matrix or vector
z The forward shift operator such that f(t) ∗ z = f(t+ Ts)
z−1 The backward shift operator such that f(t) ∗ z−1 = f(t− Ts)
Z Z-transform operator
Zm Modified z-transform operator
Acronyms/Definitions
GPC General Predictive Control
MPC Model Predictive Control
PID Proportion, Integral, Differential
PZC Pole/Zero Cancellation
RK4 Runga-Kutta 4th Order
SPGPC Smith Predictor Generalized Predictive Control
ZOH Zero Order Hold function
(t+ k) This denotes a time in the past or future that is an integer (kth)
multiple of the discrete sampling time offset to the present time, t
na The degree of the pole polynomial in the CARIMA model
nb The degree of the zero polynomial in the CARIMA model











DC Designating a signal or property taken at a frequency of zero
Plant An open-loop system with no control scheme implemented also
known as a physical plant
Polynomials/Transfer Functions
D(z−1) The disturbance rejection model utilised in Sinusoidal Setpoint
Tracking
g(s) The transfer function representing the physical plant
gh(z) The transfer function representing the digital model of the plant
with the step invariant transform applied
R(z−1) Polynomial used to calculate closed loop pole positions for GPC
S(z−1) Polynomial used to calculate closed loop pole positions for GPC
T (z−1) A prefilter design polynomial in the CARIMA model
Signals
u(t) The input at time t
w(t) The setpoint at time t
y(t) The output at time t
u A column vector containing optimal incremental input values
w A column vector containing setpoint values
y A column vector containing predicted output values
Symbols
α The slope of the ramp setpoint in relation to sampling time











δ The error squared weighting variable
∆ The difference operator, 1− z−1
ε A small number just greater than zero
λ The input squared weighting variable
φc Designation for a closed loop characteristic equation
τ The total system dead time
θ The non-integral (fractional) portion of the total system dead time,
τ , considering integral dead time to be an integral multiple of the
sampling time, Ts
Variables
a The inverse of the plant settling time
d The number of integral dead time samples present in a digital sys-
tem
j The number of steps into the future the prediction model calculates
N1 The start of the Prediction H rizon
N2 The end of the Prediction Horizon
Nu The control horizon
t The variable designating continous time
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Abstract of the Thesis
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General predictive control is a well-known subset of the Model-based Predictive Contollers
and has been applied to many industrial and commercial applications. The concepts of
step, ramp and sinusoidal setpoint tracking, pole zero cancellation, non-minimum phase
systems and dead time are some of the difficulties presented to the modern control al-
gorithm. This dissertation investigates how GPC handles these difficulties and what














Automatic control has been conceptualized for over 2 000 years with one of the earliest
documented inventions being a water clock created by Ctesibius of Alexandria [9]. Since
then, new control techniques have been coming to the fore, one of the earlier notable
techniques being classic PID control arising circa 1890 in governor designs [5]. Many
others have followed including linear quadratic, sliding-mode and state-based control.
Model Predictive Control (MPC), the class of controllers utilizing future predictions to
calculate the optimal current control action, is one of the more recent algorithms [10].
General predictive control (GPC) is a subset of MPC that inherits the MPC architecture.
Control theory aims to realize autonomous control of a system, that is the output
of the system tracks a desired setpoint without the need for human intervention. Some
systems are more difficult to control than others. Examples of unwanted system properties
include inherently unstable systems, non-minimum phase systems including those with
integral and fractional dead time, ringing, signal constraints and pole-zero cancellation.
Depending on the control architecture applied to the problem, some of these problems
are known to be easily solved. For example, the Smith predictor is used to compensate
for dead time [25] however PID control is known to have difficulties counteracting this
phenomenon.
A comprehensive survey of available literature revealed that GPC has its own poten-
tial strengths and weaknesses. For example, GPC can integrate constrained signals and











are well known and stem from the fundamental properties of the algorithm but there are
other areas that have been studied to a lesser degree.
The literature survey further revealed a list of potential problems for GPC. These
include; asymptotic tracking of ramp and sinusoidal setpoints, open-loop unstable and
non-minimum phase systems, pole/zero cancellation, non-integral, variable and unknown
dead time, model mismatch, non-linear systems and multivariable systems. After an in-
depth study of the information gathered during the initial survey, the following potential
problems were chosen for analysis in this dissertation:
1. Asymptotic Tracking of Step, Ramp and Sinusoidal Setpoints
2. Pole/Zero Cancellation
3. Integral and Non-Integral Dead time
4. Unstable Open-Loop and Non-Minimum Phase Systems
Problem 1 was chosen as it was not a well documented problem with regard to ramp
and sinusoidal setpoints. Problem 3 and 4 were chosen due to the relatively high frequency
that these types of systems are encountered in industry. Problem 2 was chosen as it is
regarded to be an issue for GPC and forms a basis for the analysis of Problem 4.
A comprehensive review of these topics is presented in Chapter 2. Solutions have been
proposed in the literature for all problems under question. These solutions are critiqued
and analyzed.
Asymptotic tracking of setpoints is considered first. There is a substantial amount of
information available relating GPC and tracking of constant setpoints (or step functions)
[14, 33, 34, 36, 20]. However there is very little readily-available information on asymptotic
tracking of ramp and sinusoidal setpoints. A number of researchers have considered











practical applications of these algorithms are still limited. In Chapter 3, the standard
GPC algorithm is adapted for tracking ramp setpoints asymptotically, presented and
verified through a simulated example. This algorithm is compared mathematically to a
proposed solution for setpoint tracking in [10].
Pole/Zero cancellation (PZC) is the second classic control problem considered although
it is typically dependent on the relationship between the controller and the plant. It is
well known that a problem with PZC is rooted in input disturbance rejection and to a
lesser degree robustness to model mismatch [24]. An analysis of the GPC algorithm is
conducted in Chapter 4 to verify if PZC occurs in GPC and if so, under what conditions
and what solutions are available to allow optimal control of the plant. Additionally, the
chapter will serve as a technical introduction to Chapter 5.
Chapter 5 investigates the effects of using the GPC algorithm for systems with integral
and non-integral dead time. An extension of this problem is variable or unknown dead
time. Variable and unknown dead time has been shown to be handled effectively in [36]
and will not be covered in this dissertation. Integral dead time is handled effectively in
GPC [13, 10, 25]. The case of non-integral dead time has solutions proposed and verified
through example in [10]. The implications of non-integral dead time are investigated
regarding the zero created during the generation of the digital model of the plant.
Non-minimum phase systems (NMP), which include the class of unstable open-loop
systems, are a classic control problem. They are one of the first problems considered
when analyzing a control algorithm as they are associated with the plant and not with a
secondary system, such as the controller, or a relationship between the two. The seminal
works regarding GPC purported to be able to control this class of systems but the stability
and transient dynamics are dependent on the choice of prediction and control horizons
[13, 22]. It is shown that by choosing the prediction and control horizons carefully, GPC











extended into a pole-placement algorithm [12]. This enables practical control of such
systems using the GPC algorithm as a basis.
Conclusions have been drawn and are presented in Chapter 6. Based on these conclu-
sions, Chapter 6 also discusses potential future work.
1.1 Simulation Notes and Methods
This dissertation makes use of MatLab as a simulation tool. All simulations were pro-
grammed independently of a preconfigured toolbox. Unless otherwise stated, the following
conditions apply to simulations:
• Systems are simulated in discrete time and the output calculated using the RK4
algorithm to simulate continuous time.
• All plants simulated are controllable and stabilizable.
This dissertation makes reference to time-dependent signals containing offset integer
increments e.g. f(t + k) for some integer k. Unless otherwise stated, this is to be taken
as a time offset of kTs as this is the mathematically correct representation.
The algorithms used to perform research and provide simulated data for the disserta-
tion are the original work of the author. The following is a list of algorithms developed:
• Standard GPC
• Standard GPC for Systems with Integral/Non-Integral Dead Time
• Standard GPC for Ramp Setpoints
• Standard GPC for Sinusoidal Setpoints











• Augmented GPC with Appropriate D(z−1)













Information found in a review of available literature in the fields of setpoint tracking, pole
zero cancellation, dead time and generalized predictive control is presented below. This
information aims to provide the reader with a foundation for the investigations presented
in proceeding chapters.
2.1 Asymptotic Tracking of Step, Ramp and Sinusoidal Set-
points
The standard GPC algorithm has the ability to include any future knowledge of the
setpoint trajectory into the controller to yield offset free tracking. While this works well
for step setpoints and ramp setpoints to a degree, problems arise with sinusoidal setpoints
due to inaccuracies inherent in the optimal predictor [30].
Step responses are the most common type of setpoints encountered in industry. Ex-
amples include controlling of temperature in a reactor, fluid level in a distillation column,
voltage and frequency regulation in uninterruptible power supplies, hovering altitude of a
helicopter, etc. GPC has been applied to a variety of different systems including oscilla-
tors, motors, computer networks, chemical reactors and the administration of anaethesia
during surgery [14, 33, 34, 36, 20, 23]. In all of these systems, a step setpoint has been
applied and successful control has been established.











utilized more frequently as new technologies become available [4]. Certain systems require
a smooth transition between setpoint levels that is more readily viewed as a ramp. Fast
changes in temperature, for example, can cause stresses to form in a reactor or pipe
which would reduce the equipment’s functional lifetime so a slower temperature change is
required. A ramp setpoint-tracking algorithm, and its application to a simulated system,
is presented in [10]. It utilizes the GPC algorithm’s ability to inject setpoint data into
the optimal control increment calculation to compensate for a ramp setpoint.
Sinusoidal tracking is typically found in power electronics [28] such as voltage tracking
in buck/boost converters but also in aerospace applications [19]. It has largely been
ignored in the predictive control community until recently [35] due to lack of practical
applications driving the research. In [30], a potential problem is indicated regarding GPC
and sinusoidal setpoint tracking: the controller contains prediction mismatch. It is shown
in [35] that, as per the Internal Control Model Principle [15], to track a sinusoidal signal
asymptotically, the generator of that signal must be included in the control structure.
Utilizing that knowledge, the algorithm proposed in [35] was shown to track sinusoids
asymptotically.
2.2 Pole Zero Cancellation
Pole/zero cancellation is a phenomenon by which the poles or zeros of a system are
canceled numerically by the zeros or poles, respectively, of a serially connected system. In
classical control this is typically the zeros of a controller canceling the poles of the plant
to introduce the more favourable dynamics of the controller poles.
There are many instances when PZC has been used as an effective tool in controlling a
system. One of the main applications is in adaptive controllers [11, 1, 32]. However these
adaptive controllers have problems with input disturbance rejection because the output











the open-loop plant poles. One method of reducing the effect of unmeasurable input
disturbances is to alter the PZC to use pole shifting [32].
Pole shifting reduces the system’s robustness to model mismatch [18]. The problem of
input disturbance rejection is not limited to adaptive controllers and has been reported
in prefixed controllers [18].
2.3 Dead Time
Digital control is a necessity for modern control techniques. Analogue components are
impractical, if not impossible, to use in constructing a GPC controller, for example.
Figure 2.1: The Digital Control Scheme
Fig. 2.1 shows how the digital controller replaced the analogue controller with the ad-
dition of samplers, ADCs and DACs [8]. Controlling a real plant with a digital controller,
however, required new modeling techniques to convert the real (s-plane) plant model into
a digital (z-plane) model [8]. These modeling techniques included the z-transform and
the modified z-transform to convert a model in s to a model in z, the former applying
to systems with no or integral dead time and the latter being applied to systems with
non-integral (fractional) dead time. A table giving some of the common z-transforms and
modified z-transforms can be found in most digital control textbooks.
GPC has been applied to systems with integral, non-integral, variable and unknown











with some minor changes, can control systems with all types of dead time. However, no
mention has been made of the conditions under which a system with non-integral dead
time can become unexpectedly unstable depending on the chosen sampling time. This
topic will be further covered in Chapter 5.
2.4 Non-minimum Phase Systems
Continuous-time, non-minimum phase systems are systems that contain one or more poles
or zeros with positive, non-zero real parts. In this dissertation, the term ‘non-minimum
phase system’ defines a plant with one or more zeros that have positive, non-zero real
parts. A plant with poles that contain positive, non-zero real parts will be referred to as
‘open-loop unstable’.
In terms of a digital system, a ‘non-minimum phase system’ is that system with one
or more zeros that have a magnitude of greater than unity i.e. a zero that lies outside the
unit circle in the z-plane. Similarly an ‘open-loop unstable’ system is that system with
one or more poles that have a magnitude of greater than unity i.e. a pole that lies outside
the unit circle in the z-plane.
GPC was purported to be able to control these classes of systems in [13]. One of the
main problems with controlling non-minimum phase and unstable open-loop systems in
the past was the lack of computational power for solving the GPC algorithm with large
prediction horizons [22].
An algorithm is proposed in [22] and reinforced in [29, 10] that provides a way to
guarantee stability for the class of systems under discussion in addition to others. This
algorithm, termed Stable Generalized Predictive Control, makes use of an internal control
loop to stabilize the system before constructing the GPC control algorithm around it.











was found to be in place in the form of an extension to the GPC algorithm. This adaption
makes use of dead beat and pole-placement techniques to force the closed-loop poles to
predetermined positions [12, 14].
2.5 General Predictive Control
The most defining characteristic about MPC and consequently GPC is its implementation
of Receding Horizon Theory. An example of this theory is of a person driving a car. The
driver is able to see a certain distance ahead, noting bends or obstacles, and uses this
information to make decisions on when to turn the steering wheel and by what degree.
The field of vision of the driver moves as the car drives forward. In the same way, GPC
predicts, at each time step, the output of a system for a number of time steps ahead to
calculate a series of optimal control actions but only applies the first control action.
The computational burden of implementing a GPC controller was relatively high at
the time the algorithm was being proposed and investigated. This hindered the ability
to use large prediction horizons as the matrix inversion required exponentially increasing
computations to solve. This was only a temporary setback as contemporary computers
are able to perform many more computations per second than previously. This, with the
use of precalculation, has allowed GPC to be used in many areas previously not available
[6, 21].
The GPC algorithm has been successfully implemented in both the CARIMA (Con-
trolled Auto-Regressive Integrated Moving-Average)- and State Space models [13, 27]
however the CARIMA-based model is used in this dissertation. It takes the form:














where ∆ = (1− z−1) and the polynomials are defined by:
• A(z−1) = 1 + a1z−1 + ...+ anaz−na
• B(z−1) = b0 + b1z−1 + ...+ bnbz−nb
• T (z−1) = 1 + t1z−1 + ...+ tntz−nt
The time-varying signals u(t), y(t) and e(t) are the plant input, output and a zero-
mean white noise respectively. The backward shift operator, z−1, is defined such that
z−1f(t) = f(t − 1). The poles of the plant are defined by the roots of A(z−1) and the
zeros by the roots of B(z−1). The plant dead time is defined by z−d. The polynomial,
T (z−1), can be defined, depending on the disturbance type being modeled [13, 14, 12, 10],
as unitary in the case of zero mean white noise, a disturbance polynomial, often termed
‘coloured noise’ in literature, indicating a moving average error or a design polynomial
used in conjunction with the ‘coloured noise’ polynomial. This dissertation will make use
of the last definition; T (z−1) is a design polynomial used to filter signals as shown below.
A full review of the GPC prediction model, control law and closed-loop relationship
can be found in the seminal works, [13, 14, 12] as well as most recent MPC/GPC textbooks
[10]. This dissertation will provide a summary of these topics.
2.5.1 The Prediction Model
To be able to utilize a receding horizon, a method of prediction must be used that is based
on current and past values of the relevant signals. This method is found in recursion of
a form of the Diophantine equation. There are other methods available to achieve the
prediction model [2, 10] however this dissertation will not cover them.
The Diophantine equation, for a j-step ahead prediction, and the consequent genera-











T (z−1) = Ej(z
−1)∆A(z−1) + z−jFj(z
−1) (2.2)
where Ej and Fj are uniquely defined with degrees j − 1 and na respectively and j ∈ Z,
j > 0. In Appendix A, it is shown that there are unique solutions for Ej and Fj for a
given A(z−1) and j. With this result in mind, the prediction model can be generated.
Consider (2.1) for a time in the future, t+ j.









To note here, as the degree of E(z−1) is j − 1, all the disturbance/noise terms in the
model are in the future. That being said, the optimal future prediction assumes that
all expected future disturbance/noise terms are zero. Therefore the optimal j-step ahead
prediction can be represented as:
Ej(z
−1)∆A(z−1)y(t+ j) = Ej(z
−1)B(z−1)∆u(t+ j − d− 1)
Substituting Ej(z











(T (z−1)− z−jFj(z−1))y(t+ j) = Ej(z−1)B(z−1)∆u(t+ j − 1)
T (z−1)y(t+ j) = z−jFj(z
−1)y(t+ j) + Ej(z
−1)B(z−1)∆u(t+ j − 1)
T (z−1)y(t+ j) = Fj(z
−1)y(t) + Ej(z
−1)B(z−1)∆u(t+ j − 1)
dividing through by T (z−1), the equation simplifies to:
y(t+ j) = Fj(z
−1)yf (t) + Ej(z
−1)B(z−1)∆uf (t+ j − d− 1) (2.5)
with y(t) and u(t) represented as filtered versions of themselves such that yf (t) =
y(t)
T (z−1)




As the degree of Ej(z
−1) is j−1, each iteration of the prediction equation will contain,
at least, components of ∆u(t) based at a current or future time but may also contain terms
dependent on past values of ∆u(t). To obtain the prediction equation explicitly in terms















g0 g1 . . . 0





g0 g1 . . . g(j+nb)

The prediction equation can now be rewritten in a matrix/vector form:











where the matrices and vectors, G, G′ and F(z−1) are defined as:
G =

g0 0 . . . 0












−1)− g0 − g1z−1)z2
...
(Gj(z





































The prediction model now contains two distinct portions: one that is dependent on
future values of u and one that is dependent on past and current values of u and y. These
parts are termed the forced and free responses respectively. With this information in
mind, the prediction equation is rewritten in matrix format:
y = Gu + f (2.7)
where Gu is the forced response and f is the free response.
An important consideration when formulating the prediction is deciding what values
to assign to the prediction and control horizons. There are 3 different horizon-related
variables to consider: the start of the prediction horizon (N1), the end of the prediction
horizon (N2) and the control horizon (Nu).
For the purposes of this dissertation, unless otherwise noted, it is assumed that N2 =
N1 + Nu − 1 and N1 = d + 1 where d is the number of integral dead time steps of the
plant. That is, the control horizon is the same length of the prediction horizon although
the start and end points of the horizons are not necessarily the same.
The literature has provided guidelines as to what the default choices for the horizons
should be, depending on the plant to be controlled. The general consensus is that the
start of the prediction horizon should be taken to be at d+ 1 to avoid rank deficiency in
the G matrix, the end of the prediction should encompass the rise time of the plant but
at a minimum, for non-minimum phase systems, be greater than the degree of B(z−1) to
include all non-minimum phase behaviour. A short control horizon saves on computational
cost but, as this is not a concern, it will be set to the length of the prediction horizon for
this dissertation.
Until recently, the choice of prediction horizon was limited by computing power. The
concept of ‘bigger is better’ was applied as it was assumed that more knowledge of the
response of the system yielded better control or at least allowed for the possibility for











Recent literature has highlighted that a long prediction horizon may not provide op-
timal control [30, 29], especially when applying the GPC algorithm to non-constant set-
points. More specifically, the choice of control horizon should be short enough to not
incorporate rapidly changing setpoint dynamics so as to force the controller to act more
quickly to future setpoint changes. For control of unstable open loop plants, the choice of
prediction horizon is important. A long prediction horizon will lead to a G matrix con-
taining small numbers in the top rows and large numbers in the bottom rows, potentially
leading to rank deficiency.
2.5.2 The Control Law
GPC obtains the optimal control increment, defined by ∆u(t), by minimizing a cost
function over a specified prediction horizon. The cost function is of quadratic form,
minimizing both the error squared and the input squared values. Weighting variables
in the form of δ(j) and λ(j) are included as added degrees of freedom. It is worth
noting that other cost functions may be utilized and that is the prerogative of the control
engineer. This dissertation is investigating the GPC algorithm which makes use of the
above-mentioned cost function. The cost function is:
J(N1, N2, Nu, δ(j), λ(j)) =
N2∑
j=N1
δ(j)[y(t+ j)−w(t+ j)]2 +
Nu∑
j=1
λ(j)[∆u(t+ j− 1)]2 (2.8)
The error weighting function is δ(j) and the control action weighting function is λ(j).
They are typically defined such that λ(j) = λ ≥ 0 and δ(j) = δ ≥ 0 although δ is
typically taken to be 1. A small or zero value of λ will make the controller fast and
aggressive but more sensitive to varying λ or model mismatch while a large value will
increase robustness but make the controller sluggish as the available input is limited [16].











Rewriting (2.8) into matrix form and minimizing with respect to u yields the prediction
of the optimal control increment sequence. This is a long if simple mathematical derivation
and, while not included in this dissertation, is available in seminal works and contemporary
GPC textbooks. The optimal control sequence is defined by:
u = (GTG + λI)−1GT (w− f) (2.9)
However, since only the first control increment is applied, (2.9) is rewritten as:
∆u(t) = K(w− f) (2.10)
where K is the first row of the (GTG + λI)−1GT matrix.
2.5.3 Closed Loop Relationship
The closed loop relationship for unconstrained GPC is calculated using the following
well-known control structure for linear systems originally proposed in [3] and seen in [10]:











The control law is:
R(z−1)∆u(t) = T (z−1)w(t)− S(z−1)y(t) (2.11)
where T (z−1) is a prefilter as defined previously. Combining (2.11) and (2.1) and applying
recursion of the Diophantine equation yields [13, 10]:
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where ki are the elements of the K vector, Ii and Fi are elements of the free response.
R(z−1) and S(z−1) are therefore defined as:
R(z−1) =




















































Proposed Problem: The literature review of Chapter 2 indicated that, while many
applications of GPC were applied to constant step inputs, there was very little to no
available literature regarding asymptotic tracking of ramp and sinusoid setpoints. The
basic GPC algorithm, due to its Type 1 controller nature, will not track ramp or sinusoid
setpoints unless it is altered.
Objective: The standard GPC algorithm will be extended to include considerations
for asymptotic tracking of ramp setpoints. The results for this implementation will be
compared to a method proposed in the literature that uses a Smith Predictor to generate
the predicted outputs of the open loop model.
Similarly to ramp setpoint considerations, the standard algorithm will be adapted
to track sinusoidal setpoints asympto ically. It is expected that the adapted algorithm
will fail in this regard due to the inability of the standard GPC algorithm to fulfill the
conditions of the internal model control principle for a sinusoidal setpoint. The results
of this adaptation will be compared to a more complex algorithm proposed in literature
that makes use of an alternative disturbance rejection polynomial to include a sinusoidal













An algorithm for tracking ramp setpoints effectively and without steady-state error is
proposed in [10]. This method injects dynamics from the setpoint into the minimization
of the cost function. A different form of the method proposed in [10] will be shown here
and compared to the proposed method.
3.1.1 Proposed Solution
The GPC algorithm has the ability to include the setpoint structure in the minimization
as per (2.9). If the setpoint structure is known, this can be included in the minimization,
however typically the setpoint structure is not known, for example in a cascade control
loop, and as such approximations of the assumed setpoint need to be made. Consider
a ramp setpoint of unknown slope,
α
Ts
, starting at time t. The signal is defined by its
generating function for k, (∀k ∈ Z, k ≥ 0) and for an arbitrary initial value w(t) = wi:
w(t+ k) = wi + αk (3.1)
At time t, if the control system detects that the setpoint rate of change is non-zero by a
simple difference equation (w(t)−w(t−Ts)), an α value is generated using that difference
equation such that:
α = w(t)− w(t− 1) (3.2)
With this approximation in mind, the vector of setpoint values used in the minimiza-
























Including this setpoint vector in the minimization of the cost function is a simple
task and an example will be used to illustrate this. A plant was chosen to be not ’well-
behaved’ with oscillatory, under damped poles, a non-minimum phase zero and a period
of oscillation of 15 seconds, denoted by:
g(s) =
−0.104s+ 0.193
s2 + 0.105s+ 0.215
The system has a 98% settling time of approximately 80 seconds and DC gain of 0.9. With
the settling time and period of oscillation in mind, the sampling time (Ts) was chosen
to be 1 second. The prediction horizon (N2) was chosen to be 20, equal to a quarter of
the plant settling time, and, after some trial and error, a λ value of 10 was chosen to
sufficiently damp the closed loop response. Lower values of λ did provide stable control
however the response was very oscillatory. The ramp variable, α, was calculated for each
sampling instance based on the current and previous setpoint values.
The graphs in Fig. 3.1 show the system response to a varied setpoint structure. Ramp
compensation was introduced midway through the simulation and as can be seen, the
steady state error was reduced from approximately -0.22 units to effectively zero (taking
numerical inaccuracy and rounding errors into account).
A negative unit step change is performed by the setpoint at time t = 341 seconds. This
step caused a higher amplitude output and input response than was expected for the same
magnitude step change seen earlier in the simulation. This is due to the α value at that






















output from the controller. To circumvent this problem, a check was programmed into
the simulation to determine if the setpoint had shifted from a constant value to a ramp.
This solution is deemed ’α-Correction’ in this dissertation.
The α-Correction check determined if, at time t, the rate of change of the setpoint
was equivalent to the calculated rate of change for the previous sample instance. That is;
the α value at time t was equal to the α value at time t− Ts. Equivalence indicated that
the setpoint was a ramp of slope α and a difference in values indicated the setpoint had
performed a step change and that the augmented setpoint vector would not be included in
the optimal control increment calculation. This implementation degraded the performance
of the ramp compensation marginally but reduced the amplitude response of the output
and plant input signals significantly. These results can be seen in Fig. 3.2, specifically at






















3.1.2 Ramp Tracking Using The Smith Predictor
The method proposed in [10] is a deviation from the above-mentioned method in that
it utilizes a Smith predictor to compute the prediction equation and consequently the
optimal control increment. This section aims to compare results of the two methods.
As before, the Smith Predictor General Predictive Control (SPGPC) method utilizes
the standard GPC cost function, (2.8). The Smith predictor calculates a j-step ahead
prediction by utilizing the CARIMA equation, (2.1), to calculate y(t+j) using the previous
recursion, y(t + j − 1). The first recursion is shown below. For simplicity consider
the CARIMA model defined by a system with dead time, d, T (z−1) = 1, N1 = d + 1,
N2 = d+N , Nu = N , δ(j) = 1 and λ(j) = λ. As stated previously, for future predictions
e(t) is assumed to be zero.
A(z−1)y(t) = z−dB(z−1)u(t− 1) + e(t)
∆
A(z−1)∆y(t) = B(z−1)∆u(t− d− 1) + e(t)
y(t) = (Â(z−1)− A(z−1))y(t− 1) +B(z−1)∆u(t− d− 1) + e(t) (3.4)
y(t+ 1) = (Â(z−1)− A(z−1))y(t) +B(z−1)∆u(t− d) (3.5)
where A(z−1) = 1 + z−1Â(z−1). By substituting (3.4) into (3.5), y(t + 1) can be
expressed in terms of current and past values of y(t), ∆u(t+d−1) and the current control











y(t+ j) = (1− a1)y(t+ j − 1) + (a1 − a2)y(t+ j − 2) + ...
+ (ana−1 − ana)y(t+ j − na− 2) + (ana)y(t+ j − na− 1) (3.6)
+ b0∆u(t+ d+ j − 1) + ...+ bnb∆u(t+ d+ j − 1− nb)
This prediction equation can be summarized in a vector/matrix format as follows:
y = Lu + Hub + Syb (3.7)
where y and u are defined as previously. Matrices L, H and S, are of dimension (N x
N), (N x nb) and (N x na + 1) respectively. Vectors, ub and yb, are the past nb and
na+ 1 values of the input increments and output respectively.
Substituting (3.7) into the cost function and minimizing with respect to u yields the
control law:
(LTL + λI)u = −LTSyb − LTHub + LTw
Mu = P0yb + P1ub + Rw
∆u(t) = qP0yb + qP1ub + qRw (3.8)
where q is the first row of M−1. The control law can be viewed as a series of coefficients
















y(t+ (d− na− 1))









∆u(t) = lyyb + luub + lww(t) (3.10)
where w(t) = w(t+ 1) = w(t+N). The coefficients are calculated as follows:
qP0 = [ly1 ly2 ... ly(na+1)]








and ri,j are the coefficients of the R matrix. This definition holds true only for constant
setpoints. However, the setpoint under consideration is defined by w(t) = w(t − 1) + α.











qRw = hw =
N∑
i=1
hi w(t+ i) =
N∑
i=1
hi [w(t) + i α] =
N∑
i=1




This can be expressed as:
hw = lw1 w(t) + lw2 α (3.12)
and the optimal control increment is defined by:
∆u(t) = lyyb + luub + lw1w(t) + lw2 α (3.13)
The literature provides a way to generate coefficients for a first order system. To be able
to test the algorithm on a second order system, the prediction equation, (3.6), needed to
be expanded. Recursion of (3.6) for a general form of a second order plant yielded the




−1)y(t) = (b0 + b1z
−1)∆u(t− 1) + e(t)
∆











S1 = [(1− a1) (a1 − a2) (a2)]
H1 = b1
L1,1 = b0
L2,1 = A1b0 + b1
and L is lower triangular such that:
L =

l1 0 . . . 0





lN lN−1 . . . l1

and the subsequent coefficients are defined, for j ∈ Z; 2 ≤ j ≤ N2, by:
Sj,1 = S1,1Sj−1,1 + Sj−1,2
Sj,2 = S1,2Sj−1,1 + Sj−1,3
Sj,3 = S1,3Sj−1,1
Hj = H1Sj−1,1











This algorithm was applied to the example from Section 3.1.1. It was expected that
this algorithm will track the ramp setpoints asymptotically as there has been inclusion
of a ramp generating function in the control structure. The original control parameters
were not sufficient to achieve stable control. The large prediction horizon generated large
controller coefficients that the control weighting function was not able to compensate
for. A value of λ = 100 was found to stabilize the system however the output was very
oscillatory and a large offset to the ramp setpoint was observed as shown in Fig. 3.3.
Reducing the prediction horizon to 5 and varying λ yielded various responses from the
system. A value of λ = 2.5 was found to provide near-zero error to the ramp setpoints.
The SPGPC algorithm did not yield results in line with claims made in literature
though it is noted that the literature only provided numerical examples for a first order
plant. Asymptotic tracking of ramp setpoints was achieved only for a single value of
λ indicating the the controller lacked the necessary generating function in the control
structure to track a ramp asymptotically. This is akin to the finite error seen in systems
lacking the requisite Type 1 characteristics to track a ramp setpoint asymptotically [7].
Fig. 3.5 shows the relationship between increasing λ and the sum of the error squared
generated during tracking of a ramp (specifically, for a time between 122 and 280 seconds).
The nature of the graph alludes to a link between λ and the perceived gain of the system
though this topic will be discussed further in Chapters 4 and 5.
The implementation of the method is initially time consuming, especially for higher
order systems, however the overall number of online computations is reduced as only a
simple vector multiplication is required to compute the control law. For large prediction
horizons, the control law coefficients become large compounding the effects of numerical
inaccuracies, rounding errors and/or prediction mismatch. This could potentially cause














































An article, [35], has provided the basis of an algorithm that allows for error free sinusoidal
setpoint tracking. This algorithm will be discussed briefly and compared to the standard
GPC algorithm utilizing setpoint data injection into the optimal control sequence calcu-
lation.
3.2.1 Proposed Solution
To illustrate some design considerations when dealing with open loop unstable systems




120s2 + 7s− 1
(3.14)
This plant contains a stable component with a time constant of 8, therefore a 1 second
sampling time was chosen. Care was taken when considering the prediction and control
horizons. Literature in [29] has made reference to design considerations with regard to
open loop unstable systems. As the predictor makes use of the open loop model, the
prediction and control horizons should not be too short or too long to avoid prediction
errors. Initially, Nu and N1 were set to 1, a prediction horizon was chosen as N2 = 25
and λ set to 5.
The simulation was coded to use the standard GPC algorithm for the first 120 seconds,
and to incorporate setpoint data into the control calculation for the second 120 seconds.
The frequency of the setpoint was made available to the controller during the second half
of the simulation to attempt to track the setpoint asymptotically. From this information,











the previous and current setpoint value, w(tk) and w(tk − 1) and incorporated into the
calculation of the optimal control increment.
Results from the above example are shown in Fig. 3.6. As was expected, due to the
lack of future information of the setpoint, the algorithm tracked the sinusoidal input with
finite error. Incorporating setpoint data reduced the error significantly as is seen from
time 120 ≤ t ≤ 240. However, asymptotic sinusoidal tracking was not achieved.
The Bode plot, shown in Fig. 3.7, indicated that the open loop system behaviour
was in line with a low pass filter with a 3dB attenuation at a frequency of approximately
0.06 rad.s−1, compared to the setpoint frequency of 0.1 rad.s−1. The simulation was
repeated with an easier setpoint signal of frequency 0.035 rad.s−1 in an attempt to achieve
asymptotic tracking.
The results from altering the setpoint frequency displayed a marked decrease in error
as seen in Fig. 3.8 in line with what was expected. However asymptotic tracking was
not achieved. Despite previous assumptions, the requirements of the Internal Control
Model Principle for tracking a sinusoid have not been fulfilled. A generating function
of the sinusoidal input has not been included in the control strucutre. The next section












































3.2.2 Tracking Sinusoids Using an Appropriate Disturbance Rejection Model
A generalization of the CARIMA model can be viewed as:




where D(z−1) is referred to as the disturbance rejection polynomial. Disturbance rejection
is not the topic under consideration but this polynomial can be utilized for another more
useful task applicable to sinusoidal setpoint tracking. Typically, D(z−1) = ∆ = 1−z−1 as
most GPC applications use constant setpoints. The reason for this is that the disturbance
rejection polynomial contains the requisite dynamics for asymptotic tracking of a constant
setpoint. This will be shown below.
Consider the traditional control structure proposed by [3]:
R(z−1)D(z−1)u(t) = T (z−1)w(t)− S(z−1)y(t) (3.16)
The Internal Model Control Principle requires a sinusoidal generator of the same frequency
as the setpoint to be included in the control structure to be able to realize asymptotic
tracking of a sinusoidal setpoint. As per the control strucutre above, it can be seen that
selecting the correct D(z−1) allows the control engineer to incorporate a sinusoidal gen-
erating function into the control structure. For a sinusoidal setpoint of known frequency,
ω, an appropriate disturbance rejection polynomial is [29]:
D(z−1) = 1− 2z−1cos(ω) + z−2 (3.17)











using a different D(z−1) to attempt asymptotic tracking.
Fig. 3.9 shows unstable behaviour. Consider that for a long prediction and control
horizon, the algorithm attempts to minimize the errors and control signal for the entire
horizon based on the open loop characteristics. Due to the unstable nature of the open
loop system, the utilization of the future knowledge can lead to generation of large control
increments that, while optimal for that horizon, lead to overall unstable behaviour.
To attempt to realize stable control, the controller parameters were adjusted, after
some experimentation, to λ = 1 and N2 = 10. Fig. 3.10 shows a stable, almost asymptotic
response. There is a very small, but evident error present in the output. The simulation
was repeated for 1 ≤ λ ≤ 10 and the errors were documented in Fig. 3.11. The error was
not linear in relation to λ. Claims of asymptotic tracking hold true for the literature, but
the simulation data shows small finite error, the root cause of which can be attributed to














































Proposed Problem: The review of the literature presented in Chapter 2 states that
Pole/Zero Cancellation (PZC) does occur under certain conditions for the GPC algorithm.
It is shown that a non-zero value of λ prevents PZC however there has been no definitive
statement on how to determine what value of λ will provide the desired closed loop pole
positions.
Objective: This chapters aims to verify that PZC occurs in a GPC controller under
certain conditions. It is specifically relevant to systems with non-integral dead time. As











4.1 The GPC Algorithm
The closed loop characteristic equation, (2.15), for a GPC-controlled system indicates
that elements of the open loop zeros are present in the closed loop pole polynomial. From
(2.15), if the term containing the open loop pole polynomial, A(z−1), is made to be zero,
the closed loop poles will be positioned on the open loop zeros. That is, if the control
weighting parameter, λ, is set to 0, minimization of the cost function, J , results in a
cancellation law that attempts to remove the plant dynamics by using an inverse plant
model in the controller [13].
An analysis of the minimization of the cost function confirms this. Consider G, from
(2.7), that contains the step response data of the open loop system and, as such, can
be loosely viewed as containing the open loop poles and zeros. Minimization of the cost
function with λ = 0 yields:
u = (GTG)−1GT (w− f)
u = K(w− f)




































1 = [b1 + b2z








= b0 + b1z
−1 + ...+ bnbz
nb = B(z−1)
This results in the closed loop characteristic equation reducing to:
φc = B(z
−1)[A(z−1)∆ + S(z−1)z−1] (4.1)
which clearly shows that the zeros of the open loop system are present in the closed loop
characteristic equation for λ = 0.











(1− 0.8z−1)y(t) = (1 + 1.5z−1)u(t− 1) + e(t)
∆
(4.2)
with λ = 0, N1 = 1, N2 = Nu = 10 and Ts = 0.05.
The root locus of (4.2) is shown in Fig. 4.1. The open loop poles are shown as blue
crosses, the open loop zeros as blue circles and the closed loop poles as red squares.
The closed loop poles are sitting on the open loop zero and at the origin as expected.
Zeros at the origin represent zeros at −∞ in the s-plane and have no effect due to their
non-dominance.
The position of the closed loop pole was calculated as per (2.15) a d shown on Fig.
4.1 to be at z = −1.5. As was expected, this closed loop pole is at the same position as
the open loop zero and as such, the response of the controlled system was unstable.
Figure 4.1: Root Locus for g(z) with λ = 0
The effect of increasing λ from zero shifts the closed loop poles towards the open loop
pole positions [13]. An analysis of the closed loop characteristic functions confirms this.













∆u(t) =⇒ K = [0, 0, ..., 0] (4.3)
Therefore from the equation for R(z−1):
R(z−1) =







the coefficients of R(z−1) will tend to infinity for all values of z−1 resulting in the ’size’ of
R(z−1) tending to infinity.






and, as R(z−1) tends to ∞, the second term tends to 0 and the closed loop poles are
equivalent the open loop poles and an integrator pole.
Re-examining the previous example for λ = 10 yields the following pole zero diagram










wnFigure 4.2: Pole and Zero Diagram for λ = 10
As can be seen from Fig. 4.3, the closed loop poles situated in the unit circle have
yielded a stable response. It is not evident that the closed loop pole position with regard
to varying λ are not visible on a standard root locus. Varying λ moves the closed loop
poles from open loop zero positions to open loop pole positions, the opposite effect to
increasing the system gain. As such, varying
1
λ
can be thought of having a similar effect
to varying the system gain in regard to the position of the closed loop poles. This will be
























Proposed Problem: The literature reviewed in Chapter 2 indicated that integral dead
time is not a concern for the GPC control structure. Researchers have extended the
standard algorithm to handle variable and unknown dead time with success. A subtle
and potentially problematic issue arises with an effect dead time has on digital modeling,
specifically for the non-integral dead time class. The effect in question is the zero created
during the digital modeling of systems with dead time and whether it is inside or outside
the unit circle. These potential non-minimum phase systems, for conditions found in
Chapter 4, present unstable behavior.
Objective: The implementation of the GPC control structure in the case of integral
and non-integral dead time cases will be investigated. The effect of λ, the fractional












5.1 Integral Dead Time Case
The literature reviewed [13, 10] details some design considerations concerning the dead
time that come into effect when choosing the initial prediction horizon, N1. It should
be taken that N1 ≥ d + 1 where d is the number of integral dead time instances in the
digital model. Choosing N1 to be smaller than the dead time will yield rows of zeros in
the G matrix from (2.9). This, however, is a problem. Having d initial rows of zeros in
the GTG matrix will create n zeros at the start of the K vector from (2.10) which do not
contribute to the calculation of the optimal control increment.
In addition, for the case of a null control weighting variable (λ = 0), having rows
of zeros in the G matrix will cause the matrix to become singular and therefore not
invertible. As the control law relies on inverting (GTG+λI), this can cause the controller
to attempt to produce infinitely large control signals. This problem is solved by choosing
the control weighting variable to be non-zero, positive such that the inversion is dependent
on det(GTG + λI) which is non-singular for positive λ.
Consider a first order system with model:
(1− 0.946z−1)y(t) = 0.1351z−10u(t− 1) + e(t)
∆
(5.1)
where the dead time is 0.5 seconds, Ts = 0.05 seconds and the rise time of the plant is
3.6 seconds. The chosen design variable were N1 = 1, Nu = 1, N2 = 3 and λ = 0. This
yielded an unstable output as was expected due to the rows of zeros present in the G
matrix. Increasing the initial control horizon to d+1 rectified the problem of (GTG+λI)
being singular.
As seen in Fig. 5.1, the response of the system was similar to that of the well-known











was confirmed by analysis of the characteristic equation (2.15).
Figure 5.1: Dead Beat Response
5.2 Non-Integral Dead Time
The modified z-transform differs from the standard transform in that it is applied specif-
ically to systems with non-integral dead-time, that is dead-time that is not an integer
multiple of the digital sampling time, Ts. For this class of systems, the modified z-
transform creates a zero in the digital model which is an approximation of the behavior
of the fractional dead-time [26].
5.2.1 The Modified z-Transform
A short example will be used to illustrate the relationship between the fractional dead-
time and the zero that is created by the modified z-transform. Consider the class of first

















where β is the system gain, a is the inverse of the plant time constant and τ is the total
dead-time. The dead-time, τ , is a combination of integral (dTs) and non-integral (θ)
dead-time and is described by τ = dTs + θ such that: d ≥ 0, d ∈ Z, 0 ≤ θ < Ts. A step
invariant transform (ZOH) will be applied to ensure the correct form of the digital model




















where Z is the z-transform operator. However, as the dead time of this system is non-















z(1− e−amTs) + (e−amTs − e−aTs)
(z − 1)(z − e−aTs)
z−d (5.6)
A new variable, m, is defined by m = 1− θ
Ts
, 1 > m ≥ 0. Therefore, the position of the















A graph relating m and the zero positions is shown in Fig. 5.2 for arbitrary values of
a = 1 and Ts = 1.
Figure 5.2: A Graph of m vs the Position of the Created Zero
Of note is that Fig. 5.2 shows only one sampling time interval. As τ is increased and
moves from one integral dead time segment to the next, the graph repeats and as such
is cyclical in nature. For these arbitrary values of a and Ts, a value of 0.38 ≤ m ≤ 1
translates to a zero located in the unit circle. Varying the value of a and Ts result in a
different value for m for the z = −1 point however the shape of the graph remains the
same.
The concepts and results presented for systems with integral dead time are consistent
for systems with non-integral dead time except for one distinct difference: modeling a
continuous system with non-integral dead time by use of the modified z-transform creates
a zero that is included in the zero polynomial of the digital model.
Chapter 4 relates how pole/zero cancellation can occur with GPC. These concepts will











system dead time, θ, and the system gain, β, affect the closed loop pole positions.
5.2.2 The Effect of λ on the Closed Loop Pole Positions
The control weighting factor was shown to affect the position of the closed loop poles in
Chapter 4. For a value of λ = 0, pole/zero cancellation occurred and the closed loop poles
were positioned on top of the open loop zeros. As λ was increased to ∞, the closed loop
poles tended towards the open loop pole positions along loci similar to that of a standard
root locus but in reverse. The following example shows the effect of varying λ.










when Ts = 1. The GPC control algorithm was applied with λ = 0 and N2 = 3. The
position of the created zero was calculated to be z = −1.427.
The closed loop pole positions, calculated from (2.15), were plotted on an extended
root locus plot for varying λ = [0 3−10 1−9 3−9 ... 16].
The closed loop system contains 10 poles and 10 zeros. Fig. 5.3 shows the path that
two of the closed loop poles follow moving from the open loop zero positions to the open
loop pole positions. The remaining closed loop poles are placed at the origin and are
canceled by the zeros of the controller.






















λ ≈ 1.2 ∗ 10−7 corresponds to the point where the closed loop pole initially at A moves
inside the unit circle and becomes stable but ringing.
As λ is increased, the closed loop poles move along the real axis and then breaks away
at point E (z ≈ −0.1677; λ ≈ 0.0002) before returning to the real axis at the break in
point near C and finally moving to the open loop pole positions at marker C. Marker D
shows the closed loop pole positions corresponding to λ = 0.001. Marker C corresponds to
z = 0.9048 and z = 1 where λ =⇒∞. This indicates that the closed loop pole positions
are very sensitive (at least initially) to changes in λ.
Thus far all research has indicated that increasing λ will draw all the closed loop poles
of a system into the unit circle. A system with fractional dead time was theorized to
determine if it was possible to encounter a controlled structure such that at least one
closed loop pole would remain outside the unit circle for any value of λ. This system
contained one negative zero outside the unit circle and two poles inside the unit circle.
Digital modeling of that system yielded a model with an additional negative zero:
(1− 1.35z−1 + 0.405z−2)y(t) = (1 + 3.8z−1 + 3.6z−2)u(t− 1) + ∆
e(t)
(5.10)
Applying the GPC control structure yielded a controlled system with five sets of poles
and zeros. Varying λ from 0 to 1010 for that system generated closed loop pole loci, three
of which are shown in Fig. 5.4. The remaining two loci are not shown as the pole/zero
set remains at the origin for all values of λ used.
The closed loop pole loci begin at the location of the open loop zeros, in this case at
z = 0, 0, 0,−2,−1.5 and, as λ is increased, move to the open loop pole positions (the open
loop was augmented with an integrator pole). An interesting observation is that the locus
does an about-turn at z = −1.4 and z = −0.4 before continuing into the unit circle and
























had the same, or at least similar, effect as varying the system gain, this extended root
locus shows that this is not the case. It is also noted that this system requires a value of
λ > 0.0156 to pull the closed loop poles inside the unit circle.
5.2.3 The Effect of θ on the Closed Loop Pole Positions
Altering the fractional dead time changes the position of the created zero as shown in
Fig. 5.2. This alters shape of the extended root locus including the break away point
denoted by E in Fig. 5.3. The approximate break away points were calculated for an m
value ranging from 0.1 to 0.9. In addition the minimum λ value that places the closed
loop poles inside the unit circle was found and is noted in table 5.1.
m Position of Created Zero Break Away Point λ
0.9 z = -0.106 z = -0.047 0
0.8 z = -0.238 z = -0.093 0
0.7 z = -0.408 z = -0.132 0
0.6 z = -0.634 z = -0.161 0
0.5 z = -0.951 z = -0.174 0
0.4 z = -1.427 z = -0.168 1.2× 10−7
0.3 z = -2.212 z = -0.143 1.7241× 10−10
0.2 z = -3.806 z = -0.120 1.8864× 10−14
0.1 z = -8.564 z = -0.052 ε
Table 5.1: Table of Break Away Points and Stabilizing λ for Variable m
For the last λ result, the numerical accuracy of the simulation program was insufficient
to find a suitable value for λ and as such a value of ε can be assumed safely to place the
closed loop poles in the unit circle.











most when the created zero is at z = −1. This indicates that the zero is most problematic
near z = −1 and becomes less so as it moves along the real axis to −∞.
The decreasing values of λ indicate that the rate at which the closed loop poles move
along the extended root locus is faster the farther away the created zero is.
An implication is that, for a system with zero control weighting and a marginally
stable, ringing output; a decrease of the fractional dead time may move the position of
the created zero outside the unit circle resulting in an unstable output. Extending this
idea, for a system with small λ, decreasing the fractional dead time would have the same
effect.
5.2.4 The Effects of System Gain on the Closed Loop Pole Positions
Another variable that has an effect on the closed loop pole positions is the gain of the
open loop system, more specifically when the gain is not modeled correctly. This topic
has been addressed in literature [17] but will be discussed further here.
Consider the closed loop characteristic equation:
φc = RA∆ + βBSz
−1 (5.11)
where the gain of the open loop system is given by β and the sum of the coefficients of B
divided by the sum of the coefficients of A equals one. In Chapter 4, it was shown that
varying 1/λ has similar effects to varying the system gain with regard to the closed loop
pole positions.
An analysis of the first order system (5.8) was performed, varying the system gain as
shown in Fig. 5.5. θ was set to 0.5 and λ varied, such that λ1 > λ2 > λ3, to produce











situated at z = −0.951 and z = 0.
Figure 5.5: Extended Root Locus of System Gain vs. Closed Loop Pole Positions
This extended root locus plot contains the poles that are on the real axis before they
meet and their complex parts become non-zero.
Consider the circled poles. For a gain of one and a particular value of λ, these closed
loop poles sit at z ≈ −0.25 and z ≈ −0.03. For that value of λ1, increasing the system
gain to 3 pulls the closed loop poles towards the open loop zeros.











gain will cause the closed loop poles to be drawn back to the open loop zeros pulling them














The literature survey concluded that non-minimum phase systems were easily solvable
using a variety of methods, specifically pole placement and stable generalized predictive
control. An analysis confirmed this and the topic was not investigated further.
Integral dead time proved to be one of the strengths of GPC, stemming from the
predictive nature of the control algorithm. The problems associated with non-integral
dead time were shown to be the same as that of the non-minimum phase systems in that
pole/zero cancellation can occur. As such, this was easily solvable but still relevant to
the dissertation.
GPC has been suc
Pole/zero cancellation was shown to exist for a zero value of λ. It was found that the
extended root locus plot, comparing varying λ to the closed loop pole positions, acted
similarly to varying the inverse of the gain for a standard root locus. However, further
analysis showed that this was not the same effect merely a similarity for well behaved
systems.
An analysis of the effects of the GPC tuning parameter, λ, the fractional portion of the
system dead time, θ, and the open loop system gain, β, on the closed loop pole positions
was performed. The results revealed that small initial changes in λ cause large movements











λ to prevent pole/zero cancellation, for example.
Underestimating the open loop system gain caused the closed loop poles to be drawn
towards the open loop zero positions, potentially causing a system to become unstable.
Decreasing θ such that the created zero moved towards negative infinity was shown to
cause instability if the created zero was near z = −1 and the system marginally stable.
6.2 Future Work
• Chapter 3 yielded results in line with requirements of the Internal Model Control
Principle. A disturbance rejection polynomial of the correct form is required for
setpoint tracking of non-step functions. A property of the disturbance rejection
polynomial is that it can be used to reject input disturbances and a comparison
between designing the controller to reject disturbances and implementing an appro-
priate disturbance rejection polynomial would be performed. This work could be
further extended to case studies for practical applications as this area is currently
lacking in the literature.
• Chapters 4 and 5 relate how the closed-loop pole positions were very sensitive to
small initial increases in λ. Further investigation could yield a quantifiable relation-
ship between these two variables, allowing a more accurate choice of the value of
λ, dependent on the control requirements. This could be further extended to find-
ing quantifiable relationships between the closed-loop pole positions and the system
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Recursion of the Diophantine Equation
This appendix serves to prove that the Diophantine equation used in Chapter 2 can be
recursively calculated to provide unique solutions that will be used to generate a prediciton
equation.
Consider, for a given A(z−1) = 1 + a1z
−1 + ... + anaz
−na where na is the degree of
A(z−1) and Ã(z−1) = A(z−1)(1− z−1), the following Diophantine equation can be solved




with Ej and Fj uniquely defined with degrees j − 1 and na− 1 respectively such that:
Ej(z
−1) = ej,0 + ej,1z
−1 + ...+ ej,j−1z
−(j−1)
Fj(z
−1) = fj,0 + fj,1z
−1 + ...+ fj,naz
−na

















Subtracting (A.2) from (A.3) yields the following:
0 = Ã(z−1)(Ej+1(z
−1)− Ej(z−1)) + z−j(z−1Fj+1(z−1)− Fj(z−1)) (A.4)
0 = Ã(z−1)(Ẽ(z−1) + ej+1,jz
−j) + z−j(z−1Fj+1(z
−1)− Fj(z−1))
and, as the degree of Ej(z
−1) is j − 1 and the degree of Ej+1(z−1) is j:
Ej+1(z





0 = Ã(z−1)ej+1,j + z
−1Fj+1(z
−1)− Fj(z−1)
and as the leading coefficient of Ã(z−1) is one:
ej+1,j = fj,0
fj+1,i = fj,i+1 − fj,0ãi+1 i = [0, 1, ..., na− 1]
Extending (A.1) to include the T (z−1) as shown in (2.2) does not alter the generation
of Ej(z
−1) or Fj(z
−1) as T (z−1) acts on y(t) and u(t). Therefore the predicted output,
y(t+ j), will include filtered signals, yf (t) and uf (t) as in (2.5).
72
