Abstract Histone modifications play important roles in the epigenetic regulation of gene expression. Recent genomewide profiling of histone modifications with deep sequencingbased methods provides novel insights of crosstalk between histone modifications, leading to recent proposals of histone "language" or "web" as an alternative of "code" to appreciate combinatorial modification patterns. Environmental factor-altered histone modifications now may be addressed dynamically and systematically with the recognition and use of these interesting combinatorial patterns.
Introduction
Histones constitute the core of the nucleosome, the basic structural unit of eukaryotic chromatin. Nucleosome assembly and disassembly are highly dynamic and regulated by incorporation of histone variants and histone modifications [1, 2] . Posttranslational modifications of histones play important roles not only in shaping the higher-order structure of chromatin, but also in modulating transcription regulation, genome stability, and DNA damage repair [2] [3] [4] [5] . Various histone modifications have been identified on different components of the histone-nucleus complex [6] . Early on, patterns of posttranslational modifications were discovered at individual amino acid residues on core histones with particular biological functions. Then, at the genome scale, histone modifications were characterized by next-generation sequencing (NGS)-based techniques [7••, 8] . Since then, accumulated data have been able to address the relationships between complicated combinations of histone modifications and their subsequent biological functions [3, 9••, 10] .
It has been noted that epigenetic regulation through histone modification and DNA methylation may be shaped by environmental factors [11, 12] . A wide range of such environmental factors has been discovered. Chemical pollutants, such as metals and pesticides, may affect histone modifications and/or alter the normal function of enzymes involved in such modifications [13, 14] . One pathway for metals such as nickel, arsenic, and chromium to affect histone modification is through induced oxidative stress [15] . Dietary factors have been evaluated and have been found to interfere with histone acetylation by inhibiting histone acetyltransferase (HAT)/ deacetylase (HDAC) activities [16, 17] . Environmental factors may affect histone modifications as early as the prenatal stage, when the epigenome may be particularly vulnerable, and cause long-term effects leading to the early development of diseases [18] [19] [20] . For long-term exposure and long-term effect, correlations between stress/social environment and histone modifications led researchers to focus on epigenetic regulation of the plasticity of the neurosystem [21] .
In this review, we first briefly introduce different types of histone modification and the development of techniques for examining these modifications. We then summarize the characterizations of these histone modifications, especially the characterizations made possible by genome-wide profiling.
Patterns of particular histone modifications, crosstalk among different modifications, and their possible biological functions are presented. Environmental factors affecting the regulation of posttranslational modifications of histones also are discussed in the context of potential combinatorial patterns of histone modification.
Histone Modifications
Several chemical groups have been found to bind covalently to each of the four core histones of the nucleosome (H2A, H2B, H3, and H4). More than 100 distinct modifications [4] are distributed over 60 residues among histone peptides [6] . Figure 1 shows three types of modification (methylation, acetylation, and phosphorylation) with 39 distinct modifications at 23 residues. Various residue-specific histone modifying enzymes have been identified in the dynamic modification process, whereas modifying enzymes toward to multiple residues have also been reported. Here, we focus mainly on histone acetylation and methylation, two of the most important modifications in terms of both abundance and function.
Histone acetylation is the first histone modification identified 50 years ago by classical physical-chemical analysis [22] . Later, with the help of mass spectrometry, we have learned that most of the acetylated sites are positively charged lysine residues, except for a very few serine residues. For example, in mouse brain, there are 38 lysine sites and only one serine site acetylated on the tails of all four histone proteins [23] . Acetyl groups add negative charges to neutralize positively charged lysine. Such neutralization might decrease the interaction between histones and DNA, thus making DNA more accessible for transcription. Consistently, unbiased global profiling indicates that all histone acetylation is linked to gene activation (detailed later). Redundancy of acetylated H3 Nterminal lysine residues was revealed by systematic point mutations on H3 tails in yeast [24] . The number of acetylated lysine residues on histone H3, rather than their particular positions, is important in affecting transcription activities [24] .
Compared to histone acetylation for activation, histone methylation has a more complex role in regulation of gene expression. Unlike the acetyl group, multiple methyl groups may be added to the same amino acid residue to form different methylation statuses (Fig. 1) . Lysine may have mono-, di-, and trimethyl groups, whereas arginine may be mono-or dimethylated. Not only do different methyl statuses have different functional outcomes, but methylations at different positions possess different functions. For example, H3K4 trimethylation (H3K4me3) and H3K36me3 may be grouped as marks for active genes, whereas H3K9me3 and H3K27me3 represent repressive marks (Fig. 1) . In addition, H3K4me3 may be mainly implicated in transcription initiation, whereas H3K36me3 in elongation. Accordingly, position-and methylation status-specific histone methyltransferase/demethylase have been identified [25, 26] .
There are other histone modifications with site-specific effects on nucleosome dynamics, gene regulation, or DNA damage response. For example, yeast histone phosphorylation at H3S129 (H3S129ph) may occur within 30 minutes at the adjacent region of double-strand breaks in response to DNA damage, whereas H4S1 phosphorylation also may be induced by genotoxic stresses [27] . On the other hand, H2A/H2B ubiquitination, although occurring at certain lysine sites, does not seem to work in a site-specific manner because of redundancy similar to that of histone acetylation on H3 [28] .
Observations of the variety of histone modifications, their site-specific effects, and the coordinated or antagonistic actions among different modifications lead to a very interesting question: Are there particular histone modification patterns for which we can decipher specific biological meanings in certain contexts? In fact, the original "histone code" hypothesis (see details following) derived from investigations of limited loci suggest such a scenario; that is, certain combinations of histone modifications may be "translated" in a way mimicking the "genetic code" [29] . However, recent global profiling aided by deep sequencing-based methods gradually revealed the whole iceberg. It seems it is more complicated than a simple code. Alternative hypotheses, including "histone web" or "histone language," have been proposed from current large data collections [30] [31] [32] [33] . Progress in appreciation of original hypothesis and recent new hypotheses will be detailed later. Fig. 1 Different types of histone modifications and their potential crosstalk in regulation of gene transcription. Three major modifications (lysine acetylation, arginine/lysine methylation, and serine phosphorylation) were presented. The 39 distinct modifications at 23 residues on four core histones (N or C-terminal tails) were also illustrated. Marks with background color in green or turquoise tend to co-exist in the active genes, whereas marks with background color in orange are likely to coexist in the inactive genes [9••] . Except active marks and inactive marks from the same residue (for example, H3K27ac and H3K27me3), both acetylation marks and active methylation marks can be potentially detected with silent methylation marks (such as H3K27me3) at the promoter regions of a subset of genes in the human genome [7••] . This subset of genes with the aforementioned 'bivalent marks' are poised for gene induction/silencing Code/Language in the Context of "-Nomics"
The Development of Necessary Techniques
To define the role of a particular histone modification, chromatin immunoprecipitation (ChIP) and ChIP-derived techniques are necessary. Generally, once a particular type of histone modification has been identified, antibodies recognizing such a modification are raised for immunoprecipitation of epitope-associated DNA. ChIP-quantitative PCR (qPCR) was first developed to study patterns of histone modification in a locus-specific way by using targeted PCR primers. ChIP-qPCR still is the standard assay when small sets of interested loci are considered.
Later, hybridization-based chip array was introduced to study the genomic distribution of DNA fragments pulled down by ChIP. This "ChIP-on-chip" or "ChIP-chip" assay provides genome-wide coverage and a fast run time [34, 35] . Although ChIP array has great advantages over ChIP-qPCR, it has its own limitations. Large set numbers are required for better resolution and coverage, signals on repetitive sequences are hard to measure, and system bias may be introduced during amplification [36] . Meanwhile, a Sanger sequencingbased genome-wide approach combining ChIP and serial analysis of gene expression (SAGE) has been developed [37, 38] . The ChIP-SAGE method was explored further by Zhao's group, finally leading to the revolutionary ChIPsequencing (ChIP-seq) technique.
While the ChIP-chip assay was still maturing and becoming applied more broadly, the transcription/epigenetic field heralded the revolutionary deep sequencing-based method: ChIP followed by massive parallel sequencing (ChIP-seq). The advent of the ChIP-seq method opened a new epigenomic era [39] . As demonstrated by comprehensive characterizations of the human histone methylome and acetylome [8, 9 ••], the ChIP-seq method is a cost-effective, high-resolution, reliable technique. Without arbitrary calling of significance from hybridization array signals, ChIP-seq eliminates the risk of introducing bias. Furthermore, ChIP-seq provides digitized data that can be checked visually on the University of California Santa Cruz (UCSC) Genome Browser. Arguably ChIP-seq is the best method available for validating a ChIP assay. Many published ChIP-PCR assays or ChIP-chip results have shown limited success. Such limited success is understandable given that many parameters of ChIP assays affect the final results. For example, corepressor HDACs have been reported in many publications to bind to silent genes [40] . However, the concept of "corepressor-binding silent genes" changed with the demonstration via ChIP-seq analyses of both coactivator HATs and corepressor HDACs binding to active genes in the human genome [7••] . The ChIP-seq method is replacing other methods introduced above to study the genome-wide distribution of histone modifications, transcription factors, and chromatin remodelers.
Human Histone Methylome
The ChIP-seq method brought us the first comprehensive characterizations of histone methylations in the human genome. With antibodies against 20 histone methylations, ChIP-seq analyses reveal their distinct distribution patterns in primary human CD4 + T cells. Although not fully understood, the distinct patterns may suggest different functional roles during gene transcription. For example, histone marks of mono, di-, and trimethylation on histone 3 lysine 4 (H3K4me1, -2, and -3) are associated with active genes (Fig. 1) . Whereas H3K4me3 signals center around the transcription starting site (TSS), those of H3K4me1 and H3K4me2 spread out toward the gene body or upstream of the TSSs. Other active marks, H3K36me3 and H3K79me2/3, localized mainly in transcribed regions, also show different distributions: H3K36me3 peaks toward the transcription termination site (TTS) and is associated with transcription elongation, whereas H3K79me2/3 methylation inclines to the 5′ end of transcribed regions. For methylation status at H3K9 and H3K27, monomethylation was found to be associated with an actively transcribed region whereas di-and trimethylation work as repressive marks. Moreover, each lysine methylation has its own characteristically enriched genomic regions, distinguished from one another. The aforementioned distribution patterns of selected modifications were illustrated previously in [41] and also summarized in Table 1 . Such signature-like distribution has been observed even at nongenic regions [42] . It is worthy to note that although distinct roles of each lysine methylation have been observed with similarity in mammalian embryonic cells [43] , the aforementioned methylome patterns are quite different from those in yeast and higher plants. The former has differences in the distribution patterns of H3K4 methylation and H3K36me3 [2, 41] . The latter has no K79 methylation, more K4 dimethylation, and K20 acetylation [44] . One explanation might be their different genomic compositions.
Human Histone Acetylome
The same approaches have been applied in studying 18 histone acetylations in human primary CD4 + T cells [7••, 9 ••]. All histone acetylation modifications are well correlated with active transcription (Fig. 1) , which clears the controversial point of whether histone acetylation is involved in gene silencing. These modifications also exhibit different target regions for different acetylation forms. H3K9ac, H3K36ac, and H3K27ac have peaks around the TSS region, whereas H4K16ac is enriched at the promoter and transcribed gene body (Table 1) . Interestingly, ChIP-seq data suggest that the histone deacetylase HDACs also were enriched at the actively transcribed gene body region [7••] . This indicates that the process of "writing" and "erasing" of acetyl of histone tails is quite dynamic at these genes in association with both HATs and HDACs. Accordingly, ChIP-seq data derived from HDAC inhibitor-treated MC3T3 cells show a genome-wide increase of H4 acetylation, except 500 bp upstream of the TSS [45] .
Not only do different histone acetylation modifications show different distribution patterns steadily, but differential dynamics of acetylation changes at different sites also were observed. For example, 24 hours after the viral oncogene ela transfected into IMR90, 95.4 % of previous H3K18ac peaks diminished, resulting in a two-thirds total reduction of H3K18ac, with new H3K18ac peaks emerging around the promoter region of genes related to cell replication. In contrast, H3K9ac shows a gain of 28 % after transfection [46] .
Histone Code/Combinatorial Status/ Bivalent Status in the Genome
Different histone modification patterns may have distinct biological roles, which prompted the proposal of an influential and dominant "histone code" hypothesis in the field: A particular combination of histone modifications may work as codes that can be read out by specific protein factors, leading to a unique biological outcome. This histone code hypothesis [29] may be used to explain the relationships between histone modifications and their subsequent biological outcomes in a simplified form. Such an analogue to the genetic code inspired researchers trying to find certain simple and elegant relationships. Early investigations on modifications at neighboring residues revealed an antagonizing mode or additive fashion for regulation of gene expression. For example, extensive ChIP-qPCR assays were used to show that H3R2 methylation and H3K4 methylation act antagonistically, with the former inhibiting gene expression and the latter stimulating gene expression ( Fig. 1) [47] . Although effective in providing insights, this "case-by-case" study of all the potential combinatorial patterns of more than 100 modifications with ChIPqPCR assay is too time consuming to finish in a foreseeable time frame. The introduced human histone methylome and acetylome mentioned earlier provide a chance to extensively determine any potential combinations between two modifications or among multiple modifications. The latter would be a challenge using the traditional ChIP-qPCR method.
In line with modifications for either gene activation or gene silencing, 39 histone marks were examined and may be classified into two groups: modifications in association with silenced genes and those associated with active genes (Fig. 1) . Generally speaking, silent marks tend to coexist, as do active marks. For example, silent marks such as H3K27me3 and H3K9me3 both may be associated with silent genes.
Intriguingly, a subset of genes in the human genome is associated with both inactive marks, such as H3K27me3, and active marks, such as H3K4me3. It should be pointed out that the active marks can be histone acetylations (Fig. 1) [7••] . These genes are inducible or poised genes bearing these "bivalent" marks. Originally, such "bivalence" was proposed as stem cell specific [48] ; however, many differentiated cells [49] . Currently, we expect that such bivalency is most likely reflecting an "intermediate" stage during transcription cycles. Indeed, these bivalent genes are transcribed by RNA polymerase II (Pol II) at a short distance before Pol II falls off [7••, 50] . In embryonic stem cells (ESCs), genes with bivalence are most likely to be developmentally regulated genes [51] . Dysregulation of H3K4me3 at bivalent loci in ESCs by depletion of Dpy-30, a core subunit in the SET1/MLL histone methyltransferase complex, does not affect the self-renewal of ESCs but changes its differentiation potential significantly [52] . Interestingly, such dysregulation does not seem to affect the stress response in ESCs.
As described earlier, certain combinatorial patterns seem to be associated with particular biological functions at specific regions, including both TSSs and enhancers. For coexisting silent marks, H3K27me3 seems to have a dominant role, because genes with this mark most likely are silenced (Fig. 2) [9••]. The aforementioned observation also applies to bivalent genes. Though in association with both active marks including H3K4me3 and silent mark H3K27me3, these bivalent genes are not associated with full-length RNA transcripts rather than with short RNA molecules (up to 65 nucleotides) [50] . It is expected that inactive histone marks (H3K9me3 and/or H3K27me3)-resulted compact chromatin structure contributes to the falling off of PolII.
Compared with a less complex combination of silent marks for silent genes, active genes may be associated with many more active marks and thus have a very complex combination of patterns [9••] . Theoretically, any two or multiple active marks can form a combinatorial pattern or "code" and the number of potential combination out of 39 marks is huge. In reality, however, limited combinations (little over 4000 combinatorial patterns) are detected [9••] . Limited combinatorial patterns suggest the co-existence of multiple active marks. Indeed, a common module (or backbone) consisting of 17 modifications across more than 3000 promoters exists in the human genome. The 17 modifications include H2BK5ac, H2BK12ac, H2BK20ac, H2BK120ac, H2A.Z, H3K4ac, H3K4me1, H3K4me2, H3K4me3, H3K9ac, H3K9me1, H3K18ac, H3K27ac, H3K36ac, H4K5ac, H4K8ac, and H4K91ac, presenting in 821 different patterns. Adding more active marks to this module, associated genes seem to have increased expression [9••] (Fig. 2) . The existence of this module suggests that multiple active marks, largely histone acetylation marks, work in a concerted fashion to robustly facilitate gene expression upon external signal stimulation.
Notably, there is no specific combination of two or more marks that determines the expression of one gene or a group of genes. Genes bearing the same combinatorial pattern composed of multiple marks actually have diversified expression, from low to extremely high (Fig. 2, with permission from the original publisher [9••] ). It seems that the solely combinatorial pattern of histone modifications cannot specify a unique biological outcome, transcription level of genes. Presumably, additional players including transcription factors and DNA methylation may contribute to the specification of outcomes. However, it should be pointed out that the magnitude of each histone mark in our studies was not taken into consideration when analyzing the combinatorial patterns, partially because of the related complexity. For example, quantitative analyses require some sort of normalization of ChIP-seq signals from different antibody-pulled DNA. Readers are alerted that such quantitative analyses are expected to more accurately correlate combinatorial patterns with gene expression, because it is well known that the magnitude of active histone modification signals is positively correlated with gene expression [9••, 53] .
On the other hand, there are intrinsic unsolved problems in this code hypothesis [30, 54] . There are no strict "one-to-one" or "multiple-to-one" relationships that can be applied dominantly among various combinatorial patterns of histone modification [10] . The lack of dominant effects for point mutations at critical histone residues affecting global or tissue-specific biological functions further undermine the validity of such a simple code model [55, 56] . Moreover, the highly dynamic process of nucleosome reconstitution makes a steady code reading very difficult to regulate various biological functions [54] . Therefore, more nonhistone components/effectors would be required to incorporate into bigger module complexes. Such complexes may work in a far more complicated way than a simple code could explain [30, 54] . Stepwise processes or web-like interactions are possible alternative scenarios [3, 30] . Complicated crosstalk revealed among H3K9ac, H4K16ac, and H3K4 methylation in human T cells [7••] prompted Lee and colleagues [33] to propose a language of histone modifications.
Environmental Factors Affect Histone Modification Patterns
Diseases caused by environmental factors have drawn a great deal of attention from clinicians and researchers for decades. Heritable DNA mutations caused by radiation and chemical agents have been well documented. However, only recently was it realized that environment largely can shape the transcriptome/metabolome to cause diseases epigenetically, i.e., beyond the interaction to change the DNA sequence directly [11, 20] . Environmental epigenetics has focused on possibly heritable alterations in DNA methylation and/or histone modifications through environmental influences and how those changes might be related to the variability in risk/severity of diseases modifiable by the environment [20] . Limited by the availability of samples from subjects, most environmental epigeneticists work on DNA methylation, especially those investigating prenatal exposures causing epigenetic changes in the fetus [57] . Recent progress in the ChIPseq technique using a low cell number and fixed pathologic tissue largely increased the dataset of histone modifications influenced by environmental factors [58] . Here, we review some examples of histone modification changes affected by some environmental factors.
A. Specific examples of exposures and effects on histone modifications
Arsenic Neurologic disorders and a higher risk of carcinogenesis caused by chronic exposure to arsenic in drinking water have long been a global public health concern. Arsenic may affect DNA methylation and histone methylation primarily by competing with the methyl group S-adenosylmethionine (SAM) during its own methylation metabolism [15] . A159 cells treated with arsenite had increased H3K4me1 and H3K4me2, whereas the H3K4me3 level decreased [59] . Not only were distinct dynamics observed in histone methylation patterns affected by arsenic, but crosstalk between different histone modifications also was reported. For example, global changes of H4K16ac were observed by mass spectrometry assay in human bladder epithelial cells [60] . Most strikingly, recent ChIP-seq data revealed that prenatal exposure to arsenic caused global reduction of H3K9ac in mouse offspring [61•] . On the other side, elevation of histone acetylation at the promoter region of certain genes related to those up-regulated by arsenic exposure has been reported [62] . Nickel
Nickel has been considered a carcinogenic agent that is not involved in DNA mutagenesis directly but that damages the inactive heterochromatin region selectively. An earlier report indicated that nickel compounds might induce DNA methylation first, then chromatin condensation to inhibit gene expression [63] . Further investigation discovered that nickel can inhibit H3K9 demethylase selectively by replacing iron from the catalytic center [64] . Western blot analysis from in vitro experiments performed on A549 cells suggests that global H3K4me3 levels increased after 24 hours of NiCl2 treatment [59] . Accordingly, examination of human subjects exposed occupationally to nickel revealed that the global H3K4me3 level is elevated in the peripheral blood mononuclear cells whereas the H3K9me2 level is reduced [65] . Nickel also may cause global histone hypoacetylation in human hepatoma cells by inhibiting HAT [66] , whereas it may induce ubiquitination by inhibiting deubiquitinase in A549 cells [67] . These multiple roles played by nickel in the regulation of epigenetic layers indeed indicate the complexity of histone modification responses to environmental factors.
B. Tissue-and site-specificity of responses in histone modifications to environmental factors The advantages of ChIP-seq or ChIP-seq-derived techniques enable researchers to look for specific local patterns in addition to the genome-wide changes of histone modification. For example, because nickel can induce global elevation of H3K4me3, detailed ChIP-seq data combined with RNA-seq results indicated that nickel exposure not only increases the level but also broadens the range of H3K4me3 within 5 kb of the TSS of nickelinducible genes [68•] . In the brains of mouse pups prenatally exposed to arsenic, it was observed that in addition to global hypoacetylation at H3K9, ChIP-seq data suggested enriched representation at the promoter regions of certain types of zinc finger transcription factors, compared with the control group [61•].
Global changes of histone modification in response to environmental factors may be tissue-and site-specific. In a study of the asymmetric arginine methylation of histone in rats fed with a methionine-enriched but vitamin Bdeficient diet [69] , the level of H3R8me2a in the brain of treated rats was significantly lower than in controls, whereas the level in the liver was unaffected. Two other arginine sites, H4R3 and H3R17, showed no difference in asymmetric methylation between the control and treatment groups for all tissues. Different dynamic profiles of histone modification changes upon osteogenic induction have been reported in two different odontogenic neural crest-derived intermediate progenitor cells [70] . Mineralization-inductive conditions resulted in more pronounced, highly dynamic changes in H3K4me3, H3K9me3, and H3K27me3 at the promoter regions of osteogenic-related genes in dental follicle progenitor cells, whereas those histone marks remained closer to the baseline level in dental pulp progenitor cells. C. Effect of environment on histone modifications during differentiation Certain histone modification patterns may emerge during differentiation or even during evolution as an adaptation to the environment. During the adipogenesis of mouse mesenchymal stem cells, although the histone modifications were globally stable, gene-specific distinct and highly dynamic histone modification patterns were observed with a standard ChIP-qPCR assay [71] . In yeast, Zou and colleagues [72] extensively compared genome-wide histone modification patterns with ChIP-on-chip data between duplicated gene pairs. They found there indeed are more conserved histone modification patterns in duplicated gene pairs than in randomly selected counterpart pairs. Further, it is suggested that the difference in such patterns between duplicated gene pairs is higher at the promoter than the open reading frame region. With a recent large set of ChIP-seq data on humans and mice, similar approaches may be used to identify species-specific or conserved histone modification patterns in response to environmental factors. In plants, ChIP-qPCR results in H3K9ac showed similar dynamic patterns in maize and sorghum in response to light at the promoter regions of genes related to C4 metabolism despite no detectable homology at the DNA level [73] . D. Histone changes in short-term response vs. long-term response Highly dynamic changes in protein synthesis and gene expression are critical for organisms to respond promptly to deleterious environmental factors. Because posttranslational regulation at the protein level affects RNA transcription, histone modifications may play important roles in immediate response pathways dynamically. It has been reported that in HCT116 cells, levels of H3 and H4 acetylation increase at least twofold within 30 minutes after tetradecanoylphorbol acetate (TPA) induction at the upstream region of immediately early gene Fosl1 [74] . On the other hand, 30-minute pretreatment with HDAC inhibitor effectively reduces Fosl1 expression level upon TPA induction, suggesting an up-regulation role for deacetylation in Fosl1 expression. This case demonstrates that not only is acetylation of H3/H4 promptly responsive, but both acetylation and deacetylation coordinate to induce the expression of Fosl1, similar to the scenario proposed from comprehensive genome-wide analysis [7••] .
DNA damage response is critical for cells to survive after ionizing radiation. Within 15 minutes after gamma irradiation of mouse embryonic fibroblast (MEF) cells, H3K9me2 and H3K9me3 levels are reduced significantly [75] . The KMD4 subfamily of histone demethylase can be recruited quickly (within 100-150 seconds) into DNA damage induced by gamma radiation. Moreover, overexpression of GFP-KMD4 fusion protein can efficiently enhance the DNA damage response by reducing the H3K9 methylation barrier [75] . In mice exposed to gamma radiation, H4 acetylation levels of cells extracted from bone marrow were reduced by 97 % vs. controls after 4 hours of radiation [76] . Feeding mice with the HDAC inhibitor phenylbutyrate (PB) 24 hours before radiation increased H4 acetylation levels by 67 % vs. controls and lower than in the PB-only group (207 %). Meanwhile, PB use may reduce about 50 % of the cell apoptosis caused by radiation [76] . This DNA damage protection mediated by HDAC inhibitors may be very useful in cancer radiotherapy [77, 78] . Early histone modifications related to behavior patterns were reported in ventromedial hypothalamus tissue of female mice administered estradiol [79] . In this case, distinct temporal patterns of H3S10phK14ac, H3ac, H3K4me3, and H3K9me3 rapidly and transiently emerged within 6 hours after estradiol administration. Acute response of histone modifications might be dose dependent when cells are exposed to toxic environmental chemicals. For example, a significant reduction of H4K16ac was reported in human bladder epithelial cells treated with 3 μM As III after 24 hours, whereas it took 7 days to observe such a reduction with 0.3 μM and 1.0 μM As III [60] . Differences in histone response to short-term and long-term exposure also were reported in a cell model testing reactivation of latent HIV virus. Long-term treatment with HDAC inhibitor reactivates the virus in resting T cells successfully, whereas short-term treatment has a much more limited capability [80] .
Long-term exposure to low-level toxic environmental agents, in addition to exposure from acute and high-dosage pollutants, also affects public health. Histone modifications in response to long-term exposure or secondary effects on such environmental stimuli exhibit interesting patterns. Seven days of exposure to arsenic at a low level (1 μM) increases the global level of H3K4me3 in A549 significantly. This histone modification remains at an elevated level even after 7 days of proliferation, after metals have been removed from the medium [59] . Similar "inheritable" epigenetic marks were reported and called "longterm somatic memory" in plants that underwent transient mild salt treatment followed by extensive growth in control conditions [81] . Pretreated plants showed no growth/ survival advantages over the control group until secondary stress was applied for 2 weeks. ChIP-seq data of the active marks H3K4me2 and H3K4me3 and repressive marks H3K9me2 and H3K27me3 revealed a tissue-specific, sustained histone modification pattern preferably enriched in transcription factor genes after 24 hours of salt treatment [81] . In human ESC cells continuously treated with retinoic acid, the biggest fold changes in H3K4me3 (upregulated) and H3K27me3 (down-regulated) levels occurred at day 6, followed by less change at day 12, compared with control cells [82] . Therefore, certain time windows may be important to establish the so-called histone memory. In a study of blasticidin S-resistant malaria lines, it was revealed that 4-day treatment with this antimalarial drug apparently sterilized the parasite population, although some mutant lines recovered 4 weeks after blasticidin S was withdrawn [83] . Detailed examination indicated that there was no change at the DNA level in those epimutant lines. In contrast, histone modifications including H3K9ac, H3K9me3, and H3K4me3 were found to be increased or decreased significantly at the promoter regions of resistance-related genes [83] . Long-term exposure also would make particular histone modification patterns adapt to the existence of such stimuli. For example, mouse model have been used to study the dependency of histone modifications on chronically administrated morphine (9 days) in brain. Within 1 hour after the last administration of morphine, morphine was in vivo precipitated by naloxone. Such precipitation results in different dynamics of H3 phosphorylation and acetylation: H3 phosphorylation was increased significantly while H3 acetylation remained unchanged [84] .
Chromatin modifications in response to chronic environmental stimuli, such as the natural light cycle, have long been a hot topic to many geneticists and epigeneticists. Concept of the circadian clock model has been developed based on the study of chronically changed transcriptome/epigenome [85, 86] . Particular histone modifications may play different roles in the establishment and maintenance of such a circadian clock. In Arabidopsis, it was found that although both H3 acetylation and H3K4me2/me3 are essential to the activation of oscillator genes, blocking H3K4 trimethylation increases the binding for clock-repressor as a transitional mark [87] . Rhythmic oscillation of H3 acetylation and H3K4me2/me3 is reported to be positively related to rhythmic transcriptions of light/dark cycle-related genes, whereas H3K36me2 has a negative correlation [88] . Circadian rhythmic oscillation of histone modifications also were observed in mammals [32, 89, 90] . Using ChIP-seq and the expression tiling array, exact opposite rhythmic oscillations of such antagonistic marks (H3K4me3 and H3K9me3) have been found, with good correlation with the rhythmic transcriptions of circadian clock-related genes. Interestingly, H3K4me3, as opposed to its important role in regulating clock-repressor binding in plants, has no obvious correlation with the number of peak-transcribed genes at a particular time point during the light/dark cycle [91•] .
As discussed earlier, histone modifications, whether responding to short-term, long-term, or circadian-type environmental stimuli, may form particular inheritable patterns, usually called "epigenetic memory." Most epigenetic memory studies focus on DNA methylation, which is more stable and more easily detected in transgeneration/ cell cycles. For example, genome-wide bisulfitesequencing data from various mouse tissues suggest that DNA methylation may play a role as a memory marker at the embryonic stage for future differentiation [92] . A study of yeast transcription discovered a particular type of epigenetic memory: "epigenetic transcription memory." In yeast, recently transcribed genes induced by salt stress can be transcribed easily and more abundantly four to five generations later upon oxidative stress because of the formation of a nuclear pore complex (NPC)-transcription machinery complex [93] . A similar phenomenon was reported in human cells in response to interferon-γ. Those memory-capable genes have a persistent H3K4 dimethylation signal at their promoter region, and this signal is very essential for recruiting Pol II and promoting the formation of the NPC-transcription complex [94] .
Conclusions
The progress of NGS-based genome-wide mapping of histone modifications (e.g., ChIP-seq) provides great opportunities to understand the histone epigenetics responding to environmental stimuli systematically and dynamically [95] . Future investigations might benefit from recently developed techniques, such as targeted NGS in large-scale screening and the combination of ChIP and mass spectrometry, to determine the interactome of histone modification writers and readers [96] . Highly sensitive quantitative mass spectrometry may be used as a sensitive and alternative measure, if the dynamics of histone changes must be focused and the amount of available ChIP DNA is limited [97] .
As our understanding of histone modification patterns continues to expand, it is becoming possible for researchers to make those codes/languages/patterns practical by modifying the histone landscape in certain contexts. The approval of HDAC inhibitors as anticancer drugs is a successful but simple example of clinical application [78] , which targets only the general histone acetylation pattern. Efforts also have been made to manipulate the histone methylome by inhibiting lysine-specific demethylase 1 (LSD1) for γ-hemoglobin induction [98•] . In this case, the locus-specific H3K4 dimethylation pattern is the major target. In the future, combinatorial modulation of histone marks might be considered for more complicated targeting.
The most difficult aspect of understanding histone patterns is that there are multiple layers engaging in crosstalk with one another: histone acetylation, histone methylation, and phosphorylation. One modification affects another kind of modification, thus effecting particular patterns [33] . Making it more complex, crosstalk between histone modifications and another epigenetic modification, DNA methylation, has been reported frequently [99] . Thus, more systematic and comprehensive models including as many epigenetic layers as possible should be in the scope of researchers for future investigations.
