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ABSTRACT
Simulations of complex multiscale systems are essential for science and technology ranging from
weather forecasting to aircraft design. The predictive capabilities of simulations hinges on their capac-
ity to capture the governing system dynamics. Large scale simulations, resolving all spatiotemporal
scales, provide invaluable insight at a high computational cost. In turn, simulations using reduced
order models are affordable but their veracity hinges often on linearisation and/or heuristics. Here we
present a novel systematic framework to extract and forecast accurately the effective dynamics (LED)
of complex systems with multiple spatio-temporal scales. The framework fuses advanced machine
learning algorithms with equation-free approaches. It deploys autoencoders to obtain a mapping
between fine and coarse grained representations of the system and learns to forecast the latent space
dynamics using recurrent neural networks. We compare the LED framework with existing approaches
on a number of benchmark problems and demonstrate reduction in computational efforts by several
orders of magnitude without sacrificing the accuracy of the system.
Keywords Multiscale modeling · Equation-free · Autoencoders
1 Introduction
A wide range of scientific problems and engineering designs is founded on the study of complex systems with dynamics
spanning multiple spatio-temporal scales. Examples include protein dynamics [1], turbulence [2], brain [3] and cancer
dynamics [4], climate [5], ocean dynamics [6] and social systems [7]. Over the last fifty years, simulations have
become a key component of these studies thanks to a confluence of advances in computing architectures, numerical
methods and software. Large scale simulations have led to unprecedented insight, acting as in-silico microscopes [8]
or telescopes to reveal the dynamics of galaxy formations [9]. At the same time these simulations have led to the
understanding that resolving the full range of spatio-temporal scales in such complex systems will remain out of reach
in the foreseeable future.
In recent years there have been intense efforts to develop efficient simulations that exploit the multi-scale character
of the systems under investigation [10, 11, 12, 13, 14, 15]. Multiscale methods rely on judicious approximations
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of the interactions between processes occurring over different scales and a number of potent frameworks have been
proposed including the equation-free framework (EFF) [13, 16, 11, 17, 18], the Heterogeneous Multiscale Method
(HMM) [12, 19, 20] and the FLow AVeraged integatoR (FLAVOR) [21, 22]. In these algorithms the system dynamics
are distinguished into fine and coarse scales or expensive and affordable simulations respectively. Their success depends
on the separation of scales that are inherent to the system dynamics and their capability to capture the transfer of
information between scales. Effective applications of multi-scale methodologies minimize the computational effort
while maximizing the accuracy of the propagated dynamics. The EFF relies on few fine scale simulations that are
used to acquire, through ’restricting’ , information about the evolution of the coarse grained quantities of interest. In
turn various time stepping procedures are used to propagate the coarse grained dynamics. The fine scale dynamics
are obtained by judiciously ’lifting’ the coarse scales to return to the fine scale description of the system and repeat.
When the EFF reproduces trajectories of the original system, the identified low order dynamics represent the intrinsic
system dynamics, also called effective dynamics, inertial manifold [23, 24] or slow collective variables [25] or reaction
coordinates [26] in molecular kinetics.
While it is undisputed that the EFF, HMM, FLAVOR and related frameworks have revolutionized the field of multiscale
modeling and simulation, we identify two critical issues that presently limit their potential. First, the accuracy of
propagating the coarse grained dynamics hinges on the employed time integrators. More importantly the choice of
information transfer, in particular from coarse to fine scale dynamics in ’lifting’, greatly affects the forecasting capacity
of the methods.
In the present work we resolve these two critical issues through Machine Learning algorithms that (i) deploy state of the
art recurrent neural networks (RNNs) with gating mechanisms to evolve the coarse grained (latent) dynamics and (ii)
employ advanced probabilistic autoencoders (AEs) to transfer in a systematic, data driven manner, the information
between coarse and fine scale descriptions.
Over the last years, machine learning (ML) algorithms have exploited the ample availability of data, and powerful
computing architectures [27], to provide us with remarkable successes across scientific disciplines from physics [28,
29, 30, 31], fluid dynamics [32, 33, 34], image and language processing [35], mathematics [36] to medicine [37]. The
particular elements of our algorithms have been employed in the modeling of dynamical systems. Autoencoders [38, 39]
have been used to identify a linear latent space based on the Koopman framework [40, 41], model high dimensional fluid
flows [42, 43] or sample effectively the state space in the kinetics of proteins [44, 45, 46], either do not consider the
coarse scale dynamics, do not take into account their non-markovian or non-linear nature, do not exploit a probabilistic
generative mapping from the coarse to the fine scale, and/or are not scalable to high dimensional systems. In [47],
the authors identify a PDE on a coarse level using diffusion maps, Gaussian processes or neural networks, and utilize
forward integration in the coarse representation to model the FitzHugh-Nagumo equation (FHN) in the equation-free
formalism. Recurrent neural networks with gating mechanisms have been shown successful in capturing the coarse
grained dynamics of complex systems [48, 49].
We find that by augmenting multiscale frameworks (including EFF, HMM, FAVOR) with state of the art Machine
Learning algorithms allows for evolving the coarse scale dynamics by taking into account their time history and by
providing consistent lifting and restriction operators to transfer information between fine and coarse scales. To the
best of our knowledge, this is the first time that machine learning algorithms are exploited in the context of multiscale
modeling. We demonstrate that the proposed LED allows for simulations of complex multiscale systems that reduce the
computational cost by orders of magnitude,to capture spatiotemporal scales that would be impossible to resolve with
existing computing resources.
2 Learning the Effective Dynamics (LED)
We propose a learning framework to identify and propagate the effective dynamics of multiscale systems. The proposed
learned effective dynamics (LED) allow for an accurate prediction of the evolution of the system at a significant reduced
computational cost.
The LED framework is founded on the multiscale framework of Equation Free Methods [11] and the related Hetero-
geneous Multiscale Methods (HMM) [20] and FLow AVeraged integratORs (FLAVOR) [21] methodologies. LEDs
provide a unified description and augment these methods by providing a consistent transfer of information between
coarse and fine grain scales, using AEs, and a non-markovian advancement of the the nonlinear dynamics of the latent
space, using RNNS with Long-Short Term Memory Networks.
In the following, the high dimensional state of a dynamical system is given by st ∈ Rds , and the discrete time dynamics
are given by
st+∆t = F (st), (1)
2
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Figure 1: The high dimensional dynamics st are simulated for a short period of Twarm time units. During this warm-up
period, the state st is passed through the encoder network. The outputs of the encoder zt are iteratively provided as
the input to the RNN, allowing for the update of its hidden state ht capturing non-markovian effects. Starting from
the last latent state zt the RNN iteratively propagates the low order latent dynamics up to a total horizon of Tm time
units, with Tm  Twarm. The LED decoder maps the last latent state zt+Tm back to a high-dimensional representation
s˜t+Tm . Propagation in the low order space unraveled by LED can be orders of magnitude cheaper compared to evolving
the high dimensional system based on first principles. As a consequence, LED can accelerate simulations, enabling
the study of the dynamics in much longer time scales, and unraveling state space regions that would be otherwise
intractable.
where ∆t is the sampling period and F may be nonlinear, deterministic or stochastic. We assume that the dynamics
of the system can be described by a few variables, on a low order manifold zt ∈ Rdz , where ds  dz . In order to
identify this manifold, we utilize an encoder EwE : Rds → Rdz , where wE are trainable parameters, projecting the
high dimensional state to zt = EwE (st). In turn, we utilize a decoder that maps back this latent representation to the
high dimensional state, i.e. s˜t = DwD (zt). Variational AEs regularizing the training of AEs, described in detail in
the SI Appendix are also embedded in LED. For stochastic systems, DwD is modeled with a Mixture Density (MD)
decoder [50], approximating the probability distribution of the state s˜t ∼ p(·;wMD), where wMD = DwD (zt) are the
outputs of the decoder, parametrizing the distribution.
The parameters wE ,wD are identified by maximizing the reconstruction log-likelihood
wE ,wD = argmax
wE ,wD
log p
(
st;wMD
)
, (2)
wMD = DwD (zt) = DwD
(EwE (st)). (3)
For a deterministic decoder, this loss reduces to the classical reconstruction loss ||st − DwD (EwE (st))||22. Further
details on the implementation of the MD decoder are provided in the SI Appendix.
As the LEDs are targeting physical systems we take into consideration properties such as energy conservation [51],
translation invariance [52], or permutation invariance. Such invariants can be embedded in the porposed multiscale
framework. In this work, we demonstrate that LED can be easily coupled with a permutation invariant layer [53] (please
see details in the SI Appendix), and utilized later in the modeling of the dynamics of a large set of particles governed by
the advection diffusion equation.
As a non-linear propagator in the low order manifold (coarse scale), we utilize a RNN, capturing non-markovian,
memory effects by keeping an internal memory state. The efficiency of RNNs in capturing non-markovian temporal
dependencies has been demonstrated in complex high-dimensional dynamical systems [49, 48], yet their capabilities in
multiscale modeling has not been demonstrated before. The RNN is learning a forecasting rule
ht = HwH
(
zt,ht−∆t
)
, z˜t+∆t = RwR
(
ht
)
, (4)
where ht ∈ Rdh is an internal hidden memory state, and z˜t+∆t is a prediction of the latent state.
3
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Figure 2: Multiscale forecasting with LED (testing phase). Starting from an initial condition in the test data, use
the equations/first principles to evolve the dynamics for Twarm, project to the latent space dynamics using the
autoencoder, and teacher force the RNN to warm up the hidden state for this initial time Twarm. Next, iteratively (1)
propagate the dynamics on the low-dimensional latent space with the RNN for Tm time units, (2) project the latent
dynamics at t = Tm back to the high dimensional state, (3) starting from this high-dimensional state as an initial
condition, use the equations/first principles to evolve the dynamics for Tµ, and so on and so forth.
The role of the RNN is twofold. First, it is updating its hidden memory state ht, given the current state provided at the
input zt and the hidden memory state at the previous time-step ht−∆t, tracking the history the low order state to model
non-markovian dynamics. Second, given the updated hidden state ht the RNN forecasts the latent state at the next
time-step(s) z˜t+∆t. HwH andRwR are the hidden-to-hidden mapping, and the hidden-to-output mappings, while wH
and wR are the trainable parameters of the RNN. Possible implementations ofHwH andRwR are the long short-term
memory (LSTM) [54] cell or the Gated Reccurent Unit (GRU) [55], explained in the SI Appendix. The RNN is trained
to minimize the forecasting loss ||z˜t+∆t − zt+∆t||22 by Backpropagation through time (BPTT) [56].
Firstly, the RNN and the autoencoder, jointly referred to as learned effective dynamics (LED), are trained on data from
short simulations of the fully resolved (or microscale) dynamical system. After training, LED is employed to forecast
the dynamics on unseen data, by propagating the low order latent state with the RNN and avoiding the computationally
expensive simulation of high-dimensional dynamics, as depicted in Figure 1.
The LED framework allows for data driven information transfer between coarse and fine scales through the AEs.
Moreover it propagates the latent space dynamics without the need to upscale back to the high-dimensional state space
at every time-step. The interface with the high dimensional state space is enabled only at the time-steps and scales of
interest. This is in contrast to [45, 46], and is easily adaptable to the needs of particular applications thus augmenting
the arsenal of models developed for multiscale problems. We note that, as is the case for any approximate iterative
integrator (here the RNN), the initial model errors will propagate. In order to mitigate potential instabilities, we propose
the mulstiscale forecasting scheme in Figure 2. In this way, the approximation error can be reduced at the cost of the
computational complexity associated with evolving the high dimensional dynamics. We note that, training of LED
models is performed with the Adam stochastic optimization method [57]. All LED models are implemented in Pytorch,
mapped to a single Nvidia Tesla P100 GPU and executed on the XC50 compute nodes of the Piz Daint supercomputer
at the Swiss national supercomputing centre (CSCS).
3 Results
We demonstrate the application of LED in a number of benchmark problems and compare their performance with
existing state of the art algorithms.
4
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Figure 3: Starting from 12 different initial conditions on the test data, we propagate the dynamics with LED restarting
from each initial condition 600 different times (changing the random seed in each restart), up to a final time of
Tf = 4000. For every run, we calculate the first two moments of the distribution of the particle positions, M1 and
M2. At each time-step, we have 600 predicted M1 and M2. Three LED variants are considered, LED with Tm = 0
(iterative latent propagation), and two variants with Tµ = 50, Tm = 450, and Tµ = 50, Tm = 250. The warm-up
time is Twarm = 60 for all variants. A,B) The evolution of the Wasserstein distance (WD) between the predicted
distributions of M1/M2 and the groundtruth, averaged over the initial conditions. C,D) The Wasserstein distance in
M1/M2 averaged over initial conditions and time. LED variants capture the variance (M2) accurately, with relatively
low errors on M1 (compared with the domain size L = 1). E,F) Examples of predicted particle positions at t = 625
from a single run starting from the same initial condition on the test data for each model. In the SI Appendix we provide
additional results on the L1-Histogram distance, and the evolution of the L1-Histogram distance and the WD on the
particle positions on single random runs, supporting the aforementioned arguments. H) The speed-up of compared to
the micro scale solver is plotted w.r.t. ρ.
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3.1 LED for Advection-Diffusion Equation
We apply the LED method to the simulation of the advection-diffusion equation. We model the microscale description of
the Advection-Diffusion (AD) process with system of N = 1000 particles on a bounded domain Ω = [−L/2, L/2]dx .
The particle dynamics are modeled with the stochastic differential equation (SDE)
dxt = utdt+
√
D dWt, (5)
where xt ∈ Ω denotes the position of the particle at time t,D ∈ Rdx is a vector with the diffusion coefficients along
each axis, dWt ∈ Rdx is a Wiener process, and ut = A cos(ωt) ∈ Rdx is a cosine advection (drift) term. In the
following, we consider the three dimensional space dx = 3 with D = 0.2,A = [1, 1.5, 0.0]T and ω = [0.2, 1.0, 0.5]T
and a domain size of L = 1. We report the Péclet number Pe = 9 quantifying the rate of advection by the rate of
diffusion, i.e.
Pe =
LU
D
, (6)
where L = 1, U = |A|2 ≈ 1.8, and D = 0.2. Equation (5) is solved with explicit Euler integration with δt = 10−3,
initial conditions x0 = 0, and reflective boundary conditions ensuring that xt ∈ Ω,∀t. The positions of the particles are
saved at a coarser time-step ∆t = 1 and by starting from randomly selected initial conditions, we generate three datasets.
The training and validation datasets consist of 500 samples each, and the test dataset consists of 5000 samples. The
full state of the system is high dimensional, i.e. st = [x1t ; . . . ;x
N
t ]
T ∈ RN×3. We find that the particles concentrate
on a few “meta-stable” states, and jump between them, suggesting that the collective dynamics can be captured by
a few latent variables. However, it is not straightforward to determine a-priori the number of these states and the
patterns of collective motion. LED unravels this information and provides a computationally efficient multiscale model
to approximate the system dynamics. We employ an AE with a permutation invariant input layer (see SI Appendix)
with a latent dimension dz = 8, a MD decoder and a stateful LSTM-RNN to learn and forecast the dynamics on
the low-dimensional manifold. The network is fed an initial configuration of particles st ∈ RN×3, compresses the
configuration to the latent state zt ∈ R8, and utilizes the RNN to forecast the latent dynamics zt+1. From this latent
space, the MD decoder of LED is sampling the next configuration st+1. After training the RNN, we evaluate the
efficiency of LED to capture the statistics of the system Figure 3.
In the testing phase, we examine two variants of LED. The first variant does not evolve the dynamics on the particle
level (we denote it as “iterative” LED) and its error increases with time and exhibits the highest errors on average. The
second variant, (we denote it as “multiscale” LED), evolves the low order manifold dynamics (coarse scale) for Tm
time units, and the particle dynamics (fine scale) for Tµ = 50 and corrects iteratively for the statistical error. This effect
is due to the explicit dependence of the coarse system dynamics in time, as the cos(ωt) advection term dominates. Two
values for Tm are considered, Tm = 250 leading to a relative ratio of coarse to fine simulation time of ρ = Tm/Tµ = 5,
and another one with Tm = 450, leading to ρ = 9. This incurs additional computational cost induced by the evolution
of the high dimensional state. As the multiscale ratio ρ = Tm/Tµ is increased, spending more time in the latent
propagation, the errors gradually increase. We note that the propagation in the low dimensional latent space is far less
computationally expensive compared to the evolution of the high dimensional dynamics. As we increase ρ, we can
achieve greater computational savings, albeit at the cost of higher approximation error, as depicted in Figure 3. We
demonstrate that the LED is able to generalize to different numbers of particles and provide additional results on the
one-dimensional AD case in the SI Appendix. The effectiveness of LED depending on the diffusion coefficient D is
shown in Figure 5.
Moreover, in Figure 4, it is shown that by clustering the latent space dynamics, identified by LED, we can gain insight
on the collective high dimensional dynamics of the system.
3.2 FitzHugh-Nagumo Model (FHN)
We examine the capability of LED to capture the evolution of the FitzHugh-Nagumo [58, 59] equations (FHN). The
FHN model describes the evolution of an inhibitor u(x, t) = ρac(x, t) and an activator density v(x, t) = ρin(x, t) on
the domain x ∈ [0, L]:
∂u
∂t
= Du
∂2u
∂x2
+ u− u3 − v, (7)
∂v
∂t
= Dv
∂2v
∂x2
+ (u− α1v − α0). (8)
The system evolves under two timescales, with the activator/inhibitor density acting as the “fast”/“slow” variable
respectively. The bifurcation parameter  = 0.006 controls the difference in the time-scales. We set as Du = 1 and
Dv = 4 the diffusion coefficients of the activator and the inhibitor and select L = 20, α0 = −0.03 and α1 = 2.
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Figure 4: A) Evolution of the second PCA mode of the latent state zt ∈ Rdz=8, against the first mode. Higher
color intensity denotes higher density. Six high density regions are identified. We perform spectral clustering on
the PCA modes of the latent dynamics. The six identified cluster centers are marked, while color illustrates the
cluster membership. The LED probabilistic decoder is employed to map each cluster center to a realization of a
high-dimensional simulation state. LED effectively unravels six meta stable states of the Advection-Diffusion equation,
along with the transitions between them, representing the low order effective dynamics. B) Evolution of the third
PCA mode against the second one, colored according to cluster assignment. C) Density of the particle positions from
simulation plotted against the distribution of the positions predicted by LED. We remark the good agreement between
the two distributions.
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Figure 5: Analysis of the performance of LED for different Péclet numbers Pe ∈ {100, 10, 1}. To measure the errors,
we perform 400 runs, starting a random initial condition, up to final time Tf = 3000. A, B) WD on the distributions of
the first two moments between the micro scale simulation and LED. The methods consistently exhibit lower error as the
diffusion coefficient increases. C) The speed-up is plotted w.r.t. ρ. Simulation of micro dynamics for higher Péclet
numbers is more expensive, due to the lower time-step necessary to resolve the diffusive dynamics. As Pe increases,
the computational savings of LED increase. Please see the SI Appendix for further details.
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Equation (8) is discretized with N = 101 grid points and solved using the Lattice Boltzmann method [60], with a
time-step ∆t = 0.005. In the following, the mesoscopic solution obtained by LB is considered the fine-grained solution.
LED is operating on a coarser time-scale ∆t = 1, and a coarse latent scale dz = 8 (increasing the latent scale further
did not lead to lower reconstruction error of the LED autoencoder as reported in the SI Appendix). In this case, LED
is not utilizing a MD decoder, as the system under study is deterministic. LED is benchmarked against equation free
variants [47] in the FHN equation in Figure 6.
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Figure 6: Comparison of LED with equation-free variants [47] that are based on the identification of PDEs on the
coarse level (CSPDE), in forecasting the dynamics of the FHN equation starting from an initial condition from the
test data up to final time Tf = 451. CSPDE variants are utilizing Gaussian processes (GP) or neural networks (NN),
features of the fine scale dynamics obtained through diffusion maps (F1 to F3) and forward integration to propagate
the coarse representation in time. A) Mean normalised absolute difference (MNAD) on the activator density, between
the result of the LB simulation u(x, t) considered as groundtruth and the model forecasts uˆ, either LED or CSPDE
variants. Variants of LED with autoencoders (AE), variational autoencoders (VAE), and different sizes of the latent
dimension (LD) are considered, to evaluate the sensitivity of the performance on these parameters. LED outperform
CSPDE variants by an order of magnitude. The definition of the MNAD, and additional results on the inhibitor density
are given in the SI Appendix. B) Prediction of the dynamics of the activator density of the FHN equation on the test
dataset using LED with a coarse dimension dz = 8.
LED identifies and propagates the low order intrinsic dynamics, and is able to up-scale back to the activator density,
forecasting its evolution accurately, while being S = T LED/T fine ≈ 25 faster, where T LED is the average time that
LED takes for one step of size ∆t time units, and T fine is the average time the LB solver takes for one coarse time unit
∆t = 1. This speed-up can be decisive in accelerating simulations and achieving much larger time horizons. Using the
multiscale propagation (iteratively exchanging between the coarse-grained dynamics of LED and using the solver on
the fine-scale), the approximation error of LED decreases, at the cost of reduced speed-up. This interplay can be seen
in Figure 7.
The warm-up time is Twarm = 60 for all variants.
3.3 Kuramoto-Sivashinsky
The Kuramoto-Sivashinsky (KS)is a prototypical spatially partial differential equation (PDE) of fourth order that
exhibits a very rich range of nonlinear phenomena [61]. We examine the capability of LED to learn the low order
manifold of the effective dynamics in KS[62, 63]. Even though PDEs, such as the KS modeling viscous flows, are
infinite dimensional, in case of high dissipation and small spatial extent, the long-term dynamics can be represented on
a low dimensional inertial manifold [24, 23], that attracts all neighboring states at an exponential rate after a transient
period.
We consider the one dimensional K-S equation given by the PDE
∂u
∂t
= −ν ∂
4u
∂x4
− ∂
2u
∂x2
− u∂u
∂x
, (9)
on the domain Ω = [0, L] with periodic boundary conditions u(0, t) = u(L, t) and ν = 1. In this work, we consider the
case L = 22 studied extensively in [64] exhibiting a structurally stable chaotic attractor, i.e. an inertial manifold where
the long-term dynamics lie. We discretize Equation (9) with a grid of size D = 64, and solve it using the fourth-order
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Figure 7: Starting from 100 different initial conditions in the test data, the LB method is utilized to compute the
FHN dynamics up to a large horizon Tf = 8000, approximately 16 times larger than the training data. Using the
LED framework, either with full iterative propagation on the reduced order space (Tµ = 0), or alternating between
macro-dynamics for Tm = 10 and high-dimensional dynamics for Tµ, we approximate the evolution. The results for
Tµ = 0 are denoted with the label “Iterative”. The warm-up period is set to Twarm = 75. (a) The average MNAD error
between the predicted and ground-truth evolution of the activator density is plotted as a function of the macro-to-micro
ratio ρ = Tm/Tµ. (c) The speed-up compared to the LB solver is plotted w.r.t. ρ. For Tm = Tµ = 10 (ρ = 1), we
observe that the MNAD is reduced from ≈ 0.04, to ≈ 0.01 compared to the iterative latent propagation. However,
the speed-up is reduced from S ≈ 25 to S ≈ 2. By increasing Tm ∈ {50, 100, 200}, we get the intermediate regimes
between propagation of the computationally expensive (and possibly intractable) high-dimensional system dynamics,
and the full iterative propagation. As we increase Tm (increase ρ), the speed-up is increased, as we are using more and
more the reduced order dynamics, albeit at the cost of an increasing error. The definition of the MNAD is provided in
the SI Appendix.
Figure 8: A) Contour plot of the KS dynamics starting from an initial condition from the test data. B) Correlation
between the groundtruth and predicted field. C) The predicted field by LED iteratively propagating the dynamics on
a dz = 8 dimensional latent space, after a warm-up period Twarm = 60. We observe that the LED is propagating
accurately the dynamics in the short-term as seen in the high correlation at early times, while capturing the long-term
statistics (climate). D) The density of values in the ux − uxx space from the predicted trajectory matches closely
the E) ground-truth, illustrating that the LED is able to mimic characteristics of the dynamical system, even though
propagating coarse dynamics. Quantitative results on the power spectrum and the state distributions predicted by LED
matching closely the ground-truth are provided in the SI Appendix.
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method for stiff PDEs introduced in [65] with a time-step of δt = 0.025 starting from a random initial condition, and
keeping every tenth datapoint, to obtain a dataset where samples are distanced by ∆t = 0.25 in time.
We use 5 · 103 such samples for training and another 5 · 103 for validation. For testing purposes (long-term forecasting),
we repeat the process with a different random seed, generating another 105 samples. The results of LED in KS are
shown in Figure 8.
4 Discussion
We have presented a novel framework for learning the effective dynamics (LED) and accelerate the simulations of
multiscale stochastic and deterministic dynamical systems. Our work relies on augmenting the equation-free formalism
with state-of-the-art deep learning methods.
We have tested the LED framework on a number of benchmark problems. We find that in systems where evolving the
high dimensional state dynamics based on first principles (solvers, equations, etc.) is computationally expensive, LED
can accelerate the simulation by propagating on the latent space and upscaling to the high-dimensional system state
with the probabilistic generative mixture density decoder, only at the time scales of interest.
The efficiency of LED was evaluated in unraveling and forecasting the stochastic collective dynamics of 1000 particles
following Brownian motion subject to advection and diffusion in the three dimensional space, forecasting the FitzHugh-
Nagumo equation dynamics achieving an order of magnitude lower approximation error compared to other state-of-the-
art equation-free based approaches while being an order of magnitude (S = 25) faster than the Lattice Boltzmann solver,
and identifying the effective dynamics of the Kuramoto-Sivashinsky equation with L = 22, achieving accurate short
term prediction while capturing of the long-term behavior (climate), even though LED is propagating the dynamics on
the reduced order space. We note that the present method is readily applicable to all problems where Equation Free,
HMM and FLAVOR methodologies have been applied.
In summary, LED identifies and propagates the the effective dynamics of dynamical systems with multiple spatiotempo-
ral scales providing significant computational savings. Moreover, LED provide a systematic way of trading between
speed-up and accuracy for a multiscale system by switching between propagation of the latent dynamics, and evolution
of the original equations, iteratively correcting the statistical error at the cost of reduced speed-up. The present
methodology can be deployed both in problems described by first principles as well as for problems where only data are
available for either the macro or microscale descriptions of the system. Finally, by providing a bridge between data
driven and first principles models LEDs open new horizons for the effective simulations of complex multiscale systems.
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5 Appendix A
6 Methods
In the following, we give a short description of the different models used in the proposed framework to learn and
propagate the effective dynamics (LED) for complex multiscale systems.
6.1 Autoencoders (AE)
Classical autoencoders are nonlinear neural networks that map an input to a low dimensional latent space and then
decode it to the original dimension at the output, trained to minimize the reconstruction loss L = |x− x˜|2. They were
proposed in [38] as a nonlinear alternative to Principal Component Analysis (PCA). An autoencoder is depicted in
Figure 9a.Autoencode s
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Figure 9: (a) A schematic diagram of a classical Autoencoder (AE). A high dimensional state x is mapped to a low
dimensional feature space z by applying the encoder transformation through multiple fully connected layers. The low
dimensional feature space z is expanded in the original space by the decoder. The autoencoder is trained with the loss
L = ||x− x˜||2, so that the input can be reconstructed as faithfully as possible at the decoder output. (b) A schematic
diagram of a Variational Autoencoder (VAE). Instead of modeling the latent space deterministically, the encoder outputs
a mean latent representation µz , along with the associated uncertainty σz . The latent space z is sampled from a normal
distribution z ∼ N (·|µz,σzI), with diagonal covariance matrix.
6.2 Variational Autoencoders (VAE)
Research efforts on generative modeling, led to the development of Variational Autoencoders (VAEs) [39]. The VAE
similar to AE is composed by an encoder and a decoder. The encoder neural network, instead of mapping the input x
deterministically to a reduced order latent space z, produces a distribution q(z|x;wq) over the latent representation
z, where wq is the parametrization of the distribution given by the output of the encoder wq = EwE (x). In most
practical applications, the distribution q(z|x;wq) is modeled as a factorized Gaussian, implying that wq is composed
of the mean, and the diagonal elements of the covariance matrix. The decoder maps a sampled latent representation
to an output x˜ = DwD (z). By sampling the latent distribution q(z|x;wq), for a fixed input x, the autoencoder can
generate samples from the probability distribution over x˜ at the decoder output. The network is trained to maximize the
log-likelihood of reproducing the input at the output, while minimizing the Kullback-Leibler divergence between the
encoder distribution q(z|x;wq) and a prior distribution, e.g. N(0, I). VAEs are esentially regularizing the training
of AE by adding the Gaussian noise in the latent representation. In this work, we take into account a Gaussian latent
distribution with diagonal covariance matrix
q(z|x;µz,σz︸ ︷︷ ︸
wq
) = N (z|µz(x),σz(x)I), (10)
where the mean latent representation µz and the variance σz vectors are the outputs of the encoder neural network
EwE (x). The latent representation is then sampled from z ∼ N (·|µz,σzI). The decoder receives as an input the
sample, and outputs the reconstruction x˜. A VAE is depicted in Figure 9b.
6.3 Permutation Invariance
Physical systems may satisfy specific properties like energy conservation, translation invariance, permutation invariance,
etc. In order to build data-driven models that accurately reproduce the statistical behavior of such systems, these
properties should ideally be embedded in the model. Translation invariance is taken into account in the design of
the convolution operator in Convolutional neural networks (CNNs) developed to process images [52]. Other type of
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properties like energy conservation and physical symmetries are discussed in [51]. In this section, we describe how we
can ensure permutation invariance to model the dynamics of particles of the same kind. This is useful in simulations of
molecules, i.e. molecular dynamics, where the state of the system is described by a configuration of particles, and any
permutation of these particles corresponds to the same configuration. Permutation invariance is handled here with a
sum decomposition of a feature space [53]. The exact procedure is depicted in Figure 10.
Assume that the state of a dynamical system s is composed of N particles of the same kind, each one having specific
properties or features with dimensionality dx, e.g. position, velocity, etc. The features of a single particle are given
by the state x ∈ Rdx of the particle. As an input to the network, we provide raw data, i.e. the features of all
particles, stacked together in a matrix s ∈ RN×dx . The problem we are dealing with is that a permutation of two
particles represents in essence the same configuration and should be mapped to the same latent representation. This is
achieved with a permutation invariant layer that first applies a nonlinear transformation φ : Rdx → Rdp mapping each
particles’ features to a high dimensional latent representation of dimension dp. This mapping is applied to all particles
independently leading to N such latent vectors. The mean of these vectors is taken to construct the representation of
the configuration. The representation 1N
∑N
i=1 φ(x
i) is finally fed to a final layer reducing the dimensionality to a
low-order representation z ∈ Rdz , with dz  dp, N . This is achieved by the mapping g : Rdp → Rdz . In this work,
we utilize the permutation invariance layer in the modeling of the collective dynamics of a group of particles whose
movement is governed by the advection-diffusion equation in the one and three dimensional space. Both mappings g
and φ are implemented with neural networks, having 5 layers of 100 hidden units each, residual connections, and tanh
activations.
xN
dx = 3
s ∈ ℝN×dx
ϕ
ϕ : ℝdx → ℝdp
ϕ(xN)
N
dp
+
1
N
N
∑
i=1
ϕ(xi) ∈ ℝdp
f(x1, x2,…, xN) z
g : ℝdp → ℝdz
g
Low dimensional
latent space
N
Figure 10: Illustration of the permutation invariant autoencoder. The input of the network is composed of N atomic
states that are permutation invariant, e.g. positions {x1, . . . ,xN} of N particles in a particle simulation, each one with
dimension dx, i.e. xi ∈ Rdx , ∀i ∈ {1, . . . , N}. A transformation φ(·) : Rdx → Rdp is applied to each atomic state
separately, mapping to a high dimensional latent feature space. The mean latent features of the atomic states, leading to
a singe latent feature that is permutation invariant with respect to the input. The final layer of the encoder maps the
high-dimensional feature to a low dimensional representation z, which is again permutation invariant with respect to
the input, representing the encoding of the global state.
6.4 Mixture Density Decoder
Mixture density networks (MDNs) [50] are powerful neural networks that can model non-Gaussian, multi-modal
data distributions. The outputs of MDNs are parameters of a mixture density model (mixture of probability density
functions). The most generic choice of the mixture component distribution, is the Gaussian distribution. Gaussian
MDNs are widely deployed in machine learning applications to model structured dynamic environments, i.e. (video)
games. However, the effectiveness of MDNs in modeling physical systems remains unexplored.
In physical systems, the state may be bounded. In this case, the choice of a Gaussian MDN is problematic due to its
unbounded support. To make matters worse, most applications of Gaussian MDNs when modeling random vectors
do not consider the interdependence between the vector variables, i.e. the covariance matrix of the Gaussian mixture
components is diagonal, in an attempt to reduce their computational complexity. Arguably in the applications where
they were successful, modeling this interdependence was not imperative. In contrast, in physical systems the variables
of a state might be very strongly dependent on each other. In order to cope with these problems we consider the
following approach. Firstly, we model the distribution p(v|z) of an auxiliary vector variable v ∈ Rdx , of the same
dimensionality dx as the high dimensional state (input/output of the autoencoder). The distribution is modeled as a
mixture of K multivariate Normal distributions
p(v|z) =
K∑
k=1
pik(z)N
(
µkv(z),Σ
k
v(z)
)
, (11)
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We parametrize the multivariate normal distribution in terms of a mean vector µkv, a positive definitive covariance
matrix Σkv, and the mixing coefficients pi
k which are functions of z. The covariance matrix is parametrised by a
lower-triangular matrix Lkv with positive-valued diagonal entries, such that Σ
k
v = L
k
vL
k T
v ∈ Rdx×dx (This triangular
matrix can be recovered by Cholesky factorization of the positive definite Σkv). The functional forms of pi
k(z) ∈ R,
µv(z) ∈ Rdx , and the n(n + 1)/2 entries of Lkv are neural networks, their values are given by the outputs of the
decoder for all mixture components k ∈ {1, . . . ,K}, i.e. wD = DwD (z) = {pik,µkv, Lkv}1,...,K . The positivity of the
diagonal elements of Lkv is ensured by a softplus activation function
f(x) = ln(1 + exp(x)) (12)
in the respective outputs of the decoder. The mixing coefficients satisfy 0 ≤ pik < 1 and ∑Kk=1 pik = 1. To ensure
these conditions, the respective outputs of the decoder are passed through a softmax activation
σ(x)i =
exi∑
i e
xi
. (13)
The rest (non-diagonal elements and mean vector) of the decoder outputs have linear activations, so no restriction in
their sign. In total, the decoder output is composed of K(n− 1)n/2 +Kn single valued outputs with linear activation
for the non-diagonal elements of Lkv and the mean vectors µ
k
v , and Kn positive outputs with softplus activation for the
diagonal of Lkv , and K outputs with softmax activation for the mixing coefficients.
DECODER
Reconstruction
v ∼
K
∑
k=1
πk𝒩(μkv,Σkv)
Low dimensional
latent space
z
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Figure 11: A mixture density network modeling the probability density p(x˜|z), with bounded x˜. The decoder maps the
latent state z to the parameters of a mixture model on the latent vector v ∈ Rdx , which are the mixing coefficients
pik ∈ R, mean vectors µkv ∈ Rdx , and a lower-triangular matrix Lkv ∈ Rdx×dx with positive-valued diagonal entries.
From the latter, the covariance matrix is derived from Σkv = L
k
vL
k T
v which is positive definite by construction. The
mixture models the probability distribution of the latent state p(v|z). However, the targets used to train the network in a
supervised way are defined on the reconstruction x˜. The targets are scaled to x˜ ∈ [0, 1]dx , and then transformed to
targets for v using the inverse of the softplus activation. The MDN autoencoder is trained to maximize the likelihood
p(v|z) of the transformed data v.
6.5 Recurrent Neural Networks
In the low order manifold (coarse, latent state), a Recurrent Neural Networks (RNN) are utilized to capture the nonlinear,
non-markovian dynamics. The forecasting rule of the RNN is given by
ht = HwH
(
zt,ht−∆t
)
, z˜t+∆t = RwR
(
ht
)
, (14)
where wH and wR are the trainable parameters of the network, ht ∈ Rdh is an internal hidden memory state, and
z˜t+∆t is a prediction of the latent state. The RNN is trained to minimize the forecasting loss ||z˜t+∆t − zt+∆t||22, which
can be written as
||z˜t+∆t − zt+∆t||22 = ||RwR
(
ht
)− zt+∆t||22 = ||RwR(HwH(zt,ht−∆t))− zt+∆t||22. (15)
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This leads to
wH,wR = argmin
wH,wR
||RwR(HwH(zt,ht−∆t))− zt+∆t||22. (16)
The RNNs are trained with Backpropagation through time (BPTT) [56]. In this work, we consider two implementations
of the mappings HwH and RwR , the long short-term memory (LSTM) [54] cell and the Gated Reccurent Unit
(GRU) [55]. The output mapping for both cells is given by a linear transformation, i.e.
z˜t+∆t = Wz,hht, (17)
where Wz,h ∈ Rdz×dh . As a consequence, the set of trainable weights of the hidden-to-output mapping is just one
matrixwR = Wz,h ∈ Rdz×dh for both cells. However, the architecture of the hidden-to-hidden mapping, is different.
In the following, we describe these implementations for both cells.
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Figure 12: The information flow for a Gated Recurrent Unit (GRU) cell and a Long Short-Term Memory (LSTM) cell.
The cells employ gating mechanisms that allow forgetting and storing of information in the processing of the hidden
state. Ellipses and circles denote entry-wise operations, while rectangles denote layer operations.
6.5.1 Gated Recurrent Unit (GRU)
In the GRU cell, the functional forms of the mapping ht = HwH
(
zt,ht−∆t
)
is given by
ut = σg
(
Wu[ht−∆t, zt] + bu
)
rt = σg
(
Wr[ht−∆t, zt] + br
)
h˜t = tanh
(
Wh
[
rt  ht−∆t, zt
]
+ bh
)
ht = (1− ut) ht−∆t + ut  h˜t,
(18)
where zt ∈ Rdz is the latent state (output of the encoder, or previous time-step of the RNN) provided at the input of
the RNN at time t, ut ∈ Rdh is the update gate vector, rt ∈ Rdh is the reset gate vector, h˜t ∈ Rdh , ht ∈ Rdh is the
internal hidden memory state, Wu, Wr, Wh ∈ Rdh×(dh+dz) are weight matrices and bu, br, bh ∈ Rdh biases. The
gating activation σg is a sigmoid. An illustration of the information flow in a GRU cell is given in Figure 12a.
6.5.2 Long Short-Term Memory Unit (LSTM)
The architecture of the LSTM cell is slightly more complicated. The LSTM possesses two hidden states, a cell state c
and an internal memory state h. The hidden-to-hidden mapping
ht, ct = HwH
(
zt,ht−∆t, ct−∆t
)
(19)
takes the form
gft = σf
(
Wf [ht−∆t, zt] + bf
)
git = σi
(
Wi[ht−∆t, zt] + bi
)
c˜t = tanh
(
Wc[ht−∆t, zt] + bc
)
ct = g
f
t  ct−∆t + git  c˜t
gzt = σh
(
Wh[ht−∆t, zt] + bh
)
ht = g
z
t  tanh(ct),
(20)
where gft , g
i
t, g
z
t ∈ Rdh , are the gate vector signals (forget, input and output gates), zt ∈ Rdz is the latent input at time
t, ht ∈ Rdh is the hidden state, ct ∈ Rdh is the cell state, while Wf , Wi, Wc,Wh ∈ Rdh×(dh+dz), are weight matrices
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and bf , bi, bc, bh ∈ Rdh biases. The symbol  denotes the element-wise product. The activation functions σf , σi and
σh are sigmoids. The dimension of the hidden state dh (number of hidden units) controls the capacity of the cell to
encode history information. The set of trainable parameters of the recurrent mappingHwH is thus given by
HwH = {gft , git, gzt ,Wf ,Wi,Wc,Wh} (21)
An illustration of the information flow in a LSTM cell is given in Figure 12b.
6.6 Multiscale Modeling with LEDMuS
In this work, we consider discrete time autonomous dynamical systems of the form
sk+∆t = F (st), (22)
where st ∈ Rds is the state of the dynamical system at time t, ∆t is the sampling period and F is a function representing
the discrete time dynamics. The dynamics F may be nonlinear, deterministic or stochastic. In our study, we are
interested in system whose state sk is high dimensional, but the intrinsic dimensionality of the dynamics is low. The
complete description of high-dimensional systems with nonlinear dynamics through the governing equations is often
challenging for numerous reasons, either because the equations F might be unknown, the dynamics might be very
hard or computationally expensive to solve with an appropriate resolution, or due to the magnitude of model errors. In
many cases, we are interested in more macroscopic, coarse grained characteristics that can be resolved by the large
scales. Moreover, the effective system dynamics might live on a low dimensional manifold. Employing classical order
reduction methods such as Galerkin projection can be problematic as the truncated modes (i.e. small scales) might be
relevant for the effective dynamics, i.e. back-scattering. As a consequence, their effect on the dynamic evolution on the
larger scales has to be considered, i.e. closure models in turbulence.
In this work, we propose to learn the effective dynamics (LED) of complex system by coupling an autoencoder (either
normal or variational) with a RNN, that learns to forecast these dynamics, and a (mixture density in case of stochastic
systems) decoder that reconstructs the high dimensional dynamics. First, the networks are trained with the Adam
stochastic optimization method [57]. The trained networks can be utilized to capture and forecast the evolution the
dynamics on unseen test data. Given a short-term evolution of the state of a simulation based on first principles
composed of Twarm initial time steps {st−Twarm+∆t, . . . , st}, we propose to “teacher force” the LED, iteratively
feeding the encoder the high dimensional states, passing the computed latent representations z at every time-step to the
RNN, and propagating the latent state ht of the RNN up to time-step t. The dynamics of the system can be propagated
on this low-dimensional latent state (coarse representation) for a long time horizon Tm  Twarm by utilizing the
computationally cheap RNN forecasting rule, while the decoder can be utilized to map the latent space back to the high
dimensional state space, whenever needed. An illustration of the proposed iterative prediction on the latent space is
given in Figure 13.
As is the case for any iterative forecasting method, initial model errors will propagate. In order to alleviate this,
we propose the following multiscale scheme. Starting from an initial condition, for a warm-up period Twarm the
autoencoder projects the high dimensional state to the latent space, while the latent states are fed to the RNN to
warm-up its hidden state. For this period Twarm the dynamics are evolved on the high dimensional state, while the
RNN is "teacher forced" with the respective latent state at the output of the autoencoder. No forecasting takes place
in this initial period. After this initial warm-up period, we propose to iteratively (1) propagate the dynamics on the
low-dimensional latent space with the RNN for some time Tm, (2) project the latent dynamics at t = Tm back to the
high dimensional state, (3) starting from this high-dimensional state as an initial condition, use the equations/first
principles to evolve the dynamics for Tµ, and so on and so forth. The power of the proposed data-driven approach is
that it utilizes state-of-the-art deep learning methods, it does not rely on constraints on the system dynamics, it can be
utilized to propagate the latent dynamics without the need to transform back to the high-dimensional state space at every
time-step, and it can applied in a generic way augmenting the arsenal of models developed for multiscale problems [19].
The multiscale switching procedure is illustrated in Figure 14.
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Figure 13: An illustration of the iterative latent space propagation in LED. The high-dimensional state of the dynamical
system is passed through the encoder network for some initial time Twarm. The low-dimensional tractable latent
representation at the output of the encoder z is provided as an input to the RNN. Starting from the last latent state (zt in
the figure), we deploy the RNN to iteratively propagate the dynamics in the latent space up to a total horizon of Tm
timesteps, with Tm  Twarm. The decoder can be utilized to upscale the latent state back to the high-dimensional
state of the dynamical system, i.e. s˜t+Tm = DwD (zt+Tm). Due to the fact that the propagation in the latent space can
be orders of magnitude cheaper than the evolution of high dimensional dynamics based on first principles, LED can
accelerate simulations of dynamical systems. As a consequence, we can achieve longer simulation times, explore the
state space faster, and resolve time and spatial scales that would be intractable otherwise.
ENCODER ENCODER
RNN RNN RNNRNN
ENCODER
RNN
Decoding
RNNRNN
ENCODERENCODERDECODER
RNN ⋯
Macro dynamics  Tm
Micro dynamics  Twarm
Micro dynamics  Tμ
Macro dynamics  Tm
Encoding
  Twarm , Tμ≪ Tm
Figure 14: Multiscale forecasting with LED (testing phase). By iteratively switching between the computationally
cheap propagation in the latent space for a large time horizon Tm and a computationally expensive model based on first
principles for Tµ, we may iteratively correct the statistical error and increase further the simulation horizon, without
sacrificing the performance of the method, albeit at the cost of a reduction in the overall speed-up of LED compared to
evolution of the original system dynamics.
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Figure 15: (a) A schematic illustration of the L1 difference of the histograms of two random variables Z1 and Z2. In
(b) the Wasserstein distance between the distributions based on the inverse Cumulative Distribution Function (CDF).
7 Comparison Measures
In this section, we elaborate on the metrics used to quantify the effectiveness of the proposed approach to capture the
dynamics and the state statistics of the systems under study. To quantify the prediction performance of the method in a
deterministic system, we use the mean normalised absolute difference (MNAD). The Wasserstein distance (WD) and
the L1-Norm histogram distance (L1-NHD) are utilized to quantify the difference between two statistical objects (either
state distributions, or random variables).
7.1 Mean normalised absolute difference (MNAD)
Assume that a model is used to predict a spatiotemporal field y(x, t), at discrete state xi and time tj locations. The
predicted values from the modes are denoted with y˜, while the groundtruth with y. The normalised absolute difference
(NAD) between the model output and the groundtruth is defined as
NAD(tj) =
1
Nx
Nx∑
i=1
|y(xi, tj)− yˆ(xi, tj)|
maxi,j(y(xi, tj))−mini,j(y(xi, tj)) , (23)
where Nx is the dimensionality of the discretized state x. The NAD depends on the time tj . The mean NAD (MNAD)
is given by the mean over time of the NAD score, i.e.
MNAD =
1
NT
NT∑
j=1
NAD(tj), (24)
where NT is the number of timesteps considered. The MNAD is used in the deterministic FitzHugh-Nagumo equation
to measure the prediction error of the model and compare it with the state-of-the-art.
7.2 Wasserstein Distance
The Wasserstein distance (WD), is a metric used to quantify the difference between the distribution functions of two
random variables. It is defined as the integral of the absolute difference of the inverse Cumulative Distribution Functions
(CDF) of the random variables. Assuming two random variables Z1 and Z2, with CDFs given by τ = FZ1(z) and
FZ2(z), with τ ∈ [0, 1], the Wasserstein metric is defined as
WD(Z1, Z2) =
∫ 1
0
|F−1Z1 (τ)− F−1Z2 (τ)| dτ. (25)
An illustration of WD is given in Figure 15b. In high-dimensional problems, where the random variable is multivariate
(random vector), we are reporting the mean WD of each variable after marginalization of all others.
7.3 L1-Histogram Distance
In order to quantify the difference of the distributions of two random multivariate random variables Z1 and Z2, we
employ in addition to the WD, the L1-Norm histogram distance (L1-NHD). We measure this metric based on the L1
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norm of the difference between the normalized histograms of the random variables computed on the same grid. An
illustration of the L1-histogram distance is given in Figure Figure 15a. The number of bins for the computation of the
histograms, is selected according to Rice rule, given by Nbins =
⌈
2 3
√
n
⌉
where n is the number of observations in
the sample z. The WD and the L1-NHD are used to measure the difference between the distribution of the state in the
Advection-Diffusion in 1-D and 3-D (over a single run). Moreover, they are used to measure the difference between the
distributions of the mean and variance of the state over multiple runs.
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8 Results
In the following, we evaluate the effectiveness of the proposed approach to model the stochastic dynamics of the
advection-diffusion equation in one dimension in Section 8.1 and three dimensions in Section 8.4. Moreover, in Sec-
tion 3.2 we benchmark LEDMuS against an equation free approach proposed in [47] that is based on uncovering a PDE
on the coarse level using diffusion maps, Gaussian processes or neural networks, and using forward integration in the
coarse representation to model the FitzHugh-Nagumo equation. Last but not least, in Section 3.3 we apply LEDMuS on
the challenging Kuramoto-Sivashinsky equation exhibiting deterministic chaos, unraveling a low dimensional inertial
manifold. All LED models are implemented in Pytorch, mapped to a single Nvidia Tesla P100 GPU and executed on
the XC50 compute nodes of the Piz Daint supercomputer at the Swiss national supercomputing centre (CSCS).
8.1 Advection-Diffusion with Brownian dynamics 1-D
In this section, we evaluate LED on the on a system of N point particles on a bounded domain Ω = [−L/2, L/2]dx ,
where dx is the dimension of the space, whose dynamics are determined by the advection-diffusion equation, modeled
with the stochastic differential equation (SDE)
dxt = u(t)dt+
√
D dWt, (26)
where xt ∈ Ω denotes the position of the particle at time t, D ∈ Rdx is a vector with the diffusion coefficients
along each axis, dWt ∈ Rdx is a Wiener process, and u(t) = A cos(ωt) ∈ Rdx is a cosine advection (drift) term.
Equation (26) is solved with initial conditions x0 = 0 and reflective boundary conditions, ensuring that xt ∈ Ω,∀t.
The system is advanced in time with explicit Euler integration. We pick a domain size of L = 1. In this section, we
consider the one dimensional case with dx = 1. In the first case, we select N = 1000 particles, D = 0.2, A = 1 and
ω = 0.1. We solve the stochastic equations starting from a random initial condition with a timestep δt = 10−2. By
saving the positions of the particles at a coarser time-step ∆t = 0.5 and starting from different random initial conditions,
we generate three datasets, a training and a validation dataset, each consisting of 103 samples, and a test dataset with
104 samples.
We trained a VAE with permutation invariant input layer, a latent dimension dz = 1, and a mixture density decoder to
compress the dynamics. Then, we trained the RNN of LED to forecast the one-dimensional latent dynamics. The result
of an iterative prediction on the test dataset is given in Figure 16. The warm-up period of LED is set to Twarm = 60.
The network is fed an initial configuration of particles st = [x1t , . . . , x
N
t ]
T ∈ RN , compresses the configuration to
one number zt ∈ R, and utilizes the RNN to forecast the next latent dynamics zt+1. From this latent space, the MD
decoder of LED is sampling the next configuration st+1. LED successfully uncovered the inherent cosine dynamics of
the stochastic dynamical system particles, even though the dimensionality of the reduced order space was very low
(dz = 1). We plot the L1-Histogram error between the predicted and true density of particle positions, along with the
Wasserstein distance and the error on the first two moments on the particle positions as a function of time. From the low
dimensional latent space, the decoder of LED learned to map to the position of the N = 1000 particles, as depicted by
the low error on the densities. As expected, due to the iterative propagation of the model error, the prediction diverges
and there is a phase lag between the predicted and the true dynamics. This causes an increase on the estimated mean
position of the particles (M1) and an error on the variance (M2). Even though the error on the variance is kept low,
the error on M1 is increasing as we iteratively forecast for a large horizon. The statistics of the system are reproduced
accurately, as depicted in Figure 17, where we plot the true and predicted distribution of positions over all timesteps.
Regarding the hyperparameters of LED, we tune them based on a grid search reported on the Section 8.3. The inputs to
the network are scaled to [0, 1], while adding noise in the input did not improve performance for this case. Performance
is measured in terms of the maximum data likelihood of the MD autoencoder, and the minimum root mean square error
for the RNN part, which are trained independently. The autoencoder with the highest likelihood from our grid search,
turned out to be a VAE, with a permutation invariant input layer (function φ in Figure 10) consisting of 5 residual layers
of 100 nodes and tanh activation, mapping to a permutation invariant latent space of dimension M = 200 with mean
feature function, with an additional residual autoencoder (modeling function g in Figure 10)) with 5 layers of 100
hidden nodes each and tanh activation, reducing the dimensionality to a latent space of dimension dz = 1. Finally, the
decoder is composed of 5 additional residual layers of 100 size each, and a mixture density output layer, with 50 hidden
units, and 4 kernels outputting the parameters for the mixture coefficients, the means, and the covariance matrices of the
4 kernels. A configuration can be sampled in a trivial way from this representation. Regarding the RNN part of LED, a
stateful LSTM with 1 layer of 100 nodes trained with a BBTT truncated length of 100 exhibited the lowest validation
error.
In the following, we employ LED to perform multiscale forecasting switching between propagation of the latent
dynamics for Tm = 450 and evolution of the particle dynamics for Tµ = 50, leading to a multiscale ratio of
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Figure 16: LED applied on the one dimensional Advection-Diffusion equation. The dimensionality of the latent
dimension of the VAE is dz = 1. LED successfully uncovered the cosine dynamics on the latent space, even though the
dimensionality of the original state st describing the state of the system st ∈ RN , with N = 1000. However, due to the
iterative propagation of the latent dynamics with LED, a phase lag is introduced, making the error to increase with
time. This can be seen for example, in the error on the estimated mean position (M1) of the particles. Nevertheless, the
variance is captured along with the long-term statistical behavior.
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Figure 17: (a) Low order (dz = 1) latent dynamics uncovered by LED, the plot shows the latent state zt+1 as a function
of zt, while colored according to the density of the values. We observe that the network successfully unraveled the two
quasi stable states (particles concentrating on the left or right wall due to the cos advection term). (b) True distribution
of the particle position values, and the predicted one by LED.
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ρ = Tm/Tµ = 9. The initial warm-up period of LED is Twarm = 60. The iterative propagation on the test set is plotted
in Figure 18. We observe that by switching to the particle configuration and evolving the dynamics, we alleviate the
iterative error propagation, at the additional cost of propagating the original system dynamics (Brownian motion of the
N = 1000 particles) for 10% of the total time. The statistics of the system are captured well as demonstrated by the
low error on the L1-Histogram error, the mean (M1) and variance (M2) of the particles. For a more detailed statistical
analysis of the effectiveness of the proposed approach in modeling the dynamics of the Advection-Diffusion system,
please refer to Section 8.2.
Figure 18: Multiscale LED applied on the one dimensional Advection-Diffusion equation, switching between the
propagation of the latent space dynamics for Tm = 450, and evolution of the particle dynamics for Tµ = 50. The
dimensionality of the latent dimension of the VAE is dz = 1. The particle dynamics are correcting the error in the
phase lag introduced by the iterative propagation on the latent space.
8.2 Statistical Analysis
In this section, we perform a statistical analysis to evaluate the performance of LED in forecasting the stochastic
dynamics of a group of N = 1000 particles whose dynamics are governed by the Advection-Diffusion equation.
Starting from 20 different initial conditions, we propagate the dynamics with LED 400 different times, changing the
seed up to a final time of Tf = 4000, which is equivalent to 8000 steps. Since LED is sampling from the MD decoder,
every run will result to a different evolution of the configuration, as expected. For every runs, we calculate the first two
moments of the configuration, M1 and M2. At each timestep, we have 400 predicted M1 and M2. In order to evaluate
the statistical error, we compare the predicted distribution of M1 and M2, and the groundtruth one, by evaluating their
L1-Histogram error and the WD. The evolution of these errors as a function of time is plotted in Figure 19 for four
variants of LED with different Tm. The initial warm-up period of LED is Twarm = 60. Note that as we increase the
time spent evolving the dynamics (Tµ), the errors are smaller in all metrics.
8.3 Hyperparameter Tuning
The hyperparameters of LED are given in Table 1 for the Autoencoder, and Table 2 for the RNN.
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Figure 19: Starting from 20 different initial conditions, we propagate the dynamics of the Advection-Diffusion in the
one dimensional space (dx = 1) with LED 400 different times, changing the seed up to a final time of Tf = 4000,
which is equivalent to 8000 steps. For every runs, we calculate the first two moments of the configuration, M1 and
M2. At each timestep, we have 400 predicted M1 and M2. We plot the statistical errors (L1-Histrogamm error and
Wasserstein distance), between the predicted distributions of M1/M2 and the groundtruth, as function of time. The
mean over all initial conditions is reported.
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Figure 20: Starting from 20 different initial conditions, we propagate the dynamics of the Advection-Diffusion in the
one dimensional space (dx = 1) with LED 400 different times, changing the seed up to a final time of Tf = 4000,
which is equivalent to 8000 steps. For every runs, we calculate the first two moments of the configuration, M1 and
M2. At each timestep, we have 400 predicted M1 and M2. The bars show the mean (over time and initial conditions)
statistical errors (L1-Histrogamm error and Wasserstein distance), between the predicted distributions of M1/M2 and
the groundtruth. We observe due to the iterative prediction on the latent space, the LED variant that is not evolving the
dynamics on the particle level at all (denoted as "iterative") exhibits the highest errors on all metrics. By spending a
reference time Tµ on the fine scale dynamics (particles), we achieve a significant error reduction in all metrics. As the
multiscale ratio ρ is increased, spending more time in the latent propagation, the errors gradually increase.
Table 1: Autoencoder Hyperparameters for Advection-Diffusion in 1-D (dx = 1)
Hyperparameter Values
Number of AE layers {5}
Size of AE layers {100}
Activation of AE layers tanh(·)
Latent dimension {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 16, 18, 22, 24, 28, 32, 64}
Residual connections True
Variational True/False
Permutation Invariant Layer dp {200, 1001}
Number of MD kernels K {4}
Hidden units of MD decoder {50}
Input/Output data scaling Min-Max in [0, 1]
Noise level in the data {0, 1, 10} (h)
Weight decay rate {0.0, 0.0001}
Batch size 32
Initial learning rate 0.001
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Table 2: LED-RNN Hyperparameters for Advection-Diffusion in 1-D (dx = 1)
Hyperparameter Values
Number of AE layers {5}
Size of AE layers {100}
Activation of AE layers tanh(·)
Latent dimension {1, 2}
Residual connections True
Variational True/False
Permutation Invariant Layer dp {200}
Number of MD kernels K {4}
Hidden units of MD decoder {50}
Input/Output data scaling Min-Max in [0, 1]
Noise level in the data {0}
Weight decay rate {0.0001}
Batch size 32
Initial learning rate 0.001
BBTT Sequence length {40, 80}
Hidden state propagation length 500
RNN cell type {lstm, gru}
Number of RNN layers {1}
Size of RNN layers {10, 20, 50}
Activation of RNN Cell tanh(·)
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8.4 Advection-Diffusion with Brownian dynamics 3-D
In this section, we test LED on capturing the intrinsic dynamics of a set of N = 1000 particles moving according to the
Advection-Diffusion equations given in Equation (5) in the three dimensional space. We consider the values D = 0.2,
A = [1, 1.5, 0.0]T and ω = [0.2, 1.0, 0.5]T . We solve the stochastic equations starting from a random initial condition
with a timestep δt = 10−3. By saving the positions of the particles at a coarser time-step ∆t = 1 and starting from
different random initial conditions, we generate three datasets, a training and a validation dataset, each consisting of
500 samples, and a test dataset with 5000 samples. The state of the system is given by the position of the N particles
st =
x
1,t
1 x
1,t
2 x
1,t
3
...
...
...
xN,t1 x
N,t
2 x
N,t
3
 ∈ RN×dx , (27)
where xn,tk denotes position of particle n at time t in the k
th axis of the three dimensional space, while dx = 3 and
N = 1000. In this case, we pick dz = 8. We tune the hyperparameters of LED , ending up with the following
architecture: the φ function (permutation invariant layer Figure 10) consists of 5 × 100 residual layers and tanh
activation, the permutation invariant space has dimension M = 200 with mean feature function (f in Figure 10), and
the g decoder consists of a residual network with 5× 100 layers and tanh activation, reducing the dimensionality to
the desired latent state of dimension dz = 8. The decoder is a variational one and is composed of 5 × 100 residual
layers, and a mixture density output layer, with 50 hidden units, and 5 kernels outputting the parameters for the mixture
coefficients, the means, and the covariance matrices of the 4 kernels. The RNN propagating the dynamics in the
latent space, is composed of one stateful LSTM layer with 100 nodes and was trained with BBTT with a sequence
length of 100. For more information on the hyperparameter tuning of the architectures the interested reader is referred
to Section 8.4.1. An example of the evolution of the latent state, the errors on the first two moments, and the Wasserstein
distance between the groundtruth and the predicted distribution of particle positions in an iterative prediction on the test
data is shown in Figure 21a. The initial warm-up period of LED is set to Twarm = 60. All metrics are averaged over
the three dimensions. We observe that LED captures the variance of the particle positions but due to the iterative error
propagation the error on the distribution (mean and Wasserstein distance) is increasing with time.
In Figures 22a to 22c we plot the evolution of the PCA modes of the latent dynamics zt of LED. The plots are colored
according to the density. As depicted clearly in Figure 22b, the latent state exhibits "meta" states, where the coarse
dynamics remain for most of the time, and is iteratively jumping between them. We cluster the PCA data of the latent
state, identifying six meta stable states, and identify the corresponding particle configuration for each state using
the mixture density decoder in Figure 23. LED captures the distribution of the positions of the particles as depicted
in Figure 22d.
In the following, we utilize multiscale forecasting, switching between latent propagation for Tm = 250, and evolution
of the AD dynamics for Tµ = 50. Note that, the initial warm-up period of LED is Twarm = 60. The evolution of the
latent state, and the errors on the mean, the variance of the predicted particle positions, and the Wasserstein distance on
their distribution in a single iterative forecast in the test dataset is given in Figure 21b. Indeed multiscale propagation
alleviates the problem of iterative error propagation, and evolving the high-dimensional AD particle dynamics for
Tµ = 50 is correcting the error on the statistics. In Figure 24, we plot the LED predictions of the particle configurations
for selected time instants.
In this section, we perform a statistical analysis to evaluate the performance of LED in forecasting the stochastic
dynamics. Starting from 12 different initial conditions, we propagate the dynamics with LED 600 different times
(different runs starting from the same initial condition), changing the seed up to a final time of Tf = 4000 (equivalent to
4000 steps). Since LED is sampling from the MDN at the decoder output, every run will result to a different evolution
of the configuration, as expected. For every run, we calculate the first two moments of the density of particle positions,
M1 and M2 (averaged over the three dimensions). At each timestep, we have 600 predicted means and variances. In
order to evaluate the statistical error, we compare the predicted distribution of M1 and M2, and the groundtruth one,
by evaluating their L1-Histogram error and the WD. The evolution of these errors as a function of time is plotted
in Figure 25 for four variants of LED with different Tm. LED with Tµ = 0 corresponding to iterative propagation in
the latent space, without any evolution of the particle dynamics, and the distribution of the predicted M1 eventually
diverges, although the distribution on M2 is captured accurately. By spending Tm = 900 in the latent space, and
Tµ = 50 in the original dynamics, we achieve a reduction of the error in the distribution of M1 as denoted by the low
value of the Wasserstein metric and the lower L1-Histogram error. Note that as we decrease the time spent evolving the
latent dynamics (Tm), the errors are getting smaller in all metrics, at the cost of evolving the high dimensional particle
dynamics.
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Figure 21: (a) LED applied on the 3-dimensional Advection-Diffusion equation, iteratively forecasting the evolution of
the particles starting from an initial condition in the test data. The initial warm-up period of LED is set to Twarm = 60.
A Variational autoencoder with a permutation invariant input layer, and a latent dimension of dz = 8 is utilized to
coarse grain the high dimensional dynamics. The decoder of LED is mapping from the latent space to the particle
configuration using a MD decoder. We plot the evolution of the latent state in time, along with the Wasserstein distance
between the predicted and groundtruth particle distributions and the absolute error on the mean, and the standard
deviation of the particle distributions. LED can forecast the evolution of the particle positions with low error, even
though the total dimensionality of the original state describing the configuration of theN = 1000 particles of the system
is st ∈ 1000× 3. The network, learned an dz = 8 dimensional coarse grained representation of this configuration.
However, due to the iterative prediction with LED, the error on the predicted distribution of particles is increasing with
time. This can be observed at the increasing error on the estimated mean position (M1) of the particles. Nevertheless,
the variance is captured along with the long-term statistical behavior. (b) Multiscale propagation in LED. To alleviate
the iterative error propagation, the multiscale propagation is utilized with Tm = 250, Tµ = 50, ρ = 5. Due to the
iterative transition between propagation in the latent space zt of LED for Tm and evolution of the particle dynamics
describing the system state for Tµ, the effect of iterative statistical error propagation is alleviated. Indeed, the error
on the mean (M1) and standard deviation (M2) is not significantly increasing with time and the statistical long-term
behavior is accurately captured.
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Figure 22: (a) Plot of the evolution of the first PCA mode of the latent state zt ∈ Rdz , with dz = 8 plotted against the
second mode, where every mark is a point in time of the iterative prediction and colored according to the density. (b)
First PCA mode against third one. (b) Third PCA mode against second one. (b) True distribution of the particle position
values, and the predicted one by LED. The density of the predicted particle positions matches closely the true one.
In Figure 26 we plot the averaged statistical errors over time, demonstrating that as Tm decreases, the errors on the
statistics are smaller. In a realistic scenario, this implies propagating the high dimensional dynamics which may be
computationally expensive, so the speed-up introduced by the use of LED is lower.
30
Learning the Effective Dynamics of Complex Multiscale SystemsA PREPRINT - JUNE 25, 2020
−5 0 5 10
PCA mode 1
−7.5
−5.0
−2.5
0.0
2.5
5.0
7.5
P
C
A
m
od
e
2
Latent dynamics in test
(a) PCA(z)2 w.r.t PCA(z)1
−5 0 5 10
PCA mode 1
−1
0
1
2
P
C
A
m
od
e
3
Latent dynamics in test
(b) PCA(z)3 w.r.t PCA(z)1
−5 0 5
PCA mode 2
−1
0
1
2
P
C
A
m
od
e
3
Latent dynamics in test
(c) PCA(z)3 w.r.t PCA(z)2
X1
−0.4 −0.2
0.0
0.2
0.4
X 2
−0.4
−0.2
0.0
0.2
0.4
X
3
−0.4
−0.2
0.0
0.2
0.4
X1
−0.4 −0.2
0.0
0.2
0.4
X 2
−0.4
−0.2
0.0
0.2
0.4
X
3
−0.4
−0.2
0.0
0.2
0.4
X1
−0.4 −0.2
0.0
0.2
0.4
X 2
−0.4
−0.2
0.0
0.2
0.4
X
3
−0.4
−0.2
0.0
0.2
0.4
X1
−0.4 −0.2
0.0
0.2
0.4
X 2
−0.4
−0.2
0.0
0.2
0.4
X
3
−0.4
−0.2
0.0
0.2
0.4
X1
−0.4 −0.2
0.0
0.2
0.4
X 2
−0.4
−0.2
0.0
0.2
0.4
X
3
−0.4
−0.2
0.0
0.2
0.4
X1
−0.4 −0.2
0.0
0.2
0.4
X 2
−0.4
−0.2
0.0
0.2
0.4
X
3
−0.4
−0.2
0.0
0.2
0.4
Figure 23: Spectral clustering on the PCA space. The six clusters correspond to different meta stable states. The
particles are transitioning between these states. The corresponding particle configuration for each identified cluster in
the latent space.
8.4.1 Hyperparameter Tuning
The hyperparameters of LED are given in Table 3 for the Autoencoder, and Table 4 for the RNN.
Table 3: Autoencoder Hyperparameters for Advection-Diffusion in 3-D (dx = 3)
Hyperparameter Values
Number of AE layers {5}
Size of AE layers {100}
Activation of AE layers tanh(·)
Latent dimension {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 16, 18, 22, 24, 28, 32, 64}
Residual connections True
Variational True/False
Permutation Invariant Layer dp {200, 1001}
Number of MD kernels K {5}
Hidden units of MD decoder {50}
Input/Output data scaling Min-Max in [0, 1]
Noise level in the data {0, 1, 10} (h)
Weight decay rate {0.0, 0.00001}
Batch size 32
Initial learning rate 0.001
31
Learning the Effective Dynamics of Complex Multiscale SystemsA PREPRINT - JUNE 25, 2020
X1
−0.4 −0.2
0.0
0.2
0.4
X 2
−0.4
−0.2
0.0
0.2
0.4
X
3
−0.4
−0.2
0.0
0.2
0.4
Groundtruth LED, Tµ = 0
(a) t = 0
X1
−0.4 −0.2
0.0
0.2
0.4
X 2
−0.4
−0.2
0.0
0.2
0.4
X
3
−0.4
−0.2
0.0
0.2
0.4
Groundtruth LED, Tµ = 0
(b) t = 500
X1
−0.4 −0.2
0.0
0.2
0.4
X 2
−0.4
−0.2
0.0
0.2
0.4
X
3
−0.4
−0.2
0.0
0.2
0.4
Groundtruth LED, Tµ = 0
(c) t = 875
X1
−0.4 −0.2
0.0
0.2
0.4
X 2
−0.4
−0.2
0.0
0.2
0.4
X
3
−0.4
−0.2
0.0
0.2
0.4
Groundtruth LED, Tm = 250, ρ = 5
(d) t = 0
X1
−0.4 −0.2
0.0
0.2
0.4
X 2
−0.4
−0.2
0.0
0.2
0.4
X
3
−0.4
−0.2
0.0
0.2
0.4
Groundtruth LED, Tm = 250, ρ = 5
(e) t = 500
X1
−0.4 −0.2
0.0
0.2
0.4
X 2
−0.4
−0.2
0.0
0.2
0.4
X
3
−0.4
−0.2
0.0
0.2
0.4
Groundtruth LED, Tm = 250, ρ = 5
(f) t = 875
Figure 24: Starting from an initial condition from the test dataset plotted in Figure (a) t = 0, we evolve the particles
of the Advection Diffusion equation, plotting the state of the system at two later time instants (b) t = 500, and (c)
t = 875. Two variants of LED with latent state dimension dz = 8 are utilized to forecast the evolution of the stochastic
dynamics, one with Tµ = 0 in (a)-(c), and one with Tm = 250, Tµ = 50, ρ = Tm/Tµ = 5 in (d)-(f). LED with Tµ = 0,
is not switching between propagation in the latent space and evolution of the original particle dynamics in the high
dimensional state space. Due to the iterative propagation of the error, it cannot capture the state of the system at the final
time t = 875 as seen in Plot (c). In contrast, the iterative switching of the second variant, alleviates the problem, and the
statistics are captured as seen in Plot (f). Note that the initial warm-up period of LED set to Twarm = 60 is not visible
here, the time t = 0 is immediately after the warm-up period, when the iterative forecasting on the latent space starts.
Table 4: LED-RNN Hyperparameters for Advection-Diffusion in 3-D (dx = 3)
Hyperparameter Values
Number of AE layers {5}
Size of AE layers {100}
Activation of AE layers tanh(·)
Latent dimension {8}
Residual connections True
Variational True/False
Permutation Invariant Layer dp {200}
Number of MD kernels K {5}
Hidden units of MD decoder {50}
Input/Output data scaling Min-Max in [0, 1]
Noise level in the data {0}
Weight decay rate {0.0}
Batch size 32
Initial learning rate 0.001
Iterative loss length {0, 10}
BBTT Sequence length {100}
Hidden state propagation length 500
RNN cell type {lstm, gru}
Number of RNN layers {1}
Size of RNN layers {10, 20, 50, 100}
Activation of RNN Cell tanh(·)
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Figure 25: Starting from 12 different initial conditions, we forecast the dynamics with LED restarting from each initial
condition 600 different times, changing the seed each time, up to a final time of Tf = 4000 (equivalent to 4000 steps).
For every run, we calculate the first two moments of the configuration, M1 and M2. At each timestep, we have 600
predicted M1 and M2. We plot the statistical errors (L1-Histrogamm error and Wasserstein distance), between the
predicted distributions of M1/M2 and the groundtruth, as function of time. The mean over all initial conditions is
reported. We observe that by iteratively switching between latent state propagations and the evolution of the particle
dynamics governed by the Advection-Diffusion equation, LED can capture the statistics more accurately. However, in a
real case scenario, evolving the high-dimensional state in time (in this case the particles) might be computationally
costly. As a consequence, the reduction on the error may lead to an increased computational cost and a compromise has
to be found.
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Figure 26: Starting from 12 different initial conditions, we propagate the dynamics with LED restarting from each
initial condition 600 different times, changing the seed each time, up to a final time of Tf = 4000 (equivalent to 4000
steps). For every runs, we calculate the first two moments of the configuration, M1 and M2. At each timestep, we have
600 predicted M1 and M2. The bars show the mean (over time and initial conditions) statistical errors (L1-Histrogamm
error and Wasserstein distance), between the predicted distributions of M1/M2 and the groundtruth. We observe due to
the iterative prediction on the latent space, the LED variant that is not evolving the dynamics on the particle level at all
(denoted as "iterative") exhibits the highest errors on all metrics. By spending a reference time Tµ = 50 on the fine
scale dynamics (particles), we achieve a significant error reduction in all metrics. As the multiscale ratio ρ = Tm/Tµ
is increased, spending more time in the latent propagation, the errors gradually increase. In a realistic scenario, the
propagation in the low dimensional latent space is way less computationally expensive compared to the evolution of the
high dimensional dynamics. As we increase ρ, we may achieve greater speed-up, at the cost of higher approximation
error.
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8.4.2 Generalization to Different Number of Particles
In this section, we provide additional results on the generalization of LED for a different number of particles in
the simulation. Due to the permutation invariant encoder coarse-graining the high-dimensional input of LED, we
expect the network to be able to generalize to a different number of particles, since the identified coarse representation
should rely on global statistical quantities, and not depend on individual positions. We utilize the network trained
in configurations of N = 1000 particles, to forecast the evolution of N = 400 particles evolving according to the
Advection-Diffusion equation. The propagation of the errors is plotted in Figure 27. The high dimensional state at
three time instants as predicted by LED propagating only the latent state, and a variant with Tm = 50, Tµ = 250, ρ = 5
is plotted in Figure 28 starting from an initial condition in the test data. The initial warm-up period of LED is set to
Twarm = 60 for all variants. We observe an excellent generalization ability of the network.
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Figure 27: A LED model, trained on particle configurations with N = 1000 number of particles, learned an dz = 8
dimensional coarse grained representation of this configuration. We utilize two models with Tµ = 0 (iterative latent
propagation) and Tµ = 250, ρ = 5 (multiscale forecasting) to forecast the evolution of a particle configuration composed
of N = 400 particles to test its generalization ability. The initial warm-up period is set to Twarm = 60. We plot the
latent space, the Wasserstein distance between the densities of the particle positions, and the error on the first two
moments, for both variants of LED. We observe that the LED is able to generalize in the case of N = 400 particles.
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Figure 28: We employ a network trained withN = 1000 particles, to forecast the evolution ofN = 400 particles testing
the generalization ability of LED. Starting from an initial condition from the test dataset plotted in Figure (a) t = 0,
we evolve the particles of the Advection Diffusion equation, plotting the state of the system at two later time instants
(b) t = 500, and (c) t = 875. Two variants of LED with latent state dimension dz = 8 are utilized to forecast the
evolution of the stochastic dynamics, one with Tµ = 0 in (a)-(c), and one with Tm = 250, Tµ = 50, ρ = Tm/Tµ = 5
in (d)-(f). The initial warm-up period is set to Twarm = 60 for both variants. LED with Tµ = 0, is not switching
between propagation in the latent space and evolution of the original particle dynamics in the high dimensional state
space. Due to the iterative propagation of the error, it cannot capture the state of the system at the final time t = 875
as seen in Plot (c). In contrast, the iterative switching of the second variant, alleviates the problem, and the statistics
are captured as seen in Plot (f). Even though the network is trained on N = 1000 particle configurations, it is able to
generalize to different particle sizes.
8.4.3 Dependence on the Diffusion Coefficient
In the following study, we evaluate how the diffusion and the advection coefficient affect the efficiency of LED. We
set the advection to A = [1, 1.74, 0]T and ω = [0.2, 1.0, 0.5]T . The amplitude of the sinusoidal advection term is thus
|A|2 = 2. We utilize the dimensionless Péclet number to quantify the rate of advection by the rate of diffusion, i.e.
Pe =
LU
D
, (28)
where we set the characteristic length L equal to the domain length L = 1, U is the amplitude of the advection
U = |A|2 = 2, and D the diffusion coefficient. We consider 3 different values of the Diffusion coefficient D ∈
{0.02, 0.2, 2.0}, leading to Péclet numbers Pe ∈ {100, 10, 1}. In order to select the time-step for each case, we take
into account the following considerations. The velocity of each particle, has two parts, one due to the advection, and
one due to diffusion. The incremental steps from each part should be much smaller than the domain length, leading
to Uδt  L and √Dδt  L. The constraints on δt are thus δt  LU and δt  L
2
D . As the diffusion coefficient is
geometrically increased, the time-step has to be geometrically decreased to achieve the same resolution with respect to
the domain size L. Based on these arguments, we chose the timesteps for the micro solver as δt ∈ {10−2, 10−3, 10−4}
for D ∈ {0.02, 0.2, 2.0} respectively. The LED considered in this study, is trained on 103 training samples with a
coarse time-step ∆t = 1. The latent dimension is kept dz = 8. The RNN of LED is composed of one LSTM layer
of size 40. The rest of the hyperparameters are reported in Section 8.4.1. The results of the analysis are reported
in Figure 29.
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Figure 29: For each case (Pe ∈ {100, 10, 1}), starting from a random initial condition, we propagate the dynamics with
LED restarting 400 different times, changing the seed each time, up to a final time of Tf = 3000 (equivalent to 3000
steps). For every run, we calculate the first two moments of the configuration, M1 and M2. At each timestep, we have
400 predicted M1 and M2. We plot the mean (over time and initial conditions) statistical error (Wasserstein distance),
between the predicted distributions of M1/M2 and the groundtruth. We observe that as the Péclet number increases, the
errors on both distributions (M1 and M2) decrease. In all cases, LED is capturing the effective dynamics of the system,
as demonstrated by the low errors. For higher Péclet numbers, the time-step needed to resolve the diffusive effects
render the micro simulator computationally expensive. The computational speed-up achieved by exploiting the latent
propagation in the LED is thus higher for higher Péclet numbers.
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Figure 30: (a) MSE loss on the test data set plotted as a function of the latent state dimension. (b) Logarithm of the
MSE loss on the test data set. We observe for both AE and VAE a latent dimension of d = 8 is enough to capture most
information of the data and reproduce the state evolution accurately, as the error is of the order of−6 in logarithmic scale.
The gain in MSE loss in using a higher latent state dimension is negligible, providing evidence that we approximately
captured the dimensionality of the effective dynamics of the system.
8.5 FitzHugh-Nagumo Model (FHN)
In the following, we evaluate LED in capturing the low dimensional intrinsic dynamics of the FitzHugh-Nagumo [58, 59]
model (FHN) in one spatial dimension and compare its efficiency with the coarse graining approach of [47]. The
FitzHugh-Nagumo model describes the governing equations of the evolution of two spatial densities, an inhibitor
density u(x, t) = ρac(x, t) and an activator density v(x, t) = ρin(x, t). The governing equations read
∂u
∂t
= Du
∂2u
∂x2
+ u− u3 − v,
∂v
∂t
= Dv
∂2v
∂x2
+ (u− α1v − α0).
(29)
The two densities evolve in different timescales, the activator density is considered the "fast" variable, while the inhibitor
density, the "slow" variable. The bifurcation parameter  controls the difference in the time-scales between the two. Du
and Dv are the diffusion coefficients of the activator and the inhibitor respectively. We set the coefficients α0 = −0.03
and α1 = 2. We discretize Equation (29) on the domain x ∈ [0, L], with domain size L = 20, and N = 101 grid
points. The spatial step-size is thus, δx = L/N = 0.2. The diffusion coefficients of the activator and the inhibitor
are set to Du = 1 and Dv = 4, respectively. We solve the equations using the Lattice Boltzmann method [60]. The
interested reader is referred to Section 8.5.1 for the implementation details. The mesoscopic solution obtained by LB
is considered our fine-grained solution in agreement with [47]. The time-step considered in the Lattice Boltzmann
method is δt = 0.005, while the bifurcation parameter  = 0.006. In agreement with [47], we gather data starting from
6 different initial conditions. We subsample the data, keeping every 200th data point, leading to time-series with 451
points distant in time by ∆t = 1. We consider 5 initial conditions for training purposes and one initial condition for
testing.
In [47], a coarse graining framework is introduced, based on the identification of PDEs on the coarse-scale using either
neural networks (NN), or Gaussian Processes (GP). The two variants of the method are referred to as CSPDEs-NN and
CSPDEs-GP respectively. An improvement on the efficiency of the methods is achieved by augmenting the fine-scale
observations from the LB solver, with features uncovered by Diffusion Maps (DM). Three features are included in [47],
referred to as F1, F2 and F3 in this work.
We train the LED framework with various latent state dimensions to capture the low order intrinsic dimensionality
of the dynamics. We utilize AE and VAE with three layers of 100 nodes each. For more information on the tuned
hyperparameters, refer to Section 8.5.2. The reconstruction error on the test dataset is plotted with respect to the latent
state dimension in Figure 30. We find that an autoencoder with latent dimension dz = 8 is able to capture the evolution
of the densities, achieving low reconstruction of the error. Further increase on the latent dimension does not lead to a
significant reduction on the MSE on the reconstruction. Using the autoencoders with dz = 8, we train the RNN. Tuning
of the RNN hyperparameters is reported in Section 8.5.2. The lowest error on the validation data, was achieved by an
LSTM with dh = 50 hidden nodes, using a BPTT sequence length of 30.
We compare the MNAD defined in Equation (24), where NT = 451 and Nx = 101, the spatiotemporal field y is the
result of the LB simulation, and y˜ the forecast of the models. We are considering the MNAD on both the activator and
inhibitor density on the testing data. The MNAD comparison between LED and the CSPDEs [47] framework is given
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Figure 31: Comparison of LED and CSPDEs [47] models on the FHN equation, on the same testing data. (a) Mean
normalised absolute difference (MNAD) on the activator density u(x, t). (b) MNAD on the inhibitor density v(x, t).
We observe that LED outperforms all CSPDEs variants.
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Figure 32: Surface plots of the prediction of the dynamics of the FHN equation on the test dataset using LED.
in Figure 31. The initial LED warm-up period is set to Twarm = 75. Plots of the prediction on the test data with LED
are given in Figures 32 and 33.
In Figures 32 and 33, we plot the LED forecast on the test data, iteratively propagating on the latent space.
LED identified the intrinsic dynamics and is able to propagate them in time. This iterative propagation introduces an
approximation error that accumulates over time. However, the reduced order propagation of LED can be computationally
orders of magnitude less expensive compared to evolving the fine-grained dynamics. In this case the fine-grained
dynamics are modeled with LB with a small time-step. We define the speed-up as S = T LED/T fine, where T LED is the
computational time needed to propagate the dynamics in one coarse time unit on average using LED, while T fine is
the time needed to evolve the dynamics for one coarse time unit using the LB solver on the fine scale. In the FHN
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Figure 33: Contour plots of the dynamics of the FHN equation on the test dataset using LED.
we used ∆t = 1 as the coarse time scale. The speed-up achieved with LED is approximately S ≈ 25, albeit at the
cost of the approximation error. This speed-up can be decisive in accelerating simulations and achieving much larger
time-scales. By iteratively exchanging between the coarse-grained dynamics of LED and the high-dimensional dynamics
(propagation using the solver on the fine-scale) we can reduce the approximation error, at the cost of reduced speed-up.
In the following, we fixed the fine scale time at Tµ = 10. Note that the initial LED warm-up period is Twarm = 75.
Starting from 100 different initial conditions on the test data, LED is simulated up to final time Tf = 8000, considering
different values for the time Tm spent at the coarse level (propagating the latent dynamics of LED). The MNAD on
the activator and inhibitor densities as well as the achieved speed-up depending on Tm are plotted in Figure 34. The
evolution of the NAD averaged over the 100 initial conditions is plotted in Figure 35a for the activator density and
in Figure 35b for the inhibitor. The results for Tµ = 0 are denoted with the label “iterative”. For Tm = Tµ = 10
(ρ = 1), we observe that the MNAD is reduced from ≈ 0.04, to ≈ 0.01 compared to only propagating the dynamics
on the coarse scale (iterative) in both the activator and inhibitor densities. However, the speed-up is reduced from
S ≈ 25 to S ≈ 2. By increasing Tm ∈ {50, 100, 200}, we get the intermediate regimes between propagation of
the computationally expensive (and possibly intractable) high-dimensional system dynamics, and the full iterative
propagation. As we increase Tm (increase ρ), the speed-up is increased, as we are using more and more the reduced
order dynamics, albeit at the cost of an increasing error.
8.5.1 Lattice Boltzman on FitzHugh-Nagumo model (FHN)
In this section we briefly describe the Lattice Boltzmann [60] method utilized to obtain data from the FitzHugh-Nagumo
model (FHN). In our study, the data from the meso-scale LB method are considered the high-dimensional fine-grained
dynamics. The FHN system is described by the equations:
∂u
∂t
= Du
∂2u
∂x2
+ u− u3 − v, (30)
∂v
∂t
= Dv
∂2v
∂x2
+ (u− α1v − α0), (31)
where we denote with u(x, t) = ρac(x, t) the density of the activator and v(x, t) = ρin(x, t) the density of the inhibitor,
while the dependency of u and v on x and t is omitted from Equation (31) for brevity. Du and Dv are the diffusion
coefficients of the activator and the inhibitor respectively. We set the coefficients α0 = −0.03 and α1 = 2. The
bifurcation parameter  = 0.006 controls the difference in the time-scales between the activator and the inhibitor. The
domain considered in this study is x ∈ [0, L], with domain size L = 20, and N = 101 grid points. The step-size is
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Figure 34: Starting from 100 different initial conditions in the test data, the LB method is utilized to compute the FHN
dynamics up to a large horizon Tf = 8000, approximately 16 times larger than the training data. The evolution of the
activator and inhibitor density obtained by the LB solver is considered as the groundtruth evolution. Using the LED
framework, either with full iterative propagation on the reduced order space, or alternating between macro-dynamics
for Tm and high-dimensional dynamics for Tµ, we approximate the evolution. We fix Tm = 10. The MNAD error
between the predicted and ground-truth evolution of the densities is plotted as a function of the macro-to-micro ratio
ρ = Tm/Tµ in (a) for the activator density, and (b) for the inhibitor density. In (c) the speed-up compared to the LB
solver is plotted w.r.t. ρ.
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Figure 35: Evolution of the normalized absolute error (NAD) as a function of time, for different values of the macro to
micro ratio ρ. Average over 100 different initial conditions from the test data is reported.
thus, δx = L/N = 0.2. The diffusion coefficients of the activator and the inhibitor are set to Du = 1 and Dv = 4,
respectively. The time-step considered in the Lattice Boltzmann method is δt = 0.005, while the bifurcation parameter
 = 0.006. The discrete-velocity distribution functions fui and f
v
i (also called particle populations), that describe the
mesoscopic LB system are given by
fui (xj + iδx, tk+1) = f
u
i (xj+i, tk+1) = f
u
i (xj , tk) + Ω
u
i (xj , tk) +R
u
i (xj , tk), (32)
fvi (xj + iδx, tk+1) = f
v
i (xj+i, tk+1) = f
v
i (xj , tk) + Ω
v
i (xj , tk) +R
v
i (xj , tk), (33)
where in our work we consider the discrete velocities ci ∈ {−1, 0,+1} in the one dimensional domain (D1Q3 velocity
set). The indexes i ∈ {−1, 0, 1} denote the particle populations of each velocity. The densities for the activator and the
inhibitor are given by:
u(xj , tk) =
1∑
i=−1
fui (xj , tk), v(xj , tk) =
1∑
i=−1
fvi (xj , tk). (34)
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Figure 36: The initial conditions for the activator u(x, t) and inhibitor v(x, t) density of the FHN model. Three runs
starting from three different initial conditions are used for training the network, two for validation purposes and one for
testing the predictive performance.
The reaction terms are given by:
Rui (xj , tk) =
1
3
∆t
(
u(xj , tk)− u(xj , tk)3 − v(xj , tk)
)
, (35)
Rvi (xj , tk) =
1
3
∆t
(
u(xj , tk)− α1v(xj , tk)− α0
)
. (36)
Following [47], the collision terms are given by the Bhatnagar-Gross-Krook (BGK) model:
Ωui (xj , tk) = −ωui
(
fui (xj , tk)− fu, equili (xj , tk)
)
, (37)
Ωvi (xj , tk) = −ωvi
(
fvi (xj , tk)− fv, equili (xj , tk)
)
, (38)
(39)
where the equilibrium densities are set to
fu, equili (xj , tk) =
1
3
u(xj , tk), f
v, equil
i (xj , tk) =
1
3
v(xj , tk), (40)
based on spatially uniform Local diffusion equilibrium, for which the velocity distributions are homogeneous in all
velocity directions. Moreover, the BGK relaxation coefficients are given by
ωui =
2
1 + 3Du ∆t∆x2
, ωvi =
2
1 + 3Dv ∆t∆x2
. (41)
In order to generate the training, validation and testing data, we solve the dynamics up to Tf = 450, with a time-step
δt = 0.005 starting from different initial conditions. For the training data set we consider 3 initial conditions, for the
validation dataset 2 and one initial condition for testing. The initial conditions are plotted in Figure 36. For the LB
method, in order to initialize the particle densities we employ an equal weight rule according to [47] at each grid point
xn according to:
fu−1(xn, t = 0) = f
u
0 (xn, t = 0) = f
u
+1(xn, t = 0) =
u(xn, t = 0)
3
, (42)
fv−1(xn, t = 0) = f
v
0 (xn, t = 0) = f
v
+1(xn, t = 0) =
u(xn, t = 0)
3
. (43)
As discussed in [47] this equal weight choice is not in general consistent with the FHN PDE equation, which is not
spatially uniformly and simply diffusive. However, we expect that after an initial relaxation period, the fine scale
simulation features will become slaved to the local concentration field. For this reason, starting from all initial conditions,
we start collecting data after an initial transient period of T = 2 time units.
8.5.2 Hyperparameters
The hyperparameters utilized to tune the autoencoder of LED are given in Table 5. The hyperparameters for the RNN
are given in Table 6.
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Table 5: Autoencoder Hyperparameters for FHN
Hyperparameter Values
Number of AE layers {3}
Size of AE layers {100}
Activation of AE layers tanh(·)
Latent dimension {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 16, 18, 22, 24, 28, 32, 64}
Residual connections True
Variational True/False
Input/Output data scaling N (0, 1)
Noise level in the data {0, 1, 10} (h)
Weight decay rate {0.0, 0.0001}
Batch size 32
Initial learning rate 0.001
Table 6: LED-RNN Hyperparameters for FHN
Hyperparameter Values
Number of AE layers {3}
Size of AE layers {100}
Activation of AE layers tanh(·)
Latent dimension {4, 8, 32, 64}
Residual connections True
Variational True/False
Input/Output data scaling N (0, 1)
Noise level in the data {0, 1, 10}
Weight decay rate {0.0, 0.0001}
Batch size 32
Initial learning rate 0.001
BPTT Sequence length {30, 60}
Hidden state propagation length 300
RNN cell type {lstm, gru}
Number of RNN layers {1}
Size of RNN layers {50, 100, 200, 400}
Activation of RNN Cell tanh(·)
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8.6 Kuramoto-Sivashinsky
The Kuramoto-Sivashinsky (KS) equation [62, 63] is a prototypical spatially extended partial differential equation
(PDE) of fourth order that exhibits a very rich range of nonlinear phenomena and is studied extensively as a prototypical
model of turbulence. In this section, we demonstrate that LED can be easily adapted to learn the effective dynamics on
the inertial manifold in a similar fashion, without making any underlying assumptions about the nature of the PDE
(translation invariance, energy conservation loss, etc.). Moreover, iterative forecasting the long-term dynamics with
data-driven methods such as the one proposed in [23], can lead to periodic orbits, stable attractors, or other spurious
dynamics, not present in the training data [48]. We demonstrate that by utilizing the multiscale approach explained
in Section 6.6 we can reproduce the long-term climate and the state visitation distribution alleviating the problem of
iterative error propagation in iterative forecasting.
In this work, we consider the one dimensional K-S equation given by the PDE
∂u
∂t
= −ν ∂
4u
∂x4
− ∂
2u
∂x2
− u∂u
∂x
, (44)
on the domain Ω = [0, L] with periodic boundary conditions u(0, t) = u(L, t) and ν = 1. The dimensionless boundary
size L˜ = L/(2pi) directly affects the dimensionality of the attractor. For large values of L˜, the attractor dimension scales
linearly with L˜. In this work, we consider the case L = 22, corresponding to L˜ = L/(2pi) ≈ 3.5014 studied extensively
in [64] exhibiting a structurally stable chaotic attractor, i.e. an inertial manifold where the long-term dynamics lie.
In order to spatially discretize Equation (44) we select a grid size ∆x with D = L/∆x+ 1 = 64 the number of nodes.
Further, we denote with ui = u(i∆x) the value of u at node i ∈ {0, . . . , D − 1}. We discretize Equation (44) and
solve it using the fourth-order method for stiff PDEs introduced in [65] with a time-step of δt = 0.025 starting from a
random initial condition. After discarding initial transients, we subsample the data keeping every tenth datapoint, to
obtain a dataset where samples are distanced by ∆t = 0.25 in time (coarse time unit). We use 5 · 103 such samples for
training and another 5 · 103 for validation. For testing purposes (long-term forecasting), we repeat the process with a
different random seed, generating another 105 samples. The largest Lyapunov exponent is computed as Λ1 = 0.048,
leading to a Lyapunov time of TΛ1 = 1/Λ1 = 20.83.
We tried both VAE and AE, and we tuned the noise level, weight decay rate, the size and number of layers of the
autoencoders. For more information on the combinations tried out, the interested reader can refer to Section 8.6.2. The
MSE error on the test data is plotted inFigure 37. Using more than dz = 8 nodes on the latent space, improves the
quality of the reconstruction only by a very small margin in the order of −6 in the logarithmic scale. For both AE and
VAE a latent dimension of dz = 8 is enough to capture most information of the data and reproduce the state evolution
accurately, as the error is of the order of −6 in logarithmic scale. Note that we are not yet propagating the dynamics, as
the autoencoder learned only to encode the data. The evolution though, can be accurately represented in this dz = 8
dimensional reduced order space learned by the AE/VAE. Among the trained autoencoders with latent dimension
dz = 8, we pick the one with the lowest MSE error on the test data set, and couple it with an RNN forecasting the latent
dynamics. We tune the hyperparameters of the RNN (see Section 8.6.2 ). We found that an AE with an encoder and a
decoder of 5 layers of size 50 each, trained with additional noise level k = 10h, and weight decay rate of 0.0001 (the
weight decay is not taken into account in the RNN training, but only in the AE training), with a GRU cell of size 200,
trained with an iterative training length horizon of Tll = 50 and a BPTT sequence length of 125 provided the smallest
error on the statistics of the state evolution (distribution of the predicted states as compared to the true ones, and their
power spectrum).
Using the trained RNN we can evolve the dynamics on the reduced order space. An iterative prediction of LED is
illustrated in Figure 38. The initial LED warm-up period is set to Twarm = 60. We observe visually that the predictions
do not deviate, which is a classical problem in iterative forecasting [48], while the long-term climate is reproduced.
Quantitative results on the power spectrum of the predicted state evolution, and the density of the state are provided
in Figure 39. LED can effectively learn and propagate the dynamics on the reduced order manifold capturing the
long-term behavior.
In case of limited data or insufficient training, there is no guarantee that the long-term climate of the system dynamics
is reproduced and the model predictions might diverge outside the attractor, or converge to a fixed point, which may
either be a number or a periodic limit cycle. In many practical applications, the available data lie only in a region
of the attractor, while we still have access to equations or models formulated on the high dimensional original space
that can be used to propagate the dynamics. In this case, switching between propagation of the latent dynamics of
LED and evolution of the expensive model as described in Section 6.6 may alleviate the problem. Results on this
multiscale procedure, varying the ratio ρ in LED is reported in Section 8.6.3. We demonstrate that in the case of a model
forecasting the dynamics of the Kuramoto-Sivashinsky, switching between propagation in the latent space for Tm and
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Figure 37: (a) MSE loss on the test data set plotted as a function of the latent state dimension. (b) Logarithm of
the MSE loss on the test data set. We observe for both AE and VAE a latent dimension of dz = 8 is enough to
capture most information of the data and reproduce the state evolution accurately, as the error is of the order of −6 in
logarithmic scale. The gain in MSE loss in using a higher latent state dimension is negligible, providing evidence that
we approximately captured the dimensionality of the effective dynamics of the system.
Figure 38: An iterative forecast on the test data set using LED propagating the dynamics on an dz = 8 dimensional
latent space. The initial LED warm-up period is Twarm = 60.
evolution of the original dynamics with the spectral solver for Tµ does not improve the error for ρ = Tm/Tµ > 0.25,
while for such small multiscale ratios the speed-up is negligible. This is because the KS equation is chaotic and even a
small error up to the machine precision is propagating with an exponential rate. Moreover, the spectral solver is very
fast, so the achieved speed-up is not representative of a real application. Nevertheless, we demonstrated that LED can
capture the intrinsic dynamics of KS and propagate them on a reduced order space.
8.6.1 Principal component analysis
The dynamics of the Kuramoto-Sivashinsky equation with L = 22 mostly take place on an 8 dimensional manifold [64].
By performing Principal Component Analysis (PCA), we indeed see that 99.8% of the total energy can be captured
with the first 8 most energetic PCA modes. The energy distribution is shown in Figure 40. The dynamics can be
represented in an 8 dimensional space in the PCA basis, while the statistics of the system are captured correctly as
shown in Figure 41, where the reconstructed evolution urec(t) using only the 8 most energetic PCA modes closely
matches the ground-truth u(t). However, the transformation to the PCA basis is static, i.e. the PCA transformation does
not take into account the dynamics on the reduced order manifold, i.e. how predictable the evolution of the reduced
order modes is. Indeed, utilizing the LED-VAE, the reconstruction error is smaller as depicted in Figure 42.
8.6.2 Autoencoder Hyperparameter Study
In this section, we provide the results of a hyperparameter study we conducted on the Autoencoder on the Kuramoto-
Sivashinsky equation. We trained the network with 104 samples, half of them used for training and half for validation.
We tried residual connections, connecting the We experimented with both selu(·) and tanh(·) activation functions. We
also varied the number of layers and their size. All hyperparameter combinations we tried are given in Table Table 7.
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Figure 39: (a) The predicted power spectrum plotted against the true one. (b) The distribution of the predicted state u
values plotted against the correct distribution. The two distributions match. Plot of the density of values in the Ux−Uxx
space obtained from (c) the groundtruth trajectories and (d) the predicted ones. Even though the LED is propagating the
dynamics on a low order dz = 8 dimensional space (after an initial warm-up period Twarm = 60), the statistics of the
system, or long-term climate, is reproduced accurately, as demonstrated by the power spectrum, the state distribution of
the predictions and the dynamics of the Ux − Uxx density plot.
Figure 40: The energy of the Principal Components of the Kuramoto-Sivashinsky equation with L = 22. The 8 most
enegetic modes contain approximately 99.8% of the total energy.
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Figure 41: The evolution of a trajectory u(t) in the state space of the Kuramoto-Sivashinsky equation with L = 22. The
reconstruction of the trajectory urec(t) using only the first 8 most energetic PCA modes, along with the reconstruction
error |u− urec(t)|2 and the evolution of these 8 modes z(t). The long-term statistics can be represented in this low
dimensional manifold.
Figure 42: The evolution of a trajectory u(t) in the state space of the Kuramoto-Sivashinsky equation with L = 22.
The reconstruction of the trajectory urec(t) using a VAE that first compresses the input to a latent space with dimension
8 and then projects back to the original space. The long-term statistics can be represented in this low dimensional
manifold, while the error is smaller compared to PCA.
We found that VAE/AE with 5 layers and 50 units, equipped with residual connections and tanh activation function
consistently provided better results in terms of the MSE loss in the test data compared to other combinations. For this
reason, during the search for the optimal hyperparameters for the LED architecture, where we further need to optimize
the hyperparameters of the RNNs, we restrict ourselves to the combinations reported in Table 8.
8.6.3 Multiscale Analysis
The results of the multiscale propagation of LED, switching between iterative prediction on the latent space and evolving
the dynamics in the high-dimensional space with the spectral solver in the KS equation, is given in Figure 43.
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Figure 43: Results of LED on the Kuramoto-Sivashinsky equation. Starting from 100 different initial conditions from
the test data, we utilize LED with Tµ = 0, and 6 variants switching between evolution of the dynamics based on the
spectral solver for Tµ = 8, and propagation of the latent space in LED for Tm, with different values of Tm for each
variant. Unless ρ drops to ρ = 0.25, no significant drop in the MNAD is observed, while at this multiscale ratio, the
speed-up is negligible. This may be attributed to the chaotic nature of the Kuramoto-Sivashinsky equation, where even
a small initial error propagates exponentially. Nevertheless, the NAD error is under 0.1 for at least one Lyapunov time
1/Λ1, even though LED is utilizing a latent space with dimension 8 and being 8 times faster than the spectral method.
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Table 7: Autoencoder Hyperparameters for Kuramoto-Sivashinsky
Hyperparameter Values
Number of AE layers {4, 5, 6, 7}
Size of AE layers {50, 100}
Activation of AE layers selu(·), tanh(·)
Latent dimension {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 16, 18, 22, 24, 28, 32, 64}
Residual connections True/False
Variational True/False
Input/Output data scaling N (0, 1)
Noise level in the data {1, 10, 100}
Weight decay rate {0.0, 0.0001, 0.001}
Batch size 32
Initial learning rate 0.001
Table 8: LED Hyperparameters for Kuramoto-Sivashinsky
Hyperparameter Values
Number of AE layers {5}
Size of AE layers {50}
Activation of AE layers tanh(·)
Latent dimension {8}
Residual connections True
Variational True/False
Input/Output data scaling N (0, 1)
Noise level in the data {1, 10}
Weight decay rate {0.0, 0.0001}
Batch size 32
Initial learning rate 0.001
BPTT sequence length {125, 250}
Hidden state propagation length 1000
RNN cell type {lstm, gru}
Number of RNN layers {1, 2}
Size of RNN layers {100, 200, 400}
Activation of RNN Cell tanh(·)
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We have presented a novel data-driven framework for learning the effective dynamics and performing multiscale
modeling (LEDMuS) on both stochastic and deterministic dynamical systems, extending the equation-free formalism
with state-of-the-art deep learning methods. LEDMuS is utilizing deep autoencoders to compress the high dimensional
state to a few effective degrees of freedom in a latent space representation. A RNN is utilized to forecast the dynamics
on this latent representation. In stochastic systems, a Mixture Density decoder is probabilistically mapping the reduced
order latent space in the high dimensional state space.
In systems where evolving the high dimensional state dynamics based on first principles (solvers, equations, etc.) is
computationally expensive, or time consuming, LEDMuS can accelerate the simulation by propagating on the latent
space and then upscaling to high-dimensional system state with the decoder. In this way, significant speed-ups can be
achieved, extending the simulation times that are possible with the solvers that are based on first principles. Moreover,
we demonstrate how LEDMuS can be operated in a multiscale fashion, switching between propagation of the latent
dynamics, and evolution of the original equations, achieving lower error at the cost of reduced speed-up. In this way, a
trade-off between accuracy and speed-up may be achieved. The efficiency of the proposed approach is evaluated on a
stochastic dynamical system composed of 1000 particles following the Advection-Diffusion dynamics (AD) in one and
three dimensions, the FitzHugh-Nagumo (FHN), and the chaotic Kuramoto-Sivashinsky (KS) equation.
We demonstrate that LEDMuS efficiently uncovers the meta stable regions in the AD dynamics, capturing the distribution
of the positions of the particles with low error. Moreover, by utilizing the proposed multiscale forecasting scheme, we
demonstrate that the statistical error is decreased as more time is spent evolving the particle dynamics, and the less time
spent on the latent space of LEDMuS.
We evaluated the efficiency of LEDMuS in forecasting the evolution of the densities of the activator and the inhibitor in
the FHN equation, and compared it with 8 variants of the equation-free approach based on uncovering a PDE model on
the coarse level. LEDMuS variants exhibit one order of magnitude less mean normalised absolute difference (MNAD)
on both predicted densities, while being 25 times faster compared to the Lattice Boltzmann solver considered as the
groundtruth. Moreover, we tested the multiscale approach on the FHN, demonstrating that the error can be further
reduced by utilizing the solver for some portion of the forecasting time, at the cost of reduced speed-up, achieving a
compromise between the desired accuracy and execution time.
Last but not least, LEDMuS efficiently uncovered a reduced order manifold of size dz = 8 where the effective dynamics
lie in the KS equation with domain size L = 22. Even though LEDMuS is propagating the dynamics on this reduced
order space, it is able to reproduce the statistics of the high dimensional space at the output of the decoder accurately
and reproduce the long-term behavior (climate) of the KS equation for a large forecasting horizon.
Scalability of the approach to more high dimensional problems and application to more realistic scenarios are matters of
current research efforts. Further study is required in the analyzing the latent space that the LEDMuS autoencoders are
learning. In this work, there is no guarantee that the components of the latent space are independent. Future work can
be targeted at unraveling a statistically independent latent space. Moreover, the latent space can be used to efficiently
classify various regions of the state space of each system and assist in understanding the different regions and their
properties. Tailoring the proposed framework to the problem under study, might further improve its efficiency. For
example, incorporating expert knowledge, e.g. with an additional physics based loss, may reduce the errors significantly,
achieving even larger prediction horizons. Moreover, algorithmic advancements and optimization on the architectures
used in this study may help achieve further speed-ups.
All in all, the proposed framework, augmenting the equation-free approach with deep-learning methods and tailoring it
for stochastic dynamical systems, can accelerate expensive high dimensional simulations, enabling longer simulation
times, that may assist in resolving effects on spatial and temporal scales that were not possible with current means.
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