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Chapitre 1
Introduction Générale
Les premiers avions militaires firent leur apparition lors de la première guerre
mondiale, et avec eux naissait le concept de “furtivité”. Lors de la grande guerre,
les avions, volant à basse altitude, étaient visibles à l’oeil nu : ils apparaissaient
comme un point noir dans le ciel. Tout l’art du “camouflage” consistait alors
à un savant équilibrage entre la luminosité du ciel et celle de l’aéroplane. Les
premiers radar (RAdio Detection And Ranging) ne firent leur apparition que
dans les années 1920, alors que les concepts de base du radar fondés sur les équa-
tions régissant les ondes électromagnétiques, les équations de Maxwell, étaient
connus depuis 1886. Ce n’est qu’en 1938 que les radars de défense aérienne
ont été utilisés pour la première fois sur les côtes anglaises afin de prévenir les
bombardements allemands. Cependant, la furtivité des avions n’était pas en-
core une priorité, les avions se combattant directement “à vue” et les radars
de l’époque n’étaient pas très performants. C’est avec la guerre froide que le
concept d’avions furtifs prend tout son sens : les radars devenaient de plus en
plus performants et la nécessité pour les russes et les américains de s’espion-
ner l’un l’autre allait grandissante. Il fallait donc que les avions puissent passer
les frontières sans se faire repérer. La furtivité devenait alors un enjeu crucial.
Aujourd’hui, la furtivité est un domaine d’étude majeur pour les applications
militaires et stratégiques.
Le fonctionnement d’un radar est basé sur les propriétés des ondes électro-
magnétiques : une onde radio est émise et ne revient que si elle a été réfléchie
par une cible sous forme d’écho radar. Les radars les plus utilisés actuellement
sont les radars à impulsions et sont généralement couplés à des radars Doppler-
Fizeau qui permettent de mesurer les vitesses. Ainsi, grâce à un radar, il est
possible d’obtenir la position, la vitesse et l’altitude d’un appareil, parfois même
le type d’appareil, et ce grâce au calcul de sa SER. La SER d’un objet (Surface
Equivalente Radar) est par définition l’aire de la section droite d’une sphère mé-
tallique qui renverrait un écho du même ordre de grandeur que celui de l’objet
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cible. La nécessité d’un avion furtif, i.e. un avion qui ne laisse quasiment pas de
trace sur les radars est donc essentielle. Nous n’aborderons pas le problème des
rayonnements infrarouges d’un avion. Il existe aujourd’hui un certain nombre de
procédés permettant de réduire quasiment la totalité des émissions infrarouges
d’un aéronef (dûs aux moteurs ou à certains appareils thermiques par exemple).
Pour rendre un avion furtif, la première approche consiste à travailler sur
la géométrie de l’avion. En effet, les parties de l’avion perpendiculaires à la di-
rection radar et les parties cylindriques renvoient de forts échos radar (points
brillants). En changeant la forme de l’avion, on peut espérer réduire ainsi sa
SER. C’est le cas par exemple de l’avion B2 Figure 1.2, dont la forme se rap-
proche le plus possible de la ligne droite. Un autre concept d’avion est le F117
Figure 1.1 qui possède des formes polyédriques. La SER de ces avions est certes
réduite mais au détriment de leur performance de vol. La géométrie de ces avions
en font des appareils peu maniables, peu aérodynamiques et lents.
Fig. 1.1 – Avion F117.
Fig. 1.2 – Avion B2.
Un autre procédé utilisé également sur le F117 est de recouvrir l’appareil
d’un revêtement absorbant les ondes radar. Les matériaux employés sont le plus
souvent à base de carbone et de caoutchouc (silicone, pyrocéramique...). Ces
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matériaux absorbant sont généralement recouverts de peintures à base d’epoxy
et sont surtout utilisés sur les éléments de l’avion les plus exposés aux ondes
radar (bords d’attaque, ailerons..). L’utilisation de ce procédé est limitée car
pour une épaisseur donnée de la couche de revêtement, seules les ondes radar
dont la longueur d’onde appartiennent à une certaine gamme sont absorbées
(à 80% voire 90%). Si la couche est trop fine, le système est peu efficace, trop
épaisse, elle provoque certains problèmes d’échauffement. Par ailleurs, pour de
grandes longueurs d’onde, l’épaisseur du revêtement deviendra vite un facteur
limitant, le surpoids induit devenant trop important.
Ces deux procédés utilisés conjointement ont permis de réduire la SER du
F117 : ce dernier a la même signature radar qu’un oiseau.
Enfin, un nouveau concept émerge depuis quelques années : le concept de
furtivité plasma. En effet, pour des densités électroniques élevées (1012 cm−3
pour atténuer une onde de 10 dB/m dans l’air voir [15]), le plasma se comporte
comme un bon matériau absorbant aux ondes électromagnétiques. On peut ainsi
imaginer entourer un avion d’un plasma afin de le rendre furtif. Le plasma
pouvant être considéré comme aérodynamiquement immatériel, les performances
de vol de l’avion n’en seront pas altérées. Cependant, entourer un avion entier
de plasma paraît assez irréaliste.
La SER d’un F15SU, avion non furtif, est représentée Figure 1.3. On note
que les points les plus brillants de l’avion se situent au niveau des entrées d’air.
L’idée est alors de diminuer la SER des entrées d’air grâce à la génération d’un
plasma.
Cependant pour que ce procédé soit efficace, il est nécessaire que le plasma
satisfasse certaines conditions. Il est tout d’abord impératif que ce dernier soit
stationnaire pour éviter toute émission radioélectrique. Par ailleurs, il ne doit
pas rayonner dans l’infrarouge et devra être maintenu à des températures conve-
nables. Enfin, le plasma devra être généré en volume, en milieu non confiné, ce
qui, à pression atmosphérique, est assez contraignant.
En effet, la génération d’un plasma d’air en atmosphère non confinée en-
gendre un certain nombre de difficultés spécifiques à la génération du plasma
par rapport aux décharges confinées que l’on rencontre à basse pression. Tout
d’abord la cinétique de l’air est complexe. Dans [32], un modèle de cinétique chi-
mique pour les décharges hors équilibre est proposé pour un mélange N2/O2. Ce
modèle tient compte d’un grand nombre de processus et de réactions chimiques
et regroupe plus de 260 réactions impliquant de nombreuses espèces chargées
dont les électrons. De plus, une caractéristique chimique de l’air est qu’il est
électronégatif à cause du dioxygène qui le compose. L’attachement des électrons
aux molécules de gaz est particulièrement efficace et conduit rapidement à la
diminution de la densité électronique ainsi qu’à l’extinction de la décharge. Les
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Fig. 1.3 – Surface Equivalente Radar d’un aéronef non furtif F15SU de [15].
métastables, molécules excitées, contrebalancent cet attachement des électrons
aux molécules de gaz en détachant des électrons des ions négatifs. En outre,
notre objectif est d’obtenir un plasma d’air à pression atmosphérique en volume
dans un écoulement. Le vent dû à l’écoulement entraîne une partie du plasma et
modifie ainsi la cinétique en chassant une partie des espèces chimiques. Un tra-
vail destiné à comprendre l’effet d’un vent sur la cinétique de l’air a été effectué
au préalable. Il est l’objet du chapitre 3 et est résumé dans la section 5.
Par ailleurs, comme on peut le constater sur les courbes de Paschen [57],
courbes donnant les valeurs seuils du champ disruptif dans le cas d’électrodes
planes soumises à un champ homogène, la génération d’un plasma haute pres-
sion requiert des tensions importantes. Or, pour de forts champs électriques, les
décharges homogènes d’air à pression atmosphérique ont tendance à se trans-
former en arc. Ce passage à l’arc est recherché dans de nombreuses applications
comme les torches à plasma [20], [62]. Cependant, dans le cadre de la furtivité
plasma, un plasma en volume est souhaité pour avoir un plasma absorbant aux
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ondes électromagnétiques et l’arc serait endommageant pour le matériel. Ces
dernières décennies, de nombreux dispositifs ont été mis en place pour contrôler
les instabilités de la décharge, qu’elles soient thermiques ou électroniques [34]
et ainsi éviter que la décharge homogène ne se transforme en arc. Par exemple,
les décharges barrières sont utilisées pour la production d’ozone [19]. Les micro-
cathodes creuses ou décharges capillaires [34] (plasma jet) permettent l’obten-
tion d’un plasma d’air en volume stable tout comme les décharges couronnes
pointe-plan [35], [57], [47]. Dans une décharge couronne négative par exemple,
l’effet de pointe résultant de la forme de la cathode permet de créer un champ
électrique local suffisamment important pour initier un front d’ionisation qui va
se propager jusqu’à l’anode et laisser un plasma quasi-neutre dans son sillage.
Dans le cas des décharges couronnes et des décharges capillaires, le plasma créé
est d’un volume faible. Pour obtenir un volume de plasma suffisamment im-
portant, il faut être capable de multiplier les générateurs de plasma à un coût
énergétique raisonnable.
C’est dans cet esprit qu’a été conçu le banc expérimental CHYPRE par les
équipes du DMPH et DEMR de l’ONERA afin d’étudier différents dispositifs :
évaluer leur coût énergétique, leur faisabilité et leur efficacité dans le cadre de la
furtivité. Le banc CHYPRE est décrit au chapitre 5. Les décharges capillaires et
les décharges couronnes sont les deux dispositifs qui ont retenu notre attention.
Nous avons tout d’abord étudié le dispositif des décharges capillaires utilisées
avec succès dans le domaine de la stérilisation [34]. L’objectif de ce travail a été
de comprendre les principaux mécanismes intervenant lors de l’initiation de la
décharge. Il fait l’objet du chapitre 4 et est résumé section 6. Enfin, un premier
simulateur numérique de l’expérience Pointe Négative Plan du banc CHYPRE
a été réalisé. Il fait l’objet du chapitre 5 et est résumé section 7.
Enfin, le dernier chapitre est consacré à un travail effectué en DEA sous
la direction de Naoufel Ben Abdallah et de Florian Méhats. Ce travail a fait
l’objet d’une publication dans la revue Indiana University Math Journal. Il
concerne l’existence globale en temps de solutions classiques pour le système
Vlasov-Schrödinger-Poisson.
14 1 Introduction Générale
Chapitre 2
Contexte Physique
1 Généralités
L’étude scientifique des décharges électriques débuta au XVIIIème siècle avec
l’observation expérimentale des éclairs lors d’orages et des étincelles produites
par des générateurs électrostatiques. Le premier arc électrique dans l’air fut ex-
périmentalement réalisé par Petrov en 1803 (expérience qui fut rendue possible
grâce à l’invention de piles suffisamment puissantes). Ce premier arc fut étudié
par Humphrey Davy. Cependant, ce n’est qu’au début des années 1830 que com-
mença véritablement l’étude des décharges avec Michael Faraday qui découvrit
et étudia les décharges luminescentes en utilisant des tubes contenant des gaz
dont la pression était de 100 Pa sous 1000 V. Fin XIXème début XXème, les
travaux de Thomson et Crooke permirent à la physique atomique de faire ses
premiers pas. Ils mirent en évidence le rôle fondamental des électrons dans la
décharge. Un élève de Thomson, Townsend, réalisa dans les années 1900 le pre-
mier modèle d’une décharge, correspondant au cas de la décharge luminescente
en champ uniforme. Le concept de plasma (du grec matière informe) fut intro-
duit par Irving Langmuir et Levi Tonks à la fin des années 1920. Le terme de
plasma désignait des régions de gaz ionisé, globalement neutres, présentes dans
des tubes à décharge. Ce terme de plasma fut ensuite repris par les astrophy-
siciens pour désigner un état dilué de la matière, analogue à un gaz constitué
de particules chargées mais électriquement neutre [18]. Les plasmas sont au-
jourd’hui considérés comme un quatrième état de la matière faisant suite dans
l’échelle des températures aux trois états que sont les états solide, liquide et
gazeux. L’étude des décharges ainsi que leur modélisation progressa tout au
long du XXème siècle du fait de leurs applications de plus en plus nombreuses.
L’étude des plasmas est ainsi devenue une branche à part entière de la physique.
Un plasma, gaz partiellement ou totalement ionisé, est donc un ensemble de
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particules comportant des espèces chargées. Le plasma est un milieu composé
de mélange d’atomes, de molécules neutres, d’ions positifs, d’électrons et pour
certains gaz (les gaz électronégatifs) d’ions négatifs. A l’échelle macroscopique,
les plasmas sont généralement quasi-neutres : la somme des charges totale est
nulle dans un volume macroscopique. On parle alors de quasi neutralité ou de
plasmas quasi-neutres. Cette quasi-neutralité est maintenue par des forces élec-
trostatiques qui apparaissent dès qu’un déséquilibre de charge se crée localement
et qui tendent alors à faire revenir le gaz à l’état neutre.
1.1 Paramètres plasmas
1.1.1 Densité et température
Les deux premiers paramètres pouvant caractériser les plasmas sont la den-
sité n d’une espèce (nombre de particules de cette espèce par unité de vo-
lume) et sa température T dont l’unité est le Kelvin (K). Par abus de lan-
gage, l’énergie d’une espèce est souvent exprimée par une température en eV
(1 eV ≈ 10−19 J ≈ 11600 K). Une température électronique de 1 eV signifie que
kB T = 1 eV , sous-entendu que la fonction de distribution des électrons est de
type Maxwellienne.
Généralement un plasma est caractérisé par la température et la densité des
électrons. On rencontre dans l’univers, composé à plus de 90% de plasma, une
foultitude de plasmas couvrant une large gamme de valeurs de la densité et
de la température. Les densités peuvent aller de 106m3 (espace interstellaire)
à 1034m3 (plasmas dans les métaux) tandis que les températures varient de
0,1K pour les néons à 107 K pour les étoiles. Cependant, ces deux quantités ne
suffisent pas à elles seules à classer les plasmas.
Afin de définir de nouveaux paramètres, on va noter ng la densité des neutres,
n+ la densité des ions positifs, n− des ions négatifs et ne celle des électrons. On
notera de façon similaire les températures des espèces composant le plasma.
1.1.2 Degré d’ionisation
Un paramètre intéressant pour caractériser un plasma est son degré d’ioni-
sation noté α. Il est défini par
α =
ne
ng + ne
. (2.1)
Le gaz est dit totalement ionisé lorsque le degré d’ionisation est égal à 1, fai-
blement ionisé pour de faibles valeurs de α i.e. α < 10−6 − 10−4. On peut donc
classer les plasmas en deux grandes familles selon le degré d’ionisation, le critère
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choisi étant la nature des interactions dominantes. Pour les gaz fortement ionisés,
les interactions dominantes se font entre les particules chargées. La fréquence de
collisions électrons/électrons et électrons/ions est largement supérieures à celle
des collisions électrons/neutres. Au contraire, les interactions des électrons avec
les neutres sont largement dominantes pour des gaz à faible degré d’ionisation.
1.1.3 Longueur et sphère de Debye
Dans un plasma, les interactions collectives des particules sont plus impor-
tantes que les effets résultants des forces coulombiennes. On entend par effets
collectifs les effets qui ne dépendent pas uniquement des conditions locales, mais
aussi de l’état du plasma dans un environnement lointain. Les forces s’exerçant
entre les particules chargées d’un plasma ne dérivent pas uniquement du po-
tentiel coulombien. Supposons un plasma globalement neutre. Une charge q
positive est placée en r = 0. La répartition du potentiel V autour de la charge
q est donnée par
V (r) =
q
r
exp
(
− r
λD
)
, (2.2)
où λD, appelée longueur de Debye, est définie par
λ2D =
ε0 kB Te
e2 ne
, (2.3)
avec e la charge élementaire d’un électron, Te sa température et ε0 la permitti-
vité du vide. La longueur de Debye correspond à une longueur d’écrantage. La
particule de charge q perturbe le plasma quasi-neutre. Les particules de charges
opposées à q sont alors attirées vers la charge afin de rétablir l’équilibre de
charge et forment ainsi un écran autour de q. Pour une distance inférieure à la
longueur de Debye, le potentiel vu est celui de la charge nue. Au delà, ce po-
tentiel n’est plus vu par le plasma (écrantage). Ainsi, si l’on introduit un objet
chargé dans un plasma, ce dernier va chercher à écranter le champ électrique
de l’objet chargé. Au delà de quelques longueurs de Debye, le champ électrique
de l’objet chargé ne sera plus senti par le plasma. Au delà de cette distance,
l’interaction individuelle entre deux particules est négligeable et fait place à des
interactions collectives ou de longues portées.
Cependant, pour que l’écrantage soit efficace et ait vraiment lieu, il faut que
le nombre de particules de charges opposées à la charge q soient en nombre
suffisant. Dans le cas d’une charge positive, il faut que le nombre d’électrons
présents dans la sphère de Debye (sphère dont le rayon est égal à la longueur de
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Debye) soit suffisamment importants. Ainsi, si l’on note ND le nombre d’élec-
trons contenue dans la sphère, on obtient comme condition
ND =
4
3
πλ3D ne >> 1 . (2.4)
Ainsi, l’écrantage sera efficace si la dimension caractéristique du domaine
d’expérience est très grande devant λD et si le plasma est suffisamment dense.
Ces deux conditions sont satisfaites dans de nombreuses applications, c’est en
particulier le cas pour les dispositifs utilisés pour la furtivité .
1.1.4 Oscillations plasma
Supposons un plasma quasi-neutre. Si le nuage électronique est déplacé de sa
position d’équilibre, un champ électrique tendant à annuler la densité de charge
résultante est alors créé. Les électrons sont alors soumis à une force de rappel
(qui s’apparente à la force de rappel exercée par un ressort sur une masse) et
sont accélérés vers leur position initiale. Ils se mettent ainsi à osciller autour
de leur position d’équilibre. La fréquence de ces oscillations, appelées oscillation
plasma, est notée ωp et est définie par
ωp =
√
ne e2
ε0me
, (2.5)
où e est la charge élementaire d’un électron. Cette propriété des plasmas est
utilisée dans de nombreuses applications et notamment dans le cadre des plasmas
pour la furtivité. En effet, lorsqu’une onde électromagnétique traverse un plasma
elle est soit réfléchie soit absorbée, et ce, du fait du comportement oscillatoire
du plasma. Le “black out” survenant lors de la rentrée dans l’atmosphère d’une
navette spatiale est un exemple typique de ce phénomène d’absorption d’onde.
De plus, ayant défini la fréquence d’oscillation plasma, on peut définir un
temps caractéristique tp du plasma en posant
tp =
1
wp
. (2.6)
Ce temps caractéristique est généralement le plus rapide que l’on peut rencontrer
dans les problèmes de physique des plasmas.
1.2 Classifications des plasmas
A l’aide des paramètres que l’on vient de définir, il est possible de classifier
de plusieurs manières les plasmas. La première est de les classer en fonction de
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leur température. On peut alors distinguer deux types de plasmas : les plasmas
chauds et les plasmas froids. Dans les plasmas chauds, les températures des
différentes espèces sont égales et sont de l’ordre de quelques millions de degrés.
Ces plasmas sont des gaz totalement ionisés. Les plasmas chauds se rencontrent
dans les étoiles où se produisent les réactions de fusion nucléaire.
Les plasmas froids sont caractérisés par des températures inférieures à la
centaine de milliers de degrés. Ces plasmas, composés d’électrons, d’ions et de
particules neutres sont des gaz partiellement ionisés. On rencontre deux types
de plasmas froids : ceux à l’équilibre thermodynamique et ceux hors équilibre
thermodynamique.
Un plasma à l’équilibre thermodynamique est caractérisé par le fait que
toutes les espèces le composant ont la même température, comme dans le cas
des plasmas chauds. On parlera alors de plasmas thermiques et parfois par abus
de langage, de plasmas chauds. Les plasmas d’arc ou les torches à plasmas sont
des plasmas thermiques.
A l’opposé des plasmas thermiques, la température des différentes espèces
composant un plasma hors équilibre thermodynamique diffère. La température
des électrons est supérieure à celles des autres espèces chargées et des neutres.
Le tube néon est une application courante de ce type de plasma. L’ionosphère
est un plasma froid naturel hors équilibre thermodynamique. Les plasmas que
nous allons étudier se situe dans cette catégorie.
Une autre manière de classifier les plasmas est celle adoptée par Hollahan et
Bell Figure 2.1. Ils ont réalisé une classification des plasmas en fonction de la
densité électronique, de la température électronique et de la longueur de Debye.
Les plasmas que nous allons étudier correspondent aux “glow discharge”.
1.3 Les processus réactionnels
L’existence de particules chargées au sein d’un plasma entraîne une augmen-
tation des interactions que peut subir une particule. Une particule chargée est
sans cesse soumise à des forces résultant de champs électromagnétiques internes
(dipôles) ou externes. Ces interactions peuvent l’amener à collisionner avec des
particules avoisinantes. Les collisions peuvent être de deux types : élastiques ou
inélastiques. Dans le cas de chocs élastiques, les particules ne changent pas de
structure interne. Les particules sont simplement déviées avec échange de quan-
tité de mouvement et d’énergie cinétique. Au contraire, lors d’un choc inélas-
tique, elles peuvent voir leur structure interne changer jusqu’à leur destruction
et à la création d’une nouvelle particule. Lors de collisions inélastiques, il y a
échange de quantité de mouvement et d’énergie cinétique mais aussi transfor-
mation d’énergie cinétique en énergie chimique et d’énergie chimique en énergie
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Fig. 2.1 – Classification des plasmas par Hollahan et Bell de [27].
cinétique. Les collisions inélastiques sont les plus intéressantes et les plus ca-
ractéristiques en physique des plasmas car elles permettent la création et la
destruction de particules chargées. Le plasma est donc le siège d’incessants pro-
cessus réactionnels qui mettent en jeu les photons, les électrons, les atomes, les
molécules et les ions. Avant de décrire grossièrement les trois grands types de
processus, nous allons définir quelques quantités.
Les processus réactionnels sont décrits par une section efficace notée σ. La
section efficace correspond physiquement à une probabilité de collision. Pour
un type de processus avec une espèce donnée de densité n, on peut introduire
la notion de libre parcours moyen (l. p. m.). Le libre parcours moyen λ d’un
électron est la distance moyenne parcourue par l’électron entre deux collisions
avec l’espèce considérée. Il est donné par
λ ≈ 1
nσ
. (2.7)
A partir de la section efficace, on peut également calculer un coefficient de
réaction, noté k [cm3s−1], qui est une grandeur macroscopique (k =< σ(v)v >).
1 Généralités 21
Souvent, seuls les coefficients de réactions sont connus et utilisés. Ils permettent
d’établir la cinétique d’un plasma et de la modéliser.
De manière générale, un processus réactionnel peut-être décrit par
A+ B → C +D , (2.8)
où A et B sont les réactants, C et D les produits. Si l’on note k le coefficient
de réaction, nA et nB les densités des espèces A et B, le taux de réaction T est
donné par
T = k nAnB . (2.9)
Ce taux de réaction [cm−3s−1] permet de connaître la variation de densités des
espèces A, B C etD notamment lors des processus électroniques et moléculaires.
Il y a trois catégories de processus réactionnels [11] : les processus radiatifs,
les processus électroniques et les processus atomiques et moléculaires.
1.3.1 Les processus radiatifs
Il s’agit des phénomènes d’absorption ou d’émission de photons. Dans le
premier cas, une particule (que ce soit un atome ou une molécule) en absorbant
un photon, se retrouve dans un état excité ou ionisé (c’est la photo-ionisation).
Le phénomène d’émission est le processus inverse : une particule se désexcite en
émettant un photon.
1.3.2 Les processus électroniques
Lorsqu’un électron collisionne inélastiquement avec une particule, que ce soit
un atome ou une molécule, une partie de l’énergie mise en jeu lors du choc peut
se transférer au nuage électronique de la particule et permettre à un électron
de ce nuage de passer sur une couche électronique supérieure. La particule se
retrouve dans un état excité et peut devenir un métastable (molécule excitée à
longue durée de vie). Si le transfert d’énergie est suffisamment important, un
électron peut être expulsé du nuage électronique. La particule est alors ionisée.
L’ionisation est une des principales sources d’électrons pour les plasmas. Ce-
pendant, dans certains gaz comme le dioxygène, les molécules ont tendance à
attacher les électrons pour donner des ions négatifs (attachement). De tels gaz
sont dits électronégatifs. Les électrons peuvent aussi collisionner avec des ions
positifs pour donner des molécules neutres (recombinaison). Enfin, le détache-
ment est le processus inverse de l’attachement : un métastable collisionne avec
un ion négatif et lui transfère son surplus d”énergie. L’électron de périphérie est
alors suffisamment énergétique pour se détacher de l’ion négatif. Il existe bien
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évidemment une multitude de processus électronique (on pourra se reporter à
[32]). Cependant dans le cas de gaz électronégatifs, l’ionisation, l’attachement,
la recombinaison et le détachement sont les réactions dominantes.
1.3.3 Les processus moléculaires ou atomiques
Les molécules ou atomes peuvent être ionisés ou excités suite à un choc in-
élastique ou à l’absorption d’un photon. Un gaz très chaud par exemple peut
s’auto-ioniser. Deux atomes peuvent collisionner et produire une molécule (ré-
association). Le processus inverse est la dissociation : si l’énergie résultante du
choc inélastique est suffisamment importante, la molécule peut se dissocier et
donner deux molécules ou deux atomes.
1.4 Phénomènes de transports des particules chargées
Le plasma se compose de particules chargées qui se meuvent en présence
d’un champ électrique. Sous le seul effet du champ électrique, on rencontre trois
“types” de transport : la dérive sous l’action du champ électrique, la diffusion
libre et la diffusion ambipolaire.
1.4.1 Dérive sous l’action d’un champ électrique
On considère un nuage d’électrons dans un plasma faiblement ionisé soumis
à un champ électrique ~E. Les électrons sont tout d’abord soumis à l’agitation
thermique. Cependant, à ce mouvement aléatoire se superpose un mouvement
directionnel. En effet, deux causes agissent sur le mouvement des électrons. Tout
d’abord, le champ électrique accélère les électrons de la cathode vers l’anode.
D’autre part, les collisions des électrons avec les autres particules modifient aléa-
toirement la vitesse électronique. Dans le cas d’un plasma faiblement ionisé, ce
sont les collisions électrons/neutres qui sont dominantes. En moyennant sur une
distance grande devant le l.p.m., ces collisions agissent comme une force résistive
au mouvement des électrons. Si l’on écrit un modèle simplifié de transport pour
les électrons, la vitesse électronique ~ve vérifie
me
∂~ve
∂t
= −e ~E −meνen~ve , (2.10)
où νen est la fréquence de collision élastique électrons/neutres et e la charge
élementaire d’un électron. Après intégration, on peut constater que la vitesse
électronique tend rapidement vers une vitesse ~vd appelée vitesse de dérive. On
a
~vd = − e
meνen
~E. (2.11)
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On définit la mobilité µe des électrons comme étant le rapport de la vitesse de
dérive avec le champ électrique. On a
µe =
e
meνen
. (2.12)
De part sa définition, la mobilité électronique, dépendant de la fréquence de
collision électron/neutre, est spécifique de la nature du gaz et de la pression.
On définit de la même manière la mobilité ionique µi par
µi =
qi
miνin
, (2.13)
où νin est la fréquence de collisions élastiques ions/neutres et qi la charge algé-
brique de l’ion.
On peut noter que plus l’espèce est légère, plus la mobilité est grande. Comme
mi >> me, on a µe >> µi.
1.4.2 La diffusion libre
Dans n’importe quel milieu fluide, l’apparition d’un gradient de densité pour
une espèce entraîne la diffusion de cette espèce des zones les plus denses vers
les zones moins denses. Ceci reste vrai dans les plasmas pour les particules
chargées. Supposons un nuage d’électrons libres n’étant soumis à aucune force
autre que la force de pression. En régime stationnaire, l’équation de la quantité
de mouvement s’écrit alors
meneνen~ve = −∇ (nekBTe) , (2.14)
⇐⇒ ne~ve = −De∇ne , (2.15)
si l’on suppose la température électronique constante et où De est le coefficient
de diffusion libre des électrons. Il s’exprime de la manière suivante
De = kBTe
meνen
. (2.16)
De la même manière, on peut définir un coefficient de diffusion libre Di pour les
ions
Di = kBTi
miνin
, (2.17)
avec Ti la température des ions, mi leur masse et νin est la fréquence de colli-
sions élastiques ions/neutres. Dans un plasma basse pression par exemple, on a
généralement Te >> Ti et me << mi, ainsi De >> Di i.e. les électrons diffusent
bien plus vite que les ions.
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1.4.3 La diffusion ambipolaire
Dans un plasma quasi neutre composé d’électrons et d’ions positifs d’une
seule espèce pour simplifier, la diffusion libre des électrons étant plus rapide
que celles des ions, il se crée un déséquilibre de charges et le milieu n’est plus
électriquement neutre. Le champ électrique résultant du déséquilibre de la charge
d’espace a pour effet d’accélérer les ions et de ralentir les électrons. Les deux
espèces vont donc diffuser de manière solidaire, à la même vitesse ~v et avec le
même coefficient Da appelé coefficient de diffusion ambipolaire. En supposant
que les flux de chaque espèce résultent de leur diffusion libre et de leur dérive
sous l’action du champ électrique et que le plasma est quasi-neutre, le coefficient
de diffusion ambipolaire s’écrit
Da = µeDi + µiDe
µe + µi
, (2.18)
avec µi la mobilité des ions, Di leur coefficient de diffusion libre.
2 Les décharges
Le terme de décharge dans un gaz, ou plus simplement décharge se rappor-
tait initialement à la décharge qui se produisait entre les deux électrodes d’un
condensateur dans un circuit fermé. En effet, considérons un gaz à pression p,
compris entre deux électrodes métalliques planes parallèles séparées par une dis-
tance d, un potentiel V étant appliqué entre les deux électrodes. Si la tension
appliquée V est trop faible, les gaz étant de bons isolants électriques, aucun
courant ne traverse le gaz (des instruments de mesures adaptés mesurent des
courants très faibles, de l’ordre de 10−5 A résultant du rayonnement cosmique
ou de la radioactivité). Cependant, si la tension appliquée dépasse une certaine
valeur critique Vd, appelée tension disruptive ou tension de claquage, un courant
traverse le gaz entre les deux électrodes. Ce courant s’explique par la traversée
du gaz par des électrons provenant initialement de l’électrode négative, la ca-
thode, accélérés par le champ électrique et qui par un phénomène d’avalanche
se multiplient. Le gaz se retrouve alors partiellement ou totalement ionisé. Le
terme de décharge a été ensuite étendu à tous les mécanismes d’ionisation d’un
gaz sous la contrainte d’un champ électrique ou électromagnétique.
Dans le cas de deux électrodes métalliques planes séparées par une distance
d, la valeur de la tension disruptive est fonction du produit pd, p étant la pression
du gaz, et est donnée par les courbes de Paschen [57]. On a représenté l’allure
générale des courbes de Paschen Figure 2.2. On peut remarquer qu’à forte et
à faible valeur de pd, la tension disruptive est élevée. En effet, pour de fortes
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Fig. 2.2 – Courbe de Paschen pour l’air de [57].
valeurs de pd, le libre parcours moyen est faible et il y a une sorte d’isolation
par la haute pression. L’énergie cinétique acquise par les électrons entre deux
collisions doit être suffisante pour pouvoir ioniser un atome et ainsi, pour que la
décharge ait lieu, le champ électrique doit être élevé. Pour de faibles valeurs de
pd, il y a isolation par le vide : il n’y a pas assez de particules dans le gaz pour
permettre la génération d’une décharge.
D’après les courbes de Paschen, on peut distinguer grossièrement deux types
de décharge : les décharges à faible et à forte valeur pd, appelées par abus de
langage décharges à basse et à haute pression. Bien que très sommaire, ce mode
de classification permet de décrire les principaux mécanismes intervenant dans
l’initiation et le maintien de la décharge, ainsi que les modes de fonctionnement
les plus courants.
Cette section va être composée de trois parties. Nous allons tout d’abord dé-
crire les décharges basse pression afin d’aborder les mécanismes fondamentaux
rencontrés dans tout type de décharge qu’elle soit à haute ou basse pression :
le phénomène d’avalanche électronique et le mécanisme de Townsend en parti-
culier. Nous aborderons ensuite le cas des décharges hors équilibre à pression
atmosphérique pour terminer avec la description de deux configurations per-
mettant l’obtention d’une décharge homogène à pression atmosphérique : les
décharges couronnes et les décharges à barrière diélectrique.
2.1 Les décharges à basse pression
Les premiers travaux sur les mécanismes d’initiation de décharge ont été
menés par Townsend aux débuts des années 30. Le dispositif étudié est celui
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représenté Figure 2.3 et reste à ce jour un des dispositifs de référence le plus
étudié [39], [53], [44] ,[57]. Deux électrodes métalliques sont séparées par une
distance d = 50 cm. Elles sont soumises à une tension continue V et placées
dans un tube rempli de néon sous un torr (1 Torr ≈ 1,3× 10−3 atm). Ces deux
électrodes sont reliées à un circuit composé d’un générateur de tension continue
et d’une résistance variable.
V0
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d
Fig. 2.3 – Dispositif d’étude de Townsend.
2.1.1 Description macroscopique d’une décharge continue : méca-
nisme d’avalanche électronique
Le claquage visible à l’oeil nu par la décharge produite correspond au moment
où le potentiel dépasse la valeur seuil nécessaire à l’initiation de la décharge. Les
électrons libres présents naturellement dans le gaz sont alors accélérés et chauffés
par le champ électrique. Lorsque l’énergie cinétique acquise par un électron sur
un lpm est supérieure à l’énergie d’ionisation d’un neutre, il peut par collision,
ioniser une molécule du gaz et donner naissance à un ion positif et à un nouvel
électron. Cet électrons est à son tour chauffé et accéléré par le champ, et va ainsi
ioniser les molécules du gaz : c’est le phénomène d’avalanche. Ce phénomène
tend à s’opposer aux réactions de recombinaison et d’attachement dans le cas
de gaz électronégatifs. L’avalanche est la première phase de développement d’un
plasma.
2.1.2 Classification des décharges et critère d’auto-entretien de la
décharge
Ainsi, un courant i apparaît dans le tube. Sur la Figure 2.4 est représentée la
courbe caractéristique de la décharge de Townsend i.e. la tension V en fonction
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du courant i.
Fig. 2.4 – Courbe caractéristique de la décharge de Townsend.
On peut alors observer quatre régimes de fonctionnement, classés par ordre
croissant de densité de courant.
– Régime non autonome A-B : pour de faibles courants, une action extérieure
est nécessaire pour créer suffisamment de charges dans le gaz et maintenir
la décharge ; elle ne peut s’entretenir elle-même.
Pour des tensions V légèrement inférieure à la tension disruptive (juste avant le
claquage qui correspond au point B sur la Figure 2.4), Townsend relie le courant
électronique à une distance x de la cathode i(x) au courant électronique extrait
à cathode i0 par la relation [56], [57] :
i(x) = i0
eαx
1− γ (eαx − 1) , (2.19)
où α, appelé premier coefficient de Townsend, est le nombre de collisions io-
nisantes réalisées par un électron par unité de longueur et γ, appelé second
coefficient de Townsend, est le coefficient d’émission secondaire électronique par
bombardement ionique à la cathode i.e. le nombre d’électrons émis par ion in-
cident. Pour des tensions proches de la tension disruptive, l’énergie des ions
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bombardant la cathode est telle que le coefficient d’émission secondaire aug-
mente de manière conséquente, de sorte que le dénominateur dans 2.19 diminue
jusqu’à tendre vers zéro. Il est alors possible d’avoir un courant i non nul même
si le courant extrait à la cathode i0 est nul. Ainsi, sous la condition dite critère
de Townsend
γ (eαx − 1) = 1 , (2.20)
le courant électronique i ne dépend plus de la source extérieure de courant i0 :
les électrons à l’origine des avalanches sont continuellement alimentés par des
électrons émis par bombardement ionique à la cathode. La décharge est auto-
entretenue. Le modèle de Townsend n’est bien sûr plus valide après le claquage,
mais il permet de prévoir le potentiel à partir duquel on passe à une décharge
autonome et d’établir les courbes de Paschen.
– Décharge sombre de Townsend B-C : le potentiel est indépendant du cou-
rant et reste constant ; pour ce régime, les densités électroniques sont
faibles et les phénomènes résultants de la charge d’espace sont négligeables.
La décharge est alors appelée décharge sombre de Townsend car faiblement
lumineuse. La décharge est autonome : l’apport d’électrons est assuré par
bombardement ionique cathodique.
– Décharge luminescente : ces décharges sont également autonomes. Elles
sont caractérisées par des courants relativement faibles. A faible pression,
le mécanisme à l’origine de l’auto-entretient de la décharge est celui de
Townsend. Cependant, contrairement à la décharge sombre de Townsend,
le champ qui accélère et chauffe les espèces chargées n’est pas le champ
extérieur mais le champ résultant du déséquilibre des charges d’espace.
C’est pourquoi on peut observer une chute du potentiel entre C et D sur
la Figure 2.4.
– L’arc : il est caractérisé par une très faible tension de maintien et de
grandes intensités. L’arc se présente comme un filament incandescent qui
dégage une forte puissance thermique. Le régime d’arc est donc aussi ca-
ractérisé par d’importants effets thermiques qui se produisent à la cathode
et dans le gaz. Le maintien d’un régime d’arc requiert un matériel adapté
tant au niveau de l’alimentation électrique (le courant qui circule est im-
portant) qu’au niveau du dispositif expérimental. Pour le dispositif repré-
senté Figure 2.3 par exemple, le tube devra être refroidi et résistant sous
peine de destruction.
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2.2 Mécanismes des décharges hors équilibre à pression
atmosphérique
La théorie de Townsend (multiplication d’avalanches par émission catho-
dique) valable pour des décharges à faible pression, n’est plus adaptée lorsque
l’on étudie des décharges à fort produit pd. En effet, le phénomène de claquage
apparaît bien plus rapidement que ce qui est prédit par la théorie de Townsend
et la tension disruptive ne dépend plus du matériau utilisé pour les électrodes.
De plus, la structure des décharges est modifiée. Elles présentent de fortes in-
homogénéités spatiales (micro décharges) et un nouveau régime apparaît : c’est
un régime transitoire observé juste avant le passage à l’arc, appelé “étincelle”
ou “spark”. On observe également des décharges “intermittentes” présentant des
pulses de courant. Le bombardement ionique cathodique ne peut à lui seul expli-
quer la création d’électrons germes et la génération de la décharge, la durée des
pulses de courant mesurés étant 100 fois plus faible que le temps caractéristique
de dérive des ions entre l’anode et la cathode : ces derniers n’ont donc pas le
temps de traverser l’espace inter-electrodes.
Fin des années 30 début des années 40, Meek , Loeb et Rather mettent
au point une théorie basée sur la formation et la propagation de fins canaux de
plasma entre l’anode et la cathode, sorte d’ondes d’ionisation, appelés streamers.
2.2.1 Les streamers
Le mécanisme à l’origine de l’apparition d’un streamer est une avalanche de
Townsend appelé avalanche primaire. Deux cas se présentent : soit le streamer
se développe en direction de la cathode et on parlera de streamer positif, soit
en direction de l’anode et dans ce cas, on parlera de streamer négatif. On pré-
sente ici de manière simplifiée le développement et la propagation de streamers
positifs et négatifs tels qu’ils peuvent être exposés dans [57]. La formation et
le développement des streamers n’est possible que si le champ ambipolaire ré-
sultant du déséquilibre de la densité de charge d’espace est du même ordre de
grandeur que le champ extérieur appliqué, i.e. le champ laplacien.
2.2.2 Les streamers positifs
Les streamers se forment juste après le passage de l’avalanche primaire (voir
Figure 2.5). Cette dernière présente en queue d’avalanche une forte charge d’es-
pace positive ainsi que des électrons créés par photoionisation. Les électrons
proches de la queue de l’avalanche vont être attirés par la forte densité de
charge positive. Ils vont ainsi se diriger vers les ions positifs déclenchant sur leur
passage des avalanches dites avalanches secondaires (Figure 2.5 phase 1). Les
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électrons en tête des avalanches secondaires vont ainsi neutraliser les ions posi-
tifs de l’avalanche primaire et former ainsi un plasma (Figure 2.5 phase 2). Les
ions positifs en queue des avalanches secondaires se retrouvent ainsi en tête du
canal de plasma et créent une nouvelle densité de charge positive importante, qui
va attirer les électrons proches, générer de nouvelles avalanches secondaires et
agrandir le canal de plasma. Ce processus répété va ainsi permettre une progres-
sion rapide du streamer entre les deux électrodes. La dénomination “streamer
positif” vient du fait que la charge d’espace en tête du canal de plasma est
positive.
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Fig. 2.5 – Formation d’un streamer positif.
2.2.3 Les streamers négatifs
Lorsque le champ ambipolaire est du même ordre de grandeur que le champ
laplacien et que l’avalanche primaire n’a pas encore atteint l’anode, des ava-
lanches secondaires apparaissent en front d’avalanche. Les électrons de l’ava-
lanche primaire vont alors être attirés par les ions positifs présents dans la queue
des avalanches secondaires (Figure 2.6 phase 1). Ces électrons et ces ions forment
une zone globalement quasi-neutre agrandissant ainsi le canal de plasma dont la
tête, composée des électrons issus des avalanches secondaires, est chargée néga-
tivement (Figure 2.6 phase 2). Ce processus répété va permettre à l’avalanche
de s’étendre rapidement jusqu’à atteindre l’anode.
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Fig. 2.6 – Formation d’un streamer négatif.
2.2.4 Streamer de retour : formation d’une étincelle
Plus le streamer s’approche de la cathode, plus le champ électrique entre
l’électrode et le front de la micro-décharge devient important. Au moment où le
streamer atteint enfin la cathode, le champ est devenu si intense que le nombre
d’électrons émis à la cathode croît très rapidement : une nouvelle onde d’ionisa-
tion, appelée streamer de retour, se propage à l’intérieur du canal de plasma vers
l’anode à la manière d’un streamer. Le taux d’ionisation à l’intérieur du canal
augmente de manière significative et le streamer de retour laisse dans son sillage
un canal de plasma fortement ionisé. Lorsqu’il atteint l’anode, un courant de
forte intensité circule alors à l’intérieur du canal. Une étincelle se crée et peut
conduire à la formation d’un arc électrique.
D’après [26], il existe deux façons d’éviter la formation de ces micro-décharges
et obtenir ainsi des décharges homogènes. La première est de créer simultané-
ment suffisamment de décharges primaires pour pouvoir ainsi former une zone
de charge d’espace positive de grande amplitude de manière à attirer de façon
uniforme les électrons des avalanches secondaires. La seconde est de réaliser un
claquage de Townsend en augmentant le coefficient d’émission secondaire afin
que le bombardement ionique cathodique soit plus important que l’ionisation en
volume du gaz.
2.3 Les décharges couronnes
Les décharges couronnes sont des décharges hors équilibre à pression atmo-
sphérique. Elles se caractérisent par un champ fortement inhomogène et intense
au voisinage d’une des deux électrodes de part leurs formes et leurs tailles par-
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ticulières. Cependant, les décharges couronnes véhiculent des courants de faible
intensité. Les configurations les plus courantes sont les dispositifs pointe/plan,
fil/cylindre ou encore fil/fil. Ces dispositifs se caractérisent par le faible rayon de
courbure d’une des électrodes devant la distance inter-électrode. Les décharges
couronnes que nous allons aborder sont les décharges couronnes pointe/plan. La
pointe peut être portée à un potentiel positif (décharge couronne positive) ou
négatif (décharge couronne négative) : l’électrode pointe est dite active ou stres-
sée. L’électrode plane est reliée à la masse et sert de collecteur de charges : on
parle alors d’électrode passive. Les décharges couronnes pointe/plan sont alors
caractérisées par une zone de fort champ autour de la pointe où sont créées
les espèces chargées et d’une zone de dérive ou de diffusion où se déplacent les
particules chargées.
Dans cette section, nous allons présenter les différents régimes des décharges
couronnes [47]. Nous décrirons tout d’abord les décharges couronnes positives
puis les décharges couronnes négatives à pression atmosphérique dans l’air. C’est
ce dernier type de décharge que nous avons retenu lors de la modélisation d’une
décharge continue dans un écoulement aérodynamique.
2.3.1 Classification des décharges couronnes
Bien que le signe du potentiel appliqué au niveau de la pointe jouent un
rôle sur les mécanismes et les régimes des décharges couronnes, il existe des
similitudes entre les décharges couronnes positives et négatives. En effet, les
différences entre les régimes des décharges positives et négatives interviennent
surtout au niveau des régimes impulsionnels et luminescents. Si l’on augmente
la tension de manière progressive aux bornes d’un générateur, on peut observer
quatre régimes de fonctionnement (voir Figure 2.7 de [23]).
1. Régime I : cette décharge n’est pas auto-entretenue. Le courant mesuré
résulte d’une simple collecte de charges, charges présentes au préalable
dans l’espace inter-électrode. De nouvelles charges sont créées soit grâce
au rayonnement cosmique soit par la destruction spontanée d’espèces pré-
sentes. Sans source d’espèces chargées extérieure, cette décharge s’éteint.
2. Régime II : comme dans le cas précédent, ce régime n’est pas autonome.
Toutefois, le potentiel extérieur appliqué ici est suffisamment important
pour générer des avalanches électroniques. Le courant électrique mesuré se
présente sous la forme d’impulsions de courant régulières et varie très ra-
pidement avec la tension appliquée. L’apparition d’impulsions de courant
s’explique de la manière suivante. Les charges créées par avalanche électro-
nique vont entraîner une diminution du champ électrique local qui devient
trop faible pour provoquer des avalanches secondaires, et ce jusqu’à ce
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Fig. 2.7 – Courbe courant/tension d’une décharge couronne de [47].
que les espèces chargées soient évacuées. Le champ électrique redevient
alors suffisamment puissant pour engendrer de nouvelles avalanches élec-
troniques.
3. Régime III : ce régime correspond à une décharge autonome. Le courant
mesuré est d’intensité constante. Le terme de décharge couronne rencontré
dans la littérature se rapporte souvent, par abus de langage, à ce régime
de fonctionnement.
4. Régime IV : le courant mesuré est comme dans le régime II impulsionnel,
jusqu’au claquage. Ce régime correspond à un régime d’arc. Lors du cla-
quage, toute l’intensité passe rapidement dans le canal de l’étincelle et la
tension aux bornes des électrodes chute rapidement.
2.3.2 Les décharges couronnes positives
L’électrode active est ici positive (Figure 2.8)
Le régime impulsionnel (régime II) est obtenu aux basses tensions. Il est ca-
ractérisé par une décharge brillante proche de l’anode. Le courant est composé
de pulses isolés appelés trains d’impulsion. Chaque salve de pulses est composée
d’un premier pic de courant appelé pre-onset streamer et est suivi par d’autres
impulsions électriques d’intensité moindre (burst pulse). Ces impulsions peuvent
s’expliquer de la manière suivante [23] : une avalanche primaire se développe au
niveau de la pointe. Les électrons sont attirés vers l’anode qui les évacue tandis
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Fig. 2.8 – Décharge couronne positive (à partir de Hyun et Chun).
que les ions positifs dérivent vers la cathode et créent ainsi une charge d’es-
pace positive autour de la pointe. Lorsque le champ électrique est suffisamment
important, un streamer positif se développe en direction de la cathode. Il se pro-
page tant que le champ local au niveau du front du streamer est assez puissant.
Ce streamer est en fait le pre onset streamer et est à l’origine de la première
impulsion de courant mesurée. Les ions positifs restés au voisinage de l’anode
écrantent peu à peu le champ électrique qui devient trop faible pour réinitier ou
entretenir des avalanches : seules des micro-décharges de faible intensité (burst
pulse) se développent, et ce le temps que les ions soient évacués et que les condi-
tions de création du pre onset streamer soient de nouveaux établies. La fréquence
de ces pulses est ainsi déterminée par le temps d’évacuation des ions.
Le régime luminescent (régime III) est caractérisé par un halo de lumière
autour de la pointe. Pendant longtemps, ce régime fut appelé pulseless car
les courbes caractéristiques de ce régime montrait une intensité continue. Les
moyens expérimentaux s’étant améliorés, on peut observer en réalité des im-
pulsions de courant de haute fréquence. Dans le cas de gaz non électronégatifs,
un streamer positif se propage en direction de la cathode. La tension appliquée
doit être choisie de façon à ce que le streamer n’atteigne jamais la cathode.
Le streamer s’éteint alors avant d’être de nouveau créé, d’où l’observation de
pulses de courant. La photoionisation joue alors un rôle important. Dans le cas
de gaz électronégatif comme l’air, les électrons libres tendent à s’attacher aux
molécules neutres du gaz. Ainsi, une gaine d’ions négatifs se forme autour de
la pointe. Ce nuage de charges négatives entraîne une augmentation du champ
électrique et permet l’établissement d’une décharge de Townsend entre l’anode
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et la gaine. Une partie des ions positifs formés pendant l’avalanche primaire
sont alors neutralisés par le nuage d’ions négatifs tandis que l’autre partie migre
vers la cathode. D’après [51], ce sont ces ions positifs qui assurent l’essentiel du
transport du courant.
Enfin, le dernier régime est obtenu pour de fortes tensions. Des streamers
positifs se forment et se propagent rapidement vers la cathode. Lorsque les
streamers atteignent la cathode, on assiste alors au passage à l’arc qui suivant
les configurations expérimentales et la valeur de la tension peut-être stabilisé ou
non.
2.3.3 Les décharges couronnes négatives
L’électrode active est négative Figure 2.9. Tout comme dans le cas des dé-
charges couronnes positives, plusieurs régimes sont observables.
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Fig. 2.9 – Décharge couronne négative (à partir de Hyun et Chun).
Le premier régime, appelé aussi régime d’autostabilisation, est caractérisé
par des impulsions de courant isolées et de fréquence aléatoire qui se présentent
sous forme de trains d’impulsion, le premier pic de courant ayant une ampli-
tude plus grande que les autres. Si l’on augmente la valeur du potentiel, les
impulsions de faible amplitude deviennent plus régulières et leur nombre croît.
A partir d’une tension seuil, les paquets d’impulsions fusionnent et on observe
alors un régime caractérisé par des impulsions de courant régulières et de faible
amplitude. D’après [23], l’existence de ces deux types d’impulsion s’explique par
le mouvement de charges d’espace. La première phase est la multiplication des
charges selon le mécanisme de Townsend. La pointe étant portée à un potentiel
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négatif, l’avalanche primaire entraîne la formation d’une charge d’espace posi-
tive autour de l’électrode active permettant une augmentation de l’intensité du
champ électrique. Par ailleurs, les ions positifs sont attirés et évacués par la
cathode (voir Figure 2.9). Dans la zone de dérive, le gaz étant électronégatif,
les électrons sont attachés aux molécules neutres pour former des ions négatifs.
Les ions négatifs ainsi créés forment une charge d’espace négative qui migre vers
l’anode et affaiblissent le champ électrique. Les ions positifs sont ainsi ralentis.
Une fois les ions négatifs évacués, on se retrouve dans la configuration de départ
et une nouvelle avalanche se crée.
Lorsque le potentiel atteint une valeur suffisante, un régime stable apparaît :
il est constitué d’impulsions régulières de courant appelées pulses de Trichel. Les
pulses de Trichel sont caractérisés par une phase très courte de montée de l’in-
tensité suivie d’une phase de descente plus longue. Ce régime stable laisse place
au régime luminescent lorsque la fréquence des pulses de Trichel est importante
(le courant devient continu).
Alors que dans le cas des décharges couronnes positives, les mécanismes de
formation des impulsions sont admis par une grande majorité des physiciens des
plasmas, ceux des pulses de Trichel sont sujets à discussion. Deux scenarii sont
proposés pour expliquer ce phénomène.
Le premier a été proposé par Loeb [40], [42]. Ce dernier a tout d’abord mis en
évidence que les pulses de Trichel ne peuvent exister que pour des décharges se
produisant dans des gaz électronégatifs. Il montra également que la période de
l’impulsion est beaucoup plus courte que le temps de diffusion des ions négatifs
et que la fréquence des pulses dépend de la mobilité des ions. D’après Loeb,
les électrons produits près de la pointe dérivent vers les zones de champ faible
et s’attachent aux neutres. Les charges d’espace positives près de la cathode
et négative près de l’anode engendrent un champ bipolaire qui s’oppose au
champ extérieur. Le champ électrique total diminue et devient trop faible pour
entretenir la décharge qui s’éteint. Les ions restant dérivent et sont finalement
évacués aux les électrodes. Ainsi, on se trouve de nouveau dans la configuration
initiale et les conditions de création d’un nouveau pulse sont réunies.
Le deuxième scenario est basé sur les travaux de Zentner [68] et a été établi
par Cernák [9]. Ce dernier explique les pulses de Trichel par la formation d’un
streamer positif de retour lorsque la charge d’espace autour de la pointe atteint
un seuil critique. Lors de la phase de montée de l’intensité, une avalanche de
Townsend serait à l’origine du premier pallier. Le pic de plus forte amplitude
de courant est dû à la formation du streamer cathodique. Durant la phase de
descente, le courant mesuré résulte de la dérive des ions formés lors du processus,
le temps de leur évacuation aux électrodes. Dans cette phase, le courant est alors
porté par les ions.
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La validité de ces scenarii dépend de la géométrie de l’électrode (forme de
la pointe etc ...) et du potentiel appliqué. Suivant le cas étudié, l’un ou l’autre
sera adapté.
Enfin, de nombreuses simulations numériques ont été réalisées afin de mieux
comprendre les pulses de Trichel. On citera en particulier les travaux de Morrow
[49], [50] ou ceux de Reess et Paillol [58]. Ces deux modèles sont basés sur les
mêmes équations (équation de conservation pour les différentes espèces couplées
à l’équation de Poisson) mais la grosse différence se situe au niveau de la mo-
délisation de l’émission secondaire électronique, processus assurant l’entretien
de la décharge. Alors que pour Morrow la production d’électrons est assurée
essentiellement par photoionisation et par bombardement ionique cathodique,
Rees et Paillol penchent pour une émission par effet de champ au niveau de la
pointe.
2.4 Les décharges à barrière diélectrique
Dans ce paragraphe, nous abordons de manière sommaire le principe de
fonctionnement d’une décharge à barrière diélectrique. Nous avons vu section
2.2 qu’à pression atmosphérique, le processus de Townsend conduisait à la for-
mation de streamers. Le streamer s’il est suffisamment énergétique aboutit à
la formation d’une étincelle et favorise ainsi le passage à l’arc. Sauf pour des
domaines d’application particuliers (comme la soudure à l’arc ou les torches à
plasma), la formation d’étincelle n’est pas souhaitée. Un dispositif permettant
d’éviter le passage à l’arc est celui des décharge à barrière diélectrique représenté
Figure 2.10 (voir [34], [45]).
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Fig. 2.10 – Description schématique d’une décharge à barrière diélectrique.
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Une des deux électrodes (ou les deux, dans le cas des décharges capillaires)
est recouverte d’une couche de matériau diélectrique. Une différence de potentiel
Va est appliquée au niveau des électrodes. Les charges résultant du claquage ne
peuvent pas être évacuées par l’électrode. En effet, elles se retrouvent bloquées
par la couche de diélectrique. L’électrode et les charges accumulées à la surface
du diélectrique peuvent être alors assimilées aux armatures d’un condensateur
(voir Figure 2.10). Une différence de potentiel Vdiel apparaît aux bornes du
diélectrique diminuant ainsi la tension Vg aux bornes du gaz, diminuant ainsi
le risque du passage à l’arc. Cependant, l’accumulation répétées de charges sur
la surface du diélectrique aboutit à l’augmentation de la tension Vdiel et peut
conduire au claquage du diélectrique. Pour pallier ce problème, une tension
alternative est appliquée, ce qui permet l’évacuation des charges accumulées
pendant un cycle.
Les décharges à barrière diélectrique permettent donc l’obtention d’un plasma
froid hors-équilibre et homogène. Les décharges capillaires étudiées au chapitre
4 appartiennent à cette catégorie de décharge.
3 Propagation d’une onde électromagnétique dans
un plasma non magnétisé en espace libre
Cette partie est destinée à déterminer les capacités d’absorption d’un plasma
vis à vis d’une onde électromagnétique dans l’espace libre. La propagation de
l’onde dans un guide d’onde rectangulaire rempli de plasma ne sera pas abordé
ici. Pour plus de détails, le lecteur se reportera à [15].
On se place dans le repère usuel (~x,~y,~z) de R3. On considère une onde élec-
tromagnétique qui se propage suivant ~z. On suppose que cette onde traverse un
plasma composé d’électrons et d’ions positifs. On note ne et n+ (resp. ue et u+)
leur densité (resp. vitesse) respective. Nous nous plaçons dans le référentiel de
vitesse des ions. Ainsi, dans ce repère u+ = 0 m/s.
Le fluide électronique vérifie
∂tne +∇ · (ne ue) = 0 , (2.21)
me ne (∂tue + (ue · ∇)ue) = −q neE − neνeue , (2.22)
où νe est la fréquence de collision électron/neutre.
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Le champ électromagnétique (E,B) vérifie les équations de Maxwell
∇× E+ ∂tB = 0 , (2.23)
ε0µ0 ∂tE−∇×B = −µ0 j , (2.24)
ε0∇ · E = ρ , (2.25)
∇ ·B = 0 . (2.26)
où j désigne le courant de densité de charge, ρ la densité de charge, ε0 =
1
36π · 109
F/m et µ0 = 4π ·10−7 H/m sont respectivement la permitivité et la perméabilité
du vide.
L’atténuation de l’onde électromagnétique par le plasma résulte essentielle-
ment des oscillations plasma. C’est pourquoi nous allons linéariser le système
(2.21)-(2.26) autour de sa position d’équilibre. On pose
ne = n
0
e + n
1
e , ue = u
0
e + u
1
e , (2.27)
n+ = n
0
+ + n
1
+ , u+ = u
0
+ + u
1
+ , (2.28)
E = E0 + E1 , B = B0 +B1 , (2.29)
l’indice 0 désignant le terme à l’équilibre et l’indice 1 le terme lié à la perturba-
tion de la solution autour de sa position d’équilibre. Le plasma étant au repos
à l’instant initial et en supposant les ions immobiles par rapport aux électrons,
nous avons
∇n0e = u0e = u0+ = u1+ = E0 = B0 = 0 , (2.30)
∂tu
0
e = ∂tE
0 = ∂tB
0 = 0 , (2.31)
∇ ·B0 = ∇ · E0 = ∂tn0e = 0 , (2.32)
n0e = n
0
+ , n
1
+ = 0 . (2.33)
Ainsi, en ne conservant que les termes d’ordre au plus 1, le bilan d’impulsion
(2.22)et les équation de Maxwell (2.23)-(2.26) perturbés s’écrivent
me ∂t(n
0
eu
1
e) = −qn0e E1 − νen0eu1e , (2.34)
∇× E1 + ∂tB1 = 0 , (2.35)
ε0µ0 ∂tE
1 −∇×B1 = −µ0 j1 , (2.36)
ε0∇ · E = ρ1 , (2.37)
∇ ·B1 = 0 , (2.38)
avec j1 = −qn0eu1e et ρ1 = −qn1e.
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Si l’on dérive formellement l’équation (2.36) par rapport au temps et en
utilisant (2.35), on montre que le champ électrique E vérifie
∇2E1 −∇(∇ · E1) = µ0∂tj1 + ε0µ0∂2tE1 . (2.39)
Par ailleurs, le fluide électronique satisfait le bilan d’impulsion
men
0
e∂tu
1
e = −qn0eE1 − n0emeνeu1e , (2.40)
Si l’on note ωp la pulsation plasma, l’équation (2.40) devient après multiplication
par ε0ω
2
p/νe
1
νe
∂t j
1 =
ε0ω
2
p
νe
E1 − j1 . (2.41)
Nous cherchons les inconnues j1 et E1 sous la forme d’onde plane
j1 = j ei(kx−wt) , E1 = E ei(kx−wt) , (2.42)
avec le nombre d’onde k ∈ C| et la fréquence angulaire w ∈ R. Les vecteurs
E et j sont choisis perpendiculaires à la direction de propagation ~z. Ainsi, les
équations (2.39) et (2.41) deviennent
k2E1 = iwµ0j
1 + ε0µ0w
2E1 , (2.43)
− iw
νe
j1 =
ε0w
2
p
νe
E1 − j1 . (2.44)
Comme ε0µ0c
2 = 1, c étant la vitesse de la lumière dans le vide, la relation de
dispertion pour ce système s’écrit
k2c2
w2
= 1 + i
(wp/w)
2w/νe
1− i(w/νe) . (2.45)
On peut ainsi définir la constante diélectrique du plasma en présence de collision
εp en posant
εp =
k2c2
w2
. (2.46)
L’atténuation et le déphasage de l’onde sont respectivement donnés par la partie
imaginaire et réelle de la constante de propagation k. Ainsi, on a
εp = 1− (wp/w)
2
1 + (νe/w)2
+ i
(wp/w)
2w/νe
1 + (νe/w)2
, (2.47)
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et
Re (k) =
√
2
2
w
c
√
|εp|2 +Re (εp) , (2.48)
Im (k) =
√
2
2
w
c
√
|εp|2 −Re (εp) . (2.49)
Par définition, l’atténuation en dB pour une distance de l mètres est
A = 10 log10
( |E(z = 0)|2
|E(z = l)|2
)
≈ 8,686 Im (k) l , (2.50)
soit en dB/m
A = 10 log10
( |E(z = 0)|2
|E(z = 1)|2
)
≈ 8,686 Im (k) . (2.51)
Ainsi, dans le cas où w ≤ wp << νe, l’atténuation de l’onde incidente, de
fréquence w, vaut
A ≈ 8,686 w
2
p
νec
√
2
≈ n0e
q2
meε0νec
√
2
dB/m. (2.52)
Sous ces conditions, l’atténuation de l’onde incidente est une fonction linéaire
de la densité électronique et ne dépend pas de la fréquence w de l’onde.
Dans le cas où w << wp ≤ νe i.e. la densité électronique est élevée, l’atté-
nuation en dB/m de l’onde incidente évolue comme la racine carrée de n0e et est
fonction de la fréquence de l’onde suivant
A ≈ 8,686
√
n0ew
√
q2
meε0νec2
√
2
dB/m. (2.53)
Ainsi, pour atténuer une onde dont la fréquence est de l’ordre du giga hertz
de 10 dB/m dans l’air à température et pression normale, la densité électronique
requise est de l’ordre de 1012 cm−3. Comme on peut le voir dans [15], ce résultat
est toujours valable pour la propagation d’une onde électromagnétique dans un
guide d’onde.
4 Résumé de la thèse
Afin de diminuer la signature radar d’une entrée d’air d’aéronef, un disposi-
tif envisagé consiste à ioniser partiellement l’air au niveau de l’entrée d’air au
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moyen d’un champ électrique. Si la fréquence caractéristique du plasma ainsi
créé est supérieure à la fréquence de l’onde électromagnétique incidente, on
peut diminuer l’énergie du signal reçu et ainsi réduire la SER. L’objectif de la
thèse est de développer des modèles mathématiques et numériques permettant
de mieux appréhender les principaux mécanismes physiques qui interviennent
dans la génération d’un plasma d’air à pression atmosphérique et d’autre part,
de comprendre l’influence du vent sur le maintien ou non de la décharge. Ce
travail s’inscrit dans le cadre d’un Projet de Recherche Fédérateur de l’ONERA
autour des plasmas pour la furtivité qui réunit les départements d’électroma-
gnétisme (M. Bobillot), de mesures physiques (M. Larigaldie) et le département
du Traitement de l’Information et Modélisation.
La réalisation technique de ce dispositif nécessite de maîtriser la technique
des décharges dans l’air à pression atmosphérique, ce qui dans notre cas est
d’autant plus difficile que le plasma doit être généré dans un écoulement aéro-
dynamique. Ces deux dernières contraintes créent un certain nombre de difficul-
tés spécifiques à la génération du plasma par rapport aux décharges confinées
que l’on rencontre à basse pression. Une des premières difficultés rencontrées
est le maintien d’une décharge homogène en volume. En effet, à pression atmo-
sphérique, une décharge à tendance à transiter rapidement vers une décharge
filamentaire.
Par ailleurs, la génération d’un plasma dans l’air à pression atmosphérique
passe par la compréhension et l’étude de la cinétique de l’air qui est complexe.
Une des réactions dominantes est l’attachement des électrons aux molécules de
gaz qui est particulièrement efficace et qui conduit rapidement à la diminution
de la densité électronique ainsi qu’à l’extinction de la décharge. De plus, le vent
dû à l’écoulement entraîne une partie du plasma et modifie ainsi la cinétique en
emportant une partie des espèces chimiques.
Enfin, les contraintes de poids résultant de l’embarquement sur un aéronef
du dispositif générant le plasma nécessitent de choisir le système le plus efficace
en termes de dépenses énergétiques.
Ces diverses difficultés ainsi que le peu de littérature et de modélisations
numériques disponibles à ce jour nous ont amené à la réalisation de trois tra-
vaux. Afin de comprendre l’effet d’un vent sur la cinétique de l’air, une analyse
asymptotique de la cinétique de création d’un plasma dans un écoulement d’air
d’un modèle 0 dimensionnel a été effectuée. Ce travail est décrit au chapitre 3 et
est résumé à la section 5. Dans un second temps, nous nous sommes intéressés
à un dispositif permettant la réalisation d’une décharge homogène dans l’air à
pression atmosphérique, utilisé avec succès dans le domaine de la stérilisation :
les décharges capillaires. Un modèle 0D a été conçu dans le but de comprendre
les principaux mécanismes physiques qui interviennent dans l’initiation de la dé-
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charge. Ce modèle est l’objet du chapitre 4 et est résumé au paragraphe 6. Enfin,
une dernière partie est consacrée à l’élaboration et à l’étude d’un modèle plasma
bidimensionnel de l’expérience CHYPRE (le banc expérimental CHYPRE est
décrit au chapitre 5). L’objectif de ce chapitre est la modélisation numérique
bidimensionnelle d’une décharge dans une entrée d’air : nous voulons observer le
comportement d’un plasma dans un écoulement lorsqu’il est soumis à un vent, et
notamment son comportement à la sortie de l’écoulement. Ce travail est décrit
au chapitre 5 et est résumé à la section 5.
5 Analyse asymptotique de la cinétique de créa-
tion d’un plasma dans un écoulement d’air, à
pression atmosphérique
Ce travail a fait l’objet d’une publication dans la revue Journal of Physics
D: Applied Physics [17]. L’objectif est de proposer et d’analyser un modèle
simplifié de la génération d’un plasma dans l’air, à pression atmosphérique et
dans un écoulement. Dans une décharge couronne à 1 bar, le champ électrique
moyen est tel que le mécanisme principal de la génération d’un plasma n’est plus
l’ionisation mais le détachement d’électrons d’ions négatifs par des molécules
excitées appelées métastables. En est-il de même lorsque la décharge est soumise
à un vent? C’est à cette question que nous avons voulu répondre dans cette
étude.
Nous nous sommes restreints à un modèle homogène où toutes les quantités
physiques sont supposées indépendantes de la position. Le modèle étudié est
une extension d’un modèle homogène simplifié de la cinétique chimique de l’air
proposé par J.J. Lowke [43]. Ce modèle ne prend en compte que les processus
chimiques dominants intervenant dans des décharges de type pointe/pointe ou
plan/plan. Les espèces considérées dans [43] sont les dérivés de l’oxygène et du
nitrogène. Pour plus de simplicité, nous ne considérons que les dérivés de l’oxy-
gène : l’oxygène O2, les ions positifs O
+
2 , les ions négatifs O
−
2 et les métastables
1∆g noté O
∗
2. En effet, bien que la densité de N2 soit plus importante que celle
du dioxygène, il apparaît que la densité de N+2 est beaucoup plus faible que
celle des ions O+2 .Ainsi, les produits issus du nitrogène sont inclus dans ceux du
dioxygène.
L’évolution temporelle des densités des différentes espèces est gouvernée par
les processus suivants : l’attachement des électrons aux molécules neutres, l’io-
nisation électronique, la production de métastable par collision électron/neutre,
le détachement d’électron d’ions négatifs par les métastables, la recombinaison
électron/ion et la désexcitation des métastables par collision avec les neutres.
44 2 Contexte Physique
Par ailleurs, on suppose avoir la quasi-neutralité et la densité de neutres être
constante. En effet, la densité de métastables reste faible et la création de mo-
lécules excitées à partir des neutres à un effet négligeable sur la densité de
dioxygène.
L’objectif étant de comprendre l’effet du vent sur la cinétique chimique de
l’air, nous avons enrichi le modèle d’un terme de perte qui tient compte, de
manière schématique, de l’entraînement des espèces par l’écoulement. On sup-
pose que les ions positifs et les électrons sont emportées sur une distance L à la
vitesse v0. Les métastables n’ont pas le temps d’être emporté par le vent, c’est
pourquoi nous ne prenons pas en compte l’écoulement dans le taux de réaction
de O∗2 et nous supposons que les molécules excitées sont produites en continu en
amont de l’écoulement. Comme il l’est dit dans [43], la présence des métastables
permet de réduire l’effet de l’attachement des électrons aux molécules du gaz et
le maintien du plasma.
Le but de ce travail n’est pas de modéliser une décharge à pression atmo-
sphérique mais de modéliser les interactions entre le flot et la cinétique chimique
du plasma. Pour ce faire, nous avons opter pour une démarche asymptotique.
L’analyse asymptotique du modèle permet de réduire sa complexité d’un point
de vue numérique et déterminer les différentes échelles de temps de la cinétique
chimique du plasma d’air. Cette approche est fort utile dans la compréhension
et l’interprétation des phénomènes physiques. De plus, bien que le modèle soit
simple d’un point de vue physique, et ce pour permettre l’analyse asymptotique,
nous pensons qu’il prend bien en compte les phénomènes physiques dominants.
Ce sera un outil de travail appréciable notamment dans le cas de simulations
numériques complexes. Il pourra par exemple servir de cas analytique de réfé-
rence.
Par ailleurs, le champ réduit de claquage E/N (N étant la densité de neutres)
dans le cas d’une décharge pointe/pointe dans l’air est de l’ordre de 20 Td,(1 Td =
10−17 V cm2). Ce même champ est six fois plus élevé dans le cas d’électrodes
planes parallèles. Pour prendre en compte les différentes valeurs du champ dis-
ruptif, deux développements asymptotiques ont été réalisés : un à champ faible
et le second à champ fort.
L’analyse asymptotique à champ faible nous révèle que la génération du
plasma est un processus à trois temps. Sur des temps courts (de l’ordre de
10−3ti, ti étant le temps caractéristique d’ionisation), les densités des méta-
stables et des ions positifs ne varient pas. Seule la densité électronique croît
exponentiellement. Cette échelle de temps correspond à la première phase de la
formation d’une décharge i.e. la création d’électrons. Pour des temps intermé-
diaires (de l’ordre de ti), la densité de métastables demeure inchangée. Cette
échelle de temps correspond avec le début de l’ionisation : on observe une aug-
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mentation de la densité d’ions positifs et d’électrons. Enfin, sur des échelles de
temps longs (de l’ordre de 103ti), les densités des trois espèces augmentent pour
finalement aboutir à un état d’équilibre. L’analyse asymptotique révèle que le
maintien ou non du plasma repose sur la dynamique des métastables. Si le vent
est trop important, les électrons et ions positifs sont emportés : il n’y a plus
assez d’électrons pour assurer le maintien d’une densité de métastable suffisante
pour contrebalancer l’attachement : la décharge s’éteint. Dans le cas contraire,
la décharge est entretenue et se maintient.
L’analyse asymptotique a été confrontée avec succès avec le système origi-
nal. Elle confirme le rôle indispensable des métastables dans le maintien de la
décharge. De plus, elle a révélé l’existence d’une valeur critique du vent v∗ dé-
pendant fortement du champ. Si la vitesse de l’écoulement est supérieure à v∗,
l’initiation de la décharge peut se produire mais le plasma ne peut être entretenu
et s’éteint, les espèces étant emportées par le vent. Des conditions d’existence et
du maintien du plasma sur les constantes de réaction ont également été établies.
Par ailleurs, les simulations numériques obtenues pour des champs forts se
rapprochent de celles à champ faible : les phénomènes observés sont les mêmes
mais sont d’ampleur plus importante. La densité de métastable atteint une va-
leur d’équilibre qui est supérieure à la densité de l’air, ce qui n’est pas accep-
table physiquement. Nous avons supposés que les métastables étaient produits
en continu en amont de la décharge en supposant la densité de neutre constante.
En réalité, la formation de métastable entraîne une diminution de la densité de
l’air. Ceci est une limite du modèle. Cependant, d’un point de vue qualitatif, les
résultats observés sont satisfaisants.
Enfin dans une dernière partie, nous proposons une trame de dispositif qui
permettrait la génération d’un plasma à un coût énergétique moindre. En effet,
plus le champ électrique appliqué est fort, plus la densité de métastables est
importante. Dans l’air, la densité de O∗2 est faible. On peut imaginer alors le
procédé suivant : pendant un certain temps T , on applique un champ électrique
constant et élevé jusqu’à ce que la densité de métastable devienne suffisante
pour assurer le maintien de la décharge ( de l’ordre de 1% de celle de l’air pour
un champ disruptif de 20 Td). Une fois cette densité atteinte, on relaxe le champ
électrique à la valeur du champ de claquage.
6 Modélisation 0 D d’une décharge capillaire à
pression atmosphérique
Parmi les dispositifs envisagés pour la génération d’un plasma d’air à pres-
sion atmosphérique, deux ont retenus notre attention : les décharges couronnes
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pointe/plan et les décharges capillaires. Nous nous sommes tout d’abord intéres-
sés au dispositif des décharges capillaires. Dans cette configuration, la cathode
(dite cathode creuse) est constituée d’un trou dans un matériau diélectrique. Le
plasma est généré hors de la cavité par les électrons qui quittent le capillaire en
densité suffisamment importante (Figure 2.11).
..
..
.
..
Dielectric
Metal
.
.
.
.
.
.
.
.
.
.
..
AC Power Source
Plasma Jet
Capillary Holes
.
..
..
.
..
..
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
..
.
.
Fig. 2.11 – Représentation schématique du dispositif de décharge capillaire de
[34].
Des résultats expérimentaux [34], [37] montrent que l’introduction de ce type
de cathode permet de stabiliser la décharge en évitant à celle-ci de se transformer
en arc. Aucun modèle représentant les mécanismes qui sont à l’origine de la
génération de la source d’électrons à partir de ce type de cathode n’existe à notre
connaissance. Néanmoins, des applications utilisant les décharges capillaires ont
récemment vu le jour dans le domaine de la stérilisation [34].
Le dispositif des décharges capillaires est représenté de manière schématique
Figure 2.11. Les deux électrodes sont recouvertes de diélectriques (SiO2). Au
niveau de la cathode, des cavités ont été percées dans la couche diélectrique
afin de générer un plasma. L’objectif de ce travail a été de construire un modèle
simplifié des décharges capillaires. La littérature étant pauvre à ce sujet, nous
avons choisi de nous restreindre à un modèle homogène où toutes les quantités
physiques sont indépendantes de la position. Notre but n’est pas de modéliser
l’espace inter-électrode mais de mieux appréhender les principaux mécanismes
physiques qui interviennent lors de l’initiation de la décharge dans un capillaire.
C’est pourquoi, les phénomènes de gaines, en particulier, ne sont pas pris en
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compte. L’objectif est de dégager les phénomènes physiques dominants interve-
nant dans l’initiation de la décharge afin de simplifier la physique du problème,
simplification qui sera appréciable lors de simulations numériques plus com-
plexes (1D ou 2D).
On considère alors un seul capillaire, représenté Figure 2.12. La cavité est
assimilée à un cylindre de diamètre d et de hauteur L. Les espèces considérées
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Fig. 2.12 – Représentation schématique d’un capillaire de [34].
sont les ions positifs, les électrons et les neutres. Les ions négatifs n’interviennent
pas explicitement dans les bilans car on suppose avoir la quasi-neutralité. De
plus, les métastables ne sont pas pris en compte. En effet, bien qu’ils jouent
un rôle essentiel dans les décharges d’air à pression atmosphérique, ils agissent
surtout au niveau du maintien de la décharge et très peu lors de l’initiation.
Lors de la modélisation de l’espace inter-électrodes, ils sera alors nécessaire de
les prendre en compte. Enfin, on ne considère qu’une seule espèce d’ions positifs
O+2 . La dénomination molécules neutres désignera d’une part les molécules de
dioxygène et d’autre part, le produit de l’érosion thermique du diélectrique.
Le scenario expliquant l’initiation de la décharge proposé est le suivant.
Tout d’abord, on suppose que des charges positives sont initialement pré-
sentes à la surface de la couche de diélectrique. Ces ions positifs résultent de
l’ionisation de molécules neutres dans l’espace inter-électrodes. Ils sont attirés
vers la cathode et se retrouvent bloqués au niveau de la couche de diélectrique
(effet barrière du diélectrique). Un potentiel VK est appliqué au niveau de la sur-
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face supérieure du diélectrique. Du fait de la différence de potentiel résultante,
des électrons sont alors émis par effet de champ au niveau du métal au fond
du capillaire. Une partie d’entre eux va chercher à neutraliser les ions présents
sur la surface supérieure du diélectrique. L’autre partie se dirigera vers l’anode.
Ils vont donc être globalement accélérés vers l’orifice supérieur du capillaire.
Durant leur trajet, ils collisionnent d’une part avec les neutres présents dans le
gaz et d’autre part avec la paroi.
Les collisions électrons-neutres vont induire un échauffement de l’air, une
hausse de la pression à l’intérieur de la cavité ainsi que l’ionisation des neutres.
Si les électrons sont suffisamment énergétiques, leurs collisions avec la paroi
vont entraîner une émission secondaire électronique (donc une multiplication
électronique) ainsi que la désorption des molécules adsorbées à la paroi. L’émis-
sion secondaire électronique va laisser à nu des charges positives sur la paroi
verticale du diélectrique. Cela va provoquer d’une part l’augmentation de la
différence de potentiel au voisinage de la cathode et donc l’accroissement de
l’émission électronique par effet de champ et d’autre part l’amplification du
phénomène d’attraction des électrons avec la paroi et donc l’augmentation de
la fréquence de collision électrons-paroi et du phénomène d’émission secondaire
(avalanche). D’autre part si les électrons sont trop froids, ils vont être absor-
bés à la paroi. Les simulations numériques ont montrées que c’est ce dernier
phénomène qui semblent l’emporter.
L’échauffement de l’air dû aux collisions électrons-neutres va se transférer à
la paroi. Le diélectrique étant un mauvais conducteur de la chaleur, la paroi va
s’éroder sous l’effet de son échauffement. En outre, les ions positifs créés par io-
nisation soit disparaissent en se recombinant avec les électrons, soit collisionnent
avec les neutres et la paroi diélectrique. Les collisions ion/paroi contribuent à
l’érosion du diélectrique (phénomène d’Ion sputtering).
Cette dernière, combinée au chauffage de l’air entraîne une hausse de la
pression de l’air dans la cavité et un changement de la nature du gaz. Cette
augmentation de pression provoque l’évacuation de l’air par l’orifice supérieur
et donc le remplacement progressif de l’air par le gaz produit de l’érosion du
diélectrique.
L’ionisation du gaz se poursuivant, une gaine d’ionisation se forme et l’ini-
tiation de la décharge va se produire. Enfin, il est possible que la neutralisation
progressive des ions positifs du diélectrique par les électrons va entraîner la di-
minution progressive de la différence de potentiel jusqu’à celle produite par la
différence de potentiel anode-cathode
Une première partie du travail a consisté en la modélisation 0D des divers
phénomènes physiques cité ci-dessus : collisions particulaires (élastiques et in-
élastiques), phénomènes aux parois (émission secondaire, attachement électro-
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nique à la paroi, ion sputering), émission par effet de champ, échappement de
la cavité des espèces présentes, processus chimiques (ionisation ...). Les simu-
lations numériques du système obtenu (évolution des températures et densités
des différentes espèces) ont mis en évidence l’importance des phénomènes aux
parois (émission secondaire, bombardement ionique et érosion thermique), de
l’ionisation des neutres, du chauffage des électrons et des ions par le champ
électrique ainsi que l’évacuation des neutres par l’orifice supérieur. Elles ont
ainsi confirmées nos prédictions.
7 Modélisation numérique d’une décharge conti-
nue dans une entrée d’air
Ce travail est consacrée à l’élaboration et à l’étude d’un modèle plasma
bidimensionnel de la décharge PNP multi-pointes (PNP : pointe négative/plan)
du banc expérimental CHYPRE, expérience mise au point par S. Larigaldie et al
(le banc expérimental CHYPRE et les décharges PNP sont décrites au chapitre
5). Nous nous sommes tout d’abord intéressés à la modélisation d’une seule
pointe i.e. au développement d’un simultateur numérique bidimensionnel d’une
décharge négative pointe/plan soumise à un vent et générée dans un écoulement
aérodynamique.
L’entrée d’air est assimilée à un canal de section rectangulaire. Un vent est
soufflé en amont de celle-ci à la vitesse ~U . Les parois supérieures et inférieures de
l’écoulement sont métalliques et jouent le rôle d’électrodes dans la génération du
plasma. Une pointe métallique est située au niveau de la cathode et permet ainsi
de créer un champ local suffisament intense pour initier un front d’ionisation
qui, en l’absence de vent, se propage jusqu’à l’anode et laisse dans son sillage
un plasma quasi-neutre. La cathode est portée à un potentiel négatif tandis que
l’anode est mise à la masse.
L’objectif de cette étude est d’observer le comportement du plasma dans
l’écoulement lorsqu’il est soumis à un vent aérodynamique, et notamment son
comportement à la sortie de l’écoulement. Dans l’optique des plasmas pour la
furtivité, il faudra également vérifié si le plasma ainsi généré est de densité
suffisante pour absorber les ondes électromagnétiques. C’est pourquoi nous sup-
posons que le plasma est créé essentiellement dans le volume par des effets
chimiques et non pas par des interactions avec la cathode. Ainsi, nous suppo-
sons que les espèces évoluant dans l’entrée d’air n’interagissent pas avec la paroi.
Les espèces considérées ici sont les électrons et les composés chimiques les plus
répandus des espèces principales de l’air, le dioxygène et l’azote. De plus, les
taux d’ionisations attendus étant relativement faible, il est raisonnable, dans un
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premier temps, de supposer que le plasma n’induit aucun effet sur les neutres
de l’air. En outre, la vitesse de l’écoulement amont est suffisamment importante
(de 60 m/s à 150 m/s) pour supposer que le vent ionique induit par la dérive
des ions négatifs de la cathode vers l’anode est négligeable.
Par ailleurs, dans une première approche, le chauffage des neutres par les
électrons est négligé. Il est bien évident que dans une modélisation plus fine, il
faudra tenir compte de ce phénomène. En outre, la température des électrons
est fixée à 2 eV du fait des collisions électron/azote (effet barrière sur la tem-
pérature électronique dû aux vibrations de l’azote). De plus, les collisions des
espèces lourdes avec les neutres étant largement dominantes, il est raisonnable
de supposer que les températures des espèces lourdes sont proches de celle du
fluide.
Enfin, sauf dans une région proche de la cathode où des gaines sont présentes,
aucune hypothèse de quasi-neutralité ne sera faite.
D’un point de vue de la modélisation, les collisions particules/parois étant
relativement peu importantes, les particules interagissent essentiellement entre
elles et se comportent comme un fluide. Ainsi, le mouvement des espèces com-
posant le plasma est décrit par un modèle de type Dérive-Diffusion. Il s’agit
d’un système d’équations de convection/diffusion non linéaires avec des termes
sources correspondant à la cinétique chimique de la création/destruction des
espèces ionisées. Ce système est couplé à l’équation de Poisson vérifiée par le
potentiel. Le courant induit par la circulation du plasma dans le circuit extérieur,
i.e. le courant total de décharge, est reliée au potentiel à travers une équation
différentielle ordinaire en temps sur la valeur du potentiel à la cathode. Pour ce
faire, on utilise la même démarche que Sato [60].
Avant de définir un code plasma offrant toutes les fonctionnalités pour une
modélisation complexe, nous avons choisir de définir un code prototype 2D dont
le but est d’une part de tester la modélisation physique avec les résultats expéri-
mentaux et d’autre part, de définir les spécifications numériques et informatiques
à l’élaboration d’un code plasma satisfaisant à des contraintes de complexité
géométriques ou de couplages avec d’autres codes de calcul plus larges (pour le
calcul de la SER par exemple).
Le domaine d’étude est celui présenté Figure (2.13). Il est composé de l’entrée
d’air au centre, d’une zone amont et d’une zone avale. Le domaine d’étude a
été choisi plus grand que l’entrée d’air afin d’éviter des perturbations liées aux
choix des conditions limites sur le potentiel et de frontières trop proches lors de
la résolution numérique du champ électrique.
Le domaine de résolution numérique est composé d’une grille de maillage
structurée. Les équations de transports sont discrétisées en espace à l’aide d’un
schéma de type volume fini d’ordre 2. Un limiteur de pente de type minmod est
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utilisé afin d’assurer la stabilité du terme de dérive du schéma en espace. Un
schéma de type volume fini d’ordre 2 permet également de résoudre l’équation
de Poisson et donc, de calculer le champ électrique. Enfin, la discrétisation
temporelle des équations de transports est assurée par un schéma de type Runge-
Kutta d’ordre 2. Du fait de termes de friction dans les équations de transport, il
n’est pas nécessaire de choisir un pas d’espace de l’ordre de la longueur de Debye.
En effet, les oscillations électroniques plasma sont amorties par les collisions des
électrons avec les neutres. Enfin, Le schéma est numériquement stable en temps
si le pas de temps est inférieur à νe/w
2
p, où wp est la pulsation plasma.
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Fig. 2.13 – Domaine d’étude Ω.
Une première simulation avec un vent nul a été réalisée afin de valider le mo-
dèle. Les observations effectuées concordent avec le déroulement d’une décharge
couronne négative pointe/plan. Un front d’ionisation se propage de la cathode
vers l’anode et génère un plasma. Du fait de la forme rectangulaire de la pointe
qui engendre deux singularités au niveau du champ électrique, on observe la
formation de deux larges canaux de plasma. Ces canaux sont stables dans le
temps et dense. Lorsque la vitesse du vent est égale à 60 m/s, la décharge est
peu à peu emportée le long de l’écoulement, vers la zone avale de l’entrée d’air.
Le plasma ainsi créé semble s’accrocher au niveau de la pointe. On observe alors
la formation périodique de canaux plasmiques qui dérivent avec l’écoulement
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porteur. Le plasma obtenu en volume est globalement homogène et de densité
électronique élevée, de l’ordre de 1011 cm−3. Lorsque l’on augmente la vitesse du
vent, le plasma obtenu est plus homogène. En outre, la décharge semble stable
vis à vis de l’écoulement.
Par ailleurs, [15] a observé que lorsque la distance entre la pointe et la plaque
anodique était supérieure à 0,46 cm, un passage à l’arc était constaté. Ainsi, nous
avons réalisé une simulation pour laquelle la distance pointe/plan est de l’ordre
du centimètre. Bien que nous ne puissions modéliser un arc et ce, à cause des
températures des différentes espèces supposées constantes, nous observons ce-
pendant une décharge assez inhomogène, constituée de minces canaux de plasma
de forme erratique. Même si le modèle ne nous permet pas de représenter fidè-
lement un décharge d’arc, nous pouvons prévoir dans une certaine mesure, si la
décharge aura tendance à être instable i.e. transitera à l’arc.
Ainsi, malgré la formulation de certaines hypothèses restrictives mais néces-
saires dans un premier temps, le modèle développé permet d’évaluer les densités
des différentes espèces composant le plasma, ainsi que d’observer leur évolution
sous l’effet d’un vent dans l’entrée d’air. Par ailleurs, les simulations numé-
riques ont montré que la fréquence de formation des canaux de plasma semble
être fonction de la vitesse de l’écoulement. La fréquence de formation de ces
canaux coïncide avec l’inverse du temps d’évacuation des espèces lourdes de la
zone se situant dans le prolongement de la pointe. Ce modèle nous permet dans
une demi-mesure de voir si le plasma est homogène ou si un passage à l’arc
peut-être attendu, et ce malgré les hypothèses assez restrictives faites sur les
températures.
Enfin, il serait intéressant de chercher numériquement une valeur critique
de l’écoulement pour laquelle les canaux de plasma ne sont plus renouvelés. Il
serait également opportun d’évaluer la résistivité du plasma généré via notre
modèle vis à vis d’une onde électromagnétique i.e. d’évaluer numériquement la
propagation et l’atténuation d’une onde électromagnétique dans un plasma d’air
soumis à un vent. Le choix d’une pointe d’extrémité arrondie et la modélisation
d’une décharge multi-pointes serait également envisageable.
Chapitre 3
Analyse asymptotique de la
cinétique chimique d’un plasma
soumis à un vent à pression
atmosphérique.
The purpose of this paper is to propose and analyze a simplified model for
plasma generation in air flows at atmospheric pressure. The starting point is
a model previously proposed by Lowke [43], enriched with a loss term which
schematically takes into account the drag of the metastable and ionized species
by the flow. An asymptotic analysis of this model confirmed by numerical si-
mulations is proposed and shows that plasma generation is a three time-scale
process. Eventually, the existence of the plasma over long time scales depends
on the value of the flow velocity relative to a threshold value, which can be
approximately computed analytically. A procedure for generating a plasma at
atmospheric pressure in air at low energetic cost is also suggested.
1 Introduction
1.1 Physical context
The aim of this paper is the understanding of the generation of plasmas
in air flows. We would like to see the effects of aerodynamic phenomena on
the creation of a plasma. Actually, at the end, one would like to generate an
homogeneous discharge in air flow at atmospheric pressure.
The generation of a plasma at atmospheric pressure in air is attractive for
various technological applications such as sterilization or decontamination [36],
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[30], production of ozone [1], electromagnetic reflectors and absorbers [67] or
plasma processing of material including electron, aerospace and biomedical de-
vices. Currently, most of plasma processes (such as material processing in semi-
conductor manufacturing [61], [39]) utilize low pressure plasmas. But low pres-
sure plasmas require the establishment of near vacuum conditions. These ope-
rations require expensive and complicated vacuum systems. Without the need
of these vacuum systems, the cost of the process would be cheaper. Therefore,
the use of atmospheric pressure plasmas wuold be economically attractive and
would expand the range of application of material plasma processing.
However, the realization of a stable glow discharge at atmospheric pressure
leads to a new set of difficulties. First, the Pashen curves which give the break-
down threshold of air for plane electrodes with a homogeneous applied electric
field [57] show that higher voltages are required for gas breakdown at larger
values of pd, p being the pressure and d the electrode separation. Moreover,
for high pressures, the glow discharge has a strong tendency to convert into an
arc discharge [5] which is a extremely inhomogeneous plasma. In some appli-
cations, such as plasma torches, arcing is intentionnally sought [20], [62], but
many applications (such as plasma absorbers e.g. [48]) would rather require a
homogeneous plasma.
A homogeneous glow discharge is thought to be stable only at a low pressure.
Since several years, many research projects on the stabilization of atmospheric
pressure glow discharges have been undertaken (see e.g. [54]). Early, investi-
gations focused on conditions at the cathode (cathode material, impurities or
cathode geometry, e.g. [6]) which would prevent the transition of the glow di-
scharge into an arc. More recently, it has been demonstrated that instabilities
of high pressure glow discharge are due to processes near the cathode surface,
in the space-charge region. Although the analysis of discharge instabilities is
complex, an exhaustive classification is proposed in [34], it is possible to group
the instabilities in two categories : electron instabilities and thermal instabilities.
Thus, the issue is the technical control of theses instabilities which convert a
glow discharge into an arc at atmospheric pressure. Some devices allow to sta-
bilize the glow discharge like grid electrodes or corona discharges [35], [57], [47].
The silent (or barrier) discharge are employed for instance for ozone production
[19]. The micro hollow cathode [59] permits to generate a stable glow discharge
at atmospheric pressure. [1] also proposes a device allowing the generation of a
stable DC glow discharge.
An other complex feature of glow discharge at atmospheric pressure is rela-
ted to the ionization kinetics of air. In [32], a kinetic scheme for non-equilibrum
discharges in nitrogen-oxigen mixtures is developed. It consists of a large num-
ber of reactions (about 260!) like, for instance, processes of excitation of electron
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states, destruction and ionization of heavy particules by electron impact, asso-
ciative ionization and so on... In electronegative gases such as O2, the attachment
process leads to the quenching of the discharge : the neutral molecules attach
free electrons so that their density decreases. Besides, as one would like to gene-
rate a plasma in air flows, the effect of aerodynamic phenomena on the plasma
generation has been considered. In particular the air flow carries a part of the
plasma away and changes the chemical and ionization kinetics by bringing a
part of the chemical species away. This paper is concerned with the modeling
of these kinetic aspects of the plasma generation in air flows.
For a preliminary study of electrical breakdown of air flows at atmosphe-
ric pressure, we restrict ourselves to a homogeneous model where all fluid and
plasma quantities are supposed independent of position. Our starting point is an
article of Lowke [43] where a model for the ionization kinetics of a homogeneous
discharge in air is proposed. This model only takes into account the dominant
physical processes in the plane parallel or rod-rod electrode geometries.
The considered neutral species are as follows : molecular oxygen O2, molecu-
lar nitrogen N2, water H2O and metastable states of molecular oxygen O
∗
2 (spe-
cifically [43] considers the 1∆g state of molecular oxygen). They evolve according
to the following processes: electron attachment, electron ionization, metastable
production, metastable detachment of electrons from negative ions, electron and
ion recombination and metastable quenching (see Section 1.2 ). In [43], a theory
of electrical breakdown in air for non-uniform electric fields is given. It is pro-
posed that the corona and pre-breakdown discharge activity of streamers serve
to produce appreciable densities of metastable molecules. [43] outlines too the
important role of the metastable molecules in the plasma generation (see [21]
too). Earlier in 1975, analyses of the effect of metastables have been made ([25])
but for nitrogen metastables at the streamer tip.
However, our aim is to extend the analysis of [43] to the case where the air is
flowing. In a very schematic manner, our problem can be modelized as in Figure
3.1. The particles evolve in a box, which lenght is L = 0.10 m. The metastable
molecules are supposed to be produced upstream from the device. The difference
of potential between the anode and the cathode allows the creation of an elec-
tric field E and free electrons. Then, ionization begins and the particles evolve
according the processes described above. Then, the particles are taken away by
the aerodynamic flow. For that purpose, to the model of [43] a term which takes
into account the loss of ionized species due to the drag by the aerodynamic flow
has to be added. The drag occurs at a speed v0 on a characteristic length L.
The density of neutral particules is supposed to be constant in time. Mo-
reover, the air flow in the production kinetics of metastable molecules is not
taken account. That is why we assume that they are produced upstream from
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Fig. 3.1 – Schematic model of our problem.
the system and that the system is continuously supplied with metastable mole-
cules. As pointed out in [43], metastable molecules help to dramatically reduce
the effect of electron attachment. Therefore, their presence enhances the plasma
production.
In this paper, we are more specifically interested in kinetic aspects of the
problem. We do not want to build a model of a discharge at atmospheric pressure
in air flow, but to modelise the interactions between the flow and the kinetics
of the plasma. For instance, we want to investigate the possible occurence of
threshold values (of the speed of the flow for example) for the existence of a
plasma. Besides, an asymptotical method in order to reduce the complexity
of the system from a numerical point of view is proposed. This asymptotical
approach allows the determination of the most important scales associated with
ionization kinetics of air too. This approach will assist the physical interpretation
one can make. Although the asymptotical study has been made on the simplified
model given by [43], one can think that it carries through to more complex
ionization kinetics.
Moreover, these asymptotical methods have been made for low and strong
fields. Indeed, as one can see in [43], the normal charasteristic value for E/N for
electrical breakdown in air, N being gas number density, is closed to 20 Td for
rod-rod electrodes (1Td = 10−17Vcm2). However, in the case of plane parallel
electrodes, this value of E/N is about a factor of six higher than for the rod-rod
results. To take into account these various values of electrical breakdown fields,
two asymptotical analysis have been made: one for low fields and the other for
strong fields.
Our paper is organized as follows. In a first part, the various time scales of
our system under the conditions of [43] i.e. without aerodynamic flow and for low
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and strong electric fields is outlined. Then, in the second part, the response of
the system to stronger electric fields and then the influence of the air flow from a
qualitavive point of view is investigated. Thanks to the qualitative observations
of Section 2, in the third part a process which allows the plasma generation from
a low density of metastable molecules at as low a cost as possible is proposed.
1.2 Description of the model.
We first specify some notations. The constants Ka, Ki, Km, Kd, Kr and Kq
respectively denote the rates of reaction of phenomena (i)-(vi):
(i) Electron attachment :
e + O2 → O−2 ,
e + H2O → H2O−,
e + O2 +M → O−2 +M, (∗)
where M is a third body being either O2, N2 or H2O.
(ii) Electron ionization :
e + O2 → O+2 + 2 e,
e + N2 → N+2 + 2 e,
e + HO2 → H2O+ + 2 e.
(iii) Metastable production of O∗2:
e+O2 → O∗2 + e.
(iv) Metastable detachment of electrons from negative ions :
O−2 +O
∗
2 → 2O2 + e.
(v) Electron and ion recombination :
e + O+2 → O2,
O−2 + O
+
2 → 2O2,
and similar reactions with N+, H2O
+ and H2O
− ions.
(vi) Metastable quenching :
O∗2 + O2 → 2O2,
O∗2 + H2O → O2 +H2O.
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For simplicity, the chemical species (O2) is the only one considered. Given
the kind of our assumptions (e.g. the homogeneous model assumption), it ap-
pears necessary to consider a more detailed ionization kinetics. Indeed, one can
remark that the densities of nitrogen ions are small compared with oxygen ions.
Indeed, in N2/O2 mixture, the nitrogen ions N
+
2 undergo charge exchange with
O2 molecules through the reaction N
+
2 + O2 → O+2 + N2. In [3], on can see
that the reaction rate k ∼ 10−16 − 10−17m3 s−1.That is why, in 0.8/0.2 N2/O2
mixture, i.e. in air, this reaction leads to a decrease of the nitrogen ion density
and explains why N+2 < O
+
2 . In [28], a two-dimensional hydrodinamic numerical
modelling of a cathode-directed streamer discharge at a constant anode voltage
of 100 kV in a 13 cm long gap filled with a nitrogen-oxygen mixture at atmos-
pheric pressure is developped. On can see that for a time scale of 10−11 s, the
nitrogen ions react with dioxygen molecules to create O+2 . One can see too in
the numerical simultations of [55] that the final ion nitrogen density is small
compared with the dioxygen one. Therefore, they can be incorporated in those
of oxygen ions. Futhermore, the quenching rate of nitrogen can be assumed ne-
gligible. Finally, values of Kd, Ki and Ka can be adjusted to take into account
the influence of H2O and N2 (see [43]).
Note that the constants are functions of E/N where E represents the electric
field and N the gas number density. The number density of free electrons will
be denoted by Ne, that of the species O
−
2 , O
+
2 and O
∗
2 respectively by N−, Ni
and N∗.
Thus, the ionization kinetics can be modeled by
∂Ne
∂t
= KiNeN −KaNeN −KrNeNi +KdN∗N− − ΓNe, (3.-11)
∂Ni
∂t
= KiNeN −KrNiN− −KrNeNi − ΓNi, (3.-10)
∂N∗
∂t
= KmNeN −KdN∗N− −KqN∗N, (3.-9)
N− = Ni −Ne . (3.-8)
In this model, we have taken into account the aerodynamic flow by the
loss term −Γne and −ΓNi where Γ = v0/L and v0 is the speed of the fluid
and L the characteristic length. As all fluid and plasma quantities have been
supposed independent of position, the flow can be only introduced by considering
these additional terms in the kinetic equations. Given the crudeness of this
approximation, one can see that it is not useful to design very sophisticated
expression of the mass loss rate due to the drag of the flow.
Note that instead of writing a kinetic equation on the density number N−,
the plasma quasineutrality is simply enforced i.e the charge density must vanish
identically.
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The neutral gas density N is supposed to remain constant. Indeed, the me-
tastable density is assumed to remain always small and that the transformation
of stable neutral molecules into metastable ones has a negligible effect on the
density of stable neutral molecules.
We are aware that the model is simple from a physical point of view in
order to allow the analytical approach. Yet, we think that this model captures
the gross features of physical phenomena. Moreover, it could be useful for the
understanding of the physical phenomena. On the other hand, it could be used
as a reference analytic case for future numerical simulations.
2 Behaviour of the plasma at various scales for
low fields.
In this section, our purpose is to derive formal approximations of a dimen-
sionless system gotten for low fields at various time scales which will be useful
in determining the conditions for existence and persistence of the plasma.
2.1 Scaling values and dimensionless kinetic equations.
Let E be a given electric field. Let us respectively denote by ti and K the
characteristic time and the rate related to ionization for E/N = 20 Td. This
value corresponds to those used in [43]. It is the normal characteristic value of
E/N for electrical breakdown in air between rod-rod electrodes. The time ti is
given by ti =
1
KN
(for E/N = 20Td, ti ∼ 10−4s). In this work, the gas number
density N is choosen as a common density scale for the four species and we
consider as a common time scale ti.
Let us put ε = 10−3 and let us introduce the following dimensionless variable
t˜ and unknows n˜e, n˜i and n˜∗:
t = ti t˜ ; Ne(t) = Nε
3 n˜e(t˜);
Ni(t) = Nε
3 n˜i(t˜) ; N∗(t) = Nε n˜∗(t˜).
In order to simplify notations, the tildes will be dropped. Thus, the following
dimensionless system are obtained:
∂ne
∂t
= (λ− ν)ne − ε−1ka ne − kr neni + ε−1kd n∗ (ni − ne), (3.-9)
∂ni
∂t
= λ ne − kr n2i − ν ni, (3.-8)
∂n∗
∂t
= ε (km ne − kd n∗ (ni − ne)− kq n∗) , (3.-7)
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where
λ = Ki
K
; ka = ε
Ka
K
; kq = ε
−1 Kq
K
;
km = ε
Km
K
; kd = ε
2Kd
K
; kr = ε
3Kr
Ki
;
ν = Γ
KN
.
2.2 Analysis of the dimensionless system (3.-9)-(3.-7) at va-
rious time scales.
In this section, we want to derive formal approximations of Equations (3.-9)-
(3.-7) at various time scales which will be useful in determining the conditions
for existence and persistence of the plasma. Three time scales are examined :
a short time scale t ∼ O(ε), a medium time scale t ∼ O(1) and a long time
scale t ∼ O(1/ε). The different behaviours according to the different time scales
correspond to different states in the evolution of the plasma. Ultimately, the
plasma reaches the limit value of the longer time scale and only the conclusions
regarding this time scale are important for technological purposes. This quali-
tative analysis will be supported by numerical comparisons with the solution of
the full system (3.-9)-(3.-7) in Section 3.3.
Thus, we have to derive formal approximations of Equations (3.-9)-(3.-7) for
E/N of the order of 20 Td i.e. λ of the order of 1.
Let E an electric field such that E/N is of the order of 20 Td. We have to
do the analysis of System (3.-9)-(3.-7). The initial densities of the free electrons,
positive ions and the metastable molecules are denoted by n0e, n
0
i and n
0
∗. Using
Table 3.1, one can see that the initial data n0∗, n
0
i , n
0
e are of order unity for
E/N = 20 Td. We let
γ(t) =
kdn∗(t)
ka + kdn∗(t)
, (3.-7)
γ(0) = γ0, (3.-6)
and
∆ =
(
1− ν
λ
)2
− 4A where A = kqkakr
λ kd(km − ka) . (3.-5)
Let us put
ν∗ = λ(1− 2
√
A). (3.-4)
If ν < ν∗, we let
γ− =
1 + ν/λ
2
−
√
∆
4
(3.-3)
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and
γ+ =
1 + ν/λ
2
+
√
∆
4
. (3.-2)
We assume that ν/λ ∈ [0,1] i.e. the speed of the drag v0 is smaller than
L/ti, ti being the characteristic time related to ionization for the electric field
E. Indeed, if ν > λ i.e. v0 ≥ L/ti, a molecule crosses the devices in a time t < ti
where ti is the ionization time. Thus, it does not stay long enough in the system
to get ionized and the plasma is unlikely to be generated. As a consequence, we
place ourselves under conditions the plasma can be created.
Our purpose is to show the following facts. At the short time scale t ∼
O(ε), the density of free electrons ne tends to n0i kd n∗(0)ka n+kd n∗(0) , independently
of the initial electron density. At the medium time scale t ∼ O(1), one faces
two cases : either γ0 :=
KdN∗(0)
KaN+KdN∗(0)
< v0
LKiN
and the plasma extinguishes or
γ0 >
v0
LKiN
and the densities ni and ne respectively tend to li =
λ γ0−ν
kr
and
le = γ0
λ γ0−ν
kr
. Lastly, for the long time scale t ∼ O(1/ε), under the conditions
ka < km, γ0 ∈]γ−,1[ and ν < ν∗ the plasma is generated and the density of
free electrons reaches the limit value l = γ+
λ γ+−ν
kr
. In all the other cases, the
plasma extinguishes. In particular, if ka < km, γ0 ∈]γ−,1[ but ν > ν∗, a plasma
is generated but the flow carries the plasma away. Thus, the plasma disappears.
Thus, for short times, a plasma is always generated. For times of the order
of the ionization time, one faces two cases : either the density of metastable is
too weak and the free electrons created are attached, either there are enough
metastable molecules to reduce the effect of the attachment. For long times, if
the speed of the flow is lower than the critical flow velocity for plasma genera-
tion given by v∗ = ν∗ LKN and Ka < Km , i.e. the metastable production is
sufficient to reduce the attachment, a plasma is generated and finally the density
of free electrons reaches the value N ε3 γ+
γ+−v0/(LKiN)
kr
.
2.2.1 Time scale t ∼ O(ε) (Fast scale).
At this time scale, the equations are obtained through the change of variables
t′ = t
ε
in (3.-9)-(3.-7) and lead to (dropping the primes):
ε−1
∂ne
∂t
= (λ− ν)ne − ε−1ka ne − kr neni + ε−1kd n∗ (ni − ne), (3.-1)
ε−1
∂ni
∂t
= λne − kr n2i − ν ni, (3.0)
ε−1
∂n∗
∂t
= ε (km ne − kd n∗ (ni − ne)− kq n∗) . (3.1)
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The initial data are n0∗, n
0
i , n
0
e.
Then, the formal limit when ε goes to zero is taken. Thus one gets the
system :
∂ne
∂t
= −ka ne + kd n∗ (ni − ne), (3.2)
∂ni
∂t
= 0, (3.3)
∂n∗
∂t
= 0 . (3.4)
The analytic solution of this system is obviously given by :
ne(t) = ne(0) exp
(−t (ka + kd n0∗))+ kdka + kd n0∗ n0∗ n0i , (3.5)
n∗(t) = n
0
∗ , ni(t) = n
0
i . (3.6)
Thus, the density of free electrons tends to kd
ka+kd n0∗
n0∗ n
0
i = γ0 n
0
i when t →
∞. This value does not depend on the inital value of ne. At this time scale,
whatever the initial value of density of free electrons is, a plasma is created.
2.2.2 Time scale t ∼ O(1) (Intermediate scale).
At this time scale, the system has the unmodified form (3.-9)-(3.-7). As
ε→ 0, this system formally tends to
−ka ne + kd n∗ (ni − ne) = 0 , (3.7)
∂ni
∂t
= λne − kr n2i − ν ni, (3.8)
∂n∗
∂t
= 0 , (3.9)
which is equivalent to solving the following nonlinear differential equation 3.10
∂ni
∂t
= ni(λγ0 − kr ni − ν ), (3.10)
ne = γ0 ni, (3.11)
n∗ = n
0
∗ . (3.12)
The initial conditions for this system are the final conditions as t → ∞ for
System (3.-9)-(3.-7) at the time scale t ∼ O(ε).
The polynomial P (x) = x(λγ0−kr x−ν ) has two roots 0 and λγ0−νkr . However,
one faces two cases: either γ0 < ν/λ or ν/λ < γ0. On the one hand, if γ0 < ν/λ
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then thanks to (3.10), one can easily show that ni and ne go to zero as t→∞.
Thus, the plasma extinguishes. On the other hand, if ν/λ < γ0 one can show
ni → li = λ γ0−νkr and ne → le = γ0
λ γ0−ν
kr
as t → ∞. Note that n∗ remains equal
to n0∗.
Finally, remark that, according to its definition, γ0 ∈ [0,1]. That is why we
have assumed at the beginning of Subsection 2.2 that :
0 ≤ ν
λ
≤ 1. (3.13)
2.2.3 Time scale t ∼ O(1/ε) (Slow scale).
This time scale is investigated thanks to the change of variables t′ = εt. The
following system is gotten
ε
∂ne
∂t
= (λ− ν)ne − ε−1ka ne − kr neni + ε−1kd n∗ (ni − ne), (3.14)
ε
∂ni
∂t
= λne − kr n2i − ν ni, (3.15)
ε
∂n∗
∂t
= ε (km ne − kd n∗ (ni − ne)− kq n∗) . (3.16)
Passing to the formal limit in (3.14)-(3.16) when ε goes to zero, one obtains
−ka ne + kd n∗ (ni − ne) = 0, (3.17)
λne − kr n2i − ν ni = 0, (3.18)
∂n∗
∂t
= km ne − kd n∗ (ni − ne)− kq n∗. (3.19)
This system is equivalent to
−ka ne + kd n∗ (ni − ne) = 0, (3.20)
ne − kr
λ
n2i −
ν
λ
ni = 0, (3.21)
∂n∗
∂t
= km ne − kd n∗ (ni − ne)− kq n∗. (3.22)
The initial data at this scale are the final data of the previous scale. Espe-
cially, one has n∗(0) = n
0
∗.
System (3.20)-(3.21) can be reduced to a nonlinear differential equation
∂n∗
∂t
= n∗
(
−kq + γ − ν/λ
n∗ kr/λ
(km γ − kd n∗(1− γ))
)
, (3.23)
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where
γ(t) =
kdn∗(t)
ka + kdn∗(t)
. (3.24)
Equation (3.23) can be written in the variable γ. It becomes
∂γ
∂t
= γ (1− γ)
(
−kq + γ γ − ν/λ
n∗ kr/λ
(km − ka)
)
. (3.25)
As n∗(t) =
γ(t)
(1−γ(t))
ka
kd
, eq. 3.25 reduces to
∂γ
∂t
= γ (1− γ)
(
−kq + kd
ka kr/λ
(km − ka)(γ − ν
λ
)(1− γ)
)
. (3.26)
As n∗(0) = n
0
∗, one has γ(0) = γ0.
Remark that the densities ni and ne can be expressed as functions of γ as
follows :
ni(t) =
λ γ(t)− ν
kr
, (3.27)
ne(t) = γ(t)
(
λ γ(t)− ν
kr
)
. (3.28)
From Equation (3.26), one can deduce conditions on γ(0) and ν for the
plasma to be generated. To do so, the sign of the polynomial has to be studied
P (γ) = γ (1− γ)Q(γ)
where
Q(γ) = −kq + kd
ka kr/λ
(km − ka)(γ − ν
λ
)(1− γ).
As γ ∈ [0,1], the signs of the polymomials P and Q are the same. If the
discriminant of Q is denoted by ∆, one has
∆ =
(
1− ν
λ
)2
− 4A where A = kqkakr
λ kd(km − ka) . (3.29)
One faces two cases: either ka < km or km < ka.
First, let us consider the case ka < km. If ν < λ (1 − 2
√
A) that is to say
the discriminant ∆ is positive, the polynomial Q has two separate roots denoted
by γ− and γ+ which are in [0,1]. Their respectives values are
γ− =
1 + ν/λ
2
−
√
∆
4
; γ+ =
1 + ν/λ
2
+
√
∆
4
. (3.30)
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Fig. 3.2 – Behaviour of the polynomial P in the case ka < km.
The sign of the polynomial P is given Figure 3.2.
Thus, as one can see in Figure 3.2, if γ0 is in ]γ−,1[, γ goes to γ+ as t→∞.
In this condition, a plasma is generated and the free electron density reaches
the value γ+ (λ γ+−ν)
kr
. But in the case γ0 ≤ γ−, the function γ goes to zero and
so do ne and ni. Note that ne is a density so it is positive. Thus, ν has to be
smaller than λ γ+.
Moreover, the polynomial P is always negative if ∆ is negative. Therefore,
in this case, the plasma extinguishes.
In the case km < ka, the discriminant ∆ is always positive. So the polynomial
Q has again the two separate roots γ− and γ+. Note that γ+ > 1.
In the case ν < λ |A|, the sign of P is given Figure 3.3.
0
−
γ
+
γ1
 
γ)P(
 
Fig. 3.3 – Behaviour of the polynomial P in the case km < ka and ν < λ |A|.
As γ− is negative, the function γ goes to zero as t → ∞ for any γ0 ∈]0,1[
and so do ne and ni.
Moreover, if λ |A| < ν , the root γ− is positive. The sign of P is deduced
from Figure 3.4.
Thus, for any γ0 in ]0,1[, γ goes to γ− as t → ∞. The densities ne and
ni respectively tend to
γ− (λ γ−−ν)
kr
and λ γ−−ν
kr
as t → ∞. Now, as λ |A| < ν ,
one has γ− < ν/λ. This means that densities reach negative values, which is
unacceptable. However, when γ(t) is equal to ν/λ, ne and ni are null. As a
consequence, the solution ne and ni of System (3.20)-(3.22) reaches the value
zero and remains equal to zero.
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Fig. 3.4 – Behaviour of the polynomial P in the case km < ka and λ |A| < ν.
Thus, in the case km < ka, the plasma always extinguishes at the long time
scale.
Thus, one gets the conditions stated before on ν and γ0.
Let us put
ν∗ = λ
(
1− 2
√
A
)
(3.31)
the critical value corresponding to the critical flow velocity for the plasma ge-
neration.
If ka < km, ν ∈ [0,ν ∗ [ and γ0 ∈]γ−,1[, a plasma is created and the density of
free electrons reaches a limit value le = γ+
λ γ+−ν
kr
. In all the other cases, plasma
extinguishes. One will see in Section 3.3 what happens when the speed of the
drag correspond to the critical value ν∗.
Thus, the conditions of existence of a plasma can be written. One gets
ka < km , (3.32)
0 < γ− < γ0 < 1, (3.33)
γ0 <
ν
λ
< γ+ < 1. (3.34)
In physical variables, one obtains
Ka < Km , (3.35)
KdN∗(0)
KaN +KdN∗(0)
∈ ]γ−,1[ , (3.36)
v0
LKiN
∈
]
KdN∗(0)
KaN +KdN∗(0)
,γ+
[
. (3.37)
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3 Behaviour of the plasma at various scales for
strong fields.
At atmospheric pressure, the electric field has an influence on the expressions
of the different rates of System (3.-11)-(3.-9). Indeed, The coefficients Ki, Ka
and Km depend on the electric field according to Figure 3.5.
One can note that for strong field Ki >> Ka , Km. Thus, λ >> 1 and the
previous analysis is not valid as the orders of magnitude between the rates are
not satisfied any more. To take into account properties linked to strong fields,
new scaling values and new dimensionless equations have to be introduced. The
100 101 102 103
10−25
10−20
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R
at
es
 (m
3  
s−
1 )
Electric field (Td)
 ki 
ka 
km
Fig. 3.5 – Rate constants Ki, Ka and Km (cm
3/s) as function of E/N (Td).
Ki (dotted line), Ka (solid line) and Km (dotted-dashed line) from [43].
dimensionless variable t˜ and the dimensionless constants ki, ka, km, kq, kd, kr
and ν keep the same values as in Section 2.
Let us put λ = εKi(E)
K
. As we have to suppose that the densities are hi-
gher than the previous case (low field), the following dimensionless unknows are
introduced (N∗ is still equal to Nε n˜∗)
Ne(t) = Nε
2 n˜e(t˜) ; Ni(t) = Nε
2 n˜i(t˜). (3.38)
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Dropping the tildes, one gets the following dimensionless system :
∂ne
∂t
= (ε−1λ− ν)ne − ε−1ka ne − ε−1kr neni + ε−1kd n∗ (ni − ne),(3.39)
∂ni
∂t
= ε−1λ ne − ε−1kr n2i − ν ni, (3.40)
∂n∗
∂t
= (km ne − kd n∗ (ni − ne)− εkq n∗) . (3.41)
It appears two time scales : one for t = O(ε)), the other one for t = O(1).
3.1 Time scale t = O(ε).
This time scale is investigated thanks to the change of variables t′ = ε−1t
and leads to the following system (dropping the primes)
∂ne
∂t
= (λ− εν)ne − ka ne − kr neni + kd n∗ (ni − ne), (3.42)
∂ni
∂t
= λ ne − kr n2i − εν ni, (3.43)
∂n∗
∂t
= ε (km ne − kd n∗ (ni − ne)− kq n∗) . (3.44)
Passing to the formal limit, one gets
∂ne
∂t
= (λ− ka)ne − kr neni + kd n∗ (ni − ne), (3.45)
∂ni
∂t
= λ ne − kr n2i , (3.46)
∂n∗
∂t
= 0 . (3.47)
Unfortunately, the system can not be solved analytically. Moreover, it is difficult
to find an analytic expression for the stationary solution.
3.2 Time scale t = O(1).
At this time scale, the system has the unmodified form (3.39)-(3.41). Then,
one takes the formal limit when ε goes to zero. One gets
(λ− ka)ne − kr neni + kd n∗ (ni − ne) = 0, (3.48)
λ ne − kr n2i = 0, (3.49)
∂n∗
∂t
= km ne − kd n∗ (ni − ne). (3.50)
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If ni is not the solution zero, with (3.48) and (3.49), one can see that ni is a
solution of the following quadratic equation
k2r n
2
i − (λ− ka − kd n∗) kr ni − λkd n∗ = 0 , (3.51)
the roots of which are
n±i =
1
2kr
(
(λ− ka − kd n∗)±
√
(λ− ka − kd n∗)2 + 4λkd n∗
)
. (3.52)
As n+i is the only positive solution, one has ni = n
+
i . Thus, ni is a function of
n∗.
Thanks to (3.48) and (3.50), one gets a nonlinear differential equation for
n∗ :
∂n∗
∂t
= ni
(
kr
λ
(km + kd n∗)ni − kd n∗
)
. (3.53)
The stationary solutions of this system satisfy
ni =
1
(km + kd n∗)
λ
kr
kd n∗ , (3.54)
i.e thanks to the expression of ni :
1
2
(
(λ− ka − kd n∗) +
√
(λ− ka − kd n∗)2 + 4λkd
)
=
1
(km + kd n∗)
λ kd n∗ .(3.55)
It is difficult to find the analytic expression of n∗. However, thanks to numerical
computations, we can calculate them.
The asymptotic analysis does not allow us to find an analytic expression of
the various densities as in Section 2. However, in Subsection 3.3 the computa-
tions made thanks to the asymptotic analysis and those gotten from the whole
system are compared. One will see that the same results in both cases are obtai-
ned. Thus, the qualitative analysis is supported by the numerical comparisons
with the solution of the full system (3.-11)-(3.-9). Yet, the computation time is
faster using the asymptotic analysis which allows us to reduce the complexity
of the system.
3.3 Numerical results
In this section, numerical results which illustrate Section 2 are presented.
First, we place ourselves in the conditions of Lowke [43] i.e for a low field (E/N ∼
20Td). The influence of the air flow on the generation of the plasma is examined
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in order to highlight the importance of the role of metastable oxygen molecules.
Indeed, in [43], it appears that the metastable oxygen molecules detaching O−2
ions have a dominant influence in reducing the effect of electron attachment.
However, the air flow drags metastable molecules away from the ionization region
at a rate ν. Therefore, it may appear more difficult to generate a plasma in an
air flow than in air at rest.
In a second part, the impact of the variation of the electric field on the system
through the rates of reaction ki, ka, km will be investigated. Besides, all the
results shown in this section have been obtained for initially large metastable
densities of 1023m−3 and at the end of the simulations, a larger metastable
density than that of air is obtained, which is obviously absurd. However, the
interest of this section is in qualitative aspects. One wants to highlight the role
of the metastable molecules on the ionization process. Indeed, from this study,
a strategy to generate a plasma from low metastable densities is proposed in
Section 4.
The numerical results have been obtained with the initial densities for the
four species given on Table 3.1.
constants values
N 5.6× 1024 m−3
Ni(0) 2× 1016 m−3
N−(0) 10
16
m
−3
Ne(0) 10
16
m
−3
N∗(0) 8.2× 1022 m−3
Tab. 3.1 – Initial densities for the neutrals, positive ions, free electrons and
metastables.
3.3.1 Low field case
In this section, the influence of the air flow on our system is observed.
For dry air and a value of E/N ∼ 20Td, which corresponds to nearly optimal
conditions for electrical breakdown in air [43], the rate constants are given in
Table 3.2.
First, the case of zero flow velocity is investigated and the role of metastable
molecules is determined. The electron, ion and metastable densities are given as
a function of time in Figure 3.6. In Figure 3.6 to 3.8, the full system (3.-11)-(3.-9)
is numerically solved.
One can observe that the behaviour of the numerical solution is consistent
with the prediction of the asymptotic analysis of section 2. The first scale t =
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constants values
Ki 1.66× 10−21 m3/s
Ka 2.97× 10−18 m3/s
Kd 2× 10−16 m3/s
Kr 2× 10−13 m3/s
Km 2.33× 10−17 m3/s
Kq 2.22× 10−24 m3/s
Tab. 3.2 – Kinetic constants for dry air and E/N ∼ 20Td.
1e-08 1e-07 1e-06 1e-05 0,0001 0,001 0,01 0,1 1
time s
1e+10
1e+12
1e+14
1e+16
1e+18
1e+20
1e+22
1e+24
n
u
m
be
r o
f p
ar
tic
ul
es
 p
er
 m
3 free electrons
metastable molecules
positive ions
negative ions
Intermediaire scaleFast
scale
Slow scale
Fig. 3.6 – Densities as a function of time for E/N = 20Td and v0 = 0ms
−1.
Free electron density (dashed line), positive ion density (dotted line), metastable
molecules (dashed-dotted line) and negative ions (dotted-dashed line).
O(10−7 s) i.e. t << ti (ionization has not begun) correspond to the left part of
the time scale of Figure 3.6. At this time scale, one observes that the densities
of positive ions and metastable molecules do not vary in accordance with the
asymptotic analysis. At this time scale, the density of free electrons should
have an exponential behaviour while one also observes that it remains constant.
However, with the present choice of data, the asymptotic value (when time is
large) of the electron density is almost the same as the initial one : Ne(10
−7 s) =
KdN∗(0)
N Ka+KdN∗(0)
Ni(0) ∼ Ne(0), which explains why Ne varies so little.
Then we can observe the second scale t ∼ O(10−4 s) where the densities of
free electrons and positive ions start to increase whereas the density of metas-
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table molecules remains unchanged, as one has seen in Section 2. This second
scale corresponds with the beginning of the ionization which explains the in-
crease of the electron and positive ion densities.
The electron, positive ion and negative ion densities quickly increase and
finally reach an equilibrum value for time scale t ∼ 0.1 s. A plasma is initiated,
as it was preticted in Section 2.
The dynamics of the whole process can be understood as follows. One initially
starts with a fairly large metastable densities. Indeed, at the beginning there
are not enough electrons to create metastables by quenching. Therefore, if an
initially large enough metastable density is not present, there is no chance to
ignate the plasma. The presence of metastables makes ionization possible since
electrons created by ionization are not entirely attached to oxygen molecules.
More precisely, detachment by metastable collisions compensates for attachment
and allows the free electron density to increase significantly. Then, after an
exponential growth of all three species (electrons, positive and negative ions), a
first plateau is reached (∼ 10−3 s).
When the plateau is reached, the free electron density is large enough to
start to create new metastable molecules by collisions. Therefore, the metas-
table density slightly increases, so does the electron density, in the wake of
the metastables. An equilibrium value is reached when at the same time, the
metastable creation/destruction reaction reaches its equilibrium and the ioniza-
tion/detachment/attachment reaction also reaches its equilibrium point.
Moreover, one has seen in Section 2 that there exists a critical value of ν
denoted by ν∗ beyond which the plasma is not created anymore. In our case,
for N∗ = 8.2 × 1012m−3 and E/N = 20 Td, one has ν∗ = 0,1 corresponding to
v0 = 100 ms
−1. For this critical value of the speed of the air flow, the electron,
ion and metastable densities evolve according to Figure 3.7.
The behaviour of all the particles is almost the same as previously, apart
from the last part of the evolution. One can observe a brutal fall of the densities
until the extinction of the plasma. Indeed, the fluid takes free electrons and po-
sitives ions away. There are not enough free electrons to collide with dioxygen
and produce metastable molecules. Thus metastable quenching is not counter-
balanced. So as metastable molecules disappear, electron detachment does not
take place and most of the free electrons decay or are driven away. This pheno-
menon explains the fall of the density of free electrons. Impact ionization is no
more possible and the positive ion density also falls down.
The plasma extinction occurs more rapidly if the flow velocity is increased :
Figure 3.8 displays the evolution of the densities, which has been obtained for
v0 = 300 ms
−1, corresponding to ν = 0.3.
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Fig. 3.7 – Densities as a function of time for E/N = 20Td and v0 = 100ms
−1.
Free electron density dashed line), positive ion density (dotted line), metastable
molecules (solid line) and negative ions (dashed-dotted line).
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Fig. 3.8 – Densities as a function of time for E/N = 20Td and v0 = 300ms
−1.
Free electron density (dashed line), positive ion density (dotted line), metastable
molecules (solid line) and negative ions (dashed-dotted line).
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One finds the same behaviour as for v0 = 100 ms
−1 apart from the extinction
of the plasma which occurs earlier. The increase of the free electron, positive
and negative ion densities is very small and their fall occurs very quickly.
In Figure 3.9, one can see the numerical results obtained by means of the
asymptotic model obtained in Section 2, for E/N = 20 Td. The same results
as for the full system (3.-11)-(3.-9) are obtained but the computational time is
shorter (100 to 1000 times faster). By this way, the complexity of the system
and the calculation time have been reduced dramaticcaly.
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Fig. 3.9 – Densities as a function of time for E/N = 20Td and v0 = 0ms
−1
thanks to the asymptotical results. Free electron density (dashed line), positive
ion density (dotted line), metastable molecules (solid line).
3.3.2 Strong field
One can note that, for very low field, the attachment rate is stronger than
the detachment one. Metastable molecules are not produced in sufficient quan-
tities to counterbalance attachment. The density of free electrons drops and
the plasma is not created. But, for stronger fields one can note that km > ka.
This is the case of E/N = 20 Td where one has observed that the creation of a
plasma is possible. Of course, the stronger the field is, the easier the generation
of the plasma is. Moerover, the electric field also influences the critical rate ν∗,
associated with the flow velocity beyond which the plasma cannot be generated.
3 Behaviour of the plasma at various scales for strong fields. 75
If one has a look at the influence of the electric field on the rate constraint
ν∗ (see definition at (3.-4)), according to Figure 3.10, one can see that a small
increase of E/N implies a rise of ν∗. So the value E/N = 20 Td appears as a
kind of threshold value beyond which the constraint on the flow velocity almost
disappears. Therefore it is interesting to observe how the system reacts when
the electric field is stronger.
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Fig. 3.10 – The critical flow velocity vd as a function of E/N (Td).
For E/N = 50 Td and a zero flow velocity, the electron, ion and metastable
densities are given in Figure 3.11. We again find the same behaviour as in the
case E/N = 20 Td but the observed phenomena are amplified. One can note a
stronger production of metastable molecules, which allows a larger production
of free electrons. The metastable density approaches the density of neutral air
(3.1025m−3). In this case, one should take into account the reduction of the
density of the stable neutral molecules by their transformation into metastable
ones, which is not done so far. This is a limitation of our model.
Figure 3.11 has been obtained by solving the full system (3.-11)-(3.-9).
In Figure 3.12, one can see results obtained thanks to the asymptotic model
for the same values of the parameters as in Figure 3.11. One can observe a very
good agreement between the asymptotic model and the full one but again, the
computational time is much shorter.
It is this strong dependence of the plasma generation capability upon the
electric field that we are going to exploit in the next part.
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Fig. 3.11 – Densities as a function of time for E/N = 50 Td and v0 = 0ms
−1.
Free electron density (dashed line), positive ion density (dotted line), metastable
molecules (dashed-dotted line) and negative ions (dashed-dotted line).
4 Optimization of the energetic cost of the plasma
generation by a control on the electric field.
In this section, our aim is to find a procedure capable of creating a plasma
even when the metastable density is very weak. For that purpose, taking into
account the results of Section 2 and particularly the influence of E/N on the
production of metastable molecules, we act on the electric field in order to
generate a plasma whatever the initial metastable density is.
First, let us recall some notations. In Subsection 2.1, one has seen the defi-
nitions of dimensionless quantities (ne, ni, n∗, the reaction rates ...). In Section
2, one has seen that
γ(t) =
kd n∗(t)
ka + kd n∗(t)
, (3.56)
γ(0) = γ0 . (3.57)
One denotes by γ0 γ(0) i.e. the value of γ corresponding to the initial metastable
density n∗(0).
Let γ∗ the value of γ corresponding to the density of metastable molecules
necessary to initiate the generation of a plasma at E∗/N = 20 Td i.e. γ∗ =
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Fig. 3.12 – Densities as a function of time for E/N = 50Td and v0 = 0ms
−1
thanks to the asymptotical results. Free electron density (dashed line), positive
ion density (dotted line), metastable molecules (solid line) and negative ions
(dashed-dotted line).
γ−(E∗). The assumption that the initial density of metastable molecules N∗(0)
is close to zero is made. The system is submitted to an electric field equal to
E∗/N . In that case, one has seen that the plasma is not generated since the
condition 0 < γ−(E∗) < γ0 < 1 is not satisfied. However, one can imagine
the following process : from a low density of metastable molecules, a plasma
is obtained by submitting the gas to a large constant electric field. When the
density of metastable molecules reaches the value corresponding to γ(t) = γ∗,
the electric field is relaxed to its initial value E∗.
Of course, we want to minimize the energetic cost of the process.
Thus, we are interested in finding a constant electric field E which allows us
to produce a density of metastable molecules equal to γ∗. One denotes by t(E)
the time which is necessary for γ to reach the value γ∗. In order to minimize the
consumed energy, one has to find Eobj such that (one denotes by tobj the time
t (Eobj) ) the total energy spent during the interval of time [0,t(E)[ is minimal.
This energy has the expression
ǫ(E) = qvd
∫ t(E)
0
E ne(τ) dτ , (3.58)
where vd is the drift velocity. In this expression, the contribution of the ion
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current has been neglected.
Let us put γ(t,E) the solution at time t and for the electric field E of
∂γ
∂τ
= (km − ka) kd
kakr/λ
γ (γ − 1) (γ − γ+) (γ − γ−),
:= Pλ(γ), (3.58)
γ/τ=0 = γ0 . (3.59)
Note that the rate km and ka are functions of E (see Figure 3.5).
After integrating (3.59) with respect to time, one gets
τ =
∫ γ
γ0
dν
Pλ(ν)
, (3.60)
= f(γ). (3.61)
Moreover, after doing the change of variable τ = f(γ), eq. (3.58) becomes
ǫ(E) = q vd
∫ γ∗
γ0
E γ
γ λ− ν
kr
dγ
P (γ)
, (3.62)
since, by definition, tobj = f(γ∗).
For the expression of ne as function of γ in (3.62), the results of the analysis
of the dimensionless system has been used: the description obtained for long
times has been choosen i.e. ne(γ) = γ
γ λ−ν
kr
.
An initial metastable density n0∗ being given, let us put
Fn0∗ = {E such that γ−(E) < γ0 ≤ γ∗ < γ+(E) .} , (3.63)
where γ0 is given in (3.57).
One has seen in Subsection 2.2.3 that for any electric field E, γ−(E) and
γ+(E) are in ]0,1[. Thus, one has
Fn0∗ = {E such that 0 < γ−(E) < γ0 ≤ γ∗ < γ+(E) < 1 } . (3.64)
If n0∗ is given, one can remark that Fn0∗ = γ
−1
− (]0,γ0[)
⋂
γ−1+ (]γ∗,1[). Moreover,
Fn0∗ is convex as γ− and γ+ are respectively decreasing and increasing functions
of the electric field E. Note that Fn0∗ 6= ∅ as γ− and γ+ respectively go to zero
and one when E → +∞.
Our aim is to find the lowest consumed energy ǫ given by (3.62) which
allows us to be in the conditions of the generation of a plasma for small initial
metastable densities. That is to say, for a given initial metastable density n0∗, one
has to find an electric field E ∈ Fn0∗ such that there exists a time T satisfying
γ(T,E) = γ∗ and ǫ(E) is the lowest possible.
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Moreover, we have to force the field to be close to the sustaining field E∗
when γ0 ∼ γ∗ (when the initial metastable density is close to the metastable
density necessary to initiate the generation of a plasma at E∗). To find this
sustaining field as a minimum, we add to the expression of the energy a term of
penalization. Let ǫ the functional to be minimized:
ǫ(E) = ǫ(E) + α |E − E∗|
2
|γ0 − γ∗| , (3.65)
where α is a tunable parameter.
In Figure 3.13 and 3.14 the field one has to supply has been represented and
the cost of the process (i.e. the consumed energy) for various values of the initial
metastable density N∗(0) for a flow speed v0 = 90m/s which is closed to the
critical flow velocity for plasma generation in the case E = E∗.
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Fig. 3.13 – Optimal field as function of initial metastable density for v0 =
90ms−1.
Thus, one can remark that the cost of the process decays rapidly with a
small rise of the initial density of metastable molecules. The energetic cost in-
creases monotonously when the initial metastable density decreases. Moreover,
the found optimal electric fields are in the range of those of our asymptotical
analysis i.e. in the range of 20− 50 Td. One can remark that for an initial me-
tastable density of the order of 1/10000 of the air density, one has to apply an
electric field of nearly 40 Td (i.e. twice E∗/N) to get a metastable density of 1%
of the air one, a density which allows the initiation of a plasma generation.
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Fig. 3.14 – Consumed energy as function of initial metastable density for v0 =
90ms−1.
5 Conclusion
In this paper, the effect of air flows on the kinetics of plasma generation has
been studied, notably the role of the metastable molecules on the existence of
a plasma. The existence of a critical flow velocity for a plasma generation has
been demonstrated. Moreover, thanks to the asymptotic analysis for low and
strong fields, the conditions for the existence of the plasma have been underlined
(conditions on the rate constants and the initial metastable density).
Besides, the asymptotic analysis allows us to reduce the complexity of the
model from a numerical point of view by exhibiting the various time scales of
the phenomena. This allows us to reduce the calculation time. This point will
be interesting in the resolution of a numerical model which takes into account
the 2D or 3D spatial inhomogeneities.
Chapitre 4
Modélisation 0D d’une décharge
capillaire dans l’air à pression
atmosphérique.
1 Introduction
This paper deals with the understanding of the physical mechanisms which
occur during a capillary discharge in air.
The study of plasma generation at amospheric pressure in air has been a
very active subject in the recent years. Several applications are targetted : che-
mical processing such as ozone production from air [1], the reduction of ga-
seous polluants (NO2 for instance which causes acid rain [46]) in flue gases,
the design of electromagnetic absorbers and reflectors [67], material processing,
surface deposition. Among new applications, let us posit out sterilization or
surface decontamination [34], [36], [30] of materials and media from biological
contaminants.
Up to now, low pressure plasmas have found wide applications in material
processing such as semi-conductor manufacturing [61], [39].
However, the use of reduced pressure plasmas has several drawbacks. Ope-
rating the plasma at low pressure requires vacuum systems which are expensive
and need maintenance. Moreover, the size of the object that can be treated for
sterilization of surface treatment for instance is limited by the size of the va-
cuum chamber. The use of atmospheric pressure plasmas allows to bypass the
difficulties of vacuum operations and are thus economically attractive due to
the absence of the vacuum device. It also expands the possibilities of material
plasma processes by allowing the treatment of bigger objects. Thus, the deve-
lopment of atmospheric pressure plasma sources to replace low pressure plasma
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sources is a very active field of research in applied plasma physics.
However, the difficulty of generating and sustaining a glow discharge at at-
mospheric pressure in air leads to a new set of challenges. First, the ionization
kinetics of air is extremely complex. For instance, in [32], a kinetic scheme for
non-equilibrum discharges in nitrogen-oxygen mixture is presented. It appears
there is a large number of possible particule destruction/creation mechanisms
which are involved in about 260 different chemical reactions be they purely
chemical reactions of ionization-recombination reactions involving electrons and
charged particules. Another complex feature of glow discharge in air is the fact
that in electronegative gases such as O2, the attachment of free electrons to
neutral electronegative molecules leads to the quenching of the discharge. In a
previous paper [17], we have studied a simplified model for plasma generation
in air at atmospheric pressure in order to understand the effect a flow on the
kinetic mechanism of a homogeneous discharge. The model was an extension
of a previous model by [43] who pointed out the role of metastable molecules :
collisions of negative dioxygen O−2 with excited state of O2 contribute to detach
free electrons from O−2 . In [17], we take into account the drag of the various
charged species by the flow and showed that the generation of a plasma in air
flow is impeded because the density of metastables is reduced.
Another complex feature of plasma generation at atmospheric pressure in air
is the strong tendency of glow discharges to convert into arcs. Indeed, generating
a plasma at atmospheric pressure requires high voltages, as one can see by loo-
king at the Paschen curves : these curves give the breakdown threshold of air for
plane electrodes with a homogeneous applied electric field [57]. Because of these
high voltages, arcing often occurs between the electrodes [5]. In some applica-
tions such as plasma torches [20], [62], the transition of the glow discharge into
an arc one is intentionnaly sought. Yet, in many applications (such as plasma
absorbers [48] or decontamination [34]), a homogeneous plasma is sought. In
the recent years, large efforts have been made to understand glow discharge
instabilities at atmospheric pressure [54]. Earlier, many authors have studied
if the instabilities are linked with physical conditions at the cathode (such as
cathode material or geometry, impurities, e.g. [6]). Recently, it appeared that
the physical processes in the space-charge region, close to the cathode surface,
caused these instabilities. In [34], the authors propose an exhaustive classifica-
tion of high pressure glow discharge instabilities. According to their analysis,
these instabilities can be grouped in two categories : electron instabilities and
thermal instabilities. In order to control these instabilities, to prevent arcing and
to lower the temperature of the gas, several devices have been developped, such
as pinned electrodes in corona discharges or grid electrodes [35], [57], [47]. For
ozone production [19], silent or barrier discharges are used. However, a drawback
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of these devices is that so generated plasma is not uniform enough in the volume
of the discharge. It has recently been proposed to use plasma jets in order to
produce homogeneous plasmas. In this derection, the micro hoolow cathode [59]
permits to generate a stable glow discharge at atmospheric pressure.
Finally, the capillary discharge device is presented in [34]. According to [34],
capillary discharges allow the generation of stable DC glow discharges. In a
schematic manner, we can represent the device as in Figure 4.1. Two metallic
..
..
.
..
Dielectric
Metal
.
.
.
.
.
.
.
.
.
.
..
AC Power Source
Plasma Jet
Capillary Holes
.
..
..
.
..
..
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
..
.
.
Fig. 4.1 – Schematic diagram of capillary-plasma-electrode configuration from
[34].
electrodes are covered with dielectric layers (SiO2). At the cathode, holes have
been made in the dielectric cladding in order to generate a plasma.
The goal of the present paper is to present a simplified model for a capillary
discharge. There is a few literature on this topic. In this preliminary study, we
have chosen to restrict ourselves to a homogeneous model where all fluid and
plasma quantities are supposed to be independent of the space. The aim of this
paper is not to model the space between the two electrodes, but to understand
the main physical mechanisms which occur during the initiation of the discharge,
in one of the capillay holes. As a consequence, this first approach does not take
into account sheath phenomena. Our goal is to understand what are the main
physical phenomena in order to be able to reduce the computational complexity
of the problem. This is particularly interesting in view of 1D or 2D simulations.
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We consider the device described in Figure 4.2 which represents one single
capillary hole. The hole is assumed to be with a cylinder of diameter d and
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Fig. 4.2 – Schematic diagram of one capillary hole-modelisation of a plasma jet.
height L.
The considered species in this model are positive ions, neutrals and free
electrons. The negative ions are not taken explicitly into account because qua-
sineutrality is assumed. Moreover, the metastable molecules are not considered
in this model. In [17] following [43], we have outlined their role for plasma ge-
neration in air at atmospheric pressure. But we have observed that their main
influence is for the maintenance of the discharge rather than for its initiation.
Thus, in further studies when the interelectrode spacing will be modeled, we
shall have to take them into account. Yet, in the present paper, we are only
interested in the initiation of the plasma discharge in one given capillary. Be-
sides, the only positive ion considered species is O+2 for simplicity. The neutral
molecules are dioxygen molecules on the one hand and to the products of the
dielectric wall erosion on the other hand.
Our paper is organized as follows. In a first part, we describe the capillary
discharge : its operation, the physical mechanisms which are considered in this
paper and the mathematical model which describes these processes. In a second
part, the different physical terms which play a role in this model are detailed.
Then, in the third part, numerical results are presented. In an appendix, all the
parameters and the physical constants which appear in this paper are listed.
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2 Description of the capillary discharge model.
This section is organized as follows. In a first part, the proposed scenario
to explain the formation of a plasma jet thanks to the capillary discharge is
presented. Then, in a second part, the different terms which occur in the energy
and density balances are introduced. In the third part, the physical phenomena
of the capillary discharge model are presented and explained. The different terms
of the energy and particule balances are clarified.
2.1 Description of the scenario of the capillary discharge
model.
We first recall that the proposed device is depicted in a schematic manner in
Figure 4.2. The capillary supposed to be a cylinder with diameter d and heigh
L. The lateral walls of the cylinder are made of a dielectric material (typically
some kind of ceramics).
We assume that, at the beginning, some positive ions are present on the
upper surface of the dielectric. They are due to ionization of some molecules in
the inter-electrode spacing, which is enhanced by the large electric field. Some
of these positive ions are captured by the dielectric surface when they hit it
and produce a positive charge layer on the upper surface of the dielectric. A
voltage VD is applied at the upper surface of the dielectric. Because of the
potential difference, free electrons are emitted from the metal at the bottom
of the capillary hole by electron field-effect emission (EFEE). Macroscopic tips
(due to the surface state of the metal) which are always present on the lower
metal surface enhances effect of the EFEE. A fraction of these free electrons try
to neutralize the positive ions which are on the upper surface of the dielectric.
However, most of the free electrons move towards the anode in the form of an
electron jet. In both cases, the free electrons are accelerated towards the upper
aperture of the capillary hole. During their path, they collide with the neutral
molecules of the gas and with the wall.
On the one hand, the collisions between the neutral molecules and the free
electrons lead to gas heating, to a rise of the pressure in the cavity and to the
electron ionization and attachment of the neutrals (resp. e+N → N+ +2e and
e+N → N−).
On the other hand, if the electron are energetic enough, the collisions of free
electrons on the wall can lead to electron secondary emission, to an increase of
the electron density and to the sublimation of the dielectric material. Because of
electron secondary emission or electron attachment at the wall, charges appear
on the dielectric wall. This yields a variation of the potential of the lateral wall
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which attracts or repels more free electrons. Thus, the electron-wall collision
frequency varies and the electron secondary emissionmay be amplified leading
to an electron avalanche or may be quenched. The numerical simulations will
help to determine which one of the two processes occurs.
Moreover, the rise of the gas temperature due to the electron-neutral colli-
sions is transferred to the wall. The dielectric being a bad heat conductor, its
temperature rises untill it starts to erode. Besides, the positive ions created by
ionization either disappear because of electron-ion recombination, either collide
with the neutral molecules or knock on the wall and lead to ion sputtering which
further contributes to wall erosion.
The wall erosion combined with the gas heating induces a pressure rise in
the cavity and a change of the gas nature. Indeed, this pressure rise induces the
evacuation of air through the upper hole. The initial neutral air molecules are
gradually replaced by the product of wall erosion.
As the ionization of the gas continues, a ionization sheath forms and the
discharge initiation occurs.
Moreover, it is possible that the neutralization of the positive ions of the
dielectric upper surface by free electrons would gradualy decrease the potential
difference between the cathode and the dielectric upper surface.
In section 4, we shall see that some of these phenomena appear to be do-
minant while other ones are negligible. The physics of the discharge could be
simplified by taking into account the dominant physical phenomena. This point
will be useful for the realization of a numerical model which takes into account
spatial inhomogeneities.
2.2 Setting up density and energy balances
Let us first specify some notations. Let us denote by ne (resp. ni and nn)
the electron density (resp. ion and neutral density), We (resp. Wi and Wn) the
internal energy of free electrons (resp. ion and neutral internal energy) and Te
(resp. Ti and Tn) the electron temperature (resp. ion and neutral temperature).
Note that the expression "neutral molecules" includes the neutral molecules of
air and those of the product of wall erosion.
In Figure 4.3 and Figure 4.4, the various interactions between the species
which are important for the density and energy balances respectively are repre-
sented in a very schematic manner.
Note that, although electron attachment by oxygen molecules (and sub-
sequent the creation of negative ions) is taken into account, the evolution of
the negative ion density and energy are not considered, because quasineutrality
is supposed on the one hand and the energy stored in negative ions is assumed
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to be negligible on the other hand.
First, let us have a look at Figure 4.3. In section 1,we have supposed that
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Fig. 4.3 – Schematic diagram of the particle interactions between the free elec-
trons, the positive ions and the neutral molecules.
free electrons are produced by field effect emission. This induces a gain term
(Sen)FE for the electron density ne. The secondary electron emission or electron
attachment at the wall leads to a term denoted by (Sen)es. This term is a gain
or a loss term according to the electron temperature (see 3.5).
The wall thermal erosion introduces a gain term ((Snn)TE) for the neutral
density nn and ion sputtering introduces a similar gain term denoted by ((S
n
n)IS).
We shall see in subsection 3.4 that ion sputerring phenomenon is negligible
because of the low temperature range.
Moreover, the free electrons, the positive ions and the neutral molecules react
through the ionization reaction e− + n → i+ + 2e− which leads to gain terms
(Sen)ioniz and (S
i
n)ioniz respectively for ne and ni and a loss term (S
n
n)ioniz for nn.
The attachment of free electrons to neutral molecules induces loss terms (Sen)att
and (Snn)att for the electron and neutral density balance equations. The recom-
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bination of positive ions with free electrons introduces a gain term (Snn)recom in
the neutral density balance equation and loss terms in the electron and positive
ion density equations respectively denoted by (Sen)recom and (S
i
n)recom.
Finally, the three considered species escape from the cavity through the up-
per aperture. The losses induced by the escape of these molecules is expressed by
loss terms (Sen)esc, (S
i
n)esc, (S
n
n)esc respectively for the electron, ion and neutral
density equations.
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Fig. 4.4 – Schematic diagram of the energetic exchanges between the free elec-
trons, the positive ions and the neutral molecules.
One can note (Figure 4.4 and section 3.7) that, in spite of the rise of the
electron density through ionization, the electron energyWe suffers a loss (S
e
w)ioniz
due to the ionization energy threshold. The neutral energy loss due to ionization
is denoted by (Snw)ioniz. The only species which have an energetical gain (S
i
w)ioniz
are the positive ions. In the same way, the attachment leads to an energetic
loss (Sew)att (resp. (S
n
w)att) for the free electrons (resp. the neutral). The gain
of energy to the negative ions due to the attachment is not considered because
negative ions are only taken into account implicitely through the quasineutrality
hypothesis.
Besides, since field effect emission is a cold emission, we can assume that
the injected electron temperature is close to zero, yielding a negligible energetic
contribution.
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The electric field generates energetic gains (Sew)E and (S
i
w)E respectively for
the free electrons and the positive ions.
Futhermore, the free electrons elastically and inelastically collide with the
neutral molecules (resp. the positive ions). The elastic collisions generate an
energetic exchange between the electrons and neutrals (Sw)
e,n
elas (resp.electrons
and ions (Sw)
e,i
elas). The neutrals are heated thanks to their inelastic collisions
with the electrons. It results in a gain (Snw)
e
inelas for Wn and a loss (S
e
w)
n
inelas for
free electrons.
Besides, when they collide with the wall, the neutrals and the ions transfer
a part of their energy. A part of it is used in wall erosion. This induces a loss
(Snw)s (resp. (S
i
w)s) for the neutrals (resp. the ions). This energetical loss is
counterbalanced for the neutrals by a gain (Snw)TE (resp. (S
n
w)IS) due to thermal
erosion (resp. ion sputtering).
Finally, we respectively denote by (Siw)esc, (S
n
w)esc and (S
e
w)esc the energy
lost by the positive ions, the neutrals and the free electrons because of their
evacuation by the upper aperture of the hole.
Thus, for a preliminary study, the capillary discharge can be modeled by the
following set if differential equations :
dne
dt
= (Sen)FE + (S
e
n)ioniz + (S
e
n)es + (S
e
n)esc + (S
e
n)att + (S
e
n)recom, (4.1)
dnn
dt
= (Snn)TE + (S
n
n)recom + (Sn)IS + (S
n
n)esc + (S
n
n)ioniz + (S
n
n)att,(4.2)
dni
dt
= (Sin)ioniz + (S
i
n)esc + (S
i
n)recom, (4.3)
dWe
dt
= (Sew)E + (S
e
w)es + (Sw)
e,n
elas + (Sw)
e,i
elas + (S
e
w)
n
inelas + (S
e
w)esc
+(Sew)ioniz + (S
e
w)att + (S
e
w)recom , (4.3)
dWn
dt
= (Snw)
e
inelas + (S
n
w)TE + (S
n
w)IS + (S
w
n )recom + (Sw)
e,n
elas
+(Snw)s + (S
n
w)esc + (S
n
w)ioniz + (S
n
w)att , (4.3)
dWi
dt
=
(
Siw
)
ioniz
+
(
Siw
)
E
+ (Sw)
e,i
elas + (S
i
w)esc + (S
i
w)s + (S
i
w)recom .(4.4)
3 Expression of the physical terms in System (2.1)-
(2.6).
In this section, we clarify the different terms wich occur in Equations (4.2)-
(4.4).
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Before going further, let us recall some notations. The height and the diame-
ter of the cylinder are respectively denoted by L and d. The mass of the electrons
(resp. the positive ion mass and the neutral mass) is denoted by me (resp. mi,
mn). We refer to the elementary charge by q, the constant of Boltzman by kB.
3.1 Electron Field-Effect Emission (EFEE)
In a gas discharge, a DC current is sustained by the emission of electrons from
the surface of the cathode. To extract an electron from the metal at the bottom
of the capillary hole, it is necessary to spend a certain amount of energy (work
function). The electric field E resulting from the potential difference (because
of the voltage VD which is applied at the upper surface of the dielectric) pulls
the electrons away and transforms the potential wall into a potential barrier of
finite width [57]. As a result, electrons can escape from the metal by tunneling.
The field is locally enhanced by natural (or artificial) irregularities due to the
surface state of the metal. The rate of electron density creations (Sen)FE is given
by
(Sen)FE =
I
π
(
d
2
)2
L q
, (4.5)
where L and d are respectively the height and the diameter of the hole. The
emission current is denoted by I. It is given by I = jFS, S being the surface
emission and jF the emission electron flux. This flux is a function of the Fermi
energy, of the work function and of the electric field E. In [57], one can see that
if E < Ec, Ec being a critical value of the electric field, then jF = 0. However,
as soon as E is stronger than Ec, the current becomes very large. Moreover,
the field E depends on the space charge which is surrounding the metallic tip.
However, one shall suppose that this space-charge has a negligible effect on the
EFEE current. As a consequence, one first considers that the current I is a
constant parameter of our problem.
The field effect electron emission is a cold emission. The temperature of the
so-created electrons can be supposed to be close to zero. As a consequence, the
field effect emission can be neglected in the energetical balance.
3.2 Electric field heating
The electric field heats the charged species up, i.e. the free electrons and the
positive ions. In this paper, negative ions are discarded because of quasineutra-
lity.
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The free electron motion induces an electric current denoted by j0 = ρue,
where ρ is the charge density and ue the drift velocity (ue = µe E, µe being the
electron mobility). The power transferred from the electric field to the electrons
per unit volume is :
(Sew)E = j0 · E = ne q ueE . (4.6)
In the same way, the power transferred by the electric field to the positive ions
per volume unit can be written :(
Siw
)
E
= ni q uiE , ui = µiE , (4.7)
where µi is the positive ion mobility.
In [52], analytical expressions for the electron and positive ion drift velocities
are given, as functions of the ratio E/nn, wherer E is the electric field (V/m)
and nn the gas density (m
−3). Thus, the drift velocity ue can be written as
follows
ue = 7,4 × 1023 E
nn
+ 7,1× 104 m/s if E
nn
> 2× 10−11 V m2 , (4.8)
ue = 1,03 × 1024 E
nn
+ 1,3× 104 m/s if 10−12 ≤ E
nn
≤ 2× 10−11 V m2 ,(4.9)
ue = 7,2973 × 1023 E
nn
+ 1,63× 104 m/s if 2,6× 10−13 ≤ E
nn
≤ 10−12 V m2,(4.10)
ue = 6,87 × 1024 E
nn
+ 3,38× 102 m/s if E
nn
≤ 2,6× 10−13 V m2 . (4.11)
According to [52], the positive ion drift velocity ui can be expressed as
ui = 2,34× 10−4E P0
P
m/s , (4.12)
where P0/P is the ration of atmospheric pressure to the gas pressure.
3.3 Particle Escape
To estimate the density loss due to the escape of particles, one has considered
that the particules go away through the upper aperture at their thermal speed
vth. The surface of the upper and the lower aperture is denoted by S. The
electron escape flux φe is given by
φe = ne vth S. (4.13)
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The recombination of electrons with the positive ions of the lateral wall is taken
into account through the secondary electron emission. Indeed, in section 3.5,
the case of the electron attachment to the wall is considered. Thus, the electron
escape only deals with the escape through the upper apperture.
Dividing by the volume V of the dielectric cavity, one obtains the density
loss rate for the electrons
(Sen)esc = ne Vth,e
S
V (4.14)
=
1
L
1√
me
√
kBTe ne . (4.15)
Positive ions leave the capillary through the upper and lower apertures (they
are attracted to the cathode). One can consider that they go to the cathode and
to the upper aperture at the same speed, their thermal speed vth,i. Moreover,
we suppose as in section 3.4 that they are not trapped into the wall, so they
do not escape through the lateral walls. Thus, the expression of the positive ion
density loss rate can be written as follows
(Sin)esc = 2ni Vth,i
S
V (4.16)
=
2
L
1√
mi
√
kBTi ni . (4.17)
For the neutrals, we take into account that they escape through the upper apper-
ture if the pressure inside the cavity is larger than the interelectrode pressure.
On the other hand, the neutrals which are in the interelectrode space come
into the capillary if the interelectrode pressure is larger than the cavity one.
Consequently the neutral escape rate can be expressed as a relaxation term as
follows
(Snn)esc =
1
L
1√
mn
(kBTair nair − kBTn nn )√
kBTair + kBTn
, (4.18)
where Tair and nair are respectively the interelectrode gas temperature and
density.
Besides, the energetical losses can be estimated by means of the energy flux
carried by the particules which escape from the cavity. Thus, the electron energy
losses can be written as follows :
(Sew)esc = (S
e
n)esc
5
2
kBTe (4.19)
=
5
2
1
L
1√
me
(kBTe)
3/2ne , (4.20)
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where the fraction 5/2 comes from the energy flux (3/2 comes from the internal
energy and 1 from the work of the pressure force).
For the neutral and the positive ions, one gets
(Snw)esc =
5
2
1
L
1√
mn
(kBTair nair − kBTn nn )
√
kBTair + kBTn , (4.21)
(Siw)esc =
5
L
1√
mi
(kBTi)
3/2ni . (4.22)
3.4 Ion sputtering
When heavy particles impact on a wall, they can sputter atoms from the
surface. Usually, ions are the impacting species. The sputtering yield γis(kB Ti)
can be defined as representing the number of atoms sputtered per incident ion
at given ion temperature Ti. For a first approximation, the yield γis is choosen as
in Figure 4.5 thanks to [39]. Thus, when the impacting positive ion is energetic
0 100 200 300 400 500
0
2
4
6
8
10
12
incident ion energy (eV)
γis
Fig. 4.5 – Ion sputtering yield as a function of the ion energy (eV).
enough, it transfers its energy to many target atoms. They in turn collide with
other atoms in the solid. Most of these atoms stay in the solid, but one or several
ones can escape from the surface. If the area of the lateral surface is denoted by
S ′ and the thermal speed of the positive ions by vth,i, the number of ions which
impact the wall per unit time is niui S
′. So the number of liberated neutrals per
unit time is niuiγis(kBTi)S
′, which leads to a gain term equal to
(Snn)IS = ni
√
kBTi
mi
4
d
γis(kBTi) . (4.23)
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The ions which sputter the wall are reflected. They are not attached onto the
lateral surface. Thus the positive ion density is not affected by the ion sputtering.
Moreover, in a first approximation, the parameter αis represents the part of
the positive ion energy transmitted to the sputtered neutrals. The ion energy
flux φi which reaches the lateral wall is given by
φi =
5
2
S ′ ni kBTi
√
kBTi
mi
. (4.24)
Thus the energy gain (Snw)IS is equal to
(Snw)IS = αis
Φi
V , (4.25)
= αis
10
d
1√
mi
(kBTi)
3/2 ni . (4.26)
Finally, the ion energy loss rate at the lateral surface can be evaluated as follows :
(Siw)s = αisφi
4
d
(4.27)
= αi
10
d
1√
mi
(kBTi)
3/2ni . (4.28)
In this formula, one supposes that all the heat flux transmetted from the ions to
the wall is then recycled into sputtered neutral energy, which is of course only
an approximation.
3.5 Secondary electron emission
When a sufficiently energetic electron impacts the lateral wall, a part of its
energy is transfered to the wall. Particularly, the electrons present on the surface
are excited and can escape from the solid by tunneling. Let us denote by γes the
number of electron emitted per incident free electron. The yield γes is a function
of the incident electron energy. Experiments show that if the incident electron
energy is too small, this electron tends to be attached to the wall. Consequently,
the number of low energy electron decays. In that case, γes(kBTe) < 1. At the
opposite, a large energy electron (around a few hundreds of eV) will be able
to release new electrons from the dielectric surface. As a consequence, if one
respectively denotes by γmax, Ei and Emax the maximum secondary yield at
normal incidence, the incident electron energy and the incident electron energy
for the maximum secondary yield, θi the electron incident angle, the yield γes
can be written (see [12]) as
γes(kBTe) = γmax
Ei
Emax
exp
(
2− 2
√
Ei
Emax
)
exp(2 (1− cos(θi))) . (4.29)
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As we have restricted ourselves to a homogeneous model where all fluid and
plasma quantities are supposed independent of position, we average exp(2 (1−
cos(θi)) over the angle θi. Thus (4.29) becomes :
γes(kBTe) = γmax
Ei
Emax
exp
(
2− 2
√
Ei
Emax
)
. (4.30)
In this paper, we choose Emax = 420 eV as typical value for SiO2 as in [14].
In Figure 4.6, the yield γes is represented as a function of the incident electron
energy. If we denote by S ′ the area of the lateral wall, the number of incident
0 50 100 150 200 250 300 350 400420 4500
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Fig. 4.6 – The yield γes as a function of the incident electron energy Ei for
γmax = 2 et Emax = 420eV from [14].
electron per unit time is ne vth,e S
′. Thus, the electron density decays or increases
according to the incident electron energy and the corresponding gain/loss term
is given follows :
(Sen)es = ne vth,e(γes − 1)
S ′
V (4.31)
= (γes − 1)4
d
1√
me
√
kBTe ne . (4.32)
An important point in secondary electron emission modelling, is the way the
incident electron energy is shared among the emitted electrons. The parameter
αes descibes how this share is realized. It represents the fraction of the incident
electron energy which is taken away by the reemitted electrons. Moreover, we
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want that the re-emitted energy tends to zero with the yield, as there can be
no reemitted energy if there are no re-emitted particles. For that purpose, we
impose that
αes < γes , when γes < 1 . (4.33)
Besides, most of the incident energy is used to heat up the target, and only a
fraction of about 20% of the incident energy goes into the reemitted particles.
Therefore, we also impose that
αes < 0.2 . (4.34)
As a consequence, the rate αes is chosen as follows
αes = 0,2 min(γes, 1) , (4.35)
which means that αes does not exceed 20% of the total incident energy flux
and when γes < 1 (at low energy), the average energy of reemitted particles is
equal to 20% of that of the incident particles. We are aware of the crudeness
of this model, but given the large variability of this phenomenom according
to the material, we think that it captures the gross features of the physics in
a reasonable way. Thus, φe,inc and φe,em respectively being the incident and
emitted energy flux, we write
φe,inc =
5
2
ne(kBTe) vth,e S’ , (4.36)
φe,em = αesφe,inc . (4.37)
The energy balance can be written
(Sew)es = −(1− αes)φe,inc , (4.38)
= −(1− αes)5
2
ne(kBTe)vth,e
4
d
, (4.39)
= −(1− αes) 1√
me
10
d
(kBTe)
3/2 ne . (4.40)
3.6 Thermal erosion
In Subsection 3.5 and 3.4, we have seen that the wall is heated up by the ions
and the electrons. Additionally, the neutral molecules collide with the wall too.
The dielectric being a poor heat conductor, the temperature increase is large
as heat is not evacuated by conductivity. Therefore, the wall can rapidly reach
the fusion or sublimation temperature leading to erosion. Let us denote by φglob
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the global heat flux onto the lateral wall, f the fraction which contributes to
sublimate the wall. Thus the emitted particule flux F can be written as follows
F =
f φglob
mDLs
, (4.41)
where mD is the dielectric atom mass (mD ∼ mn) and Ls the latent heat of
sublimation (in JKg−1). The remaining part (1 − f) of the heat flux is either
lost by conduction or radiation or serves as energy source for other phenomena
such as electron secondary emission. Thus the number of emitted particules per
unit time is
(Snn)TE =
φglobf
mDLs
1
V . (4.42)
Let us evaluate the flux φglob. One denotes by φ
e
i and φ
e
e (resp. φ
i
i, φ
i
e, φ
n
i and
φne ) the incident and emitted electron energy flux at the wall (resp. the ion flux
and the neutral flux). Thus, the flux φglob can be written as
φglob = (φ
e
i − φee) +
(
φii − φie
)
+ (φni − φne ) . (4.43)
According to Subsections 3.4 and 3.5, we have
φei − φee =
5
2
(1− αes) 1√
me
ne (kBTe)
3
2 S’ , (4.44)
φii − φie =
5
2
αis
1√
mi
ni (kBTi)
3
2 S’ . (4.45)
To evaluate the temperature exchange between the neutrals and the wall, a
parameter α is introduced. One considers that a fraction α of the neutral flux
leaves the wall at the dielectric sublimation temperature Ts. The other part
leaves the wall at its "initial" temperature Tn. This assumption corresponds
to imposing a Maxwell accomodation boundary condition. A fraction α of hte
neutrals accomodate with the wall temperature, supposed to be equal to Ts. A
fraction (1− α) of these molecules is simply specularly reflected and leaves the
wall with their temperature unchanged. The last term in (4.46) corresponds to
the energy flux carried away by the newly created neutrals by ion sputtering.
Thus, one gets
φne = (1− α)φni + αnn
5
2
√
kBTn
mn
(kB Ts) S’ +
5
2
αis
1√
mi
ni (kBTi)
3
2 S’ ,(4.46)
i.e.
φni − φne =
5
2
αnn
√
kBTn
mn
(kB Tn − kBTs) S’− 5
2
αis
1√
mi
ni (kBTi)
3
2 S’ .(4.47)
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As neutral particules can be colder than the wall, this global neutral flux can
be negative. Consequently, one can write φglob as
φglob =
[
5
2
(1− αes) 1√
me
ne (kBTe)
3
2 + α
5
2
nn
√
kBTn
mn
(kB Tn − kBTs)
]
S’ , (4.48)
If φglob < 0, there cannot be any sublimation. Therefore, the positive part φ
+
glob
([a]+ = a when a > 0, 0 else) is taken in the evaluation of the emitted flux F
given in (4.41). Thus, the number of neutral particles wich are created thanks
to thermal wall erosion is
(Snn)TE = f
10
Lsd
[
(1− αes) 1√
me
ne (kBTe)
3
2 + α
√
kBTn
mn
(kB Tn − kBTs)
]+
.(4.49)
Finally, the energy exchange term due to the collision of neutrals onto the wall
is directly deduced from (4.47). The second term in (4.47) is omitted since it
was already counted in (4.26). Thus, the energy loss rate at the surface can be
evaluated as
(Snw)s =
10
d
nnα
√
kBTn
mD
(kB Tn − kB Ts) . (4.50)
On the other hand, the newly created particules bring energy to the neutral in
the capillary. We suppose that the particules resulting from the wall erosion are
created at almost zero energy. Thus, (Snw)er can be approximated as
(Snw)TE ≈ 0 . (4.51)
3.7 Ionization
We denote by Ki the ionization rate. The rate of this process is characterised
by the ionization frequency νi = αi ue, where αi and ue are respectively the io-
nization coefficient and the electron drift velocity. In [52], analytical expressions
of the ionization coefficient αi and the drift velocity ue are given as functions
of the ratio E/nn, where E is the electric field and nn the gas density. The
ionization coefficient αi can be expressed as
αi = 2,0 × 10−14 nn exp
[−7,248× 10−19
E/nn
]
m−1 if
E
nn
> 1,5× 10−11 V m2 ,(4.52)
αi = 6,619 × 10−15 nn exp
[−5,593× 10−19
E/nn
]
m−1 if
E
nn
≤ 1,5× 10−11 V m2 .(4.53)
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In Figure 4.7, the ionization coefficient is represented as a function of E/nn
expressed in Td (1Td = 10−17Vcm2) for a gas pressure equal to 1 atm. One can
note that the ionization reaction is an endothermic reaction : free electrons can
ionize atoms or molecules only if they have larger energie than the ionization
energy i.e. if the electric field is large enough. When the ionization e− + n →
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Fig. 4.7 – Ionization coefficient Ki (m
3/s) as a function of E/N (Td) for gaz
pressure P = 1 atm from [52].
i++2e− occurs, one electron is lost, two are gained. Thus, as Ki = ue αi/nn, ue
being the electron drift velocity, one has
(Sen)ioniz = (S
i
n)ioniz = −(Snn)ioniz = Ki ne nn , (4.54)
From an energetical point of view, an energetic electron is lost and two low
energy electrons are gained. The ionization process induces a loss term for the
electron energy. Indeed, if one writes the ionization as e1 + n → i+ + e1 + e2,
the energy balance can be written as
(Snw)ioniz = (S
i
w)ioniz + (S
e
w)ioniz +∆i (S
e
n)ioniz, (4.55)
where (Snw)ioniz et (S
e
w)ioniz (resp.(S
i
w)ioniz) are the neutral energy loss and elec-
tron and ion energy gain terms. As a positive ion is created from a neutral
particule, both of them being heavy particles, we suppose that the positive ions
keeps the energy of the neutral and thus its temperature. Thus, one has
(Snw)ioniz =
(
3
2
kBTn
)
(Lnn)ioniz , (4.56)
(Siw)ioniz =
(
3
2
kBTn
)
(Sin)ioniz . (4.57)
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As (Sin)ioniz = −(Snn)ioniz, we get (Snw)ioniz = (Siw)ioniz. Equation (4.54) reduces
to
(Sew)ioniz = −∆i(Sen)ioniz . (4.58)
Thus, the electron energy balance during ionization results in a net loss. To
summarize, one has
(Snw)ioniz =
(
3
2
kBTn
)
Ki ne nn , (4.59)
(Siw)ioniz =
(
3
2
kBTn
)
Ki ne nn , (4.60)
(Sew)ioniz = −∆iKi ne nn . (4.61)
3.8 Attachment
The attachment e− + O2 → O−2 usually leads to the decay of free electrons,
especially in electronegative gases. Thus, if one denotes by Ka the attachment
rate, one gets for the density balance
(Sen)att = (S
n
n)att = −Ka ne nn. (4.62)
Because of the dispappearance of neutral molecules and free electrons, the
attachment leads to a decay of their energy
(SeW )att = (S
e
n)att
3
2
kBTe = −3
2
Ka nn ne kBTe , (4.63)
(SnW )att = (S
n
n)att
3
2
kBTn = −3
2
Ka ne nn kBTn . (4.64)
The rate Ka is equal to
Ka = ue
αa
nn
, (4.65)
where the attachment coefficient αa, which is a function of the electric field E
and of the neutral density nn, can be expressed as (see [52])
αa = nn
(
8,889 × 10−5 E
nn
+ 2.567× 10−23
)
m−1 if
E
nn
> 1,05× 10−11 V m2 ,(4.66)
αa = nn
(
6,089 × 10−4 E
nn
− 2,893× 10−23
)
m−1 if
E
nn
≤ 1,05× 10−11 V m2 .(4.67)
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3.9 Recombination
Like the attachment, the recombination of a free electron with a positive ion,
e− + O+2 → O2, leads to the decay of free electrons. If one denotes by Kr the
recombination rate, one gets (like in subsection 3.8)
(Sen)recom = (S
i
n)recom = −(Snn)recom = Kr ne ni , (4.68)
(Siw)recom = (S
i
n)recom
3
2
kBTi =
3
2
Kr ni ne kBTi , (4.69)
(Sew)recom = (S
e
n)recom
3
2
kBTe =
3
2
Kr ne ni kBTe , (4.70)
(Snw)recom = (S
n
n)recom
3
2
kBTi = −3
2
Kr ne nn kBTi , (4.71)
where kr is a function of the electronic temperature and is given by [65]
Kr = 2,2 · 10−7
(
Te
300
)−0,39
cm3/s . (4.72)
3.10 Electron-neutral or ion elastic collision
On their way to the upper surface of the dielectric, free electrons elastically
collide with the neutrals or the positive ions. As me << mi and me << mn,
the description made in [16] is chosen in order to evaluate the energy exchange
between the free electrons and the heavy particules. This description takes into
account the heating of the free electrons by the heavy particules when the elec-
trons are colder than the positive ions or the neutrals through a relaxation term.
Thus, the energy gain or loss through the electron-neutral collisions is given by
(Sw)
e,n
elas = Ane nn (Te − Tn) , (4.73)
where
A =
64
3
√
2π
σel
√
me
mn
√
kbTe . (4.74)
Concerning the ion-electron elastic collisions, one gets
(Sw)
e,i
elas = B neni (Te − Ti) , (4.75)
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where
B =
23/2√
π
Kie√
mi
(
1
kBTi
)3/2
, (4.76)
Kie = 2π
(
q2
4πǫ0
)2
|ln(θ)| , (4.77)
ln(θ) = ln
(
q2
3πǫ0
1
kBTe + kBTi
(
q2
ǫ0
)2(
ne
kBTe
+
ni
kBTi
)2)
. (4.78)
3.11 Electron-neutral inelastic collision
Finally, if a free electron has a large enough energy, it can transfer a part
of its energy to the neutrals. Moreover, one knows that an inelastic collision
may occur if the energy between the two species is larger than the excitation
energy. Let us denote by δn the energy difference between two energy levels
of the neutral particule. In order to evaluate the energy exchange between the
neutrals and the electrons, one can suppose that the neutrals are at rest. Thus, if
the thermal electron energy is larger than δn, the fraction of the electron energy
transmitted to the neutral during an inelastic collision is
δn
(3/2 kbTe)
. (4.79)
If one denotes by vth,e and σ
in
e,n the electron thermal velocity and the inelastic
collision cross section, the electron-neutral inelastic collision frequency fin can
be expressed as
fin = σ
inelas
e,n vth,enn (4.80)
= σinelase,n
√
kTe
me
nn . (4.81)
Tus, we get
(Snw)
e
inelas = −(Sew)ninelas =
2
3
σinelase,n
δn√
me
nenn
√
kBTe . (4.82)
In the case of inelastic collision between N2 and free elctrons, the inelastic cross
section which is a function of the electron energy, is given in Figure 4.8. In that
case, one can observe a resonance for an electron energy close to 2 eV. That
does not imply the electron energy cannot exceed 2 eV but inelastic collisions
have a strong probability to occur if the electron energy is close to 2eV .
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Fig. 4.8 – Total inelastic cross section (m2) of N2 as a function of the electron
energy (eV) according to [65].
4 Numerical results
In this section, numerical simulations of System (4.2)-(4.3) are presented. All
the numerical results have been obtained with an applied voltage VD = 3×104 V ,
L = 1,5 × 10−2m (L being the height of the capillary). Thus, the electric field
E is equal to 2000 kV/m. The initial densities and temperatures of the three
species are the following ones :
ne(0) = 10
10m−3; nn(0) = 10
25m−3; ni(0) = 10
10m−3; (4.83)
Te(0) = 1 eV; Tn(0) = 0,1 eV; Ti(0) = 0,1 eV. (4.84)
(4.85)
The value of 0,1 eV i.e. 1000 K corresponds with the temperature of an air
inflow.
The value of the other parameters are given on Table 4.1, in the Appendix.
These simulations have been made for two values of the ratio L/d. First, we
place ourselves in the case L/d = 150 and the main physical phenomena are
highlighted. Then, these results are compared with those obtained for L/d =
300. One will see that the values of the final density and temperature depend
on the choice of the ratio L/d. However, the physical mechanisms which control
the density and temperature evolutions are the same in the two cases.
The evolutions of the densities and temperatures as functions of time for
L/d = 150 are respectively given on Figures 4.9 and 4.10.
On Figure 4.9, one can observe that the electron and ion densities grow
monotonously. The electron density reaches a plateau (2,1 × 1012m−3) for t ∼
104
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Fig. 4.9 – Densities as functions of time for L/d = 150. Free electron density
(dotted line), neutral density (dashed-dotted line) and positive ion density (solid
line).
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Fig. 4.10 – Temperatures as functions of time for L/d = 150. Free electron
temperature (dotted line), neutral temperature (dashed-dotted line) and positive
ion temperature (solid line).
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10−10 s, the positive ions (5,6 × 1015m−3) for t ∼ 10−5 s. The neutral density
varies little : it decreases a little until it reaches a density value close to 9.8 ×
1024m−3.
Concerning the temperature evolution given on Figure 4.10, one can note
that the free electrons are first cooled until their temperature reaches a minimum
value (0,5 eV) for t ∼ 5 × 10−13 s. Then, their temperature increases until it
reaches an equilibrium value (7,56 eV) for t ∼ 10−10 s. The positive ions are first
heated (∼ 3,1 eV at t ∼ 10−8 s). Then, the ion temperature slightly decreases
(∼ 2,8 eV at t ∼ 10−7 s) and finally grows until it reaches an equilibrium value
(∼ 5,6 eV) for t ∼ 10−7 s. The neutral are heated until their temperature reaches
the wall temperature (0,27 eV) at t ∼ 10−7 s.
The density and temperature evolutions can be explained as follows.
First, free electrons are created by field effect. The field effect being a cold
emission, the temperature of the injected electron is close to zero. Thus, the ave-
rage electron temperature decreases until the number of electrons heated by the
electric field become large enough to induce an increase of the average electron
temperature. Besides, the ionization begins at t ∼ 10−12. Thus, the ion density
starts to increase. Moreveover, at the same time, electron attachment at the wall
tends to slow down the electron density rise and finally leads to an equilibrium
value for the electron density at t ∼ 10−10 s. Indeed, the electrons which are
not enough energetic to create new electrons, dissappear in the dielectric wall.
The plateau corresponds to the fact that the creation/loss mechanisms for the
electron density reaches its equilibrium point, i.e. ionization and field emission
on the one hand equilibrate attachment to the wall on the other hand. At the
same time, the average electron temperature reaches its equilibrium value too.
This results from the compensation between electron heating by the electric field
and losses due to attachment to the wall, cooling by the field effect emission and
ionization. Indeed, ionization leads to the disappearance of a hot electron and
the creation of two cooler electrons, thereby reducing the energy per electron
and consequently the temperature.
The ions created by ionization are heated up by the electric field. As positive
ions are created from neutral particules, they keep the same temperature as the
neutrals. Thus, as positive ions are hotter than neutrals, ionization tends to
cool the ions, i.e. ionization leads to a decrease of the average ion temperature.
Moreover, when ions sputter atoms from the wall, they transmit a part of their
energy to the wall. Thus, ion/wall collisions tend to cool down the positive ions.
This is why, at t ∼ 10−8 s, one can observe a sligh decrease of the average ion
temperature. This decrease is quickly compensated by the electric field heating,
until cooling resulting from ionization and ion/wall collisions on the one hand
and the heating by the electric field on the other hand equilibrate at t ∼ 10−7 s.
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At the same time, the ion density keeps on growing and finally reaches a plateau
at t ∼ 10−5 s. Ionization is counterbalanced by ion escape through the upper
apperture and through recombination in the cathode.
Last, the neutral density slightly decreases because of the neutral escape
through the upper apperture. The neutrals are gradualy replaced by the product
of the wall erosion. The energy exchange between the neutrals and the wall leads
to a rise in average neutral temperature. The neutral temperature finally reaches
an equilibrium value resulting from an equilibrium between the losses due to
neutral escape ( only the most energetic neutrals escape from the capillary) and
the heating of the neutrals by the wall erosion. One can note that the steady
value of the neutral temperature is equal to the wall one.
The evolution of densities and temperatures as functions of time for L/d =
300 are respectively given on Figures 4.11 and 4.12.
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Fig. 4.11 – Densities as functions of time for L/d = 300. Free electron density
(dotted line), neutral density (dashed-dotted line) and positive ion density (solid
line).
On can remark that the temperature and density evolutions have the same
behaviour as in the case L/d = 150 i.e. the physical phenomena which govern the
temperature and density evolutions are the same in the two cases. However, the
equilibrium values and the time scales change. Indeed, the electron density and
temperature respectively reach their steady value (6,1× 1012m−3 and 2,18 eV)
at t ∼ 10−7 s and t ∼ 10−10 s. For the electron evolution, the time scales of the
case L/d = 300 are the same as in the case L/d = 150. The neutral temperature
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Fig. 4.12 – Temperatures as functions of time for L/d = 300. Free electron
temperature (dotted line), neutral temperature (dashed-dotted line) and positive
ion temperature (solid line).
and density steady value are the same in both cases, but the equilibrium state is
reached earlier in the case L/d = 300 (t ∼ 5×10−8 s) than in the case L/d = 150
(t ∼ 7× 10−8 s). Finally, the ion density reaches the steady value 2× 1016m−3
at the same time as in the case L/d = 150. Concerning the ion temperature, the
first maximum is reached at the same time in both cases, but the duration of
the first plateau in the case L/d = 300 is larger than that of the case L/d = 150.
In the case L/d = 300, the effect of the wall phenomena are amplified com-
pared with the case L/d = 150. That is why the ion and electron temperature
are smaller than in the case L/d = 150. The neutral temperature remains un-
changed and keeps the value of the temperature wall.
Thus, we can see that the wall phenomena (thermal erosion, ion sputtering,
electron secondary emission), ionization and escape are predominant in the phy-
sical mechanisms of the capillary discharge.
5 Conclusion
In this paper, the various physical phenomena which occur during a capillary
discharge in air at atmospheric pressure have been studied, particularly the wall
phenomena which seem to take an important place in the operation of the
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discharge. The main physical phenomena have been highlighted. This point will
be useful for the development of simulations in more complex geometries such
as 1 or 2-dimensional inhomogeneous simulations. Space inhomogeneous model
will in particular enable us to study the role of the sheath in the operation and
the maintenance of the discharge.
6 Appendix
In this appendix, all the various parameters used in the numerical compu-
tations of system (4.2)-(4.4) are listed.
In Table (4.1), all the parameters (for thermal erosion, ion sputtering and so
on) are listed. Finally, in Table 4.2, the classical physical constant are listed.
γmax 2
Emax 420 eV
αis 80%
αer 20%
f 7 10−2
kB Ts 0,27× 10−19 J
Cp 2 10
5 J/Kg
Ls 2 10
5 J/Kg
∆i 12,21 eV
δn 0,3 eV
I 10−6 A
Tab. 4.1 – Physical parameters.
mair 4,61× 10−26 Kg
me 9,11× 10−31 Kg
mi 4,61× 10−26 Kg
q 1,6× 10−19 C
Tab. 4.2 – Physical constant.
Chapitre 5
Modélisation numérique d’une
décharge continue dans une entrée
d’air.
Dans ce chapitre, nous proposons un premier modèle de la décharge continue
obtenue via l’expérience CHYPRE décrite à la section 1, afin de comprendre
comment se comporte un plasma lorsqu’il est soumis à un vent et ce, de manière
qualitative. Nous nous intéressons donc à l’étude de plasmas d’air, générés à
pression atmosphérique, dans un écoulement aérodynamique. Nous souhaitons
générer un plasma de volume important (quelques centimètres cubes) et de
densité électronique élevée (≈ 1012 cm3) afin que la résistivité du plasma soit
assez importante pour pouvoir absorber l’énergie d’un signal électromagnétique
de haute fréquence (≈ 1 GHz).
Depuis de nombreuses années, la génération de plasma d’air à pression atmo-
sphérique suscite beaucoup d’intérêt. En effet, les domaines d’applications sont
nombreux : la stérilisation ou la décontamination d’objet ([36], [30] ) notam-
ment dans le domaine médical, le traitement de matériau, les procédés chimiques
comme la production d’ozone ([1]), la réduction de gaz à effets de serre ou de gaz
polluants (par exemple le NO2, principal agent des pluies acides ([46])). Jusqu’à
récemment, la plupart des dispositifs techniques mis en oeuvre pour ces appli-
cations utilisaient des plasmas à basses pressions (comme pour la fabrication
des semi-conducteurs ( [61], [39]). Cependant, l’utilisation des plasmas basse
pression dans le domaine industriel requiert des contraintes techniques fortes.
En effet, générer un plasma basse pression nécessite des dispositifs permettant
l’établissement du vide, systèmes complexes et onéreux qui doivent être de sur-
croît entretenus (plasma en atmosphère confinée). C’est pourquoi les plasmas
à pression atmosphérique sont attractifs. Ils permettent de s’affranchir des sys-
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tèmes nécessaires à l’établissement du vide et donc d’une part, de réduire les
coûts de production et d’autre part de permettre un élargissement des domaines
d’applications des plasmas, la taille de l’objet à traiter (pour la stérilisation par
exemple) n’étant plus limitée par la taille de la chambre vide.
Cependant, la génération d’un plasma d’air en atmosphère non confinée en-
gendre un certain nombre de difficultés spécifiques par rapport aux décharges
basse pression. Tout d’abord la cinétique de l’air est complexe. Dans [7] sont
réunis les divers processus chimiques que l’on peut rencontrer lorsque l’on étudie
un plasma d’air. Par ailleurs, un modèle de cinétique chimique pour les décharges
hors équilibre est proposé dans [32] pour un mélange N2/O2. Ce modèle tient
compte d’un grand nombre de processus et de réactions chimiques et regroupe
plus de 260 réactions impliquant de nombreuses espèces chargées ainsi que des
électrons. L’attachement des électrons aux molécules de gaz est particulièrement
efficace dans l’air et conduit rapidement à la diminution de la densité électro-
nique ainsi qu’à l’extinction de la décharge. La présence de molécules excitées,
les métastables, permet de contrebalancer les effets de cet attachement grâce au
détachement des électrons des ions négatifs par les métastables.
La présence d’un vent consécutif à un écoulement aérodynamique modifie la
composition du plasma d’une part en agissant sur la cinétique en chassant une
partie des espèces chimique et d’autre part en modifiant le champ électrique. Un
premier travail [17] destiné à comprendre l’effet d’un vent sur la cinétique de l’air
a été effectué au préalable et est présenté au chapitre 3. Il s’agit d’une extension
d’un modèle simplifié de la cinétique de l’air prenant en compte une des espèces
principales de l’air : le dioxygène. Nous avons rajouté au modèle proposé par
[43] un terme prenant en compte l’écoulement aérodynamique. Dans cet article,
nous avons pu observer que, pour des vitesses d’entraînement inférieures à une
certaine vitesse critique, le vent avait un effet stabilisateur sur la décharge. En
effet, le détachement des électrons grâce aux métastables, phénomène mis en
évidence par [43] était amplifié par le vent et réduisait ainsi considérablement
les effets néfastes du processus d’attachement sur le maintien d’un plasma.
Dans un second temps, nous allons chercher à évaluer les effets aérodyna-
miques qui engendrent des inhomogénéités au sein du plasma. Le modèle 0D
développé précédemment ne nous permet pas de connaître la composition spa-
tiale du plasma. C’est pourquoi nous nous sommes intéressés à l’élaboration
d’un modèle plus complet.
Le dispositif retenu pour la génération du plasma d’air dans l’écoulement à
pression atmosphérique est celui des décharges couronnes pointe-plan [35], [57],
[47]. Elles ont fait l’objet de nombreuses études et sont, à ce jour, les décharges
à pression atmosphérique les mieux connues et maîtrisées. Dans une décharge
couronne négative par exemple, l’effet de pointe résultant de la forme de la
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cathode permet de créer un champ local suffisamment important pour initier un
front d’ionisation qui se propage jusqu’à l’anode et génère un plasma. Dans le
cas d’une décharge couronne le plasma crée est d’un volume faible. Pour obtenir
un volume de plasma suffisamment important, il faut être capable de multiplier
les générateurs de plasma. C’est dans cet esprit qu’a été conçu le dispositif
expérimental CHYPRE.
Dans une première partie section 1, nous décrivons le dispositif expérimental
CHYPRE et notamment la cellule dans laquelle est généré le plasma. Les hypo-
thèses avec lesquelles nous établissons le modèle mathématique de la décharge
continue sont présentées à la section 2. Ce dernier est établi dans la partie 3. En-
fin, le schéma et les résultats numériques obtenus sont présentés dans la partie
4.
1 Description de l’expérimentation CHYPRE
Dans cette partie, nous allons succintement présenter le banc expérimental
CHYPRE (CaractérisationHY perfréquence des P lasmas d’aiR en Ecoulement),
dispositif qui a été conçu pour mesurer les caractéristiques radioélectriques de
réflexion et de transmission d’un plasma engendré sous des tensions continues
(jusqu’à 80 kV) et soumis à des vents de faibles vitesses (jusqu’à 150 m/s). Pour
plus de détails, le lecteur pourra se reporter à [15].
1.1 Banc expérimental CHYPRE
La photographie 5.1 est celle du banc expérimental CHYPRE. Il est repré-
senté de manière plus schématique Figure 5.2. Ce dispositif, destiné à l’étude
des perturbations électromagnétiques dues à la présence d’un plasma dans un
écoulement, est composé grossièrement de quatre parties :
– un ventilateur DeltaLab de 20 kW est placé en amont du dispositif et per-
met de délivrer un flux d’air de vitesse réglable jusqu’à 150 m/s dans la
cellule centrale. Un divergent situé en aval de l’expérience permet d’éva-
cuer l’air avec une vitesse en sortie du banc de l’ordre de 10 m/s.
– deux coupleurs ATM, ELHYTE sont placés de part et d’autre de la cellule
centrale. Ils sont capables de fonctionner en émission et en réception dans
la bande de fréquence 1,7− 2,6 GHz (bande LS ).
– deux tronçons de guide d’onde rectangulaire. Une mesure de pression sta-
tique est réalisée au niveau du guide amont, qui sert aussi à isoler le
coupleur amont du ventilateur.
– la cellule à plasma (voir Photographie 5.1). L’entrée d’air est schématique-
ment représentée par un parallélépipède rectangle Figure 5.3. Les surfaces
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supérieures et inférieures sont en métal et jouent le rôle respectivement
de cathode et d’anode. Les deux électrodes sont isolées électriquement
par deux parois verticales réalisées en Altuglass transparent. Notre travail
consiste à modéliser le plasma dans cette cellule lorsqu’il est soumis à un
vent.
Fig. 5.1 – Cellule à plasma de [15].
Fig. 5.2 – Représentation schématique du dispositif expérimental CHYPRE.
Enfin, un générateur haute-tension (80 kV - 250 mA) porte la plaque catho-
dique à un potentiel négatif. La constante de temps du circuit d’asservissement
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parois métalliques
Altuglass transparent
109 mm
55 mm
836 mm
Fig. 5.3 – Représentation schématique de la cellule plasma.
de I ou de V est de quelques dizaines de millisecondes. Enfin, l’anode est mise
à la masse.
1.2 Etudes expérimentales réalisées
Deux types de dipositif expérimental ont été réalisés : les décharges multiples
PNP (Pointe N égative P lan) et les Décharges à Régulation Dynamique (DRD).
1.2.1 Les décharges PNP
Le dispositif des décharges PNP multi-pointes est inspiré du dispositif pro-
posé par Akishev dans [1]. Une dizaine d’électrodes pointues sont disposées en
parallèlele long de l’axe de la cellule. La cellule située entre les deux coupleurs
est représentée schématiquement dans le tableau de figures 5.1.
Les pointes utilisées lors de cette expérience sont visibles Photographie 5.4.
Les pointes sont munies de résistances de charge 1 MΩ insérées dans la plaque
cathodique, elle même reliée au générateur haute-tension par une résistance
de ballast de 6 kΩ. La distance entre l’extrémité de la pointe et de la plaque
anodique est de l’ordre de 5 mm. Au delà de cette distance, [15] ont relevé
l’établissement d’un régime d’étincelles récurrentes sur l’une des pointes. Trois
expériences ont été réalisées avec ce dispositif. Lors de la première expérience,
une décharge continue PNP est générée à pression atmosphérique sans écoule-
ment. La photographie 5.5 représente cet essai. Le plasma obtenu est de couleur
violette, couleur correspondant à l’excitation de la molécule d’azote. Lors de la
seconde expérience, une décharge continue PNP est également générée à pression
atmosphérique mais cette fois-ci en présence d’un vent Figure 5.6. [15] observent
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(a)
(b)
(c)
Tab. 5.1 – Dispositif expérimental CHYPRE, vue de côté (a) et vue de haut (b)
et vue de face (c) de la cellule, de [15].
1 Description de l’expérimentation CHYPRE 115
Fig. 5.4 – Pointes utilisées lors des décharges DRD (à gauche) et PNP (à droite).
Fig. 5.5 – Dispositif de la décharge multi-pointes PNP.
de nouveau une décharge en volume violette. Cependant, il n’a pas été possible
d’augmenter la distance séparant l’extrémité de la pointe et l’anode plane sans
provoquer un passage à l’arc, et ce malgré l’écoulement pourtant stabilisateur
[1] dont la vitesse a été portée à 150 m/s.
Dans le cas d’électrodes planes, le champ de claquage est donné par les
courbes de Pashen [57] comme fonction de pd ou p est la pression et d la distance
inter-électrodes. Si l’on désire augmenter la distance pointe-anode, il faut faire
diminuer la pression pour éviter le passage à l’arc. C’est dans cet esprit qu’a été
réalisée la troisième expérience : une décharge multiple PNP sans écoulement à
200 mbar. [15] montrent qu’il est possible de maintenir des décharges stables
pour une distance pointe-plan de 25 mm. Cependant, sous ces conditions, les
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Fig. 5.6 – Dispositif de la décharge multi-pointes PNP.
pointes ne sont pas toutes reliées à la plaque anodique par un filament.
Les décharges PNP ne permettant pas la génération d’un plasma en volume
à pression atmosphérique pour des distances pointe-plan supérieures à 5-8 mm,
un autre type de décharge a été alors mis au point pour la furtivité dans le
cas de l’air à pression atmosphérique et à température ambiante : ce sont les
décharges à régulation dynamique (DRD).
1.2.2 Les décharges DRD.
D’après [15], ce type de décharge se situerait entre la décharge luminescente
anormale et l’arc électrique. La photographie 5.7 montrent la décharge DRD
obtenue dans le banc expérimental CHYPRE sans écoulement à pression atmo-
sphérique. La distance inter-électrode est de 47 mm. Une électrode pyramidale
de 8 mm de haut en tungstène placée au niveau de l’anode permet de maintenir
en position la décharge.Le plasma ainsi généré est alors soumis à un écoulement
de vitesse croissante jusqu’à une vitesse stabilisée autour de 3 m/s. [15] ont
alors observé que le plasma s’incline tout en conservant comme point fixe l’élec-
trode en tungstène (Photographie 5.8). Lorsque [15] ont augmenté la vitesse de
l’écoulement, ils ont observé que le plasma décroche de l’électrode pyramidale
(Photographie 5.9) et est convecté par l’écoulement vers le fond de la soufflerie.
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Fig. 5.7 – Décharge DRD dans l’air à pression atmosphérique sans écoulement.
Fig. 5.8 – Décharge DRD dans l’air à pression atmosphérique en écoulement
lent (3 m/s).
2 Hypothèses de travail
Avant d’envisager un modèle 3D, modèle coûteux et complexe d’un point
de vue numérique, nous nous sommes concentrés sur la modélisation 2D d’un
plasma type décharge couronne négative soumis à un vent dans un écoulement
aérodynamique. La modélisation 2D permet de réduire le nombre de variable et
donc la complexité et le coût de calcul tout en conservant fidèlement la physique
du problème.
Nous avons imaginé un dispositif proche de l’expérience physique de [15] à
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Fig. 5.9 – Décharge DRD dans l’air à pression atmosphérique en écoulement
lent : décrochage de la décharge.
partir duquel nous allons établir notre modèle. Nous pouvons alors modéliser le
problème de la manière suivante, Figure 5.10. L’entrée d’air est assimilée à un
canal de section rectangulaire de largeur d et de longueur L dans lequel évoluent
les particules. L’air circule à la vitesse U. Les parois supérieure et inférieure de
l’écoulement sont supposées métalliques. Elles jouent le rôle d’électrodes dans
la génération du plasma. Par ailleurs, une pointe de hauteur h et de largeur l se
trouve au niveau de la cathode. L’anode est reliée à la masse et la cathode est
portée au potentiel VK par un générateur haute tension délivrant une tension
de charge V0. Le générateur haute tension est assimilé à un générateur parfait
délivrant une tension V0 et une résistance R mise en série. La loi de fonction-
nement est donnée par Ueff = V0 − RI, où Ueff est la tension efficace et I est
le courant circulant dans le circuit. Le circuit extérieur est donc composé d’un
générateur délivrant une tension constante V0 et d’une résistance R montés en
série.
Dans cette partie, nous décrivons tout d’abord le domaine d’étude, noté Ω,
au paragraphe 2.1. Dans un second temps section 2.2, nous passons en revue les
différentes espèces qui composent le plasma. Nous indiquons ensuite comment
l’écoulement de l’air a été pris en compte et nous présentons les hypothèses
physiques faites pour l’établissement du modèle au paragraphe 2.3.
2.1 Description du domaine d’étude
Le domaine d’étude Ω est représenté figure 5.11. Il est constitué d’une part de
l’entrée d’air au centre représentée schématiquement et d’autre part, de parties
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Fig. 5.10 – Schéma du dispositif de la décharge couronne négative dans une
entrée d’air.
de l’écoulement situées en amont et en aval. Sa frontière est délimitée par les
segments Γ0 en amont, Γ1 en aval, Γ
+
2 représentant l’anode et Γ
−
2 la cathode.
Le plasma est généré dans la partie centrale de Ω. Ce qui nous intéresse dans
notre cas est le calcul des caractéristiques de la décharge dans la partie aval de
l’écoulement afin de voir comment se comporte le plasma lorsqu’il est soumis à
un vent.
Le domaine d’étude est choisi plus grand que l’entrée d’air ceci afin de cap-
turer les effets amonts et avals du champ électrique lors de son calcul. Cela nous
permet d’éviter les perturbations liées aux choix des conditions limites sur le
potentiel et de frontières trop proches.
2.2 Composition du plasma
Nous allons étudier un plasma d’air. La cinétique choisie est celle proposée
par M. Larigaldie [15]. Ce modèle a été validé grâce à un certain nombres de
mesures et de comparaisons effectuées par [15]. Les neutres sont composés des
deux espèces principales de l’air à savoir le dioxygène O2 et l’azote N2. La den-
sité, la température et la vitesse du gaz sont respectivement notées nn, Tn et un.
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Fig. 5.11 – Domaine d’étude Ω.
Les électrons e en ionisant ces deux types de molécules vont engendrer des ions
positifs O+2 et N
+
2 . Par ailleurs, une des caractéristiques chimiques principales
de l’air est que ce dernier est électronégatif, et ceci à cause du dioxygène qui le
compose. Ainsi, les électrons vont avoir tendance à s’attacher aux molécules de
dioxygène. Les ions négatifs O− et O−2 vont donc également être présents dans le
plasma. Enfin, dans le chapitre 3, nous avons noté l’importance des métastables
dans le maintien d’une décharge dans un écoulement lorsque cette dernière est
soumise à un vent. En effet, les métastables en détachant les électrons des ions
négatifs vont ainsi atténuer les effets de l’attachement sur le maintien de la dé-
charge. Ainsi, nous ne prenons en compte que les métastables issus du dioxygène
O∗2
1∆g.
Les espèces considérées sont les suivantes :
– les électrons de densité, température et vitesse ne, Te et ue,
– les ions négatifs O− et O−2 de densités, températures et vitesses respectives
n1− et n
2
−, T
1
− et T
2
− et u
1
− et u
2
−,
– les ions positifs O+2 et N
+
2 de densités, températures et vitesses respectives
n1+ et n
2
+, T
1
+ et T
2
+ et u
1
+ et u
2
+,
– les métastables O∗2
1∆g de densité, température et vitesse n∗, T∗ et u∗.
Les bilans de destruction/création des espèces composant le plasma ainsi que la
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description de la cinétique proposée par [15] sont explicités dans l’appendice A.
2.3 Prise en compte de l’écoulement de l’air et hypothèses
du modèle
L’un des points essentiels de la modélisation est la prise en compte de l’écou-
lement de l’air. En effet, la décharge est générée dans un milieu en mouvement.
Il faut donc considérer l’entraînement des particules chargées dans le gaz dans la
modélisation du phénomène. En première approche, nous supposons la vitesse
de l’écoulement constante et dirigée suivant l’axe des x i.e. U(x,y,t) = U ~x,
U ∈ R+.
Par ailleurs, les taux d’ionisation attendus étant relativement faible (de
l’ordre de 10−7), il est raisonnable de supposer que les densités des molécules
de neutres (N2 et O2) ne sont pas modifiées par la présence du plasma. Ainsi,
dans une première approche, nous émettons l’hypothèse que le plasma n’induit
aucun effet sur les espèces principales de l’air, N2 et O2.
En outre, un vent ionique est induit par la circulation des ions négatifs
de la cathode vers l’anode. Ce vent serait à même de modifier la vitesse de
l’écoulement du fait des collisions des ions avec les neutres de l’air. Cependant,
dans la configuration qui nous intéresse, l’écoulement amont est suffisamment
important (de l’ordre de 150 m/s) pour pouvoir négliger la perturbation due au
vent ionique.
De plus, il est clair que toutes les espèces chargées sont en régime fortement
collisionnel, les collisions dominantes se produisant avec les neutres. Cependant,
dans une première approche, nous négligeons le chauffage des neutres par les
électrons. Ainsi, on a
un(x,y,t) = U ~x . (5.1)
Il est bien évident que, dans une modélisation plus fine, cet effet sera à prendre
en compte.
Par ailleurs, du fait des collisions avec les neutres qui sont largement domi-
nantes, les températures des ions positifs ou négatifs et des métastables sont
très proches de celle du fluide. Il est raisonnable de supposer être à l’équilibre
thermique, i.e. on émet l’hypothèse suivante :
T i+ = T
j
− = T∗ = Tn = 410K , i,j = 1,2 . (5.2)
De plus, la température des électrons est fixée à 2 eV du fait des collisions
inélastiques des électrons avec l’azote. En effet, lors de collisions inélastiques
avec N2, les électrons transfèrent une part de leur énergie aux molécules d’azote
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sous forme d’énergie interne (électronique, vibrationnelle, rotationnelle ou ioni-
sation). Si l’on regarde les sections efficaces de rotation et de vibration de l’azote
représentées Figure 5.12, on peut noter que pour des énergies électroniques in-
férieures à 1 eV, les collisions d’excitation rotationnelle prédominent. De plus,
pour de fortes énergies (de l’ordre de la dizaine d’eV), l’excitation des niveaux
électroniques supérieurs de l’azote deviennent prépondérants (ionisation). Enfin,
pour des énergies de l’ordre de l’électron volt, les collisions d’excitation vibra-
tionnelles sont les plus importantes. On note un maximum de la section efficace
d’excitation vibrationnelle pour des énergies électroniques de l’ordre de 2 eV.
D’après [63], les effets vibrationnels de l’azote induisent un effet barrière sur la
distribution énergétique des électrons. Les électrons de faible énergie vont être
chauffés par le champ électrique. Les électrons dont la température dépassent
2 eV vont être ensuite refroidis en collisionnant avec les molécules d’azote. Du
fait de cet effet barrière et en suivant la même démarche que [15], nous allons
supposer la température électronique constante et fixée à 2 eV.
Fig. 5.12 – Sections efficaces de collision électron/diazote de [63] (qmom transfert
des moments, qion ionisation, qdiss dissociation, qvib excitation vibrationnelle et
qex excitation électronique).
Enfin, le plasma est essentiellement crée dans le volume par des effets chi-
miques. Nous émettons l’hypothèse que les espèces chargées n’interagissent pas
avec les parois. Seule l’émission secondaire électronique par bombardement io-
nique au niveau de la cathode sera prise en compte. Par ailleurs, sauf dans une
région proche de la cathode où des gaines sont présentes, aucune hypothèse de
quasi-neutralité n’est faite.
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Dans cette section, nous allons modéliser la décharge dans l’espace inter-
électrodes en prenant en compte une partie de l’écoulement amont et aval i.e.
on va modéliser la décharge dans le domaine Ω (figure 5.11). Dans une première
partie 3.1, nous décrivons les équations composant le modèle complet. Dans
un second temps section 3.2, l’analyse des paramètres adimensionnels caracté-
ristiques de notre problème nous permet de ramener le modèle à un système
d’équations plus simples fondé sur les équations de conservation des densités
d’une part et sur des lois de mobilités pour chacune des espèces d’autre part.
L’évolution des espèces composant le plasma est alors régie par un modèle de
type dérive-diffusion couplé à l’équation de Poisson pour le potentiel. Le système
réduit est présenté section 3.4. Enfin, dans une dernière partie, nous écrivons
les conditions limites pour les différentes espèces ainsi que la prise en compte
du circuit extérieur dans la résolution de l’équation de Poisson.
3.1 Equations de transport pour les espèces chargées
Plusieurs approches sont possibles lorsque l’on désire décrire le mouvement
de particules chargées dans un milieu, ici l’espace inter-électrodes : l’approche
corpusculaire ou l’approche fluide. L’approche corpusculaire tout d’abord est
le niveau le plus fin de la description (description microscopique) : on décrit
de manière exacte l’espace des phases, en considérant une à une les particules
présentes, ce sont les équation de Klimontovitch [39]. Cependant au vue des
densités considérées (pour les électrons, les densités finales attendues sont de
l’ordre de 1012 particules par cm3), ce modèle est inutilisable.
Une deuxième approche envisageable est l’approche fluide. Cette description
plus grossière que la précédente consiste à considérer les particules non plus une
à une mais dans leur ensemble (description macroscopique). Si l’on calcule le
libre parcours moyen (l.p.m.) des particules chargées (l.p.m.= 1/(nnσ), avec σ la
section efficace de collision des particules chargées avec les neutres), on note que
ce dernier est de l’ordre de 10−5 m, ce qui est très inférieur aux dimensions du
dispositif expérimental (de de 0,5 cm à 5 cm pour la distance inter-électrodes).
Ainsi, les particules (chargées ou non) subissent presque uniquement des colli-
sions entre elles et ne collisionnent que très rarement avec la paroi. Les collisions
particules-paroi jouent donc un rôle relativement faible : elles entourent un nuage
de particules qui interagissent essentiellement entre elles. Ce nuage de particules
semblent donc constituer un fluide continu. Ainsi, l’approche fluide est justifiée
et valable dans le cas qui nous intéresse.
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Notre point de départ est le modèle des équations de l’hydrodynamique
pour chacune des espèces de particules (électrons, ions positifs et négatifs, mé-
tastables) couplées aux équations de Maxwell pour le champ électromagnétiques.
Nous rappelons que les diverses notations sont explicitées à la section 2.2.
3.1.1 Equations de conservation des densités de particules
Les équations de conservation des densités des électrons ne, des ions positifs
O+2 et N
+
2 (resp. n
1
+ et n
2
+), négatifs O
− et O−2 (resp. n
1
− et n
2
−) et des métastables
n∗ s’écrivent
∂tne +∇x · (ne ue) = Ke , (5.3)
∂tn
k
+ +∇x · (nk+ uk+) = Kk+ , k = 1,2, (5.4)
∂tn
k
− +∇x · (nk− uk−) = Kk− , k = 1,2, (5.5)
∂tn∗ +∇x · (n∗ u∗) = K∗ , (5.6)
où ∇x· désigne l’opérateur divergence. Les termes de bilan création/destruction
de particules pour les différentes espèces (Ke, Kk+, Kk−, k = 1,2 et K∗) sont
explicités en appendice, section A.
Les équations de continuité ou de conservation de la masse pour les diffé-
rentes espèces (5.3)-(5.6) ne sont pas suffisante pour donner l’évolution des den-
sités puisqu’elles font intervenir une autre quantité qui est la vitesse moyenne u
de chacune des espèces.
3.1.2 Equations de bilan d’impulsions des particules
Afin d’obtenir l’expression de la vitesse moyenne électronique ue, on écrit
l’équation de bilan d’impulsion des électrons. On a
me ne (∂tue + (ue · ∇)ue) = −q ne
(
~E + ue × ~B
)
−∇xpe + neFe , (5.7)
où ~E et ~B représentent respectivement le champ électrique et magnétique, pe
désigne la pression électronique et Fe les forces extérieures autres que la force
de Lorentz qui s’exerce sur les électrons. Les forces extérieures Fe qui résultent
essentiellement des collisions entre les électrons et les particules lourdes peuvent
être décrites par une force de friction comme suit
Fe = meνe(un − ue) , (5.8)
où νe est la fréquence moyenne des collisions électrons-neutres. Pour l’air, on
choisira la moyenne des fréquences de collisions électrons/dioxygène et élec-
trons/azote. On pourra noter que nous n’avons pas pris en compte les collisions
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électrons/électrons et électrons/ions. En effet, la fréquence de collision avec une
espèce donnée étant proportionnelle à la densité de cette espèce, il est natu-
rel dans le cas d’un plasma d’air, de négliger les collisions électrons/particules
chargées devant les collisions électrons/neutres.
Pour fermer le système, il reste à exprimer la pression électronique pe. La
force de pression, qui résulte de la divergence du tenseur de pression, peut-être
dans notre cas explicitée en fonction de la densité et de la température élec-
tronique. En effet, nous avons supposé que la température électronique était
constante (loi isotherme pour la température). Les électrons sont ainsi à l’équi-
libre thermique. On peut donc utiliser l’approximation courante qui consiste à
considérer le fluide comme étant un gaz parfait afin d’écrire l’équation d’état
reliant la pression et la température des électrons. Ainsi, on obtient
pe = kBTene , (5.9)
avec kB la constance de Boltzmann. On a alors
∇xpe = kBTe∇xne . (5.10)
Ainsi, l’équation de conservation de l’impulsion s’écrit
me ne (∂tue+(ue · ∇)ue)=−q ne
(
~E + ue × ~B
)
− kBTe∇xne +meneνe(un − ue) .(5.11)
Les ions positifs et négatifs et les métastables étant à l’équilibre thermique,
nous pouvons exprimer formellement de la même manière que pour les électrons,
les bilans d’impulsions vérifiées par les espèces lourdes. On a ainsi
mn n
k
+
(
∂tuk+ + (u
k
+ · ∇)uk+
)
= q ne
(
~E + uk+ × ~B
)
− kBT k+∇xnk+
+mnn
k
+νion(un − uk+) , k = 1,2 , (5.12)
mn n
k
+
(
∂tuk+ + (u
k
+ · ∇)uk+
)
= q ne
(
~E + uk+ × ~B
)
− kBT k−∇xnk−
+mnn
k
+νion(un − uk+) , k = 1,2 , (5.13)
mn n∗ (∂tu∗+(u∗ · ∇)u∗) = mnn∗ν∗(un − u∗) , (5.14)
où νion (resp. ν∗) est la fréquence de collision ion/neutre (resp. métastable/neutre).
3.2 Adimensionnement du modèle
Dans cette partie, nous allons adimensionner les équations de Maxwell ainsi
que les équations de transport des particules chargées (équations de conserva-
tion de la masse et de l’impulsion). Nous allons donc nous donner un jeu de
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grandeur caractéristiques lié à notre problème. Les différentes variables et in-
connues physiques du modèle (comme le champ électrique ou la densité) sont
ensuite écrites en fonction de la grandeur caractéristique correspondante. On
obtient ainsi un nouveau jeu de variables et inconnues adimensionnées avec les-
quelles on récrit les équations de transport. L’étude des ordres de grandeurs des
différents termes alors en présence permettent de simplifier les équations. Elle
ne tient pas compte de couches limites éventuelles.
3.2.1 Valeurs d’adimensionnement
Dans le cas de la modélisation de la décharge continue dans le domaine Ω,
on se donne les valeurs d’adimensionnement suivantes :
– longueur de référence : on choisit la largeur du dispositif d ≈ 5 · 10−2 m.
– vitesse de référence u˜ : celle des neutres u˜ ≈ 150 m/s.
– temps de référence t˜ : il découle du choix des longueur et vitesse de réfé-
rence ; ainsi, on a t˜ = d/u˜ ≈ 10−4 s.
– densité de référence n˜ : celle de la densité objectif électronique n˜ = ne =
1018m−3.
– potentiel de référence V˜ : on choisit le potentiel appliqué V0 ≈ 3 · 104 V.
– champ électrique de référence E˜ : son choix découle de celui de la longueur
et du potentiel de référence ; on a E˜ = V˜ /L ≈ 6 · 105 V/m.
– champ magnétique de référence B˜ : il est lié au choix des champ et vitesse
de référence ; on pose B˜ =
E˜
u˜
, on a B˜ ≈ 4 · 103.
– courant de densité de charge de référence J˜ = qn˜u˜,
– densité de charge de référence ρ˜ = qn˜,
– constante de réaction de référence : constante de réaction de l’ionisation
correspondant au champ électrique de référence ; on a k˜ = 5 ·10−16 m3 s−1,
– constante de collision de référence : K˜ = k˜n˜2 ; on a K˜ ≈ 5 · 10−26 m−3 s−1.
Muni de ce jeu de grandeurs, on introduit les inconnues adimensionnées suivantes
(les quantités adimensionnées sont écrites majuscule)
ue = Ue u˜ , u
k
+ = U
i
+ u˜ , u
k
− = U
i
− u˜ , k = 1,2 , u∗ = U∗ u˜ , un = Un u˜ ,
ne = Ne n˜ , n
k
+ = N
k
+ n˜ , n
k
− = N
k
− n˜ , k = 1,2 , n∗ = N∗ n˜ ,
T = t t˜ , ~E = ~ǫ E˜ , ~B = ~B B˜ , K = KK˜ , j = J J˜
ρ = P ρ˜ , x = X d , y = Y d ,
où j est le courant de densité de charge,ρ la densité de charge, ~E et ~B sont respec-
tivement le champ électrique et magnétique, et K désigne de manière générique
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les constantes de collisions intervenant dans les équations de conservation de
la masse (5.3)-(5.5). D’après leur définition, j et ρ s’expriment de la manière
suivante
j = q
(
2∑
i=1
(nk+u
k
+ − nk−uk−)− neue
)
, ρ =
(
2∑
i=1
(nk+ − nk−)− ne
)
.
3.2.2 Adimensionnement des équations de Maxwell
Les équations de Maxwell s’écrivent
∇× ~E + ∂
~B
∂t
= 0 , (5.15)
ε0µ0
∂ ~E
∂t
−∇× ~B = −µ0 j , (5.16)
ε0∇ · ~E = ρ , (5.17)
∇ · ~B = 0 , (5.18)
où ~E et ~B désignent respectivement le champ électrique et magnétique total
dans lequel évoluent les particules chargées, j le courant de densité de charge, ρ
la densité de charge, ε0 =
1
36π · 109 F/m et µ0 = 4π · 10
−7 H/m étant respecti-
vement la permitivité et la perméabilité du vide.
L’adimensionnement des équations de Maxwell fait apparaître les paramètres
suivants :
– le rapport entre la vitesse d’adimensionnement et celle de la lumière dans
le vide γ =
u˜
c
,
– le paramètre λ2 =
ε0V˜
qn˜d2
.
Les équations de Maxwell admimensionnées s’écrivent donc
∇× ~ǫ+ ∂
~B
∂t
= 0 , (5.19)
γ2
∂~ǫ
∂t
−∇× ~B = −γ
2
λ2
J , (5.20)
λ2∇ · ~ǫ = P , (5.21)
∇ · ~B = 0 . (5.22)
Les termes intervenant dans les équations de Maxwell adimensionnées (5.19)-
(5.22) ont pour ordre de grandeur
γ2 ≈ 5 · 10−7 , λ2 ≈ 6 · 10−4 , γ
2
λ2
≈ 7 · 10−4 .
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Ainsi, si l’on identifie les termes d’ordre 1 dans (5.20), on a
∇× ~B = 0 .
Le champ magnétique induit par le mouvement des particules chargées est né-
gligeable. Le champ magnétique total se réduit donc au champ magnétique
extérieur. Dans notre cas, aucun champ magnétique extérieur n’est appliqué. Le
champ magnétique terrestre étant négligeable, les équations de Maxwell (5.15)-
(5.18) s’écrivent donc
∇× ~E = 0 , (5.23)
ε0µ0
∂ ~E
∂t
= −µ0j , (5.24)
ε0∇ · ~E = ρ . (5.25)
(5.26)
Le champ électrique étant de rotationnel nul d’après (5.23), il dérive d’un po-
tentiel V qui vérifie l’équation de Poisson
−∆V = ρ
ε0
.
Ainsi, la force de Lorentz intervenant dans les bilans d’impulsions (5.11), (5.12)
et (5.13)est réduite à la force excercée par le champ électrique sur les particules
chargées.
Nous pouvons remarquer que le terme intervenant dans l’équation adimen-
sionnée (5.21) est de l’ordre de 6 · 10−4. Ainsi, nous aurions pu faire le choix de
réduire cette équation à une contrainte de quasineutralité i.e. n1+ + n
2
+ − n1− −
n2−−ne = 0. Dans ce cas là, l’équation de Maxwell-Gauss (5.17) ne permet plus
de calculer le potentiel V dont dérive le champ électrique ~E. Ce potentiel serait
alors calculé via l’équation de continuité
∇x · J = 0 , (5.27)
où J est le flux de courant total qui est tel que
J = qnun + β ~E −De∇xne , (5.28)
avec β = q (n+µ+ − n−µ− − neµe) dans Ω et n =
(
2∑
k=1
nk+ − nk−
)
− ne, De
le coefficient de diffusion des électrons. Le flux de courant J est en particulier
3 Equations régissant le modèle de la décharge continue 129
fonction des densités des espèces composant le plasma et du potentiel V . Nous
devrions alors résoudre une équation elliptique à coefficient variable.
Cependant, il est numériquement plus aisé de résoudre l’équation de Poisson
que l’équation de continuité (5.27). La résolution d’une équation elliptique à
coefficient variable nécessite l’assemblage de la matrice de rigidité à chaque pas
de temps alors que lors de la résolution de l’équation de Poisson, l’assemblage
est effectué en début de simulation.
En outre, nous n’avons fait aucune hypothèse de quasineutralité. En effet,
lorsqu’un déséquilibre de charge se crée, les électrons, très mobiles, tendent à
rétablir l’équilibre local de densité de charge. Cependant, la cinétique chimique
de l’air, du fait de l’attachement qui est une des réactions dominantes, entraîne
la formation de régions où les électrons ne sont plus en nombre suffisant pour
rétablir l’équilibre de charge et écranter le champ électrique local. Ceci a pour
conséquence l’apparition de zones non quasineutres. Il est donc raisonnable de
supposer la non quasineutralité dans le domaine d’étude.
3.2.3 Adimensionnement et simplification des équation de bilan d’im-
pulsion
L’adimensionnement des équations de bilan d’impulsion fait apparaître les
paramètres (sans dimension) suivants
– le paramètre ε =
√
me
mn
dont le carré est égal au rapport de la masse
électronique avec celles des espèces lourdes,
– le rapport entre la vitesse thermique électronique et la vitesse du vent
ηe =
1
u˜
√
kBTe
me
,
– le rapport entre la vitesse thermique ionique et la vitesse du vent ηion =
1
u˜
√
kBTn
mn
, les ions et les neutres ayant la même température Tn et ap-
proximativement la même masse,
– le paramètre ω =
qV˜
mnu˜2
,
– les quantités, sans dimension, νe =
me
mn
νet˜, νion = νiont˜ et ν∗ = ν∗t˜ ;
le nombre ε−2νe (resp. νion, ν∗) permet de quantifier l’importance des
collisions entre les électrons (resp. les ions, les métastables) et les neutres,
il représente le nombre de collisions que les électrons (resp. les ions, les
métastables) ont avec les neutres pendant un temps caracéristique t˜.
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En variables adimensionnées, les équations de bilan d’impulsion électronique,ionique
et métastable s’écrivent donc
ε2Ne (∂TUe + (Ue · ∇)Ue)=−ω~ǫ− η2eε2∇XNe + νeNe (Un −Ue) , (5.29)
Nk+
(
∂TU
k
+ + (U
k
+ · ∇)Uk+
)
= ω~ǫ− η2ion∇XNk+ + νionNk+
(
Un −Uk+
)
, (5.30)
Nk−
(
∂TU
k
− + (U
k
− · ∇)Uk−
)
=−ω~ǫ− η2ion∇XNk− + νionNk−
(
Un −Uk−
)
, (5.31)
N∗ (∂TU∗ + (U∗ · ∇)U∗) = ν∗N∗ (Un −U∗) , (5.32)
pour k = 1,2. Pour évaluer les ordres de grandeurs des différents termes ap-
paraissant dans les équations (5.29)-(5.31), on suppose en première approxi-
mation que les fréquences de collision électron/neutre νe, ion/neutre νion et
métastable/neutre ν∗ sont constantes. Pour évaluer la fréquence de collision
électron/neutre νe, on considère que les neutres sont immobiles par rapport aux
électrons. Comme me << mn, on peut évaluer νe comme étant égal à nnσvth,e
où σ désigne la section efficace de collision électron/neutre [39] (σ ≈ 10−20m2)
et vth,e la vitesse thermique des électrons (vth,e ≈ 5 · 105 m/s).
Les quatre termes apparaissant dans l’équation (5.29) ont donc pour ordre
de grandeur
ε2 ≈ 10−4 , ω ≈ 2 · 107 , η2eε2 ≈ 9 · 102 , νe ≈ 103 .
Ainsi, on constate que l’on peut négliger le terme en ε2 correspondant à l’iner-
tie des électrons. En revenant aux variables dimensionnées, on obtient ainsi
l’expression de la vitesse moyenne électronique ue comme fonction de la force
électrique, du gradient de la densité électronique et de la vitesse moyenne du
gaz un.
De même, la fréquence de collision ion-neutre (resp. métastable/neutre) étant
environ mille fois plus petite que celle des collisions électron/neutre, on peut
évaluer les ordres de grandeur des trois termes intervenant dans les équations
de bilan d’impulsion ionique (5.30), (5.31) et du terme intervenant dans (5.32)
ω ≈ 2 · 107 , η2ion ≈ 102 , νion ≈ 104 , ν∗ ≈ 104 .
On constaste que dans les équations (5.30) et (5.31), on peut négliger les termes
d’ordre 1 et d’ordre 102 qui correspondent à l’inertie des ions et aux forces de
pression. En variables dimensionnées, la vitesse moyenne des ions positifs ou
négatifs s’expriment donc comme fonction de la force électrique et de la vitesse
moyenne du gaz un.
Enfin, le terme d’ordre 1 étant négligeable dans (5.32), le bilan d’impulsion
des métastables se réduit à
U∗ = Un . (5.33)
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3.2.4 Adimensionnement et simplification des équations de conser-
vation de densité
L’adimensionnement des équations de conservation de la densité font appa-
raître la quantité sans dimension suivante
ξ = t˜ k˜ n˜. (5.34)
En variables adimensionnées, les équations de conversation des densités s’écrivent
∂TNe +∇X · (NeUe) = ξKe , (5.35)
∂TN
k
+ +∇X · (Nk+Uk+) = ξKk+ , k = 1,2, (5.36)
∂TN
k
− +∇X · (Nk−Uk−) = ξKk− , k = 1,2, (5.37)
∂TN∗ +∇X · (N∗U∗) = ξK∗ , (5.38)
Le paramètre sans dimension ξ étant de l’ordre de 5 · 10−2, deux choix s’offrent
à nous.
Nous pouvons tout d’abord choisir de négliger les termes d’ordre 10−2 dans
les équations (5.3)-(5.6). Dans ce cas-là, le système étant à l’équilibre à l’état
initial, ce choix implique que le système est quasineutre au cours du temps. Ainsi,
le système à résoudre se compose des équations de transports (5.35)-(5.38) sans
terme source couplées à l’équation de continuité (5.27).
Cependant, à cause des spécificités de la cinétique chimique de l’air, nous
n’avons pas supposé la quasineutralité. C’est pourquoi, dans notre modèle, nous
prendrons en compte les taux de réactions K pour les équations de conservation
de la masse pour chacune des espèces.
3.3 Equation de Poisson pour le potentiel
Les particules chargées évoluant dans l’espaces inter-électrodes sont d’une
part soumises à un champ électrique ~E et d’autre part à un champ magnétique
~B. Dans la section 3.2, on montre que le champ magnétique est négligeable. On
constate ainsi que le champ ~E, de rotationnel nul (Maxwell-Faraday), dérive
d’un potentiel V . Le potentiel V vérifie l’équation de Poisson
−∆V = ρ
ε0
, (5.39)
où ε0 est la permittivité de l’air (à peu près égale à celle du vide)et ρ = q(n+−
n− − ne) est la densité de charge. On note
n+ = n
1
+ + n
2
+ , (5.40)
n− = n
1
− + n
2
− . (5.41)
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3.4 Bilan des équations décrivant le plasma
Le système de Dérive-Diffusion à résoudre s’écrit donc :
Le fluide électronique, décrit par sa densité ne et sa vitesse moyenne ue vérifie
∂tne +∇x · (ne ue) = Ke , (5.42)
neue = neun + µene∇xV −De∇xne , (5.43)
où un est la vitesse du vent.
Les ions positifs O+2 et N
+
2 , respectivement décrits par leur densité n
1
+ et n
2
+
et leur vitesse u1+ et u
2
+ sont solutions de
∂tn
k
+ +∇x · (nk+ uk+) = Kk+ , k = 1,2, (5.44)
nk+u
k
+ = n
k
+un − µk+n+∇xV , k = 1,2 . (5.45)
Les ions négatifs O− et O−2 de densités et vitesses respectives n
1
−, n
2
− et u
1
− et
u2−, satisfont
∂tn
k
− +∇x · (nk− uk−) = Kk− , k = 1,2, (5.46)
nk−u
k
− = n
k
−un + µ
i
−n
k
−∇xV , k = 1,2 . (5.47)
Les métastables décrits par leur densité n∗ et leur vitesse u∗ sont solutions de
∂tn∗ +∇x · (n∗ u∗) = K∗ , (5.48)
u∗ = un . (5.49)
Les termes sources issus de la cinétique chimique de l’air Ke, K
k
+, K
k
− et K∗ sont
explicités au paragraphe A.
Ces équations sont couplées à l’équation de Poisson suivante via le champ
électrique ~E qui dérive du potentiel V
−∆V = ρ
ε0
, (5.50)
où ρ = n1+ + n
2
+ − n1− − n2− − ne.
3.5 Conditions aux limites pour les espèces chargées
Les équations de transport étant formulées, il nous reste à écrire les condi-
tions aux limites vérifiées par chacune des espèces chargées sur la frontière du
domaine Ω i.e. sur Γ0, Γ1, Γ
+
2 et Γ
−
2 .
L’évolution du nuage d’électrons est régie par une équation de transport du
second ordre en espace. Pour que le problème soit bien posé, il nous faut donc
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imposer des conditions limites sur la densité électronique surau niveau de la
frontière du domaine d’étude Ω.
En revanche, les équations de transports des ions et des métastables sont
du premier ordre en espace : on ne peut imposer de conditions aux limites sur
la densité que sur les parties de la frontière où le champ de vecteur vitesse est
rentrant dans le domaine. Dans le cas contraire, lorsque le champ de vitesse est
sortant, la valeur des densités est déterminée par celle à l’intérieur du domaine
Ω.
Ainsi, en amont de l’écoulement, c’est à dire sur Γ0, il est raisonnable de
supposer qu’aucune des espèces chargées ou excitées n’est présente. On impose
donc que
(ne)/Γ0 = 0 ,
(
nk+
)
/Γ0
= 0 si uk+ · n < 0 , (5.51)(
nk−
)
/Γ0
= 0 si uk− · n < 0 , (n∗)/Γ0 = 0 si u∗ · n < 0 , (5.52)
pour k = 1,2 et où n est la normale unitaire extérieure à Ω.
De plus, les ions positifs étant attirés vers la cathode et les espèces chargées
négativement vers l’anode, on peut supposer qu’il n’y a ni particule chargée
négativement à la cathode ni d’ion positif à l’anode. Ceci se traduit par
(ne)/Γ−2
= 0 , (5.53)(
nk−
)
/Γ−2
= 0 si uk− · n < 0 ,
(
nk+
)
/Γ+2
= 0 si uk+ · n < 0 , (5.54)
pour k = 1,2 et où n est la normale unitaire extérieure à Ω.
Nous supposerons également qu’au niveau de la cathode (resp. anode), la
variation de densité des ions positifs (resp. négatifs) est nulle dans la direction de
la normale extérieure. Ainsi, nous écrivons les conditions de Neumann suivantes(
∂ne
∂n
)
/Γ+2
= 0 , (5.55)(
∂nk−
∂n
)
/Γ+2
= 0 si uk− · n < 0 ,
(
∂nk+
∂n
)
/Γ−2
= 0 si uk+ · n < 0 , (5.56)
pour k = 1,2 et où n est la normale unitaire extérieure à Ω.
Concernant les métastables, il est raisonnable de supposer qu’aucune des
espèces excitées n’est présente dans le conducteur, ainsi
(n∗)/Γ+2
= (n∗)/Γ−2
= 0 si u∗ · n < 0 . (5.57)
Par ailleurs, les collisions des ions positifs avec la surface cathodique ont pour
conséquence une émission secondaire électronique. Ce processus est caractérisé
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par le coefficient d’émission secondaire électronique (yield) qui est le nombre
d’électrons émis par ion positif incident. Ainsi, le flux électronique (neue)bi émis
à la cathode vaut
(neue)bi = −γ
2∑
k=1
(
nk+u
k
+
)
Γ−2
(5.58)
Enfin, il nous reste à écrire la condition sur la frontière avale Γ1, frontière se
situant à la sortie de l’écoulement. Nous allons supposer que les espèces sont
librement entraînées le long des lignes de courant l’écoulement porteur. On ob-
tient alors
(∇xne · un)/Γ1 = 0 , (5.59)(∇xnk− · un)/Γ1 = 0 si uk− · n < 0 , (5.60)(∇xnk+ · un)/Γ1 = 0 si uk+ · n < 0 , (5.61)
(∇xn∗ · un)/Γ1 = 0 si u∗ · n < 0 , (5.62)
pour k = 1,2 et où n est la normale unitaire extérieure à Ω.
Cependant, dans le cas d’un écoulement porteur de vitesse uniforme et paral-
lèle à l’axe des x, cette condition dégénère. Ainsi, dans le cas où Γ1 est parallèle
à l’écoulement, nous supposerons qu’aucune des espèces n’est présente, soit
(ne)/Γ1 = 0 ,
(
nk−
)
/Γ1
= 0 si uk− · n < 0 , (5.63)(
nk+
)
/Γ1
= 0 si uk+ · n < 0 , (n∗)/Γ1 = 0 si u∗ · n < 0 , (5.64)
pour k = 1,2 et où n est la normale unitaire extérieure à Ω.
3.6 Conditions limites pour le potentiel et prise en compte
du circuit extérieur
Sur la frontière Γ0 on peut supposer que le plasma ne s’est pas créé et donc,
qu’il n’y a pas de charge d’espace. Une condition raisonnable est d’écrire que(
∂V
∂n
)
/Γ0
= 0 . (5.65)
De plus, nous supposons que la frontière Γ1 se situe assez loin de la zone de
décharge de sorte que le potentiel V vérifie(
∂V
∂n
)
/Γ1
= 0 . (5.66)
3 Equations régissant le modèle de la décharge continue 135
Si l’on note VK la valeur du potentiel à la cathode et l’anode étant mise à la
masse, le potentiel V vérifie
V = VK sur Γ
−
2 , (5.67)
V = 0 sur Γ+2 , (5.68)
La valeur du potentiel VK va être évaluer en tenant compte du circuit extérieur
qui nous permettra de relier le potentiel VK au courant total de décharge..
Lorsque la décharge se crée, l’espace inter-électrodes devient conducteur.
Les espèces chargées circulent dans le circuit extérieur, assimilé à un générateur
parfait et d’une résistance Rmontée en série. Le plasma induit un courant I dans
le circuit extérieur, I représentant le courant total de décharge. Pour obtenir
la valeur VK du potentiel à la cathode, nous avons besoin de l’expression de ce
courant total de décharge I. Pour exprimer ce courant I en fonction du potentiel
electrostatique, nous allons utiliser la même démarche que [60].
Tout d’abord, spécifions quelques notations.
Nous allons réécrire l’équation de Poisson (5.39) sous une autre forme. En
effet, d’après le principe de superposition, le champ électrique s’exprime comme
la somme d’un champ électrostatique “extérieur” ~Eext résultant de la différence
de potentiel inter-électrodes et d’un champ “local” ~E ′ résultant de la charge
d’espace, ~E = ~Eext + ~E
′. Les champs ~Eext et ~E
′ dérivent respectivement d’un
potentiel Vext et V
′ satisfaisant les équations de Poisson suivantes.
Le potentiel extérieur est solution de (5.69)
−∆Vext = 0 , (5.69)
Vext = VK sur Γ
−
2 , (5.70)
Vext = 0 sur Γ
+
2 . (5.71)
De plus, le potentiel extérieur Vext vérifie
∂nVext = 0 sur Γ0 , (5.72)
∂nVext = 0 sur Γ1 . (5.73)
On peut remarquer que Vext est linéaire par rapport à VK . On peut donc écrire
Vext comme étant égal à VK f(x,y), où f , quantité sans dimension, est solution
de
−∆f = 0 , (5.74)
f(x,1) = 1 x ∈ [0,L], (5.75)
f(x,0) = 0 x ∈ [0,L] . (5.76)
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Les conditions (5.72) et (5.73) deviennent pour f
∂xf(0,y) = 0 y ∈ [0,d] , (5.77)
∂xf(L,y) = 0 y ∈ [0,d] . (5.78)
D’après le principe de superposition, comme V est solution de (5.39) et Vext de
(5.69), le potentiel résultant de la charge d’espace V ′ vérifie (5.79)
−∆V ′ = ρ
ε0
, (5.79)
V ′ = 0 sur Γ−2 ∪ Γ+2 . (5.80)
D’après les condition (5.66) et (5.65) sur le potentiel électrostatique V , on a
∂nV
′ = ∂nV = 0 sur Γ0 ∪ Γ1 . (5.81)
On a ainsi la proposition suivante
Proposition 3.1 On note J le flux de courant total qui est tel que
J = qnun + β ~E −De∇xne , (5.82)
avec β = q (n+µ+ − n−µ− − neµe) dans Ω et n =
(
2∑
k=1
nk+ − nk−
)
− ne.
La valeur du potentiel à la cathode Vk est alors solution de
ε0csRV
′
k(t) + VK = V0 +R
∫
Ω
J · ∇f dv , (5.83)
où cs =
∫ L
0
∂yf(x,1) dx .
A partir des équation de conservation de la charge (5.39) et des masses (5.42),
(5.44), (5.46), on obtient dans la zone de décharge Ω
∂t(qn) +∇x · J = 0 , (5.84)
∇x · ~E = qn
ε0
. (5.85)
En remplaçant n dans l’équation (5.84) par son expression donnée par la
relation (5.85) , on obtient
∇x ·
(
ε0∂t ~E + J
)
= 0 dans Ω. (5.86)
Le courant ε0∂t ~E est le courant de déplacement.
3 Equations régissant le modèle de la décharge continue 137
Ainsi, le courant total de décharge I peut-être défini de la manière suivante
I =
1
VK
∫
Γ0∪Γ
−
2 ∪Γ1
Vext
(
ε0∂t ~E + J
)
· ~n ds . (5.87)
Or, comme ~E · ~n = 0 sur Γ0 et qu’aucune charge n’est présente en amont de
l’écoulement i.e. au niveau de Γ0, on a
I =
1
VK
∫
Γ−2 ∪Γ1
Vext
(
ε0∂t ~E + J
)
· ~n ds . (5.88)
Par ailleurs, on suppose que le courant de fuite i.e. le flux de particules s’échap-
pant par Γ1 est collecté au niveau de Γ1 et envoyé à la masse. Ainsi, le courant
de décharge I représente bien le courant total circulant dans le circuit extérieur.
Il n’existe pas de courant de perte. Le circuit est bien fermé.
Après multiplication de l’équation (5.86) par une fonction test Φ et intégra-
tion sur le domaine Ω, on obtient la relation∫
Ω
∇x ·
(
ε0∂t ~E + J
)
Φ = −
∫
Ω
(
ε0∂t ~E + J
)
· ∇Φ dv
+
∫
∂Ω
Φ
(
ε0∂t ~E + J
)
· ~n ds , (5.89)
= 0 .
Si on choisit comme fonction test le potentiel extérieur Vext = VK f , (5.89)
devient ∫
∂Ω
Vext
(
ε0∂t ~E + J
)
· ~n ds =
∫
Ω
(
ε0∂t ~E + J
)
· ∇Vext dv (5.90)
De plus, l’anode étant reliée à la masse, le potentiel Vext est nul sur Γ
+
2 . Comme
~E · ~n = 0 sur Γ0 et que les densités des espèces chargées sont nulles sur Γ0, on
peut écrire que∫
∂Ω
Vext
(
ε0∂t ~E + J
)
· ~n ds = VK
∫
∂Ω
f
(
ε0∂t ~E + J
)
· ~n ds , (5.91)
= VKI (5.92)
Ainsi, pour calculer le courant total de décharge I, il suffit d’évaluer∫
Ω
(
ε0∂t ~E + J
)
· ∇Vext dv.
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Nous pouvons remarquer que si∫
Ω
ε0∂t ~E · ∇Vext dv = 0 , (5.93)
alors
I =
1
Vext
∫
Ω
J · ∇Vext dv , (5.94)
ce qui est vrai lorsque Vext est indépendant du temps. On retrouve d’ailleurs
formellement l’expression proposé par [60] (l’expression du flux de courant J est
différent car nous prenons en compte la vitesse du vent d’écoulement un). Dans
le cas qui nous intéresse, Vext = Vext(t), c’est à dire le potentiel à la cathode VK
est fonction du temps.
Evaluons donc
∫
Ω
ε0∂t ~E · ∇Vext dv. En utilisant la décomposition ~E = ∇Vext+
∇V ′ et la formule de Green, nous obtenons∫
Ω
ε0∂t ~E · ∇Vext dv = −ε0
∫
Ω
∂t∇Vext · ∇Vext dv − ε0
∫
Ω
∂t∇V ′ · ∇Vext dv ,(5.95)
= ε0
∫
Ω
∆Vext Vext dv + ε0
∫
Ω
∆Vext∂tV
′ dv
−ε0
∫
∂Ω
∂tVext ∂nVext ds− ε0
∫
∂Ω
∂tV
′ ∂nVext ds ,(5.96)
= −ε0
∫
∂Ω
∂tVext ∂nVext ds− ε0
∫
∂Ω
∂tV
′ ∂nVext ds ,(5.97)
car Vext est solution de (5.69) sur Ω. De plus, on a∫
∂Ω
∂tV
′ ∂nVext ds = 0 , (5.98)
car V ′ = 0 sur Γ+2 ∪ Γ−2 et ∂nVext = 0 sur Γ1 ∪ Γ0. Ainsi, on obtient∫
Ω
ε0∂t ~E · ∇Vext dv = −ε0
∫
∂Ω
∂tVext ∂nVext ds (5.99)
= −ε0
∫
Γ−2
∂tVext∂nVextds , (5.100)
= −ε0∂tVK(t)
∫
Γ−2
∂nVextds , (5.101)
car ∂nVext = 0 sur Γ1 ∪ Γ0 et l’anode est reliée à la masse, soit Vext = 0 sur Γ+2 .
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Par ailleurs, comme le potentiel extérieur est linéaire par rapport à VK , on a∫
Ω
ε0∂t ~E · ∇Vext dv = −ε0VK∂tVK
∫ L
0
∂yf(x,1) dx , (5.102)
et ∫
Ω
J · ∇Vext dv = VK
∫
Ω
J · ∇f dv . (5.103)
Ainsi, le courant total I s’exprime de la manière suivante
I =
∫
Ω
J · ∇f dv − ε0∂tVK
∫ L
0
∂yf(x,1) dx ,. (5.104)
Posons
cs =
∫ L
0
∂yf(x,1) dx . (5.105)
Si l’on écrit la loi de fonctionnement du générateur, on a
VK = V0 +RI . (5.106)
Ainsi, en remplaçant I par son expression trouvée précédemment (5.104), on
obtient une équation différentielle ordinaire satistaite par la valeur du potentiel
à la cathode VK
ε0csRV
′
k(t) + VK = V0 +R
∫
Ω
J · ∇f dv . (5.107)
On peut remarquer que ε0csR est homogène à un temps.
4 Résolution numérique du modèle
Cette partie est consacrée à la résolution numérique du modèle de décharge
continue dans une entrée d’air. Elle se compose de deux sous-sections. Dans un
premier temps, nous décrivons le schéma numérique utilisé opur la résolution
du modèle de Dérive-Diffusion. Les résultats numériques obtenus sont présentés
et discutés dans un second temps.
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4.1 Schéma numérique
4.1.1 Choix du maillage
Aux vues de la géométrie "simple" du domaine d’étude Ω, le domaine de
résolution est composé d’une grille de maillage structurée. Les pas d’espace
suivant x et y sont réguliers exceptés autour de la pointe où le maillage a été
raffiné du fait du caractère fortement inhomogène du champ en cet endroit. On
note lx et ly le nombre de maille respectivement suivant x et y (Figure 5.13). Le
centre de la cellule Ci,j occupant la position (i,j) sur la grille de maillage a pour
coordonnées (xi,yj). On note xi− 1
2
(resp. yj− 1
2
) le milieu du segment [xi−1,xi]
(resp. [yj−1,yj]). Pour (i,j) ∈ [1,lx]× [1,ly], on note (Figure 5.13)
∆x1i,j =
xi−1 + xi
2
, ∆x2i,j =
xi + xi+1
2
, ∆xi,j = ∆x
1
i,j +∆x
2
i,j ,
∆y1i,j =
yj−1 + yj
2
, ∆y2i,j =
yj + yj+1
2
, ∆yi,j = ∆y
1
i,j +∆y
2
i,j .
C
C i+1,jC
)i,jy,i,jx(
i,j∆
y1
∆
i,jC
i,j-1C
i-1,j
i,j+1
2
i,jx∆1i,jx∆
i,jx
2
i,j
i,jy
∆
∆
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y
x
.
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.
...
Fig. 5.13 – grille de maillage.
4.1.2 Description du schéma numérique
On récrit le problème continu (5.42)-(5.49) de la manière suivante :
∂tN + ∂xF (N,U) + ∂yG(N,U)−D∆N = K , (5.108)
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où
N = (ne,n
k
+,n
k
−,n∗) , k = 1,2 ,
U = (ue,u
k
+,u
k
−,u∗) , k = 1,2 ,
K = (Ke,Kk+,Kk−,K∗) , k = 1,2 ,
D = (De,Dk+,Dk−,D∗) , k = 1,2 , avec Dk+ = Dk− = D∗ = 0 .
Les vitesses U sont telles que
U = un + µ∇xV , (5.109)
où µ est la mobilité de l’espèce considérée (on prendra µ = 0 pour les méta-
stables).
Il s’agit donc des équations de Dérive-Diffusion écrites pour chacune des
espèces du modèle récrites en faisant apparaître un terme de dérive des particules
sous l’effet du champ électrique et du vent et d’un terme de diffusion. La partie
diffusive n’est prise en compte que pour les électrons. Ces équations sont couplées
à l’équation de Poisson suivante
−∆V = 1
ε0
(
2∑
k=1
(
nk+ − nk−
)− ne
)
, (5.110)
V = VK sur Γ
−
2 , (5.111)
V = 0 sur Γ+2 , (5.112)(
∂V
∂n
)
/Γ0
= 0 sur Γ0 ∪ Γ1 , (5.113)
où le potentiel VK satisfait l’équation différentielle ordinaire suivante
ε0csRV
′
k(t) + VK = V0 +R
∫
Ω
~J · ∇f dv . (5.114)
Les définitions de f et cs sont données paragraphe 3.6.
Les équations de transport sont discrétisées en espace à l’aide d’un schéma
numérique de type volumes finis d’ordre 2. La stabilité du schéma en espace
pour le terme de dérive de (5.108) est assurée par l’utilisation d’un limiteur de
pente de type minmod (décrit au paragraphe suivant). Sauf dans des régions de
fort gradient où l’ordre dégénère à l’ordre 1, l’introduction de ce limiteur permet
de conserver la précision du schéma (voir [64]).
La résolution de l’équation de Poisson, et donc le calcul du champ électrique,
est également effectuée en utilisant un schéma du type volume fini d’ordre 2.
La matrice de rigidité est calculée en début de calcul et la décomposition de
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Gauss est effectuée une bonne fois pour toute. A chaque pas de temps, le calcul
effectué pour la résolution du potentiel correspond à une descente/remontée et
ce, afin de diminuer le coût de calcul.
Le calcul des termes de la cinétique K est explicite.
Enfin, un schéma de type Runge-Kutta 2 est utilisé pour la discrétisation
temporelle des équations de transport (5.108). On a ainsi un schéma d’ordre 2
en temps et en espace.
On note ∆t le pas de temps. Le pas de temps est ajusté grâce à la condition
de stabilité pour le transport des électrons (condition CFL), les électrons étant
l’espèce la plus mobile. Bien que cette condition est nécessaire (notamment pour
la phase de transport des différentes espèces), elle n’assure pas la stabilité de
la cinétique. Pour palier ce problème, un schéma implicite devra être mis en
oeuvre ultérieurement.
En outre, afin de pouvoir traiter les zones quasi-neutres tout en supposant
la non quasineutralité dans notre modèle, le pas de temps ∆t doit être choisi
inférieur à 1,5 · 10−11 s. En effet, la non quasi neutralité peut-être vue comme
une perturbation de l’état quasi neutre. Si le schéma utilisé est numériquement
stable, la solution perturbée relaxe rapidement vers la position d’équilibre i.e.
l’état quasi neutre. Dans l’appendice C, une analyse de stabilité est réalisée
sur un modèle 1D de dérive diffusion discrétisé par un schéma aux différences
finies classique. Ainsi, on peut constater qu’une condition pour que le schéma
soit linéairement stable est ∆t < ∆tmax =
1
2
νe/w
2
p, avec wp la pulsation plasma
électronique. Cette condition de stabilité sur le système linéaire bien que non
suffisante pour le système complet, nous permet de fixer un cadre d’étude pour
la stabilité. En effet, la dérivation du modèle complet est rendue difficile par
le couplage des équations à travers le champ électrique. On ne maîtrise pas
a priori les instabilités du système complet, mais celles du système linéaire.
Ainsi, en se donnant a priori une condition de stabilité, on approche des modes
numériquement stables, et ce grâce à l’étude du système linéarisé. Il est peu
probable que si le schéma est linéairement stable, la solution non linéaire explose
en temps. Par ailleurs, nous pouvons noter que ∆tmax évolue comme l’inverse
de la densité électronique. Ainsi, plus le plasma sera dense, plus la condition sur
le pas de temps sera restrictive. Cette condition est typique de la propagation
d’un streamer.
Par ailleurs, les schémas numériques connus et utilisés jusqu’à présent sont
instables si la longueur de maille choisie est plus grande que la longueur de
Debye λD, et ce, à cause des oscillations plasmas électroniques. Cependant,
du fait du terme de friction νe(un − ue) présent en particulier dans le bilan
d’impulsion électronique, ces oscillations sont amorties (voir Appendice B). C’est
pourquoi, les pas en espace peuvent être choisis indépendamment de la valeur
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de λD. Ce choix entraîne l’apparition d’une gaine numérique dont la largeur
est plus grande que la longueur de Debye. En réalité, la largeur d’une gaine
"physique" est de l’ordre de λD. Il se peut donc que le nombre d’électrons
"produit" par la gaine soit artificiellement élevé par rapport à la réalité physique.
Cependant, il semble aux vues des expériences physiques menées par [15] que
ce sont les processus chimiques qui prédominent et permettent le maintien de
la production d’électron, et donc du plasma. Par ailleurs, nous ous intéressons
surtout à l’aspect qualitatif des phénomènes et non pas quantitatif.
Enfin, les conditions limites des équations de transport de type Dirichlet
et Neumann sont implémentées via l’utilisation de cellules fictives entourant le
domaine de calcul. Les conditions de Neumann vérifiées par le potentiel sont
assurées lors de l’assemblage de la matrice de rigidité (par défaut, les conditions
de Neumann sont nulles). On pose
tn = n∆t ,
Ni,j =
1
∆xi,j∆yi,j
∫∫
Ci,j
N(tn,x,y) dx dy ,
V ni,j =
1
∆xi,j∆yi,j
∫∫
Ci,j
V (tn,x,y) dx dy ,
Kni,j = K
(
(ne)
n
i,j ,
(
n1+
)n
i,j
,
(
n2+
)n
i,j
,
(
n1−
)n
i,j
,
(
n2−
)n
i,j
, (n∗)
n
i,j
)
,
Le schéma numérique utilisé est donc le suivant : pour n ≥ 0 et (i,j) ∈
[1,lx]× [1,ly],
N
n+ 1
2
i,j = N
n
i,j +
1
2∆t
(
Kni,j +
1
∆xi,j
(
F n
i,j− 1
2
− F n
i,j+ 1
2
)
+
1
∆yi,j
(
Gn
i− 1
2
,j
−Gn
i+ 1
2
,j
))
+
D
2∆t
(
Ni+1,j − 2Ni,j +Ni−1,j
∆x2i,j
+
Ni,j+1 − 2Ni,j +Ni,j−1
∆y2i,j
)
, (5.115)
Nn+1i,j = N
n
i,j +
1
∆t
(
Kn+
1
2
i,j +
1
∆xi,j
(
F
n+ 1
2
i,j− 1
2
− F n+
1
2
i,j+ 1
2
)
+
1
∆yi,j
(
G
n+ 1
2
i,j− 1
2
−Gn+
1
2
i,j+ 1
2
))
+
D
∆t
(
Ni+1,j − 2Ni,j +Ni−1,j
∆x2i,j
+
Ni,j+1 − 2Ni,j +Ni,j−1
∆y2i,j
)
, (5.116)
où les flux numériques F n
i,j+ 1
2
, F n
i,j− 1
2
et Gn
i+ 1
2
,j
, Gn
i− 1
2
,j
respectivement suivant x
et y sont explicités dans l’appendice Section D.
Ainsi, le passage du temps tn au temps tn+1 s’effectue en quatre étapes
– calcul du prédicteur : terme des termes sources de la cinétique Kni,j et des
flux numériques F n
i,j+ 1
2
, F n
i,j− 1
2
, Gn
i+ 1
2
,j
et Gn
i− 1
2
,j
pour (i,j) ∈ [1,lx]× [1,ly],
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– calcul de la condition limite à la cathode V
n+ 1
2
K , puis du potentiel V
n+ 1
2
au temps intermédiaire, et donc du champ électrique ~En+
1
2 ,
– calcul du correcteur Eq. (5.116),
– calcul de la condition limite à la cathode V n+1K , puis du potentiel V
n+1 au
temps tn+1, et donc du champ électrique ~En+1.
4.2 Simulations numériques
Cette partie est consacrée à la présentation de simulations numériques ba-
sées sur le modèle mathématique décrit au paragraphe 3.4. La discrétisation du
modèle est présentée au paragraphe précédent 4.1.
Cette partie s’articule autour de plusieurs sections. Nous présentons tout
d’abord un cas qui sert de cas de référence et dont les paramètres géométriques
sont issus de l’expérience Pointe Négative Plan de [15]. Différents cas obtenus
sont ensuite discutés et comparés au cas de référence.
Nous rappelons Figure 5.14 la signification des différents paramètres géomé-
triques liés au dispositif. La longueur de l’anode (et de la cathode) est notée L.
UN
(0,0) 1
(x y1, )
  
  
1 2
( )x2,y2
maillage raffiné
maillage raffiné en y
en x
Vk
Circuit extérieur
x
y
z
−
+
L
R
d
V0
l
h
L L
Fig. 5.14 – Paramètres liés au dispositif étudié.
La pointe est de hauteur h et de largeur l. Les deux électrodes sont séparées
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zone du domaine pas d’espace
R1 : x ≤ x1, y ∈ [ y1 ,y2 ] ∆x , ∆yraff
R2 : x ∈ [ x1 ,x2 ], y ≤ y1 ∆xraff , ∆y
R3 : x ≥ x2, y ∈ [ y1 ,y2 ] ∆x , ∆yraff
R4 : x ∈ [ x1 ,x2 ], y ≥ y2 ∆xraff , ∆y
R5 : x ∈ [ x1 ,x2 ], y ∈ [ y1 ,y2 ] ∆xraff , ∆yraff
Tab. 5.2 – Pas d’espace en x et en y.
L 1 cm x1 0,35 cm ∆x 5,5 · 10−2 cm
L1 0,25 cm x2 0,65 cm ∆x
raff 2,5 · 10−2 cm
L2 0,25 cm y1 0,25 cm ∆y 1,6 · 10−2 cm
d 0,86 cm y2 0,55 cm ∆y
raff 6,1 · 10−3 cm
h 0,4 cm V0 27784 V U 0 m/s
l 0,1 cm R 1,54 · 105 Ω ∆t 10−13 s à 10−11 s
Tab. 5.3 – Paramètres utilisés lors de la simulation numérique du cas de réfé-
rence.
d’une distance d. La largeur de la zone amont (resp. aval) est notée L1 (resp.
L2). Enfin, nous avons vu dans la description de la grille de maillage, que sauf
dans une région proche de la pointe, les pas en espace suivant x et y, ∆x et ∆y,
sont réguliers. Le maillage dans le domaine d’étude est donc défini a priori par
∆x et ∆y sauf dans les rectangles Ri, i = 1..5 (voir tableau 5.2) où le maillage
a été raffiné. On note ces pas d’espace ∆xraff et ∆yraff . Nous rappelons que la
vitesse de l’écoulement un est telle que un = U~x avec U ∈ R+.
4.2.1 Cas de référence
Les paramètres utilisés lors de cette simulation sont listés dans le tableau
5.3. Les paramètres liés à la géométrie du dispositif ont été choisis de manière
à être le plus proche de ceux de l’expérience physique des décharges Pointe
Négative Plan (PNP) réalisée par [15]. Une première simulation a été réalisée
avec une vitesse d’écoulement nulle. La vitesse du vent de neutre est dans un
second temps fixée à 60 m/s.
L’épaisseur de la pointe est de l’ordre du millimètre. Pour des raisons de coût
numérique, nous avons fixé la hauteur de la pointe à 0,4 cm alors que les pointes
utilisées lors de l’expérience physique sont de l’ordre de quelques centimètres.
La décharge PNP est réalisée dans la cellule à plasma de l’expérience CHYPRE.
La hauteur des parois latérales en altuglass de cette cellule sont, pour des rai-
sons techniques, fixée à 5,5 cm. Ainsi, pour faire varier la distance pointe/plan,
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[15] utilise des pointes dont la hauteur est plus ou moins importante. Cepen-
dant, comme on peut le constater dans [1], la stabilité d’une décharge couronne
négative pointe plan dans l’air à pression atmosphérique est liée à la distance sé-
parant l’extrémité de la pointe et la plaque anodique et non pas à la hauteur de
la pointe h. Ainsi, nous avons choisi h = 0,4 cm ce qui est suffisant pour recréer
l’effet de pointe i.e. un champ localement fortement inhomogène. La distance
séparant l’extrémité de la pointe et l’anode est de 0,46 cm ce qui correspond aux
configurations expérimentales de [15]. Pour des distances supérieures à 0,5 cm et
sans écoulement, [1] montre que la stabilité d’une décharge négative pointe-plan
ne peut être maintenue dans l’air à pression atmosphérique : un passage à l’arc
est constaté.
Enfin, nous avons choisi une pointe dont l’extrémité est carrée. Par rapport
à une pointe de forme arrondie ou triangulaire, ce choix entraîne l’apparition
de deux zones distinctes où le champ est fortement inhomogène. Cependant,
si l’on regarde l’évolution du potentiel au cours du temps pour une vitesse
d’écoulement nulle Tableau de figure 5.8, on retrouve le profil de potentiel d’une
décharge couronne négative pointe/plan.
Nous avons représenté Tableau de figure 5.4 l’évolution en temps pour une
vitesse d’écoulement nulle de la densité électronique, Tableau de figure 5.6 celle
des ions positifs O+2 , Tableau de figure 5.7 celle des ions négatifs O
−
2 et enfin,
Tableau de figure 5.5 celle des métastables.
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Isovaleurs de log10(ne) avec ne en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.01e−010 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2e−009 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 4.5e−009 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 7e−009 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 1e−008 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 1.25e−007 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 9.5e−006 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000119 s
2
4
6
8
10
12
14
16
18
Tab. 5.4 – Evolution de la densité électronique au cours du temps pour U = 0
m/s (Cas de référence).
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Nous avons observé la décharge sur des temps de l’ordre du dixième de la
milliseconde. Sans écoulement, nous constatons la formation et le maintien d’une
décharge homogène dense (ne ≈ 1010 - 1011 cm−3).
Tableau de figure 5.4, on observe la formation de l’avalanche primaire élec-
tronique. Les électrons proche de la pointe portée à un potentiel négatif vont
être soumis à un champ local de forte intensité. Ils sont alors chauffés par le
champ électrique et vont se diriger vers la plaque anodique. Durant leur trajet,
ils collisionnent avec les neutres de l’air qui sont ionisés ou excités entraînant
la formation de métastables et d’ions positifs. Les ions positifs ainsi formés,
vont être rappelés vers la pointe, créant autour de l’électrode négative une forte
charge d’espace positive, permettant ainsi une augmentation du champ élec-
trique local. Tableau de figure 5.8, nous pouvons observer l’augmentation du
champ local autour de la pointe, ainsi qu’un changement de signe du champ. La
propagation du streamer est observable Tableau de figure 5.8 à t = 1 · 10−8 s.
On observe bien la densité de charge négative en avant du streamer qui se dirige
en direction de l’anode.
Plus les électrons s’éloignent de la pointe, plus le champ électrique auquel
ils sont soumis s’affaiblit. Ainsi, dans la zone dite de dérive, les électrons sont
attachés aux molécules de dioxygène pour former des ions négatifs ( Tableau
de figure 5.7). La majorité des ions négatifs vont dériver vers l’anode, l’autre
partie est attirée par la forte charge positive qui entoure la pointe. Les méta-
stables présents en nombre suffisant dans la zone de décharge vont détacher les
électrons des ions négatifs et permettent ainsi le maintien d’une densité électro-
nique suffisante pour pouvoir assurer la formation d’électrons et d’ions positifs
par ionisation.
Ainsi, dans la zone de dérive, la formation des électrons est essentiellement
supportée par la réaction de détachement rendue possible par la présence des
métastables. La vitesse d’ensemble des électrons est la même que celle des ions
négatifs. Nous pouvons voir Tableau de figures 5.7 et 5.4 que les électrons et les
ions négatifs atteignent l’anode simultanément. A t ≈ 10−7 s, le plasma atteint
la cathode et forme un canal ionisé reliant les deux électrodes. La décharge ainsi
formée est stable au cours du temps et "homogène". Enfin, Tableau de figure
5.4, nous pouvons observer la formation de deux canaux distincts de plasma.
Ceci est dû à la forme rectangulaire de la pointe qui engendre deux singularités
du champ résultant. Nous sommes en présence de deux effets de pointes. Le
second canal n’est plus observé lorsque le plasma est soumis à un vent.
Dans un second temps, nous avons voulu savoir comment se comporte la
décharge lorsqu’elle est soumise à un vent. Les paramètres utilisés lors de cette
simulation sont les mêmes que dans le cas précédent i.e. ceux du tableau 5.3,
exceptée la vitesse du vent qui est fixée à 60 m/s.
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Isovaleurs de log10(n∗) avec n∗ en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.01e−010 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2e−009 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 4.5e−009 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 7e−009 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 1e−008 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 1.25e−007 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 9.5e−006 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000119 s
2
4
6
8
10
12
14
16
18
Tab. 5.5 – Evolution de la densité des métastables au cours du temps pour U = 0
m/s (Cas de référence).
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Isovaleurs de log10(n
+
1 ) avec n
+
1 en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.01e−010 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2e−009 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 4.5e−009 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 7e−009 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 1e−008 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 1.25e−007 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 9.5e−006 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000119 s
2
4
6
8
10
12
14
16
18
Tab. 5.6 – Evolution de la densité des ions positifs O+2 au cours du temps pour
U = 0 m/s (Cas de référence).
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Isovaleurs de log10(n
−
2 ) avec n
−
2 en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.01e−010 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2e−009 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 4.5e−009 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 7e−009 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 1e−008 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 1.25e−007 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 9.5e−006 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000119 s
2
4
6
8
10
12
14
16
18
Tab. 5.7 – Evolution de la densité des ions négatifs O− au cours du temps pour
U = 0 m/s (Cas de référence).
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Isovaleurs du potentiel V en volt
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.01e−010 s
−2
−1.5
−1
−0.5
x 104
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2e−009 s
−2
−1.5
−1
−0.5
x 104
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 4.5e−009 s
−2
−1.5
−1
−0.5
x 104
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 7e−009 s
−16000
−14000
−12000
−10000
−8000
−6000
−4000
−2000
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 1e−008 s
−2500
−2000
−1500
−1000
−500
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 1.25e−007 s
−4000
−3000
−2000
−1000
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 9.5e−006 s
−7000
−6000
−5000
−4000
−3000
−2000
−1000
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000119 s
−6000
−5000
−4000
−3000
−2000
−1000
Tab. 5.8 – Evolution du potentiel au cours du temps pour U = 0 m/s (Cas de
référence).
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L’évolution au cours du temps de la densité électronique est représentée
Tableau de figure 5.9, Tableau de figure 5.11 celle des ions positifs O+2 , Tableau
de figure 5.12 celle des ions négatifs O−2 et enfin, Tableau de figure 5.10 celle des
métastables.
L’initiation et la formation de la décharge, non représentées dans les Ta-
bleaux de figures citées ci-dessus, sont identiques au cas précédent, i.e. lorsque
un = 0 m/s. Une fois le canal de plasma reliant les deux électrodes formé, on
peut observer Tableau de figure 5.9- 5.13, l’entraînement de la décharge par le
vent.
Sous l’effet de l’écoulement, les espèces lourdes (métastables, ions positifs
et négatifs) sont emportées. Ainsi, en amont de la décharge, la densité élec-
tronique s’affaiblit : les électrons, attachés au dioxygène de l’air, ne sont plus
assez nombreux pour produire suffisamment de métastables pour compenser les
pertes électroniques résultant de l’attachement. Les électrons situés en amont
de la décharge sont alors attachés et entraînent la formation d’ions négatifs.
Ces derniers sont emportés par le vent. L’ionisation n’est alors plus possible : la
densité des ions positifs décroît en même temps que la densité électronique. Le
canal de plasma est alors emporté par le vent et dérive en aval du dispositif.
Une fois le plasma en partie évacué, la configuration du champ électrique est
proche de l’état initial, du moins en amont du plasma ( Tableau de figure 5.13) :
comme on peut le voir Tableau de figure 5.12, un nouveau canal de plasma
se forme et dérive le long de l’écoulement. On assiste alors à la formation de
canaux successifs de plasma de densité électronique de l’ordre de 1011 cm−3, qui
sont emportés par l’écoulement et dont la réunion forme un plasma de volume
plus important que dans le cas un = 0 m/s, mais plus ou moins homogène.
Numériquement la périodicité de formation des canaux de plasma est de l’ordre
de 8 · 10−5s, soit une fréquence de 12,5 kHz. Nous allons voir que plus la vitesse
de l’écoulement est importante, plus cette fréquence est élevée. On peut noter
que la période de renouvellement des canaux correspond au temps d’évacuation
des espèces lourdes de la zone se trouvant dans le prolongement de la pointe
(0,5 cm/60 m/s ≈ 8,3 s).
4.2.2 Raffinement du maillage
La formation de micro-décharge successive est plus nette lorsque l’on raffine
le maillage. Les paramètres permettant d’obtenir les Tableau de figures 5.15-
5.17 sont donnés dans le tableau 5.14. La zone de raffinement est élargie par
rapport au cas précédent section 4.2.1.
De plus, dans la simulation 4.2.1 avec un = 60 m/s, on peut relever la
présence d’une “langue” de plasma dense qui s’accroche à la pointe et entraîne
la formation de “poche” de plasma dense dérivant à la fois suivant l’écoulement
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Isovaleurs de log10(ne) avec ne en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.5e−007 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.6e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 8.1e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00010563 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000126 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000171 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000184 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000202 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000224 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00024 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00027 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000284 s
2
4
6
8
10
12
14
16
18
Tab. 5.9 – Evolution de la densité électronique au cours du temps pour U = 60
m/s (cas de référence).
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Isovaleurs de log10(n∗) avec n∗ en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.5e−007 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.6e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 8.1e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00010563 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000126 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000171 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000184 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000202 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000224 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00024 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00027 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000284 s
2
4
6
8
10
12
14
16
18
Tab. 5.10 – Evolution de la densité des métastables au cours du temps pour
U = 60 m/s (cas de référence).
156
5 Modélisation numérique d’une décharge continue dans une entrée
d’air.
Isovaleurs de log10(n
+
1 ) avec n
+
1 en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.5e−007 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.6e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 8.1e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00010563 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000126 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000171 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000184 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000202 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000224 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00024 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00027 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000284 s
2
4
6
8
10
12
14
16
18
Tab. 5.11 – Evolution de la densité des ions positifs O+2 au cours du temps pour
U = 60 m/s (cas de référence).
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Isovaleurs de log10(n
−
2 ) avec n
−
2 en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.5e−007 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.6e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 8.1e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00010563 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000126 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000171 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000184 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000202 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000224 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00024 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00027 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000284 s
2
4
6
8
10
12
14
16
18
Tab. 5.12 – Evolution de la densité des ions négatifs O−2 au cours du temps pour
U = 60 m/s (cas de référence).
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Isovaleurs du potentiel V en volt
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.5e−007 s
−7000
−6000
−5000
−4000
−3000
−2000
−1000
0 0.5 1
.1
0.2
0.3
0.4
0.5
0.6
0.7
.8
t = 5.6e−005 s
−7000
−6000
−5000
−4000
−3000
−2000
−1000
0 0.5 1
0.1
0.2
0.3
.4
0.5
0.6
0.7
0.8
t = 8.1e−005 s
−7000
−6000
−5000
−4000
−3000
−2000
−1000
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00010563 s
−7000
−6000
−5000
−4000
−3000
−2000
−1000
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
.8
t = 0.000126 s
−6000
−5000
−4000
−3000
−2000
−1000
0 0.5 1
0.1
0.2
0.3
.4
0.5
0.6
0.7
0.8
t = 0.000171 s
−8000
−6000
−4000
−2000
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000184 s
−8000
−7000
−6000
−5000
−4000
−3000
−2000
−1000
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
.7
.8
t = 0.000202 s
−7000
−6000
−5000
−4000
−3000
−2000
−1000
0 0.5 1
0.1
.2
0.3
0.4
0.5
0.6
0.7
.8
t = 0.000224 s
−8000
−7000
−6000
−5000
−4000
−3000
−2000
−1000
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00024 s
−8000
−6000
−4000
−2000
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.00027 s
−5000
−4000
−3000
−2000
−1000
0 0.5 1
0.1
0.2
0.3
0.4
0.5
.6
0.7
0.8
t = 0.000284 s
−5000
−4000
−3000
−2000
−1000
Tab. 5.13 – Evolution du potentiel au cours du temps pour U = 60 m/s (cas de
référence).
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L 1 cm x1 0,35 cm ∆x 3,3 · 10−2 cm
L1 0,25 cm x2 0,65 cm ∆x
raff 1,5 · 10−2 cm
L2 0,25 cm y1 0,25 cm ∆y 1,2 · 10−2 cm
d 0,86 cm y2 0,55 cm ∆y
raff 3 · 10−3 cm
h 0,4 cm V0 27784 V U 60 m/s
l 0,1 cm R 1,54 · 105 Ω ∆t 10−13 s à 10−11 s
Tab. 5.14 – Paramètres utilisés lors du raffinement du maillage.
porteur et suivant la dérive des ions négatifs sous l’effet du champ électrique.
Ce phénomène ne semble pas être un effet résultant de la finesse ou non du
maillage, puisque l’on retrouve ici le même comportement. Il semble que la zone
d’ionisation qui se forme autour de la pointe lors de l’initiation de la décharge
soit emportée par le vent. Ainsi, on peut noter sur le Tableau de figure 5.16
que la densité des ions positifs O+2 est de l’ordre de 10
14 - 1015 cm−3, ce qui
correspond à la densité des ions positifs O+2 relevée autour de la pointe dans
le cas 4.2.1 pour un = 0 m/s. Les électrons présents dans la poche de plasma
sont rapidement attachés aux molécules de l’air, ce qui entraîne la formation
d’ions négatifs ( Tableau de figure 5.17). Les métastables créés par collision ex-
citante électron/neutre assurent le maintien d’une densité électronique suffisante
permettant la création de nouveaux métastables et l’ionisation des neutres.
4.2.3 Elargissement de la zone avale
Les paramètres de cette simulation sont donnés dans le tableau 5.18.
Le dispositif est le même que pour le cas 4.2.1 avec un = 60 m/s, exceptée la
taille de la zone avale qui est plus importante. On peut ainsi constater Tableau
de figures 5.19, 5.20 et 5.21, la formation d’un plasma globalement homogène,
mais surtout de volume important. Le plasma est emporté par le vent : ce der-
nier permet le maintien de la décharge, même dans des zones loin de la pointe
négative. Sur le Tableau de figure 5.20, on note que les poches de plasma sont
emportées le long de l’écoulement et que la densité des ions positifs dans ces
zones reste élevée.
4.2.4 Vitesse du vent 120 m/s
Dans [1], on peut voir que le vent a un effet stabilisateur sur la décharge.
Ainsi, si l’on soumet le plasma à un écoulement de 120 m/s, on note la formation
d’un plasma plus homogène que dans le cas 4.2.3 où le vent était fixé à 60 m/s.
Les paramètres de cette simulation sont ceux du tableau 5.3 exceptée pour la
vitesse qui est prise à 120 m/s. Sur le Tableau de figure 5.19, on peut constater
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Isovaleurs de log10(ne) avec ne en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.625e−006 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.9e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.3e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 9.4e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000144 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000156 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000181 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000206 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000215 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000221 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000236 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000239 s
2
4
6
8
10
12
14
16
18
Tab. 5.15 – Evolution de la densité électronique au cours du temps dans le cas
d’un maillage plus fin.
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Isovaleurs de log10(n
+
1 ) avec n
+
1 en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.625e−006 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.9e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.3e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 9.4e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000144 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000156 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000181 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000206 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000215 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000221 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000236 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000239 s
2
4
6
8
10
12
14
16
18
Tab. 5.16 – Evolution de la densité des ions positifs O+2 au cours du temps dans
le cas d’un maillage plus fin.
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5 Modélisation numérique d’une décharge continue dans une entrée
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Isovaleurs de log10(n
−
2 ) avec n
−
2 en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.625e−006 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.9e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.3e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 9.4e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000144 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000156 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000181 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000206 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000215 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000221 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000236 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000239 s
2
4
6
8
10
12
14
16
18
Tab. 5.17 – Evolution de la densité des ions négatifs O−2 au cours du temps dans
le cas d’un maillage plus fin.
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L 1 cm x1 0,35 cm ∆x 4 · 10−2 cm
L1 0,25 cm x2 0,65 cm ∆x
raff 1,9 · 10−2 cm
L2 0,75 cm y1 0,25 cm ∆y 1,6 · 10−2 cm
d 0,86 cm y2 0,55 cm ∆y
raff 6,1 · 10−3 cm
h 0,4 cm V0 27784 V U 60 m/s
l 0,1 cm R 1,54 · 105 Ω ∆t 10−13 s à 10−11 s
Tab. 5.18 – Paramètres utilisés lors de l’élargissement de la zone avale.
Isovaleurs de log10(ne) avec ne en cm
−3
abscisse et ordonnée en cm
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000125 s
2
4
6
8
10
12
14
16
18
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.0002 s
2
4
6
8
10
12
14
16
18
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000241 s
2
4
6
8
10
12
14
16
18
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000299 s
2
4
6
8
10
12
14
16
18
Tab. 5.19 – Evolution de la densité électronique au cours du temps lors de
l’élargissement de la zone avale.
164
5 Modélisation numérique d’une décharge continue dans une entrée
d’air.
Isovaleurs de log10(n
+
1 ) avec n
+
1 en cm
−3
abscisse et ordonnée en cm
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000125 s
2
4
6
8
10
12
14
16
18
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.0002 s
2
4
6
8
10
12
14
16
18
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000241 s
2
4
6
8
10
12
14
16
18
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000299 s
2
4
6
8
10
12
14
16
18
Tab. 5.20 – Evolution de la densité des ions positifs O+2 au cours du temps lors
de l’élargissement de la zone avale.
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Isovaleurs de log10(n
−
2 ) avec n
−
2 en cm
−3
abscisse et ordonnée en cm
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000125 s
2
4
6
8
10
12
14
16
18
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.0002 s
2
4
6
8
10
12
14
16
18
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000241 s
2
4
6
8
10
12
14
16
18
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000299 s
2
4
6
8
10
12
14
16
18
Tab. 5.21 – Evolution de la densité des ions négatifs O−2 au cours du temps lors
de l’élargissement de la zone avale.
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5 Modélisation numérique d’une décharge continue dans une entrée
d’air.
Isovaleurs de log10(ne) avec ne en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.8e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.1e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 9.2e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000147 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000162 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000187 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000212 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000288 s
2
4
6
8
10
12
14
16
18
Tab. 5.22 – Evolution de la densité électronique au cours du temps pour U = 120
m/s.
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Isovaleurs de log10(n
+
1 ) avec n
+
1 en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.8e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.1e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 9.2e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000147 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000162 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000187 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000212 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000288 s
2
4
6
8
10
12
14
16
18
Tab. 5.23 – Evolution de la densité des ions positifs O+2 au cours du temps pour
U = 120 m/s.
168
5 Modélisation numérique d’une décharge continue dans une entrée
d’air.
Isovaleurs de log10(n
−
2 ) avec n
−
2 en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 2.8e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 5.1e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 9.2e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000147 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000162 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000187 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000212 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
t = 0.000288 s
2
4
6
8
10
12
14
16
18
Tab. 5.24 – Evolution de la densité des ions négatifs O− au cours du temps pour
U = 120 m/s.
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L 1 cm x1 0,35 cm ∆x 4 · 10−2 cm
L1 0,25 cm x2 0,65 cm ∆x
raff 2 · 10−2 cm
L2 0,25 cm y1 0,8 cm ∆y 2,9 · 10−2 cm
d 1,46 cm y2 1,2 cm ∆y
raff 1 · 10−2 cm
h 0,4 cm V0 27784 V U 60 m/s
l 0,1 cm R 1,54 · 105 Ω ∆t 10−13 s à 10−11 s
Tab. 5.25 – Paramètres utilisés lors de la simulation numérique dans le cas
d’une distance pointe/anode de 1cm.
la formation d’un plasma de volume important, globalement plus homogène
que dans le cas 4.2.3. La décharge est sans cesse alimentée en électrons et ions
positifs par les canaux de plasmas créés au niveau de la pointe et emportés par
le vent. La fréquence de formation de ces canaux est de l’ordre de 25 kKz, soit le
double de celle relevée pour une vitesse d’écoulement de 60 m/s. Plus les espèces
sont emportées rapidement, plus vite les conditions favorables à la création
d’un nouveau canal de plasma sont établies. La période de renouvellement des
canaux de plasma est de 10−4 s, ce qui correspond, comme dans le cas d’un
vent de vitesse 60 m/s, au temps d’évacuation des espèces lourdes de la zone se
trouvant dans le prolongement de la pointe.
Par ailleurs, on peut noter que les poches de plasma sont plus diffuses et ont
un contour beaucoup moins marqué que dans les cas précédents.
4.2.5 Distance pointe/anode de 1cm
Dans [15], on note que pour des distances pointe/anode supérieures à 0,6
cm, la décharge transite rapidement à l’arc, et ce malgré l’effet stabilisateur du
vent constaté par [1]. Les paramètres de cette simulation sont donnés dans le
tableau 5.25. Le vent de l’écoulement est fixé à 60 m/s et la distance séparant
l’extrémité de la pointe et la plaque anodique est de 1 cm.
Les évolutions au cours du temps de la densité électronique, des ions positifs
et des ions négatifs sont données Tableaux de figure 5.26, 5.27 et 5.28.
Comme hypothèse de travail, nous avons supposé les températures des élec-
trons et des espèces lourdes constantes. Ainsi, nous ne pouvons pas modéliser un
arc, mince canal de plasma caractérisé par de fortes énergie et densité. Cepen-
dant, nous pouvons observer Tableau de figure 5.26 la formation d’une décharge
formée de fin canaux de plasma relativement dense et de forme erratique. Bien
que nous ne puissions modéliser le passage à l’arc, au vue de la forme et de
l’évolution au cours du temps de la densité des différentes espèces, nous pou-
vons penser que dans cette configuration, la décharge transite rapidement vers
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5 Modélisation numérique d’une décharge continue dans une entrée
d’air.
Isovaleurs de log10(ne) avec ne en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 3.9e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 7.1e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 9.2e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000117 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000135 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000142 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000148 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000198 s
2
4
6
8
10
12
14
16
18
Tab. 5.26 – Evolution de la densité électronique au cours du temps dans le cas
d’une distance pointe/anode de 1cm.
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Isovaleurs de log10(n
+
1 ) avec n
+
1 en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 3.9e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 7.1e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 9.2e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000117 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000135 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000142 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000148 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000198 s
2
4
6
8
10
12
14
16
18
Tab. 5.27 – Evolution de la densité des ions positifs O+2 au cours du temps dans
le cas d’une distance pointe/anode de 1cm.
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5 Modélisation numérique d’une décharge continue dans une entrée
d’air.
Isovaleurs de log10(n
−
2 ) avec n
−
2 en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 3.9e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 7.1e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 9.2e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000117 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000135 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000142 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000148 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.2
0.4
0.6
0.8
1
1.2
t = 0.000198 s
2
4
6
8
10
12
14
16
18
Tab. 5.28 – Evolution de la densité des ions négatifs O−2 au cours du temps dans
le cas d’une distance pointe/anode de 1cm.
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L 1 cm x1 0,4 cm ∆x 5,5 · 10−2 cm
L1 0,25 cm x2 0,6 cm ∆x
raff 2,5 · 10−2 cm
L2 0,25 cm y1 0,3 cm ∆y 1,6 · 10−2 cm
d 0,47 cm y2 0,47 cm ∆y
raff 6,1 · 10−3 cm
h 0,07 cm V0 27784 V U 60 m/s
l 0,04 cm R 1,54 · 105 Ω ∆t 10−13 s à 10−11 s
Tab. 5.29 – Paramètres utilisés lors de la simulation numérique d’une pointe de
hauteur 0,07 cm.
une décharge fortement inhomogène.
4.2.6 Influence de la hauteur de la pointe
Toutes les simulations précédentes ont été effectuées avec une pointe de hau-
teur 0,4 cm. Nous avons réalisé une simulation ou la pointe est de taille plus
modeste (voir tableau 5.29). Lorsque la décharge est soumise à un vent de 60
m/s, elle est emportée par l’écoulement. Cependant, comme on peut le constater
Tableau de figure 5.30, la décharge décroche de la pointe, se fixe sur la plaque ca-
thodique et glisse le long de la cathode jusqu’à être évacuée. On peut également
noter que, bien que la décharge soit éloignée de la pointe au temps t = 1,5 ·10−4
s, aucune nouvelle avalanche électronique se déclenche. Alors que dans les cas
précédent, la zone d’ionisation autour de la pointe restait active, elle sert ici
de mécanisme d’initiation de la décharge mais ne contribue pas au maintien de
cette dernière.
4.2.7 Conclusion
Dans cette partie, nous nous sommes intéressés à la modélisation bidimen-
sionelle de l’expérience Pointe Négative Plan réalisée par [15]. Dans un premier
temps nous avons réalisé un modèle 2D d’une décharge négative Pointe/Plan
soumise à un vent, la pointe jouant le rôle de la cathode, afin d’observer un
plasma dans un écoulement.
Lorsque le vent est nul, nous retrouvons le même comportement qu’une dé-
charge couronne négative pointe/plan, modulo la formation de deux canaux de
plasma résultant de la présence de deux singularités du champ électrique. Ces
singularités sont dues au choix de la forme rectangulaire de la pointe. Lorsque
la décharge est soumise à un vent de 60 m/s, le plasma est emporté le long de
l’écoulement vers la zone avale. Cependant, elle reste accrochée à la pointe : on
observe la formation périodique de canaux de plasma qui sont successivement
soufflés par le vent. Ainsi, la décharge résultante est globalement homogène, de
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5 Modélisation numérique d’une décharge continue dans une entrée
d’air.
Isovaleurs de log10(ne) avec ne en cm
−3
abscisse et ordonnée en cm
0 0.5 1
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
t = 5.5e−006 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
t = 2.2e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
t = 3.7e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
t = 5.35e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
t = 7e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
t = 8.65e−005 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
t = 0.000116 s
2
4
6
8
10
12
14
16
18
0 0.5 1
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
t = 0.000149 s
2
4
6
8
10
12
14
16
18
Tab. 5.30 – Evolution de la densité électronique au cours du temps avec une
pointe de hauteur 0,07 cm.
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densité électronique élevée (≈ 1011 cm−3) et de volume important (le plasma
fini par occuper l’espace entre la pointe et la zone avale). Lorsque la vitesse du
vent augmente (120 m/s), le plasma obtenu semble plus homogène que celui
obtenu pour une vitesse de 60 m/s. La décharge semble stable par rapport à la
vitesse du vent.
Par ailleurs, la fréquence de formation des canaux de plasma semble être
fonction de la vitesse de l’écoulement. Ainsi, plus la vitesse du vent augmente,
plus la période de renouvellement des canaux diminue. Par ailleurs, la fréquence
de formation de ces canaux semble être l’inverse du temps d’évacuation des
espèces lourdes de la zone se situant dans le prolongement de la pointe (une
simulation pour un vent de 180 m/s, non présentée ici, corrobore ce fait : la
fréquence observée est de l’ordre de 30 kHz).
En outre, bien que notre modèle ne puisse pas modéliser un arc, puisque nous
avons supposé la température des différentes espèces constantes, nous consta-
tons que lorsque la distance pointe/anode est supérieure à 0,46 cm, la décharge
obtenue est constituée de minces filaments de plasma dense et de forme erra-
tique. Nous avons donc la possibilité d’appréhender la formation de l’arc. Par
ailleurs, cette observation est corroborée par les résultats expérimentaux : pour
des distances supérieures à 0,46 cm, [15] observe la formation d’arc.
Il serait intéressant de chercher numériquement une valeur critique de l’écou-
lement pour laquelle les canaux de plasma ne sont plus renouvelés. Il serait
également opportun d’évaluer la résistivité du plasma généré via notre modèle
vis à vis d’une onde électromagnétique. Enfin, le choix d’une pointe d’extrémité
arrondie et la modélisation d’une décharge multi-pointes serait envisageable.
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Appendix
A Description de la cinétique choisie
Dans cette partie, nous allons détailler la cinétique choisie dans le modèle de
la décharge continue. Nous allons également expliciter les constantes de collisions
Ke, K
k
+, K
k
−, k = 1,2 et K∗, j = 1,3. La cinétique choisie est celle proposée par
S. Larigaldie. Les processus réactionnels retenus mettent en jeu les différentes
espèces qui composent le plasma (voir 2.2). Nous ne prendrons pas en compte
les processus radiatifs.
L’expression des coefficients de réaction k sont issus de l’article de [32], de
[21] ou de [24]. On pose
ǫ = |
~E|
nn
[Vcm2]. (A.1)
Dans cette partie, notamment dans l’expression analytique des différents coeffi-
cients réactionnels, toutes les températures sont exprimées en Kelvin.
A.0.8 Excitation de O2
La création de métastable est un des processus essentiel pour le maintien
d’une décharge dans l’air. En effet, les métastables, molécules excitées à longue
durée de vie, réduisent considérablement les effets de l’attachement sur la dé-
charge en détachant les électrons des ions négatifs. Les métastables sont créés
par collision d’un électron avec un neutre, l’électron incident n’est pas assez
énergétique pour ioniser la molécule. L’excitation de O2 est alors donné par
O2 + e→ O∗21∆g + e , (A.2)
dont la constante de réaction k5 ([32]) (nous avons conservé les notations de
[32]) vaut
log10(k5) = −9,5−
6
ǫ [cm
3s−1] , si ǫ < 4Vcm2 , (A.3)
log10(k5) = −10,2−
0,35
ǫ [cm
3s−1] , si ǫ > 4Vcm2 . (A.4)
A.0.9 Ionisation directe
L’ionisation est une des processus fondamental dans la génération d’un plasma.
En effet, cette réaction est la source première de production d’ions positifs et
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d’électrons. L’ionisation est une réaction endothermique, les électrons incidents
doivent avoir une énergie suffisante pour pouvoir arracher un électron aux mo-
lécules de neutre. Pour des électrons d’énergie inférieure à l’énergie d’ionisation,
la section efficace de collision est nulle, la réaction n’a pas lieu. Les électrons
collisionnent avec l’azote et le dioxygène suivant les réactions
N2 + e→ N+2 + e+ e , (A.5)
O2 + e→ O+2 + e+ e , (A.6)
dont les coefficients de réactions sont respectivement noté k20 et k21 ([32]). On
a
log10(k20) = −8,3−
36,5
ǫ [cm
3s−1] , (A.7)
log10(k21) = −8,8−
28,1
ǫ [cm
3s−1] . (A.8)
A.0.10 Ionisation indirecte ou à deux temps
Comme son nom l’indique, cette réaction se passe en deux étapes. Tout
d’abord, un électron collisionne avec un neutre et crée une molécule métastable
(excitation de O2). Un second électron collisionne avec la molécule métastable
pour donner un ion positif et un électron (désexcitation ionisante) suivant
O∗2
1∆g + e→ O+2 + e+ e , (A.9)
dont la constante de réaction kem1 ([24]) est fonction de la température électro-
nique, exprimée en Kelvin
kem1 = 9 · 10−10 T 2e exp
(
−11,6
Te
)
. (A.10)
Ce type de réaction est aussi appelée transfert ionisant ou encore ionisation
“Penning”.
A.0.11 Recombinaison à deux et trois corps
La recombinaison est le processus inverse de l’ionisation. Lors de la recombi-
naison, un ion positif “attache” un électron pour donner une ou plusieurs molé-
cules de neutre. Cette réaction a pour conséquence la libération de l’énergie de
liaison de l’électron. L’évacuation de ce surplus d’énergie se fait soit par l’émis-
sion d’un photon, soit par l’intermédiaire d’un troisième corps qui joue le rôle de
catalyseur, soit par dissociation moléculaire (recombinaison à deux corps). Ne
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tenant pas compte des processus radiatifs, nous avons donc les quatre réactions
suivantes
e+ e+ A+ → e+ A , (A.11)
e+ A+ +M →M + A , (A.12)
O− +O+2 → O +O +O , (A.13)
e+N2+→ N +N , (A.14)
dont les coefficients de réactions sont respectivement notés k43 ([32]), k44 ([32]),
krec ([21]) et k38 ([32]). La notation A
+ représente soit l’ion positif N+2 soit O
+
2
et M désigne soit N2 soit O2. Les valeurs des constantes de réactions sont
k43 = 10
−19
(
300
Te
)4,5
[cm6s−1] , (A.15)
k44 = 6 · 10−27
(
300
Te
)1,5
[cm6s−1] , (A.16)
krec = 2 · 10−7 [cm3s−1] , (A.17)
k38 = 4,8 · 10−7
(
300
Te
)0,5
[cm3s−1] . (A.18)
A.0.12 Attachement dissociatif
Une des particularité de l’air est que le dioxygène est électronégatif. Les mo-
lécules de dioxygène ont une fâcheuse tendance à attacher des électrons pour
former des ions négatifs. Ce qui, si la densité de métastables est trop faible,
conduit rapidement à l’extinction de la décharge. Tout comme la recombinaison,
l’attachement limite la production d’électron. Lors de l’attachement de l’élec-
tron, de l’énergie est dégagée. Cette énergie correspond à l’énergie de liaison.
Dans le cas de l’attachement dissociatif, l’énergie de liaison ainsi libérée sert à
dissocier les deux molécules d’oxygène qui forment le dioxygène. L’attachement
dissociatif s’écrit
O2 + e→ O− +O , (A.19)
dont la constante de réaction k23 ([32]) s’écrit
log10(k23) = −9,3−
12,3
ǫ [cm
3s−1] , si ǫ < 8Vcm2 , (A.20)
log10(k23) = −10,2−
5,7
ǫ [cm
3s−1] , si ǫ > 8Vcm2 . (A.21)
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A.0.13 Attachement à trois corps
L’attachement à trois corps fait intervenir un troisième réactant qui ne joue
qu’un rôle de catalyseur, tout comme lors de la recombinaison à trois corps.
Ce troisième corps sert à évacuer l’énergie de liaison. La réaction que nous
considérons ici est la suivante
O2 +O2 + e→ O−2 +O2 , (A.22)
dont la constante de réaction k45 ([32]) est donné par
k45 = 1,4 · 10−29 300
Te
exp
(
−600
Tn
)
exp
(
−700 (Te − Tn)
Te Tn
)
[cm6s−1] ,(A.23)
où Tn, la température des neutres, est exprimée en Kelvin.
A.0.14 Désexcitation attachante
La molécule métastable O∗2
1∆g en collisionnant avec l’électron va se dissocier
en une molécule de neutre et un ion négatif. L’énergie du métastable et l’éner-
gie de liaison servent à fournir l’énergie nécessaire à la dissociation des deux
particules. On a alors la réaction suivante
O∗2
1∆g + e→ O− +O , (A.24)
dont la constante de réaction kem2 ([24]) est
kem2 = 2,28 · 10−10 exp
(
−2,29
Te
)
[cm3s−1] . (A.25)
A.0.15 Désexcitation dissociative
Lors de la collision entre la molécule excitée et l’électron, l’électron va four-
nir assez d’énergie au métastable pour que les deux particules d’oxygène se
dissocient. La réaction est la suivante
O∗2
1∆g + e→ 2O + e , (A.26)
dont la constante de réaction kem4 ([24]) est
kem4 = 4,2 · 10−9 (Te)2 exp
(
−4,6
Te
)
[cm3s−1] . (A.27)
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A.0.16 Désexcitation collisionnelle
La molécule de métastable en collisionnant avec une molécule de dioxygène
va revenir à son état fondamental. Elle transmet son “surplus” d’énergie au
dioxygène. Cet apport d’énergie n’est cependant pas suffisant pour changer l’état
de la molécule de dioxygène. On a ainsi
O∗2
1∆g +O2 → O2 +O2 , (A.28)
dont la constante de réaction k123 ([32]) vaut
k123 = 2,2 · 10−18
(
Tn
300
)0,8
[cm3s−1] . (A.29)
A.0.17 Détachement chimique via O∗2
1∆g
Pour qu’un électron se détache d’un ion négatif, il faut lui fournir une énergie
au moins égale à l’énergie de liaison. Dans le cas du détachement chimique via
O∗2
1∆g, le métastable en collisionnant avec l’ion négatif se désexcite et fournit à
l’électron suffisamment d’énergie pour se libérer. Ainsi, cette réaction s’écrit
O∗2
1∆g +O
−
2 → O2 +O2 + e , (A.30)
dont la constante de réaction k58 ([32]) est donné par
k58 = 2 · 10−10 [cm3s−1] . (A.31)
A.0.18 Détachement collisionnel
Comme son nom l’indique, le détachement va résulter d’une collision entre
un ion négatif et une particule, qui peut être soit une molécule neutre (O2 ou
N2) soit un électron (on parlera alors de détachement collisionnel électronique).
On a alors les réactions suivantes
O2 +O
−
2 → O2 +O2 + e , (A.32)
O− +N2 → N2O + e , (A.33)
O− + e→ O + e+ e , (A.34)
dont les constantes de réactions respectivement notées k57 ([32]), kdc ([21]) et
kdce ([21]) valent
k57 = 2,7 · 10−10 Tn
300
0,5
exp
(
−5590
Tn
)
[cm3s−1] , (A.35)
kdc = 10
−12 [cm3s−1] , (A.36)
kdce = 2 · 10−7 exp
(
−5,5
Te
)
[cm3s−1] . (A.37)
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A.0.19 Détachement associatif
La molécule métastable O∗2
1∆g en collisionnant avec l’ion négatif O
− fournit
assez d’énergie pour d’une part libérer l’électron mais aussi pour que les deux
réactants forment une nouvelle molécule neutre, O3. On a ainsi
O∗2
1∆g +O
− → O3 + e , (A.38)
dont la constante de réaction k62 ([32]) est donnée par
k62 = 3 · 10−10 [cm3s−1] . (A.39)
A.0.20 Expression des termes de collisions K
Lors de la réaction A+B → C +D de constante de réaction k, la variation
de densité des différentes espèces est donnée par
∂nC
∂t
=
∂nD
∂t
= −∂nA
∂t
= −∂nB
∂t
= k nA nB . (A.40)
Ainsi, les différents termes de collisions peuvent être exprimés comme suit
Ke = k20 nN2ne + k21 nO2ne + kem1 n∗ne + k58 n2−n∗ + k57 n2−nO2
+kdc nN2n
1
− + kdce nen
1
− + k62 n∗n
1
− − k43 ne ne (n2+ + n1+)
−k38 nenN2 − k23 nenO2 − k45 nenO2nO2 − kem2 nen∗
−k44 ne (nN2n2+ + nO2n1+) , (A.41)
K∗ = k5 nenO2 − kem1 n∗ne − k58 n2−n∗ − k62 n∗n1− − kem2 nen∗
−kem4 nen∗ − k123 nO2n∗ , (A.42)
K1+ = k21 nO2ne + kem1 n∗ne − k43 ne ne n1+ − k44 ne nO2n1+ , (A.43)
K2+ = k20 nN2ne − k43 ne ne n2+ − k44 ne nN2n2+ , (A.44)
K1− = k23 nenO2 + kem2 nen∗ − kdc nN2n1− − kdce nen1− − krec nO2n1−
−k62 n∗n1− , (A.45)
K2− = k45 nenO2nO2 − k58 n2−n∗ − k57 n2−nO2 , (A.46)
(A.47)
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Linéarisation autour de sa position d’équilibre d’un nuage
d’électrons et d’ions positifs soumis à un vent.
Nous nous plaçons en dimension 1, i.e. que toutes les quantités caractéris-
tiques et grandeurs physiques sont fonction de la position x ∈ R et de la vitesse
u ∈ R.
Considérons un nuage composés d’électrons libres et d’ions positifs à l’équi-
libre à l’instant initial soumis à un vent de vitesse un ∈ R. On note ne et n+
leur densité respective, ue et u+ leur vitesse respective. Nous nous plaçons dans
le référentiel de vitesse du vent. Ainsi, dans ce repère un = 0 m/s. Les particules
chargées sont soumises à un champ électrique noté E.
Le fluide électronique vérifie
∂tne + ∂x(ne ue) = 0 , (B.1)
me ne (∂tue + ue∂xue) = −q neE − neνeue . (B.2)
Le champ électrique E est solution de l’équation de Poisson
∂xE = q
(n+ − ne)
ε0
. (B.3)
On linéarise le système (B.1), (B.2) et (B.3) autour de sa position d’équilibre :
ne = n
0
e + n
1
e , ue = u
0
e + u
1
e , (B.4)
n+ = n
0
+ + n
1
+ , E = E
0 + E1 , (B.5)
l’indice 0 désignant le terme à l’équilibre et l’indice 1 le terme lié à la perturba-
tion de la solution autour de sa position d’équilibre. Le plasma étant au repos
à l’instant initial, nous avons
∂xn
0
e = u
0
e = E
0 = 0 , (B.6)
∂tn
0
e = ∂tu
0
e = ∂tE
0 = 0 , (B.7)
n0e = n
0
+ . (B.8)
Les électrons étant plus mobiles que les ions, nous pouvons également supposer
que n1+ = 0.
Ainsi en ne conservant que les termes d’ordre 1, les équations (B.1), (B.2)
et (B.3) deviennent
∂tn
1
e + n
0
e∂xu
1
e = 0 , (B.9)
me ∂tu
1
e = −q E1 − νeu1e , (B.10)
∂xE
1 = −qn1e . (B.11)
Les perturbations sont développées en ondes planes. Nous cherchons donc les
inconnues sous la forme
n1e = nee
i(kx−wt) , u1e = uee
i(kx−wt) , E1 = ǫei(kx−wt) , (B.12)
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avec k ∈ R et w ∈ C| . Si on écrit w = w1 + iw2, les solutions s’écrivent
n1e = ne e
i(kx−w1t) ew2t , u1e = ue e
i(kx−w1t) ew2t , E1 = ǫ ei(kx−w1t) ew2t .(B.13)
Ainsi, les solutions sont le produit d’un terme d’oscillation et d’un terme d’amor-
tissement ou d’amplification, suivant le signe de w2. Les équations (B.9)-(B.11)
peuvent alors s’écrire
wn1e − n0eu1e = 0 (B.14)
−iwmeu1e + qE1 − νeu1e = 0 , (B.15)
E1 = i
qn1e
kε0
, (B.16)
soit
wn1e − n0eu1e = 0 , (B.17)
(νe − iwme)u1e + i
q2n1e
kε0
= 0 . (B.18)
Le système (B.17)-(B.18) admet une solution non nulle si
w(ν − e− iw)me + in
0
eq
2
ε0
= 0 , (B.19)
meνew1 + 2w1w2 + i
(
meνew2 − (w21 − w22) +
n0eq
2
ε0
)
= 0 , (B.20)
i.e.
w21 =
n0eq
2
meε0
− ν
2
e
4
, et w2 = −νe
2
. (B.21)
Nous retrouvons dans l’expression de la fréquence d’oscillation w1 la fréquence
oscillation plasma w2p =
n0eq
2
meε0
.
C Condition de stabilité
Dans cette partie, nous nous plaçons en dimension 1. Nous considérons un
plasma à l’équilibre, composés d’électrons et d’ions positifs soumis à un vent de
vitesse un ∈ R. On note ne et n+ leur densité respective, ue et u+ leur vitesse
respective. On choisi comme référentiel de vitesse celui des ions centré en un.
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On note E le champ électrique. On suppose que le fluide électronique vérifie les
équations de Dérive Diffusion suivantes
∂tne + ∂x(ne ue) = 0 ,t > 0 ,x ∈ [0,1] , (C.1)
neue = − qne
meνe
E +De∂xne , (C.2)
∂xE = q
(n+ − ne)
ε0
, (C.3)
avec De la constante de diffusion électronique.
En procédant comme dans la section B et en conservant les mêmes notations,
le système perturbé s’écrit
∂tn
1
e + n
0
e∂xu
1
e = 0 , (C.4)
u1e = −
q
meνe
E1 +
De
n0e
∂xn
1
e , (C.5)
∂xE
1 = −qn1e . (C.6)
L’inconnue n1e est donc solution de
∂tn
1
e +
q2n0e
meνeε0
n1e +De∂2xn1e = 0 . (C.7)
On discrétise l’équation (C.7) à l’aide d’un schéma aux différences finies clas-
sique. On note respectivement ∆x et ∆t le pas en espace et le pas de temps. On
pose nkp = n
1
e(k∆t,p∆x). Ainsi, on obtient
nk+1p − nkp
∆t
+
q2n0e
meνeε0
nkp +De
nkp+1 − 2nkp + nkp−1
∆x2
= 0 . (C.8)
Pour que la solution soit stable au cours du temps et en supposant que la solution
exacte de l’équation aux dérivées partielles ne croît pas exponentiellement au
cours du temps, il faut que le facteur d’amplification G = |nk+1p /nkp| soit inférieur
à 1 pour tous les modes de Fourier de la solution nkp. Considérons donc une
harmonique
nkp = n
ke−ilp∆x . (C.9)
Alors, l’équation (C.8) devient
nk+1 =
(
1− q
2n0e
meνeε0
∆t− 2De∆t
∆x2
(cos(l∆x)− 1)
)
nk , (C.10)
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soit
G = 1−
(
q2n0e
meνeε0
∆t+ 4
De∆t
∆x2
sin2(l∆x)
)
. (C.11)
Ainsi, si l’on pose w2p =
q2n0e
meε0
, on obtient
G < 1 ⇔ 0 < w
2
p
νe
∆t+ 4
De∆t
∆x2
sin2(l∆x) < 1 , (C.12)
⇐ w
2
p
νe
∆t+ 4
De∆t
∆x2
< 1 , (C.13)
⇐ w
2
p
νe
∆t <
1
2
et 4
De∆t
∆x2
<
1
2
, (C.14)
⇔ ∆t < νe
2w2p
et ∆t < 8∆x2 . (C.15)
La condition de stabilité la plus restrictive est celle de gauche dans (C.15). Ainsi,
le schéma sera numériquement stable pourvu que ∆t < 1,5 · 10−11s.
D Evaluation des termes de transport
Dans ce paragraphe, nous allons décrire comment sont évalués les flux nu-
mériques F n
i,j+ 1
2
et F n
i,j− 1
2
suivant x. La démarche est la même pour le calcul des
flux Gn
i+ 1
2
,j
et Gn
i− 1
2
,j
suivant y. Ces flux s’expriment formellement de la manière
suivante
F n
i,j+ 1
2
=
1
∆yi,j
∫∫
Ci,j
F (N,U) (tn,xi+ 1
2
,y) dy , (D.1)
Gn
i+ 1
2
,j
=
1
∆xi,j
∫∫
Ci,j
G (N,U) (tn,x,yj+ 1
2
) dx . (D.2)
Pour évaluer les flux numériques aux interfaces entre les cellules Ci,j et Ci+1,j
et les cellules Ci−1,j et Ci,j, on introduit les quantités suivantes : pour tout (i,j) ∈
[1,lx]× [1,ly],(
fni,j
)
p
=
(
uxn − µ
V ni+1,j − V ni,j
∆x1i+1,j +∆x
2
i,j
)
×
(
Nni,j + a×
∆xi,j
2
)
, (D.3)
(
fni,j
)
m
=
(
uxn − µ
V ni,j − V ni−1,j
∆x1i,j +∆x
2
i−1,j
)
×
(
Nni,j − a×
∆xi,j
2
)
, (D.4)
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où uxn la composante suivant x de la vitesse des neutres et a est défini comme
suit
a = sminmod
(
Nni+1,j −Nni,j
∆x2i,j
,
Nni,j −Nni−1,j
∆x1i,j
)
, (D.5)
avec
sminmod = signe(a)× |minmod(a,b)| , (D.6)
où
minmod(a,b) =
{
a si ab > 0 et |a| ≤ |b| ,
b sinon ,
et signe(a) =
{
1 si a > 0 ,
−1 si a < 0 , .
La quantité
(
fni,j
)
p
(resp.
(
fni,j
)
m
) est donc un flux calculé à partir des données de
la cellule (i,j) au niveau de l’interface entre les cellules Ci,j et Ci+1,j (resp. Ci−1,j).
Ainsi, pour évaluer le flux numérique F n
i,j+ 1
2
, on dispose de deux quantités :
(
fni,j
)
p
et
(
fni+1,j
)
m
. Ces quantités étant de même signe, deux cas se présentent à nous :
soit elles sont positives, soit négatives. Dans le premier cas (
(
fni,j
)
p
et
(
fni+1,j
)
m
positives), le flux est sortant au niveau de l’interface Ci,j/Ci+1,j . Il faut donc
s’assurer que le flux est bien calculé à partir des données de la cellule Ci,j pour
que la démarche soit physiquement réaliste. De même, lorsque
(
fni,j
)
p
et
(
fni+1,j
)
m
sont négatives, le flux, alors rentrant, doit être calculé à partir des données de
la cellule Ci+1,j.
On introduit ainsi la fonction sg définit par
sg(a,b) =

a si a ≥ 0 et b > 0 ,
b si b < 0 ,
0 sinon.
Les flux numériques F n
i,j+ 1
2
et F n
i,j− 1
2
s’expriment donc de la manière suivante :
F n
i,j+ 1
2
= sg
((
fni−1,j
)
p
,
(
fni,j
)
m
)
, (D.7)
F n
i,j− 1
2
= sg
((
fni,j
)
p
,
(
fni+1,j
)
m
)
. (D.8)
pour montrer que meme si on suppose la non quasi-neutralite, pourvu que le
pas de temps soit plus petit qu’une certaine valeur, notre modele fonctionne si
on a la quasi-neutralite.
Pour simplifier, considérons un nuage à l’équilibre composés d’ions positifs et
d’électrons. On se place en 1D. Les densité et vitesse des ions (resp. des électrons)
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sont notées n+ et u+ (resp. ne et ue). On décrit l’évolution du nuage par un
modèle du type Euler-Poisson en prenant en compte les forces de frictions et la
force électrique (on néglige la diffusion). On écrit la conservation de la masse et
de l’impulsion pour les électrons. On a ainsi
∂tne +∇x · (ne ue) = 0 . (4.9)
me ne (∂tue + (ue · ∇)ue) = −q neE−meνeue , (4.10)
où νe est la fréquence moyenne des collisions électrons-neutres et E le champt
électrique. Il vérifie l’équation de Poisson
∇x · E = qni − ne
ε0
. (4.11)
On va linéarisé le système (4.9)-(4.11) autour de sa position d’équilibre. On écrit
donc chaque quantité comme la somme d’une quantité à l’équilibre référencé par
l’indice 0 et d’une perturbation repérée par l’indice 1. Ainsi on a
ne = n
0
e + n
1
e ; n+ = n
0
+ + n
1
+ , (4.12)
ue = u0e + u
1
e ; E = E
0 + E1 . (4.13)
Les quantités à l’équilibre caractérisent le plasma en l’absence de perturbation.
Le plasma à l’équilibre étant quasi-neutre, on a
E0 = u0e = 0 , (4.14)
n0+ = n
0
e , (4.15)
∂tn
0
e = ∂tu
0
e = 0 , (4.16)
∇xn0e = ∇x · u0e = 0 . (4.17)
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Chapitre 6
Global existence of classical
solutions for a
Vlasov-Schrödinger-Poisson system
Cet article, consécutif au stage effectué en DEA sous la direction de Naoufel
Ben Abdallah et de Florian Méhats a fait l’objet d’une publication dans la revue
Indiana University Math Journal.
1 Introduction
A coupled Vlasov-Schrödinger-Poisson model was presented and analyzed
in [3]. This system, based on the so-called subbands, models the transport of
charges in a nanostructure under a partial confinement. The lengthscale of the
confinement direction is of the same order of magnitude as the de Broglie length
of the charges, therefore they have a quantum behaviour in this direction, re-
ferred to as the tranverse direction. In the other directions, that we shall call
the parallel directions, the lengthscale is larger and the charges are transpor-
ted semiclassically. The model presented here takes advantage of these different
lengthscales by coupling quantum and kinetic effects.
The two first authors have studied this system in [3] in a bounded domain
and showed the existence of weak solutions. The aim of this paper is to carry
on the analysis of this system in the whole space case and to show the existence
and uniqueness of a strong solution.
More precisely, let us denote by x ∈ R2 the parallel variable and by z ∈ R the
transverse one. The problem consists in finding, for t ∈ (0,T ), x ∈ R2, v ∈ R2,
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a distribution function f(t,x,v) solving the Vlasov equation{
∂tf + v · ∇xf −∇xǫ · ∇vf = 0,
f(0,x,v) = f0(x,v),
(1.1)
where ǫ(t,x) is the first eigenvalue of the following quasistatic Schrödinger pro-
blem in the transverse variable z ∈ R
−1
2
∂2zχ+ (V + Vext)χ = ǫχ ,∫
R
|χ(t,x,z)|2 dz = 1.
(1.2)
The selfconsistent potential V (t,x,z) satisfies the Poisson equation
V =
1
4πr
∗ n ; n =
(∫
R2
f dv
)
|χ|2 , (1.3)
where we have denoted r =
√
|x|2 + z2; the Cauchy datum f0 is given as well
as the external confining potential Vext , which satisfies the following growth
condition:
Assumption 6.1 The external potential Vext = Vext(z) belongs to C2(R) and
satisfies Vext(z)→ +∞ as |z| → +∞.
The quasistatic Schrödinger equation (1.2) is an eigenvalue problem in the
one-dimensional variable z, the variables t and x appearing as parameters, and
ǫ can also be defined by
ǫ = min
φ ∈ H1(R)
‖φ‖L2(R) = 1
(
1
2
∫
R
∣∣∣∣ ddzφ(z)
∣∣∣∣2 dz + ∫
R
(V + Vext)|φ(z)|2 dz
)
, (1.4)
while χ (unique up to a sign) realizes this minimum. More generally, the eigenva-
lue problem (1.2) defines the subbands of the system, which are the eigenspaces
of the partial Hamiltonian −1
2
∂2z + V + Vext (its spectrum is discrete thanks
to Assumption 6.1). By considering only the first subband in this system, we
study here a particular case of the quantum-kinetic subband problem [3], usually
referred to as the electrical quantum limit in the physics literature [7, 6]. The
population of carriers is described by the transversal wavefunction χ(t,x,z), and
the two-dimensional distribution function f(t,x,v), which is a solution of the
Vlasov equation (1.1) driven by the effective, Born-Oppenheimer, electric field
−∇xǫ (see [18] and references therein for related problems in quantum che-
mistry). Collisions are not taken into account in this model and the charges
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interact only through the electrostatic potential V (t,x,z) computed by solving
the Poisson equation (1.3). We assume that the initial data satisfies the
Assumption 6.2 The initial data f0 belongs to C1(R4)∩W 1,∞(R4) and satisfies
for any (x,v) ∈ R4
0 ≤ f0(x,v) ≤ C(1 + |x|)−2γ(1 + |v|)−2γ, (1.5)
for some constant γ > 3. Moreover ∇xf0 ∈ L1(R4), ∇vf0 ∈ L1(R4) and we have
|∇xf0(x,v)|+ |∇vf0(x,v)| ≤ C(1 + |v|)−γ. (1.6)
The main result of this paper is the
Theorem 6.3 Under Assumptions 6.1 and 6.2, the system (1.1)–(1.3) admits
globally in time a unique classical solution.
To prove this theorem, we shall take advantage of the similarities between
(1.1)–(1.3) and the standard Vlasov-Poisson system. Indeed, the system can
be seen as a time-dependent Vlasov equation (1.1) coupled with a quasistatic
Schrödinger-Poisson system (1.2), (1.3) instead of the Poisson equation. The
Vlasov equation in our problem is two-dimensional. Its coupling with the Poisson
equation (in dimension 2) was studied by Ukai and Okabe [19] and by Wollman
[20].
Our problem is more complicated than the two-dimensional Vlasov-Poisson
system (but simpler than the three dimensional one, for which one can refer to
[15, 17, 2, 9, 10, 1, 11, 21] and the reviews in [5, 8]). Indeed, the linear Poisson
equation is replaced by the nonlinear Schrödinger-Poisson system. Therefore,
an important part of this work will concern the resolution of this quasistatic
problem. Afterwards, in order to analyze the coupling of this problem with the
two-dimensional Vlasov equation, we shall adapt the proofs developped by Ukai
and Okabe in [19] for the two-dimensional Vlasov-Poisson system. However, due
to the three-dimensional nature of the quasistatic Schrödinger-Poisson system,
this coupling will only give in a first step a local-in-time solution. Nevertheless,
we can go beyond this difficulty and construct a global-in-time solution by using
a natural energy estimate for the whole system, which relies on the repulsive
nature of the Coulomb interaction.
This paper is organized as follows. Next section is devoted to the analysis
of the Schrödinger-Poisson system for a given f . We show that this system is
well posed. Then in Section 3 we give the natural a priori estimates for the
whole system. In Section 4 we construct the global classical solution. Finally
an appendix gives some useful technical results for the Schrödinger, Vlasov and
Poisson equations.
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Before going further, let us define some functional spaces that will be used all
along this paper. Like in [19], we introduce for k ∈ N∗, α ∈ [0,1), and for a subset
Ω in Rm, the space Bk+α(Ω) of k times continuously differentiable functions on
Ω such that the derivatives until the order k are bounded and Hölder continuous
with exponent α (if α > 0). The set Bα1,k+α2([0,T ] × R2) denotes the space of
functions f(t,x) which are k times continuously differentiable with respect to the
x variable and such that their derivatives are bounded and Hölder continuous
with respect to the (t,x) variables, with the exponents α1 in the t variable and
α2 in the x variable. For any function f(z), we sometimes use the notation
〈f〉 :=
∫
R
f(z) dz.
For any 1 ≤ p ≤ +∞, 1 ≤ q ≤ +∞ we set
LpxL
q
z =
{
f ∈ L1loc(R3) such that
(∫
R2
‖f(x,.)‖pLq(R)
)1/p
< +∞
}
(with an obvious generalization for p = +∞). The norm on Lp(Rd), d = 1,2 or
3, will be denoted by ‖ · ‖p , while the norm on LpxLqz will be denoted by ‖ · ‖p,q.
We will need the following Sobolev embedding result:
Lemma 1.1 The space
H = {f ∈ L6(R3) : ∂zf ∈ L2(R3)}
is continuously embedded in L4xL
∞
z and there exists a constant C > 0 such that
∀f ∈ H, ‖f‖4,∞ ≤ C‖f‖3/46 ‖∂zf‖1/42 . (1.7)
Preuve : For almost every x ∈ R2, the Gagliardo-Nirenberg inequality in
dimension 1 gives
‖f(x,·)‖∞ ≤ C‖f(x,·)‖3/46 ‖∂zf(x,·)‖1/42 .
By raising the above inequality to the power 4 and integrating with respect to
x we get
‖f‖44,∞ ≤ C
∫
R2
‖f(x,·)‖36 ‖∂zf(x,·)‖2 dx,
which leads to (1.7) after applying a Hölder inequality.
Finally we shall denote by
K = {f ∈ L6(R3) : ∇x,zf ∈ L2(R3)3} (1.8)
which is a Hilbert space when endowed with the scalar product
∫
R3
∇x,zu ·
∇x,zv dxdz thanks to the Sobolev inequality
∀ V ∈ K ‖V ‖L6(R3) ≤ C‖∇x,zV ‖L2(R3). (1.9)
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2 The Schrödinger-Poisson system
This section is devoted to the study of a subproblem of the whole coupled
system (1.1)–(1.3), namely, the quasistatic Schrödinger-Poisson system (1.2),
(1.3). We shall assume along this section that the surface density ρ(x) is given
(except in Lemma 2.4, ρ will be independent of time for simplicity, since t
appears only as a parameter). We consider the following equation:
−1
2
∂2zχ+ (V + Vext)χ = ǫχ ,∫
R
|χ(t,x,z)|2 dz = 1,
(2.10)
where ǫ is specified to be the first eigenvalue of this problem, coupled with the
Poisson equation
V =
1
4πr
∗ (ρ |χ|2). (2.11)
More precisely, for any function V ∈ L∞(R), we introduce the operator H[V ] =
−1
2
d2
dz2
+ (V + Vext) on L
2(R) with the domain
D(H) =
{
ψ ∈ H2(R) : Vext ψ ∈ L2(R)
}
.
Some spectral properties of this operator are listed in Appendix A. Thanks to
Assumption 6.1, this operator has a discrete spectrum and the eigenvalues are
simple and will be denoted by ǫp[V ] for p ≥ 1 (we shall denote by χp[V ] the
corresponding eigenfunction). A triplet (V,ǫ,χ) is a solution of (2.10), (2.11), if
and only if ǫ(x) = ǫ1[V (x,·)] and χ(x,z) = χ1[V (x,·)](z) and V is a solution of
the nonlinear-nonlocal elliptic equation
V =
1
4πr
∗ (ρ |χ1[V ]|2) . (2.12)
Theorem 6.1 Let ρ ∈ L1(R2) ∩ L∞(R2) such that ρ ≥ 0. The system (2.10),
(2.11) admits a unique solution such that ǫ ∈ W 1,∞(R2). Moreover, the following
estimates hold:
‖∇xǫ‖∞ ≤ C(‖ρ‖1/31 ‖ρ‖2/3∞ + ‖ρ‖1/21 ‖ρ‖5/6∞ ), (2.13)
where C is independent of ρ, and
∀x, x′ |∇xǫ(x)−∇xǫ(x′)| ≤ Cρ ζ(|x− x′|), (2.14)
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where Cρ depends only on the L
1 and L∞ norms of ρ and the function ζ is defined
by ζ(y) = y(1 − ln y) for 0 ≤ y ≤ 1 and ζ(y) = y for y > 1. Furthermore, for
two data ρ and ρ˜ in L1(R2) ∩ L∞(R2), the corresponding solutions satisfy
‖ǫ− ǫ˜‖W 1,∞(R2) ≤ Cρ,ρ˜ (‖ρ− ρ˜‖1 + ‖ρ− ρ˜‖∞) , (2.15)
where Cρ,ρ˜ depends only on the L
1 and L∞ norms of ρ and ρ˜.
2.1 Existence and uniqueness of the solution
Following [12, 13, 14, 3], we shall solve (2.10), (2.11) by a variational method.
To this aim, for ρ given as a nonnegative function in L1(R2) ∩ L∞(R2), we
introduce the functional
J(V ) = J0(V )+Jρ(V ); J0(V ) =
1
2
∫∫
R3
|∇x,zV |2 dxdz ; Jρ(V ) = −
∫
R2
ǫ1[V ]ρ dx.
We shall see that this functional is convex and Gâteaux differentiable on K
defined by (1.8) (and not in H1 as in [12, 13, 14, 3]) and that its minimizer
satisfies the quasistatic Schrödinger-Poisson system.
Lemma 2.1 Let ρ ∈ L4/3(R2) ∩ L1(R2) such that ρ ≥ 0. The functional J is
coercive, continuous and strictly convex on K. It admits a single minimizer on
K denoted by V , which is the unique weak solution in K of (2.10), (2.11).
Preuve : The first part of the functional, defined by
J0(V ) =
1
2
∫∫
R3
|∇x,zV |2 dxdz
is clearly continuous and strictly convex on K. Now we have to ensure that the
functional Jρ is well defined. To this aim, we use the inequality (A.4): for any
U , V in K, we have, pointwise in x,
|ǫ1[V (x,·)]− ǫ1[U(x,·)]| ≤ ‖V (x,·)− U(x,·)‖∞ .
Then we take the L4(R2) norm of this difference, apply Lemma 1.1 and (1.9)
and finally get
‖ǫ1[V ]− ǫ1[U ]‖4 ≤ ‖V − U‖4,∞ ≤ C ‖∇x,zV −∇x,zU‖L2(R3) . (2.16)
Taking U = 0 in this expression, we get
‖ǫ1[V ]− ǫ1[0]‖4 ≤ C ‖∇x,zV ‖L2(R3) ,
2 The Schrödinger-Poisson system 201
which implies that ǫ1[V ] ∈ L4(R2) + L∞(R2). Since ρ ∈ L4/3(R2) ∩ L1(R2), the
functional Jρ is well-defined on K. Furthermore, (2.16) proves that the function
U 7→ ǫ1[U ] is Lipschitz continuous from K to L4(R2). Therefore the functional
Jρ is Lipschitz continuous on K:
|Jρ(V )− Jρ(U)| ≤ C(ρ) ‖∇x,zV −∇x,zU‖L2(R3) .
Moreover, by (1.4) and pointwise in x, ǫ1[V ] is defined as the minimum with
respect to φ of the function
E(φ,V ) =
1
2
∫
R
∣∣∣∣ ddzφ
∣∣∣∣2 dz + ∫
R
(V + Vext)|φ|2 dz
which is affine in V . Thus ǫ1[V ] is concave with respect to V and Jρ is convex. We
have proved that the functional J is continuous and convex on K. Its coercivity
is obvious, thanks to (2.16), which gives
J(V ) ≥ 1
2
‖∇x,zV ‖2L2 − C‖ρ‖4/3 ‖∇x,zV ‖L2 − Jρ(0).
Let us now check that the critical points of J are the weak solutions of (2.10),
(2.11). Since ρ ∈ L4/3(R2), we deduce from Lemma A.1 that Jρ is differentiable
on L4xL
∞
z . Lemma 1.1 insures the embedding K → L4xL∞z which in turn yields
the differentiability of Jρ on K. Moreover, for V , W in K, the derivative of Jρ
at V in the direction W is given by
dV Jρ(W ) = −
∫∫
R3
ρ(x) |χ1[V (x,·)]|2(z)W (x,z) dx dz.
Since we also have
dV J0(W ) =
∫∫
R3
∇x,zV · ∇x,zW dxdz,
the proof is complete.
Let us now give some further integrability and regularity properties of the
solution of (2.10), (2.11).
Lemma 2.2 Let ρ ∈ L1(R2) ∩ L∞(R2) such that ρ ≥ 0. Then the solution V ,
χ, ǫ of (2.10), (2.11) satisfies the following estimates:
‖V ‖∞ + ‖ǫ− ǫ1[0]‖∞ ≤ C‖ρ‖1/21 ‖ρ‖1/2∞ , (2.17)
‖∇x,zV ‖∞ + ‖∇xǫ‖∞ ≤ C(‖ρ‖1/31 ‖ρ‖2/3∞ + ‖ρ‖1/21 ‖ρ‖5/6∞ ), (2.18)
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where C is independent of ρ, and
‖χ‖W 1,∞(R3) ≤ C(ρ). (2.19)
where C is independent of ρ and the constant C(ρ) only depends on ‖ρ‖1 and
‖ρ‖∞.
Preuve : Setting n(x,z) = ρ(x) |χ(x,z)|2, the normalization of the eigenvector
χ(x,·) in L2(R) implies that
‖n‖1 = ‖ρ‖1 ; ‖n‖∞,1 = ‖ρ‖∞.
Besides, we have
|V (x,z)| =
∣∣∣∣ 14πr ∗ n
∣∣∣∣ .
By (B.8) with p = ∞, we obtain the estimate of V in (2.17); the L∞ estimate
of ǫ in (2.17) is deduced from (A.4). Next, (A.6) and (2.17) yield
‖χ‖∞ ≤ C(1 + ‖ρ‖1/81 ‖ρ‖1/8∞ ),
thus we have
‖n‖∞ ≤ C(‖ρ‖∞ + ‖ρ‖1/41 ‖ρ‖5/4∞ );
(B.6) and (A.8) give (2.18). Finally (2.19) is obtained by using (2.17), (2.18),
(A.6) and (A.10).
Lemma 2.3 Let ρ ∈ L1 ∩L∞(R2) such that ρ ≥ 0. Then the solution of (2.10),
(2.11) satisfies the estimate
‖∇xǫ‖∞ ≤ C(ρ) ‖ρ‖1/2∞ , (2.20)
where C(ρ) is a generic constant which only depends on ‖ρ‖1 and ‖ρ‖2.
Preuve : This lemma will be proved in two steps. First, for any p ∈ [1,2],
we interpolate the LpxL
1
z norm of n = ρ |χ|2 between its L1 norm and its L2xL1z
norms and obtain
‖n‖p,1 ≤ C(ρ).
Next, for any q ∈ (2,∞), the inequality (B.7) with p = 2q/(q + 2) ∈ (1,2) leads
to
∀q ∈ (2,∞) ‖V ‖q,∞ ≤ C(ρ)
and by (A.6) we get
∀q ∈ (4,∞) ‖χ2(x,·)‖L∞z ∈ L∞x + Lqx ,
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with norms bounded by C(ρ). Since ρ ∈ L1(R2)∩L2(R2), it is readily seen that
∀p ∈ [1,2) ‖n‖p,∞ ≤ C(ρ).
Then we apply (B.5) with, for instance, p = 7/4 and get the following estimates
independent of ‖ρ‖∞:
‖V ‖∞ + ‖χ‖∞ ≤ C(ρ). (2.21)
where we have also used (A.6). Now, the second step consists in writing
∇xǫ =
〈∇xV |χ|2〉 . (2.22)
Applying (B.8) with p =∞ and using (2.21), we obtain
‖∇xV ‖∞,1 ≤ C‖ρ‖1/2∞ ‖ρ‖1/21 .
Therefore, (2.22) and the L∞(R3) estimate of χ from (2.21) lead to (2.20).
2.2 Proof of Theorem 6.1
Existence and uniqueness of the solution is dealt with in Lemma 2.1. Inequa-
lity (2.13) was given in (2.18). Let us now prove (2.14) and (2.15). We begin by
(2.15). For simplicity, we shall denote by C instead of Cρ,ρ˜ a positive constant
which only depends on the L∞ and L1 norms of ρ and ρ˜. We shall also use the
short notation ‖ ‖ for ‖ ‖1+‖ ‖∞. In order to prove (2.15), it is enough to prove
that
‖V − V˜ ‖W 1,∞ ≤ C‖ρ− ρ˜‖1 + ‖ρ− ρ˜‖∞ (2.23)
and then to apply (A.4) and (A.12). The proof of (2.23) will be done in two
steps. First we show the result for the K norm (i.e. for ‖∇x,zV − ∇x,zV˜ ‖L2),
and then we use this intermediate result to prove the Lipschitz dependence in
the W 1,∞ norm.
First step: estimates in K. By using the Euler-Lagrange equations for V and
V˜ , we obtain
∫∫
R3
|∇x,z(V − V˜ )|2 dx dz =
∫
R2
(ρ− ρ˜)
〈
|χ˜|2(V − V˜ )
〉
dx
+
∫
R2
ρ
〈
(|χ|2 − |χ˜|2) (V − V˜ )
〉
dx.
(2.24)
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The first term of the right-hand side can be estimated, by using (A.1), as∫
R2
(ρ− ρ˜)
〈
|χ˜|2(V − V˜ )
〉
dx ≤ C‖ρ− ρ˜‖6/5‖V − V˜ ‖6.
The second term is nonpositive. Indeed, the function ǫ̂(λ) := ǫ[(V + λ(V˜ −
V ))(x,·)] is concave with respect to the real variable λ which implies that
d
̂ǫ
dλ
(0) ≥ d̂ǫ
dλ
(1). This leads, in view of Lemma A.1, to the inequality
∀x ∈ R2,
〈
(|χ|2 − |χ˜|2)(V − V˜ )
〉
≤ 0.
A more general version of such an inequality can be found in [12, 13, 14]. Conse-
quently, we have
‖∇x,zV −∇x,zV˜ ‖22 ≤ C‖ρ− ρ˜‖6/5‖V − V˜ ‖6
which implies, in view of (1.9),
‖V − V˜ ‖6 ≤ C‖∇x,zV −∇x,zV˜ ‖2 ≤ C ‖ρ− ρ˜‖6/5. (2.25)
By applying (1.7), we have
‖V − V˜ ‖4,∞ ≤ C ‖ρ− ρ˜‖6/5. (2.26)
Step 2 : bootstrapping. We have
V − V˜ = δV1 + δV2 ; δVi = 1
4πr
∗ ui, (2.27)
where
u1 = (ρ− ρ˜)|χ˜|2 ; u2 = ρ(|χ|2 − |χ˜|2). (2.28)
For δV1, the estimate is immediate, since (B.5), (B.6) imply
‖δV1‖W 1,∞ ≤ C‖ρ− ρ˜‖ ‖χ‖2∞ ≤ C‖ρ− ρ˜‖. (2.29)
For δV2, more care is needed. Indeed, (A.11) leads to
‖δV2‖W 1,∞ ≤ C‖χ− χ˜‖∞ ≤ C‖V − V˜ ‖∞. (2.30)
The proof will be complete, once the inequality
‖V − V˜ ‖∞ ≤ C‖ρ− ρ˜‖ (2.31)
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is proved. To do so, we deduce from (B.5) that
‖V − V˜ ‖∞ ≤ ‖δV1‖∞ + ‖δV2‖∞ ≤ C‖ρ− ρ˜‖+ C‖u2‖2/32 ‖u2‖1/31 .
Besides, we deduce from (A.1) and (A.11) that
‖u2‖1 ≤ ‖ρ‖4/3 ‖χ+ χ˜‖∞,1 ‖χ− χ˜‖4,∞ ≤ C‖V − V˜ ‖4,∞.
Similarly
‖u2‖2 ≤ ‖ρ‖4 ‖χ+ χ˜‖∞,2 ‖χ− χ˜‖4,∞ ≤ C‖V − V˜ ‖4,∞.
>From these inequalities and (2.26), we deduce that
‖V − V˜ ‖∞ ≤ C‖ρ− ρ˜‖
which shows in view of (2.29) and (2.30) that
‖V − V˜ ‖W 1,∞ ≤ C‖ρ− ρ˜‖ (2.32)
and concludes the proof of (2.15).
Let us now prove (2.14). This is done in the spirit of [19] ([Lemma 4.1]). We
first deduce from (A.11) that
|χ(x′,z)− χ(x,z)| ≤ C sup
z∈R
|V (x,z)− V (x′,z)|
≤ C |x− x′| ‖V ‖W 1,∞(R3) ≤ C |x− x′|.
Therefore∣∣∇xǫ(x′)− 〈∇xV (x′,·) |χ(x,·)|2〉∣∣ = |〈∇xV (x′,·) (|χ(x′,·)|2 − |χ(x,·)|2)〉|
≤ C |x− x′| ‖∇xV ‖∞ ‖χ‖∞,1 ≤ C |x− x′|.
Consequently, we have
|∇xǫ(x)−∇xǫ(x′)| ≤
〈|∇xV (x′,·)−∇xV (x,·)| |χ(x,·)|2〉+ C |x− x′|.
Let us now estimate the integral in the right-hand side:〈|∇xV (x′,·)−∇xV (x,·)| |χ(x,·)|2〉
≤
∫∫∫
R4
G(x− x”,x′ − x”,z − z”) |χ(x,z)|2 |χ(x”,z”)|2 |ρ(x”)| dx” dz” dz
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with
G(u,v,w) =
∣∣∣∣ u(|u|2 + |w|2)3/2 − v(|v|2 + |w|2)3/2
∣∣∣∣ .
As in [19], we cut the integral into two parts, setting d = |x−x′| and Σ = {x” ∈
R
2 : |x− x”| ≤ 2d}. If x” ∈ Σ, we have |x′ − x”| ≤ 3d and we write
G(x−x”,x′−x”,z−z”) ≤ |x− x”|
(|x− x”|2 + (z − z”)2)3/2+
|x′ − x”|
(|x′ − x”|2 + (z − z”)2)3/2 .
Then we remark that ∫
R
|u|
(|u|2 + w2)3/2 dw =
C
|u| . (2.33)
Thus by applying this equality with w = z − z” we obtain∫∫
R2
∫
Σ
≤ C‖χ‖∞
∫
R
∫
Σ
(
1
|x− x”| +
1
|x′ − x”|
)
|χ(x,z)|2 |ρ(x”)| dz dx”
= C‖χ‖∞
∫
Σ
(
1
|x− x”| +
1
|x′ − x”|
)
|ρ(x”)| dx”
≤ Cd ‖ρ‖∞.
On the other hand, for x” ∈ R2\Σ we have |x′ − x”| ≥ |x − x”| − |x − x′| ≥
1
2
|x − x”|. Besides, straightforward calculations show that for any (u,v,w) we
have
|G(u,v,w)| ≤ max
( |u− v|
(|u|2 + w2)3/2 ,
|u− v|
(|v|2 + w2)3/2
)
.
Therefore, by using again (2.33), we have∫∫
R2
∫
R2\Σ
≤
∫∫
R2
∫
R2\Σ
|x− x′| |χ(x,z)|2 |χ(x”,z”)|2
(1
4
|x− x”|2 + |z − z”|2)3/2 |ρ(x”)| dx” dz” dz
≤ Cd ‖χ‖∞
∫
|x−x”|>2d
|ρ(x”)|
|x− x”|2 dx”,
≤ Cd
(∫
2d<|x−x”|<R
+
∫
|x−x”|≥R
)
≤ Cd
(
‖ρ‖∞ ln R
d
+
1
R2
‖ρ‖1
)
,
for any R > 2d. This ends the proof of (2.14).
We end this section with the following result, which deals with a time-
dependent function ρ(t,x):
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Lemma 2.4 Let ρ = ρ(t,x) belong to Bα([0,T ] × R2), where 0 < α < 1, and
satisfy
0 ≤ ρ(t,x) ≤ C (1 + |x|)−γ, γ > 3. (2.34)
Then the solution ǫ of (2.10), (2.11) belongs to Bλα , 2+λα(R2), for any λ ∈
(0,1− 3/γ).
Preuve : This result stems from the elliptic regularity results and decay esti-
mates for the potential V . Indeed, since χ decays exponentially as |z| becomes
large (see(A.1)), we immediately deduce from (2.34) that the density n = ρ|χ|2
satisfies
|n(t,x,z)| ≤ C (1 + |x|+ |z|)−γ . (2.35)
Besides, since V satisfies (2.17) and (2.18), it is Lipschitz continuous with respect
to the (x,z) variable. Moreover, by (2.32) and the assumption on ρ, V is Hölder
continuous with exponent α with respect to the t variable. Inequality (A.11)
thus implies that χ is Lipschitz continuous with respect to the x variable and
Hölder continuous with exponent α with respect to the t variable. It is also
Lipschitz continuous with respect to the z variable since it is in H2(Rz) and
decays exponentially as well as its z-derivative. Hence n is in Bα and
|n(t,x,z)− n(t′,x′,z′)| ≤ C |(t,x,z)− (t′,x′,z′)|α
which leads, in view of (2.35), to
|n(t,x,z)− n(t′,x′,z′)| ≤ C |(t,x,z)− (t′,x′,z′)|λα (1 + |x|+ |z|)−(1−λ)γ (2.36)
if |(x,z)− (x′,z′)| < 1/2. We are now able to apply Proposition 4.1 of Ref. [19]
which insures that V ∈ Bλα,2+λα(R3). This implies the desired regularity for ǫ,
thanks to Lemma A.4.
3 A priori estimates for the Vlasov-Schrödinger-
Poisson system
3.1 The energy estimate
In this section, we express the physical quantities which are conserved during
the evolution of the system. For this purpose, we introduce different macroscopic
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quantities. The surface (i.e. integrated with respect to z) charge density and
surface current density (in direction x) are respectively given by
ρ(t,x) =
∫
R2
f(t,x,v) dv ; j(t,x) =
∫
R2
vf(t,x,v) dv
and the charge density is
n(t,x,z) = ρ(t,x) |χ(t,x,z)|2.
The kinetic energy density is given by
ǫc(t,x,z) = |χ(t,x,z)|2
∫
R2
v2
2
f(t,x,v) dv +
1
2
|∂zχ(t,x,z)|2ρ(t,x)
and the potential energy density is written
ǫp(t,x,z) =
1
2
|∇x,zV (t,x,z)|2 + Vext(z)n(t,x,z).
Proposition 3.1 Let (f,χ,V ) be a classical solution of (1.1)–(1.3), under As-
sumption 6.2. Then the total charge and the total energy of the system are
conserved: for all t > 0 we have
d
dt
∫∫
R3
n(t,x,z) dx dz = 0, (3.37)
d
dt
∫∫
R3
(ǫc(t,x,z) + ǫp(t,x,z)) dx dz = 0. (3.38)
Preuve : An integration of the Vlasov equation with respect to v gives the
continuity equation
∂tρ+ divx j = 0,
which implies (3.37), since
∫∫
n(t,x,z) dx dz =
∫
ρ(t,x) dx. Next, multiplying the
Vlasov equation (1.1) by v
2
2
and integrating over x and v, we obtain, after some
integrations by parts,
d
dt
∫∫
R4
v2
2
f dv dx−
∫
R2
ǫ divx j dx = 0. (3.39)
Thanks to the continuity equation, one can transform the second term as follows:
−
∫
R2
ǫ divx j dx =
d
dt
∫
R2
ρǫ dx−
∫
R2
ρ ∂tǫ dx.
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Next we recall the two following identities:
ǫ = 1
2
〈|∂zχ|2〉+ 〈|χ|2 (V + Vext)〉 ; ∂tǫ = 〈|χ|2 ∂t(V + Vext)〉 .
Since n = ρ|χ|2 and Vext is independent of t, we deduce that
−
∫
R2
ǫ divx j dx =
1
2
d
dt
∫∫
R3
ρ |∂zχ|2 dx dz + d
dt
∫∫
R3
nV dx dz −
∫∫
R3
n ∂tV dx dz
+
d
dt
∫∫
R3
nVext dx dz.
By the Poisson equation (1.3) we have∫∫
R3
nV dx dz =
∫∫
R3
|∇x,zV |2 dx dz ;
∫∫
R3
n ∂tV dx dz =
1
2
d
dt
∫∫
R3
|∇x,zV |2 dx dz.
Inserting these equalities in (3.39) gives (3.38).
3.2 L∞ estimate of the surface density
The construction of a classical solution for the coupled Vlasov-Schrödinger-
Poisson system will rely on the following key estimate:
Proposition 3.2 Let (f,χ,V ) be a classical solution of (1.1)–(1.3), under As-
sumption (6.2). Then for all T > 0 it satisfies the estimate:
sup
t∈[0,T ]
‖ρ(t,·)‖L∞(R2) ≤ CT ,
where CT is a constant depending only on T and on the data f0.
Preuve : Since
∫ |χ|2 dz = 1, the conservation of charge expressed by (3.37)
and the fact that f is nonnegative imply
‖f(t, · ,·)‖L1(R4) = ‖ρ(t,·)‖L1(R2) = ‖f0‖L1(R4).
Moreover, as a consequence of this energy estimate (3.38), the second order
moment of the nonnegative f is bounded in L1:∫∫
R4
v2 f(t,x,v) dv dx ≤ C.
Together with the L∞ estimate ‖f(t, · ,·)‖L∞(R4) = ‖f0‖L∞(R4), and a standard
interpolation lemma in two dimensions, this leads to the following bound :
‖ρ(t,·)‖L2(R2) ≤ C. (3.38)
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Hence ρ is bounded in L∞((0,T ),L1(R2) ∩ L2(R2)) and by Lemma 2.3, we have
for any t ∈ [0,T ]
‖∇xǫ(t,·)‖∞ ≤ C‖ρ(t,·)‖1/2∞ ,
where C only depends on T and on the data of the problem. By applying Lemma
B.2 given in the Appendix, thanks to Assumption 6.2, we get
‖ρ(t,·)‖∞ ≤ C
(
1 +
∫ t
0
‖∇xǫ(s,·)‖2∞ ds
)
≤ C
(
1 +
∫ t
0
‖ρ(s,·)‖∞ ds
)
.
which yields the boundedness of ‖ρ‖L∞t L∞x after a Gronwall argument.
4 Existence and uniqueness of the global classical
solution
As mentioned in the Introduction, the construction of a solution is inspired
by the work of Ukai and Okabe [19], who solved the Vlasov-Poisson system in
dimension 2. The adaptation of this work relies on the fact that the Schrödinger-
Poisson system studied in Section 2 shares similar regularization properties to
the Poisson equation. The global existence of solutions of the two dimensional
Vlasov-Poisson system relies on an L∞ bound for the electric field which is ob-
tained by a Gronwall argument. This argument fails in the Vlasov-Schrödinger-
Poisson problem. The L∞ bound holds however, but its proof relies on the use
of the energy conservation satisfied by the solution (see Proposition 3.2). This
fact induces some changes in the construction of the solution : namely, we are
not able to construct the solution directly on arbitrarily large time intervals. At
variance, the solution is constructed on small intervals, whose length only de-
pend on some bounds on the initial data. The uniform bound (Proposition 3.2)
on the solution allows to resume the construction on a new small interval, and
so on. Since the length of the intervals stays away from zero, global existence is
deduced.
In order to prove the local existence and uniqueness, we introduce the fol-
lowing Vlasov-Poisson like system (in dimension 2 here, but this can easily be
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generalized): 
∂tf + v · ∇xf + F [ρ] · ∇vf = 0,
ρ(t,x) =
∫
R2
f(t,x,v) dv
f(0,x,v) = f0(x,v),
(4.39)
where the functional
ρ(t,·) 7→ F [ρ(t,·)] ∈ L∞(R2)2,
local in time, is defined on L1(R2) ∩ L∞(R2) and satisfies the four following
properties:
(P1) for any ρ ∈ L1 ∩ L∞(Rd) we have
‖F [ρ]‖∞ ≤ C(‖ρ‖1) ‖ρ‖β∞,
where β is a positive real number and C(‖ρ‖1) is a constant which only depends
on ‖ρ‖1 ;
(P2) if ρ and ρ˜ belong to L1 ∩ L∞, then
‖F [ρ]−F [ρ˜]‖∞ ≤ Cρ,ρ˜ (‖ρ− ρ˜‖1 + ‖ρ− ρ˜‖∞),
where Cρ,ρ˜ only depends on the L
1 and L∞ norms of ρ and ρ˜ ;
(P3) if ρ = ρ(t,x) belongs to Bα([0,T ] × R2), where 0 < α < 1, and sa-
tisfies (2.34) then there exists α1 > 0 and α2 > 0 such that F [ρ] belongs to
Bα1,1+α2(R2);
(P4) for any x, x′ ∈ Rd, we have
|F [ρ](x)−F [ρ](x′)| ≤ Cρ ζ(|x− x′|),
where Cρ only depends on ‖ρ‖1+ ‖ρ‖∞ and the function ζ was defined in Theo-
rem 6.1.
Under these assumptions, we have the following local existence result:
Proposition 4.1 Let F satisfy Properties (P1), (P2), (P3), (P4) and f0
satisfy Assumption 6.2. Then (4.39) admits a unique classical solution on a
maximal time interval [0,T0) such that T0 ∈ (0, +∞]. Moreover if T0 < +∞
then we have
sup
t∈[0,T0)
‖ρ(t,·)‖∞ = +∞.
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Preuve : We shall first prove the existence of a local in time solution, then
show the uniqueness of this solution.
Existence. The construction of a local in time solution is done by adapting
the work of Ukai and Okabe [19] for the two dimensional Vlasov-Poisson system.
We first define the subset S of B0([0,T ]× R4), consisting of all the functions g
which satisfy the following conditions:
(i) g ∈ Bα0([0,T ]× R4),
(ii) ‖g‖Bα0 ≤M0,
(iii) |g(t,x,v)| ≤M0(1 + |x|)−γ (1 + |v|)−γ, (t,x,v) ∈ [0,T ]× R4,
(iv)
∫∫
R4
|g(t,x,v)| dx dv ≤ ‖f0‖1 , t ∈ [0,T ],
(v)
∫
R2
|g(t,x,v)| dv ≤M1(t), (t,x) ∈ [0,T ]× R2,
where the positive constants T ,M0 and α0, as well as the positive nondecreasing
function M1(t), will be precised further. It is readily seen that S is a compact
convex subset of B0([0,T ]×R4). For any element g ∈ S, we define f := Γ(g) as
the solution of 
∂tf + v · ∇xf + F [ρg] · ∇vf = 0,
ρg(t,x) =
∫
Rd
g(t,x,v) dv
f(0,x,v) = f0(x,v).
(4.40)
Thanks to the properties (P1) to (P4) of F , one can apply Lemma B.1 of the
Appendix. Remark that if g satisfies (i) and (iii) with γ > 2, then ρg ∈ Bα for
some 0 < α < α0, thus by (P3), the force field F [ρg] belongs to C0([0,T ],C1 ∩
L∞(R2)).
For any g ∈ S the function Γ(g) is uniquely defined, continuously differen-
tiable, and satisfies the estimates (B.2), (B.3) and (B.4). In addition, (P1), (P4)
and (iv) imply that the constants α(F ) andM(F ) appearing in these estimates
depend only on ‖ρ‖∞ : we write these constants α(‖ρ‖∞) and M(‖ρ‖∞) (the
functions α(·) and M(·) are respectively nonincreasing and nondecreasing).
Consequently, the crucial step is to get an estimate for ‖ρ‖∞. This can be
done by using Lemma B.2 and (P1). Let ρf =
∫
f dv and ρg =
∫
g dv, where f
solves (4.40). We have
‖ρf (t,·)‖∞ ≤ C0
(
1 +
∫ t
0
‖ρg(s,·)‖2β ds
)
. (4.41)
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Let ρ0 be the positive nondecreasing solution of the integral equation
ρ0(t) = C0
(
1 +
∫ t
0
ρ0(s)
2β ds
)
.
This solution is defined on a maximal interval [0,T0). Let 0 < T < T0. Now we
fix the constants in (i)–(v) as follows:
α0 = α(ρ0(T )) ; M0 =M(ρ0(T )) ; M1(t) = ρ0(t).
If g belongs to S then we have |ρg(t,x)| ≤ ρ0(T ), thus α(‖ρ‖∞) ≥ α0 and
M(‖ρ‖∞) ≤ M0: it is clear by (B.2)–(B.4) that f = Γ(g) also satisfies (i), (ii),
(iii) and (iv). Next, since g satisfies (v) and by (4.41), we get
‖ρf (t,·)‖∞ ≤ C0
(
1 +
∫ t
0
ρ0(s)
2β ds
)
= ρ0(t) = M1(t);
this shows that f also satisfies (v). The set S is thus stable by Γ.
Then, with property (P2), one can prove that Γ is continuous in the B0
topology (see [19]). This is enough to conclude that it admits a fixed point, which
is solution of (4.39) on a time interval [0,T0). If supt∈[0,T0) ‖ρ(t,·)‖∞ < +∞ then,
by (B.2), (B.3) and (P3), the solution is in fact defined on the closed interval
[0,T0], and one can extend this solution after T0. This proves the second part of
the Proposition.
Uniqueness. It remains to prove the uniqueness of the solution of (4.39). Let
f 1 and f 2 be two classical solutions of (4.39) and let ρ1 and ρ2 be the densities
corresponding to f 1 and f 2. Let us also use the notation
9f9 = ‖f‖L1x,v + ‖f‖L∞x L1v .
By differentiating (4.39) with respect to x or with respect to v, one gets
‖∇xf 1(t, · ,·)‖1 ≤ ‖∇xF [ρ1]‖∞
∫ t
0
‖∇vf 1(s, · ,·)‖1 ds,
‖∇vf 1(t, · ,·)‖1 ≤
∫ t
0
‖∇xf 1(s, · ,·)‖1 ds,
thus (P3) and a Gronwall lemma imply that ∇xf 1 and ∇vf 1 are bounded in
L∞((0,T ),L1 ∩ L∞(R4)), as well as ∇xf 2 and ∇vf 2.
Additionally, the difference f = f 1 − f 2 satisfies the equation
∂tf + v · ∇xf + F [ρ1] · ∇vf =
(F [ρ2]−F [ρ1]) · ∇vf 2. (4.42)
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Therefore one deduces from Liouville’s theorem that∫∫
R4
|f(t,x,v)| dx dv ≤
∫ t
0
∫∫
R4
∣∣F [ρ2]−F [ρ1]∣∣ (s,x)|∇vf 2(s,x,v)| dx dv ds
≤ ‖∇vf 2‖L∞t L1x,v
∫ t
0
∥∥F [ρ2]−F [ρ1]∥∥
∞
(s) ds.
Thanks to Property (P2), we get
∥∥f 2(t)− f 1(t)∥∥
1
≤ C‖∇vf 2‖L∞t L1x,v
∫ t
0
(∥∥ρ2(s)− ρ1( s)‖1 + ∥∥ρ2(s)− ρ1( s)‖∞) ds,
which implies
∥∥f 2(t)− f 1(t)∥∥
1
≤ C
∫ t
0
9f 2(s)− f 1(s) 9 ds.
Besides, the solution f of (4.42) reads
f(t,x,v) =
∫ t
0
{(F [ρ2]−F [ρ1]) · ∇vf 2} (s,X 1(s; t,x,v),V1(s; t,x,v))ds, (4.43)
where the characteristics are given by (i = 1,2):
dX i
ds
= V i, dV
i
ds
= F [ρi](s,X i), X i(t; t,x,v) = x, V i(t; t,x,v) = v; i = 1,2.
Thanks to the boundedness of F [ρ1] in some Bα1,1+α2 , uniform bounds on [0,T ]
for X 1, ∇xX 1 and ∇vX 1 are easily obtained. Hence, from (1.6) satisfied by the
initial data, one can deduce (see e.g. [19]) that
|∇vf 2(s,X 1(s; t,x,v),V1(s; t,x,v))| ≤ C(1 + |v|)−γ.
Integrating (4.43) with respect to v, we obtain
‖f 2(t)−f 1(t)‖L∞x L1v ≤ C
∫ t
0
∥∥F [ρ2]−F [ρ1]∥∥
∞
(s) ds ≤ C
∫ t
0
9f 2(s)−f 1(s)9 ds.
By summing the above inequalities, we obtain
9f 2(t)− f 1(t)9 ≤ C
∫ t
0
9f 2(s)− f 1(s) 9 ds
which leads to f2 ≡ f1.
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Application: proof of Theorem 6.3. To prove Theorem 6.3, we only
need to collect the results obtained in the previous sections. In Section 2,
we studied the mapping ρ 7→ F [ρ] := −∇xǫ, where ǫ solves the quasistatic
Schrödinger-Poisson system (2.10), (2.11). Properties (P1), (P2), (P3) and
(P4) come respectively from (2.13), (2.15), Lemma 2.4 and (2.14) (note that
we have β = 5/6 in (P1)).
Then the first part of Proposition 4.1 gives the existence of a unique classi-
cal solution on a maximal time interval [0,T0). Finally, the global estimate given
in Proposition 3.2 and the second part of Proposition 4.1 show that T0 = +∞.
Appendix
A Properties of the Schrödinger eigenvalue pro-
blem
In this part, we recall some spectral properties of the operator H[V ] =
−1
2
d2
dz2
+ (V + Vext) on L
2(R) with the domain (independent of V )
D(H) =
{
ψ ∈ H2(R) : Vext ψ(z) ∈ L2(R)
}
.
We assume here that Vext satisfies Assumption 6.1 and that V belongs to L
∞(R).
It is well-known (see for instance [16]) that this operator is self-adjoint, bounded
from below and has a compact resolvent. Its eigenfunctions (χp)p∈N∗ , chosen real-
valued, form an orthonormal basis of L2(R) and its eigenvalues (ǫp)p∈N∗ form
a strictly increasing sequence of real numbers tending to infinity. Moreover we
have
∀a > 0 ∀p ∈ N∗ ∃Ca,p,V > 0 such that, ∀z ∈ R, |χp(z)| ≤ Ca,p,V e−a |z|,(A.1)
where Ca,p,V only depends on a, p, Vext and ‖V ‖∞. The p-th eigenvalue is also
given by the max-min formula
ǫp[U ] = max
dimEp=p−1
min
φ∈E⊥p ∩D(H)
‖φ‖
L2(R)=1
(∫
R
1
2
∣∣∣∣dφdz (z)
∣∣∣∣2 dz + ∫
R
(U + Vext)(z) |φ(z)|2dz
)
.(A.2)
Here are two immediate consequences of this formula, where U and V are two
functions in L∞(R):
if U ≥ V a.e. on R then ∀p ∈ N∗ ǫp(U) ≥ ǫp(V ). (A.3)
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|ǫp[U ]− ǫp[V ]| ≤ ‖U − V ‖∞. (A.4)
Next, from
ǫp[V ] =
∫
R
1
2
∣∣∣∣dχpdz (z)
∣∣∣∣2 dz + ∫
R
(V + Vext)(z) |χp(z)|2dz (A.5)
and (A.4) with U = 0, we obtain
‖χp[V ]‖2H1(R) ≤ Cp + ‖V ‖L∞(R).
Therefore, by a Gagliardo-Nirenberg inequality, we deduce that
‖χp[V ]‖L∞(R) ≤ Cp (1 + ‖V ‖1/4L∞(R)). (A.6)
The following differentiability result is standard:
Lemma A.1 For any p ∈ N∗, the mapping V 7→ ǫp[V ] is differentiable on
L∞(R) and we have
∀W ∈ L∞(R) dV ǫp(W ) =
〈
W |χp|2
〉
.
The following lemma, also given without proof, contains additional information
on the differential of the eigenfunctions and eigenvalues when the potential
depends on a parameter:
Lemma A.2 Let V = V (x,z) ∈ L∞(R3). Let us denote ǫp(x) instead of ǫp[V (x,·)]
and analogously for χp(x,·). Assume that ∇xV ∈ L1loc(R2,L∞(R)).
(i) Then ∇xǫp ∈ L1loc(R2) and we have
∇xǫp =
〈|χp|2∇xV 〉 (A.7)
|∇xǫp(x)| ≤ C ‖∇xV (x,·)‖L∞(R), (A.8)
where C is independent of V .
(ii) Furthermore, there exists a parametrization χp(x,·) such that ∇xχp belongs
to L1loc(R
2,L∞(R)) and we have
∇xχp =
∑
q 6=p
〈χp χq∇xV 〉
ǫp − ǫq χq , (A.9)
‖∇xχp(x,·)‖L∞(R) ≤ CV ‖∇xV (x,·)‖L∞(R), (A.10)
where the constant CV only depends on ‖V ‖L∞(R3) and not on the index p.
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From this lemma one can deduce the following
Corollaire A.3 (i) Let V and V˜ be in L∞(R). Then for any p ∈ N∗, the
corresponding p-th eigenfunctions satisfy
‖χp[V ]− χp[V˜ ]‖L∞(R) ≤ CV,V˜ ‖V − V˜ ‖L∞(R). (A.11)
(ii) Let V and V˜ be in W 1,∞(R2,L∞(R)). Then the corresponding eigenvalues
satisfy
‖∇xǫp[V ]−∇xǫp[V˜ ]‖L∞(R3) ≤ CV,V˜ ‖∇xV −∇xV˜ ‖L∞(R3). (A.12)
In this lemma, the constant CV,V˜ only depends on p, ‖V ‖∞ and ‖V˜ ‖∞.
We end this section by the following Lemma –also standard and stated without
proof– which says that ǫ has the same regularity as V with respect to x:
Lemma A.4 If V ∈ Bk+α(R2,L∞(R)), for k ∈ N and 0 ≤ α < 1, then the
corresponding eigenvalues ǫp[V ] belong to Bk+α(R2) and the map V 7→ ǫp[V ] is
locally Lipschitz continuous in these spaces.
B Results concerning the Vlasov and the Poisson
equations
Consider the Vlasov equation in dimension d{
∂tf + v · ∇xf + F · ∇vf = 0,
f(0,x,v) = f0(x,v),
(B.1)
where F (t,x) denotes a generic force field defined on [0,T ] × Rd and belonging
to C0([0,T ],C1(Rd)). Then, if f0 is continuously differentiable, (B.1) admits a
unique classical solution f ∈ C1([0,T ] × R2d). This solution can be written
simply thanks to the characteristic equations, which are defined by X (s; t,x,v),
V(s; t,x,v) solving
dX
ds
= V , dV
ds
= F (s,X ), X (t; t,x,v) = x, V(t; t,x,v) = v.
Indeed, we have
f(t,x,v) = f0(X (0; t,x,v),V(0; t,x,v)).
The following lemma is taken from [19, Proposition 6.1–Lemma 6.1]:
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Lemma B.1 Let F (t,x) be in C0([0,T ],C1(Rd) ∩ L∞(Rd)) and let
µ = sup
(t,x,x′)∈[0,T ]×R2d
|F (t,x)− F (t,x′)|
ζ(|x− x′|) ,
where the function ζ was defined in Theorem 6.1. Assume that f0 satisfies As-
sumption 6.2. Then there exists a nonincreasing function α(·) and a nonde-
creasing function M(·) such that the solution of (B.1) satisfies the following
estimates:
‖f‖Bα(F ) ≤M(F ), (B.2)
|f(t,x,v)| ≤ M(F ) (1 + |x|)−γ (1 + |v|)−γ, (B.3)
∫∫
R4
|f(t,x,v| dx dv = ‖f0‖1. (B.4)
where we have denoted for simplicity α(F ) = α(µ+‖F‖∞) andM(F ) =M(µ+
‖F‖∞).
Another classical result is that the L∞ norm of the density is controlled by
the L∞ norm of the field. Denoting ρ(t,x) =
∫
Rd
f(t,x,v) dv, we have the
Lemma B.2 Let f0 satisfy
|f0(x,v)| ≤ C (1 + |x|)−γ (1 + |v|)−γ,
where γ > d. Then the solution of (B.1) satisfies
|ρ(t,x)| ≤ C
(
1 +
∫ t
0
‖F (s,·)‖d∞ ds
)
.
Preuve : The proof is standard and can be found for example in [19].
The following lemma gives some estimates on the solution of the Poisson
equation in dimension 3 (see for instance [1]):
Lemma B.3 Let f ∈ L1(R3) ∩ Lp(R3), with 3/2 < p ≤ ∞. Then we have∥∥∥∥1r ∗ f
∥∥∥∥
∞
≤ C‖f‖θp ‖f‖1−θ1 , (B.5)
with θ = p
3p−3
. Moreover, if p =∞ we have∥∥∥∥∇x,z (1r ∗ f
)∥∥∥∥
∞
≤ C‖f‖2/3∞ ‖f‖1/31 . (B.6)
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We conclude this appendix by the following Lemma which was proven in [4]. It
deals with the convolution in dimension 3 of the Poisson kernel 1
4pir
with LpxL
1
z
densities:
Lemma B.4 (i) Let f ∈ LpxL1z with 1 < p < 2. Then we have∥∥∥∥1r ∗ f
∥∥∥∥
p#,∞
+
∥∥∥∥∇x,z (1r ∗ f
)∥∥∥∥
p#,1
≤ Cp ‖f‖p,1, (B.7)
where p# = 2p
2−p
.
(ii) Let f ∈ LpxL1z ∩ L1(R3) with 2 < p ≤ ∞. Then we have∥∥∥∥1r ∗ f
∥∥∥∥
∞
+
∥∥∥∥∇x,z (1r ∗ f
)∥∥∥∥
∞,1
≤ Cp ‖f‖θp,1 ‖f‖1−θ1 , (B.8)
where θ = p
2p−2
.
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