From literature it is known that full-reference visual quality indices are a poor fit for the estimation of visual security for selective encryption. The question remains whether no-reference visual quality indices can perform where full reference indices falter. Furthermore, no-reference visual quality indices frequently use machine learning to train a model of natural scene statistics. It would be of interest to be able to gauge the impact of learning statistics from selectively encrypted images on performance as quality estimators for encryption. In the following we will answer these two questions.
INTRODUCTION
Selective encryption (SE) is the encryption, utilizing state of the art ciphers like AES, of a selected part of a media file or stream. The goal is to secure the content, or parts thereof, while still maintaining the file format, that is the file is still usable as the media file or stream it actually is. An example of this is would be surveillance cameras, which are more and more common and pose some privacy concerns since a malicious actor could track a person. A solution for this is to encrypt identity revealing information like faces or license plates. On the other hand, an observer should still be able to see the rest of the video(-stream) in high quality to be able to identify suspicious behaviour. If such behaviour is identified and a law enforcement agent is notified the identity containing portion of the video can be decrypted. There are a number of papers dealing with problems like this, focusing on the technical side of performing encryption without destroying the rest of the video through drift errors and similar things, e.g., [2] [3] [4] 22] .
It is well known that SE is secure, Lookabaugh and Sicker [12] showed how it relates to Shannon's work [16] . Potential insecurity come from the information left in plaintext to achieve the other objectives, e.g., the rest of the video outside a region of identity Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). IH&MMSec '18, June 20-22, 2018 should be error free and the media should be format-compliant. In essence some information will leak, this is unavoidable with the other goals in mind, the amount of leakage is another question though. The goal of SE can be stated as a destruction of quality in the encrypted part such that it can not be exploited in a malicious fashion. Which directly leads to the formulation of the security evaluation of the SE: "To what extent can the information left in plain text be used to reconstruct an image or video?"
It is expensive and time-consuming to use human observer experiments, to gauge recognizability and remaining quality, so image metrics or visual quality indices (VQI) are used instead as they represent a model of the human visual system. While such methods can be, and are, used to evaluate SE methods it has been shown that their performance suffers on low quality images [6] . Furthermore, there is a subset of VQIs specifically designed to evaluate SE methods, created in conjuction with a specific SE method. These SE-VQIs usually work well for the design target but are even worse than regular VQIs for all other applications [8] . Up to now the focus VQI regarding security evaluation are on full-reference VQIs (FR-VQI), i.e., metrics which have access to both the original and distorted (encrypted) image. Even evaluation of the fitness of VQI for security evaluation of SEs focus almost exclusively on FR-VQI, with one exception in [8] which is based on local entropy to evaluate the distance to a random signal.
An alternative are no-reference VQIs (NR-VQI) which only use the distorted image and statistics based on natural images. The benefit of NR-VQIs over FR-VQIs for security evaluation is threefold. NR-VQIs use a statistical approach which is better fit to deal with the artefacts resulting from encryption, which should look like a random signal, while FR-VQIs consist of models of image structure and the HVS. The second benefit of NR-VQIs is that the rely on a statistical model of images and distortions. This model is the result of a machine-learning process and can, as opposed to a fixed model (as used by most FR-VQIs), be adjusted by learning the statistics of encrypted images. Thirdly, the view of NR-VQIs is the same view an attacker has, i.e., only the encrypted image. As such it is, theoretically, a very accurate way of estimating residual content and structure in the encrypted image, which is exactly the goal of evaluating an SE method.
In this paper we will ask, and answer, two questions:
( Section 2 gives an overview over the VQIs used in this paper. Section 3 recaps the evaluation methodology from [8] and in Section 4.1 the VQIs are evaluated based on this methodology. In Section 4.2 we will use one VQI to learn, with different fitness criteria, the statistics of encrypted images and gauge the improvement for security evaluation. Finally, Section 5 will recap the results and conclude the paper.
OVERVIEW OF VISUAL QUALITY INDICES
In the following we will describe the visual quality indices/image metrics (VQI) which are used in this paper. The methods are primarily chosen based on available implementations, of those more recent were preferred. Further, VQIs based on different features or features from different domains, e.g., spatial versus DCT, were chosen over different VQIs using similar features.
BIQAA [5]
is the blind image quality assessment based on anisotropy. The generalized Rènyi entropy is used to calculate local entropy histograms by associating a distribution for each pixel of the image. After normalization a windowed pseudo-Wigner distribution (PWD) can be approximated as a probability distribution function. This PWD is computed in a 1-D oriented window, allowing a measure of the entropy in a selected direction. Differences in the directional entropy are taken to measure image anisotropy and hence to estimate of the image quality. [10] are based on the observation that structural information in an image is encoded in the phase of its Fourier transformation. Impairment of the image affects the phase of the Fourier transform and changes phase coherence. Basically all three indices are based on the same model, they measure the (logarithmic) probability of the total variance, of the signal in phase space, diverging from the total variance of a 'random' image to denote structure (or quality). The notion of 'random' is where the three measures differ, the GPC uses a uniform random phase function as a model, sharp and SI use Gaussian white noise with the SI only using an approximation which changes it slightly but is much faster to calculate. NIQE [14] uses directional MSNC values similar to BRISQUE.
BLIINDS-II
The main difference are a) that these values are taken from local patches which show a high local variance. And b) the model is a multivariate Gaussian based on the same statistics from regular images, which means unlike the BRISQUE no human observer information is taken into account. SSEQ [11] uses the distribution, expressed by mean and skew, of spatial and spectral entropies as features. The entropies are calculated on a block by block partition of the image and on multiple scales. The features are trained using an SVR to conform to human judgement.
In addition to the NR-VQIs we also will present the two best full-reference VQIs (FR-VQI) from literature [8] , the local edge gradient image metric (LEG) [7] and the visual information fidelity (VIF) [17] . The comparison will show how the NR-VQIs compare to the full-reference VQIs in a baseline configuration. Further, since the NR-VQIs are usually based on machine learning of statistical features, we will adapt one, the BRISQUE, and retrain for better performance on low-quality images. This will show the potential of using NR-VQIs when the target application of the VQI is known prior to training.
With respect to implementations, we used only image metrics for which the code is publicly available (for reproducible research). The three features GPC, SI, and sharp are available from the webpage of Lionel Moisan at the Université Paris Descaterse 1 . An implementation for BIQAA (version 1.0 by Gabarda was used) is available at MathWorks 2 . The remaining NR-VQIs and the VIF are available from the webpage of the Laboratory of Image and Video Encryption at the University of Texas (Austin) 3 . The LEG source code is available from the visual quality index implementation (VQI) of the University of Salzburg Wavelab group webpage 4 .
EVALUATION METHODOLOGY
We will follow the proceedings described in [8] , using the same methods and databases, however, we will briefly recap them here. Note that an illustrated guide to the evaluation method is available online [9] .
The main goal of these evaluations is to find how well an visual quality index (VQI) reflects the human visual system (HVS) based on the mean opinion scores (MOS). The following assumes that a low MOS indicates low quality and that the VQIs are impairment indices, a low score implies good quality.
Application Domain. is the domain to apply the VQI, either on the decoding of an encrypted image (encrypted domain) or on the decoding of an 'attacked', i.e., reducing/removing the impact of the encryption, encrypted image (extracted domain). This is done by generating a set of image pairs, consisting of two encrypted images with clearly different quality. Then the VQI is tasked to order each image pair based on quality. This is done in both extracted and encrypted domain, the percentage of correct orderings is used as score, 0.5 (50%) being the worst outcome, akin to a coin flip per pair. In case of referenced VQIs the groundtruth of the image is used as a reference for both cases.
Correspondence to HVS: Monotonicity. measures the correlation of the VQI to the HVS. Since the HVS, and most VQIs, are nonlinear rank order correlation is used instead of linear correlation, specifically, Spearman's rank order coefficient (SROC) [20] .
Since high correlation over the full quality range does not imply a high correlation over the low quality range [6] , we will give the SROC over the full, high and low quality range.
Correspondence to HVS:
Similar to SROC the confidence is not constant over the full quality range. Therefore, we also give a signal shape which describes the shape of the C D function. Outliers based on the z score of a data point D are calculated as
is a high outlier, and if z D > 1 it is a low outlier. Based on the distribution of high and low outliers we can specify the shape of the signal as follows. A signal is stable if there are no outliers, and it is biased if the high and low outliers are separable by a single threshold (D t ). Specifically, the shape is denoted biased towards high quality if
A signal which is neither stable nor biased is considered unstable.
EVALUATION
In this section we will evaluate the VQIs based on the same data as was used in [8] . Specifically, the LIVE and IVC-SelectEncrypt databases.
The LIVE database, [19] , does not contain encrypted images. However, the images in the low quality range exhibit strong distortions which can be equated to encrypted images in the sense that strong distortions mask a lot of the visual information. The test sets contained in the LIVE database (and their abbreviation in plots and figures) are JPEG 2000 compression (jp2k), JPEG compression (jpeg), white noise (wn), Gaussian blur (gblur), and bit errors in JPEG2000 bit stream transmission over a simulated fast fading Rayleigh Channel (fastfading), for detailed information see [18] . The threshold to separate low and high quality is set to a mean opinion score (MOS) value of 40 for our experiments. The MOS is the mean quality judgment based on a number of human observers opinions, the range of MOS depends on the database.
The IVC-SelectEncrypt database [1] contains various instances of JPEG 2000 transparent encryption, using different encryption techniques. The test sets contained in the IVC-SelectEncrypt database (and their abbreviation) are traditional encryption (trad), truncation of the code stream (trunc), window encryption without error concealment (iwind_nec), window encryption with error concealment (iwind_ec), and wavelet packet encryption (res), for detailed information see [21] . The low/high quality threshold is set to a MOS of 3 for the following experiments.
Evaluation of No-Reference VQI
For reasons of brevity all the results are summarized in Table 3 The final score is simply a sum of individual performances, starting at 0, bad (those in italics) performances distract 1, good (in bold) performances add 1. This allows for a simple ranking of the VQIs.
Application Domain. The performance of the NR-VQIs in this test was extremely bad. It was expected that they perform badly in the encrypted domain, since errors introduced by the encryption have been shown to mislead VQIs. What is kind of interesting is the fact that the clearly different qualities in the extracted domain, see Figure 1 , can not be sorted correctly. There are exceptions, BLIINDS-II does the sorting extremely well and SSEQ shows quite some improvement in the extraction domain. For the rest the improvements are slight (GPC, sharp, SI) to non-existing (NIQE, BIQAA, BRISQUE). That is not to say that the NR-VQIs can be applied in the encrypted domain, only that they (for the most part) also fail in the extraction domain. The most likely reason for this is that even the medium encryption still destroys much of the features the statistics are base on. However, the fact that BLIINDS-II does not make a single error in the extracted domain indicates that this is not true for all features. Correspondence to HVS: Monotonicity. The SROC for the full and low-quality range is given in Table 1 . The per test set SROC scores for the low-quality range is given in Table 3 .
As pointed out in [6] the SROC over the full-quality range does not give any indication about the performance in the low-quality range. Compare the BLIINDS-II and the VIF on the IVC-SelectEncrypt database, the VIF low-quality performance is far worse than for the full-quality range, for the BLIINDS-II the performance over the low-quality range is higher than for the full-quality case. It Session: Encryption, Authentication, Anonymization IH&MMSec'18, June 20-22, 2018, Innsbruck, Austria should also be noted that, apart from the BLIINDS-II on the IVCSelectEncrypt database, all VQIs perform worse on the low-quality range.
Another noteworthy tendency is the performance over regular impairments as given on the LIVE database versus the performance on encrypted images. All VQIs apart from those based on phase coherence perform worse for the encryption test sets. For most NR-VQIs this could be explained with their respective training with human judgement of regular image impairment (as given in the LIVE database). However, NIQE also does not utilize human judgement in the training phase and still performs worse on the IVC-SelectEncrypt database. The fact that phase coherence encodes structure and encryption is usually aimed at destroying structure would be a likely explanation. However, given that the phase coherence based VQIs behave very differently on the iwind test set with and without error concealment, see Table 3 , invalidates this argument. The error concealment should only reduce noise in the image and is not able to reconstruct structural information. As such it is as of yet unclear what the reason for this behaviour is, however, it should be noted that the phase coherence based VQIs show some desirable traits for visual security VQIs.
Correspondence to HVS: Confidence. The confidence of the NRVQIs overall is very bad, owing to a high average spread, the only exception is the NIQE, which is noteworthy by itself. Recall, that the confidence score gives the range of zero false negatives and zero false positives in relation to human judgement. The NIQE is the best of the NR-VQIs in this regard, even though it does not utilize information about human judgement during training.
When compared to full reference VQIs the NR-VQIs exhibit a very bad performance, except for the NIQE. Interestingly, the NRVQIs, with the exception of those based on phase coherence, maintain their signal shape; this is something the FR-VQIs frequently fail at.
Learning SE statistics
Since a lot of the NR-VQIs are based on machine learning, to better conform to human judgement, an obvious question is how much the performance improves when the learning is done on a database with encrypted distortions. For this we will use the BRISQUE, which uses the LIBSVM, and learn it on the IVC-SelectEncrypt database. In order to fairly evaluate it we will use cross validation, where we iteratively evaluate a test set which is disjoint from the training set. The folds are constructed by taking an original image and all its distorted versions for evaluation and all other images for training. The parameters for the scalable vector regression (SVR) were searched on a grid in logarithmic space with different fitness functions. The basic version BRISQUE cross uses the full-quality SROC and the BRISQUE low uses the SROC over the low-quality range as fitness function.
The results, given in Table 2 , expose an interesting behaviour. The improvement is a tradeoff in which test sets with horrible performances (iwind nec and resolution) are greatly improved at the cost of a performance reduction on relatively well performing test sets (truncation). This basically shifts all test sets towards a rather mediocre score. This is true for both target fitness functions. As such the training clearly improves the performance by a lot, compare e.g. the full-and low-quality results of BRISQUE low with the pre-trained BRISQUE, but at the cost of individual strength. As such it is recommended to train as specifically or as generally, i.e., on a large database with different distortions, as possible.
In conclusion the overall performance of LEG and VIF is still better. However, if the application scenario is known the learning approach can yield a metric which is better than LEG and VIF which are, by nature, fixed in their performance.
CONCLUSION
We initially asked two questions, and the answer can be summarized as follows.
How do NR-VQIs fare in the evaluation methodology for visual security metrics, as outlined in [8] ? The no-reference VQIs behave overall very similar to most FR-VQIs. Some are more fit as VQIs for visual security (NIQE), some less (GPC, sharp, SI, BIQAA). But more importantly VIF and LEG also outperform the NR-VQIs, so the recommendation is to use VIF or LEG, if time is a constraint, still stands.
Can the specific statistics of encrypted images be learned to improve the NR-VQIs for the evaluation of SE methods?
We used the Session: Encryption, Authentication, Anonymization IH&MMSec'18, June 20-22, 2018, Innsbruck, Austria Session: Encryption, Authentication, Anonymization IH&MMSec'18, June 20-22, 2018, Innsbruck, Austria BRISQUE, which uses LIBSVM with a SVR kernel, to try and learn the specific distortions as introduced the IVC-SelectEncrypt database. It is clear that the learning improves the overall performance quite a lot. Specifically, there are test sets where the learned version of the BRISQUE outperforms LEG and VIF. So if the specific application is known and training data is available the trained NR-VQI can be a better choice. As a general purpose VQI for security metrics the VIF and LEG still are a better choice.
Future Work
Certain metrics show desirable traits: good confidence (NIQE), good overall and low quality performance on encrypted images (phase coherence based) or good performance for specific (hard) test sets like SSEQ on the iwind ec test set. It would be interesting to see if the specific traits of single metrics can be transfered and combined by using a bag of features approach.
