The constrained inverse eigenvalue problem and its approximation for normal matrices  by Peng, Xiang-yang et al.
Linear Algebra and its Applications 435 (2011) 3115–3123
Contents lists available at ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
The constrained inverse eigenvalue problem and its
approximation for normal matrices<
Xiang-yang Peng∗, Wei Liu, Hui-jun Xiong
Department of Information and Computing Science, Changsha University, Changsha 410003, China
A R T I C L E I N F O A B S T R A C T
Article history:
Received 1 March 2011
Accepted 21 May 2011
Available online 21 June 2011





Constrained inverse eigenvalue problem
Optimal approximation
Normal matrix
In this paper, the constrained inverse eigenvalue problem and asso-
ciated approximation problem for normal matrices are considered.
The solvability conditions and general solutions of the constrained
inverse eigenvalue problem are presented, and the expression of the
solution for the optimal approximation problem is obtained.
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1. Introduction
Inverse eigenvalue problems are very important subclass of inverse problems, which have many
applications in structural design [1], mathematical modeling and parameter identification [2], engi-
neering technology [3].
In this paper, In is the identity matrix of dimension n. R
n×m, ORn×n and Rn×mr denote the sets of
real n × mmatrices, real n × n orthogonal matrices and real n × mmatrices with rank r, respectively.
SRn×n, ASRn×n, ACSRn×n, NRn×n denote the sets of real n × n symmetric matrices, real n × n anti-
symmetric matrices, real n × n skew symmetric matrices, centrosymmetric matrices and real n × n
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denote all the real k×k normalmatrices with all eigenvalues
located in closed diskDα with radiusα, whereα is a positive real number. A
+, AT , ‖A‖, ρ(A), R(A) and
N(A) denote the Moore-Penrose generalized inverse, the transpose, the Frobenius norm, the spectral
radius, the column space and the null space of a matrix A, respectively.
We will discuss the following problems in real number field.
Problem I (Constrained inverse eigenvalue problem). Given a real number α > 0. Let X = (X1 X̂1 X2X̂2






, j = 1, . . . , p.
Find X andΛ such that SE = {A|AX = XΛ, A ∈ NRn×n} is nonempty and find the subset SE(α) ⊂ SE
such that all the remaining eigenvalues of any matrix in SE(α) are located in a closed disk with radius
α.
Problem II (Approximation problem). Given B ∈ Rn×n. Find AB ∈ SE(α) such that
||B − AB|| = min
A∈SE(α)
||B − A||,
where || · || is the Frobenius norm.
In [4–10], many important results on the discussions of the inverse eigenvalue problem AX = XΛ
associated with several kinds of different sets S have been obtained with no constrained. Moreover,
Zhang [3], Pan [11,12] have given the general solution and optimal approximation solution of corre-
sponding problem with A ∈ SRn×n, A ∈ ASRn×n and A ∈ ACSRn×n.
In this paper, we will discuss a class of constrained inverse eigenvalue problem and associated
approximation problem in complex plane with A ∈ NRn×n. In Section 2, we establish the solvability
conditions for problem I and give an expression of the general solution of problem I. In Section 3 we
prove the existence and uniqueness of the solution to problem II and derive an expression.
2. The solvability conditions and general solutions of problem I
In this section, based on the singular value decomposition theorem and the properties of normal
matrices, we establish the solvability conditions and give the general solution of problem I.






⎠ VT = U1ΣVT1 , (2.1)
where U = (U1 U2) ∈ ORn×n, V = (V1 V2) ∈ ORm×m, U1 ∈ Rn×r , R(U2) = N(XT ), V1 ∈ Rm×r ,
Σ = diag(σ1, . . . , σr), σ1  · · ·  σr > 0.
By definition of normal matrix, we have the following lemma.
Lemma 2.2. If A ∈ NRn×n, Q ∈ ORn×n, then QTAQ ∈ NRn×n.
Lemma 2.3. Let E =
⎛
⎝ E11 ··· E1k. . . ...
0 Ekk
⎞
⎠ , Ejj ∈ Rrj×rj , then E ∈ NRn×n if and only if Eij = 0, i = j, Ejj ∈
NRrj×rj .
Proof. The sufficiency is obviously.
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Conversely, if E ∈ NRn×n, then we have
E11E
T




























12 + · · · + E1kET1k
)
= 0,
then E12 = 0, . . . , E1k = 0.
By induction, we have Eij = 0, i = j, Ejj ∈ NRrj×rj . 




A1 0 · · · 0
0 A2 · · · 0
· · · · · · · · · · · ·
0 0 · · · Ak
⎞
⎟⎟⎟⎟⎟⎟⎠ , (2.2)






Lemma 2.5. Let A ∈ NRn×n, and






where X1 + iX̂1 is an eigenvector associated with an eigenvalue a+ ib of A, X1, X̂1 ∈ Rn, a, b ∈ R, b = 0,
then










AT1 0 · · · 0
0 AT2 · · · 0
· · · · · · · · · · · ·







A1 0 · · · 0
0 A2 · · · 0
· · · · · · · · · · · ·
0 0 · · · Ak
⎞
⎟⎟⎟⎟⎟⎟⎠ ,




AT1 0 · · · 0
0 AT2 · · · 0
· · · · · · · · · · · ·
0 0 · · · ATk
⎞
⎟⎟⎟⎟⎟⎟⎠ .
That is to say, the eigenvector of A about eigenvalue λ is the eigenvector of AT about eigenvalue λ.
Note that (2.3) holds, then (2.4) holds. 
By Lemma 2.5, we can obtain the following lemma.
Lemma 2.6. Let X ∈ Rn×m, Λ ∈ Rm×m be defined as in problem I and A ∈ NRn×n , if AX = XΛ, then
ATX = XΛT .
Lemma 2.7. Let X ∈ Rn×m, Λ ∈ Rm×m be defined as in problem I, if
XTXΛ = ΛXTX (2.5)
holds, then XΛX+ ∈ NRn×n and XΛX+X = XΛ.
Proof. Let the singular value decomposition of X be the same as (2.1), by (2.5) and Lemma 2.6, we
have
V1Σ
2VT1Λ = ΛV1Σ2VT1 , (2.6)
V1Σ
2VT1Λ
T = ΛTV1Σ2VT1 . (2.7)
Due to (2.6), (2.7) and VT1 V2 = 0, then
VT1ΛV2 = 0, (2.8)
VT1Λ
TV2 = 0. (2.9)
and
ΣVT1ΛV1Σ
−1 = Σ−1VT1ΛV1Σ. (2.10)













Because ΛTΛ = ΛΛT , so FFT = FTF . Moreover, XΛX+ ∈ NRn×n.




2 = 0, then XΛ(I − V1VT1 ) = 0, i.e. XΛ = XΛX+X. 
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Theorem 2.1. Let X ∈ Rn×mr , Λ ∈ Rm×m be defined as in problem I. Then the solution set SE of problem I
is nonempty if and only if
XTXΛ = ΛXTX. (2.11)







where U, Σ, V1 are defined as in Lemma 2.1, A22 ∈ NR(n−r)×(n−r) is arbitrary.
Proof. (Sufficiency) Let A0 = XΛX+, by (2.11) and Lemma 2.7, we have
A0X = XΛX+X = XΛ
and A0 = XΛX+ ∈ NRn×n . Then the solution set SE of problem I is nonempty.
(Necessity) Suppose thereexistA ∈ NRn×n such thatAX = XΛ,byLemma2.6,wehaveATX = XΛT .
Then
XTAX = XTXΛ, (2.13)
XTATX = XTXΛT . (2.14)
(2.14) follows that XTAX = ΛXTX. Combining (2.13), we have
XTXΛ = ΛXTX.



















































∥∥∥A11Σ − ΣVT1ΛV1∥∥∥2 + ‖A21Σ‖2 + ∥∥∥ΣVT1ΛV2∥∥∥2 .
If A ∈ SE , then ‖AX − XΛ‖2 = 0, i.e.∥∥∥A11Σ − ΣVT1ΛV1∥∥∥2 + ‖A21Σ‖2 + ∥∥∥ΣVT1ΛV2∥∥∥2 = 0,
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It is easy to know that A ∈ NRn×n is equivalent toΣVT1ΛV1Σ−1 ∈ NRr×r and A22 ∈ NR(n−r)×(n−r).







where A22 ∈ NR(n−r)×(n−r) is arbitrary. 
In the next result, we give the constrained solution set SE(α).
Theorem2.2. Let X ∈ Rn×m, Λ ∈ Rm×m satisfy (1.1). Then the solution set SE(α) of problem I is nonempty







where U, Σ, V1 are defined as in Lemma 2.1, A22 ∈ NR(n−r)×(n−r)Dα is arbitrary.
Proof. The proof is the similar to Theorem 2.1. 
3. The solution of Problem II
In this section,wegive theuniqueoptimal approximationsolutionof constrained inverseeigenvalue
problem with B ∈ SRn×n, B ∈ ASRn×n, respectively.
Given B ∈ NR(n−r)×(n−r) and α > 0. By Lemma 2.4, then there exist Q ∈ OR(n−r)×(n−r) such that
B = QTΓ Q , (3.1)





∈ R2×2, j = 1, . . . , s. λl ∈ R, l =





Γjj, ρ(Γjj)  α,
α
ρ(Γjj)
Γjj, ρ(Γjj) > α.
j = 1, . . . , s. (3.2)
[λl]Dα =
⎧⎨
⎩ λl, |λl|  α,sign(λl)α, |λl| > α. l = 2s + 1, . . . , n − r. (3.3)
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[Γ ]Dα = diag([Γ11]Dα , . . . , [Γss]Dα , [λ2s+1]Dα , . . . , [λn−r]Dα ). (3.4)
[B]Dα = QT [Γ ]DαQ . (3.5)
Obviously, [B]Dα ∈ NR(n−r)×(n−r)Dα .





∈ R2×2, if ρ(Γjj) > α, then [Γjj]Dα = αρ(Γjj)Γjj ∈ NR2×2 is
the unique matrix such that
‖Γjj − [Γjj]Dα‖ = min∀C∈NR2×2Dα
‖Γjj − C‖.









a2j + b2j , λ2 =
√
c2j + d2j , λ2  α,
and
θ = arg(aj + ibj), ϕ = arg(cj + idj),
we have aj = λ1 cos θ, bj = λ1 sin θ , cj = λ2 cosϕ, dj = λ2 sinϕ.
Because














= 2(aj − cj)2 + 2(bj − dj)2
= 2(λ1 cos θ − λ2 cosϕ)2 + 2(λ1 sin θ − λ2 sinϕ)2
= 2(λ21 + λ22 − 2λ1λ2 cos(θ − ϕ)).
Clearly,
‖Γjj − C‖ = min∀D∈NR2×2Dα
‖Γjj − D‖





then [Γjj]Dα ∈ NR2×2Dα and ‖Γjj − [Γjj]Dα‖ = min∀γ∈NR2×2Dα
‖Γjj − γ ‖. 
Lemma 3.2. Let B ∈ NR(n−r)×(n−r) and α > 0, then [B]Dα ∈ NR(n−r)×(n−r)Dα is the unique matrix such
that
‖B − [B]Dα‖ = min∀C∈NR(n−r)×(n−r)Dα
‖B − C‖.
where [B]Dα is defined as (3.5).
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Proof. By B ∈ NR(n−r)×(n−r), then B can be expressed as (3.1). From the orthogonal invariance of the
Frobenius norm, we have
‖B − C‖ = ‖QTΓ Q − C‖ = ‖Γ − QCQT‖,
∀C ∈ NR(n−r)×(n−r)Dα ,we have QCQT ∈ NR(n−r)×(n−r)Dα .
By Lemma 3.1, then [Γ ]Dα ∈ R(n−r)×(n−r)Dα is the unique matrix such that
‖Γ − [Γ ]Dα‖ = min∀C∈NR(n−r)×(n−r)Dα




‖Γ − [Γ ]Dα‖ = ‖Γ − QQT [Γ ]DαQQT‖ = ‖B − QT [Γ ]DαQ‖ = ‖B − [B]Dα‖.
Then [B]Dα ∈ NR(n−r)×(n−r)Dα is the unique matrix such that
‖B − [B]Dα‖ = ‖Γ − [Γ ]Dα‖ = min∀C∈NR(n−r)×(n−r)Dα
‖B − C‖. 
Theorem 3.1. Given B ∈ SRn×n or B ∈ ASRn×n, and X ∈ Rn×m, Λ ∈ Rm×m be defined as in problem I, if
XTXΛ = ΛXTX holds, then there exist unique AB ∈ SE(α) such that
||B − AB|| = min
A∈SE(α)
||B − A||.






UT , U,U2, Σ, V1 are defined as in Lemma 2.1, [UT2BU2]Dα is
defined as (3.5).
Proof. Let A ∈ SE(α), then (2.15) holds, we have



































∥∥∥UT1BU1 − ΣVT1ΛV1Σ−1∥∥∥2 + ∥∥∥UT1BU2∥∥∥2 +∥∥∥UT2BU1∥∥∥2 + ∥∥∥UT2BU2 − A22∥∥∥2 .
Clearly,




‖UT2BU2 − A22‖ = min
G∈NR(n−r)×(n−r)Dα
‖UT2BU2 − G‖. (3.5)
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Because B ∈ SRn×n or B ∈ ASRn×n, so UT2BU2 ∈ NR(n−r)×(n−r), by Lemma 3.2, we know that (3.5)
holds if and only if
A22 = [UT2BU2]Dα .






UT , then AB ∈ SE(α) is the unique matrix such that ||B − AB|| =
min
A∈SE(α)
||B − A||. 
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