Electric shock current identification is essential for the safety in power distribution network. Moreover, as different categories of object have different electric shock current characteristic, a classification model for shock current is essential to be proposed before identification. Therefore, the authors proposed a two-stage framework, including the AdaBoost for the classification and an improved support vector machine (SVM) method for the identification. In the classification stage, the AdaBoost learns the hidden pattern of different electric shock current and generates a predictive model for current classification. Based on the classification results, a fusion method called SVM-NN is proposed in the identification stage, which is based on SVM and neural network (NN) to make fusion determination. The SVM-NN takes advantages of SVM and NN for integration analysis. Based on real data, these classification and identification methods are evaluated. Results show that the proposed method can significantly improve the identification accuracy of electric shock current signal comparing to traditional methods.
Introduction
Biological electric shock are common harmful accidents in the power system. In order to avoid the related electric shock and casualties, the current use of residual current protection devices is promoted in low-voltage power grids [1] . The basic principle of the device is to control the switching-off of the relevant circuit when the residual current reaches a certain threshold, thereby protecting personal safety [2] . The device is based on residual current for safety protection, so how to identify possible residual current from the total current and restore the residual current is an important problem to be solved.
Residual current devices (RCDs) are widely used in lowvoltage power grids to prevent fires and personal injury. The operating principle of the residual current protection device mainly lies in the operation setting value, which is not directly related to whether it is the human body electric current or the starting current of electric motors. Therefore, the relaying protection device may be malfunction or misoperation and indirectly causing problems such as internal equipment operation. How to determine the type of residual current intelligently is an important problem to be solved by the intelligent residual current protection device.
In order to investigate the residual current action protection technology and its device based on the action of the bioelectrical electric current, many scholars have investigated the electric current detection. Based on the principle of adaptive filtering, the literature [3] established an adaptive electric shock current detection model, combined with the normalised least mean square algorithm to realise the detection of electric shock current. In [4] , a method for detecting electric shock current signal based on grid search and cross-validation least squares support vector machine (SVM) is proposed. In [5] , an intelligent detection method of the digital signal is combined with a combined neural network (NN) with adaptive approximation characteristics to propose an automatic detection method of electric shock current signal. These methods are utilised to detect the electric shock current of the organism, but the NN algorithm is easy to fall into the local optimum, and the training result is normally unstable. Although the least squares SVM is a tool for pattern recognition, it has the superiority than other recognition methods. In addition, SVM has a strong dependence on the choice of the kernel function. In view of the shortcomings of above methods, the combination of SVM and NN is proposed to improve the accuracy of recognition through the fusion of two models in this paper.
The remainder of the paper is organised as follows. Bioelectrical shock current sample collection and related works are described in Section 2. Section 3 presents the proposed classification and identification method. Experiments and comparisons for electric shock waveforms classification and identification are described in Section 4. Section 5 summarises main contributions and conclusions.
Bioelectrical shock current sample collection and related works
In this paper, the electro-physical test platform for residual current action protection device has been built to obtain electric shock signals [6] . As shown in Fig. 1 , TLP represents the three-phase leakage protector, SLP denotes the single-phase leakage protector, CT indicates a current transformer. Experiments rabbits approved by the Animal Care and Use Committee were utilised as the test objects. All experimental procedures conformed to the National Institutes of Health Guide for the Care and Use of Laboratory Animals (NIH Publications No. 85- 23, 1985) , and all animal work was performed in compliance with the ARRIVE guidelines [7] .
A lot of residual current waveforms and touch current signals were recorded at a sampling rate of 10,000 Hz. Three kinds of electric shock types were introduced, such as animal direct touch with electricity, plants direct touch with electricity, and plants indirect touch with electricity. The relevant electric shock waveforms are shown in Figs. 2-4, respectively. Taking Fig. 2 as one example, the abscissa is the number of sampling points (time), each group of data is sampled for 15 cycles, and each cycle samples 200 points, and a total of 3000 points are sampled. The ordinate corresponds to the current effective value of the electrical circuit at the sampling time.
At present, the residual current detection methods mainly include NN detection method, least squares SVM detection method, detection method based on an adaptive algorithm, and so on. Literature [7] [8] [9] [10] [11] combines wavelet packet transform, energy entropy, quantum genetics, and other artificial NN to establish a related classification model, which provides theoretical support for effective recognition types. In [12] , the least squares SVM can accurately identify the electric shock current of the birth object IET Cyber-Phys. Syst., Theory Appl. This is an open access article published by the IET under the Creative Commons Attribution-NonCommercial-NoDerivs License (http://creativecommons.org/licenses/by-nc-nd/3.0/) 1 from the total leakage current. Based on the principle of adaptive filtering, the literature [13] establishes an adaptive electric shock current detection model with good noise robustness and can effectively eliminate the dead zone of protection action. However, the methods in [7] [8] [9] [10] are mainly used for fault identification of power systems, and the literature [11] [12] [13] is mainly used for the identification of electric shock currents. Residual current protection is different from power system fault and, it is subject to changes in leakage current caused by various load changes.
The above related work shows that it is feasible to classify the residual current. Based on the existing work, this paper will construct and extract the relevant residual current characteristics to achieve the prediction of the residual current type.
Proposed classification and identification method

Overview of the proposed processing framework
The proposed processing framework for current shock waveforms classification and identification is shown in Fig. 5 . Firstly, the current shock waveforms are processed to denoising. Then, AdaBoost algorithm is utilised to extract features of waveforms, and the training model is trained to classify the waveforms type, such as animal touch shock or plant touch shock. If the waveform is classified to be animal touch shock, then SVM-NN algorithm will be invoked. The SVM-NN training model is to identify the magnitude of the waveforms. If the waveform is classified to be plant touch shock, the RCD will not take action.
AdaBoost method for current shock type classification
Basic principles of AdaBoost:
AdaBoost is an abbreviation for 'Adaptive Boosting', an iterative algorithm [14] that adds a new weak classifier to each round until a predetermined small enough error rate or the number of iterations is reached. Each training sample is given a weight indicating the probability that it will be selected into the training set by a classifier. If a sample point has been accurately classified, then the probability of its selection is reduced in constructing the next training set; conversely, if a sample point is not accurately classified, its weight is increased. In this way, the AdaBoost method can focus on those samples that are more difficult to distinguish (more informative). The adaptability of AdaBoost is reflected in the fact that the weight of the sample that was misclassified by the previous weak classifier increases at the next iteration, and the weight of the correctly classified sample decreases, and is used again to train the next weak classifier. Through analysis, the residual current classification problem of this paper can be mapped to the AdaBoost model. This paper establishes multiple features to characterise the residual current and then uses the AdaBoost model to solve the residual current.
3.2.2
AdaBoost algorithm for residual current classification: Given a training dataset: x 1 , y 1 , x 2 , y 2 , …, x N , y N , where x i ∈ X, y i ∈ Y is used to represent the label of the training sample, i = 1, 2, …, N, where x i represents the relevant feature of the second part of this paper, and y i represents the case of the relevant classification. The maximum number of iterations is T. The specific algorithm implementation steps are as follows.
Step 1: First, the weight distribution of the training data is initialised. Each training sample is initially given the same weight w i = 1/N, and the initial weight distribution D 1 i of the training sample set is 
Step 2: Iterating from t = 1, 2, …, T.
A weak classifier h with the smallest current error rate is selected as the tth basic classifier H t , and the weak classifier h t : X → −1, + 1 is computed. The error of the weak classifier on the distribution D t is
Compute the weight α t of the weak classifier in the final classifier
Step 3: Update the weight distribution D t + 1 of the training sample
where Z t is the normalisation constant:
When the sample is misclassified:
When the sample is correct:
Combine the weak classifiers according to the weak classifier
Through the action of the sign function, a strong classifier H is obtained
After obtaining the relevant H, the relevant data can be trained and model verified.
SVM-NN fusion method for electric shock current detection
3.3.1 SVM and NN methods: SVM is a highly robust classification and prediction algorithm [15] . It utilises the support vector to determine the relevant solution range. Therefore, it can determine the relevant model without a large number of samples and maintain accuracy at a high level. Its typical objective function is shown in the following equation:
Using the Lagrangian multiplier method for the above formula, we get
To derive the partial derivative of the parameter, its dual can be obtained as
Assuming a training sample set (x(i), y(i)), the NN algorithm can provide a complex and non-linear hypothesis model h W,b (x) to fit the data [16] . The NN with one neuron is shown in Fig. 6 . The output of this neuron is shown as The function f is called an activation function, the commonly used activation function has a sigmoid function, and so on, and its expression can be expressed by
The NN is to connect many single 'neurons' together, and the output of one 'neuron' can be the input of another 'neuron'. For example, Fig. 7 is a simple NN. The training effect on the NN can be achieved by training the weights of the various sides in the NN.
Improved algorithm based on SVM and NN:
In order to better improve the SVM algorithm and NN algorithm, this paper introduces the fusion algorithm of SVM and NN. The basic principle of the fusion algorithm is to use the SVM algorithm and NN algorithm performs training and verification on the existing data, respectively; and then combines the two excellent performances by verifying and analysing the performance of the two models on the existing data. The flowchart of the fusion algorithm is shown in Fig. 8 . The training data is trained by SVM regression and NN, and the regression model of SVM and the NN model are obtained. Using the comprehensive effect evaluation, the advantages and disadvantages of SVM and NN model are analysed, and further dynamic parameters of SVM-NN fusion model are determined. The dynamic parameters form the SVM-NN fusion model, which is used to verify the results, and then the relevant parameters are adjusted again. In this paper, the relevant preliminary experiments show that the SVM model has a better effect on peak processing, so the SVM model is utilised in the peak prediction, while the NN model performs better because of its non-peak performance. Therefore, in the process of model fusion, the smoothing algorithm and the differential function are mainly used for processing.
The pseudo-code of fusion algorithm based on SVM and NN is shown in Fig. 9 . As shown in Fig. 7 , the initial SVM model and NN model are obtained in steps 1 and 2, respectively. Steps 3 and 4 determine the param parameters; the 5-9 steps of the algorithm generate the model. In the process of generating param, the curve smoothing algorithm is utilised, and the classical Gaussian filter function is used, as shown in (14) . This function can effectively smooth the existing data, which is convenient for searching in the peak area
The fusion algorithm mainly analyses the characteristics of the current waveform, and combines the actual effects of SVM and NN. Determining the peak range is one of the important steps of the algorithm. According to the algorithm flow determined by the peak, it can be seen that the correlation peak will be dynamically determined according to the SVM, the fitting result of the NN, and the trend of the curve. Different peak range selections may result in different experimental results. Since it is the detection of the residual current of the electric shock, the peak range parameter param can also be converted by the correlation threshold current θ. The related conversion is as
To better illustrate how to determine the process of the param, Fig. 10 shows the physical meaning of param. In a normal shock current unit waveform, the threshold current θ determines the range of the param. As shown in Fig. 10 , The SVM model is used above the current θ, while the NN is utilised below the current. To determine θ, it is necessary to analyse the fitness model of the SVM and NN. The detailed procedure of estimating and determining parameters in fusion process is shown in Fig. 11 . There are four important processes involved in determining the peak range. The first is to smooth the original data. The purpose of the smoothing process is to simplify the final result analysis and reduce the result anomalies caused by noises. Then, the results of SVM and NN are fitted. Then, the fitting data is windowed to form a fitting curve, and the fitting curve is differentiated to find related change points. Finally, combined with the change points of the SVM and the NN, the final current threshold is confirmed, and the param value is formed by the conversion formula of the current threshold.
The peak range threshold param provides an important segmentation basis for subsequent new model generation. The new model will be created by param. The param value is dynamically created each time according to the model of the SVM and the NN, thereby ensuring the dynamic characteristics of the new model. 
Data preparation and features construction
As shown in Fig. 1 , the experimental platform is mainly composed of the experimental power supply, load, user-to-ground leakage impedance, line-to-ground distributed impedance, electric shock branch, fault recorder, and voltage current transformer. The fault recorder is connected to the voltage and current transformer and reads the electric shock voltage and current data, the electric shock branch and the line. The current feature can be computed based on the statistical calculation of the signal for the residual current signal mean, standard deviation, square root amplitude, root mean square value, peak value, skewness, kurtosis, seven typical timedomain feature quantities are computed, and these features will be utilised to represent the original data for related classification operations [17] [18] [19] [20] .
Mean:
To represent the overall level of signal fluctuation, the discrete expression mean of the signal can be expressed as
The mean is a dimensioned feature parameter. The mean value represents the arithmetic mean of the signal amplitude, then the corresponding absolute mean value represents the arithmetic mean of the absolute value of the signal amplitude, and the absolute average value can be expressed as
Standard deviation:
To describe the wave strength of the signal from the centre trend, the variance is used to represent the wave component of the signal. The standard deviation is the square root of the variance, which is a dimensioned feature parameter. For a finite stationary signal, the unbiased standard deviation can be computed as
Square root amplitude:
The feature describes the magnitude of the wave strength of signal, which is a dimensioned feature parameter. Its expression is formulated as
Root mean square value:
The root mean square of the signal is utilised to reflect the vibration intensity of the signal, and it also reflects the energy of the signal. The root mean square value is an average with respect to time. The feature belongs to a dimensioned feature parameter. Its expression is formulated as
At the same time, the root mean square value of the signal can be obtained by the variance and the mean
4.1.5 Peak: The peak value refers to the maximum instantaneous value of the signal, which is used to reflect the strength of the signal. It belongs to the dimensioned characteristic parameter, and the expression is formulated as
4.1.6 Skewness: Skewness is a measurement of the symmetry of a signal relative to its mean, and it can be formulated as 
The value of skewness can be positive, negative, or zero.
Kurtosis:
The kurtosis is a small shock component in the signal that can be used to describe the steepness of the distribution pattern, which is defined as
The normal distribution has a kurtosis of 3. If the kurtosis is >3, it indicates excessive kurtosis, and a kurtosis of <3 indicates insufficient kurtosis.
Electric shock current experiments
There are three types of experimental data: 85 sets of animal electric shock data, 75 sets of plant electric shock data, and 120 sets of touch electrical data of animals. Each set of data has 3000 sampling points, which are sampled every 100 µs. The test is performed after seven characteristic features of the sample are obtained.
When the training set is 75% of the dataset and the parameter algorithm is SAMME, the accuracy of the test set is the highest, 0.914. The accuracy of the AdaBoost algorithm and the recall rate are shown in Table 1 . It can be seen from Table 1 that when the three types of electric shock data are mixed, the classification result of the animal's electric shock data is the best, and the classification result of the plant electric shock data is the worst.
Commonly classification algorithms include SVM, decision tree, random forest, Bayesian classifier, NN, and so on. As a comparative experiment, SVM, decision tree, random forest is utilised for comparison. The results of using these three algorithms to test the same accuracy and recall rate on the same dataset are shown in Table 2 .
As shown in Table 2 , it can be seen that SVM, decision tree [21, 22] , and random forest [23, 24] have high classification accuracy for animal electric shock data, and the classification accuracy rate of plant electric shock data is relatively low. Among them, AdaBoost has the highest accuracy with the same current datasets.
Electric shock current identification experiments
The experiment is divided into three parts. The first two parts utilise SVM and NN to train and predict the existing data. In order to better demonstrate the accuracy of the algorithm, each experiment has taken test samples with the same size. The accuracy of the typical test samples is analysed in Table 3 .
After the related models are merged, the effect of the evolved model can be shown by the third line of each comparison sequence. The fusion model and the previous SVM and NN have been improved, and the accuracy of universal fusion accuracy is increased by 11-12% compared with the previous fusion.
In order to better illustrate the optimisation results of the fusion model, the fitting results of one of the sequences for detailed analysis are selected. The relevant prediction and fitting waveforms are shown in Figs. 12-14 , respectively. The abscissa in each figure is the sampling number. The ordinate corresponds to electric shock current for true value at the sampling time and the predicted value computed by the fusion model. As shown in Fig. 12 , the SVM method has a good fitting effect on the entire sequence, and there is a problem that the fitting does not match in some positions. The fitting results in Fig. 13 show that the NN has a better fitting effect on the non-peak than the SVM, but the peak fitting result is not as good as the SVM. Fig. 14 shows the waveform fitting results of the fusion model. The fusion model overcomes the shortcomings of SVM and NN. The NN is used to fit the non-peak value, and the SVM model is utilised to predict the peak value. Fig. 15 shows the accuracy of three different algorithms with sample sizes of 100, 200, 300, 400, and 500, respectively. As shown in Fig. 15 , the accuracy of the fusion algorithm is higher than those of SVM and NN algorithms with different computational scales, and the accuracy is about 11-12% higher on average. The accuracy analysis of the fusion model with different current thresholds is shown in Fig. 16 . The abscissa is the voltage threshold of the fusion model switching prediction model, and the ordinate is the accuracy of the corresponding voltage threshold prediction model. As shown in Fig. 16 , the variation of the algorithm's accuracy when the fusion algorithm selects a different 'θ' (param). The accuracy of the highest point is around 86.5%, and the lowest point is above 84.5%. It shows that the accuracy of the fusion algorithm is high, and the slight difference has little effect on the algorithm, and it has better robustness in practical project applications.
Conclusions
The two-stage framework is proposed to improve the accuracy of the electric shock current identification by introducing the classification stage and the identification stage. In the classification stage, different styles of electric shock current are classified based on the AdaBoost method. In the identification stage, SVM-NN method is proposed taking advantage of the SVM and NN model. In addition, since different styles of the electric shock current have already separated in the first stage, and there would be several individual models trained for the identification of different style current. Experiments results have shown that the proposed method can achieve better accuracy than the traditional methods.
In future work, the two-stage framework will be evaluated with more actual datasets, and the AdaBoost method will be compared with long short-term memory, and other NN methods.
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