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ABSTRACT 
 
This study seeks to analyze the effectiveness of the text mining process.  Complaint forums on 
various consumer report websites will be analyzed using text and data mining software.  Data 
from feedback forums will be compiled and analyzed using a text miner software program.  The 
relationships and patterns among keywords and their associations will be cluster-analyzed to gain 
a deeper understanding of the data. A case study will also be conducted to assay the effectiveness 
of text mined.  The data of Internet complaint forum, http://www.planetfeeback.com, will be text 
mined.  The decision to use an Internet complaint forum as the case subject was made because of 
its easy access and reputation as storage medium for large sources of data.  The main goal of this 
study is to gauge the effectiveness of text mining.  The complaint forum will be text mined to find 
relationships.  The results will then be analyzed and then interpreted to determine the effectiveness 
of the text and data mining process.      
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INTRODUCTION 
 
hen people talk about marketing research, they are usually referring to quantitative research. This 
includes such applications as mail surveys, in-person interviews, and telephone surveys.  Less 
frequently used research methods such as focus group, by contrast, acquires qualitative data that are 
less generalizable, hence less useful for mass marketing.  The introduction of information technology into 
marketing, especially the internet, significantly changed that orientation.  
 
Equipped with the internet and databases, marketing experts have come a long way from targeting their 
customers with cold entries and figures in the past to interacting with customers in natural language and in real time 
now.  Stored usually in data warehouses, these communication records are goldmines for any company leaders who 
are attempting to profile their customers‟ minds and deeds in order to consolidate business relationships with them. 
In general, data mining comprises three major techniques: data analysis, system optimization and computer 
applications (Romeu 2001).  Consequently, fields of research that utilize any or all of these techniques can be linked 
to data mining. 
 
Text data mining (TDM) is a natural extension of data mining (DM) (Hearst 1999), and follows steps 
similar to those in DM (Groth 2000). In essence, the researcher still is required to transform the text data into some 
organized numerical form so that a computer program can be used so explore the data. The qualitative difference in 
text mining, however, is that TDM processes data from natural language text rather than from structured databases 
of facts. What can be inferred, then, from such an endeavor? What if the natural language is in a form other than the 
English language? 
 
 
W 
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DATA MINING 
 
 The advent of data mining has improved the effectiveness of gathering information from raw data.  Data 
mining involves representing information in a new fashion so previously undetected relationships, tendencies, 
patterns, and trends can be identified (Chaffey, 2004, pp. 572).  It is a process that finds hidden and additional value 
from data.  It packets this new data in a fashion that allows end users to work with current, up-to-date, and suitable 
information (Chittaluru, Hunter, and Thompson, 2004,  ).  Data mining software uses complex computational 
processes such as clustering, data cleaning, decision trees, artificial intelligence, neural networks, textual distance 
measurement, and regressions to thoroughly probe and outline large data sets involving multiple sources.  The key 
and main reason for the use of data mining is its ability to identify relationships and trends that are not readily seen 
by the naked eye or other analytical devices.  Data mining also allows the user to input his or her unqiue variables 
and specify search criteria, weighting those variables and criteria deemed to be most important to increase the 
results‟ accuracy and relevance. (McCue, Stone, and Gooch, 2003). 
 
TEXT MINING 
 
 Text mining, data mining‟s sister practice, is often used in tandem with the aforementioned process.  
Whereas data mining is often used on databases, text mining is more flexible in its use. Text mining software does 
not require data to be in database form for analysis like data mining software; rather it may be used on raw 
unformatted blocks of text.  Companies use text mining software to draw out the occurrences and instances of key 
terms in large blocks of text, such as articles, Web pages, complaint forums, or Internet chat rooms and identify 
relationships (Robb, 2004).  The software converts the unstructured data formats of articles, complaint forums, or 
Web pages into topic structures and semantic networks which are important data drilling tools.  Often used as a 
preparatory step for data mining, text mining often translates unstructured text into a useable database-like format 
suitable for data mining for further and deeper analysis (Cerrito, 2004).   
 
ISSUES SURROUNDING DATA AND TEXT MINING 
 
 Although the two practices work very closely together, text mining faces issues that data mining does not.  
Data mining is an older and more established practice, and text mining is still finding its footing in the industry.  
Text mining does have unique problems.  However, both do share some of the same problems.  Both data and text 
mining tools need to be valid.  If the software is valid, it should not identify a relationship or pattern that has no 
bearing on the purpose of the mine.  Both involve complex software programs and require programmers with 
extensive experience with the software programs (King and Linden, 2002).  
 
One of the most difficult aspects surrounding information mining is result interpretation.  It is a difficult 
aspect because result interpretation is dependent on the skill of the software technician.  The greater the skill of the 
technician, the more effective the data or text mine.  Even if a skilled technician is very successful with the data 
mine, the data mine still may not reach its potential as the user may not have the analytical skills to interpret the 
results of the text mine.  
 
As in most other projects, data and text mining projects may fall victim to scope creep and change in 
project definition during the life of the project.  A data or text mine needs a clear definition and success criteria 
established long before the mine begins.  An unclear or changed definition would cripple an information mine from 
the start. (King and Linden, 2002).    
 
One of the main reasons for the slow adoption of text mining programs is cost.  Text mining programs are 
very expensive, often costing thousands of dollars for a single license with multiple licenses required.  It is a steep 
investment in a young industry.  The issues and problems unique to text mining software can be attributed to the fact 
that text mining as a process is still in its infancy.  Text mining may also have a limited scope of use.  While text 
mining is invaluable in information mining, information mining is not as important to certain functional business 
units as it is to others.  While text mining would be valuable to marketing or advertising departments, accounting or 
finance would not share the need.  
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Other reasons for the lag of text mining adoption are related to its sister process, data mining.  Data mining 
software have been around for several years longer than text mining software and have had the time to be modified 
and adapted.  Text mining software does not yet match the effectiveness of data mining tools.  This hindrance has 
made text mining a niche tool not yet ready for the mainstream.  The lack of programmer skill and familiarity using 
text mining programs also contributes to the limited reception of text mining.  As its shortcomings are addressed 
with improved software editions, text mining is gaining in acceptance and popularity (Robb, 2004).   
 
CASE BACKGROUND 
 
E-commerce has burst onto the scene the past ten years to become an important revenue stream for 
businesses.  It certain instances, it has become the main revenue stream for companies.  The era has also been 
characterized by increased communication.  “E-word of mouth” is much the same as regular word of mouth; with 
the difference being that e-word of mouth is spread via an electronic medium.  Whether it is email, instant 
messenger services, online articles, e-message boards, or feedback forums, e-word of mouth detailing customer 
experience is spread.  e-WOM can be communicated to a greater number of people than normal word of mouth and 
at a faster pace.  While a person may retell a story concerning an experience with a business to several friends in 
regular word of mouth.  In e-WOM , that story is posted on a feedback forum available to not only family and 
friends of the poster, but to the online community as well.  The story would be available to many more people than 
the person could ever physically tell.  The reach of the story is much greater because of e-WOM. 
 
RESEARCH PROCESS 
 
An independent e-feedback forum, Planet Feedback (www.planetfeedback.com) will be text mined using 
TextAnalyst 2.3 by Megaputer Intelligence to gauge the effectiveness of the text mining process. . Planet Feedback 
is a large online feedback forum featuring thousands of comments, complaints, and compliments from consumers 
about various companies.  The effect of e-WOM is felt as some companies are featured by Planet Feedback for their 
attention to the comments posted on the forums.   
 
The main aim of this research is to conduct a successful text mining analysis.  This study seeks to analyze 
the ease-of-use and effectiveness of the text mining process and software.  The results, particularly the semantic 
network and topic structure will also be studied to learn the reason for the complaints.  The category selected from 
Planet Feedback to be text mined is the credit card industry, more specifically complaints against “Billing/Payment” 
policies.  The credit card industry was selected because it provided a large bank of complaints enveloping numerous 
companies at no cost.     The complaints found with credit card companies‟ billing/payment plans will also be 
analyzed.  The results will be used to assay the behavior of the complainer.  The results of the text mine will be 
studied, evaluated and understood. 
 
CASE STUDY 
 
The data for the text mine was gathered from the website Planet Feedback.  Planet Feedback is website that 
provides a feedback forum for consumers to post questions, concerns, complaints, or compliments about an 
experience with a product, brand, or company.  The website features numerous industry categories ranging from 
airlines to online department stores to pet products manufacturing to online toy stores to water utilities. 
 
 Planet Feedback has a dual purpose.  First, it serves as a popular medium for consumers to voice their 
opinions and experiences about a particular company as well as reference for consumers who are considering 
purchasing an item from a particular company.  Consumers are able to view the one hundred most recent complaints 
at no charge.  Second, Planet Feedback allows companies another outlet to view consumer feedback.  The feedback 
is organized first by industry.  Once the industry is selected, the feedback is organized by the date, company, type of 
comment, and category.  Planet Feedback charges companies for the use of their information.   
 
 The category selected for data mining in this study is the credit card industry.  More specifically, the 
complaints levied against several credit card companies and their billing/payment system will be text and data 
mined.  The industry, companies, and complaint category were selected because they provided a solid sample size at 
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no cost.  The companies examined in the study are the American Express Company, Fleet Boston Credit Card 
Services, Aspire Visa Card Services, General Electric Capital Corporation, Aria Visa, GM Card, AT&T Universal, 
Discover Card, Next Card, Inc., and MBNA,    There is no particular bias or aversion to any of the companies 
included in this study, the companies just happened to have complaints levied against them.  It was possible to select 
100 complaints in the billing/payment complaint category free of charge to text and data mine. 
 
 
Figure 1:  Example of TextAnalyst 2.3 
 
 
 
 
 The initial size of the document entered into TextAnalyst 2.3 (see Figure 1 above) was 160.33 KB.  The 
document contained 1799 sentences.  TextAnalyst 2.3 preprocesses the data to remove supplementary words such as 
“a”, “an”, and “the.”  The words are removed because they have no semantic meaning.  They are dead weight to a 
text mine and considered worthless.  The preprocessing also identifies word stems and separates them from prefixes 
and suffixes.  The text mine wants to analyze stems alone to provide a more lucent and clear picture of their 
relationships within the document.    
 
 Preprocessing is part of the process the document undergoes before it is text mined.  It can be likened to a 
patient being scrubbed and prepared for surgery.  Preprocessing prepares the document for its statistical analysis.  
The text miner assesses the occurrences, distances, and relationships between words.  It results in the creation of a 
tree-like structure that contains the weights of both words sharing the joint occurrence.  TextAnalyst 2.3 also 
calculates statistical weights for the individual terms and relationships.  
 
 The final component of the analysis preparation is renormalization.  In this final stage, the text miner gives 
the statistical weights a final adjustment.  The readjustment of the weights changes them from statistical weights to 
semantic weights.  The semantic network is constructed during renormalization and the semantic relationships are 
finalized.  After renormalization is finished, the semantic network is ready for use. 
 
TextAnalyst 2.3 creates a semantic analysis and summarization of the article submitted for text mining.   
 
The summary (see Figure 2) is a condensed version of the document containing only the most pertinent 
information in the document.  To view the summary, look at the upper most window on the left.  In this instance, the 
summary of the file was 27.42 KB (roughly 17% of the size of the original) and contained 145 sentences as opposed 
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to the 1799 of the original. It allows the analyst to gain an understanding of the data without having to pore through 
the entire document or set of documents.  The window on the right contains the physical summary.  
 
 
Figure 2:  (Example of Summary) 
 
 
 
 
The semantic analysis is a very useful tool and one of the most important aspects of text mining.  It is a tree 
structure of the concepts of the article and depicts the relationships identified in the text.  It is a visual presentation 
of the relationships the text miner identified in the document.  
 
 
Figure 3:  (Example of Semantic Network) 
 
 
 
 
 The semantic network (see Figure 3 above) is the foundation of all future analyses.  It is a list of topics and 
their semantic weights.  The semantic weight is the measure of probability of the words contextual importance.  The 
semantic network lists the words alphabetically and includes the number of times the word appears in the document.  
Among the words TextAnalyst 2.3 placed in the semantic network were “collection,” “payment,” and “statement”.  
All three terms had a semantic weight of 99.  The semantic network allows a further investigation into each word 
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appearing in the network.  Collapsible lists allow a further investigation into each word.  The list contains the 
relationships between the key word of the semantic network and other words appearing on the list.  Each concept is 
preceded by a pair of numbers.  The first set of numbers is the semantic relationship between the parent and concept.  
The second number is the individual semantic weight of the concept.  For example, the previously mentioned 
“statement” is a parent of the term “customer.”  The two share a semantic relationship with a strength of 55 while 
the semantic strength of the “customer” term is 99.  There are well over 50 concepts in the semantic network, each 
with a varying semantic strength.  Several terms have a semantic strength of 99, while the words towards the bottom 
of the semantic network have semantic strengths of less than 20. 
 
 
Figure 4:  (Query Example) 
 
 
 
 
TextAnalyst 2.3 offers a query function (see Figure 4 above).  It is very useful for locating and identifying 
particular information.  It becomes a tool of greater importance the larger the size of the document as navigation 
becomes more difficult.  Queries may be entered in conversational English and results will be given based on the 
content of the query rather than focusing on keywords.    The results are hyperlinked to their appearance in the text.  
This is done to allow the view of the text location of the query result. 
 
 Turning attention to the text mine, the topic structure, summary, and semantic network provide an outline 
of the material.  The summary provides an overall overview of the document.  By glancing over the summary, it 
appears that most complaints deal with issues surrounding billing statement errors and the implementation of a 
program with cyberrebate.com.  The semantic network also supports these findings.  The words “payment,” 
“billing,” and “issue” all have semantic weights of 99 and share strong semantic weights with other concepts 
throughout the semantic network.  Much more information can be extrapolated from the text mine, it is dependent 
the needs of the analyst.  
 
 Text mining software is important because it establishes a semantic network of a document.  Another key 
use of text mining software involves the preparation of a document for data mining.  Text mining takes a standard 
document and converts it into a form suitable for the ever more detailed data mine.  Without text mining software, a 
document in .txt, .pdf, or .doc form would not be able to be data mined.  The document would not have to be 
converted manually.  The manual conversion is much slower and not nearly as accurate or effective as a text mining 
program.  Whereas information can be learned from a text mine, a data mine is an even more useful and detailed 
information gathering tool. 
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SUGGESTIONS FOR FUTURE RESEARCH 
 
 In terms of this particular text mine, many of the complaints deal with issues surrounding billing statement 
errors and the implementation of a program with cyberrebate.com.  The semantic network also supports these 
findings.  The words “payment,” “billing,” and “issue” all have semantic weights of 99 and share strong semantic 
weights with other concepts throughout the semantic network.  
 
Text mining, although still in its infancy, can provide a wealth of information from raw text.  By analyzing 
these complaints, a greater understanding of the reason for complaints was learned.  The text mining software broke 
down the document into a semantic network that allowed for the complaints to be analyzed in a way that could not 
be done without the program.  By studying the semantic network, one can learn the general tone of the complaints, 
reasons for complaining, and the common words used and their relationships to other words in the text via semantic 
weight.  
 
 The text mining process was interesting and very thorough.  The ease of use of the TextAnalyst 2.3 
program was tremendous.  The product advertised itself as easy-to-use and more than lived up to the billing.  The 
program also came with a manual that contained detailed instructions as well as a simulated text document that was 
part of a tutorial.  The difficulties expected learning the program were much less than originally anticipated.  
Although this was a simple case with a program famed for its ease-of-use, it appears text mining programs have 
greatly improved their initial ease-of-use problems.  The surface has barely been scratched on this document.  The 
text miner program has advanced options that allow the data to be drilled down to an even more detailed level. 
 
 The issue of cost still plagues text mining software programs.  The initial price for TextAnalyst 2.3 was 
well over $1,500.  The purchase was made possible due to an educator‟s license that reduced the price to nearly one-
fourth of the original quote.  Even with the discount, most of the grant money was used on the purchase of the text 
miner and service contract.        
 
 Text mining can be an extremely useful process. Much can be learned about a company, its customers, 
merits, and problems through a successful text mine.  It identifies trends, strengths, and weaknesses.  It is a 
wonderful tool if it is used correctly and with reasonable expectations.  The software could be used by anyone or 
organization, but its steep price tag only allows large businesses with a focused effort on information mining to reap 
its benefits. 
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