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Abstract
The problem of mimicking stochastic processes has become popular over the last
15 years, pre-eminently in the context of mathematical finance. Mimicking here
roughly means: given a stochastic process X, find another process X˜ which is equal
to the original process in all one dimensional marginals. In math-finance this is
of particular interest since there is a one-to-one correspondence between the 1-d
marginals of an asset price process and the prices of European call options on this
asset. If the mimicking process is constructed as a Markov process, the procedure is
called Markovian projection.
In Chapter 1 we give a brief summary of stochastic calculus, including martingale
and Markov theory and some theory of stochastic differential equations.
Chapter 2 is concerned with mimicking the most important continuous time process
with continuous state space: Brownian motion. We discuss several constructions of
fake Brownian motions, continuous and discontinuous ones. Furthermore, we charac-
terize (linear) Brownian motion as the unique continuous strong Markov martingale
having Brownian marginals.
Chapter 3 enlarges the scope of processes to be mimicked to real valued martingales
and k-dimensional Ito¯-processes. Both in the case of real valued martingales and in
the case of k-dimensional Ito¯-processes, we identify the classes of processes for which
the Markovian projection is well defined.
Zusammenfassung
Besonders in den letzten 15 Jahren hat das Interesse an Mimicking von stochastischen
Prozessen immens zugenommen, vor allem im Bereich Finanzmathematik. Mimick-
ing bedeutet im Wesentlichen, fu¨r einen gegebenen stochastischen Prozess X einen
anderen Prozess X˜ zu finden, der in allen eindimensionalen Randverteilungen gle-
ich dem urspru¨nglichen Prozess ist. In der Finanzmathematik ist das nicht zuletzt
deswegen von Interesse, da die Familie der eindimensionalen Randverteilungen des
Preis-Prozesses einer Aktie eineindeutig der Menge aller Preise einer European call
option auf diese Aktie entspricht. Ist der Mimicking-Prozess Markov, bezeichnet
man ihn als Markov-Projektion des urspru¨nglichen Prozesses.
In Kapitel 1 wird ein kurzer Abriss der stochastischen Analysis gegeben, vor allem
der Theorie der Martingale, Markovprozesse und stochastischen Differentialgleichun-
gen.
Kapitel 2 bescha¨ftigt sich mit Mimicking-Resultaten zur Brownschen Bewegung,
dem wichtigsten stetigen stochastischen Prozess mit kontinuierlichem Zustandsraum.
Es werden verschiedene Konstruktionen von fake Brownian motions vorgestellt, die
stetige wie auch nichtstetige Prozesse liefern. Schließlich wird die Brownsche Be-
wegung als eindeutiges, stetiges, starkes Markov-Martingal charakterisiert, das die
entsprechenden Randverteilungen aufweist.
In Kapitel 3 werden Mimicking Resultate zu Martingalen und Ito¯-Prozessen im All-
gemeinen diskutiert. Sowohl fu¨r reellwertige Martingale als auch fu¨r k-dimensionale
Ito¯-Prozesse beschreiben wir schließlich jeweils eine Klasse von Prozessen fu¨r die die
Markov-Projektion wohldefiniert ist.
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0 Introduction – Preliminaries
0.1 Motivation. Why 1-d marginals?
One of the key concepts in identifying stochastic processes is the notion of identity
in the finite dimensional distributions. On the one hand, most of the properties
of a stochastic process (Xt)t≥0 are determined via its family of finite dimensional
distributions, on the other hand, using Kolmogorov’s extension criterion, a stochastic
process can be defined via a family of finite dimensional distributions satisfying two
mild consistency conditions. The uniqueness of the so defined measure on the path
space gives a very powerful concept of uniqueness, since for two processes’ being
equal in the f.d.d.s, it’s not even necessary to be defined on the same probability
space. These results have been well known for decades. The aim of this thesis is to
consider processes that are equal just in all one dimensional marginal distributions
and to study the interplay of the equality in these marginals and other properties of
the processes, like being continuous, a martingale or Markov.
But what is the use of weakening the concept of identity in the f.d.d.s and considering
just identity in the one dimensional marginals (dropping all joint distributions)?
Essentially, there are two and a half reasons, why this could be of interest.
Reason (1): Construction – Fitting. Given a sequence (µn)n≥0 (or a continuum
(µt)t≥0) of probability measures, say, on R, one could be interested in finding reason-
able stochastic processes that match these marginals. In mathematical finance, for
example, the one dimensional marginals of a spot price process are given through the
prices of European call options for all strikes and maturities. Using a local volatility
model it is possible to fit a unique process to these marginals.
Reason (2): Mimicking: Given a badly behaved stochastic process, one is often
interested in finding a better behaved process like a Markov process or a martin-
1
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gale having the same one dimensional marginals. This is of particular interest in
applications where only the one dimensional marginal distributions matter.
Reason (212): Theoretical issues: A certain theoretical – and practical – interest
lies in the question, how close different processes with the same one dimensional
marginals are, or, under which assumptions the one-dimensional marginals suffice
to determine the whole process (i.e. in all f.d.d.s). Moreover, the question arises
whether a process, considered as a measure on the path space, depends continuously
on the set of marginals that have to be matched.
In particular, one dimensional marginals play a crucial role when real world phenom-
ena are modeled via stochastic processes. Not least because empirical observations
usually are made at certain times t1 < · · · < tn and not simultaneously at these
n times. So joint distributions very often are not available and automatically the
question arises whether the modeling process having these marginals is unique (in
the sense of f.d.d.s).
0.2 A first example
Take, for instance, the most important continuous time process with continuous state
space, i.e. Brownian motion. We want to find a process (Xt)t≥0 having the same
one dimensional marginals, i.e. Xt ∼ N (0, t) for all t > 0. If no other properties are
required the process below is a solution to this problem (cf. [FWY00], p.452).
Xt :=
√
tN, (0.2.1)
where N is a standard normal random variable on the real line, N ∼ N (0, 1).
Let us look at the properties of (Xt)t≥0. By construction Xt
(law)= Bt for all t ≥ 0,
moreover we see that all paths are continuous, like in the case of Brownian motion.
Nevertheless the process (Xt) is highly different from Brownian Motion in various
aspects.
First of all, the only randomness in (Xt) is the magnitude of the drift; all paths are
scaled graphs of the square root, i.e. the law of the process (Xt) on the canonical path
space Ω = R[0,∞) is concentrated on the set Ω˜ = {f : R+ → R | f(t) = a√t; a ∈ R} (
C[0,∞). Therefore the law of (Xt) cannot be the Wiener measure. Obviously the
2
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process is not a martingale since there is just a drift but no diffusion term, but (Xt)t≥0
is Markov in a trivial sense. Finally, this process is of bounded variation, hence the
quadratic variation is zero, indicating another difference to Brownian motion.
In order to get closer to Brownian motion we could look for a mimicking process
having some more randomness. Hence, again we are looking for a continuous pro-
cess (Yt) with the same one dimensional marginals as Brownian motion but having
nonzero quadratic variation. Let (Bt)t∈[0,1] be a Brownian motion on the unit interval
and define (cf. [FWY00], p.452)
Yt =
Bt for t ≤
1
2
B 1
2
+ (
√
2− 1)Bt− 12 for t >
1
2 .
(0.2.2)
Then Yt
(law)= Bt for all t ∈ [0, 1] and the quadratic variation is given by
d〈Y 〉t =
dt for t ≤
1
2
(
√
2− 1)2dt for t > 12 .
(0.2.3)
However, Y is not a (continuous) semimartingale, since at t = 12 there is a jump in
the finite variation process, in particular Y cannot be a (local) martingale. But, it
is a time inhomogeneous Markov process.
So, it should be kept in mind that there is a huge variety of processes having the same
one dimensional marginals. But, depending on additionally required properties, we
can make the mimicking process look more and more like the original process. For
instance, a sample path of (Yt)t∈[0,1] cannot be distinguished from a Brownian sample
path as easily as a path of (Xt)t≥0.
0.3 A second example
As indicated in reason (1), often we are given a (more or less) arbitrary family of
probability measures (µt)t≥0 and we try to find a reasonable process having these
marginals. For instance, we could look for a diffusion, i.e. a solution of a stochastic
differential equation, having the given marginals. In the case of local volatility
models, this was done by Bruno Dupire in 1994. Dupire reconstructed the spot price
process (St)t≥0 of an asset with the help of the family of one dimensional marginals
3
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(see [Dup97]). The key observation was that, if the (risk neutral) spot price follows
a one dimensional diffusion, then knowing the prices of a European call option on
the asset for all strikes and maturities is equivalent to the knowledge of the one
dimensional distributions µt(dx) = P(St ∈ dx) of the spot price-process.
Proposition 0.3.1. Let (Xt)t≥0 be real valued and let (µt)t≥0 be the family of its one
dimensional marginal distributions. Then the function C : R+ × R → R; C(t, k) :=
E[(Xt − k)+] uniquely determines the family (µt)t≥0 and vice versa.
Proof. First, assume that we are given the family (µt). Then clearly for all t ≥ 0
and all k ∈ R the values C(t, k) are uniquely determined.
The other direction we just show in the special case where the µt(dy) admit densities
p(t, y)dy, but it also holds in the general case. In the special case
C(t, k) = E[(Xt − k)+] =
∫
R
(y − k)+ dµt(dy) =
∫
R
(y − k)+ p(t, y) dy =
=
∫ ∞
k
(y − k)p(t, y) dy.
We obtain, differentiating twice w.r.t. k,
Ck(t, k) = −
∫ ∞
k
p(t, y) dy
Ckk(t, k) = p(t, k).
So, for each t ≥ 0 we get a density p in k for the value of Xt. 
Dupire now considered the Black-Scholes model, assuming r = 0 for the interest
rate, but replaced the constant volatility σ by a local volatility process σ(t, St).
Under the risk neutral (martingale-)measure P˜ the spot price process then follows
the equation
dSt
St
= σ(t, St) dB˜t (0.3.1)
and the prices of the European calls with strikes K and maturities T are given via
C(T,K) = E˜[(ST −K)+]. (0.3.2)
As we saw in Proposition 0.3.1, the knowledge of all these prices is equivalent to the
knowledge of the one-dimensional marginals. With the help of the Fokker-Planck
4
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equation Dupire recovered the instantaneous volatility
σ(T,K)2 = CT (T,K)1
2K
2CKK(T,K)
(0.3.3)
and hence the whole (unique) spot price process. (The factor K2 in the denominator
is due to the use of geometric Brownian motion.)
The so constructed diffusion is unique, as Dupire states in [Dup97], because the
spot price process is supposed to be a martingale. However, what Dupire does
not tell, is how the martingale property ensures uniqueness. One could argue that,
since the one-dimensional market model used by Dupire is complete, by the (second)
Fundamental Theorem of Asset Pricing (cf. [Shr04], p.232), there exists a unique
risk free (martingale) measure P˜, such that under P˜ the (discounted) spot price
process is a martingale and equals (0.3.1). So there is some indication of uniqueness.
Although there still could be a martingale, having these marginals but different joint
distributions. Why in this special setting the one-dimensional marginals suffice to
determine the whole process will be answered in Chapter 3.
0.4 Outline and Summary
In Chapter 1 we give a brief introduction to stochastic calculus, mainly without
proofs, since the used machinery is standard nowadays.
In Chapter 2 we discuss the existing mimicking results for Brownian motion in some
detail and approximate, in a certain sense, the standard Brownian motion by pro-
cesses which are increasingly better behaved. In requesting more regularity, we
finally get close to Brownian motion itself.
In Chapter 3 we consider martingales and marginals. We present three rather theo-
retical results of Lowther concerning the unique fitting of marginals to martingales
within a certain class of strong Markov martingales. Finally we discuss the milestone-
result of Gyo¨ngy which allows to mimick continuous Ito¯-processes via SDEs.
To put it in a nutshell, the main aim of the following pages is to provide a path
through the jungle of existing mimicking and fitting results and to give an overview
of what is currently at stake with respect to the question of finding processes which
have given one-dimensional marginals.
5

1 Stochastic Calculus
First we recall some basic notions and mention some of the important existence and
uniqueness theorems. On the one hand to clarify the setting in which we are working,
on the other to fix notation. For a complete and systematic description of stochastic
calculus and all the subtleties see [RY99], [KS88] or [Pro04].
1.1 Stochastic processes – Canonical versions
We always assume as given a complete, filtered probability space (Ω,F ,P; (Ft)t≥0)
satisfying the usual hypotheses. A filtration is an increasing family of σ-algebras
(Ft)t∈T s.t. Fs ⊆ Ft for s ≤ t. T denotes the parameter set. As usual T will be
regarded as time and we will almost all the time deal with T = [a, b]; a, b ∈ R or
T = R+.
Definition 1.1.1. (cf. [Pro04], p.3) A complete filtered probability space is said to
satisfy the usual hypotheses if:
(i) F0 contains all the P-null sets.
(ii) Ft = Ft+ := ⋂ε>0Ft+ε for all t ∈ [0,∞); i.e. (Ft)t≥0 is right continuous.
Although there are several ways to view stochastic processes, we define a stochastic
process as a parametrized collection of random variables.
Definition 1.1.2. Let T be a parameter set and (E, E) a measurable space. A
stochastic process indexed by T is a family of measurable mappings Xt, t ∈ T from
a probability space (Ω,F ,P) to the state space (E, E).
As we consider only real- or Rd-valued processes, from now on the state space always
will be E = R, E = Rd (or a Borel subset) equipped with the Borel σ-algebra:
E = B(R), E = B(Rd) respectively.
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For fixed ω ∈ Ω the mappings t 7→ Xt(ω), t ∈ T , are called sample paths, which we
usually will require to be continuous. A process is said to be continuous if almost all
paths are continuous.
Definition 1.1.3. Let (E, E) be a topological space, endowed with its Borel σ-
algebra. A process with state space (E, E) is said to be a.s. continuous if for almost
all ω the function t→ Xt(ω) is continuous.
We will need notions to compare resp. identify stochastic processes in certain ways.
Definition 1.1.4. Let (Xt)t∈T and (Xt)′t∈T be stochastic processes, defined on prob-
ability spaces (Ω,F ,P) and (Ω′,F ′,P′) respectively.
(i) They are said to be versions of each other :⇔
∀A1, . . . , An ⊂ E, Ai ∈ B(E), t1, . . . , tn ∈ T :
P(Xt1 ∈ A1, . . . , Xtn ∈ An) = P(X ′t1 ∈ A1, . . . , X ′tn ∈ An).
In this case we also say that the finite dimensional distributions of (Xt)t∈T and
(Xt)′t∈T coincide. We will denote this by (Xt)t∈T
(fdd)= (Xt)′t∈T .
(ii) (Xt)t∈T and (Xt)′t∈T are said to be modifications of each other :⇔
(Ω,F ,P) = (Ω′,F ′,P′), and ∀t ∈ T : P(Xt = X ′t) = 1.
(iii) (Xt)t∈T and (Xt)′t∈T are said to be indistinguishable :⇔
(Ω,F ,P) = (Ω′,F ′,P′), and P(Xt = X ′t; ∀t ∈ T ) = 1.
Remark 1.1.5. In general: (iii) =⇒ (ii) =⇒ (i). The notion modification is weaker
than indistinguishability in the sense that for each t a (probably different) null set
Nt := {ω|Xt(ω) , X ′t(ω)} exists, where the processes differ. Since any real interval
T = [0, s], s > 0 is uncountable, the set N := ⋃t∈T Nt could have any probability
between 0 and 1, or be even non-measurable. If, however, (Xt)t∈T and (Xt)′t∈T are
indistinguishable, then there is only one null set N , and for ω < N : Xt(ω) = X ′t(ω)
for all t ∈ T . This means precisely that the sample paths really are the same outside
a null set. (cf. [Pro04], p.4)
Lemma 1.1.6. If (Xt)t≥0 and (Yt)t≥0 have continuous paths and are modifications
of each other, then they are indistinguishable.
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Proof. First, note that Rd-valued continuous functions are uniquely determined by
their values on a dense subset. We set D = [0,∞) ∩ Q. Clearly D is dense in R+
and countable. We denote by Nt the null set where Xt , Yt. Then
0 = P
(⋃
t∈D
Nt
)
= P (∃t ∈ D : Xt , Yt) = 1− P(∀t ∈ D : Xt = Yt).

Another way to denote the identity in (i) is to define the family of the f.d.d.s for
a given process X, i.e. the set of the push forward measures on all k-dimensional
products of the state space.
Definition 1.1.7. LetX = (Xt)t∈T be an Rn valued stochastic process, ti ∈ T ⊆ R+.
The family of finite dimensional distributions of X is the set
PfX := {PX;t1,...,tk | k ∈ N, ti ∈ T},
where the probability measures PX;t1,...,tk on Rnk are defined via
PX;t1,...,tk(A1 × · · · × Ak) := P(Xt1 ∈ A1, . . . , Xtk ∈ Ak), k ∈ N, Ai ∈ B(Rn).
Hence (Xt)t∈T and (Yt)t∈T are versions of each other if and only if PfX = PfY .
Most of the time we are precisely interested in the concept of identity given through
versions, since the Kolmogorov extension theorem allows to define a stochastic pro-
cess in terms of the finite dimensional distributions, which means that, given a family
of finite dimensional distributions satisfying a permutation property and a restriction
property, there exists a process having these finite dimensional distributions.
Theorem 1. (Kolmogorov’s Extension criterion, cf. [Øks98], p.11)
Let T ⊆ R. Let, for all t1, . . . , tk ∈ T and k ∈ N, νt1,...,tk be probability measures on
Rnk s.t.
νtpi(1),...,tpi(k)(A1 × · · · × Ak) = νt1,...,tk(Api−1(1) × · · · × Api−1(k)) (1.1.1)
for all permutations pi on {1, . . . , k} and
νt1,...,tk(A1 × · · · × Ak) = νt1,...,tk,tk+1,...,tk+m(A1 × · · · × Ak × Rn × · · ·Rn) (1.1.2)
9
1 Stochastic Calculus
for all m ∈ N, where the set on the r.h.s. has a total of k +m factors.
Then there exists a probability space (Ω,F ,P) and a stochastic process (Xt)t∈T ,
Xt : Ω→ Rn, s.t.
νt1,...,tk(A1 × · · · × Ak) = P(Xt1 ∈ A1, . . . , Xtk ∈ Ak)
for all ti ∈ T , k ∈ N and Ai ∈ B(Rn).
Now, given the existence of an (abstract) probability space Ω and a process (Xt)t≥0
we are looking for some concrete probability space and a canonical version on it.
Having in mind that, for each fixed ω ∈ Ω, we get a sample path (t 7→ Xt(ω)) we
define
Φ: Ω→ (Rn)T , Φ(ω) := (t 7→ Xt(ω)) (1.1.3)
Φ(ω)(t) := Xt(ω). (1.1.4)
For f ∈ (Rn)T we define the evaluation-, or coordinate functions
Yt0(f) := f(t0), Yt0(Φ(ω)) = Φ(ω)(t0) = Xt0(ω) (1.1.5)
which, for fixed t, are continuous w.r.t. the topological spaces ((Rn)T , ‖·‖∞) and Rn,
hence Borel-measurable. The image of P under Φ,
PX := Φ(P), PX(B) := P(Φ−1(B)), B ∈ B(Rn)T ,
together with the path space defines a probability space. The process (Yt)t∈T on
this space is called the coordinate process. By construction we get the following
Proposition 1.1.8. The coordinate process (Yt)t∈T on ((Rn)T ,B(Rn)T ,PX) is a ver-
sion of the process (Xt)t∈T on (Ω,F ,P).
Definition 1.1.9. (Yt)t∈T is called the canonical version of X. The probability
measure PX is called the law of X.
Remark 1.1.10. Identifying ω and (t 7→ Xt(ω)) and the respective probability spaces
(Ω,F ,P) and ((Rn)T ,B(Rn)T ,PX) we sometimes will denote the coordinate process
itself by ω, i.e. Yt(ω) = ω(t).
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Accordingly, defining a stochastic process amounts to defining a probability measure
on the path space. Therefore the Kolmogorov extension criterion could equivalently
have been stated as
Theorem 2. In the setting of Theorem 1, i.e. given a family of probability measures
P satisfying the restriction property and the permutation property, there exists a
unique probability measure P on ((Rn)T ,B(Rn)T ) s.t. for the coordinate process Y ,
P = PfY .
But, as indicated above, we are not interested in an arbitrary process given by the
extension criterion; we look for a continuous version or modification, the existence
of which is ensured by the following:
Theorem 3. (Kolmogorov’s continuity criterion, cf. [RY99], Theorem I.1.8)
A real valued process X for which there exist three constants α, β, C > 0 such that
E[|Xt+h −Xt|α] ≤ Ch1+β (1.1.6)
for every t and h, has a modification which is almost surely continuous.
The reason, why we have spent a possibly undue amount of space, or time, to these
rather basic considerations should be obvious from the topic of the exposition. In
what follows we shall proceed a bit faster.
1.2 Brownian Motion
As an application of the above we construct the (linear or one dimensional) Brownian
motion via its Gaussian marginal densities. I.e. we construct a probability measure
on (Ω,F) = (R[0,∞),B(R)[0,∞)) s.t. the process (Bt)t≥0 defined via the coordinate
process, Bt(ω) = ω(t) satisfies properties (i) and (ii) below, hence is a version of the
standard Brownian motion. Finally the continuity criterion shall provide us with a
continuous modification of the canonical version.
Definition 1.2.1. Let (Bt)t≥0 be a real valued stochastic process on (Ω,F ,P).
(Bt)t≥0 is called a (standard) Brownian Motion iff the following conditions hold:
(i) Bt ∼ N (0, t).
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(ii) ∀t0 ≤ . . . ≤ tk; ti ∈ R+ and for 0 ≤ i ≤ k − 1: (Bti+1 − Bti) are independent
r.v.s.
(iii) (Bt)t≥0 is a.s. continuous.
Conditions (i) and (ii) mean that Brownian motion has stationary independent in-
crements which are centered Gaussian. The cumulative distribution function of the
random vector (Bt1 , . . . , Btk) for 0 = t0 ≤ t1 ≤ · · · ≤ tk therefore has to be
Ft1,...,tk(x1, . . . , xk) =
=
∫ x1
−∞
∫ x2
−∞
· · ·
∫ xk
−∞
p(t1; 0, y1)p(t2 − t1; y2, y1) · · ·
· · · p(tk − tk−1; yk−1, yk) dyk · · · dy2 dy1, (1.2.1)
for (x1, . . . , xk) ∈ Rk, and p the Gaussian kernel
p(t;x, y) := 1√
2pit
e−
(x−y)2
2t , t > 0, x, y ∈ R.
Since the above definition is equivalent to the statement that the increments {(Btj −
Btj−1) | 1 ≤ j ≤ k} are independent and (Btj −Btj−1) ∼ N (0, tj − tj−1), we set
PB; t1,...,tk(A1 × · · · × Ak) :=∫
A1×···×Ak
p(t1; 0, y1) · · · p(tk − tk−1, yk, yk−1) dyk · · · dy1
for Ai ∈ B(R), 0 ≤ t1 ≤ · · · ≤ tk, and extend this definition via permutation of the
time indices to all finite sequences (ti)i∈{1,...,k}, ti ∈ R+. Since
∫
R p(t;x, y) dy = 1 for
all t ≤ 0 and x ∈ R, we can add finitely many factors and the restriction property
(1.1.2) in Theorem 1 is satisfied. (cf. [KS88], p.52-53; [Øks98], p.11-13). Hence we
get
Corollary 1.2.2. There exists a (standard) Brownian motion (Bt)t≥0.
Proof. Define PfB := {PB; t1,...,tk | k ∈ N, ti ∈ R+}. Then, as shown above, PfB satisfies
the Kolmogorov extension criterion, i.e. there exists a probability measure P on
(R[0,∞),B(R[0,∞))) under which the coordinate process ω(t) = Bt(ω), ω ∈ R[0,∞), has
stationary, independent increments and (Bt −Bs) ∼ N (0, t− s) for 0 ≤ s ≤ t.
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To get a continuous modification we choose α = 4 in the Kolmogorov continuity
criterion and obtain, using the formulas for the moments of normally distributed
random variables,
E[|Bt+h −Bt|4] = 3h2 = Ch1+1.
I.e. the continuity criterion is satisfied with α = 4, β = 1 and C = 1, hence there
exists standard Brownian motion. 
Remark 1.2.3. Since we have by now shown the existence of a process that is a.s. con-
tinuous, or put otherwise: since we have a probability measure on (R[0,∞),B(R[0,∞)))
that gives measure 1 to the subspace of real valued continuous functions C[0,∞) ⊂
R[0,∞), we will deal mainly with Ω = C[0,∞) or C[0,∞)d.
Remark 1.2.4. For any x ∈ R, the process Bx = x + (Bt)t≥0 denotes the Brownian
motion started at x. For A ∈ B(R), t ≥ 0: P(Bxt ∈ A) =
∫
A p(t;x, y) dy, hence
E[Bxt ] ∼ N (x, t). From the point of view of canonical versions, i.e., when considering
a stochastic process as a probability measure on a pathspace, however, it’s more
natural not to define a new process for each x but a new measure Px (cf. e.g.
[Bas95], p.9). For the coordinate process
Xt(ω) = ω(t), ω ∈ C[0,∞)
and F = σ(Xs; s <∞) define Px on (Ω,F) via
Px(X ∈ A) := P(x+Bt ∈ A), x ∈ R, A ∈ F . (1.2.2)
and call the pair (Px, (Xt)t≥0) the Brownian motion started at x.
Remark 1.2.5. All constructions above generalize easily to Rd-valued Brownian mo-
tions. Xt = (B1t , . . . , Bdt ) is a d-dimensional Brownian motion iff all (Bit)t≥0, i ∈
{1, . . . , d} are independent linear Brownian motions. Using the d-dimensional Gaus-
sian densities it’s also possible to construct directly a d-dimensional Brownian mo-
tion, starting at x = (x1, . . . , x1). (cf. [Øks98], p.11-13). In particular Brownian
motion is the canonical example of a Gaussian process.
Definition 1.2.6. An Rd valued stochastic process (Xt)t≥0 is called a Gaussian
process if for any k ∈ N and 0 ≤ t1 < t2 < · · · < tk < ∞ the random vector
(Xt1 , . . . , Xtk) has a joint normal distribution. If the distribution of (Xt+t1 , . . . , Xt+tk)
does not depend on t, the process is called stationary.
Remark 1.2.7. There are some other ways to construct Brownian motion:
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(i) Donsker’s invariance principle: This is the most intuitive way to construct BM
although the analysis underlying this construction is by no means trivial. BM
is defined as a limit of properly scaled and affinely interpolated random walks
on the integers. First, one shows via the multivariate Central Limit Theorem
that the f.d.d.s of the random walk converge to the f.d.d.s of Brownian motion if
the step size converges to zero. Secondly, one proves that the sequence of these
laws is uniformly tight on C[0,∞) (endowed with a somewhat weaker metric
than ‖·‖∞). This shows that the random walk, considered as a path-valued
random variable, converges weakly to Brownian motion. (Cf. [Shr04], p.83ff
for a rather informational account, or [KS88], Section 2.4 for a full description.)
(ii) Haar functions: It is also possible, to construct Brownian motion on the
compact unit interval via a Fourier series with random coefficients. Take
L2([0, 1], λ), where λ denotes the Lebesgue measure. Using the usual inner
product 〈f, g〉 = ∫ 10 f(x)g(x) d λ(x), the Haar functions ϕij (cf. [KS88], p.58)
form an orthonormal basis of L2([0, 1], λ). Let Uij be an iid sequence of stan-
dard normal r.v.s, define ψij(t) =
∫ t
0 ϕi,j(s) ds and Vi(t) =
∑2i−1
j=1 Uijψij(t), then
B(t) :=
∞∑
i=0
Vi(t). (1.2.3)
The sum converges uniformly in t and is a standard Brownian motion. (cf.
[Bas95], p.11) The advantage of this construction is that by construction the
paths are continuous, since the ψij(t) are continuous and the series converges
uniformly on a compact set.
The reason why we adopted the construction via the Kolmogorov criterion lies in the
fact that this construction gives the clearest view of the role of the distribution(s)
and how certain processes are related via its f.d.d.s.
1.3 Martingales
In this section we give a brief summary of martingale theory, mainly taken from
[RY99], Sections I.4 and II.1.
Definition 1.3.1. A process (Xt)t≥0 on (Ω,F ,P; (Ft)t≥0) is adapted to the filtration
(Ft)t≥0 if Xt is Ft-measurable for each t ≥ 0.
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Definition 1.3.2. Given a filtered probability space (Ω,F ,P; (Ft)t≥0) a real valued
process (Xt)t≥0 adapted to (Ft)t≥0 is called a submartingale (w.r.t. (Ft)t≥0) if:
(i) E[|Xt|] <∞ for every t ≥ 0
(ii) E[Xt | Fs] ≥ Xs a.s. for every pair s, t s.t. s ≤ t.
A process X s.t. −X is a submartingale is called a supermartingale and if X is both
a sub- and a supermartingale, it’s called a martingale.
Example 1.3.3. As is commonly known (Bt)t≥0 is a martingale (w.r.t. FBt =
σ(Bs; s ≤ t)), and so are (Bt)2t≥0 − t and Mαt := exp(αBt − α
2
2 t), for α ∈ R. This is,
in each case, an easy consequence of the independence of the increments, properties
of conditional expectation and the centered Gaussian distribution. E.g. for s ≤ t:
E[Bt| Fs] = E[(Bt −Bs) +Bs| Fs] =
= E[Bt −Bs] + E[Bs| Fs] = 0 +Bs = Bs
E[B2t − t| Fs] = E[(Bt −Bs)2 + 2BtBs −B2s − t| Fs] =
= E[(Bt −Bs)2] + 2BsE[Bt| Fs] +B2s − t =
= t− s+ 2B2s −B2s − t = B2s − s
Remark 1.3.4. E[|Bt|k] < ∞ for all t ≥ 0 and k ∈ N since all moments of normally
distributed random variables exist. If not stated otherwise, we assume in the se-
quel of the exposition that all processes – especially (sub-, super-) martingales – as
integrable, i.e. Xt ∈ L1(Ω,P) for all t.
The conditional version of Jensen’s inequality shows that submartingales arise nat-
urally as functionals of martingales:
Proposition 1.3.5. Let (Xt)t≥0 be a real valued (Ft)-martingale and ψ : R → R
a convex function such that E[|ψ(Xt)|] < ∞ for every t. Then (ψ(Xt))t≥0 is an
(Ft)-submartingale.
Proof. Let s ≤ t, then:
E[ψ(Xt)| Fs] ≥ ψ(E[Xt| Fs]) = ψ(Xs). (1.3.1)

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So, given a martingale X, for instance (|Xt|p)t for p ≥ 1 is a submartingale (if
Xt ∈ Lp), just to mention an important case (covering the modulus and the square
of X).
Very often in applications, but not just in applications, one is interested in the
probability that a process (e.g. Brownian motion) hits a barrier or exits a set;
resp. one is interested in expectated values when these events occur. To model such
events mathematically, one introduces, as is commonly known, so called stopping
times, which are also crucial to the theory of Markov processes.
Definition 1.3.6. A random variable τ : Ω→ [0,∞] is called a stopping time rela-
tive to the filtration (Ft) iff for each t: {τ ≤ t} ∈ Ft.
Proposition 1.3.7. Let (Xt)t≥0 be a continuous real valued process, let (FXt ) be its
natural filtration and let A ⊂ R be closed. Define τA := inf{s ≥ 0: Xs ∈ A}. Then
τA is a stopping time.
Proof.
d(y, A) := inf
z∈A
|y − z| =⇒ x ∈ A⇔ d(x,A) = 0
τ(ω) ≤ t⇔ inf{s ≥ 0 s.t. d(Xs(ω), A) = 0} ≤ t⇔
⇔ inf
s≤t
d(Xs(ω), A) = 0⇔ inf
s≤t, s∈Q
d(Xs(ω), A)︸            ︷︷            ︸
hs(ω)
= 0⇔ inf
s≤t,s∈Q
hs(ω)︸             ︷︷             ︸
h(ω)
= 0,
where hs(ω) is an Ft-measurable random variable because it is a continuous function
of a r.v. This implies that h(ω), as an infimum over countably many values, is an
Ft-measurable r.v. which gives that {τ ≤ t} = {h = 0} ∈ Ft. 
Remark 1.3.8. If the usual hypotheses are satisfied, this proposition can be general-
ized to Borel sets, but only at the price of high efforts in measure theory. Moreover,
if we assume the filtered probability space to satisfy the usual hypotheses we rather
elementary get:
Proposition 1.3.9. (cf. [Pro04], p.3) Let (Ω,F ,P; (Ft)t≥0) be a probability space
with right continuous filtration. Then the event {τ < t} ∈ Ft, 0 ≤ t ≤ ∞, if and
only if τ is a stopping time.
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What we also want to consider, is the state of the process at the random time τ and
therefore we define, on the set {τ <∞},
Xτ (ω) := Xτ(ω)(ω).
However, to ensure that Xτ(ω)(ω) really is a r.v. on {τ < ∞}, adaptedness is not
sufficient, but the process X considered as a function T × Ω → R has to be jointly
measurable in both arguments, which leads to the following
Definition 1.3.10. A real valued process X is called progressively measurable or
progressive (w.r.t. the filtration (Ft)t≥0) if for every t ≥ 0 the mapping
Φt : [0, t]× Ω→ R, Φt(s, ω) := Xs(ω) (1.3.2)
is measurable w.r.t. B([0, t])⊗Ft.
Proposition 1.3.11. An adapted process with (right or left) continuous paths is
progressively measurable.
By now we know how to define the state of the process at a random time, but we
also want to extend the concept of information at time t from deterministic times
to information at a random time τ . The goal is an analogous result to adaptedness,
i.e. if (Xt)t≥0 is adapted, Xτ should be Fτ -measurable. For this reason we introduce
the following σ-algebra:
Definition 1.3.12. Let (Ω,F ,P; (Ft)t≥0) be a filtered probability space, τ a stop-
ping time. Then Fτ is the σ-algebra consisting of the sets
A ∈ Fτ ⇔ A ∈ F and ∀t : A ∩ {τ ≤ t} ∈ Ft. (1.3.3)
Or equivalently: A ∈ Fτ ⇔ 1A = 1{τ≤t} is Ft-measurable.
Theorem 4. Let (Xt)t≥0 be a progressively measurable process and let τ be a stopping
time (w.r.t. the same filtration (Ft)) then Xτ is Fτ -measurable on the set {τ <∞}.
Remark 1.3.13. Since for stopping times σ and τ , (σ ∧ τ) and (σ ∨ τ) are stopping
times; {σ = τ}, {σ ≤ τ}, {σ < τ} are in Fσ ∩ Fτ and σ ≤ τ implies Fσ ⊆ Fτ , the
family of σ-algebras Ft∧τ is a filtration. I.e. given a process X and a stopping time
τ we can define the stopped process (Xτ )
Xτ (ω) := Xt∧τ (ω). (1.3.4)
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The notion of progressive measurability generalizes straightforward to stopping times.
Proposition 1.3.14. If X is progressive, then Xτ is progressive w.r.t the filtration
(Ft∧τ ).
To conclude the martingale section, we state a theorem on convergence of martin-
gales and Doob’s Optional Stopping Theorem. We skip Doob’s inequalities and also
some intermediary technically necessary results although the inequalities are very
interesting in their own right. Crucial to the convergence of martingales is the no-
tion of uniform integrability of a set of random variables, which denotes some sort
of regularity that is situated between L1 and Lp for p > 1.
Definition 1.3.15. A family of random variables {Xi | i ∈ I } is called uniformly
integrable (U.I.), if one of the two equivalent conditions holds:
(i) ∀ε > 0∃M ∈ R s.t
∫
{ |Xi|>M }
|Xi| dP ≤ ε ∀i ∈ I
(ii) ∀ε > 0∃ δ > 0 s.t. ∀A ∈ F , with P(A) ≤ δ,
∫
A
|Xi| dP ≤ ε and sup
i∈I
|Xi| <∞.
Example 1.3.16. The trivial example consists just in the family of a single inte-
grable r.v. X. {X } is U.I. But there are more interesting ones.
(i) Suppose ∃Y s.t. E|Y | <∞ and ∀i ∈ I : |Xi| ≤ |Y |. Then {Xi | i ∈ I } is U.I.
(ii) Let p > 1 and supi∈I ‖Xi‖p <∞. Then {Xi | i ∈ I } is U.I.
(iii) Assume that, for all i ∈ I ,Fi is a sub-σ-algebra of F and that X ∈ L1. Then
{E[X | Fi] | i ∈ I } is U.I.
Regarding convergence, the notion of uniform integrability is particularly interesting,
since it upgrades the a.s. convergence:
Theorem 5. Let {Xt | t ≤ 0 } be U.I. and let lim
t→∞Xt = X∞ exist a.s. or in proba-
bility. Then lim
t→∞Xt = X∞ in L
1.
Theorem 6. Let (Xt)t≥0 be a cadlag martingale s.t. supt≥0 E[|Xt|] < ∞. Then
t.f.a.e.
(i) limt→∞Xt exists in L1.
(ii) There exists a r.v. X∞ in L1 s.t., for all t ∈ [0,∞), E[X∞ | Ft ] = Xt.
(iii) The family {Xt | t ≥ 0} is U.I.
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Moreover, if the martingale is uniformly bounded in Lp for p > 1, i.e. supt≥0 ‖Xt‖p <
∞, then all three conditions are satisfied and convergence holds in Lp.
Theorem 7. (Doob’s Optional Stopping Theorem, cf. [RY99], p.65) Let (Xt)t≥0 be
a cadlag martingale.
(i) If σ ≤ τ are bounded stopping times, then E[Xτ | Fσ] = Xσ.
(ii) If {Xt} is U.I. then for every pair of not necessarily bounded stopping times
σ ≤ τ we get E[Xτ | Fσ] = E[X∞ | Fσ] = Xσ.
1.4 Markov Property and Processes
In Chapters 2 and 3 we will need some, but not much Markov-theory, so we introduce
(again mostly without proofs) some basic notions and notations concerning Markov
processes. The intuitive idea of a Markov process X, namely that at any given
time s the future behaviour of (Xt)t>s depends only on the current state Xs(ω) will
be formalized via a transition probability Ps,t(x,A) that describes the probability of
reaching the set A at time t, given the state Xs = x. Since a transition function
together with an initial distribution ν ofX determines the f.d.d.s of a Markov process
uniquely, by Kolmogorov’s extension criterion we get a canonical version of X or,
in other words, we get a unique probability measure Pν on (R[0,∞),B(R)[0,∞)) s.t. X
is Markov w.r.t. its natural filtration and its transition function. (Again we follow
closely the presentation of Revuz and Yor since it is the most concise description of
that topic known to the author. We follow Revuz/Yor even in the somewhat curious
integral-notation, cf. [RY99], Section III.1.)
First of all, recall the definition of the canonical version (1.1.9) and the coordinate
process Yt(ω) = ω(t) (1.1.5). For notational convenience, we denote the state space
by E, its Borel σ-algebra by B(E) = E and Ω = E[0,∞). We define an operator on
this space of functions that shifts a path to the left.
Definition 1.4.1. Let (Ω,F) = (E[0,∞), E [0,∞)). For ω ∈ Ω the family of operators
θt : Ω→ Ω, t ∈ [0,∞), is defined by
θt(ω(s)) := ω(t+ s). (1.4.1)
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Hence, if Y is the coordinate process of a process X
Ys ◦ θt(ω) = Ys(θt(ω)) = θt(ω(s)) = ω(t+ s) = Yt+s(ω). (1.4.2)
Remark 1.4.2. The state space in this definition and for the rest of the section may
be chosen to be any polish (i.e. complete, separable, metric) space E with canonical
path space Ω = E[0,∞) or C([0,∞), E). Moreover denote by f ∈ E (f ∈ E+ resp.)
that f is a real valued E-measurable (positive resp.) function. We always bear in
mind the most intuitive setting E = R, E = B(R) and Ω = C[0,∞).
Definition 1.4.3. Let (E, E) be a measurable space. A transition kernel, or transi-
tion probability P on E is a map P : E × E → [0,∞], s.t.
(i) for every x ∈ E, the map A→ P (x,A) is a probability measure on E ,
(ii) for every A ∈ E , the map x→ P (x,A) is E-measurable.
Since P (x,A) is a measure, for bounded measurable real functions f on E we can
define P (x, f) =
∫
E P (x, dy)f(y), which is again a positive real valued measurable
function on E. And for two transition kernels P and Q
PQ(x,A) :=
∫
E
P (x, dy)Q(y, A)
is again a transition kernel.
For obvious reasons we index the transition probabilities by a time parameter t ≥ 0.
If we assume that for every s < t there exists a transition kernel Ps,t s.t.
P(Xt ∈ A | FXs ) = Ps,t(Xs, A) a.s.
then this is (by means of the standard machinery, i.e. taking simple functions and
considering limits) equivalent to the statement, that for all f ∈ E+
E[f(Xt) |FXs ] = Ps,t(Xs, f).
However, in order to determine how a process evolves along the positive real line
[0,∞), it’s necessary to know for every three points s < v < t the probabilities
of getting from the state at time s to the state at time t, given the transition
probabilities of getting from s to v and from v to t. These heuristics are captured by
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the Chapman-Kolmogorov equation and the following definition which in addition
enables us to define a Markov process (cf. [RY99], p. 75f.).
Definition 1.4.4. A transition function (t.f.) on (E, E) is a family Ps,t, 0 ≤ s < t
of transition probabilities in (E, E) such that for every triple s < v < t in R+ we
have
Ps,t(x,A) =
∫
E
Ps,v(x, dy)Pv,t(y, A) (1.4.3)
for all x ∈ E and A ∈ E . A t.f. is said to be homogeneous, if Ps,t depends on
t and s only through the difference t − s. By convention then P0,t = Pt and the
Chapman-Kolmogorov equation reads
Ps+t(x,A) =
∫
E
Ps(x, dy)Pt(y, A) (1.4.4)
for every s, t ≥ 0. I.e., {Pt; t ≥ 0} is a (stochastic) semi-group.
Definition 1.4.5. Let (Ω,F , (Gt),P) be a filtered probability space. An adapted
process X is a Markov process w.r.t. (Gt) and with t.f. Ps,t if for any f ∈ E+ and for
any pair (s, t), s < t
E[f(Xt) | Gs] = Ps,t(Xs, f). a.s.
The probability measure ν = X0(P) is called the initial distribution of X. The
process is said to be homogeneous if the t.f. is homogeneous and the above equation
simplifies to
E[f(Xt) | Gs] = Pt−s(Xs, f).
Remark 1.4.6. The canonical example for a t.f. is, as usual, given by Brownian
motion. Let E = R, E = B(R) and consider Pt(x, ·) as the measure with Lebesgue-
density
gt,x(y) =
1√
2pit
e−
(y−x)2
2t .
Then this family of kernels is, as can be shown directly by checking the Chapman-
Kolmogorov equation, a homogeneous transition function.
However, it’s not so easy to show directly that a process defined via a t.f. satisfies
the above definition of a Markov process. To ensure that, a somewhat more tractable
characterization is needed. It should also be noted that if X is Markov w.r.t. some
filtration (Gt) it’s also Markov w.r.t. to its natural filtration (FXt ).
The following proposition is the key result to construct a canonical version of a
Markov process, given a transition function.
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Proposition 1.4.7. (cf. [RY99], p.76) A process X is Markov w.r.t. to its natural
filtration (FXt ) with t.f. Ps,t and initial measure ν if and only if for any 0 = t0 <
t1 · · · < tk and for all A0, . . . , Ak ∈ E we have
P(Xt0 ∈ A0, . . . , Xtk ∈ Ak) =
∫
A0
ν(dx0)
∫
A1
Pt0,t1(x0, dx1)︸                    ︷︷                    ︸
Pt0,t1 (x0,A1)
· · ·
∫
Ak
Ptk−1,tk(xk−1, dxk).
(1.4.5)
Theorem 8. Given a transition function Ps,t on (E, E); for any probability measure
ν on (E, E) there is a unique probability measure Pν on (E[0,∞), E [0,∞)) s.t. X is
Markov w.r.t. its natural filtration, with t.f. Ps,t and initial measure ν.
Proof. Define the family of the f.d.d.s by
PfX := {Pνt1,...,tk | k ∈ N, ti ∈ R+},
where Pνt1,...,tk(A1 × · · · × Ak) = P(Xt0 ∈ A0, . . . , Xtk ∈ Ak) is defined by (1.4.5)
above. By Kolmogorov’s extension criterion and Proposition 1.4.7 X is Markov for
the probability measure Pν . 
Remark 1.4.8. From this construction it is clear that Brownian motion started at
an arbitrary point x ∈ R is a Markov process and that we can identify Px defined
in Remark 1.2.4 and Pδx , using Px as an abbreviation for the case ν = δx(A), where
δx is the Dirac measure. The expectation w.r.t. Px (Pν resp.) is denoted by Ex (Eν
resp.). Moreover, for a homogeneous t.f. we get Px(Xt ∈ A) = Pt(x,A) and by the
definition of a transition kernel, the map x 7→ Px(Xt ∈ A) is measurable. This is
needed in particular to compute the expectation w.r.t. the measure Pν .
Proposition 1.4.9. Let Y be FX∞ measurable and positive or bounded, then the map
x 7→ Ex[Y ] is E-measurable and
Eν [Y ] =
∫
E
ν(dx)Ex[Y ]. (1.4.6)
Now we are ready to state one main result of this section which consists in a conve-
nient formulation of the Markov property.
Proposition 1.4.10. (Markov property. cf. [RY99], p.78) Let Y be FX∞-measurable
and positive (or bounded). Then, for every t > 0 and any initial measure ν,
Eν [Y ◦ θt | FXt ] = EXt [Y ]. Pν a.s. (1.4.7)
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Remark 1.4.11. To take full advantage of the above proposition set Y = f(Xt) for
any bounded measurable f . Then, if the (coordinate) process X has the Markov
property, we obtain
E[f(Xs+t) | Fs] = Eν [f(Xt) ◦ θs | Fs] = EXs [f(Xt)]. (1.4.8)
And by the definition of a Markov process
E[f(Xs+t) | Fs] = Pt(Xs, f) = EXs [f(Xt)]. (1.4.9)
It should also be noted that so far we only worked with the natural filtrations. In
view of Remark 1.3.8, however, it is necessary to consider filtrations satisfying the
usual hypotheses, i.e. filtrations being complete and right continuous. Here we only
note, that all results above (w.r.t. the natural filtrations) hold also if we complete
the natural filtrations w.r.t. all initial distributions ν, thereby making the filtration
already right continuous.
In order to obtain some further results like the strong Markov property and to
obtain more tractable versions of a Markov process we will have to put stronger
assumptions on the transition function Pt, regarded as an operator on the space
C0(E) of continuous functions vanishing at infinity. (The state space E is assumed
to be locally compact with countable base.) Therefore we will define Feller processes
and just note some important results without developing the theory.
Definition 1.4.12. A Feller semigroup on C0(E) is a family Tt, t ≥ 0, of positive
linear operators on C0(E) such that
(i) T0 = Id and ‖Tt‖ ≤ 1 for every t.
(ii) Tt+s = Tt ◦ Ts for any pair s, t ≥ 0.
(iii) limt↘0 ‖Ttf − f‖ = 0 for every f ∈ C0(E).
Proposition 1.4.13. (cf. [RY99], p.83)
With each Feller semigroup on E one can associate a unique homogeneous transition
function Pt, t ≥ 0, on (E, E) such that
Ttf(x) = Ptf(x) = Pt(x, f)
for every f ∈ C0(E) and every x ∈ E.
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Crucial to the theory of Feller processes is the following
Theorem 9. (cf. [RY99], p.86)
A Feller process (Xt)t≥0 admits a cadlag modification.
Another important feature of Feller processes is the strong Markov property. In
order to define the strong Markov property we have to extend the definition of the
shift operators θt : Ω → Ω to stopping times T . We set θT (ω) = θt(ω) if T (ω) = t,
s.t.
Xt ◦ θT = XT+t and θ−1T (FX∞) ⊂ σ(XT+t, t ≥ 0).
Theorem 10. (Strong Markov property)
Let (Xt) be the canonical cadlag version of a Feller process, let Z be a F∞-measurable
and nonnegative (or bounded) random variable and let T be a finite Ft-stopping time,
then for any initial measure ν
Eν [Z ◦ θT | FT ] = EXT [Z]. Pν a.s.
Remark 1.4.14. The strong Markov property can also be defined without reference
to a transition function. We will need the following definition in Chapter 3.
Definition 1.4.15. (Cf. [Low08a].) A real valued process X is strong Markov if
for every bounded measurable g : R → R and every t > 0 there exists a measurable
f : R+ × R→ R s.t. for every finite stopping time T
f(T,XT ) = E[g(XT+t) | FT ].
Remark 1.4.16. The uniform continuity property in the definition of a Feller semi-
group is actually equivalent to pointwise continuity which can, for instance, be shown
easily for the t.f. of Brownian motion; i.e. BM is a Feller process and hence strong
Markov.
1.5 Half a nutshell of Le´vy processes
Brownian motion, as we saw, enjoys the (strong) Markov property which is not a big
surprise since it has stationary and independent increments. Conversely, if we take
the property of having stationary and independent increments as a definition, we get
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a very large (and venerable) class of stochastic processes, namely Le´vy processes.
(Cf. [RY99], p.91f and p.109f for most parts of the following.)
Definition 1.5.1. (Cf. [Pro04], p.20) Let (Xt)t≥0 be a real valued adapted process,
X0 = 0. X is called a Le´vy process if
(i) X has stationary independent increments, and
(ii) X is continuous in probability, i.e. limt→s P(|Xt−Xs| > ε) = 0 for every ε > 0.
With regard to Section 2.3, where we will construct a mimicking process via a tran-
sition function, we take a look on an interesting class of families of probability mea-
sures, namely convolution semigroups. They provide a link between Feller processes
and Le´vy processes.
Definition 1.5.2. Let (µt)t≥0 be a family of probability measures on Rd. Then
(µt)t≥0 is called a convolution semigroup iff
(i) µt ∗ µs = µt+s for any pair (s, t),
(ii) µ0 = δ0 and limt↘0 µt = δ0 in the vague topology.
Lemma 1.5.3. Let (µt)t≥0 be a convolution semigroup and define
Pt(x,A) :=
∫
Rd
1A(x+ y)µt(dy).
Then (Pt) is a Feller transition function.
Proposition 1.5.4. If the t.f. of a Feller process X is given by a convolution
semigroup (µt) then X has stationary independent increments, i.e. is a Le´vy process.
The law of the increment Xt −Xs is µt−s.
Proof. For any f ∈ E+ and any t we have, since Px(X0 = x) = 1,
Ex[f(Xt −X0)] = Ex[f(Xt − x)] = µt(f),
which no longer depends on x. By the Markov property we get for s < t
Eν [f(Xt −Xs) | Fs] = EXs [f(Xt−s −X0)] = µt−s(f) Pν a.s.

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Remark 1.5.5. If a Feller process has stationary independent increments, then it can
also be proved that its transition function is given by a convolution semigroup.
Another important tool is the notion of infinite divisibility of a random variable X,
or a probability measure µ on R, resp. Rd.
Definition 1.5.6. A real (or Rd) valued random variable X is said to be infinitely
divisible if for every n ∈ N there exist n independent identically distributed random
variables Y (n)i such that X
(law)= Y (n)1 + · · ·+ Y (n)n .
Likewise, a probability measure µ is said to be infinitely divisible if there exists a
probability measure µn such that µ = µ∗nn , i.e. µ is the n-fold convolution of µn.
Proposition 1.5.7. Let (Xt)t≥0 be a Le´vy process, then Xt is infinitely divisible for
each t ≥ 0.
Proof. For all n ∈ N we can write Xt as
Xt = (Xt −X(1− 1
n
)t) + (X(1− 1
n
)t −X(1− 2
n
)t) + · · ·+ (X 1
n
t −X0).
By definition of a Le´vy process these increment are iid and soXt is infinitely divisible.

Remark 1.5.8. Conversely it can be shown that any infinitely divisible r.v. Y may
be imbedded in a unique convolution semigroup, i.e., there is a Le´vy process X s.t.
Y
(law)= X1. Therefore we need the famous and fundamental Le´vy Khintchine formula
(here stated just for dimension one):
Theorem 11. (Cf. [Sat99], p.37; [RY99], p.110) A probability measure µ on R is
infinitely divisible if and only if its Fourier transform µˆ is equal to exp(ψ) with
ψ(u) = iβu− σ
2u2
2 +
∫
R\{0}
(
eiux − 1− iux1 + x2
)
ν(dx), (1.5.1)
where β ∈ R, σ ≥ 0 and ν is a Radon measure on R\{0} such that
∫ x2
1 + x2 ν(dx) <∞.
Remark 1.5.9. The measure ν in the characteristic exponent ψ is known as the Le´vy
measure of X and it accounts for the jumps of X. However, to define a Le´vy process
X based on an infinitely divisible measure, observe that the above formula amounts
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to say that, for each t ≥ 0, exp(t ψ(u)) is the Fourier transform of a probability mea-
sure µt, or equivalently, exp(t ψ(u)) = E[exp(iuXt)] = ϕXt(u) is the characteristic
function of a r.v. Xt ∼ µt. Clearly µt ∗ µs = µt+s and limt↘0 µt = δ0, hence (µt) is a
convolution semigroup and therefore defines a Le´vy process according to Proposition
1.5.4.
Note that in general the characteristic triplet (β, σ, ν) determines uniquely an in-
finitely divisible measure µ, or a Le´vy process respectively. The parameter β ac-
counts for the drift of the process, σ for the (Brownian) diffusion term and the Le´vy
measure ν for the jumps. Hence a Le´vy process is continuous if and only if ν ≡ 0.
If Xt = bt + δBt we know from the normal distribution that ψ(u) = iua − 12σ2u2,
hence β = b and σ = δ.
In Section 2.3 a particular class of Le´vy processes will be particularly important for
us, namely the subordinators which are a.s. increasing Le´vy processes and the law of
which is thus carried by [0,∞). Hence for subordinators not only the characteristic
but also the moment generating function is defined and one gets a special case of the
Le´vy Khintchine formula. (The canonical example of a subordinator is the Poisson
process.)
Definition 1.5.10. (cf. [KS88], p.405) A real valued process N = (Nt)t∈[0,∞) on a
probability space (Ω,F ,P) is called a subordinator if it has stationary independent
increments and almost every path of N is non-decreasing, right continuous and
satisfies N0 = 0.
Theorem 12. (Le´vy, Khintchine, Ito¯; cf. [KS88], p.405) The moment generating
function of a subordinator N = (Nt)t∈[0,∞) is given by E[e−uNt ] = exp(−t φ(u)),
where
φ(u) = βu+
∫
(0,∞)
(1− e−ux) ν(dx), (1.5.2)
u ≥ 0, β a constant in R+ and ν is a σ-finite measure on (0,∞) for which the above
integral is finite.
Remark 1.5.11. According to the foregoing remark, the characteristic triplet in the
case of subordinators reads (β, 0, ν). The Brownian part σ has to be zero since the
process is increasing almost surely. Moreover the role of the characteristic exponent
ψ here is taken by what is called the Laplace exponent φ.
Having the above in mind, it is remarkable that a Le´vy process (in the sense of its
f.d.d.s) is fully determined by its characteristic function, or equivalently, that the
law of a Le´vy process is determined solely by its one dimensional marginals.
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1.6 Stochastic integration
Roughly, there are three approaches to stochastic integration, i.e three ways to define
a stochastic integral. In the order of increasing generality they read as follows: first,
as done by K. Ito¯ , one can define the stochastic integral w.r.t. Brownian motion;
then, as done by Kunita-Watanabe 1967, for general square integrable martingales
(cf. e.g. [KS88]) and in the most general case it is also possible to define the
stochastic integral w.r.t. (not necessarily continuous) semimartingales. (Compare
e.g. [Pro04]).
We won’t need the general case of discontinuous semimartingales, so we restrict our-
selves to the classical Ito¯-integral and stochastic integration w.r.t. continuous local
martingales. Furthermore we will not develop the theory of stochastic integration but
just sketch a possible construction and state the definitions, properties and impor-
tant results. Compare [RY99] (Chapter IV), [KS88] (Chapter 3) or [Pro04] (Chapter
II) for three different approaches. We shall mainly follow [Øks98] and [RY99].
1.6.1 Preliminaries & Quadratic (Co)-Variation
Definition 1.6.1. Let [0, t] be a compact interval and let ∆ = {0 = t0 < t1 · · · <
tm = t} be a subdivision of [0, t]. Let (Xt)t≥0 be an adapted stochastic process and
define
T∆t (X) =
∑
tj∈∆
(Xtj+1 −Xtj)2.
The process X is said to be of finite quadratic variation if, for all t ≥ 0 and all
subdivisions ∆n of [0, t] such that |∆n| → 0, the limit
〈Xt, Xt〉 = P− lim
n→∞T
∆n
t (X) (1.6.1)
exists. We will denote the quadratic variation process 〈X,X〉t of X also by 〈X〉t.
Proposition 1.6.2. Let (Bt)t≥0 be a standard Brownian motion, then 〈B,B〉t = t.
Proof. We will show convergence in L2 which includes convergence in probability.
Let t ≥ 0 and let ∆n be a subdivision of [0, t] s.t. |∆n| → 0. Recall that the
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increments of Brownian motion are independent, hence in L2(Ω,P) we have
(
(Bti+1 −Bti)2 − (ti+1 − ti)
)
⊥
(
(Btj+1 −Btj)2 − (tj+1 − tj)
)
for i , j and ti, tj ∈ ∆, i.e., we can apply Pythagoras. Recall also the distribution
of BM, (Bt −Bs) ∼ N (0, t− s). In particular we get:
∥∥∥T∆nt (B)− t∥∥∥22 =
∥∥∥∥∥∥
∑
tj∈∆n
(Btj+1 −Btj)2 − t
∥∥∥∥∥∥
2
2
=
∥∥∥∥∥∥
∑
tj∈∆n
(Btj+1 −Btj)2 − (tj+1 − tj)
∥∥∥∥∥∥
2
2
=
∑
tj∈∆n
∥∥∥(Btj+1 −Btj)2 − (tj+1 − tj)∥∥∥22 =
=
∑
tj∈∆n
E
[(
(Btj+1 −Btj)2 − (tj+1 − tj)
)2]
=
=
∑
tj∈∆n
2(tj+1 − tj)2 ≤ 2 sup
tj∈∆n
|tj+1 − tj|
∑
tj∈∆n
|tj+1 − tj| = 2∆nt.
Hence we get that
∥∥∥T∆nt (B)− t∥∥∥22 → 0 for ∆n → 0. 
Remark 1.6.3. As commonly known, precisely this non-zero quadratic variation is
the reason why the stochastic integral w.r.t. Brownian motion cannot be defined
simply as a pathwise Lebesgue-Stieltjes integral.
Definition 1.6.4. Let X and Y be two stochastic processes, let ∆ be a subdivision
of [0, t] then the cross variation or quadratic covariation process 〈X, Y 〉t is defined
as limit in probability
〈X, Y 〉t = lim|∆|→0
∑
i
(Xti+1 −Xti)(Yti+1 − Yti).
The following theorem gives another hint why quadratic variation plays a crucial
role in stochastic calculus.
Theorem 13. (cf. [RY99], p.120) A continuous and bounded martingale M is of
finite quadratic variation and 〈M,M〉t is the unique continuous increasing adapted
process vanishing at zero, s.t. M2 − 〈M,M〉 is a martingale.
Definition 1.6.5. An adapted stochastic process (Mt)t≥0 is a (continuous) local
martingale if there exists an increasing sequence of stopping times (Tn)n≥1, Tn ↑ +∞,
such that XTn∧t is a (continuous) martingale for all n.
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Definition 1.6.6. A process (Xt)t≥0 is a (continuous) semimartingale if it is the
sum of a (continuous) local martingale (Mt)t≥0 and a (continuous) process (At)t≥0
of locally bounded finite variation (i.e. Vart(A) < ∞ for all t, where Vart(A) is the
variation of A on [0, t]).
Remark 1.6.7. The decomposition of a semimartingale into a local martingale and
an adapted process of finite variation is unique as long as one does not change the
filtration. (Otherwise there may, of course, be different decompositions.)
Proposition 1.6.8. (cf. [RY99], p.128) A continuous semimartingale X = M + A
is of finite quadratic variation and 〈X,X〉t = 〈M,M〉t.
Proof. We prove that the cross variation 〈M,A〉t is zero as well as the QV of A. Let
∆ be a subdivision of [0, t], then∣∣∣∣∣∑
i
(Mti+1 −Mti)(Ati+1 − Ati)
∣∣∣∣∣ ≤
(
sup
i
Mti+1 −Mti
)
Vart(A),
and this converges to zero if |∆| → 0, because M is continuous. Likewise
lim
|∆|→0
(∑
i
(Ati+1 − Ati)2
)
= 0.

Theorem 14. (cf. [RY99], p.124) If M is a continuous local martingale, there
exists a unique increasing continuous process 〈M,M〉 vanishing at zero, such that
M2 − 〈M,M〉 is a continuous local martingale and this process coincides with the
quadratic variation of M in the sense of a limit in probability.
Remark 1.6.9. In general, the bracket or increasing process of M does not coincide
with quadratic variation. In the case of continuous local martinales, however, even
the quadratic covariation coincides with the (co)bracket process. Furthermore, since
the bracket process is continuous and increasing, it is perfectly clear, that one can
define the Lebesgue-Stieltjes integral w.r.t. to d〈M,M〉s or d〈M,N〉s. And as we will
see in the Ito¯-formula, it is precisely an additional integral-term w.r.t. the bracket
process that makes the difference between ordinary and stochastic calculus.
Theorem 15. (cf. [RY99], p.125) If M and N are two continuous local martinales,
there exists a unique continuous process 〈M,N, 〉 of finite variation vanishing at zero,
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such that MN − 〈M,N〉 is a continuous local martingale. The process 〈M,N〉 co-
incides with the cross-variation process in probability. Furthermore, the polarization
identity holds:
〈M,N〉 = 14
(
〈M +N,M +N〉 − 〈M −N,M −N〉
)
.
1.6.2 The Ito¯-integral
We briefly sketch the easiest way to construct the Ito¯-integral (in one dimension),
namely as a limit in L2([0, T ]× Ω).
Let B be a linear Brownian motion on a filtered probability space (Ω,F ,P; (Ft)t≥0).
Let c be an adapted left continuous simple process, i.e. a piecewise constant function
c : [0, T ]× Ω→ R such that
c(t, ω) =
n−1∑
i=0
ci(ω)1[ti,ti+1),
where 0 = t0 ≤ t1 ≤ · · · ≤ tn = T and ci is Fti-measurable. Then define the
Ito¯-integral of the simple process c(t, ω) as
I(c)(ω) =
∫ T
0
c(t, ω) dBt(ω) =
n−1∑
i=0
ci(ω)
(
Bti+1(ω)−Bti(ω)
)
. (1.6.2)
We observe that, for bounded c, we get the following isometry between L2([0, T ]×Ω)
and L2(Ω):
Lemma 1.6.10. (Ito¯-isometry, cf. [Øks98], p.26) Let the simple process c(t, ω) be
bounded, then
E
(∫ T
0
c(t, ω) dBt(ω)
)2 = E [∫ T
0
c(t, ω)2 dt
]
. (1.6.3)
This isometry now is used to extend the definition of the integral to all adapted f
satisfying
E
(∫ T
0
f(t, ω) dBt(ω)
)2 <∞, (1.6.4)
via a limit in L2(Ω).
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Definition 1.6.11. (Ito¯-integral, cf. [Øks98], p.29) Let f satisfy the above condition,
then the Ito¯-integral of f from 0 to T is defined by
I(f)(ω) =
∫ T
0
f(t, ω) dBt(ω) = lim
n→∞
∫ T
0
φn(t, ω) dBt(ω),
where the limit is taken in L2(Ω) and where (φn) is a sequence of simple processes
s.t.
E
[∫ T
0
(f(t, ω)− φn(t, ω))2 dt
]
→ 0 for n→∞.
Proposition 1.6.12. (Basic properties of the Ito¯-integral) Let f and g satisfy (1.6.4),
let 0 ≤ s < u < t, let λ ∈ R then:
(i)
∫ t
s f dBv =
∫ u
s f dBv +
∫ t
u f dBv.
(ii)
∫ t
s (λf + g) dBv = λ
∫ t
s f dBv +
∫ t
s g dBv for a.a. ω.
(iii) E[
∫ t
s f dBv] = 0.
(iv)
∫ t
s f dBv is Ft-measurable.
(v) E[
∫ t
0 f dBv | Fs] =
∫ s
0 f dBv.
Proof. All of the above properties hold almost trivially in the case of simple processes;
to get the martingale property (v), one has to use elementary features of conditional
expectation. Because of the Ito¯-isometry the above properties can, by taking limits,
be extended to all f , g satisfying (1.6.4). 
1.6.3 Ito¯-formula & Ito¯-processes
We start with the one-dimensional formula w.r.t. Ito¯-processes then state the multi-
dimensional Ito¯-formula and present the Martingale Representation Theorem in one
dimension.
Definition 1.6.13. (Cf. [Øks98], p.43.) Let (Bt)t≥0 be a standard Brownian motion
on (Ω,F ,P). A one-dimensional Ito¯-process is a stochastic process of the form
Xt = X0 +
∫ t
0
σ(s, ω) dBs +
∫ t
0
b(s, ω) ds, (1.6.5)
where σ and b are adapted and P[
∫ t
0 σ(s, ω)2 + |b(s, ω)| ds < ∞] = 1 for all t ≥ 0.
Often we will abbreviate the above decomposition by using the differential notation
dXt = σ(t, ω) dBt + b(t, ω) dt, (1.6.6)
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but keep in mind, that we are talking of integrals.
The Ito¯-integral constructed in the previous section can now be extended to integrals
w.r.t. to Ito¯-processes.
Definition 1.6.14. Let X be an Ito¯-process of the form (1.6.5), let (Hs) be an
adapted process, such that
P[
∫ t
0
H(s, ω)2σ(s, ω)2 + |H(s, ω)b(s, ω)| ds <∞] = 1, ∀t ≥ 0,
then the integral of H w.r.t. X is defined as
∫ t
0
H(s, ω) dXs =
∫ t
0
H(s, ω)σ(s, ω) dBs +
∫ t
0
H(s, ω)b(s, ω) ds. (1.6.7)
Proposition 1.6.15. (Ito¯-formula, cf. [Øks98], p.44) Let (Xt) be a one dimensional
Ito¯-process, dXt = σ(t, ω) dBt + b(t, ω) dt, and let f(t, x) ∈ C1,2([0,∞) × R), then
Yt = f(t,Xt) is again an Ito¯-process and
dYt =
∂
∂t
f(t,Xt) dt+
∂
∂x
f(t,Xt) dXt +
1
2
∂2
∂x2
f(t,Xt) d〈X,X〉t. (1.6.8)
Remark 1.6.16. Note that (Ito¯)-processes of the form (1.6.5) are semimartingales
with Mt = X0 +
∫ t
0 σ(s, ω) dBs and At =
∫ t
0 b(s, ω) ds. Hence via Proposition 1.6.8
and the Ito¯-isometry we obtain
〈X,X〉t = 〈M,M〉t = 〈
∫
σ(s, ω) dBs,
∫
σ(s, ω) dBs〉t =
∫ t
0
σ(s, ω)2 ds,
or in differential form,
d〈X,X〉t = σ(t, ω)2 dt.
We now extend the definition of an Ito¯-process to dimension n.
Definition 1.6.17. Let (Bt) = (B1t , . . . , Bmt ) be an m-dimensional Brownian motion
and let ui(t, ω) and vij(t, ω), i ∈ {1, . . . , n}, j ∈ {1, . . . ,m}, be adapted processes
which satisfy the integrability conditions for one-dimensional Ito¯-processes. Then
the process X defined by
dXt =

dX1t = u1 dt + v11 dB1t + · · ·+ v1m dBmt
...
...
...
...
dXnt = un dt + vn1 dB1t + · · ·+ vnm dBmt
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is called an m-dimensional Ito¯-process. The obvious matrix notation reads
dXt = u(t, ω) dt+ v(t, ω) dBt.
Theorem 16. (Multidimensional Ito¯-formula, cf. [Øks98], p.48) Let
dXt = u(t, ω) dt+ v(tω) dBt
be an n-dimensional Ito¯-process and let f(t, x) = (f1(t, x), . . . , fd(t, x)) be continu-
ously differentiable, f ∈ C1,2([0,∞)× Rn,Rd). Then the process
Yt(ω) = f(t,Xt)
is again an Ito¯-process and the k-th entry in the vector Yt(ω) = (Y 1t (ω), . . . , Y dt ) is
given by:
dY kt =
∂
∂t
fk(t,Xt) dt+
∑
i
∂
∂xi
fk(t,Xt) dX it +
1
2
∑
i,j
∂2
∂xi∂xj
fk(t,Xt) d〈X i, Xj〉t.
Remark 1.6.18. The (multidimensional) Ito¯-formula is also valid when stated for
(general, e.g. discontinuous) semimartingales instead of Ito¯-processes. (Cf. [RY99],
p.146ff. for the case of continuous semimartingales, and [Pro04], p.78ff. for the
general case.)
Before we turn to the next section devoted to SDEs, we state the converse result
to the fact that every Ito¯-integral is a martingale, namely that every martingale
adapted to the Brownian filtration can uniquely be written as an Ito¯-integral. This
holds for the n-dimensional case, although we state the theorem just in dimension
one.
Theorem 17. (Martingale Representation Theorem, cf. [Øks98], p.53) Let (Bt)t≥0
be a standard Brownian motion on (Ω,F ,P; (Ft)t≥0), where Ft = σ(Bs; s ≤ t), and
let (Mt)t≥0 be an (Ft)-martingale, Mt ∈ L2(Ω) for all t ≥ 0. Then there exists a
unique adapted process Γ(s, ω), E[
∫ t
0 Γ(s, ω)2 ds] <∞ for all t ≥ 0, such that:
Mt(ω) = E[M0] +
t∫
0
Γ(s, ω) ds a.s. and for all t ≥ 0. (1.6.9)
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1.7 SDEs – Generators
To begin with, we note that we will only discuss diffusion processes, i.e. ‘Markov
processes which have continuous sample paths and can be characterized in terms of
its infintesimal generator’, how Karatzas/Shreve denote them loosely speaking (cf.
[KS88], p.281).
First, we state the (pathwise) existence and uniqueness result of Ito¯, in the second
subsection we briefly take a look on solutions given via the so called martingale prob-
lem proposed by Stroock and Varadhan. In this section we will mainly follow [Bas98]
and [Øks98], although we consider almost all results in the time-inhomogeneous case,
whereas Bass and Øksendal mainly are concerned with homogeneous SDEs.
1.7.1 Pathwise solutions
Let (Bt)t≥0 be a linear Brownian motion and let σ : [0,∞)×R→ R and b : [0,∞)×
R → R be measurable functions, then we will be concerned with the stochastic
differential equation (SDE)
dXt = σ(t,Xt) dBt + b(t,Xt) dt, X0 = x. (1.7.1)
As we know from Ito¯-calculus above, this is just an abbreviation for the integral
equation
Xt = x+
∫ t
0
σ(s,Xs) dBs +
∫ t
0
b(s,Xs) ds. (1.7.2)
In the higher dimensional case we only consider equations with quadratic diffusion
matrix. Let (Bt)t≥0 be an n-dimensional Brownian motion, let σ : [0,∞) × Rn →
Rn×n and b : [0,∞)× Rn → Rn be measurable, then we consider the equation(s)
dXt =

dX1t =
n∑
j=1
σ1j(t,Xt) dBjt + b1(t,Xt) dt
...
...
...
dXnt =
n∑
j=1
σnj(t,Xt) dBjt + bn(t,Xt) dt
(1.7.3)
where X0 = (x1, . . . , xn) ∈ Rn. In matrix notation (1.7.3) again reads
dXt = σ(t,Xt) dBt + b(t,Xt) dt X0 = x.
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Definition 1.7.1. We say that (1.7.1) (resp. (1.7.3)) has a pathwise solution if
there exists a continuous adapted process (Xt)t≥0 satisfying (1.7.1) (resp. (1.7.3)).
Pathwise uniqueness for (1.7.1) (resp. (1.7.3)) holds, if whenever (Xt)t≥0 and (Yt)t≥0
are two pathwise solutions then P(Xt = Yt; ∀t ≥ 0) = 1, i.e., (Xt)t≥0 and (Yt)t≥0 are
indistinguishable.
Remark 1.7.2. Note that a solution (Xt)t≥0 to (1.7.1) necessarily is a semimartin-
gale. A solution to (1.7.3) accordingly is an Rn-valued semimartingale (Xt) =
(X1t , . . . , Xnt ).
Theorem 18. (Existence and uniqueness for SDEs, Ito¯. Cf. [Øks98], p.66.) Let
(Bt)t≥0 be an n-dimensional Brownian motion and let (Ft) be the generated filtration.
Let T > 0 and let σ : [0, T ] × Rn → Rn×n and b : [0, T ] × Rn → Rn be measurable
functions satisfying
|b(t, x)|+ |σ(t, x)| ≤ C(1 + |x|), x ∈ Rn, t ∈ [0, T ], (1.7.4)
for some constant C, where |σ|2 = ∑ |σij|2, and such that
|b(t, x)− b(t, y)|+ |σ(t, x)− σ(t, y)| ≤ D|x− y| x, y ∈ Rn, t ∈ [0, T ], (1.7.5)
for some constant D. Let Z be a square integrable r.v. independent of F = F∞.
Then the SDE
dXt = σ(t,Xt) dBt + b(t,Xt) dt, 0 ≤ t ≤ T, X0 = Z,
has a pathwise unique solution (Xt)t≥0, adapted to the filtration (FZt ) generated by
Z and (Bs)0≤s≤t. Furthermore (Xt)t≥0 is continuous and
E
[∫ T
0
|Xt|2 dt
]
<∞.
An important link between SDEs and PDEs is established through an application
of Ito¯’s formula and associates a second order partial differential operator with an
SDE. Using the above notation, let σT denote the transpose of the matrix σ and
let a be the matrix σσT . On C1,2([0,∞) × Rn) we define the second order partial
differential operator
L˜t = ∂
∂t
+ Lt = ∂
∂t
+ 12
n∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
+
n∑
i=1
bi(t, x)
∂
∂xi
. (1.7.6)
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Proposition 1.7.3. (Cf. [Bas98], p.5.) Let (Xt)t≥0 be a solution of (1.7.3) with σ
and b bounded and measurable and let f ∈ C1,2([0,∞)× Rn). Then
f(t,Xt) = f(0, X0) +Mt +
∫ t
0
L˜sf(s,Xs) ds, (1.7.7)
where
Mt =
∫ t
0
n∑
i,j=1
∂
∂xi
f(s,Xs)σij(s,Xs) dBjs (1.7.8)
is a martingale.
Proof. Since the components of Bt are independent, we have d〈Bk, Bl〉t = δkl dt and
hence
d〈Xi, Xj〉t =
∑
k
∑
l
σik(t,Xt)σjl(t,Xt) d〈Bk, Bl〉t =
=
∑
k
σik(t,Xt)σTkj(t,Xt) dt = aij(t,Xt) dt
Ito¯’s formula, applied to f(t,Xt), yields
f(t,Xt) = f(0, X0) +
∫ t
0
∂
∂s
f(s,Xs) ds+
∑
i
∫ t
0
∂
∂xi
f(s,Xs) dX is +
+ 12
∫ t
0
∑
i,j
∂2
∂xi∂xj
f(s,Xs) d〈X i, Xj〉s =
= f(0, X0) +Mt +
∫ t
0
∂
∂s
f(s,Xs) ds+
∑
i
∫ t
0
∂
∂xi
f(s,Xs)bi(s,Xs) ds+
+ 12
∫ t
0
∑
i,j
∂2
∂xi∂xj
f(s,Xs)aij(s,Xs) ds =
= f(0, X0) +Mt +
∫ t
0
L˜sf(s,Xs) ds.

Remark 1.7.4. We will call a process (Xt)t≥0 and an operator L˜t associated if (Xt)t≥0
satisfies (1.7.3) for L˜t given by (1.7.6) and a = σσT . We call σ (resp. a) the diffusion
coefficient of (Xt)t≥0 (resp. of L˜t) and b the drift coefficient.
Remark 1.7.5. Another notion to associate PDE theory to SDEs is the infinitesimal
generator of a diffusion which does not associate a PDE to an SDE, but a linear
second order partial differential operator, which is exactly the operator L˜t above.
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(Cf. [Øks98], p.117ff.) We briefly state the definitions and some results in the
time-homogeneous case.
Definition 1.7.6. (Cf. [Øks98], p.117.) Let (Xt)t≥0 be the solution of an SDE of
the (time-homogeneous) form of (1.7.3) satisfying the assumptions of Theorem 18.
Then we call (Xt)t≥0 an Ito¯-diffusion and the (infinitesimal) generator A of (Xt)t≥0
is given by
Af(x) = lim
t↘0
Ex[f(Xt)]− f(x)
t
x ∈ Rn. (1.7.9)
We denote the set of functions f : Rn → R such that the above limit exists for x by
DA(x) while the set of functions where the limit exists for all x ∈ Rn is denoted by
DA.
Proposition 1.7.7. (Cf. [Øks98], p.119.) Let (Xt)t≥0 be a (time-homogeneous)
Ito¯-diffusion given by the SDE (1.7.3). Let f ∈ C20(Rn), then f ∈ DA and the
infinitesimal generator A is given by
Af(x) = 12
n∑
i,j=1
aij(x)
∂2
∂xi∂xj
f(x) +
n∑
i=1
bi(x)
∂
∂xi
f(x). (1.7.10)
Proof. Note that we are in the (time-homogeneous) setting of Proposition 1.7.3,
hence we can compute the expectation of (1.7.7) w.r.t. Px and use Fubini.
Ex[f(Xt)] = E[f(X0)] + E[Mt] + E[
∫ t
0
L˜f(Xs) ds] =
= f(x) + 0 + E[
∫ t
0
L˜f(Xs) ds] =
= f(x) +
∫ t
0
E[L˜f(Xs)] ds.
Hence
Af(x) = lim
t↘0
Ex[f(Xt)]− f(x)
t
=
= ∂
∂t
(∫ t
0
Ex[L˜f(Xs)] ds
)∣∣∣∣
t=0
=
= L˜f(x).

Remark 1.7.8. To extend the definition of the infinitesimal generator to the time
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dependent case, we consider a whole family of generators
Ltf(x) = lim
s↘0
E[f(Xt+s) |Xt = x]− f(x)
s
, t ≥ 0, x ∈ Rn. (1.7.11)
Then, we define
L˜tf(t, x) =
∂
∂t
f(t, x) +
(
Ltf(t, ·)
)
(x),
and D
L˜t
as the set of functions, for which the above limit exists for all t ≥ 0 and
x ∈ Rn. Note, that this is exactly the operator we were dealing with in Proposition
1.7.3.
From the above we see that, if (Xt)t≥0 is an Ito¯-diffusion in Rn with generator A,
f ∈ C20(Rn) and if we set
u(t, x) = Ex[f(Xt)],
then u(t, x) is differentiable in t and its derivative is given by
∂u
∂t
= Ex[Af(Xt)].
One of the most powerful links between the analytic theory of PDEs and stochastic
calculus is given by the Kolmogorov backward equation, which turns, if a killing term
is involved, into the Feynman-Kac formula.
Theorem 19. (Kolmogorov’s backward equation, cf. [Øks98], p.133) Let (Xt)t≥0 be
an Ito¯-diffusion and let f ∈ C20(Rn). Define
u(t, x) = E[f(Xt)],
then
(i) u(t, ·) ∈ DA for each t and
∂u
∂t
= Au, t > 0, x ∈ Rn, (1.7.12)
u(0, x) = f(x) x ∈ Rn, (1.7.13)
where Au is understood as A applied to the mapping x 7→ u(t, x).
(ii) If w(t, x) ∈ C1,2(R × Rn) is a bounded function satisfying the conditions of (i),
then w(t, x) = u(t, x).
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Remark 1.7.9. Often the backward equation, especially the Feynman-Kac formula, is
not stated for t > 0 and an initial value u(0, x) = f(x), but for a finite time horizon
t ∈ [0, T ] and as a terminal value problem with u(T, x) = g(x). Because of the time
inversion in this case the equation reads
− ∂u
∂t
= Au, 0 ≤ t < T, x ∈ Rn, (1.7.14)
u(T, x) = g(x) x ∈ Rn. (1.7.15)
We then obtain for g ∈ C20(Rn) the unique solution to the above equation as
u(t, x) = Ex[g(XT−t)]. (1.7.16)
(For the case of the multidimensional Feynman-Kac formula for Brownian motion
cf. for instance [KS88], p.268.)
Before we turn to the type of solutions given via the martingale problem, we state a
theorem of Engelbert and Schmidt which gives a criterion for the existence of solu-
tions for one-dimensional time-homogeneous SDEs without drift (even for coefficients
which are not Lipschitz).
Theorem 20. (Engelbert-Schmidt, cf. [KS88], p.335.) Let (Bt)t≥0 be a linear Brow-
nian motion and let σ : R→ R be a Borel-measurable function. Define
dXt = σ(Xt) dBt, X0 ∼ µ. (1.7.17)
Then, for every initial distribution µ, this equation has a solution which is unique in
the sense of finite dimensional distributions if and only if
{x ∈ R |
∫ ε
−ε
dy
σ(x+ y)2 =∞ ∀ε > 0} = {x ∈ R |σ(x) = 0}. (1.7.18)
Example 1.7.10. Consider the (simple) case, where σ(x) = 1/x (which we will need
in Section 2.4). Then {x ∈ R |σ(x) = 0} = ∅. On the other hand
∫ ε
−ε
dy
σ(x+ y)2 =
∫ ε
−ε
(x+ y)2 dy = (x+ ε)
3 − (x− ε)3
3 <∞ ∀x ∈ R, ε > 0.
This shows that also the left hand side of (1.7.18) is equal to ∅, hence the condition
is satisfied.
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1.7.2 The martingale problem
This approach to solve stochastic differential equations, due to Stroock and Varad-
han, is essentially based upon the observation we made in Proposition 1.7.3. There
we were given a solution (Xt)t≥0 of an SDE and identified the associated operator
L˜t. Then we observed that, for f ∈ C1,2([0,∞)× Rn), the process
Mt = f(t,Xt)− f(0, X0)−
∫ t
0
L˜sf(s,Xs) ds, (1.7.19)
is a martingale. Stroock and Varadhan take the opposite point of view. One is given
an operator L on a space of (test) functions and asks for a process (Xt)t≥0 such
that
Mt := f(Xt)−
∫ t
0
Lf(Xs) ds
is a martingale for each f in the domain D(L) of L. I.e., one looks for solutions
to the SDE via the associated differential operator. The main advantage of this
approach, compared to the Ito¯-theory where the drift and diffusion coefficient have to
be Lipschitz, consists in weaker assumptions necessary for existence and uniqueness
of a solution to the martingale problem for L. However, uniqueness in this case
refers to uniqueness in the sense of finite dimensional distributions, not pathwise
uniqueness.
First, we note that there are several (equivalent) ways to state the martingale prob-
lem and its solution. We start with a general definition of the martingale problem
with polish state space E and operators L acting on the set of bounded continuous
functions Cb(E) with domain D(L). Nevertheless it turns out, that the interesting
case is the one of (elliptic/parabolic) second order partial differential operators act-
ing on smooth or C1,2b ([0,∞) × Rn) functions which is, of course, covered by this
general setting.
Definition 1.7.11. Let L be an operator on Cb(E) with domain D(L). A measurable
process (Xt)t≥0 adapted to (Ft) is said to be a solution to the martingale problem
for (L, µ) w.r.t. (Ft) if, for all f ∈ D(L),
M(t) := f(X(t))−
∫ t
0
Lf(X(s))ds
is an (Ft)-martingale and P ◦ X−10 = µ. (If (Ft) is the natural filtration, it can be
dropped from the statement.)
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Since uniqueness for solutions of the martingale problem is only meant w.r.t. the
f.d.d.s, it is natural to consider the process (Xt)t≥0 , started at x, as probability
measure P˜x on the path space ((Rn)[0,∞),B(Rn)[0,∞)). Since we restrict ourselves to
continuous functions we consider measures on (C([0,∞),Rn),B).
Definition 1.7.12. Let Lt := 12
∑n
i,j=1 aij(t, x) ∂
2
∂xi∂xj
+ ∑ni=1 bi(t, x) ∂∂xi be a second
order linear partial differential operator. Let ω(t) be the coordinate mappings on
C([0,∞),Rn). A measure Px is said to be a solution to the martingale problem for
(Lt, δx), if under Px the coordinate process (ω(t))t is a solution to the martingale
problem.
The martingale problem is said to be well posed, if there is a unique measure Px
which solves the martingale problem on (C([0,∞),Rn),B, (Bt)), where Bt is defined
as the Borel σ-algebra on (C([0, t],Rn).
If the martingale problem is well posed for every x in Rn and µ is a probability
measure on the state space Rn, then the martingale problem for (Lt, µ) is said to be
well posed, if there is a unique measure Pµ on (C([0,∞),Rn),B, (Bt)) that solves the
martingale problem for (Lt, µ).
The important link between an SDE and the martingale problem for its infinitesimal
generator L is given by the following theorem.
Theorem 21. (Cf. [Bas98], p.98.) Let
dX(t) = σ(Xt)dW (t) + b(Xt)dt, X0 = x0, (1.7.20)
be a stochastic differential equation. Set a = σσT , and let
L := 12
n∑
i,j=1
aij(x)
∂2
∂xi∂xj
+
n∑
i=1
bi(x)
∂
∂xi
be the associated uniformly elliptic operator with bounded measurable coefficients aij
and bi. Then uniqueness in the f.d.d.s for (1.7.20) holds if and only if the martingale
problem for (L, δx0) is well posed.
Weak existence for (1.7.20) holds if and only if there exists a solution to the martin-
gale problem for (L, δx0).
Remark 1.7.13. The above theorem is also true in the time-inhomogeneous case. See
[SV79, Chapter 8.] for statement and proof of the above equivalence in the time
dependent setting.
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Well posedness in the time-dependent setting is defined as follows.
Definition 1.7.14. For a probability measure µ on the state space E, the martin-
gale problem for ((Lt), µ) is well posed, if whenever X and Y are solutions to the
martingale problem for (Lt), defined respectively on (Ω,F ,P) and (Γ,G,Q) w.r.t.
some filtration and satisfying P ◦X−10 = Q ◦ Y −10 = µ we have
P(Xt ∈ U) = Q(Yt ∈ U) ∀t > 0 and ∀U Borel in E.
The question, however, is under which conditions on the coefficients of the operator
L we get a unique solution for the martingale problem. A celebrated result of
Stroock/Varadhan gives sufficient conditions for well-posedness.
Theorem 22. Let
Lt = 12
n∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
+
n∑
i=1
bi(t, x)
∂
∂xi
,
where b(t, x) : [0,∞) × Rn → Rn and a(t, x) : [0,∞) × Rn → S+d are bounded and
measurable, where S+d is the set of nondegenerate elements of the space of symmetric
nonnegative definite n× n real matrices. Assume that, for each T > 0 and x ∈ Rn,
inf
0≤s≤T
inf
z∈Rn\{0}
〈z, a(s, x)z〉 > |z|2 and
lim
y→x sup0≤s≤T
‖a(s, y)− a(s, x)‖ = 0, x ∈ Rn.
Then the martingale problem for a and b is well posed.
Proof. See [SV79, Thm. 7.2.1] 
Remark 1.7.15. Since the above theorem is stated just in terms of the coefficients a
and b, the question arises, whether there is a difference if the martingale problem is
stated for Lt or for ( ∂∂t +Lt). The equivalence of the two problems is also proved by
Stroock and Varadhan who show that, for time dependent and even nondeterministic
coefficients, several formulations of a martingale are equivalent. We are interested
only in two of six possible formulations, stated below.
Theorem 23. Let b(t, ω) : [0,∞)×Ω→ Rn and a(t, ω) : [0,∞)×Ω→ Sd be bounded
progressively measurable functions, let ξ(t, ω) : [0,∞) × Ω → Rn be progressively
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measurable and right continuous in t; for f ∈ C2(Rn) define
(Lt(ω)f)(x) := 12
n∑
i,j=1
aij(t, ω)
∂2f
∂xi∂xj
+
n∑
i=1
bi(t, ω)
∂f
∂xi
.
Then TFAE:
(i) f(ξt)−
∫ t
0
(Luf)(ξu) du is a martingale relative to
(Ω,Ft,P) for t ≥ 0, for all f ∈ C∞0 (Rn).
(ii) f(t, ξt)−
∫ t
0
( ∂
∂u
+ Lu)f(u, ξu) du is a martingale relative to
(Ω,Ft,P) for t ≥ 0, for all f ∈ C1,2b ([0,∞)× Rn).
Remark 1.7.16. Clearly this works also in the case of deterministic coefficients. (Cf.
the proof of [SV79, Thm. 4.2.1.]). Hence (ξt)t is a solution to the martingale problem
for Lt if and only if it is a solution for ( ∂∂t +Lt), i.e., the martingale problem is solely
determined by the drift and diffusion coefficients.
Remark 1.7.17. What is of particular interest in our current inquiry is the fact
that solutions to the martingale problem are (up to versions) uniquely determined
via their one dimensional marginals. For a proof in the time-homogeneous case cf.
[KS88, Proposition 5.4.27], p.326 or [EK86, Theorem 4.2], p.184.
1.8 First steps towards mimicking
Definition 1.8.1. Two processes X and Y are said to be equal in the k-dimensional
marginal distributions if, for any t1, . . . , tk; ti ∈ R+ and Ai ∈ B(Rd), 1 ≤ i ≤ k,
P(Xt1 ∈ A1, . . . , Xtk ∈ Ak) = P(Yt1 ∈ A1, . . . , Ytk ∈ Ak). (1.8.1)
This will be denoted by X (k.d)= Y .
If two random variables X and Y are identically distributed we frequently will use
the notation
X
(law)= Y. (1.8.2)
Definition 1.8.2. Let X be a stochastic process. If another process X˜ is equal to
X in all one-dimensional marginals, we call X˜ a mimicking process.
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Remark 1.8.3. In the case of Brownian motion we will call a mimicking process X
fake Brownian motion if Xt
(law)= Bt for all t ≥ 0, but X is not Brownian motion
itself. (Cf. [Ole08].)
A key concept in studying the relationship between martingales and one dimensional
marginals is the so called convex order. We already observed that for a martingale
X and any convex function ψ the process (ψ(Xt))t≥0 is a submartingale. However,
convex functions also play a crucial role in the setup of martingales themselves,
precisely in the ordering of the one-dimensional marginals.
Definition 1.8.4. Let X and Y be two real valued random variables. X is said to
dominate Y in the convex order if for every convex function ψ : R → R (provided
E[|ψ(X)|] <∞ and E[|ψ(Y )|] <∞) we have
E[ψ(X)] ≥ E[ψ(Y )].
We denote this order relation by
X
(c)
≥ Y.
Remark 1.8.5. It is clear from the definition, that this order relation does not de-
pend on the values of the random variables, but just on the distributions. Properly
speaking, it is an order relation between probability measures (on the real line).
Definition 1.8.6. A process (Xt)t≥0 is said to be increasing in the convex order, if
for every s ≤ t, Xs
(c)
≤ Xt.
Proposition 1.8.7. A martingale (Mt)t≥0 is increasing in the convex order.
Proof. Let ψ : R→ R be a convex function, and let s < t, then by Jensen’s inequality
and iterated conditioning we obtain that
E[ψ(Xt)] = E[E[ψ(Xt) | Fs]] ≥ E[ψ(E[Xt | Fs]︸         ︷︷         ︸
Xs
)] =
= E[ψ(Xs)].

So, a family of random variables necessarily has to increase in the convex order in
order to form a martingale. The question whether this condition is sufficient was
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answered affirmatively by V. Strassen ([Str65]) for a countable family (µn)n∈N of
probability measures on R. Strassen proved that, given such a sequence increasing
in the convex order, there exists a markov martingale (Mn)n≥0 with these marginals.
J. Doob established the continuous time case but only for compact state space and
omitting the Markov property. The definitive answer to the question of sufficiency
was given by H.G. Kellerer, who proved (a more general version of) the following
Theorem 24. (H.G. Kellerer, cf [Kel72])
Let (µt)t∈R+ be a family of probability measures on R. Let (Xt)t≥0 be a family of real
valued random variables. Xt ∼ µt, E[Xt] < ∞ for all t and Xs
(c)
≤ Xt for all s < t.
Then there exists a measure PX on the canonical space (R[0,∞),B(R)[0,∞)) with these
one dimensional marginals s.t. (Xt)t≥0 is a martingale.
Proof. Cf. [Kel72]. 
Remark 1.8.8. There is a slight difference in the notion of convex order used here
and used by Kellerer. Kellerer defines the order relation on the probability measures
not via all convex functions, but via monotone increasing convex functions. In our
formulation, the convex order already implies that all µt have the same constant
mean which Kellerer has to assume additionally to obtain a martingale, since in
general he obtains just a submartingale. But on the other hand the process in his
construction can be chosen to be Markov.
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In this chapter we study in detail how Brownian Motion can be mimicked by pro-
cesses having the same one dimensional marginals. Using a notion of Oleszkiewicz
we call such processes fake Brownian motions.
Section 2.1 recalls equivalent definitions and some properties of Brownian motion.
In Section 2.2 we take a look at continuous semimartingales that not only have the
same marginals but also the same quadratic variation as Brownian motion; however,
they are not martingales. (The material of Section 2.2 is taken from a paper of
Fo¨llmer, Wu and Yor, [FWY00].)
Section 2.3 discusses a 2006/07 result by Hamza/Klebaner and gives a construction of
a discontinuous fake Brownian motion which is a martingale and enjoys the Markov
property. In 2007, it was still an open question if there existed a continuous fake
Brownian motion which is a martingale.
In Section 2.4 we present the results of Albin, [Alb08], and Oleszkiewicz, [Ole08] who
positively answered the above question and gave explicit constructions of continuous
martingale fake BMs which are, nota bene, not Markov.
Finally, in Section 2.5 we add the Markov property; we first will see that a continuous
Markov martingale which has Brownian marginals and is adapted to the Brownian
filtration is already Brownian motion itself. Secondly, as a special case of a result in
[Low08a], we will see that any continuous Strong Markov martingale with Brownian
marginals is already Brownian motion.
2.1 Essential Facts concerning Brownian Motion
We briefly recall some (characteristic) properties of Brownian motion. First of all,
there are at least four equivalent definitions of linear Brownian motion. The first
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one was already given in Section 1.2.
Definition 2.1.1. Let (Bt)t≥0 be a real valued stochastic process on (Ω,F ,P).
(Bt)t≥0 is called a (standard) Brownian Motion iff
(i) Bt ∼ N (0, t)
(ii) ∀t0 ≤ . . . ≤ tk; ti ∈ R+ and for 0 ≤ i ≤ k − 1: (Bti+1 − Bti) are independent
random variables.
(iii) (Bt)t≥0 is a.s. continuous.
Equivalently Brownian motion can be defined as a Gaussian process with a certain
covariance structure.
Definition 2.1.2. Let (Bt)t≥0 be a real valued stochastic process on (Ω,F ,P).
(i)’ (Bt) is a centered Gaussian process.
(ii)’ Cov(Bs, Bt) = s ∧ t
(iii)’ (Bt)t≥0 is a.s. continuous.
Proposition 2.1.3. The above definitions are equivalent.
Proof. Clearly (i) and (ii) imply that (Bt)t≥0 is a centered Gaussian process. To see
that (i) and (ii) imply (ii)’ let s < t, then (Bt −Bs) is independent of Bs and
E[BsBt] = E[Bs(Bt −Bs) +B2s ] = E[Bs]E[Bt −Bs] + E[B2s ] = 0 + s = s.
Because of the symmetry in t and s, Cov(Bs, Bt) = s ∧ t.
To prove the other direction let 0 = t0 < t1 < · · · < tk and consider the random
vector X = (Bt1 , . . . , Btk) and the vector of the increments Y = (Bt1−Bt0 , . . . , Btk−
Btk−1). Then, if M is the k × k matrix with diagonal entries 1, −1 below and 0
elsewhere, Y = MX. If D := (ti∧ tj)1≤i,j≤k then MDMT = C where C is a diagonal
matrix with entries tj − tj−1 for 1 ≤ j ≤ k. Now X has a centered multivariate
normal distribution with covariance matrix D if and only if Y = MX has a centered
multivariate normal distribution with covariance matrix C. Hence we see, that the
increments Bt1 −Bt0 , . . . , Btk −Btk−1 are independent and have law N (0, tj − tj−1),
in particular Bt ∼ N (0, t). 
The third (possible) definition is usually stated as a characterization-theorem, known
as Le´vy’s martingale characterization. We state it for d-dimensional Brownian mo-
tion
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Theorem 25. (P. Le´vy 1948; cf. [KS88], p.157)
Let X = (X1t , . . . , Xdt ) be a continuous, (Ft)t≥0-adapted process in Rd such that for
every component 1 ≤ k ≤ d the process
Mkt := Xkt −Xk0 , t ∈ [0,∞)
is a continuous local martingale relative to (Ft)t≥0, and the cross-variations are given
by
〈M i,M j〉t = δijt, 1 ≤ i, j ≤ d, (2.1.1)
then ((Xt)t≥0, (Ft)t≥0) is a d-dimensional Brownian motion.
Proof. cf. [KS88], p.157. 
Remark 2.1.4. The assumption of continuity is essential within this characterization,
since the compensated Poisson process with intensity λ = 1 provides an example of a
square integrable martingale with quadratic variation 〈M〉t = t. But this process is
discontinuous. Moreover, what is remarkable about this theorem is that no assump-
tions on the distributions are made, similar to Theorem 36 below which asserts that
any continuous martingale is a time-changed Brownian motion. In some sense the
path-properties encode the information w.r.t. the distributions, or put otherwise,
the continuity of the paths ensures uniqueness of the f.d.d.s. In mimicking Brownian
motion and martingales, we also will encounter the crucial role of continuous paths
in questions of uniqueness.
The fourth definition characterizes Brownian motion as a certain Le´vy process.
Theorem 26. Let (Xt)t≥0 be a stochastic process on (Ω,F ,P) such that
(i) (Xt)t≥0 has stationary independent increments.
(ii) (Xt)t≥0 is a.s. continuous and X0 = 0.
(iii) All increments Xt −Xs, where s ≤ t, have mean zero.
Then (Xt)t≥0 is a standard Brownian motion.
Proof. Cf. [Kni81], p.15. 
In order to distinguish Brownian motion from its mimicking processes it is useful to
know some further properties of BM.
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Proposition 2.1.5. (Cf. [RY99], p.19.)
Let (Bt)t≥0 be a standard Brownian motion, then the following properties hold.
(i) (time-homogeneity) For any s > 0, the process (Bt+s − Bs)t≥0 is a standard
BM independent of σ(Bu, u ≤ s).
(ii) (symmetry) The process (−Bt)t≥0 is a standard BM.
(iii) (scaling) For every c > 0, the process (cBt/c2)t≥0 is a standard BM.
(iv) (time inversion) The process X defined by X0 = 0, Xt = tB1/t for t > 0 is a
standard BM.
Proof. Clearly in (i), (ii) and (iii) the paths remain continuous, since only continuous
transformations are applied. To see that in all four cases the increments are properly
distributed is an easy exercise, e.g. in the case (iii). Let 0 = t0 < t1 < · · · < tk,
then each increment cBtj/c2 − cBtj−1/c2 ∼ cN (0, (tj − tj−1)/c2) = N (0, tj − tj−1) for
1 ≤ j ≤ k and clearly they are independent.
What remains to show is that in (iv) the process X is continuous in 0, since it is
obviously continuous on (0,∞). However, for t ∈ (0,∞), (Xt) and (Bt) are versions
of each other and since limt→0,t∈QBt = 0 it follows that limt→0,t∈QXt = 0 a.s. Because
X is continuous on (0,∞), we get limt→0,t∈R+ Xt = 0. 
Remark 2.1.6. Property (iv) implies the Strong Law of Large Numbers for Brownian
motion.
P
(
lim
t→∞
Bt
t
= 0
)
= 1.
Another power- and beautiful result is the Law of the Iterated Logarithm.
Theorem 27. (Cf. [RY99], p.56ff.) Let (Bt)t≥0 be a standard Brownian motion,
then
P
limt→∞ Bt√
2t log(log t)
= 1
 = P
limt→∞ Bt√
2t log(log t)
= −1
 = 1. (2.1.2)
As we already saw in Section 1.4 (by writing down the transition function) Brownian
motion is a Markov process and it enjoys also the strong Markov property. This can
be seen by checking that the transition function is a Feller semi-group.
Of course there are myriads of other interesting properties of Brownian motion such
as the non-differentiability of the paths, but few of them serve to characterize it. If
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necessary, we will notice some of them at the appropriate place. Now we start the
proper business of mimicking.
2.2 Quadratic Variation & Marginals –
continuous
First of all, recall the two examples of mimicking processes we encountered in the
introduction. In the case of Xt :=
√
tN no assumptions were made except match-
ing marginals. Nonetheless it turned out that (Xt) has continuous, even differ-
entiable paths on (0,∞) hence zero quadratic variation. Precisely because of the
zero quadratic variation of (Xt) in the second example we considered a continuous
process (Yt) on the unit interval with nonzero quadratic variation to get somewhat
closer to Brownian motion. (Yt) was constructed via a proper Brownian motion
and a scaled Brownian motion, having quadratic variation 〈Y 〉t = t for t ≤ 12 and
〈Y 〉t = (
√
2−1)2 t for t > 12 . But (Yt) is neither a martingale nor a semimartingale.
Next we could ask if there exists a fake Brownian motion (Xt) having quadratic
variation 〈X〉t = t ? However, if we additionally ask for continuous paths we know
from Le´vy’s characterization that the resulting fake Brownian motion cannot be a
martingale, otherwise it would be Brownian motion itself. So, to get a (proper)
fake Brownian motion with quadratic variation t we either have to drop the path
property and consider discontinuous processes or we drop the martingale property.
In this section we will discuss the latter option and present parts of the paper On
weak Brownian motions of arbitrary order by Fo¨llmer, Wu and Yor ([FWY00]). In
the next section, however, we shall consider discontinuous fake Brownian motions
which are martingales but have quadratic variation not equal to t. Whether there
exists a discontinuous fake Brownian motion which is a martingale and has quadratic
variation t is unknown to the author (and, as he supposes, to many others as well).
The main reason why it is convenient to consider fake Brownian motions (Xt) with
paths having quadratic variation 〈X〉t = t lies in the fact that it allows to apply
Ito¯-calculus in a strictly pathwise manner as proved by Fo¨llmer in [Fo¨l81]. In this
case the Ito¯-integral ∫ t
0
f(Xs) dXs
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exists as a pathwise limit of non-anticipating Riemann sums along dyadic partitions
for any bounded f ∈ C1(R) (cf. [FWY00], p.449). In particular it satisfies Ito¯’s
formula and, for any bounded f ∈ C1(R),
E
[∫ t
0
f(Xs) dXs
]
= 0. (2.2.1)
To see this consider a continuous fake Brownian motion on the unit interval with
coordinate process (Xt)t∈[0,1] (cf. [FWY00], p.451). Denote by P˜ its law on C[0, 1] and
assume that P˜ is concentrated on the set of continuous paths which have quadratic
variation 〈X〉t = t along the sequence of dyadic partitions. Let f ∈ C1(R) be
bounded and F its antiderivative, i.e. F ′ = f , then
∫ t
0
f(Xs) dXs = F (Xt)− F (X0)− 12
∫ t
0
f ′(Xs) ds.
By Fubini’s Theorem we get that
E˜
[∫ t
0
f(Xs) dXs
]
= E˜[F (Xt)]− E˜[F (X0)]− 12
∫ t
0
E˜[f ′(Xs)] ds
depends only on the one dimensional marginals of X. Since the Brownian marginals
are centered, we get 2.2.1 just as in the case of the Ito¯-integral.
So far we still have to assume the existence of a fake Brownian motion with quadratic
variation t. In Theorem 29 below we will prove the existence of continuous fake
Brownian motions having this property. To be precise, we show the existence of con-
tinuous Gaussian semimartingales with Brownian marginals and quadratic variation
t which are different from Brownian motion. (Until the end of this section we will
follow very closely [FWY00, Sec.6. & Sec.7].)
2.2.1 Brownian motions and Volterra kernels
We again consider (fake) Brownian motions on the unit interval and define semi-
martingales with the help of integral kernels.
Definition 2.2.1. Let l : [0, 1]× [0, 1]→ R be a function s.t.
l(u, v) = 0, for 0 ≤ u < v ≤ 1,
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and
l˜(u, v) :=
l(u, v) for u ≤ vl(v, u) for u > v
is continuous on (0, 1)× (0, 1), then we call l a continuous Volterra kernel.
We will consider Gaussian semimartingales of the form
Xt := Bt −
∫ t
0
∫ u
0
l(u, v) dBv du. (2.2.2)
Remark 2.2.2. Under the condition that
∫ t
0
(∫ u
0
l(u, v)2 dv
) 1
2
du <∞, (2.2.3)
the representation (2.2.2) is well defined as the semimartingale decomposition of X
w.r.t. the filtration (FBt ). From Proposition 1.6.8 we get that
〈X,X〉t = 〈B,B〉t = t.
Remark 2.2.3. If we do not assume l ∈ L2([0, 1]× [0, 1]) the above representation is
not necessarily unique. For instance
Xt := Bt −
∫ t
0
Bu
u
du
is a proper Brownian motion and thus X has two Volterra representations. A trivial
one with lX(u, v) ≡ 0 and the above one, where lB(u, v) = 1/u, for v ≤ u.
If X is a proper Brownian motion admitting a Volterra representation of the form
(2.2.2) then, as shown by Hitsuda (cf. [FWY00], p.474-475), the kernel l cannot be
square integrable unless l ≡ 0. Nevertheless it is possible to characterize Brownian
motions with Volterra representation even if the kernels are not square integrable.
This is done in Theorem 28 below. More important for us, however, is that it is also
possible to characterize fake Brownian motions with Volterra representation of the
form (2.2.2). In this case we do assume the kernels to be square integrable. (Cf.
Lemma 2.2.6 below.)
Theorem 28. A process (Xt)t≥0 of the form (2.2.2) is a Brownian motion if and
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only if the Volterra kernel l is self reproducing, i.e., l satisfies
l(t, s) =
∫ s
0
l(t, v)l(s, v) dv (2.2.4)
for all t and for all s ≤ t. In this case {Xs | s ≤ t} is independent of ∫ t0 l(t, u) dBu
for any t > 0.
Proof. Lemma 2.3 in Fo¨llmer, Wu and Yor [FWY99] implies that (Xt) is a Brownian
motion if and only if
E
[
Xs
∫ t
0
l(t, u) dBu
]
= 0 ∀s ≤ t, (2.2.5)
i.e., if the Gaussian family {Xs | s ≤ t} is independent of ∫ t0 l(t, u) dBu. Since l is
continuous and X is defined via (2.2.2) we have
E
[
Xs
∫ t
0
l(t, u) dBu
]
=
∫ s
0
l(t, u) du−
∫ s
0
∫ u
0
l(t, v)l(u, v) dv du.
It follows that equation (2.2.5) is equivalent to
∫ s
0
l(t, u) du =
∫ s
0
∫ u
0
l(t, v)l(u, v) dv du (2.2.6)
for all s ≤ t and subsequently is equivalent to equation (2.2.4) for all t and all
s ≤ t. 
We give an explicit example of Brownian motions in terms of self reproducing
Volterra kernels. Consider the special case where l is the product of two deter-
ministic continuous functions a and b,
l(t, s) := a(t)b(s),
where a and b satisfy the following conditions.
(A) a ∈ L1[0, t] for all t and for all t0 > 0 : a(t) . 0 on (t0,∞).
(B) b ∈ L2[0, t] for all t > 0, and also for all t > 0
∫ t
0
|b(u)|√∫ u
0 b(v)2 dv
du <∞.
54
2.2 Quadratic Variation & Marginals – continuous
Corollary 2.2.4. Let the process (Xt) be of the form
Xt = Bt −
∫ t
0
a(u)
∫ u
0
b(v) dBv du
with deterministic functions a and b satisfying conditions (A) and (B). Then the
process X is a Brownian motion if and only if it is of the form
Xt = Bt −
∫ t
0
b(u)∫ u
0 b(v)2 dv
∫ u
0
b(r) dBr du. (2.2.7)
Proof. According to Theorem 28 it is sufficient to prove that a Volterra kernel l of
the form l(t, s) = a(t)b(s) satisfies condition (2.2.4) if and only if
a(t) = b(t)∫ t
0 b(u)2 du
.
Substituting l(t, s) = a(t)b(s) in condition (2.2.4) we find
a(t)b(s) = a(t)a(s)
∫ s
0
b(u)2 du,
and according to condition (A) we obtain the result. 
Example 2.2.5. Take b(t) = tm for m > −12 . Then a(t) = t
m
t2m+1
2m+1
= (2m + 1)t−m−1
and X, given by
Xt = Bt − (2m+ 1)
∫ t
0
∫ u
0
u−m−1vm dBv du,
is a Brownian motion. For m = 0 we get, like in Remark 2.2.3, that
Xt := Bt −
∫ t
0
Bu
u
du
is a Brownian motion.
Now we turn to the main result of this section.
Theorem 29. There exist fake Brownian motions (Xt)t≥0 with quadratic variation
〈X〉t = t which are continuous Gaussian semimartingales (but not Brownian mo-
tions).
The theorem will be proved after the following
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Lemma 2.2.6. A process X defined by (2.2.2), i.e. of the form
Xt := Bt −
∫ t
0
∫ u
0
l(u, v) dBv du
is a fake Brownian motion if and only if for all t
∫ t
0
l(t, v) dv =
∫ t
0
∫ s
0
l(t, v)l(s, v) dv ds. (2.2.8)
Proof. Let X be defined as above. Since X is a centered Gaussian process, X is a
fake Brownian motion if and only if
E[X2t ] = t. (2.2.9)
Since 〈X〉t = t we get by Ito¯’s formula
X2t = 2
∫ t
0
Xu dXu + t.
Hence the condition on the variance reads
0 = E[X2t ]− t = E
[
2
∫ t
0
Xu dXu
]
= E
[∫ t
0
Xu dXu
]
=
= E
[∫ t
0
Xu
∫ u
0
l(u, v) dBv du
]
.
The validity of the last line for all t is equivalent to
0 = E
[
Xu
∫ u
0
l(u, v) dBv
]
=
∫ u
0
l(u, v) dv −
∫ u
0
∫ r
0
l(u, r)l(v, r) dr dv
for all u. 
Proof of Theorem 29. It remains to prove that there exist Volterra kernels which
satisfy condition (2.2.8) but not (2.2.4). To this end we consider a kernel of the form
l(u, v) = 1
u
ϕ
(
v
u
)
.
On the one hand, l satisfies (2.2.4) if and only if
ϕ(x) =
∫ 1
0
ϕ(zx)ϕ(z) dz, (2.2.10)
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on the other hand, l satisfies (2.2.8) if and only if
∫ 1
0
ϕ(x) dx =
∫ 1
0
∫ 1
0
ϕ(zx)ϕ(z) dz dx. (2.2.11)
Now consider for instance ϕ(x) = ce−ax for some fixed a. Then (2.2.11) holds if and
only if
c = (1− e
−a)∫ a
0 e
−u(1− e−u)du
u
.
But (2.2.10) is not satisfied for c , 0. 
Remark 2.2.7. We close this section by noting that Fo¨llmer, Wu and Yor [FWY00]
show also that, in the class of continuous semimartingales of the form
Xt = Bt +
∫ t
0
vs ds,
fake Brownian motions can be characterized by a weak martingale property in anal-
ogy to Le´vy’s characterization of (proper) Brownian motion. (Note that processes
of the above form have quadratic variation 〈X〉t = t). In this setting, a continuous
semimartingale X is called a weak martingale if, for all bounded Borel-measurable
functions f and for all t > 0,
E
[∫ t
0
f(Xs) dXs
]
= 0.
Remark 2.2.8. So far we only considered semimartingales, but often it is desirable to
get a proper martingale as mimicking process and accordingly many attempts were
made to fit martingales to given marginals (cf. for instance the seminal paper of
Madan and Yor [MY02]). The following section contains a first step in this direction
for the particular case of Brownian motion.
2.3 Markov-Martingales & Marginals –
discontinuous case
In this section we discuss two ways of mimicking Brownian motion via Markov mar-
tingales. Both approaches yield discontinuous processes and, as we will see in the
next section, it is not at all trivial to find a continuous fake Brownian motion which
is a martingale but not Brownian motion itself.
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In [MY02] Madan and Yor discuss three approaches to construct a Markov martingale
that matches given marginals: (i) a continuous martingale approach via an SDE
similar to Dupire [Dup97]; (ii) an approach via a random time change; and (iii) a
method using Skorohod embedding. In case of Brownian marginals however, the
first two approaches reduce to a construction of Brownian motion itself (cf. [HK07],
[MY02]). Only the method via Skorohod embedding yields something new, namely
a one sided jump process.
The second approach of constructing a discontinuous Markov martingale with appro-
priate marginals is due to Hamza and Klebaner, [HK07]. The idea of their approach
is to define a two step process and an associated transition function. Below we will
present briefly the Skorohod approach due to Madan and Yor and spend the rest of
the section to sketch the construction of Hamza and Klebaner. The discussion of the
first two Madan/Yor approaches in case of Brownian motion is postponed to Section
2.4.
2.3.1 Skorohod Embedding
As already noted, the third approach of Madan and Yor uses a family of solutions
to the Skorohod embedding, or Skorohod stopping problem to construct a martin-
gale with given marginal densities (g(t, y))t≥0. The Skorohod stopping problem (cf.
[RY99], p.269f) consists in finding a finite stopping time T s.t. for a given probability
measure µ on R, µ is the law of a stopped Brownian motion, i.e., BT ∼ µ.
Since a solution T of the Skorohod problem has to be finite, we have E[T ] <∞, hence
the stopped Brownian motion BT is square integrable and (BTt )2−T ∧ t is uniformly
integrable. Consequently E[BT ] = 0 and E[B2T ] = E[T ]. Therefore, a measure µ
which admits a solution of the Skorohod problem necessarily has to be centered with
finite second moment. As was proved by Skorohod this is already sufficient in order
to find a stopping time T that solves the problem.
In the construction of a martingale matching (g(t, y))t≥0 Madan/Yor use a solution to
the Skorohod problem given by Aze´ma and Yor with the help of a barycentre function
ψ. Let µ(dy) be a centered probability measure on the real line with
∫ |y|µ(dy) <∞,
then the function
ψ(x) :=
∫∞
x y µ(dy)∫∞
x µ(dy)
(2.3.1)
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is a positive increasing function, ψ(x) ≥ x and limx→−∞ ψ(x) = 0. To construct the
desired stopping time, one considers simultaneously the Brownian motion and its
maximum to date St := sup0≤s≤tBs. The key tool to construct a family of stopping
times (Tt)t≥0 s.t. (Mt)t≥0 := (BTt)t≥0 is the following
Theorem 30. (Cf. [RY99], p.272 for statement and proof.) Let µ be a centered
probability measure, then the stopping time
Tµ := inf{t ≥ 0 : St ≥ ψ(Bt)} (2.3.2)
is a.s. finite, BTµ ∼ µ and
(i) BTµ is a U.I. martingale
(ii) E[〈B,B〉Tµ ] =
∫
x2 µ(dx).
Now, as implicitly indicated above, for a family of densities (g(t, y))t≥0 one defines
µt(dy) = g(t, y)dy and a parametrized barycentre function
ψt(x) = ψ(t, x) =
∫∞
x y g(t, y) dy∫∞
x g(t, y) dy
. (2.3.3)
Recall that, according to Theorem 24, there exists a martingale having the marginal
distributions µt(dy) = g(t, y)dy if and only if these marginals increase in the convex
order. Another order relation on the set of random variables is given via the mean
residual value. A family of densities (g(t, y))t≥0 is said to increase in the mean
residual value if and only if the barycentre function ψt(x) increases in t for each x.
This order relation is stronger than the convex ordering (cf. [MY02], p.512-513),
so, if we assume the family (g(t, y))t≥0 to be increasing in the mean residual value,
the random variables accordingly distributed increase in the convex order and we
can apply Theorem 24 (due to Kellerer), i.e. there exists a martingale having these
marginal distributions. Collecting all facts from above, we obtain:
Theorem 31. (Cf. [MY02], p.513.) Let (g(t, y))t≥0 be a family of zero mean den-
sities on R having the property of increasing mean residual value, then there exists
an increasing family of Brownian stopping times (Tt)t≥0 such that
(i) (Mt) := (BTt) is a martingale;
(ii) (Mt)t≥0 is an inhomogeneous Markov process;
(iii) for each t the density of Mt is given by g(t, y).
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Proof. As already indicated, define Tt by
Tt := inf{s ≥ 0 : Ss ≥ ψt(Bs)}
where St = sup0≤s≤tBs. From Theorem 30 above we get that the law of Mt is
g(t, y)dy for each t, hence property (iii).
Since the function ψt(x) is increasing in t by assumption, it follows that s < t implies
Ts ≤ Tt and since BTt is U.I. the Optional Sampling Theorem implies (i) because of
E[BTt |FTs ] = BTs .
To prove the Markov property we note that for s < t
Tt = inf {u |Su ≥ ψt(Bu)}
= Ts + inf {v |STs+v ≥ ψt(BTs+v)}
= Ts + inf
{
v |STs ∨
(
sup
Ts≤h≤Ts+v
Bh
)
≥ ψt(Bv)
}
= Ts + inf
{
v |STs ∨
(
BTs + sup
0≤u≤v
B˜u
)
≥ ψt(BTs + B˜v)
}
where B˜u = BTs+u −BTs .
Now define
T˜ (z, b) = inf{v | z ∨ (b+ S˜v) ≥ ψs(b+ B˜v)}
and observe that, for any test function f(x), we get
EBTs=b
[
f(BTt) | FTs
]
= E
[
f
(
B˜
T˜ (ψs(b),b)
)]
.
I.e., Mt = BTt is an inhomogeneous Markov process. 
In the case of Brownian motion, i.e. Gaussian N (0, t) densities, the random vari-
ables Bt clearly are increasing in the convex order since they are the marginals of
a martingale. Indeed they are also increasing in the mean residual value, i.e. the
barycentre function is increasing in t for each x. This can be seen by differentiating
ψt(x). We have
ψt(x) =
√
t exp(−x2/2)√
2pi
(
1−N
(
x√
t
)) ,
where N is the cumulative distribution function N(y) = 1√2pi
∫ y
−∞ exp(−x2/2) dx.
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However, to see that this construction in principal yields a one sided jump process
it is necessary to calculate the infinitesimal generator. (See [MY02], p.514ff. for the
calculation, and p.525ff. for examples of martingales with various other marginals
constructed via Skorohod embedding.)
2.3.2 The elementary approach
The construction of Hamza and Klebaner does not refer to advanced techniques
such as the Skorohod embedding or the theory of SDEs, but constructs a transition
function that satisfies the Chapman-Kolmogorov equations (cf. Definition 1.4.4)
via a parametrized sum of independent random variables. Hence the existence of
a (canonical) Markov process (Xt)t≥0 follows from Theorem 8 above. The families
of the thus constructed processes are continuous in probability, but not a.s., and
admit predictable quadratic variation 〈X,X〉t , t. (All the material in the rest of
the section is taken from [HK07], hence we won’t cite each proposition or definition
separately.)
The construction is based on the trivial observation that, for r ∈ [0, 1] and standard
normally distributed random variables Y and ξ,
Z =
√
r Y +
√
1− r ξ
is again N (0, 1) distributed. This immediately leads to
Proposition 2.3.1. Let (R, Y, ξ) be a triple of independent random variables such
that
(i) R ∈ [0, 1] and
(ii) Y ∼ N (0, 1), ξ ∼ N (0, 1).
Then the random variable Z :=
√
RY +
√
1−Rξ is also standard normal.
The pair (Y, Z) is bivariate Gaussian if and only if R is non-random.
Proof. The conditional joint distribution of (Y, Z) given R is bivariate normal with
zero means and covariance matrix 1 √R√
R 1
 .
61
2 Mimicking Brownian Motion
The marginals of a bivariate normal pair have distributions that do not depend
on their correlation, thus the unconditional distribution of Z will remain standard
normal. However E[Z2 |Y = 0] = E[1−R] but E[Z4 |Y = 0] = 3E[(1−R)2]. If they
were bivariate normal, E[(1−R)2] = (E[1−R])2, and R ≡ const a.s. 
Now let α > 0, assume that R takes values in [0, 1], let Y ∼ N (0, α2), ξ ∼ N (0, 1)
and let R, Y and ξ be independent. Then
Z = σ
(√
RY + α
√
1−Rξ
)
∼ N (0, σ2α2).
The two-step process (Y, Z) is a martingale if and only if
Y = E[Z |Y ] = E[σ(
√
RY + α
√
1−Rξ) |Y ] = σY E[
√
R],
i.e., E[
√
R] = 1
σ
. (2.3.4)
Furthermore, in order to define a continuous time Markov process by means of such
a two step process, we need
(i) The conditional distribution of the two step process which serves as a (basic)
transition function.
(ii) A family of (0, 1]-valued random variables (Rs,t)0<s≤t which
a) depend on (s, t) only through
√
t/s =: σ,
b) satisfy the moment of order 1/2, E[
√
Rs,t] = 1/σ =
√
s/t, and
c) whose distributions, denoted by Gσ, Rs,t ∼ G√t/s(dr) = Gσ(dr), form a
log-convolution semigroup.
(iii) A family of standard Gaussian random variables (ξs,t).
We proceed by assuming (ii) and (iii); the (not yet parametrized) conditional distri-
bution of Z given Y is
FZ |Y=y(dz) = P(R = 1)δσy(dz) + E
[
ϕ
(
σ
√
Ry, σ2α2(1−R), z
)
1R<1
]
dz, (2.3.5)
where δx is the Dirac measure concentrated on x and ϕ(µ, σ2, ·) is the Gaussian
density with mean µ and variance σ2.
Accordingly we define the inhomogeneous Markov process (Xt)t≥0 , such that for
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times t > s the r.v. Xt is given a.s. in terms of the triple (Rs,t, Xs, ξs,t),
Xt =
√
t
s
(√
Rs,tXs +
√
s
√
1−Rs,t ξs,t
)
. (2.3.6)
In Proposition 2.3.5 we will see that the parametrized version of (2.3.5), i.e. the
t.f. for (2.3.6), satisfies the Chapman-Kolmogorov equations. Before we can prove
that, we have to clarify the notion of a log-convolution semigroup, and its relation
to convolution semigroups (cf. Definition 1.5.2), which, as we saw in Lemma 1.5.3,
give rise to Feller transition functions.
Remark 2.3.2. We follow the notation of Hamza and Klebaner and use the abbrevi-
ations
σ =
√
t/s, α =
√
s, τ =
√
u/t, hence Rs,t = Rσ, Rt,u = Rτ .
It should be noted that almost the hardest part of the construction is to keep track
of parameters and indices.
Definition 2.3.3. A family of distributions (Gσ)σ≥1 on (0,∞) is a log-convolution
semigroup if G1 = δ1 and if the distribution of the product of any two independent
random variables with distributions Gτ and Gσ is Gστ .
Proposition 2.3.4. Let (Gσ)σ≥1 be a log-convolution semigroup on (0, 1] and, for
σ ≥ 1, let Rσ be a random variable with distribution Gσ. If Fs, s ≥ 0, denotes the
distribution of Vs = − logRes then (Fs)s≥0 is a convolution semigroup.
Conversely, let (Fs)s≥0 be a convolution semigroup and, for s ≥ 0, let Vs be a random
variable with distribution Fs. If Gσ, σ ≥ 1, denotes the distribution of Rσ = e−Vlogσ
then (Gσ)σ≥1 is a log-convolution semigroup.
Proof. Straightforward. 
Proposition 2.3.5. Define for x ∈ R, s > 0 and t = σ2s ≥ s, Ps,t(x, dy) by
P0,t =
1√
2pit
exp
(
−(y − x)
2
2t
)
dy,
Ps,t = γ(σ)δσx(dy) +
(∫
(0,1)
1√
2pit
√
1− r exp
(
−(y − σ
√
rx)2
2t(1− r)
)
Gσ(dr)
)
dy =
= γ(σ)δσx(dy) + E
[
ϕ
(
σ
√
Rσ x, σ
2α2(1−Rσ), y
)
1R<1
]
dy,
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where Rσ ∼ Gσ and γ(σ) = Gσ({1}) = P(Rσ = 1).
If (Gσ)σ≥1 is a log-convolution semigroup then for any u > t > s > 0 and any x
Ps,u(x, dz) =
∫
Ps,t(x, dy)Pt,u(y, dz) (2.3.7)
and, for any u > t > 0,
P0,u(0, dz) =
∫
P0,t(0, dy)Pt,u(y, dz).
Proof. We present the (short) proof of the consistency of the a.s. representation
(2.3.6), given in the arXiv preprint of the paper (cf. [HK06]); to see the full
(and rather lengthy) direct computation of the Chapman-Kolmogorov equations,
cf. [HK07], p.4.
Xu = τ
(√
Rt,uXt + σα
√
1−Rt,u ξt,u
)
= τ
(√
Rt,u σ
(√
Rs,tXs + α
√
1−Rs,t ξs,t
)
+ σα
√
1−Rt,u ξt,u
)
= στ
(√
Rs,tRt,uXs + α
(√
(1−Rs,t)Rt,u ξs,t +
√
1−Rt,u ξt,u
))
=
√
u
s
(√
Rs,uXs +
√
s
√
1−Rs,u ξs,u
)
where Rs,u = Rs,tRt,u and
ξs,u =

√
(1−Rs,t)Rt,u√
1−Rs,u
1Rs,u<1 + 1Rs,u=1
 ξs,t +
√
1−Rt,u√
1−Rs,u
1Rs,u<1 ξt,u.
(The unconditional distribution of ξs,u as well its conditional distribution given Rs,t
and Rt,u are standard Gaussian, which implies that ξs,u is independent of Rs,u). 
Theorem 8 above guarantuees the existence of a Markov process (Xt)t≥0 which is
distributed according to the transition function. What is still missing, however, is a
condition that ensures the martingale property of (Xt)t≥0. Recall that the necessary
and sufficient condition of the defining two-step process to be a martingale, for σ ≥ 1,
reads
E
[√
Rs,t
]
= E
[√
Rσ
]
= 1
σ
. (2.3.8)
Recall also that, for Rσ ∼ Gσ, (Gσ)σ≥1 is a log-convolution semigroup if and only if
(Fs)s≥0, where Fs, s ≥ 0, denotes the distribution of Vs = − logRes , is a convolution
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semigroup (cf. Proposition 2.3.4). This convolution semigroup now defines a subor-
dinator, i.e. an increasing (Le´vy) process with stationary independent increments,
and we can apply the Le´vy-Khintchine formula in the Laplace-version (cf. Theorem
12).
Proposition 2.3.6. Assume that the family (Gσ)σ≥1 is a log-convolution semigroup
on (0, 1] and let (Rσ)σ≥1 be independent r.v.s accordingly distributed. Then, for
σ ≥ 1, the positive random variable Uσ = − logRσ is infinitely divisible and the
moment generating function of Uσ,
Lσ(λ) = E
[
eλ logRσ
]
= E
[
(Rσ)λ
]
is given by
logLσ(λ) = −
(
βλ+
∫ ∞
0
(1− e−λx) ν(dx)
)
log σ, (2.3.9)
where the Le´vy measure ν satisfies ν({0}) = 0 and ∫∞0 (1 ∧ x) ν(dx) <∞.
Conversely, any function Lσ of the form (2.3.9) is the moment of order λ of a log-
convolution semigroup (Gσ)σ≥1.
According to Theorem 12 we denote the Laplace exponent for the log-convolution
semigroup (Gσ)σ≥1 by
φ(λ) = βλ+
∫ ∞
0
(1− e−λx) ν(dx). (2.3.10)
The condition on (Xt)t≥0 to be a martingale can, taking λ = 1/2, now be stated as
follows
1
σ
= E
[√
Rσ
]
= Lσ
(1
2
)
= σ−φ(
1
2) = 1
σφ(
1
2)
,
or, equivalently,
φ
(1
2
)
= 1. (2.3.11)
Collecting all results the main theorem reads as follows.
Theorem 32. (Hamza, Klebaner, 07) Let the family (Gσ)σ≥1 form a log-convolution
semi-group with Laplace exponent
φ(λ) = βλ+
∫ ∞
0
(1− e−λx) ν(dx).
Assume that φ(1/2) = 1. Then there exists a fake BM Markov martingale (Xt)t≥0
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(w.r.t. its natural filtration) starting at zero with transition function given by Propo-
sition 2.3.5, Xt ∼ N (0, t), and which has the representation
Xt =
√
t
s
(√
Rs,tXs +
√
s
√
1−Rs,t ξs,t
)
a.s., 0 < s < t.
Proof. Start with a function φ(λ) of the form (2.3.10) which satisfies (2.3.11) and
construct, with the help of the Le´vy-Khintchine formula, the log-convolution semi-
group (Gσ)σ≥1. The transition function Ps,t(x, dy) is given by Proposition 2.3.5 and
Theorem 8 ensures the existence of a canonical version of (Xt)t≥0, having all desired
properties. 
Example 2.3.7. (Due to Olle Ha¨ggstro¨m, cf. [Alb08], p.685.) Define
Xt =
√
t B1(−1)Nt ,
where (Nt)t≥0 is an inhomogeneous Poisson process, independent of (Bt)t≥0 with
intensity λ(r) = 1/(4r) and Ft = σ(B1) ∨ σ(Ns; s ≤ t). Clearly, M is not con-
tinuous and coincides with Brownian motion in the one dimensional marginals. To
show, that X is a martingale, one uses the usual rules of measurability and inde-
pendence concerning conditional expectation and the following fact which is due to
basic properties of Poisson processes.
P(Nt −Ns odd) = 12
(
1− exp
(
−2
∫ t
s
λ(r) dr
))
= 12
(
1− exp
(
−2
∫ t
s
1
4r dr
))
=
= 12
(
1−
√
s
t
)
.
Hence we get
E[Xt | Fs] =
√
tB1(−1)NsE
[
(−1)Nt−Ns
]
= Xs
√
t
s
(1− 2P(Nt −Ns odd) = Xs
We conclude the discussion of the mimicking results of Hamza and Klebaner by
noting several properties of the thus constructed process (Xt)t≥0. For the explicit
constructions and the properties of the two constructed classes of processes (γ(σ) =
Gσ({1}) = 0, and γ(σ) > 0), cf. [HK07], p.9ff.
Theorem 33. The process (Xt)t≥0 is continuous in probability, i.e.
∀c > 0: lim
s→t P(|Xt −Xs| > c) = 0.
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Theorem 34. Set δ = φ(1)2 . Then the (predictable) quadratic variation of Xt is given
by
〈X,X〉t = δt+ (1− δ)
∫ t
0
X2s
s
ds.
Theorem 35. The process (Xt)t≥0 is quasi-left continuous. It is continuous if and
only if Gσ ≡ δσ−2, i.e., Rs,t ≡ s/t, in which case (Xt)t≥0 is a standard Brownian
motion.
2.4 Martingale & Marginals – continuous case
From Theorem 35 we see that if the Hamza/Klebaner construction were supposed
to yield a continuous Markov martingale with Brownian marginals, it reduces to a
construction of Brownian motion itself. This is also the case for the two continuous
fitting approaches of Madan/Yor in [MY02] which we briefly summarize before turn-
ing to the second and main part of this section where we present two constructions
of continuous fake Brownian motions which are martingales but not Markov. The
first one is due to J.M.P. Albin in [Alb08], who was the first one to construct such
a martingale; the second one comes from K. Oleszkiewicz, [Ole08].
2.4.1 Collapsing examples
The first continuous approach in [MY02], as noted in the foregoing section, looks for
a martingale defined via an SDE of the form
Xt =
∫ t
0
σ(s,Xs) dBs. (2.4.1)
The forward transition densities p(t, y) of (2.4.1) satisfy the Kolmogorov forward
equation
∂
∂t
p(t, y) = 12
∂2
∂y2
(
σ(y, t)2p(t, y)
)
, (2.4.2)
and, as we saw in Proposition 0.3.1 of the introduction, knowing the function
C(t, k) = E[(Xt − k)+] =
∫ ∞
k
(y − k)p(t, y) dy.
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amounts to knowing the densities p(t, y) and so we are able to obtain the diffusion
coefficient
σ(t, k)2 = 2Ct
Ckk
.
However, in the case of Brownian motion, if we plug in
p(t, y) = 1√
2pit
e−
y2
2t
in (2.4.2), we get that σ2 ≡ 1 and (Xt) is just a standard Brownian motion.
The random time change approach in [MY02] now looks for an inhomogeneous in-
creasing Markov process (Lt)t≥0 with independent increments which is independent
of a Brownian motion (Bt)t≥0. Then the sought martingale is (Bt)t≥0 , subordinated
by this process, s.t.
Xt := BLt
matches the given family of marginals (g(t, y))t≥0. To this end one relates the char-
acteristic function of Xt and the Laplace transform of Lt and notes that
E[eiuXt ] = E
[
exp
(
−u
2
2 Lt
)]
=
∫ ∞
−∞
eiuyg(t, y) dy. (2.4.3)
However, in the case of Brownian marginals, i.e., g(t, y) = p(t, y) (like above), equa-
tion (2.4.3) gives, using the independence of (Bt) and (Lt),
E[eiuXt ] = E
[
exp
(
−u
2
2 Lt
)]
= exp
(
−12u
2t
)
, (2.4.4)
hence Lt = t and Xt = Bt itself.
Remark 2.4.1. In fact, it has to be noted that the above procedure, i.e. to run
Brownian motion at a different speed to get a martingale with different marginals,
is just the reverse direction of a well known theorem of stochastic calculus which
states that every continuous martingale is just a time-changed Brownian motion. In
particular we see that the quest for a continuous martingale with Brownian marginals
can not lead us very far astray from Brownian motion itself.
Theorem 36. (Dambis, Dubins-Schwarz; cf. [RY99], p.181) Let (Ft)t≥0 be a right
continuous filtration, let M be a continuous (Ft,P)-local martingale vanishing at 0
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and such that 〈M,M〉∞ =∞. Set
Tt = inf{s | 〈M,M〉s > t},
then (Bt) = (MTt) is an (FTt)-Brownian motion and Mt = B〈M,M〉t.
2.4.2 Continuous Fake Brownian motions
The first construction, as mentioned, is due to J.M.P. Albin and defines a continuous
fake Brownian motion as the product of two independent, weak solutions (X(1))t≥0,
(X(2))t≥0 of the time homogeneous SDE
dXt =
1
2Xt
dBt, X0 = 0, (2.4.5)
and a r.v. Y with probability densitiy function given by
fY (y) =
4
(
Γ
(
3
4
))2
2pi3/2
√
1− (y/√2)4
, for y ∈ (0, √2). (2.4.6)
We state the theorem and give just a sketch of proof, since it is not only involved,
but also uses many earlier results of Albin which are just cited in [Alb08]. We note
that the proof of the equality in the one dimensional marginals relies heavily on
the scaling property, resp. self-similarity, of the densities of the mimicking process
resp. the Brownian motion. This we already encountered in the introduction, where
we used Bt
(law)=
√
t B1 to construct a mimicking process X. Recall that Gaussian
densities scale as follows
p(t; 0, y) = 1√
2pit
e−
y2
2t = 1√
t
 1√
2pi
e
− 12
(
y√
t
)2 = 1√
t
p
(
1; 0, y√
t
)
. (2.4.7)
Hence, to check the equality in the marginals it is only necessary to check this at
unit time, if the densities scale.
Theorem 37. (Albin, 2008) Let (X(1)t )t≥0, (X(2)t )t≥0 be independent weak solutions
of equation (2.4.5) and let Y be distributed according to (2.4.6), then
Mt := X(1)t X
(2)
t Y, t ≥ 0,
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is a continuous martingale such that Mt
(law)= Bt for t ≥ 0, but it is not Brownian
motion.
Proof. (Sketch) The proof proceeds, roughly, in four steps. First it is proved, that
weak solutions of the SDE (2.4.5) exist and the transition densities p(t; 0, y) of X(i)t
are determined. In the second step it is shown, that the product X(1)X(2)Y indeed
is a martingale. Third of all, using quadratic variation, it is checked that (Mt) is
not Brownian motion and in the fourth step equality in the marginals is proved via
Mellin transforms.
(i) The diffusion coefficient σ(y) = 12y is nonzero for all y and
∫ ε
−ε
dy
σ(x+ y)2 =
∫ ε
−ε
4y2 dy = 43
(
(x+ ε)3 − (x− ε)3
)
<∞ for x ∈ R, ε > 0.
According to the Engelbert-Schmidt theory (cf. Section 1.7) Equation (2.4.5) has a
weak solution X. To find the transition density
p(t;x, y) = P(Xt+s ∈ (y, y + dy) |Xs = x)
dy
one considers the transformed process Y = X4. By Ito¯’s formula we get a Cox
Ingersoll Ross process
dYt = d(X4t ) = 4X3t dXt +
1
212X
2 d〈X,X〉t = 4 X
3
t
2Xt
dBt +
1
2
12X2
4X2 dt
= 2
√
Yt dBt +
3
2 dt, Y0 = 0, (2.4.8)
the transition density of which can be explicitly computed (cf. [Alb08]). From the
transition density of the CIR process Y , however, we can recover the transition
density of the (original) solution X.
p(t; 0, y) = 2
1/4y2
Γ
(
3
4
)
t3/4
exp
(
−y
4
2t
)
, for y ∈ R, t > 0. (2.4.9)
(ii) Since we know that the above solution X to (2.4.5) is just a continuous local
martingale, we have to show that
E
[
sup
t∈[0,T ]
|Xt|n
]
= E
[
sup
t∈[0,T ]
|Yt|n/4
]
<∞ for T > 0, (2.4.10)
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in order to get a continuous martingale. Combining various results of Albin (cf.
[Alb08], p.684) one obtains the estimate
P
(
sup
t∈[0,T ]
|Yt|n/4 > u
)
∼ 2P
(
YT > u
4/n
)
=
∫ ∞
u4/n
1
(2T )3/4y1/4Γ
(
3
4
) exp(− y2T
)
dy,
where ∼ refers to asymptotic equality as u → ∞. So we see that (2.4.10) holds
for n ≥ 0 and (X(i)t )t≥0, i = 1, 2, are true martingales with respect to their natural
filtrations (FX(1)t ) and (FX(2)t ). Since (X(1)) and (X(2)) are independent, the product
(X(1)X(2)) is a martingale w.r.t. (FX(1)t ∨FX(2)t ) andMt = X(1)X(2) Y is a martingale
w.r.t. (FX(1)t ∨ FX(2)t ∨ σ(Y )).
(iii) If (Mt) were a Browian motion it would have quadratic variation 〈M〉t = t.
However, Y does not depend on t, hence we get
t = 〈M〉t = Y 2〈X(1)X(2)〉t,
and
E[〈X(1)X(2)〉t] = tE[1/Y 2] =∞,
as can be seen by computing the integral
∫
(0,
√
2)
1
y2fY (y) dy, where fY (y) is the density
(2.4.6). The Burkholder-Davis-Gundy and Cauchy-Schwarz inequalities imply that
E[〈X(1)X(2)〉t] ≤ K E
[
sup
s∈[0,t]
|X(1)s |2|X(2)s |2
]
≤ K E
[
sup
s∈[0,t]
|X(1)s |4
]
<∞,
for some K > 0. So (Mt) cannot be Brownian motion.
(iv) Finally, to show that Mt
(law)= Bt for all t, we use the above mentioned scaling
property of the Gaussian densities, i.e. Bt
(law)= t1/2B1 and the self-similarity of the
densities p(t; 0, y) of X(1) and X(2) (cf. (2.4.9)) which scale with t1/4.
p(t; 0, y) = t1/4 p
(
1; 0, y
t1/4
)
, i.e., X(i) (law)= t1/4X(i)1 , i = 1, 2.
Therefore it suffices to show, that X(1)1 X
(2)
1 Y
(law)= B1. By symmetry this follows if
the Mellin transform M̂1 of |X(1)1 ||X(2)1 |Y ,
M̂1 = E
[(
|X(1)1 ||X(2)1 |Y
)s−1]
= E
[
|X(1)1 |s−1
]2
E
[
Y s−1
]
,
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agrees with that of |B1|, denoted by B̂1.
B̂1 = E
[
|B1|s−1
]
=
∫ ∞
0
ys−1
2
2pi exp
(
−y
2
2
)
dy = 2
s/2Γ(s/2)√
2pi
, for s ≥ 1.
According to the transition density (2.4.9), |X(1)1 | and |X(2)1 | have common Mellin
transform
X̂1 =
∫ ∞
0
ys−1
25/4y2
Γ
(
3
4
) exp(−y42
)
dy =
2s/4Γ
(
s+2
4
)
21/4Γ
(
3
4
) , for s ≥ 1.
So, to get B̂1 != M̂1 = X̂1
2
Ŷ , it is enough to prove that Y has Mellin transform
Ŷ = B̂1
X̂1
2 =
Γ
(
3
4
)2
2s/2Γ (s/4)
2pi Γ
(
s+2
4
) .
However, this is, as can be computed via the density fY (y), precisely the Mellin
transform of Y . 
Remark 2.4.2. A continuous fake Brownian motion (Mt) that is a martingale cannot
have independent increments. If Mt+s −Ms and Ms (law)= Bs are independent, then
by Cramer’s theorem (cf. [Cra36]) all summands of the N (0, t+ s) distributed sum
Mt+s = (Mt+s −Ms) +Ms must be normally distributed, i.e. the increments of M ,
Mt+s −Ms (law)= Bt+s −Bs (law)= Bt (law)= Mt,
are even stationary and we get that M is a continuous Gaussian process with sta-
tionary independent increments, i.e. Brownian motion itself.
Now that we have seen a technically rather involved construction, we turn, like
in the discontinuous case, to a more basic approach and present the construction
of Oleszkiewicz in [Ole08] which was the second reply to the question raised by
Hamza/Klebaner.
Theorem 38. (Oleszkiewicz, 2008) There exists a continuos fake Brownian motion
which is a martingale but not Brownian motion itself.
Proof. We proceed in three steps: (i) we define a continuous fake BM (X(a)t ) which
is a martinale for times t > e−a and extend the definition to all t > 0. (ii) we prove
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the a.s. continuity of the paths for t > 0 and (iii) the so constructed process is
extended to t = 0 and the continuity in 0 is shown. The martingale property of
the final process (Xt)t≥0 is shown via the definition of conditional expectation on a
multiplicative system.
(i) We start with some notation. Throughout the proof, let N1 and N2 be indepen-
dent N (0, 1) distributed random variables, let (Bt)t≥0 be standard Brownian motion
and assume that N1, N2 and (Bt)t≥0 are independent.
Given a ≥ 0 define the filtration F (a)t = σ(N1, N2, (Bs)0≤s≤a+log t) for t ≥ e−a. Then
the process
X
(a)
t =
√
t (N1 cosBa+log t +N2 sinBa+log t) , for t ≥ e−a
is a continuous martingale w.r.t. the filtration (F (a)t )t≥e−a . Furthermore, X(a)t ∼
N (0, t) for every t ≥ e−a which can easily be seen by just computing expectation
and variance. It is also easy to check thatX(a)e −X(a)1 is not Gaussian, i.e., (X(a)t )t≥e−a
cannot be a Gaussian process.
Another way to see the difference to Brownian motion, i.e. that (X(a)t )t≥e−a cannot
be extended to BM, is to note that
lim supt→∞
|X(a)t |√
t
≤ |N1|+ |N2| <∞ a.s.,
while by the Law of the Iterated Logarithm (cf. Theorem 27) we have
lim supt→∞
|Bt|√
t
=∞. a.s.
Now, for 0 < b < a, let (Vs)s≥0 be given by Vs = Ba−b+s − Ba−b. From Proposition
2.1.5-(i) we know that (Vs)s≥0 is a standard Brownian motion. Furthermore (Vs)s≥0,
Ba−b, N1 and N2 are independent. We define
N ′1 = N1 cosBa−b +N2 sinBa−b,
and
N ′2 = N2 cosBa−b −N1 sinBa−b,
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and note, again by direct calculation, that N ′1
(law)= N ′2 ∼ N (0, 1). For t ≥ e−b ≥ e−a
we have
(X(a)t )t≥e−b =
(√
t (N1 cosBa+log t +N2 sinBa+log t)
)
t≥e−b
=
(√
t (N1 cos(Ba−b + Vb+log t) +N2 sin(Ba−b + Vb+log t))
)
t≥e−b
=
(√
t (N1 cosBa−b +N2 sinBa−b) cosVb+log t+
+ (N2 cosBa−b −N1 sinBa−b) sin Vb+log t
)
t≥e−b
=
(√
t (N ′1 cosVb+log t +N ′2 sin Vb+log t)
)
t≥e−b . (2.4.11)
The process (2.4.11) has the same distribution as (X(b)t )t≥e−b since
(N ′1, N ′2, (Vs)s≥0)
(law)= (N1, N2, (Bs)s≥0)
and the above construction can be extended to all t > 0. To this end, let e−a ≤ t1 <
· · · < tn, and set
µt1,...,tn = P(X
(a)
t1 ∈ A1, . . . , X(a)tk ∈ Ak), k ∈ N, Ai ∈ B(Rn).
In view of the above, µt1,...,tn does not depend on a and it is clear that the family
Pf
X(a)
:= {µt1,...,tn |n ∈ N, 0 < t1 · · · < tn}
is consistent, since for any two of them some a > 0 may be chosen such that both
of them are finite dimensional distributions of the process (X(a)t )t≥e−a . By the Kol-
mogorov extension (or consistency) theorem there exists a stochastic process (X˜t)t>0
such that the measures µt1,...,tn are its f.d.d.s, hence (X˜t)t>e−a has the same finite
dimensional distributions as (X(a)t )t≥e−a for every a > 0. What we have to show,
however, is that, for t > 0, there exist a continuous modification (Xt)t>0 of (X˜t)t>0.
Therefore we define
Xt = X˜t for t ∈ Q+,
and
Xt = lim
s→t;s∈Q+
Xs for t ∈ (0,∞) ∩ Q+.
For k ∈ N and t ∈ (e−k,∞)\Q+ now the random events
{path of (X(k)s )s∈[e−k,k]∩Q+ is uniformly continuous },
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and
{lims→t;s∈[e−k,∞)∩Q+ X(k)s = X(k)t }
depend only on countably many random variables and belong to the cylindrical σ-
field of the process (X(k)s )s≥e−k . Thus
P
(
(X˜s)s∈[e−k,k]∩Q+ is uniformly continuous
)
=
= P
(
(X(k)s )s∈[e−k,k]∩Q+ is uniformly continuous
)
= 1
and
P
(
Xt = X˜t
)
= P
(
lims→t;s∈[e−k,∞)∩Q+X(k)s = X
(k)
t
)
= 1.
Since there are only countably many k ∈ N, (Xt)t>0 has a.s. continuous paths and
is a modification of (X˜t)t>0.
(ii) To get a.s. continuity of the paths at t = 0, we set X0 = 0 and note that for
C > 0 and a > 0 one has
P
 sup
t≥e−a
|X(a)t |√
t
> C
 ≤ P (|N1|+ |N2| > C) ≤ 2P(|N1| > C2
)
≤ 4e−C
2
8 .
Hence, for a > n+ 1,
P
(
∃t∈[e−n−1,e−n]|Xt| > Cne−n2
)
≤ P
 sup
t∈[e−n−1,e−n]
X
(a)
t√
t
> Cn
 ≤ 4e−C2n8 .
Now set Cn = eεn/2 for ε ∈ (0, 1). Then the Borel-Cantelli Lemma yields
|Xt|
t
1
2−ε
t→0+−→ 0 a.s. for every ε > 0.
(iii) In order to obtain a martingale for t ∈ R+ we also have to extend the filtration
to 0 and therefore define, as usual, FXt = σ(Xs; 0 ≤ s ≤ t). To check that, for
0 < t < T , we get E[XT | FXt ] = Xt we consider a multiplicative system At consisting
of random events of the form {Xs1 ∈ B1, . . . , Xsk ∈ Bk} for k ∈ N, 0 < s1, . . . , sk ≤ t
and B1, . . . , Bk ∈ B(R). Clearly σ(At) = FXt , so it suffices to check that E[XT1A] =
E[Xt1A] for every A ∈ At. Given a > 0 with e−a = mini≤k si we define
A˜ = {X(a)s1 ∈ B1, . . . , X(a)sk ∈ Bk},
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so that
E[XT1A] = E[X(a)T 1A˜] = E[X
(a)
t 1A˜] = E[Xt1A].
This completes the proof. 
2.5 Markov-Martingales & Marginals –
continuous case
To conclude the chapter on mimicking Brownian motion we will discuss why the
attempts to mimick Brownian motion by a continuous Markov martingale yielded
nothing except Brownian motion itself (cf. Section 2.4.1).
We explicitly consider the special case where the mimicking Markov martingale Y
is adapted to the filtration generated by Brownian motion. In this case the (weak)
Markov property of the mimicking martingale Y suffices to determine it as Brownian
motion.
The case where the mimicking process is a continuous strong Markov martingale
with Brownian marginals is a corollary to a theorem of Lowther (cf. Theorem 44).
It shows that every continuous strong Markov martingale is uniquely determined via
its one dimensional marginals. In Section 3.1.1 we will discuss the general result and
its background in some detail.
Proposition 2.5.1. Let (Bt)t≥0 be a standard Brownian Motion and let (Yt)t≥0 be
a continuous Markov martingale adapted to (Ft) = (σ(Bs; s ≤ t)). If, for all t ∈ R+,
Bt
law= Yt then the process (Yt)t≥0 is a (standard) Brownian Motion.
Proof. (Yt)t≥0 is a martingale adapted to the Brownian filtration, hence by the Mar-
tingale Representation Theorem there exists an adapted process Γ(t, ω) such that
Yt = E[Y0] +
∫ t
0
Γ(s, ω) dBs.
E[Y0] = 0, since Y0 ∼ N (0, 0). We will show that the adapted process Γ(t, ω)2 is
constant and equal to one.
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From the Ito¯-formula we know on the one hand that for every u ∈ C1,2(R+ × R)
du(t, Bt) = ut(t, Bt) dt+ ux(t, Bt) dBt +
1
2uxx(t, Bt) d〈Bt〉
and, on the other hand,
du(t, Yt) = ut(t, Yt) dt+ ux(t, Yt) dYt +
1
2uxx(t, Yt) d〈Yt〉 =
= ut(t, Yt) dt+ ux(t, Yt) Γ(t, ω) dBt + uxx(t, Yt) Γ(t, ω)2 dt.
Now, if we consider the PDE ut(t, x)+uxx(t, x) = 0 for t ∈ [0, T ], given the boundary
condition u(T, x) = g(x) ∀x ∈ R, g ∈ C2(R), then the Feynman-Kac formula, or
e.g. [Øks98, Exercise 9.3], tells us, that the solution to this equation (in terms of
Brownian Motion) is given by
u(t, x) = Exg(BT−t).
Now, since the one-dimensional marginals of Bt and Yt coincide, we get
u(t, x) = Exg(BT−t) =
∫ ∞
−∞
g(y) dPx(BT−t ∈ dy) Bs
law= Ys=
∫ ∞
−∞
g(y) dPx(YT−t ∈ dy)
= Exg(YT−t).
If we plug in Yt for the dummy x we obtain from the Markov property
u(t, Yt) = EYtg(YT−t) = Ex[g(YT )|Ft]
and consequently u(t, Yt) is a martingale. So we conclude (from the Ito¯-formula for
(Yt) above), that
ut(t, Yt) dt+ uxx(t, Yt) Γ(t, ω)2 dt = 0 ∀t ≤ T.
But u(t, x) = Exg(BT−t) = Exg(YT−t) is a solution for ut(t, x) + uxx(t, x) = 0 for all
x ∈ R, t ≤ T . In particular we have for (t, Yt)
ut(t, Yt) +
1
2uxx(t, Yt) = 0
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as well as
ut(t, Yt) +
1
2uxx(t, Yt)Γ(t, ω)
2 = 0.
I.e., we get
Γ(t, ω)2 ≡ 1.
To see that Yt =
∫ t
0 Γ(t, ω) dBs indeed is just Brownian motion we calculate the
quadratic variation
〈Yt, Yt〉 = 〈
∫ t
0
Γ(t, ω) dBs,
∫ t
0
Γ(t, ω) dBs〉 =
∫ t
0
Γ(s, ω)2 ds =
∫ t
0
1 ds = t.
Since (Yt)t≥0 is a continuous martingale, by Le´vy’s characterization it is Brownian
motion. 
Remark 2.5.2. The method of proof presented above does not work for dimensions
strictly greater than one.
Let (Bt)t≥0 a d-dimensional Brownian Motion and let (Yt)t≥0 be a d-dimensional
SMM, then, as is known, the solution of the SDE dXt = dBt is associated to the
PDE ut + 12∆u = 0, t < T , and the solution is, like in the one-dimensional case,
given by u(t, x) = Exg(BT−t) for some boundary condition u(T, x) = g(x). Likewise,
the Martingale Representation Theorem gives us the existence of a d-dimensional
previsible process ξ, s.t.
M(t) = M0 +
d∑
i=1
∫ t
0
ξi dBi
for ξi in L2.
But, if one compares, like in the one-dimensional case, the coefficients of the second
partial derivatives, one gets
d∑
i=1
uixx(t, Yt) =
d∑
i=1
uixx(t, Yt)ξ2i
which is not at all unique. E.g. in the case d = 2 fix t and suppose u1xx(t, Yt) =
u2xx(t, Yt) = 1, then
2 = ξ21 + ξ22
and the only condition for (ξ1(t, ω), ξ2(t, ω)) is, to be an element of the circle of
radius 2. In the one-dimensional case, the argument works, because of the rather
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simple structure of the unit-sphere in dimension 1. S0 = {−1, 1}.
Theorem 39. Let (Xt)t≥0 be a continuous Strong Markov martingale having the
same marginals as linear Brownian motion, then X is a version of (Bt)t≥0.
Proof. Apply Theorem 44. 
2.6 Summary
In this chapter we encountered two discontinuous and three continuous constructions
of processes with Brownian marginals which are different from Brownian motion.
From the point of view of characterization the continuous approaches are of particular
interest. As mentioned, it was an open problem until 2008 whether there exists
a continuous martingale with Brownian marginals different from BM. The strong
Markov martingale case yields nothing except Brownian motion itself which is also
clear since 2008. The case of a Markov martingale adapted to the Brownian filtration
was discussed in Proposition 2.5.1. However, to the knowledge of the author it is
not known whether the (weak) Markov property suffices to characterize a continuous
martingale with Brownian marginals as Brownian motion.
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In this final chapter we enlarge the class of processes to be mimicked from Brownian
motion to martingales and Ito¯-processes. In particular we are interested in so called
Markovian projections which are Markov processes having the same 1-d marginals
as the original process. The reason why such projections are of considerable in-
terest was already discussed in the introduction. Furthermore, we will discuss the
correspondence between the class of martingale-marginals and the set of martingale
measures on the canonical probability space and we will identify a class of processes
(i.e. martingale measures) for which the Markovian projection is a well defined and
continuous function.
Section 3.1 summarizes several results of Lowther on fitting marginals to real valued
martingales. The main result of the first section, Theorem 44, states that in the class
of continuous strong Markov martingales the one-dimensional marginal distributions
suffice to determine the structure of the entire process. The second important result
of the first section, Theorem 46, yields the continuity of the Markovian projection
as a function from the set of weakly continuous martingales to the set of almost
continuous martingale diffusions. (The set of almost continuous diffusions is slightly
larger than the set of continuous strong Markov processes.)
In Section 3.2 we discuss a, by now, celebrated result of Gyo¨ngy (Theorem 47)
which represents the second main result of this chapter. Given any k-dimensional
Ito¯-process the coefficients of which satisfy a few mild assumptions, Theorem 47
ensures the existence of a certain Markov process having the same one-dimensional
marginals. In particular this Markov process is given as a solution of an SDE the
coefficients of which have an explicit representation in terms of the coefficients of the
(original) Ito¯-process.
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3.1 Martingales – One Dimension
Martingales play a crucial role in the theory of stochastic processes, so it is desir-
able to know how the distribution of a martingale is related to its one dimensional
marginals.
Consequently, the subject of this section is not to go into technical details of fit-
ting/mimicking w.r.t. certain families of distributions, but to present some general
results. We consider results on so called almost continuous diffusion (ACD) martin-
gales which also hold for continuous martingales.
The first part of this section presents a generalized backward equation, as Lowther
calls it. The underlying idea of this construction consists in a combination of the Kol-
mogorov backward and forward equation. The generalized equation can be extended
to cover not only continuous diffusions but also jump diffusions and/or quasimartin-
gales. In particular, the generalized equation serves as a martingale condition for
functionals of martingales where the classical results do not hold because of lack of
smootheness. The generalized equation also implies Theorem 44, the main result of
[Low08a] and of this section.
In the second part of the section we present other related results of Lowther, taken
from [Low08b]. In particular Lowther showed that if one requires the marginals
not only to be increasing in the convex order with constant mean, but also to be
weakly continuous, then these marginals can always be fitted in a unique way by a
martingale within the class of almost continuous diffusions. Furthermore, he showed
that the mapping from the set of marginals to the set of martingale measures on the
canonical probability space is continuous.
This section follows [Low08a] and [Low08b] very closely, so we won’t give detailed
references.
3.1.1 The generalized backward equation
We briefly recall the results of Section 1.7 where we established the link between SDEs
and PDEs. In particular, recall Proposition 1.7.3 and the Kolmogorov backward
equation (Theorem 19).
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Let (Xt)t≥0 be a solution to a (1-d) stochastic differential equation of the form
dXt = σ(t,Xt) dBt + b(t,Xt) dt, X0 = x. (3.1.1)
Prop. 1.7.3 yields that u(t,Xt) is a local martingale for u ∈ C1,2([0,∞)× R) if
∂
∂
ut(t, x) +
1
2σ(t, x)
2 ∂
2
∂x2
u(t, x) + b(t, x) ∂
∂x
u(t, x) = 0. (3.1.2)
If σ and b are sufficiently well behaved so that for any T > 0 and any smooth
bounded function g(x) there exists a bounded solution to (3.1.2) for t ≤ T satisfying
the boundary condition f(T, x) = g(x), then u(t,Xt) is a proper martingale and
u(t,Xt) = E[g(XT ) | Ft], (3.1.3)
hence (Xt)t≥0 is Markov. The other direction, however, to define u via equation
(3.1.3) and to show that it is twice differentiable is not possible in general.
The idea how to define a martingale condition for u(t,Xt) where u is not continu-
ously differentiable and where even no drift or diffusion coefficients might exist, is to
remove the dependence of the martingale condition on an SDE of the form (3.1.1).
The generalized backward equation related to X is then not stated in terms of the
coefficients σ and b, but in terms of the marginal distributions and a drift measure
(and possibly a jump component). We will only consider the case of continuous mar-
tingales, and leave the case of quasimartingales to the interested readers of [Low08a].
In the following pages we stick to the definition of the strong Markov property given
in Def. 1.4.15. Note that this definition does not refer to a transition function.
A key element in defining the generalized equation is the function C : R+ × R → R
of Proposition 0.3.1, which uniquely determines the one-dimensional marginals of a
process X,
C(t, x) = E[(Xt − x)+]. (3.1.4)
Furthermore, if (Xt)t≥0 is a martingale and additionally the densities p(t, x) of
(Xt)t≥0 are smooth, we obtain from the Kolmogorov forward / Fokker-Planck equa-
tion
∂
∂t
C(t, x) = 12σ(t, x)
2 ∂
2
∂x2
C(t, x). (3.1.5)
For smooth u : R+×R→ R we may combine this equation with the backward equa-
tion (3.1.2), substituting σ. We obtain a martingale condition for u(t,Xt) different
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from (3.1.2) and without any reference to the SDE (3.1.1). I.e., u(t,Xt) is a martin-
gale if
∂u
∂t
∂2C
∂x2
+ ∂C
∂t
∂2u
∂x2
= 0. (3.1.6)
To extend the above condition to non-differentiable functions u and C we smooth
the expression by multiplying with a twice differentiable function θ having compact
support in (0,∞)× R and integrate the equation. We then set
µ[u,C](θ) =
∫ ∫
θ
(
∂u
∂t
∂2C
∂x2
+ ∂C
∂t
∂2u
∂x2
)
dt dx. (3.1.7)
Observe that µ[u,C](θ) is a linear function of θ and that it is symmetric in u and C.
We integrate by parts to obtain
µ[u,C](θ) =
∫ ∫ (∂u
∂x
∂C
∂x
∂θ
∂t
− ∂θ
∂x
∂u
∂x
∂C
∂t
− ∂C
∂x
∂θ
∂x
∂u
∂t
)
dt dx. (3.1.8)
The martingale condition for u(t,Xt) now reads µ[u,C] = 0 and the functions u and
C only have to be assumed differentiable. Furthermore, differentiability w.r.t. t is
removed with the help of Lebesgue-Stieltjes integrals. For every x ∈ R such that
u(t, x) is right continuous with locally finite variation in t, the Lebesgue-Stieltjes
integral
∫ · dtu(t, x) is (locally) a finite signed measure satisfying∫ t1
t0
dtu(t, x) = u(t1, x)− u(t0, x).
Regarding the differentiability in x we note that the definition of C(t, x) implies
that it is convex in x, hence the partial derivative w.r.t. x exists almost everywhere.
Since condition (3.1.8) is stated in terms of integrals this is sufficient for the right
hand side of (3.1.8) to be well defined. Definition 3.1.2 below states the appropriate
conditions on u and C.
Remark 3.1.1. One of the problems in showing that µ[u,C] = 0 in general is a valid and
sufficient martingale condition for u(t,Xt) lies in the fact that, for non-smooth func-
tions u and C, a priori one does not even know whether u(t,Xt) is a semimartingale.
To circumvent this difficulty Lowther makes use of the theory of Dirichlet processes.
These are processes which can be decomposed into a local martingale and a zero
quadratic variation term. See [Low08a, Sections 7, 8] for details. However, we won’t
prove but only will use the condition µ[u,C] = 0 to show Theorem 44.
First, we have to extend the martingale condition µ[u,C] = 0 to an appropriate class of
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non-differentiable functions. Let
∫ T
0 |dtf(t, x)| denote the variation of f with respect
to t over the interval [0, T ].
Definition 3.1.2. Denote by D the set of functions f : R+ × R→ R such that
(i) f is Lipschitz in x and cadlag in t,
(ii) for every K0 < K1 ∈ R and T ∈ R+
∫ K1
K0
∫ T
0
|dtf(t, x)| dx <∞,
(iii) the left and right derivatives of f(t, x) w.r.t. x exist everywhere.
The set DK consists by definition of those functions f ∈ D which have compact
support in (0,∞)× R.
Note that if f(t, x) is convex and Lipschitz in x and right continuous and monotone
in t, then f ∈ D. In particular, if C is defined as in (3.1.4) it is in D whenever
(Xt)t≥0 is a right continuous martingale. Furthermore, if f ∈ D then f(t, x) will
have locally finite variation in t for almost every x and the integral
!
· dtf(t, x) dx
is well defined and locally yields a finite signed measure.
Given a deterministic function f : R+ × R→ R let f− denote the left limit in t,
f−(t, x) = f(t−, x) :=
lims↗t f(s, x), if t > 0,f(0, x), if t = 0.
In order to obtain a valid martingale condition µ[u,C] = 0, as noted, the partial
derivatives of u and C w.r.t. x have to exist almost everywhere. This holds for the
functions in D which allows to extend the definition of µ[f,C](θ) to f, C ∈ D and
θ ∈ DK .
Lemma 3.1.3. (cf. [Low08a], p.6) If f, g ∈ D, then f(t, x) and f−(t, x) are differ-
entiable in x almost everywhere w.r.t. the measure
!
· |dtg(t, x)| dx.
Proof. By [Low08c, Lemma 3.3] f(t, x) is differentiable in x almost everywhere w.r.t.
the measure
!
· |dtg(t, x)| dx. It is only necessary to extend this to f−(t, x). Since
f(t, x) now is jointly continuous and cadlag in t, there can only be countably many
times t at which f− , f . So by countable additivity of the measure
!
· |dtg(t, x)| dx
we can restrict to fixed times T > 0. As f−(T, x) is Lipschitz in x, Lebesgue’s
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theorem says that it will be differentiable almost everywhere w.r.t. the Lebesgue-
measure. So,∫ ∫
1{t=T}1{f−(t,x) is not differentiable in x} |dtg(t, x)| dx =
=
∫
1{f−(T,x) is not differentiable in x} |g(T, x)− g(T−, x)| dx = 0.

Definition 3.1.4. For every f, g ∈ D define the linear map µ[f,g] : DK → R.
µ[f,g](θ) =
∫ ∫
fxgx dtθ dx−
∫ ∫
θ−x f
−
x dtg dx−
∫ ∫
g−x θ
−
x dtf dx. (3.1.9)
The subscript x in fx denotes the partial derivative w.r.t. x. If f and g are twice
differentiable, the above definition coincides with (3.1.8).
The proof that µ[f,C] = 0 indeed can be used as a martingale condition for f(t,Xt)
consists roughly of two steps. First one defines the drift measure µXf of a process
X and then one shows that in the case of continuous strong Markov martingales
it coincides with µ[f,C]. Hence, µ[f,C](θ) = µXf (θ) = 0 for all θ ∈ DK in fact is a
sufficient condition for f(t,Xt) to be a martingale. (Necessity is obvious.)
Definition 3.1.5. Let X be a real valued and adapted cadlag process. We denote
by D(X) the set of functions f ∈ D such that the following decomposition exists.
f(t,Xt) = Mt + At, (3.1.10)
where (Mt) is a cadlag local martingale and (At) is a cadlag previsible process of
locally finite variation with A0 = 0 and such that
∫
1{(s,Xs−)∈S} dAs has integrable
variation for every bounded Borel subset S ⊂ R+ × R. We define the local signed
measure µXf by
µXf (θ) = E
[∫
θ(t,Xt−) dAt
]
,
for bounded measurable θ : R+ × R→ R with bounded support.
Remark 3.1.6. µXf is well defined since the above decomposition is unique if it exists.
This follows by the standard argument that the difference of two such decompositions
is a previsible local martingale with locally finite variation, hence constant.
In order to use the drift measure as a martingale condition we need two further
results and the notion of quasi left continuity.
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Definition 3.1.7. A process X is said to be quasi left continuous if Xτ− = Xτ a.s.
for all previsible stopping times τ > 0.
Theorem 40. Let X be a cadlag and quasi left continuous strong Markov process.
Let f ∈ D(X) and let f(t,Xt) = Mt + At be the above decomposition. Then, for
every nonnegative and measurable θ : R+ × R→ R,
|µXf |(θ) = E
[∫
θ(t,Xt−) |dAt|
]
,
where |µ| denotes the variation of a local signed measure µ.
|µ|(θ) = sup
|g|≤1
µ(gθ).
The supremum is taken over all bounded and measurable g with |g| ≤ 1.
Proof. Cf. [Low08a], p.28ff. 
From this result we obtain a first condition. If the drift measure µXf = 0, then A
is constant, hence f(t,Xt) is a local martingale. The next theorem relates the drift
measure µXf and µ[f,C].
Theorem 41. Let X be a continuous and strong Markov martingale and let C ∈ D
be defined via C(t, x) = E[(Xt − x)+]. If f ∈ D, then TFAE:
(i) f ∈ D(X).
(ii) There exists a local signed measure µ such that µ[f,C](θ) = µ(θ−) for all θ ∈ DK.
Furthermore, if these conditions hold then µ = µXf .
Proof. Cf. [Low08a, Section 8] 
Now we prove that µ[f,C] = 0 indeed is a valid martingale condition in the class of
strong Markov processes.
Theorem 42. Let X be a continuous and strong Markov martingale and let f ∈ D.
Then f(t,Xt) is a martingale if and only if µ[f,C](θ) = 0 for all θ ∈ DK.
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Proof. First suppose that f(t,Xt) is a martingale. Then the finite variation process
in the semimartingale decomposition is zero. I.e., A = 0 in decomposition (3.1.10)
and it follows that f ∈ D(X) and µXf = 0 for all θ ∈ DK . Theorem 41 above yields
µ[f,C](θ) = µXf (θ−) = 0.
Conversely, suppose that µ[f,C] = 0. Taking µ = 0 in Theorem 41 above shows that
f ∈ D(X) and µXf = 0. Now we write f(t,Xt) = Mt + At, which is decomposition
(3.1.10), and we conclude from Theorem 40 that A has zero variation, i.e. A = 0 and
f(t,Xt) = Mt is a local martingale. As X is a martingale and f(t, x) is Lipschitz in
x, it follows that for every t > 0, f(τ,Xτ ) is UI over all stopping times τ ≤ t, hence
f(t,Xt) is a proper martingale. 
The last ingredient for the proof of the main result of this section is based on two
further theorems of Lowther, [Low08d].
Theorem 43. Let X be a continuous and strong Markov martingale, let T ≥ 0 and
let g : R→ R be convex and Lipschitz. Then there exists a function f : R+ × R→ R
s.t.
f(t,Xt) = E[g(XT ) | Ft] ∀t ≤ T. (3.1.11)
Moreover f is convex and Lipschitz in x, right continuous and decreasing in t, in
particular, f ∈ D.
Proof. The statement follows from [Low08d, Theorem 1.5 and 1.6]. 
Theorem 44. (Lowther 2008, cf. [Low08a, Theorem 1.2].) Let (Xt)t≥0 and (Yt)t≥0
be continuous and strong Markov martingales such that Xt
(law)= Yt for all t ∈ R+.
Then X and Y have the same joint distribution, i.e. they are versions of each other.
Proof. First, we note that for any T > 0 the stopped processes XT and Y T are
continuous and strong Markov martingales. Define C ∈ D now via the stopped
process XT , C(t, x) = E[(XTt − x)+]. Choose any convex and Lipschitz g : R → R.
Then choose f ∈ D such that equality (3.1.11) above is satisfied for every t ≤ T . By
definition f(t,XTt ) is a martingale, so Theorem 42 gives µ[f,C] = 0.
Since (Xt)t≥0 and (Yt)t≥0 coincide in the one dimensional marginals, the function C
is also given by C(t, x) = E[(Y Tt − x)+] and we conclude via the reverse direction of
Theorem 42 that f(t, Yt) also is a martingale and equation (3.1.11) is satisfied with
Y instead of X. This shows that (Xt, XT )
(law)= (Yt, YT ) for each t < T , i.e. they
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are equal in all two-dimensional marginals. Furthermore, X and Y also have the
same initial distribution and are Markov, which implies that X and Y are equal in
all f.d.d.s. 
3.1.2 Fitting Marginals and Martingales
In this section we present the results of [Low08b] which yield that in a certain class
of strong Markov processes a weakly continuous family (µt) of probability measures
increasing in the convex order can be fitted continuously to a martingale. We won’t
give (detailed) proofs, but sketch the line of argument and present the concepts and
the classes of processes and functions involved in the construction.
As (canonical) probability space we use in this section the Skorohod space, i.e. the
space of cadlag real valued processes D[0,∞) = {ω : [0,∞) → R |ω(t) is cadlag},
where Xt(ω) = ω(t) denotes the coordinate process with usual natural filtration
(Ft)t≥0 and F = F∞. The aim of the following is to find a martingale measure P
on (D[0,∞),F) which matches a given family (µt) of probabiliy measures with the
above mentioned properties. Weak continuity in this context means that if tn → t
then µtn(f)→ µt(f) for every continuous bounded f on R.
The choice of cadlag processes instead of continuous ones is motivated by the fact,
as Lowther notes, that there exist (simple examples of) marginal distributions which
cannot be matched by any continuous process. For instance if P(0 < Xt < 1) = 0
for all t ≥ 0 and P(Xt ≤ 0) decreases in t, then there must be a positive probability
that X jumps from below 0 to above 1.
Definition 3.1.8. Let X be a real valued stochastic process. Then
(i) X is almost continuous if it is cadlag, continuous in probability and if, given
two independent cadlag processes Y, Z each with the same distribution as X,
we have for every s < t ∈ R+
P (Ys < Zs, Yt > Zt and Yu , Zu ∀u ∈ (s, t)) = 0
(ii) X is an almost continuous diffusion if it is strong Markov and almost contin-
uous.
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Remark 3.1.9. Condition (i) is equivalent to saying that Y − Z cannot change sign
without passing through zero, which is clearly true for continuous processes by the
intermediate value theorem.
As in the previous section we use the function C to determine the family (µt).
To stress that a particular process X has marginals consistent with some C, we
write C(t, x) = E[(Xt − x)+]. The distribution functions can be recovered from
µt((−∞, x]) = 1 + ∂∂xC(t, x+). Accordingly the following space of functions will
contain the families of marginals under consideration.
Definition 3.1.10. Let CP be the set of functions C : R+ × R→ R such that
(i) C is convex in x and increasing in t.
(ii) C(t, x)→ 0 as x→∞ for every t ∈ R+.
(iii) There exists a real number c such that C(t, x) + x → c as x → −∞ for every
t ∈ R+.
(iv) C is continuous in t.
Remark 3.1.11. Conditions (i)-(iii) ensure that a certain function C : R+ × R → R
corresponds to a family of martingale marginals. The measures µt increase in the
convex order if and only if C increases in t; condition (iii) is equivalent to requiring
a constant mean. Condition (ii) is obvious from the definition of C. Property (iv),
continuity in t, corresponds to assuming the marginals µt being weakly continuous
in t which is the only assumption in addition to martingale marginals.
In order to state the main result we clarify some notions and notation. First, we
denote by M(D) the set of probability measures on (D[0,∞),F) and fix the mode
of convergence that we use on this space.
Definition 3.1.12. A sequence (Pn)n∈N inM(D) converges to P in the sense of finite
dimensional distributions if and only if EPn [Z]→ EP[Z] for every random variable Z
of the form
Z = f(Xt1 , . . . , Xtm),
for t1, . . . , tm ∈ R+ and continuous bounded f : Rm → R.
As usual we denote by RS, where S ⊆ R+, the set of real valued functions on S.
We equip RS with the topology of pointwise convergence and denote by FS it Borel
σ-algebra. The coordinate process on RS is denoted by XSt with natural filtration
(FSt )t≥0, FSt = σ(XSs ; s ∈ S, s ≤ t).
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We further equip the space of probability measures M
(
(RS, F S)
)
with the weak
topology induced by the mappings P → EP[f ] for all bounded continuous real func-
tions f on RS. And for any P on D[0,∞) we denote by PS the probability measure on
(RS,FS) which is given through the restriction of the law of the coordinate process
(Xt) under P to t ∈ S.
In other words, a sequence (Pn) of probability measures converges to P in the sense
of f.d.d.s if and only if for all finite sets S ∈ R+ the sequence PSn converges weakly
to PS.
On CP we use the topology of pointwise convergence, i.e. Cn → C if and only if
Cn(t, x)→ C(t, x) for all (t, x) ∈ R+ × R.
The first main result of this section reads as follows.
Theorem 45. (Lowther 2008, cf. [Low08b, Theorem 1.3].) For any C ∈ CP there
exists a unique measure P on (D[0,∞),F) under which X is an ACD martingale
and C(t, x) = E[(Xt − x)+].
Proof. (Very rough sketch.) The existence part contains two steps. The idea and
first part is to consider limits of processes that match the marginals at finite sets of
time. Existence of the limit is shown via a tightness argument. The second part is
to show that there in fact exist such sequences of processes, i.e. sequences of ACD
martingale measures which match the given family of marginals at finite sets of time.
The fundamental Lemma 3.1 in [Low08b] shows, for C ∈ CP and a sequence (Pn)n∈N
of martingale measures on (D[0,∞),F) such that EPn [(Xt − x)+] → C(t, x), that
there exists a subsequence Pnk and a martingale measure P on (D[0,∞),F) such that
Pnk → P in the sense of finite dimensional distributions. Furthermore the coordinate
process X is a martingale under the limit measure P, continuous in probability and
satisfies EP[(Xt − x)+] = C(t, x). [Low07, Corollary 1.3] then yields that X in fact
is an ACD martingale.
The idea of the proof of the lemma is to consider a countable dense subset S ⊂ R+.
This implies that RS is polish. Furthermore, for a sequence (Pn) of martingale
measures s.t. EPn [(Xt − x)+] → C(t, x) the sequence (PSn) is tight and (at least a
subsequence) converges weakly to a probability measure Q on (RS,FS). Then one
shows that (XSt ) is a Q-martingale to extend XSt to all t ∈ R+. The proof that
(XSt ) is continuous in probability is based on the fact that for a martingale the left
and right limits XSt− and XSt+ exist almost sure. Since XS is right continuous in
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probability it has a cadlag version which implies that there exists a measure P on
D[0,∞) s.t. PS = Q. X however is a martingale and continuous in probability
under P, so we can take limits of t ∈ S to show that EP[(Xt − x)+] = C(t, x). The
convergence in the sense of f.d.d.s is shown via a standard argument.
What remains is to find an appropriate sequence (Pn) which matches the marginals
at finitely many times. To this end one first constructs via Skorohod embeddding
an ACD martingale X which matches the family of marginals at two times, t0 <
t1 ∈ R+. I.e., E[(Xt − x)+] = C(t, x) holds for C ∈ CP and t = t0 and t = t1 (cf.
Section 2.3 and [Low08a], p. 11 for details). Then this is extended to finitely many
times, i.e., one constructs an ACD martingale measure P on (D[0,∞),F) such that
EP[(Xt − x)+] = C(t, x) for all t ∈ S, S ⊂ R+ and |S| < ∞. So we can define an
approximating sequence (Pn) s.t.
EPn [(Xk/n − x)+] = C(k/n, x), for k = 0, 1, . . . , n.
This implies that
EPn [(Xt − x)+]→ C(t, x),
and the existence of the ACD martingale measure follows from the above cited
fundamental lemma.
Uniqueness in the sense of f.d.d.s follows from the generalized backward equation
developed in the previous section, which allows one to pass from equality in the one
dimensional marginals to equality in all finite dimensional distributions. 
Given C ∈ CP we will denote by PC the unique ACD martingale measure that
matches the family of marginals given via C. The map from the set of marginals to
the set of martingale measures, as noted, is continuous.
Theorem 46. (Lowther 2008, cf. [Low08b, Theorem 1.4].) Let PC be the unique
ACD martingale measure associated to C ∈ CP . Then the map
CP →M(D), C 7→ PC ,
is continuous under pointwise convergence on CP and convergence in the sense of
finite dimensional distributions onM(D). I.e, given any sequence Cn ∈ CP converg-
ing pointwise to C ∈ CP then EPCn [Z]→ EPC [Z] for every Z of the form (3.1.12).
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Proof. Cf. [Low08b, Section 4] 
Remark 3.1.13. In particular, if we are given a (weak or strong) solution of a stochas-
tic differential equation of the form
dXt = σ(t,Xt) dBt, X0 = x,
where σ is continuous bounded and measurable, then the solution is a continuous
strong Markov martingale. So, in the case of a real valued diffusion we obtain from
Theorem 44 that if two solutions are equal in the 1-d marginals they are already
versions of each other. I.e., we now see why the approach of Dupire (cf. the intro-
duction) was bound to succeed.
3.2 Ito¯-processes
Up to now we were concerned just with fitting martingales to marginals resp. with
mimicking a certain martingale (Brownian motion) via other processes having the
same marginals.
In this section we enlarge the scope of processes to be mimicked to (continuous)
Ito¯-processes and discuss a result of Gyo¨ngy. As mentioned, [Gyo¨86, Theorem 4.6.]
roughly says that any time-inhomogeneous Ito¯-process can be mimicked by a Markov
process which is obtained as the solution of a specific simpler SDE. The section is
organized as follows: first we state the theorem, repeat Gyo¨ngy’s motivating deriva-
tion of a measure valued evolution equation, then sketch in some detail Gyo¨ngy’s
proof and finally propose a somewhat simpler proof of a special case.
3.2.1 The Gyo¨ngy setting
Theorem 47. (Gyo¨ngy 1986, cf. [Gyo¨86, Theorem 4.6].) Let
dξ(t, ω) = δ(t, ω) dBt + β(t, ω) dt (3.2.1)
be a multidimensional Ito¯-process, where δ and β are bounded, progressively mea-
surable processes, s.t. δδT is uniformly positive definite. I.e., there is some λ > 0,
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s.t.
n∑
i,j
δδT (t, ω)ijxixj ≥ λ|x|2 ∀(t, ω) ∈ [0,∞)× Ω
and for every x ∈ Rn. Then there exists an SDE
dXt = a
1
2 (t,Xt) dBt + b(t,Xt) dt, X0 = 0, (3.2.2)
which admits a weak solution having the same one-dimensional marginals as ξ(t, ω).
The coefficients are given by
a(t, x) = E[δδT (t, ω)| ξ(t, ω) = x], (3.2.3)
b(t, x) = E[β(t, ω)| ξ(t, ω) = x]. (3.2.4)
The proof of this theorem is rather involved, so we first repeat Gyo¨ngy’s motivation
and show at which point one could take another way to prove a special case of the
above result.
First, consider the process without drift
dξ(t, ω) = δ(t, ω) dBt, ξ(0) = 0. (3.2.5)
Let u(t, x) be a real valued smooth function that vanishes at infinity and apply Ito¯’s
formula. (Setting the drift term β ≡ 0 is no loss of generality. If the diffusion-term
is uniformly elliptic, the drift term has no influence on existence or uniqueness of a
solution of an SDE. Cf. [Bas98, Theorem 3.1.], p.130.)
du(t, ξ(t)) = ∂
∂t
u(t, ξ(t)) dt+
n∑
i=1
∂
∂xi
u(t, ξ(t)) dξi(t)
+ 12
n∑
i,j=1
δδTij(t, ω)
∂2
∂xi∂xj
u(t, (ξ(t)) d〈ξi(t), ξj(t)〉.
Using Fubini and the known orthogonality relations of multidimensional Brownian
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Motion we get, as in Proposition 1.7.3,
E [u(t, ξ(t))− u(0, 0)] =
= E
∫ t
0
 ∂
∂s
u(s, ξ(s)) + 12
n∑
i,j=1
δδTij(s, ω)
∂2
∂xi∂xj
u(s, (ξ(s))
 ds
 =
=
∫ t
0
E
 ∂
∂s
+ 12
n∑
i,j=1
E[δδT (s, ω)|ξ(s)]ij ∂
2
∂xi∂xj
u(s, ξ(s))
 ds.
Rewriting the expectation in terms of the distribution of ξ(t), µt(dx) = P(ξ(t) ∈ dx),
and using that the processes’ starting at 0 is equivalent to an initial distribution
µ0(F ) = δ0(F ) for all F in B(Rn) i.e. the Dirac measure concentrated at zero, the
equation reads∫
Rn
u(t, x) dµt(x)−
∫
Rn
u(0, x) dδ0(x) =
=
∫ t
0
∫
Rn
 ∂
∂s
+ 12
n∑
i,j=1
aij(s, x)
∂2
∂xi∂xj
u(s, x) dµs(x)
 ds. (3.2.6)
Now consider u(t, X̂t), where (X̂t) is a weak solution of
dXt = a
1
2 (t,Xt)dBt, X(0) = 0, (3.2.7)
and apply the Ito¯-formula. It is clear that the distributions P(X̂t ∈ dx) also satisfy
equation (3.2.6) for every u in C∞0 ([0,∞)×Rn). According to Gyo¨ngy, a(t, x) can be
chosen uniformly positive definite and bounded, hence one knows e.g. from [SV79]
or [Bas98, Thm. VI.1.3], p.133, that the above SDE has a weak solution, which
means that, if equation (3.2.6) would suffice to identify the distributions, we would
be done. And indeed we will argue along these lines in proving the above mentioned
special case of Theorem 47, since equation (3.2.6) can be viewed as a measure valued
evolution equation of the form
∫
E
fdνt =
∫
E
fdν0 +
∫ t
0
(∫
E
Lfdνs
)
ds, f ∈ D(L), (3.2.8)
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where E denotes the (polish) state space and D(L) the domain of L. In our case
L = ∂
∂t
+ 12
n∑
i,j=1
aij(s, x)
∂2
∂xi∂xj
=
= ∂
∂t
+ Lt
is the generator of the (mimicking) diffusion (3.2.7). A Theorem of Bhatt and
Karandikar states that, if the martingale problem for an operator L is well posed and
if two families of probability measures (µt) and (νt) satisfy the evolution equation
(3.2.8), then they are already the same. In our setting this means: if the martingale
problem for the operator ∂
∂t
+ Lt associated to the SDE (3.2.7) is well posed, then
equation (3.2.6) indeed identifies the one-dimensional marginals of (ξt) and (X̂t).
However, within the broad assumptions of Theorem 47 this does not work, since in
general the martingale problem is not well posed for bounded and measurable coef-
ficients, except in dimension one. Moreover, Gyo¨ngy asserts that uniqueness results
via such measure valued equations have only been proved for smooth coefficients
a(t, x). But, since uniqueness of the measure valued equation is directly related to
well posedness of the martingale problem for the operator L, it is clear from Theorem
22 that uniqueness holds under much broader assumptions then smoothness.
We now sketch the construction of Gyo¨ngy and note that he does not consider the
associated operator, but deals with the stochastic differential equation
dXt = a
1
2 (t,Xt) dBt + b(t,Xt) dt
itself, where a(t, x) = E[δδT (t, ω)|ξ(t, ω) = x] and b accordingly.
Remark 3.2.1. If we want to use Ito¯’s classical uniqueness and existence theorem (cf.
Theorem 18 above), the diffusion matrix a(t, x) has to admit a Lipschitz continuous
square root a 12 , i.e. a matrix (σij(t, x)) which is Lipschitz in the sense of Theorem
18 and such that σσT = a. A theorem by Freidlin [Fre68] ensures that such a
factorization exists for symmetric nonnegative definite matrices (cij), the entries
cij(x) of which are in C2(Rn).
However, since δ(t, ω) in Theorem 47 is assumed just to be bounded and measurable,
a(t, x) = E[δδT (t, ω)|ξ(t, ω) = x] is not differentiable in general and more efforts are
necessary. There are two key elements in the construction of Gyo¨ngy.
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(i) An approximation procedure using smoothed coefficients aεij, originally due to
N.V. Krylov, in order to get strong solutions Xε for the smoothed equation.
(ii) The Green measure χ of a process (Xt)t≥0, which measures the time the process
spends in a set Γ ∈ B(Rn) (before being killed with rate γ, where γ(t, ω) is
nonnegative and adapted).
χ(Γ) := E
[∫ ∞
0
1Γ(Xt) exp
(
−
∫ t
0
γ(s, ω) ds
)
dt
]
The idea of Gyo¨ngy’s proof consists roughly in showing, that the Green measures
of the time-space solutions (uε(t), Xεt ) of the smoothed equation converge weakly to
the Green measure of (t, ξt), i.e. to P(ξt ∈ dx)dt. Furthermore, the distribution of
(uε, Xε) on the path space C[0, T ] converges weakly to the distribution of (t,Xt),
where Xt is a weak solution of (3.2.2). Finally one notes that the coincidence of the
Green measures of the time-space process (t,Xt) and (t, ξt) implies the coincidence
of the one-dimensional distributions of the processes X and ξ.
In the following we won’t repeat Gyo¨ngy’s proof in detail, but sketch the (rather
technical) construction as comprehensibly as possible. First, we simplify equation
(3.2.6) by letting t→∞ which cancels the first term since u(t, x) vanishes at infinity.
We obtain
∞∫
0
∫
Rn
u(s, x) dδ(0,0)(ds, dx) = −
∞∫
0
∫
Rn
 ∂
∂s
+ 12
n∑
i,j=1
aij(s, x)
∂2
∂xi∂xj
u(s, x) dµs(x) ds,
(3.2.9)
where δ(0,0) is the Dirac measure at (0, 0) ∈ R+ × Rn.
Starting from this we consider an inequality satisfied by arbitrary measures ν and µ
on [0,∞)× Rn (instead of dδ(0,0) and dµs(x)ds),∫ ∞
0
∫
Rn
u(t, x) ν(dt, dx) ≥ −
∫ ∞
0
∫
Rn
Lu(t, x)µ(dt, dx),
which is valid for every nonnegative function u ∈ C∞0 ([0,∞)×Rn) and clearly covers
the case of equation (3.2.6). Now we smooth the coefficients of the operator L via
Radon-Nikodym derivatives.
The smoothing of bounded measurable functions g proceeds in two steps. First, for
a measure µ one defines the measure gµ being the measure with density g w.r.t. µ.
Then, as smoothing device, one fixes a nonnegative function k ∈ C∞(Rn) such that
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∫
k(x) dx = 1 and k(−x) = k(x) for all x and defines
kε(x) = 1
εn
k
(
x
ε
)
for every ε > 0.
This induces a measure k(ε)(x) dx, which we convolute with the measure gµ in order
to define a measure (gµ)(ε)(x) dx with density function
(gµ)(ε)(x) =
∫
kε(x− y) g(y)µ(dy)
w.r.t. the Lebesgue measure. If µ(ε)(x) is positive on Rn for all ε > 0, then the
measure (gµ)(ε)(x) dx has a smooth Radon-Nikodym derivative w.r.t. to µ(ε)(x) dx
for every bounded measurable g, which is precisely the desired smoothed function
g(ε) =
(gµ)(ε)
µ(ε)
. (3.2.10)
In the case of time-homogeneous processes now we are able to smooth the bounded
measurable coefficients aij, bi getting aij(ε), bi(ε) accordingly. In the case of time de-
pendent coefficients, instead of k one considers smoothing kernels h(t, x) = ψ(t)k(x),
where ψ(t) ∈ C∞0 (R) is such that
∫
ψ(t) dt = 1, ψ(t) > 0 on (−1, 0) and zero else-
where. The smoothing is defined analogously. Finally we consider the operator
associated to (3.2.2) (with an additional killing term c),
L = ∂
∂t
+ 12
n∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
+
n∑
i=1
bi(t, x)
∂
∂xi
− c(t, x), (3.2.11)
and the family of smoothed operators
Lε = ∂
∂t
+ 12
n∑
i,j=1
aij(ε)(t, x)
∂2
∂xi∂xj
+
n∑
i=1
bi(ε)(t, x)
∂
∂xi
− c(ε)(t, x). (3.2.12)
Accordingly the stochastic differential equations under consideration read
dXt = (a(ε))
1
2 (t+ s,Xt) dBt + b(ε)(t+ s,Xt) dt (3.2.13)
for every s ≥ 0.
We now state (without proof) the Fundamental Lemma, which gives an estimate
for the Green measures of solutions to (3.2.13) via some sort of resolvent operator.
Later on this estimate is used to prove weak convergence of the Green measures of
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(strong) solutions of (3.2.13).
Lemma 3.2.2. (Cf. [Gyo¨86, Lemma 2.2.], p.506) Assume that 0 < µ(ε)(t, x) < ∞
on (0,∞)× Rn for every ε > 0. Suppose that∫
[0,∞)×Rn
u(t, x) ν(dt, dx) ≥ −
∫
[0,∞)×Rn
Lu(t, x)µ(dt, dx) (3.2.14)
for every u ∈ C∞0 ([0,∞)× Rn).
Let Xs,xε be a solution of equation (3.2.13) with initial condition Xs,xε (0) = x ∈ Rn,
and define
Rεf(s, x) = E
[∫ ∞
0
f(s+ t,Xs,xε (t)) exp
(
−
∫ t
0
c(ε)(s+ r,Xs,xε (r) dr
)
dt
]
.
Then for every nonnegative f ∈ C∞0 ([0,∞)× Rn)∫
[0,∞)×Rn
(Rεf)(ε) ν(dt, dx) ≥
∫
[0,∞)×Rn
f (ε) µ(dt, dx) (3.2.15)
for every ε > 0, and thus
lim inf
ε↘0
∫
(Rεf)(ε) ν(dt, dx) ≥
∫
f µ(dt, dx). (3.2.16)
If the inequality (3.2.14) is reversed, then it is also reversed in (3.2.15) and (3.2.16)
with lim sup instead of lim inf.
Proof. Cf. [Gyo¨86], p.509ff. 
Before we state and prove the convergence of the Green measures, we sketch the
construction of the coefficients aij and bi which again are defined as Radon-Nikodym
derivatives. Precisely this construction ensures the applicability of the Fundamental
Lemma 3.2.2 and also the convergence
a(ε)(t, x)→ a(t, x) = E[δδT (t, ω)|ξ(t, ω) = x].
Recall our given process
ξ(t, ω) = δ(t, ω) dBt + β(t, ω) dt.
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Set α = δδT , η(t) = (t, ξ(t)) and let γ denote the killing rate of the Green measure
µ of the time-space process η.
µ(Γ) = E
[∫ ∞
0
1Γ(η(t)) exp(−ϕ(t)) dt
]
,
for every Γ ∈ B([0,∞)× Rn), where
ϕ(t) =
∫ t
0
γ(s) ds.
Now we observe that for bounded measurable nonnegative processes φ(t, ω) the mea-
sure
µφ(Γ) = E
[∫ ∞
0
1Γ(η(t))φ(t, ω) exp(−ϕ(t)) dt
]
,
is absolutely continuous w.r.t. µ. I.e., we are able to define the coefficient functions
a = (aij(t, x)), b = (bi(t, x)) and c = c(t, x) as Radon-Nikodym derivatives w.r.t. the
Green measure µ of η(t) = (t, ξ(t)):
aij := dµ
ij
α
dµ
, bi :=
dµiβ
dµ
and c := dµγ
dµ
.
The so defined Borel measurable coefficient functions still have to be smoothed ac-
cording to equation (3.2.10), using the kernel h(t, x) and supposing that 0 < µ(ε) <∞
on [0,∞)× Rn for every ε > 0. Hence we get the smoothed coefficient functions
a(ε) = (aij(ε)), b(ε) = (bi(ε)), c(ε),
and are able to state and prove the convergence result.
Lemma 3.2.3. (Cf. [Gyo¨86, Lemma 4.1.]) Let zε(t) = (uε(t), Xε(t)) be the solution
of the equation
duε(t) = dt
dXε(t) = (a(ε))
1
2 (uε(t), Xε(t)) dBt + b(ε)(uε(t), Xε(t)) dt (3.2.17)
zε(0) = zε0,
where zε0 is a r.v. in Rn+1 independent of the Brownian motion B and having density
h(ε). Then for ε↘ 0 the Green measure of the process zε, with killing rate c(ε)(zε(t)),
converges weakly to the Green measure µ.
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Proof. Let ν be the Dirac measure concentrated at 0 ∈ Rn+1. Applying the Ito¯-
formula to u(t, ξ(t)) we get, for every u ∈ C∞0 ([0,∞)× Rn),∫
u(t, x) ν(dt, dx) = u(0) =
= −E
[∫ ∞
0
(
∂
∂t
u(t, ξt)+
1
2
∑
i,j
αij(t) ∂
2
∂xi∂xj
u(t, ξt)+
+
∑
i
βi(t) ∂
∂xi
u(t, ξt)− γ(t)u(t, ξ(t))
)
exp(−ϕ(t)) dt
]
=
= −
∫
[0,∞)×Rn
∂
∂t
u(t, x)µ(dt, dx) + 12
∑
i,j
∂2
∂xi∂xj
u(t, x)µijα (dt, dx)+
+
∑
i
∂
∂xi
u(t, x)µiβ(dt, dx)− u(t, x)µγ(dt, dx) =
= −
∫
[0,∞)×Rn
Lu(t, x)µ(dt, dx),
where the last step is due to the definition of the coefficients of L as Radon-Nikodym
derivatives w.r.t. to µ. From the Fundamental Lemma 3.2.2 we get for every f ∈
C∞0 ([0,∞)× Rn) ∫
[0,∞)×Rn
f(t, x)µ(dt, dx) = lim
ε↘0
(Rεf)(ε)(0).
And we see that weak convergence of the Green measures holds, since (Rεf)(ε) is the
integral of f on [0,∞)× Rn w.r.t. the Green measure of zε(t). 
Remark 3.2.4. In order to prove Theorem 47 yet some intermediary results are miss-
ing. However, all the ancillary propositions in [Gyo¨86] are more or less clear from
the construction. We just list the necessary results.
(i) The Green measure µ is equivalent to the Lebesgue measure on [0,∞)× Rn.
(ii) For ε→ 0:
a) a(ε)(t, x)→ a(t, x)
b) b(ε)(t, x)→ b(t, x)
c) c(ε)(t, x)→ c(t, x)
for Lebesgue almost all (t, x) ∈ [0,∞)× Rn.
(iii) For γ(t) deterministic, we get
a) aij(t, x) = E[αij(t, ω)|ξ(t, ω) = x]
b) bi(t, x) = E[βi(t, ω)|ξ(t, ω) = x]
c) c(t, x) = E[γ(t)|ξ(t) = x]
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for Lebesgue almost all (t, x) ∈ [0,∞)× Rn.
(iv) For a sequence (εn), εn → 0, the distribution of the process zε on C[0, T ]
converges weakly to the distribution of the process z(t) = (t,Xt), where (Xt)
is a weak solution of (3.2.2) with initial condition X0 = 0 ∈ Rn.
Proof of Theorem 47. (Cf. [Gyo¨86, Theorem 4.6.], p.516)
From Lemma 3.2.3 and Remark 3.2.4 we get that the Green measure of (t, ξt) (with
killing rate γ is identical to the Green measure of (t,Xt) (with killing rate c(t,Xt)).
Take γ(t) ≡ 1. Then clearly c(t, x) = γ = 1 and
E
[∫ ∞
0
e−tf(t, ξt) dt
]
= E
[
e−tf(t,Xt) dt
]
for every bounded nonnegative Borel measurable function f . Taking f(t, x) =
e−λtg(x) with arbitraty λ ≥ 0 and g ∈ C0(Rn), we get∫ ∞
0
e−λte−tE[g(ξt)] dt =
∫ ∞
0
e−λte−tE[g(Xt)] dt
for every λ ≥ 0 and g ∈ C0(Rn).
Since E[g(ξt)] and E[g(Xt)] are continuous in t we obtain from the above equation
that for every t ≥ 0 and every g ∈ C0(Rn)
E[g(ξt)] = E[g(Xt)].
Hence the distributions of ξt and Xt are the same for all t ≥ 0. 
3.2.2 Proof via evolution equations
As we have seen, the construction of Gyo¨ngy (even if summarized) is rather de-
manding. In the following we sketch another approach to the problem which yields
a proof of Theorem 47 if we additionally require the diffusion matrix a(t, x) =
E[δδT (t, ω)|ξ(t, ω) = x] to be continuous.
The proposed proof, as mentioned, is not based on the Ito¯-theory of SDEs, but on the
martingale problem approach by Stroock and Varadhan. I.e. we are not concerned
with equation (3.2.2), but with the associated operator. The advantage of this
approach lies in the fact that one can use the diffusion coefficient a of the operator
L directly, i.e., we do not have to factorize the positive definite matrix a(t, x) into
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a
1
2 (t, x). In particular, the hardest part of the Gyo¨ngy-proof, the smoothing of the
coefficients a and b is no longer required.
Put in a nutshell, the proposed proof is based on two results.
(i) Theorem 22, which gives sufficient conditions for existence and uniqueness of
a solution to the martingale problem for an operator L.
(ii) [BK93, Theorem 5.2.], which ensures that the solution {νt}t≥0, νt ∈ M(Rn),
of a measure valued evolution equation of the form
∫
Rn
fdνt =
∫
Rn
fdν0 +
∫ t
0
(∫
Rn
( ∂
∂s
+ Ls)fdνs
)
ds, f ∈ D(L), (3.2.18)
is unique if the martingale problem for L = ∂
∂t
+Lt is well posed and if t 7→ νt(U)
is measurable for every Borel set U in Rn.
Note that, if X is a solution of (3.2.2) or a solution of the martingale problem for the
associated operator L and initial distribution ν0, then the family of one dimensional
marginals µt(dx) = P(Xt ∈ dx) is a solution to the above equation (cf. equation
(3.2.6)).
Proof of Theorem 47, special case. Assume in addition to the assumptions of The-
orem 47 that the diffusion matrix a(t, x) = E[δδT (t, ω)|ξ(t, ω) = x] is continuous.
Then a(t, x) and b(t, x) = E[β(t, ω)|ξ(t, ω) = x] satisfy the assumptions of Theorem
22, i.e. the martingale problem for
L = ∂
∂t
+ 12
n∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
+
n∑
i=1
bi(t, x)
∂
∂xi
is well posed for all x ∈ Rn, hence for any initial distribution ν0 on Rn. Let X˜ denote
the unique solution w.r.t. the initial distribution δ0, i.e. X˜0 = 0.
Furthermore, as is clear from the motivation at the beginning of the section (cf.
(3.2.6)), both families of distributions {µt(dx)}t = {P(ξt ∈ dx)}t and {νt}t =
{P(X˜t ∈ dx)}t, t ≥ 0, satisfy the measure valued equation (3.2.18) for L above.
And, since we only consider processes with continuous paths, the maps t 7→ ξt(ω)
and t 7→ X˜t(ω) are continuous, hence the maps t 7→ µt(U) and t 7→ νt(U) are mea-
surable for all Borel sets U . In order to be able to apply [BK93, Theorem 5.2.] and
to obtain uniqueness for the measure valued equation, the chosen domain D(L) has
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to satisfy two separability properties. A measurablility property is required for the
solutions of the martingale problem.
(i) D(L) is an algebra that separates points and vanishes nowhere.
(ii) There exists a countable subset {gk} ⊆ D(L) such that
bp− closure ({(gk,Lgk) : k ≥ 1}) ⊇ {(g,Lg) : g ∈ D(L)},
where the bp-closure is the closure under bounded-pointwise convergence.
(iii) Every progressively measurable solution to the martingale problem for (L, ν0)
admits a ca`dla`g modification.
For compact metric state spaces E, assumption (iii) is always fulfilled. If E is locally
compact and metric, (iii) holds if the operator L is conservative. I.e., if L is any
second order differential operator on Rn with bounded coefficients, it is conservative,
i.e. (iii) is satisfied in our case. Clearly the chosen domain D(L) = C∞0 ([0,∞)×Rn)
is an algebra that separates points and vanishes nowhere, hence property (i) follows.
With regard to property (ii) one should think of the space of polynomials with
rational coefficients to obtain the required countable dense subset.
Since both ξ and X˜ start at zero, we get that the solution of the measure valued
equation (3.2.18) is unique for L above and
µt(dx) = P(ξt ∈ dx) = P(X˜t ∈ dx) = νt(dx) for all t ≥ 0.

Remark 3.2.5. Gyo¨ngy’s result only yields the existence of a certain mimicking pro-
cess. In general the solution of the SDE (3.2.2) is not unique. However, if the given
Ito¯-process is real valued and has no drift then Theorem 44 yields that the solution of
the constructed SDE (which clearly then is a continuous strong Markov martingale)
is unique, i.e., the Markovian projection is well defined.
Remark 3.2.6. In the proof of the special case of Theorem 47 we solved the mim-
icking SDE with the help of the martingale problem. Moreover, the uniqueness of
the solution of the martingale problem was crucial for the solution of the measure
valued equation (3.2.6). So, by construction the mimicking process is unique and the
Markovian projection is well defined. Note that in this case we obtain uniqueness
even with drift. The projection is not restricted to martingales.
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Remark 3.2.7. In dimension one and two the martingale problem is well posed if the
coefficients of the operator are just bounded and measurable. So, our proof of the
special case is valid without any additional assumption beyond the Gyo¨ngy setting.
In other words, in dimension one and two it is not a proof of a special case, but
one of the general case. This means that for a real valued Ito¯-process the mimicking
process is unique and the Markovian projection is well defined even with drift.
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