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ON INSTABILITY OF SOME APPROXIMATE
PERIODIC SOLUTIONS FOR THE FULL NONLINEAR
SCHRO¨DINGER EQUATION
SCIPIO CUCCAGNA AND JEREMY L. MARZUOLA
Abstract. Using the Fermi Golden Rule analysis developed in
[CM], we prove asymptotic stability of asymmetric nonlinear bound
states bifurcating from linear bound states for a quintic nonlinear
Schro¨dinger operator with symmetric potential. This goes in the
direction of proving that the approximate periodic solutions of the
NLS in [MW] do not persist for the full NLS.
1. Introduction
We consider the quintic nonlinear Schro¨dinger equation (NLS):
(1.1) iut = −∂2xu+ V u− |u|4u, u(0, x) = u0(x), (t, x) ∈ R× R.
We assume the following hypotheses.
(H1) The discrete spectrum of −∂2x+V is σd(−∂2x+V ) = {−ω0,−ω1}
such that ω0−ω1 is as small as we want and 0 is not a resonance,
i.e. if u ∈ L∞(R) satisfies u′′ = V u, we have u = 0.
(H2) The potential V (x) is even: V (x) = V (−x) for all x and V (x)
is real valued.
(H3) The potential V is smooth and 〈x〉nV (k)(x) ∈ L∞(R), for any n
and any k, where 〈x〉 = √1 + x2.
(H4) Let ψj be real valued generators of ker(−∂2x + V + ωj) with
‖ψj‖L2 = 1. For 〈f, g〉 =
∫
R f(x)g(x)dx we assume that for a
fixed a0 > 0
(1.2) 5〈ψ40, ψ21〉 − 〈ψ60, 1〉 > a0 > 0 ,
(1.3) 5〈ψ40, ψ21〉2 − 〈ψ60, 1〉〈ψ20, ψ41〉 > a0 .
(H5) We assume that Fermi golden rule hypothesis (H5) stated in §6.
Remark 1.1. The very strong regularity and decay hypotheses on the
potential V (x) in (H3) are certainly unnecessary. See for example the
dispersive estimates for for eit(−∂
2
x+V ) with V ∈ L1,1(R) in [GSc], or
the case with delta functions in [DMW]. Nonetheless, we do not try
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to prove systematically the estimates stated later in §4 for these less
regular potentials.
We refer to the Appendix in [KKSW] about the existence of double
well potentials satisfying (H1)–(H5), as well as to the brief computa-
tional discussion in Appendix B. Specifically, if one starts with an even
potential V0(x) such that −∂2x + V0 admits exactly one eigenvalue −Ω,
then setting
V (x) = VL(x) = V0(x− L) + V0(x+ L)
for L  1 yields potentials with two eigenvalues, both very close to
−Ω. Furthermore, for ϕ(x) a normalized ground state for −∂2x + V0,
then
ψj(x) ≈ 2− 12 (ϕ(x− L) + (−)jϕ(x+ L)).
Then,
〈ψ20, ψ41〉 ≈ 〈ψ60, 1〉 ≈ 〈ψ40, ψ21〉
because they are all about 2
11
12‖ϕ‖6L6 . Originally, results of this nature
appeared in the work of E. Harrell [H].
The equations (1.1) with V (x) = VL(x) for L  1 are the focus
of recent research [KKSW, MW] because of the rich patterns detected
at small energies. The references [KKSW, MW] both treat (1.1) with
|u|4u replaced by a cubic nonlinearity (which for our purposes is a
difficult problem due to the subcritical nature of the nonlinearity). The
result in [KKSW] proves the existence of a family of nonlinear ground
states eitωφω(x) of (1.1) that bifurcate out of the linear ground state
eitω0ψ0(x). For ω > ω0 close to ω0 the e
itωφω(x) are orbitally stable,
see §2.3, and even in x. At some critical ω = ω∗ the ground states
bifurcate for ω > ω∗ in two families, one formed by even functions,
which are unstable, and the other formed by non symmetric functions,
which are stable. The arguments in [KKSW] are quite general, but
here we double check that this behavior continues to hold also in the
case of the quintic NLS (1.1).
In [MW], the existence of more complex long time patterns is ana-
lyzed by studying the dynamics of a simplified finite dimensional sys-
tem, obtained by selecting a finite number of variables of the NLS in
an appropriate system of coordinates. Over long times it is shown
to be a good approximation of the full NLS. In particular, this finite
dimensional approximation of the NLS admits a larger class of time
periodic solutions than just the standing waves. The question then
becomes whether or not these new periodic solutions persist also for
the full NLS equation. In [MW] it is conjectured they do not persist.
In this paper we do not address the solutions considered in [MW], but
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nonetheless for an easier problem we provide the mechanism by which
the full NLS disrupts periodic solutions of a simplified system similar
to that in [MW]. In Appendix A however, we will present evidence
that indeed similar dynamical solutions exist that would collapse via
the asymptotic stability analysis presented here to a nonlinear bound
state asymptotically. Such dynamics have been abstractly studied in
[KKP] as well.
We recall that [MW] simplifies the NLS by first choosing as system
of coordinates the spectral decomposition of −∂2x +V , and by then set-
ting equal to 0 the continuous components. Here, we consider instead
a natural representation of the portion of H1(R) near the surface of
asymmetric ground states. There are then natural finite dimensional
approximations of the NLS admitting periodic solutions. They are as
legitimate approximate solutions of the NLS as those in [MW], although
here we do not try to check as in [MW] if they are good approximate
solutions. Our solutions are relatively easy because they live arbitrarily
close to the surface of asymmetric ground states.
When the full NLS (1.1) is turned on, these approximate periodic
solutions do not persist because the ground states are asymptotically
stable. Hence the periodic solutions of the simplified system, now split
into a part converging in H1(R) to the orbit of a ground state, and
another part which scatters like free radiation (see Theorem 1.2). This
part of the paper fits easily in the framework of the literature of asymp-
totic stability of ground states initiated in [SW1, SW2, BP1, BP2]. We
recall that the most general results are in [Cu1], which contains a quite
general proof of the so called Fermi golden rule. In the present paper
though, we treat a quite special situation, due to the hypothesis that
σd(−∂2x +V ) consists of just two eigenvalues, and so it is enough to use
the simpler framework of [CM, Cu3] (we recall that [Cu3] is a revision
and a simplification of [Cu2], which contains various mistakes). To ad-
dress the solutions in [MW] one can probably proceed similarly, though
the complexity of the dynamical systems studied and the cubic non-
linearity makes the analysis rather challenging. The difficulty though,
is that the solutions in [MW], while of arbitrarily small energy, might
nonetheless not be sufficiently close to ground states. The issues then
seem in some sense more ”global”, and closer in spirit to the problems
addressed in [TY, SW3].
Following [KKSW], we consider nonlinear ground states of the form
eiωt(c0ψ0 + c1ψ1 + η(x, t)).
Applying the machinery of [KKSW], we prove that there is an ω∗ > ω0,
with ω∗ − ω0 ≈ ω0 − ω1, such that for ω ∈ (ω0, ω∗] there is a uniquely
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defined map ω → φω in C0((ω0, ω∗], Hk,s(R)) for any (k, s), where
(1.4) ‖u‖Hk,s := ‖〈x〉s(1− ∂2x)
k
2u‖L2 .
For ω > ω∗ there is a bifurcation, with a branch of even ground states,
and a branch of asymmetric ground states. We focus on the latter ones.
We then prove the following
Theorem 1.2. There is a δ0 > 0 such that for any ω ∈ (ω∗, ω∗ + δ0)
there exist an 0 > 0 and a C > 0 such that if
‖u0 − eiγφω‖H1 <  < 0,
there exist ω± ∈ (ω∗, ω∗ + δ0), θ ∈ C1(R;R) and h± ∈ H1 with
‖h±‖H1 + |ω± − ω1| ≤ C
such that
(1.5) lim
t→±∞
‖u(t, ·)− eiθ(t)φω± − eit∂
2
xh±‖H1 = 0.
It is possible to write
u(t, x) = eiθ(t)φω(t) + A(t, x) + u˜(t, x)
with |A(t, x)| ≤ CN(t)〈x〉−N for any N , with lim|t|→∞CN(t) = 0, with
limt→±∞ ω(t) = ω±, and such that the following Strichartz estimates
are satisfied:
(1.6) ‖u˜‖L∞t (R,H1x(R))∩L5t (R,W 1,10x (R))∩L4t (R,L∞x (R)) ≤ C.
Once the necessary spectral hypotheses in [CM, Cu3] are proved in
Section 3, Theorem 1.2 is a direct consequence of [CM, Cu3]. Nonethe-
less we give a sketch of the main steps in the proof. In particular we
review in Section 4 the material on dispersion of linear operators needed
in the proof. Here we recall that the absence of the endpoint Strichartz
estimate on R requires some surrogates. The surrogates were found by
Mizumachi [M]. However it turns out that [M] can be substantially
simplified, and that the smoothing estimates contained in [M], while
interesting per se, are not necessary in the proof of the main result
in [M]. In fact the classical smoothing estimates introduced by Kato
in [K] are sufficient. This is discussed in [CT, Cu3] and is reviewed
in Section 4. See also the recent results of [DMW] to allow singular
potentials in our analysis with restrictions to k ≤ 1.
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2. Ground states for ω starting at ω0
2.1. Ground states for ω starting at ω0. As in [KKSW] we consider
ground states of the form
φω = ρ0ψ0 + ρ1ψ1 + η(ψ0, ψ1, ω),
with ρ0 and ρ1 in R and for η(ψ0, ψ1, ω) a real valued function belonging
to Hk,s(R,R) for any (k, s) with 〈η, ψj〉 = 0 for j = 0, 1. We are
looking for the simplest asymmetric ground states possible and not for
all possible nonlinear ground states branching out of the linear ground
state.
We denote by Pc the projection to the continuous spectral component
of −∂2x + V . Hence we look at the system
(2.1)
− ω0ρ0 + ωρ0 − 〈ψ0, (ρ0ψ0 + ρ1ψ1 + η)5〉 = 0 ,
− ω1ρ1 + ωρ1 − 〈ψ1, (ρ0ψ0 + ρ1ψ1 + η)5〉 = 0 ,
(−∂2x + V + ω)η = Pc(ρ0ψ0 + ρ1ψ1 + η)5 .
By an elementary application of the implicit function theorem one ob-
tains the following
Lemma 2.1. For ρ0 and ρ1 sufficiently small, the third equation (2.1)
admits a unique solution η = η(ρ0, ρ1, ω) which depends smoothly in
(ρ0, ρ1, ω) with values in H
k,s(R,R) for any (k, s) and can be expressed
as
(2.2) η(ρ0, ρ1, ω) =
4∑
j=0
ρ5−j0 ρ
j
1ηj(ρ0, ω) + ρ
5
1E(ρ0, ρ1, ω),
where ηj(ρ0, ω)(x) = (−1)jηj(ρ0, ω)(−x) for all x.
The proof of Lemma 2.1 is a standard application of the impicit func-
tion theorem and a resolvent identity. Similar expansions are proven
in Propositions 4.1 and 4.3 in [KKSW].
Lemma 2.2. There is a fixed number ε0 > 0 such that for ρ0 ∈ [−ε0, ε0]
admits a unique function ω = ω(ρ0), with ω(0) = ω0, such that
(ρ0, 0, η(ρ0, 0, ω(ρ0))
is a solution of system (2.1) in C∞((−ε0, ε0), Hk,s(R,R)) for any (k, s).
Proof. For ρ1 = 0 one can see that the third term in the lhs of the
second equation in (2.1) is 0, because it is
∫
R ψ1(ρ0ψ0 +ρ
5
0η0)
5dx, which
vanishes since the integrand is an odd function. So the second equation
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in (2.1) is trivial. Substituting η(ρ0, 0, ω) = ρ
5
0η0(ρ0, ω) in the first, and
factoring out a common factor ρ0, we get
− ω0 + ω − ρ40〈ψ0, (ψ0 + ρ1ψ1 + ρ40η0(ρ0, ω))5〉 = 0.
By the implicit function theorem we can solve with respect to ω getting
(2.3) ω = ω(ρ0) = ω0 + ρ
4
0〈ψ60, 1〉+O(ρ80).

Lemma 2.3. There is a number ρ∗0 ∈ (0, ε0), with ρ∗0 ≈ (ω0−ω1)
1
4 such
that at ρ0 = ρ
∗
0 the function of Lemma 2.2 satisfies also the equation
(2.4)
− ω1 + ω(ρ0)−
〈
ψ1,
(ρ0ψ0 + ρ1ψ1 + η(ρ0, ρ1, ω(ρ0))
5
ρ1
∣∣
ρ1=0
〉
= 0 .
Proof. Equation (2.4) is, for ηj = ηj(ρ0, ω(ρ0)), equivalent to
(2.5)
− ω1 + ω(ρ0)− ∂
∂ρ1
∣∣
ρ1=0
〈
ψ1, (ρ0ψ0 + ρ1ψ1 + η(ρ0, ρ1, ω(ρ0))
5
〉
= −ω1 + ω(ρ0)− 5ρ40
〈
ψ1, (ψ0 + ρ
4
0η0)
4(ψ1 + ρ
4
0η1)
〉
=
− ω1 + ω0 − ρ40
(
5〈ψ40, ψ21〉 − 〈ψ60, 1〉
)
+O(ρ80) = 0,
where we have used (2.3). By the implicit function theorem the last
equation has exactly one solution
(2.6) (ρ∗0)
4 =
ω0 − ω1
5〈ψ40, ψ21〉 − 〈ψ60, 1〉
+O((ω0 − ω1)2).

At ρ∗0 and at the corresponding value ω
∗ = ω(ρ∗0), the family of even
ground states which we have found above, bifurcates in two families,
one formed by even ground states and the other by asymmetric ground
states. In the context of the cubic NLS, [KKSW] proves that for ω > ω∗
the even ground states are unstable while the asymmetric ground states
are orbitally stable. In the rest of §2 we double check that asymmetric
ground states have the same behavior of [KKSW] for our quintic NLS.
2.2. Asymmetric ground states for ω > ω∗. Following [KKSW] we
consider the branch of asymmetric ground states defined for ω > ω∗.
Set
(2.7)
F (ρ0, ρ1, ω) = −ω0ρ0 + ωρ0 − 〈ψ0, (ρ0ψ0 + ρ1ψ1 + η(ρ0, ρ1, ω))5〉 ,
G(ρ0, ρ1, ω) = −ω1 + ω − 1
ρ1
〈
ψ1, (ρ0ψ0 + ρ1ψ1 + η(ρ0, ρ1, ω))
5
〉
.
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We know that F (ρ∗0, 0, ω
∗) = G(ρ∗0, 0, ω
∗) = 0. Hence, we apply the
implicit function theorem and prove the following
Lemma 2.4. The Jacobian ∂(F,G)
∂(ρ0,ω)
has rank 2 at (ρ∗0, 0, ω
∗). Corre-
spondingly, by the implicit function theorem there are smooth functions
ρ0(ρ1) and ω(ρ1) such that
F (ρ0(ρ1), ρ1, ω(ρ1)) = G(ρ0(ρ1), ρ1, ω(ρ1)) = 0,
which are defined for ρ1 in a small neighborhood of 0 and such that
(2.8)
ρ0(ρ1) = ρ
∗
0 +
ρ′′0(0)
2
ρ21 + o(ρ
2
1),
ω(ρ1) = ω
∗ +
ω′′(0)
2
ρ21 + o(ρ
2
1).
We have
(2.9)
ω′′(0) = 20(ρ∗0)
2 5〈ψ40, ψ21〉2 − 〈ψ60, 1〉〈ψ20, ψ41〉
5〈ψ40, ψ21〉 − 〈ψ60, 1〉
+O((ρ∗0)
8) > 0,
ρ′′0(0) =
5
ρ∗0
〈ψ40, ψ21〉 − 〈ψ20, ψ41〉
5〈ψ40, ψ21〉 − 〈ψ60, 1〉
+O((ρ∗0)
5).
Proof. We have
∂ρ0F (ρ0, ρ1, ω) = −ω0 + ω − 5〈ψ0, (ρ0ψ0 + ρ1ψ1
+η(ρ0, ρ1, ω))
4(ψ0 + ∂ρ0η(ρ0, ρ1, ω))〉.
For ρ1 = 0 and ω = ω(ρ0) (see (2.3)), we get
(2.10)
∂ρ0F = −ω0 + ω − 5ρ40〈ψ0, (ψ0 + ρ40η0)4(ψ0 + ρ40η1)〉
= −ω0 + ω − 5ρ40〈ψ60, 1〉+O(ρ80) = −4ρ40〈ψ60, 1〉+O(ρ80).
We have
∂ωF = ρ0 − 5〈ψ0, (ρ0ψ0 + ρ1ψ1 + η(ρ0, ρ1, ω))4∂ωη(ρ0, ρ1, ω))〉.
For ρ1 = 0, we get
(2.11) ∂ωF = ρ0 − 5ρ90〈ψ0, (ψ0 + ρ40η0)4∂ωη0)〉 = ρ0 +O(ρ90).
For ρ1 = 0 we already know from (2.5) that
G = −ω1 + ω − 5ρ40
〈
ψ1, (ψ0 + ρ
4
0η0)
4(ψ1 + ρ
4
0η1)
〉
.
So,
(2.12) ∂ρ0G = −20ρ30〈ψ40, ψ21〉+O(ρ70) , ∂ωG = 1 +O(ρ80).
Then the Jacobian matrix ∂(F,G)
∂(ρ0,ω)
at (ρ0, 0, ω(ρ0)) is
(2.13)
( −4ρ40〈ψ60, 1〉+O(ρ80) ρ0 +O(ρ90)
−20ρ30〈ψ40, ψ21〉+O(ρ70) 1 +O(ρ80)
)
,
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with inverse matrix
(2.14)
M =
(4ρ40)
−1
5〈ψ40, ψ21〉 − 〈ψ60, 1〉+O(ρ40)
×(
1 +O(ρ80) −ρ0 +O(ρ90)
20ρ30〈ψ40, ψ21〉+O(ρ70) −4ρ40〈ψ60, 1〉+O(ρ80)
)
.
We see below that ∂ρ1F = ∂ρ1G = 0 at ρ1 = 0. This implies immedi-
ately ω′(0) = ρ′0(0) = 0. We have
∂ρ1F
∣∣
ρ1=0
= −5〈ψ0, (ρ0ψ0 + ρ1ψ1 + η)4(ψ1 + ∂ρ1η)〉
∣∣
ρ1=0
= −5〈ψ0, (ρ0ψ0 + ρ50η)4(ψ1 + ρ40η1)〉 = 0,
where the last equality is due to the fact that ψ1 + ρ
4
0η1 is odd and the
other factors are even. We have
∂2ρ1F
∣∣
ρ1=0
=
− 5〈ψ0, 4(ρ0ψ0 + ρ1ψ1 + η)3(ψ1 + ∂ρ1η)2
+ (ρ0ψ0 + ρ1ψ1 + η)
4∂2ρ1η〉
∣∣
ρ1=0
= −5〈ψ0, 4(ρ0ψ0 + ρ50η0)3(ψ1 + ρ40η1)2 + (ρ0ψ0 + ρ50η0)42ρ30η2〉
= −20ρ30〈ψ40, ψ21〉+O(ρ70).
To show that ∂ρ1G
∣∣
ρ1=0
= 0 and compute ∂2ρ1G
∣∣
ρ1=0
, we use the el-
ementary fact that for two smooth functions f(x) = xg(x) we have
g(0) = f ′(0), g′(0) = 1
2
f ′′(0) and g′′(0) = 1
3
f ′′′(0). Hence, calculating
as above,
∂ρ1G
∣∣
ρ1=0
= −1
2
∂2ρ1
∣∣
ρ1=0
〈
ψ1, (ρ0ψ0 + ρ1ψ1 + η)
5
〉
=
− 5
2
〈
ψ1, 4(ρ0ψ0 + ρ
5
0η0)
3(ψ1 + ρ
4
0η1)
2 + (ρ0ψ0 + ρ
5
0η0)
42ρ30η2)
〉
= 0,
with the last equality due to the fact that we are integrating an odd
function. Then,
∂2ρ1G
∣∣
ρ1=0
=
− 5
3
∂ρ1
∣∣
ρ1=0
〈
ψ1, 4(ρ0ψ0 + ρ1ψ1 + η)
3(ψ1 + ∂ρ1η)
2
+(ρ0ψ0 + ρ1ψ1 + η)
4∂2ρ1η
〉
= −5
3
〈ψ1, 12(ρ0ψ0 + ρ50η0)2(ψ1 + ρ40η1)3 + (ρ0ψ0 + ρ50η0)46ρ20η3
+ 12(ρ0ψ0 + ρ
5
0η0)
3(ψ1 + ρ
4
0η1)2ρ
3
0η2〉
= −20ρ20〈ψ20, ψ41〉+O(ρ60).
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Hence we get, using M the matrix in (2.14) and the implicit differen-
tiation formula y′ = −g−1y gx for g(x, y) = 0, and y′′ = −g−1y gxx when
gx = 0, gy invertible,(
ρ′′0(0)
ω′′(0)
)
= 20M
(
ρ30〈ψ40, ψ21〉+O(ρ70)
ρ20〈ψ20, ψ41〉+O(ρ60)
)
=
5
5〈ψ40, ψ21〉 − 〈ψ60, 1〉+O(ρ60)
×
(
ρ−10 (〈ψ40, ψ21〉 − 〈ψ20, ψ41〉) +O(ρ30)
4ρ20(5〈ψ40, ψ21〉2 − 〈ψ60, 1〉〈ψ20, ψ41〉) +O(ρ60)
)
.

2.3. The stability of the asymmetric ground states. We focus
on
φω(ρ1) = ρ0(ρ1)ψ0 + ρ1ψ1 + η(ρ0(ρ1), ρ1, ω(ρ1)),
the asymmetric ground states. Following [KKSW], we prove now that
they are orbitally stable, that is for any such fixed ω = ω(ρ1) and for
any ε > 0 there is δ > 0 such that for u0 ∈ H1(R) such that
sup
γ∈R
‖u0 − eiγφω‖H1 < δ
and for u(t) the solution of (1.1) we have that u(t) is globally defined
and
sup
t,γ∈R
‖u(t)− eiγφω‖H1 < ε.
Set
q(ω) = ‖φω‖2L2
and consider the pair of operators
(2.15)
L+(ω) = −∂2x + V + ω − 5φ4ω and L−(ω) = −∂2x + V + ω − φ4ω.
The proof of the orbital stability of asymmetric ground states is ob-
tained in two steps. The second step is the following well known result,
see [W], which in particular says that the  and the δ in the definition
of orbital stability can be here taken to be about of the same value.
For the proof, see [Cu3].
Theorem 2.5. Given the hypotheses and conclusions of Lemma 2.6
below, there ∃ 0 > 0 and A0(ω) > 0 s.t.  ∈ (0, 0) and
‖u(0, x)− φω‖H1 < 
imply for the corresponding solution
inf{‖u(t, x)− eiγφω(x)‖H1x(R) : γ ∈ R} < A0(ω).
10 SCIPIO CUCCAGNA AND JEREMY L. MARZUOLA
The first step to prove the orbital stability of asymmetric ground
states is the following
Lemma 2.6. Consider the asymmetric ground states discussed in Sub-
section 2.2 for ω > ω∗. Then, for ω sufficiently close to ω∗ the following
two statements are true.
(1) We have d
dω
q(ω) > 0.
(2) For ω = ω(ρ1) the set of eigenvalues of L+(ω) is given by
σd(L+(ω)) = {−µ0(ρ1), µ1(ρ1)}, where
µ0(ρ1) ≥ 4(ρ∗0)4〈ψ60, 1〉+O((ρ∗0)8)
and µ1(ρ1) > 0 with µ1(ρ1) ≈ (ρ∗0)2ρ21.
Proof. We have
d
dρ1
q(ω) =
d
dρ1
(ρ20 + ρ
2
1) +
d
dρ1
〈η, η〉 = 2ρ1(1 +O(ρ0))
+
d
dρ1
(ρ100 〈η0, η0〉+ ρ80ρ21〈η1, η1〉+ 2ρ80ρ21〈η0, η2〉+O(ρ31))
= 2ρ1(1 +O(ρ0)) +O(ρ21).
We have d
dρ1
ω = ω′′(0)ρ1 + O(ρ21) where ω
′′(0) > 0 by (2.9) and (1.3).
Claim (1) follows from
d
dω
q(ω) =
dρ1
dω
d
dρ1
q(ω) =
2ρ1(1 +O(ρ0))
ω′′(0)ρ1 +O(ρ21)
=
2
ω′′(0)
(1 +O(ρ0)) > 0.
We consider the second claim. First of all, by (2.15) and by the fact that
φ4ω is small, we know by general arguments that σd(L+(ω)) is formed
by two eigenvalues, the same number of σd(−∂2x + V + ω) (recall also
that in dimension 1 the eigenvalues have always multiplicity 1). Since
〈ψ0, L+(ω)ψ0〉 = 〈ψ0, (−∂2x + V + ω)ψ0〉 − 5〈ψ20, φ4ω〉
= ω − ω0 − 5〈ψ20, (ρ0ψ0 + ρ1ψ1 + η)4〉.
At ω = ω∗, ρ = ρ∗ and ρ1 = 0, by (2.3) we obtain
〈ψ0, L+(ω)ψ0〉 = ω∗ − ω0 − 5〈ψ20, (ρ∗0ψ0 + (ρ∗0)5η0)4
= −4(ρ∗0)4〈ψ60, 1〉+O((ρ∗0)8) < 0.
This means that L+(ω
∗) has at least one negative eigenvalue. By conti-
nuity for ω > ω∗ close to ω∗, L+(ω) has at least one negative eigenvalue,
which we denote by −µ0(ρ1). We now start the discussion on µ1(ρ1).
We claim that
(2.16) L+(ω
∗)(ψ1 + (ρ∗0)
4η1(ρ
∗
0, ω
∗)) = 0.
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Starting by L+(ω)∂ωφω = −φω and by Lemma 2.7 below, we get
L+(ω)∂ωφω =
L+(ω)
ω′′(0)ρ1 +O((ρ1)2)
(ψ1 + ρ
4
0η1(ρ0, ω) +O(ρ1)) = −φω.
Multiplying the equations by ρ1 and letting ρ1 ↘ 0 we obtain (2.16).
This implies that for small ρ1 the eigenvalue problem L+(ω)g = µg
admits a small solution µ = µ1(ρ1) with µ1(0) = 0. There is a unique
solution L+(ω)g = µg of the form g = α0ψ0 + ψ1 + ξ, where ξ =
Pcg, µ = µ1 and g are functions of ρ1. The expression L+(ω)g = µg
is equivalently expressed as follows considering a Lyapunov Schmidt
reduction as in §5 in [KKSW]:
(2.17)
〈ψ0, L+(ω)(α0ψ0 + ψ1 + ξ)〉 = µα0 ,
〈ψ1, L+(ω)(α0ψ0 + ψ1 + ξ)〉 = µ ,
(−∂2x + V + ω − µ)ξ = 5Pcφ4ω(α0ψ0 + ψ1 + ξ) .
We set ξ∗ = (ρ∗0)
4η∗1, where η
∗
j = ηj(ρ
∗
0, ω
∗). We have
(2.18)
(
ω − ω0 − µ− 5〈φ4ω, ψ20〉
)
α0 = 5〈φ4ω, ψ0(ψ1 + ξ)〉.
By (2.16) we know α0(ρ1)|ρ1=0 = 0. At ρ1 = 0 we have for ω = ω
∗
(2.19)(
ω − 5〈φ4ω, ψ20〉
)
α′0 = 20〈φ3ω(ψ1 + ξ∗), ψ0(ψ1 + ξ∗)〉+ 5〈φ4ω, ψ0∂ρ1ξ〉.
At ρ1 = 0, from (2.17) and from ω
′(0) = 0, see (2.8), we get
(2.20)
∂ρ1ξ = 5RV (−ω∗)
[
4φ3ω∗(ψ1 + ξ∗)
2 + φ4ω∗α
′
0ψ0 + φ
4
ω∗∂ρ1ξ
]
+ µ′(0)RV (−ω∗)ξ∗
for RV (z) = (−∂2x + V − z)−1. We have
(2.21) µ = ω − ω1 − 5α0〈φ4ω, ψ0ψ1〉 − 5〈φ4ω, ψ1(ψ1 + ξ)〉.
Then, (2.20) and (2.21) imply µ′(0) = 0. Indeed, at ρ1 = 0 we have
ω′(0) = α0(0) = 0, hence we see
µ′(0) = −5α′0〈φ4ω∗ , ψ0ψ1〉 − 20〈φ3ω∗ , ψ1(ψ1 + ξ∗)2〉−
5〈φ4ω∗ , ψ1∂ρ1ξ〉 = −5〈φ4ω∗ , ψ1∂ρ1ξ〉 = −5µ′(0)〈φ4ω∗ , ψ1RV (−ω∗)ξ∗〉.
Since in (2.20) we have µ′(0) = 0 and by the fact that the resolvent
RV (z) preserves the spaces of even (resp. odd) functions, we conclude
that ∂ρ1ξ|ρ1=0 is even. We also have the estimate
‖∂ρ1ξ|ρ1=0‖L∞ ≤ C(ρ∗0)3 + C(ρ∗0)4α′0(0).
This and (2.19) yield(−4〈ψ60, 1〉(ρ∗0)4 +O((ρ∗0)7))α′0(0) = 20(ρ∗0)3〈ψ40, ψ21〉+O((ρ∗0)5)
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and so α′0(0) = −4(ρ∗0)−1 〈ψ
4
0 ,ψ
2
1〉
〈ψ60 ,1〉 +O(ρ
∗
0). We have
(2.22)
µ′′(0) = ω′′(0)− 40α′0(0)〈φ3ω(ψ1 + ξ∗), ψ0ψ1〉
− 20〈φ3ω∂2ρ1φω, ψ1(ψ1 + ξ∗)〉 − 60〈φ2ω, (ψ1 + ξ∗)3ψ1〉
− 40〈φ3ω(ψ1 + ξ∗), ψ1∂ρ1ξ〉 − 5〈φ4ω, ψ1∂2ρ1ξ〉.
Proceeding as above, |α′′0(0)| ≤ C(ρ∗0)−2 and ‖∂2ρ1ξ|ρ1=0‖L∞ ≤ C. The
terms in the second and third lines of (2.22) are O((ρ∗0)
3). As a result,
(2.23)
µ′′(0) = 20(ρ∗0)
2 5〈ψ40, ψ21〉2 − 〈ψ60, 1〉〈ψ20, ψ41〉
5〈ψ40, ψ21〉 − 〈ψ60, 1〉
+ 160(ρ∗0)
2 〈ψ40, ψ21〉2
〈ψ60, 1〉
− 60(ρ∗0)2〈ψ20, ψ41〉+O((ρ∗0)3) > 0
by (1.2)–(1.3). 
Lemma 2.7. At ρ1 = 0 for the asymmetric branch we have the expan-
sion
(2.24)
∂ωφω = O(ρ1) +
1
ω′(ρ1)
(ψ1 + (ρ
∗
0)
4η1(ρ
∗
0, ω
∗))+
ρ′′0(0)
ω′′(0)
(ψ0 + 5(ρ
∗
0)
4η0(ρ
∗
0, ω
∗)) + (ρ∗0)
5∂ωη0(ρ
∗
0, ω
∗).
Proof. By Lemma 2.1 we have the following formula which follows from
∂ωφω =
1
dω
dρ1
∂ρ1(ρ0(ρ1)ψ0 + ρ1ψ1 + η(ρ0(ρ1), ρ1, ω(ρ1)))
=
1
ω′
(ψ1 + ρ
4
0η1(ρ0, ω) + ρ
′
0(ψ0 + 5ρ
4
0η0) + ω
′ρ50∂ωη0 +O(ρ
2
1)).
We the use Lemmas 2.4. 
3. The discrete spectrum of the linearization
Consider the operators
(3.1) Lω =
(
0 L−(ω)
−L+(ω) 0
)
and J =
(
0 1
−1 0
)
.
Lemma 3.1. We have σd(Lω∗) = 0. For {} meaning span, we have
(3.2)
kerLω∗ = {e1(ω∗), e2(ω∗)} with e1(ω) =
(
0
φω
)
, e2(ω
∗) =
(
β
0
)
,
where we set β = ψ1 + (ρ
∗
0)
4η∗1. The generalized kernel is
(3.3) Ng(Lω∗) = {ej(ω∗) : j = 1, ...4}
INSTABILITY OF APPROXIMATE PERIODIC SOLUTIONS FOR NLS 13
with
e3(ω
∗) =
(
α
0
)
, e4(ω
∗) =
(
0
γ
)
,
where φω∗ = L+(ω
∗)α and β = L−(ω∗)γ . We have that α(x) is an
even function, while β(x) and γ(x) are odd functions.
Proof. The relation (3.2) follows by the fact that 0 is an eigenvalue of
L−(ω) and L+(ω∗). The equations φω∗ = L+(ω∗)α and β = L−(ω∗)γ
admit solutions because 〈φω∗ , β〉 = 0, since φω∗ is even and β odd. In
fact α coincides with the second line of formula (2.24). We conclude
that Ng(Lω∗) contains the rhs of (3.3) and so dimNg(Lω∗) ≥ 4. To see
that they are equal it is enough to check that dimNg(Lω∗) ≤ 4. Lω∗ is
a small perturbation of J(−∂2x + V + ω∗) which has 4 eigenvalues, all
close to 0. This implies dimNg(Lω∗) ≤ 4. 
Lemma 3.2. Let ω > ω∗. Then σd(Lω) = {0, iλ(ω),−iλ(ω)} with
λ(ω) > 0 a simple eigenvalue.
Proof. We know that dimNg(Lω) = 2, with Ng(Lω) = {e1(ω), e2(ω)}
with e1(ω) as in Lemma 3.1 and with (e2(ω))
T = (ρ1∂ωφω, 0). Let D be
a small disk containing the origin in its interior. We know that Lω−Lω∗
is continuous in ω with values in the space of bounded operators from
L2(R) in itself with the uniform topology, and that Lω∗ has exactly 4
eigenvalues inside D (in fact just 1 with algebraic multiplicity 4) and
that ∂D is in the resolvent set of Lω∗ . Then,
σd(Lω) ∩D = {0, iλ(ω),−iλ(ω)}
follows by the fact that σd(Lω) is symmetric with respect to the coor-
dinate axes and 0 has algebraic multiplicity 2 for Lω, as we reminded
above, and that the two eigenvalues cannot lie in R (since we know
that the φω for ω > ω
∗ are orbitally stable).
By standard arguments in perturbation theory, exploiting only
|φµ(x)| ≤ Ce−a|x|
for a > 0 and C > 0 fixed and for both µ = ω∗, ω, it is possible to
prove that
σd(Lω) ∩ (C\D)
is empty for ω close enough to ω∗. Specifically, and quite informally,
elements of
σd(Lω) ∩ (C\D)
could originate by singularities of (Lω∗ − z)−1 on a second sheet of the
Riemann surface where it is defined, or by the points ±iω∗ if 0 was a
resonance of −∂2x + V . But the latter is excluded by hypothesis and
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the former can be ruled out for ω close enough to ω∗. We skip the
details: the analysis at the endpoints is similar to material in [Cu4];
the analysis of the eigenvalues coming from the second sheet can be
derived from [CPV] . 
Lemma 3.3. Consider for ω > ω∗ the eigenvalue from Lemma 3.2
with λ(ω) > 0. Let ω > ω∗, then there exists a fixed C > 0 such that
λ(ω(ρ1)) > Cρ1ρ
∗
0.
Proof. We recall that if LωU = iλU and UT = (u, v), then
L−(ω)L+(ω)u = λ2u.
Then, 〈u, φω〉 = 0 and one can define f = (L−(ω))− 12u which is s.t.
(L−(ω))
1
2L+(ω)(L−(ω))
1
2f = λ2f.
Since one can proceed backwards, we have
λ2 = min
〈g,φω〉=0
〈(L−(ω)) 12L+(ω)(L−(ω)) 12 g, g〉
‖g‖2L2
≥
min
〈f,φω〉=0
〈L+(ω)f, f〉
‖f‖2L2
min
〈g,φω〉=0
〈L−(ω)g, g〉
‖g‖2L2
.
We prove now that
(3.4) min
〈f,φω〉=0
〈L+(ω)f, f〉
‖f‖2L2
> C1(ρ
∗
0)
2ρ21.
Let ‖f‖2L2 = 1 and φ = φω. Let L+(ω)χj = (−)j+1µjχj for j = 0, 1
with ‖χj‖L2 = 1. For a function g, let gj = 〈g, χj〉 and let gc =
‖Pc(L+(ω))g‖L2 , where (only for this proof)
Pcg := g − g0χ0 − g1χ1.
Then,
〈L+(ω)f, f〉 ≥ −µ0f 20 + µ1f 21 + ωf 2c =: F (f0, f1, fc).
We will prove then that, subject to the constraints in the last two
lines of (3.5) below, we have F > C2ρ1ρ
∗
0. Since F is continuous for the
strong and weak topology in L2, there exists a constrained minimizer.
This implies that, for a and b Lagrange multipliers, we have:
(3.5)
2(ω − a)Pcf = bPcφ,
−2µ0f0 = 2af0 + bφ0,
2µ1f1 = 2af1 + bφ1,
f 20 + f
2
1 + f
2
c = 1,
f0φ0 + f1φ1 + 〈Pcf, Pcφ〉 = 0.
INSTABILITY OF APPROXIMATE PERIODIC SOLUTIONS FOR NLS 15
For Pcφ and Pcf proportional to each other, the last equation in (3.5) is
the same as f0φ0+f1φ1+fcφc = 0. If Pcφ and Pcf are not proportional,
then b = 0 and ω = a. Then (ω + µ0)f0 = 0 implies f0 = 0 since
ω + µ0 > 0. Given (ω − µ1)f0 = 0, we have f1 = 0 since µ1 = O(ρ21)
while ω > ω∗ > 0. Then, fc = 1 with F = ω, which is clearly the
maximum value, and not the minimum. Hence we can assume that Pcφ
and Pcf are proportional. Then we minimize F under the constraint
(3.6)
f 20 + f
2
1 + f
2
c = 1,
f0φ0 + f1φ1 + fcφc = 0.
Notice that the plane can be parametrized by f0 = φ1u + φcv, f1 =
−φ0u, fc = −φ0v. Then,
(3.7)
F (φ1u+ φcv,−φ0u,−φ0v) = −µ0(φ1u+ φcv)2 + µ1φ20u2 + ωφ20v2
= (−µ0φ21 + µ1φ20)u2 + (−µ0φ2c + ωφ20)v2 − 2µ0φ1φcuv.
This is a quadratic form in (u, v) with eigenvalues, x, the roots of
(3.8)
(x− (−µ0φ21 + µ1φ20))(x− (−µ0φ2c + ωφ20))− µ20φ21φ2c
= x2 − (−µ0φ21 + µ1φ20 − µ0φ2c + ωφ20)x+
+ (−µ0φ21 + µ1φ20)(−µ0φ2c + ωφ20)− µ20φ21φ2c = 0.
We have
(3.9) − µ0φ21 + µ1φ20 − µ0φ2c + ωφ20 = ω0(ρ∗0)2 + o((ρ∗0)2)
and
(3.10)
− µ0ωφ21φ20 − µ0µ1φ2cφ20 − µ20φ21φ2c + µ20φ21φ2c + µ1ωφ40
= (µ1ωφ
2
0 − µ0ωφ21 − µ0µ1φ2c)φ20.
We claim that (3.10)≈ ω0(ρ∗0)6ρ21. This and (3.9) imply that the polyno-
mial in (3.8) has both roots positive, one about ω0(ρ
∗
0)
2 and the other
about (ρ∗0)
4ρ21. Then, the minimum of (3.7) for u
2 + v2 = 1 is about
(ρ∗0)
4ρ21. Since f
2
0 + f
2
1 + f
2
c = 1 implies u
2 + v2 ≈ (ρ∗0)−2, it follows that
the minimum of F is > C(ρ∗0)
2ρ21 for a fixed C.
To show (3.10)≈ ω0(ρ∗0)4ρ21, we observe that since L+(ω) = L−(ω)−
4φ4ω, we have µ0 ≤ 4‖φω‖4∞ ≤ Cρ40 for a fixed C. Then, the claim
follows from
|(3.10)| ≥ φ20(ωµ1φ20 − Cωρ40ρ21 − Cρ40µ1φ2c)
> φ20µ1(
1
2
ωφ20 − Cρ40φ2c) >
1
3
φ40µ1ω,
where we exploit φ1 = O(ρ1), φ0 ≈ ρ0, φc = O(ρc) and µ1 ≈ ρ20ρ21 
ρ40ρ
2
1. Then |(3.10)| & ρ60ρ21. 
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4. Set up for Theorem 1.2 and dispersion for the
linearization
Theorem 1.2 is a consequence of [Cu3]. Notice that since the lin-
earization has just one pair of nonzero eigenvalues, the hamiltonian set
up in [Cu1] is unnecessary, and the theory in [Cu3, CM] is adequate.
We recall that due to absence of the endpoint Strichartz estimate in
1 D, the theory requires some adequate surrogate. This for 1 D was
provided by Mizumachi [M]. The theory in [M] though, is more compli-
cated then necessary. The simplifications were provided in [Cu3, CT].
Subsequent papers like [KPS, PS] return to more complicated approach
[M]. So, even though Theorem 1.2 is a direct consequence of [Cu3], we
will take the opportunity to state the various steps of the proof, in
order also to point out the points in [M] and in [PS] which can be
simplified.
Recall the ansatz
(4.1) u(t, x) = eiΘ(t)(φω(t)(x) + r(t, x)) , Θ(t) =
∫ t
0
ω(s)ds+ γ(t).
Inserting the ansatz into the NLS (1.1) we get
irt = −rxx + V r + ω(t)r − 3φ4ω(t)r − φ4ω(t)r
+ γ˙(t)φω(t) − iω˙(t)∂ωφω(t) + γ˙(t)r +O(r2).
We set tR = (r, r¯), tΦ = (φω, φω) (using a different frame from the one
in §3 and we rewrite the above equation as
(4.2) iRt = HωR + σ3γ˙R + σ3γ˙Φ− iω˙∂ωΦ +O(R2)
where:
(4.3)
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 i
−i 0
)
, σ3 =
(
1 0
0 −1
)
;
Hω,0 = σ3(−∂2x + V + ω), Vω = −3σ3
[
φ4ω
]
+ 2iφ4ωσ2;
Hω = Hω,0 + Vω.
We know that 0 is an isolated eigenvalue of Hω, dimNg(Hω) = 2. We
have
Hωσ3Φω = 0, Hω∂ωΦω = −Φω.
Since H∗ω = σ3Hωσ3, we have Ng(H
∗
ω) = span{Φω, σ3∂ωΦω}. Let ξ(ω)
be a real eigenfunction with eigenvalue λ(ω). Then we have
Hωξ(ω) = λ(ω)ξ(ω), Hωσ1ξ(ω) = −λ(ω)σ1ξ(ω).
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Notice that 〈ξ, σ3ξ〉 > 0 since 〈σ3Hω·, ·〉 is positive definite on N⊥g (H∗ω).
For ω ∈ O, we have the Hω-invariant Jordan block decomposition
L2(R,C2) = Ng(Hω)⊕
(⊕± N(Hω ∓ λ(ω)))⊕ L2c(Hω),(4.4)
where L2c(Hω) := {Ng(H∗ω)⊕ (⊕±N(H∗ω ∓ λ(ω))}⊥ . Correspondingly,
we set
R(t) = z(t)ξ(ω(t)) + z(t)σ1ξ(ω(t)) + f(t),(4.5)
R(t) ∈ N⊥g (H∗ω(t)) and f(t) ∈ L2c(Hω(t)).(4.6)
There is a Taylor expansion at R = 0 of the nonlinearity O(R2) in
(4.2) with Rm,n(ω, x) and Am,n(ω, x) real vectors and matrices rapidly
decreasing in x: O(R2) =∑
2≤m+n≤2N+1
Rm,n(ω)z
mz¯n +
∑
1≤m+n≤N
zmz¯nAm,n(ω)f +O(f
2 + |z|2N+2).
Then,
(4.7)
ift =
(
Hω(t) + σ3γ˙
)
f + σ3γ˙Φ(ω)− iω˙∂ωΦ(t) + (zλ(ω)− iz˙)ξ(ω)
− (z¯λ(ω) + i ˙¯z)σ1ξ(ω) + σ3γ˙(zξ + z¯σ1ξ)− iω˙(z∂ωξ + z¯σ1∂ωξ)
+
∑
2≤m+n≤2N+1
zmz¯nRm,n(ω) +
∑
1≤m+n≤N
zmz¯nAm,n(ω)f+
+O(f 2) +Oloc(|z2N+2|),
where by Oloc we mean that the there is a factor χ(x) rapidly decaying
to 0 as |x| → ∞. Taking inner products of the equation with the
generators of Ng(H
∗
ω) and of ker(H
∗
ω − λ), we obtain modulation and
discrete modes equations (q′(ω) := d‖φω‖
2
2
dω
):
(4.8)
iω˙q′(ω) = 〈X ,Φ〉 , γ˙q′(ω) = 〈X , σ3∂ωΦ〉 , iz˙ − λ(ω)z = 〈X , σ3ξ〉 ,
X := σ3γ˙(zξ + z¯σ1ξ)− iω˙(z∂ωξ + z¯σ1∂ωξ) +
2N+1∑
m+n=2
zmz¯nRm,n(ω)
+
(
σ3γ˙ + iω˙∂ωPc +
N∑
m+n=1
zmz¯nAm,n(ω)
)
f +O(f 2) +Oloc(|z2N+2|).
We now go through the dispersive estimates. The proofs are in [Cu3].
We call admissible a pair (p, q) s.t.
(4.9) 2/p+ 1/q = 1/2 , p ≥ 4 , q ≥ 2.
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Theorem 4.1 (Strichartz estimates). For k = [0, 2] there exist positive
numbers C(ω, k, p) and C(ω, k, p1, p2) upper semicontinuous in their
arguments such that:
(a) for any f ∈ L2c(ω) and any admissible pair (p, q) with p > 4 we
have
(4.10) ‖e−itHωf‖LptWk,qx ≤ C‖f‖Hk ;
(b) for any g(t, x) ∈ S(R2) and any two admissible pairs (pj, qj) for
j = 1, 2 with pj > 4 we have
(4.11) ‖
∫ t
0
e−i(t−s)HωPc(ω)g(s, ·)ds‖Lp1t Wk,q1x ≤ C‖g‖Lp′2t Wk,q′2x .
In the case k = 0, we can include also case p = 4 in (4.10) and pj = 4
for any of j = 1, 2 in (4.11).
For the proof see [Cu3]. The case k > 0 requires interpolation.
The case k = 0 is like the one for e−it∂
2
x . Specifically, we can use
dispersive estimates, see [KS], and an appropriate version of the so
called TT ∗ argument. In particular, this yields the L4tL
∞
x bound, which
is not reached in [KS]. See [DMW] for how to extend such results
to Schro¨dinger operators, H, formed by singular perturbations of the
Laplacian with k ≤ 1.
Lemma 4.2. Fix τ > 3/2.
(1) There exists C = C(τ, ω), upper semicontinuous in ω such that for
any ε 6= 0,
‖RHω(λ+ iε)Pc(Hω)u‖L2λL2,−τx ≤ C‖u‖L2 .
(2) For any u ∈ L2,τx the following limits exist:
lim
↘0
RHω(λ± iε)u = R±Hω(λ)u in C0(σe(Hω), L2,−τx ).
(3) There exists C = C(τ, ω), upper semicontinuous in ω such that
‖R±Hω(λ)Pc(Hω)‖B(L2,τx ,L2,−τx ) < C〈λ〉−
1
2 .
(4) Given any u ∈ L2,τx we have
Pc(Hω)u =
1
2pii
∫
σe(Hω)
(R+Hω(λ)−R−Hω(λ))u dλ.
These are consequences of the fact that σe(Hω) does not contain
eigenvalues and that ±ω are not resonances, and of the theory on
plane waves and representation of the resolvent in [KS]. In fact, of
a much simpler version than [KS], due to the fact that Hω is a small
perturbation of σ3(−∂2x + V + ω).
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Claim (a) of the following smoothing lemma is a consequence of
Lemma 4.2 by [K], while (b) follows from (a) by duality.
Lemma 4.3. For any k, τ > 3/2, ∃ C = C(τ, k, ω) upper semicontin-
uous in ω such that:
(a) for any f ∈ S(R),
‖e−itHωPc(Hω)f‖L2tHk,−τx ≤ C‖f‖Hk .
(b) for any g(t, x) ∈ S(R2)∥∥∥∥∫
R
eitHωPc(Hω)g(t, ·)dt
∥∥∥∥
Hkx
≤ C‖g‖L2tHk,τx .
Lemma 4.4. For any k, τ > 3/2, ∃ C = C(τ, k, ω) as above such that
∀ g(t, x) ∈ S(R2)∥∥∥∥∫ t
0
e−i(t−s)HωPc(Hω)g(s, ·)ds
∥∥∥∥
L2tH
k,−τ
x
≤ C‖g‖L2tHk,τx .
Proof. To get this proof there is no need of Lemma 11 [M] or of the
analogous result, Lemma 2 in §7, in [PS]. We just use Plancherel and
Ho¨lder inequalities and (3) Lemma 4.2:
‖
∫ t
0
e−i(t−s)HωPc(Hω)g(s, ·)ds‖L2tL2,−τx ≤
≤ ‖R+Hω(λ)Pc(Hω)χ̂[0,+∞) ∗λ ĝ(λ, x)‖L2tL2,−τx ≤
≤
∥∥∥ ‖R+Hω(λ)Pc(Hω)‖B(L2,τx ,L2,−τx )‖χ̂[0,+∞) ∗λ ĝ(λ, x)‖L2,τx ∥∥∥L2λ
≤‖R+Hω(λ)Pc(Hω)‖L∞λ (R,B(L2,τx ,L2,−τx ))‖g‖L2tL2,τx ≤ C‖g‖L2tL2,τx .

Lemma 4.5. k and τ > 3/2 ∃ C = C(τ, k, ω) as above such that ∀
g(t, x) ∈ S(R2)∥∥∥∥∫ t
0
e−i(t−s)HωPc(Hω)g(s, ·)ds
∥∥∥∥
L∞t L2x∩L4t (R,Wk,∞x )
≤ C‖g‖L2tHk,τx .
Proof. For g(t, x) ∈ S(R2) set
Tg(t) =
∫ +∞
0
e−i(t−s)HωPc(Hω)g(s)ds.
Lemma 4.3 (b) implies f :=
∫ +∞
0
eisHωPc(ω)g(s)ds ∈ L2(R). Then
Lemma 4.5 is a direct consequence of [CK]. 
The following lemma can be proved in a way similar to Lemma B.1
[Cu3].
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Lemma 4.6. The following operators P±(ω) are well-defined:
P+(ω)u = lim
→0+
1
2pii
lim
M→+∞
∫ M
ω
[RHω(λ+ i)−RHω(λ− i)]udλ,
P−(ω)u = lim
→0+
1
2pii
lim
M→+∞
∫ −ω
−M
[RHω(λ+ i)−RHω(λ− i)]udλ.
For any M > 0 and N > 0 and for C = C(N,M,ω) upper semicontin-
uous in ω > ω∗, we have
‖(P+(ω)− P−(ω)− Pc(ω)σ3)f‖L2,M ≤ C‖f‖L2,−N .
5. Normal form expansion
Here we repeat the theory in [CM, Cu3] which is somewhat more
elementary than [Cu1], but still adequate in our setting.
We consider N ∈ N such that for any t ≥ 0, for ρ1(t) and for the
corresponding ω(t) := ω(ρ1(t)) and for λ(t) = λ(ω(ρ1(t))) we have
(5.1) Nλ(t) < ω(t) < (N + 1)λ(t).
Notice that λ(ω(ρ1))
ω(ρ1)
is for ρ1 ≥ 0 a continuous and strictly increasing
function, equal to 0 at ρ1 = 0. This means that for ρ1 > 0 small, it
has no values in N. By continuity and orbital stability, we can then
assume (5.1) for all t.
5.1. Changes of variables on f . For the N of (5.1) we consider
k = 1, 2, ...N and set f = fk for k = 1. The other fk are defined below.
In the ODE’s there will be error terms of the form
EODE(k) = O(|z|2N+2) +O(zN+1fk) +O(f 2k ) +O(|fk|5).
In the PDE’s there will be error terms of the form
EPDE(k) = Oloc(|z|N+2) +Oloc(zfk) +Oloc(f 2k ) +O(|fk|4fk).
In the right hand sides of the equations (2.3-4) we substitute γ˙ and ω˙
using the modulation equations. We repeat the procedure a sufficient
number of times until we can write for k = 1, f1 = f and q
′(ω) = d‖φω‖
2
2
dω
,
(5.2)
iω˙q′(ω) = 〈
2N+1∑
m+n=2
zmz¯nΛ(k)m,n(ω) +
N∑
m+n=1
zmz¯nA(k)m,n(ω)fk
+ EODE(k),Φ(ω)〉
iz˙ − λz = 〈 same as above , σ3ξ(ω)〉
i∂tfk = (Hω + σ3γ˙) fk + EPDE(k) +
∑
k+1≤m+n≤N+1
zmz¯nR(k)m,n(ω),
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with A
(k)
m,n, R
(k)
m,n and Λ
(k)
m,n(ω, x) real exponentially decreasing to 0 for
|x| → ∞ and continuous in (ω, x). Exploiting |(m − n)λ(ω)| < ω for
m+ n ≤ N , m ≥ 0, n ≥ 0, we define inductively fk with k ≤ N by
fk =
∑
m+n=k
zmz¯nΨm,n(ω) + fk−1 for Ψm,n(ω)
:= RHω((m− n)λ(ω))R(k−1)m,n .
Notice that if R
(k−1)
m,n (ω, x) is real exponentially decreasing to 0 for |x| →
∞, the same is true for Ψm,n(ω) by |(m − n)λ(ω)| < ω. By induction
fk solves the above equation with the above notifications.
We are now ready to state the result which directly implies Theorem
1.2.
Theorem 5.1. Assume (H1)–(H5). Let u be a solution of (1.1), U =
t(u, u), and let Ψm,n(ω) be as above. Then if 0 in Theorem 1.2 is
sufficiently small, there exist C1-functions ω(t) and θ(t), a constant
ω+ > ω
∗ such that we have supt≥0 |ω(t) − ω0| = O(), limt→+∞ ω(t) =
ω+ and we can write
U(t, x) =eiθ(t)σ3
(
Φω(t)(x) + z(t)ξ(ω(t)) + z(t)σ1ξ(ω(t))
)
+ eiθ(t)σ3
∑
2≤m+n≤N
Ψm,n(ω(t))z(t)
mz(t)
n
+ eiθ(t)σ3fN(t, x),
with ‖z(t)‖N+1
L2N+2t
+ ‖fN(t, x)‖L∞t H1x∩L5tW 1,10x ∩L4tL∞x ≤ C.
Furthermore, there exists f+ ∈ H1(R,C2) such that
(5.3) lim
t→+∞
∥∥∥eiθ(t)σ3fN(t)− eit∂2xσ3f+∥∥∥
H1
= 0.
Obviously the scattering result (5.3) holds also for t → −∞. We
do not prove this lemma explicitly, but we recall Lemma 4.3 in [Cu3]
which states:
Lemma 5.2. There are fixed constants C0 and C1 and 0 > 0 such that
for any 0 <  ≤ 0 if we have
(5.4) ‖z‖N+1
L2N+2t
≤ 2C0 & ‖fN‖L∞t H1x∩L5tW 1,10x ∩L4tL∞x ∩L2tH1,−2x ≤ 2C1,
then we obtain the improved inequalities
‖fN‖L∞t H1x∩L5tW 1,10x ∩L4tL∞x ∩L2tH1,−2x ≤ C1,(5.5)
‖z‖N+1
L2N+2t
≤ C0.(5.6)
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We sketch only the main steps of the proof. First of all we rewrite
the equation for fN . Set ω(0) := ω(ρ1(0)) and write
i∂tfN −
(
Hω(0) + σ3 (γ˙ + ω − ω(0))
)
fN =
∑
m+n=N+1
zmz¯nR(N)m,n(ω)
+ E˜PDE(N) where E˜PDE(N) := EPDE(N) + (Vω − Vω(0))fN .
It is easy to see that (5.5) for fN , which is the same of Pc(ω)fN ,
or for Pc(ω(0))fN , are equivalent. This because Pc(ω) − Pc(ω(0)) =
Pd(ω(0))−Pd(ω) is a small and smoothing operator. We then write for
ϕ(t) = ϕ = γ + ω − ω(0)
i∂tPc(ω(0))fN −
(
Hω(0) + ϕ (P+(ω(0))− P−(ω(0)))
)
Pc(ω(0))fN =∑
m+n=N+1
zmz¯nPc(ω(0))R
(N)
m,n(ω)+
Pc(ω(0))E˜PDE(N) + ϕ (P+(ω(0))− P−(ω(0))− Pc(ω(0))σ3) fN .
It turns out that the term in the second line is the main one of the rhs
and that the norms of fN in (5.5) can be controlled by ‖fN(0)‖H1 +
‖z‖N+1
L2N+2t
. In particular for E˜PDE(N) we refer to Lemma 4.5 [Cu3].
The very last term in the equation is controlled using the fact that ϕ
is small, Lemmas 4.4, 4.5 and 4.6.
5.2. A further change of variable in f . In the argument there is
need for a decomposition of fN , namely setting
(5.7) fN = −
∑
m+n=N+1
zmz¯nR+Hω(0)((m− n)λ)Pc(ω(0))R(N)m,n(ω) + g,
where if |Λ| < ω(0), we set R+Hω(0)(Λ) = RHω(0)(Λ). The function g
satisfies an equation of the form
i∂tPc(ω(0))g =
(
Hω(0) + ϕ(P+(ω(0))− P−(ω(0)))
)
Pc(ω(0))g+
+
∑
±
O(|z|N+1)R+Hω(0)(±(N + 1)λ(ω(0)))R± + Pc(ω(0))ÊPDE(N)
R+ := R
(N)
N+1,0, R− := R
(N)
0,N+1 and ÊPDE(N) := E˜PDE(N)+Oloc(z
N+1).
Lemma 5.3. Assume the hypotheses of Lemma 5.2. Then, there exists
a fixed C0 = C(ω(0)) such that for a fixed S sufficiently large
(5.8) ‖g‖L2tL2,−Sx ≤ C0+O(
2).
See Lemma 4.6 [Cu3].
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5.3. Change of ω and z. Consider now the equations of ω and z in
(5.2). Then, we have the following
Lemma 5.4. There is a change of variables
(5.9)
ω˜ = ω + q(ω, z, z¯) +
∑
1≤m+n≤N
zmz¯n〈fN , Amn(ω)〉,
ζ = z + p(ω, z, z¯) +
∑
1≤m+n≤N
zmz¯n〈fN , Bmn(ω)〉,
with p(ω, z, z¯) =
∑
pm,n(ω)z
mz¯n and q(z, z¯) =
∑
qm,n(ω)z
mz¯n polyno-
mials in (z, z¯) with real coefficients and O(|z|2) near 0, such that we
get for am(ω) real
(5.10)
i ˙˜ω = 〈EPDE(N),Φ〉
iζ˙ − λ(ω)ζ =
∑
1≤m≤N
am(ω)|ζ|2mζ + 〈EODE(N), σ3ξ〉
+ ζ
N〈A(N)0,N(ω)fN , σ3ξ〉.
Proof. The proof is elementary and goes as follows, see [CM] for details.
We consider recursively for ` = 0, ..., 2N with z0 = z equations
(5.11)
iz˙` − λz` =
∑
1≤l≤`
al,`(ω)|z`|2lz` +
∑
`+2≤m+n≤2N+1
zm` z
n
`α
(`)
m,n(ω)
+
∑
`+1≤m+n≤N
zm` z
n
` 〈A(`)m,n(ω), fN〉+ EODE(`)
with α
(`)
m,n(ω) ∈ R and A(`)m,n(ω) ∈ S(R3,R2). Suppose this holds for
` < 2N . Then set
z`+1 = z` +
∑
m+n=`+2
zm` z
n
` β
(`)
m,n(ω) +
∑
m+n=`+1
zm` z
n
` 〈B(`)m,n(ω), fN〉,
β(`)m,n(ω) :=
α
(`)
m,n(ω)
(m− 1− n)λ for m 6= n+ 1, β
(`)
n+1,n(ω) = 0,
B(`)m,n(ω) = −RH∗ω((m− 1− n)λ)A(`)m,n(ω) for ` < N ,
B(N)m,n(ω) = −RH∗ω((m− 1− n)λ)A(`)m,n(ω) for (m,n) 6= (0, N),
where B
(N)
0,N (ω) = 0 otherwise and B
(`)
m,n(ω) = 0 for ` > N . This yields
for ζ = z2N the desired result.
We substitute in the equation for ω in (5.2) (for k = N) z with
ζ inverting the second equation in (5.9). We consider recursively for
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` = 0, ..., 2N + 1 with Ω0 = ω equations
iΩ˙` =
∑
`+2≤m+n≤2N+1
zm` z
n
` γ
(`)
m,n(ω) +
∑
`+1≤m+n≤N
zm` z
n
` 〈Γ(`)m,n(ω), fN〉
+ EODE(`)
with γ
(`)
m,n(ω) ∈ R and Γ(`)m,n(ω) ∈ S(R3,R2). Suppose this holds for
` < 2N + 1. Then set
Ω`+1 = Ω` +
∑
m+n=`+2
zm` z
n
` δ
(`)
m,n(ω) +
∑
m+n=`+1
zm` z
n
` 〈∆(`)m,n(ω), fN〉,
δ(`)m,n(ω) :=
γ
(`)
m,n(ω)
(m− n)λ for m 6= n, δ
(`)
n,n(ω) = 0
∆(`)m,n(ω) = −RH∗ω((m− n)λ)Γ(`)m,n(ω) for ` ≤ N ,
∆
(`)
m,n(ω) = 0 for ` > N . This yields for ω˜ = Ω2N+1 the desired result.

By (5.4) we have ‖ ˙˜ω‖L1t = O(2).
Remark 5.5. Setting ω˜(t) ≡ ω˜(0), fN ≡ 0 and considering the equation
iζ˙ − λ(ω)ζ =
∑
1≤m≤N
am(ω)|ζ|2mζ
yields a finite dimensional approximation of the NLS. We do not check
here the time span when the solutions of this approximation are good
approximations of solutions of the full NLS. Nonetheless we recall that
in the literature, see for example [BP2, GS], are displayed solutions
of (5.10) s.t. approximately |ζ(t)| ≈ |ζ(0)|
(|ζ(0)|2N N Γ t+ 1) 12N , with this
approximation valid for t |ζ(0)|−2N .
6. The Fermi golden rule
Substituting in the equation for ζ the variable fN with (5.7) to get
iζ˙ − λ(ω)ζ =
∑
1≤m≤N
am(ω)|ζ|2mζ + 〈EODE(N), σ3ξ〉−
− |ζ|2Nζ〈A(N)0,N(ω)R+Hω(0)((N + 1)λ(ω(0)))Pc(ω0)R
(N)
N+1,0(ω), σ3ξ〉
+ ζ
N〈A(N)0,N(ω)g, σ3ξ〉
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with am, A
(N)
0,N and R
(N)
N+1,0 real. Set
Γ(ω, ω(0)) = Im
(
〈A(N)0,N(ω)R+Hω(0)((N + 1)λ(ω(0))
×Pc(ω(0))R(N)N+1,0(ω)σ3ξ(ω)〉
)
= pi〈A(N)0,N(ω)δ(Hω(0) − (N + 1)λ(ω(0)))Pc(ω(0))R(N)N+1,0(ω)σ3ξ(ω)〉.
Now we assume the following:
(H5) There is a fixed constant Γ > 0 such that |Γ(ω, ω)| > Γ.
It is then easy to see, for example Corollary 4.7 [Cu3], that in fact
Γ(ω, ω) > Γ, but we will not use this here. By continuity, we can
assume |Γ(ω, ω(0))| > Γ/2. Then, we write
d
dt
|ζ|2
2
= −Γ(ω, ω(0))|ζ|2N+2 + Im
(
〈A(N)0,N(ω)fN+1, σ3ξ(ω)〉ζ
N+1
)
+ Im
(〈EODE(N), σ3ξ(ω)〉ζ) .
For A0 an upper bound of the constants A0(ω) of Theorem 2.5, we get
Γ
2
‖ζ‖2N+2
L2N+2t
≤ A02 + 2c(ω(0))‖ζ‖N+1L2N+2t + o(
2).
Then we can pick C0 = 2(A0 + 2c(ω(0) + 1))/Γ in Lemma 5.2 and this
proves that (5.4) implies (5.6). Furthermore ζ(t) → 0 since d
dt
ζ(t) =
O(), again see [Cu3] for more in depth discussion.
Appendix A. Finite Dimensional Dynamics
We plug the ansatz
u(x, t) = c0(t)ψ0 + c1ψ1 +R(x, t)
into (1.1), where
Hψj = (−∂2x + V )ψj
= −ωjψj
for j = 0, 1. As a result, we have the equation
ic˙0ψ0 + ic˙1ψ1 + iRt(x, t) = −ω0c0ψ0 − ω1c1ψ1 +HR
−|c0ψ0 + c1ψ1 +R|4(c0ψ0 + c1ψ1 +R).
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The nonlinear contribution is then given by
(c0ψ0+c1ψ1)
3(c¯0ψ0 + c¯1ψ1)
2 +O(R) =
(c30ψ
3
0+3c
2
0c1ψ
2
0ψ1 + 3c0c
2
1ψ0ψ
2
1 + c
3
1ψ
3
1)(c¯
2
0ψ
2
0 + 2c¯0c¯1ψ0ψ1 + c¯
2
1ψ
2
1)
+O(R) =
(c30c¯
2
0)ψ
5
0+(3c
2
0c¯
2
0c1 + 2c
3
0c¯0c¯1)ψ
4
0ψ1 + (3c0c¯
2
0c
2
1 + 6c
2
0c¯0c1c¯1
+c30c¯
2
1)ψ
3
0ψ
2
1 + (c¯
2
0c
3
1 + 6c0c¯0c
2
1c¯1 + 3c
2
0c1c¯
2
1)ψ
2
0ψ
3
1
+(2c¯0c
3
1c¯1 + 3c0c
2
1c¯
2
1)ψ0ψ
4
1 + (c
3
1c¯
2
1)ψ
5
1 +O(R).
Projecting onto ψ0 and ψ1 respectively and for now ignoring com-
ponents with dependence upon R (see [MW]), we arrive at the finite
dimensional Hamiltonian system of equations given
iρ˙0〈ψ0, ψ0〉 = −ω0ρ0〈ψ0, ψ0〉 − ρ30ρ¯20〈ψ50, ψ0〉
−(3ρ0ρ¯20ρ21 + 6ρ20ρ¯0ρ1ρ¯1 − ρ30ρ¯21)〈ψ40, ψ21〉
−(2ρ¯0ρ31ρ¯1 + 3ρ0ρ21ρ¯21)〈ψ20, ψ41〉,
iρ˙1〈ψ1, ψ1〉 = −ω1ρ1〈ψ1, ψ1〉 − ρ31ρ¯21〈ψ51, ψ1〉
−(3ρ20ρ¯20ρ1 + 2ρ30ρ¯0ρ¯1)〈ψ40, ψ21〉
−(6ρ0ρ¯0ρ21ρ¯1 + 3ρ20ρ1ρ¯21 + ρ¯20ρ31)〈ψ20, ψ41〉
and the corresponding conjugate equations. Note, mass is conserved in
this finite dimensional system, hence we have
|ρ0|2 + |ρ1|2 = N
for all t.
Plugging in alternative coordinates designed to give rise to a simple
classification of the finite dimensional dynamics, we set
ρ0(t) = A(t)e
iθ(t)
and
ρ1(t) = (α(t) + iβ(t))e
iθ(t).
As a result, we have
iA˙− Aθ˙ = −ω0A− A5 − 3A3(α + iβ)2 − 6A3(α2 + β2)
−2A(α + iβ)2(α2 + β2)− A3(α− iβ)2 − 3A(α2 + β2)2
and
i(α˙ + iβ˙)− (α + iβ)θ˙ = −ω1(α + iβ)− 3A2(α2 + β2)(α− iβ)
−A2(α + iβ)3 − 2A4(α− iβ)
−6A2(α2 + β2)(α + iβ)− 3A4(α + iβ)
+(α2 + β2)2(α + iβ),
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setting for simplicity 〈ψ2j0 , ψ6−2j1 〉 = 1 for all j = 0, 1, 2, 3. This will
simply rescale the dynamical system and not impact the general shape
of the phase diagram.
In the end, we have
α˙ = (ω0 − ω1 + 4A2α2 + 2(α2 + β2)2 + 2(α2 + β2)(α2 − β2))β,
β˙ = −(ω0 − ω1 − 4A4 − 4A2β2 + A2α2 + 2(α2 + β2)2
+2(α2 + β2)(α2 − β2))α,
A˙ = −4A(A2 + (α2 + β2))αβ,
θ˙ = ω0 + A
4 + 10A2α2 + 2A2β2 + 2(α2 + β2)(α2 − β2)
+3(α2 + β2)2,
where
N = A2 + α2 + β2.
Using the mass conservation, we can write a closed system for (α, β).
From the equation for β, it is clear that in this rescaled dynamical
system, we have
NFDcr =
(
ω0− ω1
4
) 1
4
.
We observe in Figure 1, several phase diagrams for varying values of
N , which point out the existence of periodic solutions above, near and
below the bifurcation point. It is our goal in this section purely to
give further evidence that the quintic NLS with double well potential
presents similar dynamics to that of the cubic NLS with double well
potential. For a dynamics approach to classifying these solutions and
studying their stability properties, we refer to the finite dimensional
results in [MW] for techniques which directly apply to reducible Hamil-
tonian systems of this type, particularly for the proof of existence of
periodic orbits and the resulting Floquet stability analysis. However,
as the intent of this note is to prove asymptotic stability, we do not
explore this topic further here.
Appendix B. Numerical Verification of Hypotheses
For a potential well
V (x) = φσ(x− L) + φσ(x+ L)
with
φσ(x) =
e−
x2
2∗σ2√
2piσ2
,
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Figure 1. Symmetric state for N − NFDcr < 0 corre-
sponds to an equilibrium elliptic point (α, β) = (0, 0)
and asymmetric states for N − NFDcr > 0 correlate to
equilibrium points at (α, β) = (±αcr, 0). Plotted phase
portrait corresponds to parameter values ω0 − ω1 = .1
and N = .1, .2, .5 respectively.
where σ = .001, L = 7.5. We discretize using a finite element method as
in [MW] on a finer and finer set of grids that are concentrated near the
peaks of the delta functions, we compute using the standard eigenvalue
and eigenfunction solvers from Matlab the values from (1.2), (1.3) from
hypothesis (H4) are computed as
5〈ψ40, ψ21〉 − 〈ψ60, 1〉 ≈ .3305
and
20
5〈ψ40, ψ21〉2 − 〈ψ60, 1〉〈ψ20, ψ41〉
5〈ψ40, ψ21〉 − 〈ψ60, 1〉
+160
〈ψ40, ψ21〉2
〈ψ60, 1〉
− 60〈ψ20, ψ41〉
≈ 9.9143
respectively, showing that computationally at least our hypotheses are
valid for a particularly interesting symmetric potential.
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