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a b s t r a c t
In practice, lifetimeperformance index CL is used tomeasure the potential and performance
of a process, where L is the lower specification limit. Progressive censoring scheme
is quite useful in many practical situations where budget constraints are in place or
there is a demand for rapid testing. In this paper, under the assumption of exponential
distribution, this study constructs a maximum likelihood estimator (MLE) of CL based on
the progressively type II right censored sample. The MLE of CL is then utilized to develop
the hypothesis testing procedure in the condition of known L. The new testing procedure
can be employed by productmanagers to assesswhether the lifetime of products (or items)
adheres to the required level in the condition of known L. Finally, we give one example to
illustrate the use of the testing algorithmic procedure under given significance level.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Process capability analysis is an effective means to measure the performance and potential capabilities of a process.
Process capability analysis has the following benefits: continuously monitoring the process quality through process
capability indices (PCIs) in order to assure the products manufactured are conforming to the specifications; supplying
information on product design and process quality improvement for engineers and designer; and providing the basis for
reducing the cost of product failures (see Pan and Wu [1]). In the manufacturing industry, process capability indices are
utilized to assess whether product quality meets the required level. For instance, Montgomery [2] (or Kane [3]) proposed
the process capability index CL (or CPL) for evaluating the lifetime performance of electronic components, where L is the
lower specification limit, since the lifetime of electronic components exhibits the larger-the-better quality characteristic
of time orientation. Tong et al. [4] constructed a uniformly minimum variance unbiased (UMVU) estimator of CL based on
an exponential distribution with the complete sample. Moreover, the UMVU estimator of CL is then utilized to develop
the hypothesis testing procedure. In addition, Chen et al. [5] also use the UMVU estimator of CL to develop the confidence
interval under an exponential distributionwith the complete sample. The purchasers can then employ the testing procedure
to determine whether the lifetime of electronic components adheres to the required level. Manufacturers can also utilize
this procedure to enhance process capability.
In life time testing experiments, the experimenter may not always be in a position to observe the lifetimes of all the
products (or items) on test. This may be because of time limitation and/or other restrictions (such as lack of funds, lack of
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Fig. 1. Schematic representation of a progressively type II right censored sample.
material resources, mechanical or experimental difficulties, etc.) on data collection. Therefore, censored samples may arise
in practice. And, in an industrial experiment, products (or items) may break accidently. So, in this paper, we consider the
case of the progressive type II right censoring. Progressive type II right censoring is a useful scheme in which a specific
fraction of individuals at risk may be removed from the experiment at each of several ordered failure times (see Cohen [6–
8], Sen [9], Balakrishnan and Cohen [10], Viveros and Balakrishnan [11], Balakrishnan and Sandhu [12], Balakrishnan and
Aggarwala [13], Balakrishnan et al. [14], Balakrishnan and Lin [15], Fernández [16], Asgharzadeh [17] andWu et al. [18]). The
experimenter can remove itemswhich is preplanned prior to failure from a life test at various stages during the experiments,
possibly resulting in a saving of costs and time of testing (see Sen [9] and Asgharzadeh [17]). A schematic illustration of
progressively type II right censored sample is depicted in Fig. 1, where x1,n, x2,n, . . . , xm,n denote the observed failure times
and R1, R2, . . . , Rm denote the corresponding numbers of items removed (withdrawn) from the test. Let m be the number
of failures observed before termination and x1,n ≤ x2,n ≤ · · · ≤ xm,n be the observed ordered lifetimes. Let Ri denote the
number of items removed at the time of the ith failure, 0 ≤ Ri ≤ n−∑i−1j=1 Rj− i, i = 2, 3, . . . ,m− 1, with 0 ≤ R1 ≤ n− 1
and Rm = n −∑m−1j=1 Rj − m, where Ri’s and m are pre-specified integers (see Viveros and Balakrishnan [11]). The familiar
complete sample (R1 = R2 = · · · = Rm = 0) and type II right censored samples (R1 = R2 = · · · = Rm−1 = 0) are special
cases of this scheme. For further details and relevant references see Balakrishnan and Aggarwala [13].
Hence, in this paper, we construct a maximum likelihood estimator (MLE) of CL based on the exponential distribution
with progressive type II right censored sample. TheMLE of CL is then utilized to develop a new hypothesis testing procedure
under the condition of a known lower specification limit L. The new testing procedure can be employed by managers to
assess whether the lifetime of products (or items) adheres to the required level in the condition of known L.
The rest of this paper is organized as follows: Section 2 introduces some properties of the lifetime performance index
for lifetime of product (or item) with the exponential distribution based on the progressive type II right censored sample.
Section 3 discusses the relationship between the lifetime performance index and conforming rate. Section 4 then presents
the MLE of the lifetime performance index and its statistical properties. Section 5 develops a new hypothesis testing
procedure for the lifetime performance index. Section 6 discusses a Monte Carlo simulation algorithm of power function.
One numerical example and concluding remarks are made in Sections 7 and 8, respectively.
2. The lifetime performance index
Generally, the lifetimes of different products are not equal. Assume that the lifetime of products (or items) may be
modeled by a one-parameter exponential distribution. Let X denote the lifetime of such a product (or item) and X has a
one-parameter exponential distribution with the probability density function (p.d.f.) and cumulative distribution function
(c.d.f.) which are
fX (x) = θ exp(−θ x), x > 0, θ > 0, (1)
and
FX (x) = 1− exp(−θx), x > 0, (2)
respectively (also see Johnson et al. [19]). Clearly, a longer lifetime implies a better product quality. Hence, the lifetime is a
larger-the-better type quality characteristic. The lifetime is generally required to exceed L unit times to be both financially
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Table 1
The lifetime performance index CL v.s. the conforming rate Pr .
CL Pr CL Pr
−∞ 0.00000 0.15 0.42741
−9.00 0.00004 0.20 0.44933
−8.00 0.00012 0.25 0.47237
−7.00 0.00033 0.30 0.49659
−6.00 0.00091 0.35 0.52205
−5.00 0.00248 0.40 0.54881
−4.50 0.00409 0.45 0.57695
−4.00 0.00673 0.50 0.60653
−3.50 0.01111 0.55 0.63763
−3.00 0.01832 0.60 0.67032
−2.50 0.03019 0.65 0.70469
−2.00 0.04979 0.70 0.74082
−1.50 0.08208 0.75 0.77880
−1.00 0.13534 0.80 0.81873
−0.50 0.22313 0.85 0.86071
0.00 0.36788 0.90 0.90484
0.05 0.38674 0.95 0.95123
0.10 0.40657 1.00 1.00000
profitable and satisfy customers where L is the lower specification limit. Montgomery [2] has developed a capability index
CL to measure the larger-the-better quality characteristic. CL is defined as follows:
CL = µ− L
σ
, (3)
where the process mean µ, the process standard deviation σ , and L is the lower specification limit.
To assess the lifetime performance of products, CL can be defines as the lifetime performance index. If X has a one-
parameter exponential distribution, then there are several important properties, as follows:
• The lifetime performance index CL can be rewritten as:
CL = µ− L
σ
= 1/θ − L
1/θ
= 1− θL, CL < 1, (4)
where the process mean µ = EX = 1/θ , the process standard deviation σ = √VAR X = 1/θ , and L is the lower
specification limit.
• The failure rate function r(x) is defined by:
r(x) = fX (x)
1− FX (x) =
θ exp(−θ x)
1− [1− exp(−θx)] = θ, θ > 0. (5)
When the mean lifetime of products 1/θ(> L), then the lifetime performance index CL > 0. From Eqs. (4) and (5), it
can be seen that the larger the mean 1/θ , the smaller the failure rate and the lager the lifetime performance index CL.
Therefore, the lifetime performance index CL reasonably and accurately represents the lifetime performance of products.
3. The conforming rate
If the lifetime of a product (or item) X exceeds the lower specification limit L, then the product is labeled as being a
conforming product. Otherwise, the product is labeled as being a non-conforming product. The ratio of conforming products
is known as the conforming rate which can be defined as:
Pr = P(X ≥ L) =
∫ ∞
L
θ exp(−θx)dx = exp(−θL) = exp(CL − 1), −∞ < CL < 1. (6)
Obviously, a strictly increasing relationship exists between the conforming rate Pr and the lifetime performance index CL.
Table 1 lists various CL values and the corresponding conforming rates Pr .
For the CL values which are not listed in Table 1, the conforming rate Pr can be obtained through interpolation. The
conforming rate can be calculated by dividing the number of conforming products by the total number of products sampled.
To accurately estimate the conforming rate, Montgomery [2] suggested that the sample size must be large. However, a large
sample size is usually not practical from the perspective of cost, since collecting the lifetime data of new products (or items)
needmanymonies. In addition, a complete sample is also not practical due to time limitation and/or other restrictions (such
as lack of funds, lack of material resources, mechanical or experimental difficulties, etc.) on data collection. Since a one-to-
one mathematical relationship exists between the conforming rate Pr and the lifetime performance index CL. Therefore,
utilizing the one-to-one relationship between Pr and CL, lifetime performance index can be a flexible and effective tool, not
only evaluating product quality, but also for estimating the conforming rate Pr .
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4. MLE of lifetime performance index
In lifetime testing experiments of products, the experimenter may not always be in a position to observe the lifetimes
of all the products on test due to time limitation and/or other restrictions (such as lack of funds, lack of material resources,
mechanical or experimental difficulties, etc.) on data collection. Therefore, censored samples may arise in practice. In this
paper, we consider the case of progressive type II right censoring. Progressive censoring is quite useful in many practical
situations where budget constraints are in place or there is a demand for rapid testing.
Let X denote the lifetime of such a product and X has a one-parameter exponential distribution with the p.d.f. as (1).
With progressive type II right censoring, n items are placed on test. Consider that X1,n ≤ X2,n ≤ · · · ≤ Xm,n is the
corresponding progressively type II right censored sample, with censoring scheme R = (R1, R2, . . . , Rm). Since the joint
p.d.f. of X1,n, X2,n, . . . , Xm,n is given as
n(n− R1 − 1) · · · · · (n− R1 − R2 − · · · − Rm−1 −m+ 1)
m∏
i=1
fX (xi,n)[1− FX (xi,n)]R i , (7)
where fX (x) and FX (x) are the p.d.f. and c.d.f. ofX as (1) and (2), respectively. So, the likelihood function forX1,n, X2,n, . . . , Xm,n
is given as
L(θ) = n(n− R1 − 1) · · · · · (n− R1 − R2 − · · · − Rm−1 −m+ 1)θm exp
{
−θ
m∑
i=1
(1+ Ri)xi,n
}
. (8)
Hence, theMLE θˆ of θ is given by
θˆ = mm∑
i=1
(1+ Ri)Xi,n
(9)
where Ri’s and m as the above definition (also see Balakrishnan and Aggarwala [13]). By using the invariance of MLE (see
Zehna [20]), theMLE of CL can be written as:
CˆL = 1− θˆL
= 1− mLm∑
i=1
(1+ Ri)Xi,n
. (10)
LetW =∑mi=1(1+Ri)Xi,n, then theMLE CˆL of CL can be rewritten as CˆL = 1− mLW and Viveros and Balakrishnan [11, p. 88]
obtained that 2θW = 2θ∑mi=1Wi ∼ χ2(2m), whereW1 = nX1,n andWi = [n−∑i−1j=1(Rj + 1)] (Xi,n − Xi−1,n), i = 2, . . . ,m
where Ri’s andm as the above definition. Hence, the expectation of CˆL can be derived as follows:
ECˆL = E
1− mLm∑
i=1
(1+ Ri)Xi,n

= E
(
1− mL
W
)
= 1− 2mθL E
(
1
2θW
)
= 1− mθL
m− 1 .
But ECˆL 6= CL, where CL = 1 − θL. Hence, the MLE CˆL is not an unbiased estimator of CL. But when m → ∞,
E
(
CˆL
)
→ CL, so the MLE CˆL is asymptotically unbiased estimator. Moreover, we use mean square error E[CˆL − CL]2 =
Var(CˆL) + [E(CˆL) − CL]2 = m2θ2L2(m−1)2(m−2) + θ
2L2
(m−1)2 and Chebychev’s inequality (see Casella and Berger [21, p. 122, Theorem
3.6.1]) to obtain that P
(∣∣∣CˆL − CL∣∣∣ ≥ ε) ≤ E[CˆL−CL]2ε m→∞−−−→ 0, ∀ε > 0. Hence, we show that the MLE CˆL is consistent
for CL. In addition, by using the Delta Method (see Casella and Berger [21, p. 243 Theorem 5.5.24]), we also show that√
m(CˆL − CL) d−−−→
m→∞ Z ∼ N(0, (1− CL)
2), since
√
m
( 2θW
m − 2
) d−−−→
m→∞ Z1 ∼ N(0, 4).
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5. Testing procedure for the lifetime performance index
In this section, a statistical testing procedure will be constructed to assess whether the lifetime performance index
adheres to the required level. The one-sided hypothesis testing and one-sided confidence interval for CL are obtained using
the pivotal quantity 2θW . Assuming that the required index value of lifetime performance is larger than c , where c denotes
the target value, the null hypothesis H0 : CL ≤ c and the alternative hypothesis H1 : CL > c are constructed. The MLE CˆL
of CL is used as the test statistic, so the rejection region can be expressed as
{
CˆL
∣∣∣ CˆL > C0}. Given the specified significance
level α, the critical value C0 can be calculated as follows:
P(CˆL > C0|CL ≤ c) ≤ α,
⇒ P
(
1− mL
W
> C0
∣∣∣∣ CL ≤ c) ≤ α,
⇒ P
(
2θW >
2mθL
1− C0
∣∣∣∣ CL ≤ c) ≤ α,
⇒ P
(
2θW >
2m(1− CL)
1− C0
∣∣∣∣ CL ≤ c) ≤ α,
⇒ supCL≤c P
(
2θW >
2m(1− CL)
1− C0
)
= α,since P (2θW > 2m(1− CL)1− C0
)
↗ as CL(≤ c)↗
and 2θW is contonuous

⇒ P
(
2θW >
2m(1− c)
1− C0
)
= α,
⇒ P
(
2θW ≤ 2m(1− c)
1− C0
)
= 1− α, (11)
where 2θW ∼ χ2(2m). From the Eq. (11), utilizing CHIINV (1− α, 2m) function which represents the lower 1− α percentile
of χ2(2m), then
2m(1− c)
1− C0 = CHIINV (1− α, 2m)
is obtained. Thus, the critical value can be derived as
C0 = 1− 2m(1− c)CHIINV (1− α, 2m) , (12)
where c , α and m denote the target value, the specified significance level and the number of observed failures before
termination, respectively. Moreover, we also find that C0 is independent of n and Ri, i = 1, 2, . . . ,m.
In addition, given the specified significance level α, the level (1− α) one-sided confidence interval for CL can be derived
as follows:
Since the pivotal quantity 2θW , where 2θW ∼ χ2(2m) and CHIINV (1−α, 2m)which represents the lower 1−α percentile
of χ2(2m). So
P(2θW ≤ CHIINV (1− α, 2m)) = 1− α, where CL = 1− θL and CˆL = 1− mLW
⇒ P
(
1− θL ≥ 1− θˆL CHIINV (1− α, 2m)
2m
)
= 1− α, where θˆ = m
W
⇒ P
(
CL ≥ 1− (1− CˆL)CHIINV (1− α, 2m)2m
)
= 1− α. (13)
From the Eq. (13), then
CL ≥ 1− (1− CˆL)CHIINV (1− α, 2m)2m . (14)
is the level (1− α) one-sided confidence interval for CL.
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Thus, the level (1− α) lower confidence bound for CL can be written as
LB = 1− (1− CˆL)CHIINV (1− α, 2m)
2m
, (15)
where CˆL, α and m denote the MLE of CL, the specified significance level and the number of observed failures before
termination, respectively.
Product managers can use the one-sided hypothesis testing to determine whether or not the lifetime performance index
adheres to the required level. The proposed testing procedure about CL can be structured as follows:
Step 1. Determine the lower lifetime limit L for products and performance index value c , then the testing null hypothesis
H0 : CL ≤ c and the alternative hypothesis H1 : CL > c is constructed.
Step 2. Specify a significance level α.
Step 3. Calculate the value of test statistic CˆL = 1− mL∑m
i=1(1+Ri)Xi,n .
Step 4. Obtain the critical value C0, according to the target value c , the significance level α and the number of observed
failures before terminationm.
Step 5. The decision rule of the statistical test is provided as follows:
If CˆL > C0, it is concluded that the lifetime performance index of the products meets the required level.
Based on the proposed testing procedure, the lifetime performance of products is easy to assess. One numerical example
of the proposed testing procedure is given in the Section 6, and the numerical example illustrates the use of the testing
procedure. In addition, the proposed testing procedure can be constructed with the one-sided confidence interval too. The
decision rule of statistical test is ‘‘If performance index value c 6∈ [LB,∞), it is concluded that the lifetime performance
index of products meets the required level’’.
6. The Monte Carlo simulation algorithm of power function
The power of this statistical test is the probability of correctly rejecting a false null hypothesis. The null hypothesis
H0 : CL ≤ c and the alternative hypothesis H1 : CL > c are constructed. The power of this statistical test is derived as
follows:
Under type II censoring scheme, we get a size α test with the rejection region
{
CˆL
∣∣∣ CˆL > 1− 2m(1−c)CHIINV (1−α,2m)}, for the
number of observed failures before termination m and sample size n (m ≤ n). The power P(c1) of the test at this point
CL = c1(> c) is
P(c1) = P
(
CˆL > 1− 2m(1− c)CHIINV (1− α, 2m)
∣∣∣∣ CL = c1)
= P
(
1− mL
W
> 1− 2m(1− c)
CHIINV (1− α, 2m)
∣∣∣∣ θ = 1− c1L
)
= P
(
2θW >
θLCHIINV (1− α, 2m)
1− c
∣∣∣∣ θ = 1− c1L
)
= P
(
2θW >
(1− c1)CHIINV (1− α, 2m)
1− c
)
, (16)
where 2θW ∼ χ2(2m).
The Monte Carlo simulation algorithm of the power P(c1) is given in the following steps:
Step 1: (a) Given c , c1, L, α,m, n and R = (R1, R2, . . . , Rm), where c < c1 < 1 andm ≤ n.
(b) The value of θ is calculated by the equation CL = 1− θL = c1, CL < 1.
(c) The generation of data Y1, Y2, . . . , Ym is by the uniform distribution U(0, 1).
(d) By the transformation of Zi = − 1θ ln(1 − Yi), i = 1, . . . ,m, (Z1, Z2, . . . , Zm) is a random sample from the
exponential distribution with p.d.f. as (1).
(e) Set Xi,n = Z1n + Z2n−R1−1 + · · · +
Zi
n−R1−R2−···−Ri−1−i+1 , for i = 1, . . . ,m.
(X1,n, X2,n, . . . , Xm,n)is the progressively type II right censored sample from a one-parameter exponential
distribution with p.d.f. as (1).
(f) The value of CˆL is calculated by CˆL = 1− mL∑m
i=1(1+Ri)Xi,n .
(g) If CˆL > C0 then Count= 1, else Count= 0, where C0 = 1− 2m(1−c)CHIINV (1−α,2m) .
Step 2: (a) The step 1 is repeated 1000 times.
(b) The estimation of the power P(c1) is Pˆ(c1) = Total Count1000 .
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Table 2
The values of P(c1), Pˆ(c1) and SMSE for the different n and r(α = 0.01).
c1 P(c1) Pˆ(c1) SMSE P(c1) Pˆ(c1) SMSE P(c1) Pˆ(c1) SMSE
Censoring scheme Censoring scheme Censoring scheme
n = 10,m = 5 n = 15,m = 5 n = 15,m = 10
R= (3,0,0,0,2) (1,1,1,1,1) (0,1,2,0,2) R= (3,0,0,0,7) (2,2,2,2,2) (0,1,2,3,4) R= (3,0,0,0,0,0,0,0,0,2)
(1,0,1,0,1,0,1,0,1,0) (0,1,2,0,0,0,0,0,0,2)
0.1 0.01000 0.01026 0.00001 0.01000 0.01026 0.00001 0.01000 0.00981 0.00001
0.2 0.02382 0.02404 0.00003 0.02382 0.02404 0.00003 0.03054 0.03025 0.00003
0.3 0.05410 0.05332 0.00004 0.05410 0.05332 0.00004 0.08355 0.08403 0.00007
0.4 0.11575 0.11638 0.00008 0.11575 0.11638 0.00008 0.19975 0.20085 0.00016
0.5 0.22966 0.23079 0.00017 0.22966 0.23079 0.00017 0.40481 0.40493 0.00032
0.6 0.41329 0.41379 0.00023 0.41329 0.41379 0.00023 0.67261 0.67287 0.00026
0.7 0.65457 0.65202 0.00022 0.65457 0.65202 0.00022 0.89694 0.89729 0.00010
0.8 0.88040 0.88186 0.00009 0.88040 0.88186 0.00009 0.98930 0.98915 0.00001
0.9 0.98968 0.98936 0.00001 0.98968 0.98936 0.00001 0.99993 0.99996 0.00000
Table 3
The values of P(c1), Pˆ(c1) and SMSE for the different n and r(α = 0.01).
c1 P(c1) Pˆ(c1) SMSE P(c1) Pˆ(c1) SMSE P(c1) Pˆ(c1) SMSE
Censoring scheme Censoring scheme Censoring scheme
n = 20m = 5 n = 20m = 10 n = 20m = 15
R= (3,0,0,0,12) (3,3,3,3,3) (1,2,3,4,5) R= (3,0,0,0,0,0,0,0,0,7) (1,1,1,1,1,1,1,1,1,1)
(0,1,2,3,0,0,0,0,0,4)
R= (3,0,0,0,0,0,0,0,0,0,0,0,0,0,2)
(1,0,0,1,0,0,1,0,0,1,0,0,1,0,0)
(0,1,2,0,0,0,0,0,0,0,0,0,0,0,2)
0.1 0.01000 0.01026 0.00001 0.01000 0.00981 0.00001 0.01000 0.00973 0.00001
0.2 0.02382 0.02404 0.00003 0.03054 0.03025 0.00003 0.03668 0.03780 0.00005
0.3 0.05410 0.05332 0.00004 0.08355 0.08403 0.00007 0.11320 0.11443 0.00011
0.4 0.11575 0.11638 0.00008 0.19975 0.20085 0.00016 0.28372 0.28351 0.00025
0.5 0.22966 0.23079 0.00017 0.40481 0.40493 0.00032 0.55595 0.55667 0.00025
0.6 0.41329 0.41379 0.00023 0.67261 0.67287 0.00026 0.83060 0.83055 0.00017
0.7 0.65457 0.65202 0.00022 0.89694 0.89729 0.00010 0.97300 0.97325 0.00002
0.8 0.88040 0.88186 0.00009 0.98930 0.98915 0.00001 0.99921 0.99925 0.00000
0.9 0.98968 0.98936 0.00001 0.99993 0.99996 0.00000 1.00000 1.00000 0.00000
Step 3: (a) The step 2 is repeated 100 times, then 100 estimations of the power P(c1) can be obtained as follow:
Pˆ1(c1), Pˆ2(c1), . . . , Pˆ100(c1).
(b) The mean Pˆ(c1) of Pˆ1(c1), Pˆ2(c1), . . . , Pˆ100(c1), that is
Pˆ(c1) =
100∑
i=1
Pˆi(c1)
100
.
(c) The sample mean square error (SMSE) of Pˆ1(c1), Pˆ2(c1), . . . , Pˆ100(c1) is
SMSE =
100∑
i=1
(Pˆi(c1)− P(c1))2
100
, where P(c1)can be calculated by (16).
The results of the power simulation is compared Pˆ(c1)with P(c1) for given (n,m)= (10,5), (15,5), (15,10), (20,5), (20,10),
(20,15), c = 0.1, c1 = 0.2(0.1)0.9, L = 1, α = 0.01 and 0.05. The results of simulation are showed in the Tables 2–5.
From Tables 2–5 and based on c = 0.1 and α = 0.01 and 0.05, the following points can be drawn.
(a) For fixed c1, as the observed number before terminationm increases the simulation power Pˆ(c1) and the power P(c1)
increase except c1 = 0.1, but independent of sample size n and censoring scheme R = (R1, R2, . . . , Rm);
(b) For fixedm, the simulation power Pˆ(c1) and the power P(c1) increasewhen c1 is increases, but independent of sample
size n and censoring scheme R = (R1, R2, . . . , Rm);
(c) All of the simulation powerPˆ(c1) close to the power P(c1) for any value of c1;
(d) All of the SMSE are enough small and the scope of SMSE is between 0.00000 and 0.00033.
Hence, these results from the simulation studies illustrate that the performance of our proposed method is acceptable.
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Table 4
The values of P(c1), Pˆ(c1) and SMSE for the different n and r(α = 0.05).
c1 P(c1) Pˆ(c1) SMSE P(c1) Pˆ(c1) SMSE P(c1) Pˆ(c1) SMSE
Censoring scheme Censoring scheme Censoring scheme
n = 10m = 5 n = 15m = 5 n = 15m = 10
R= (3,0,0,0,2) (1,1,1,1,1) (0,1,2,0,2) R= (3,0,0,0,7) (2,2,2,2,2) (0,1,2,3,4) R= (3,0,0,0,0,0,0,0,0,2)
(1,0,1,0,1,0,1,0,1,0) (0,1,2,0,0,0,0,0,0,2)
0.1 0.05000 0.04977 0.00004 0.05000 0.04977 0.00004 0.05000 0.04999 0.00005
0.2 0.09208 0.09356 0.00008 0.09208 0.09356 0.00008 0.11130 0.11060 0.00007
0.3 0.16237 0.16220 0.00012 0.16237 0.16220 0.00012 0.22410 0.22628 0.00015
0.4 0.27159 0.27258 0.00021 0.27159 0.27258 0.00021 0.40065 0.40149 0.00026
0.5 0.42566 0.42810 0.00023 0.42566 0.42810 0.00023 0.62357 0.62221 0.00031
0.6 0.61551 0.61747 0.00027 0.61551 0.61747 0.00027 0.83251 0.83152 0.00016
0.7 0.80659 0.80394 0.00016 0.80659 0.80394 0.00016 0.95882 0.95891 0.00003
0.8 0.94422 0.94526 0.00005 0.94422 0.94526 0.00005 0.99675 0.99680 0.00000
0.9 0.99607 0.99582 0.00000 0.99607 0.99582 0.00000 0.99999 0.99999 0.00000
Table 5
The values of P(c1), Pˆ(c1) and SMSE for the different n and r(α = 0.05).
c1 P(c1) Pˆ(c1) SMSE P(c1) Pˆ(c1) SMSE P(c1) Pˆ(c1) SMSE
Censoring scheme Censoring scheme Censoring scheme
n = 20m = 5 n = 20m = 10 n = 20m = 15
R= (3,0,0,0,12) (3,3,3,3,3) (1,2,3,4,5) R= (3,0,0,0,0,0,0,0,0,7) (1,1,1,1,1,1,1,1,1,1)
(0,1,2,3,0,0,0,0,0,4)
R= (3,0,0,0,0,0,0,0,0,0,0,0,0,0,2)
(1,0,0,1,0,0,1,0,0,1,0,0,1,0,0)
(0,1,2,0,0,0,0,0,0,0,0,0,0,0,2)
0.1 0.05000 0.04977 0.00004 0.05000 0.04999 0.00005 0.05000 0.04997 0.00005
0.2 0.09208 0.09356 0.00008 0.11130 0.11060 0.00007 0.12777 0.13008 0.00012
0.3 0.16237 0.16220 0.00012 0.22410 0.22628 0.00015 0.27901 0.28033 0.00029
0.4 0.27159 0.27258 0.00021 0.40065 0.40149 0.00026 0.50805 0.50773 0.00033
0.5 0.42566 0.42810 0.00023 0.62357 0.62221 0.00031 0.75744 0.75843 0.00020
0.6 0.61551 0.61747 0.00027 0.83251 0.83152 0.00016 0.92997 0.93060 0.00008
0.7 0.80659 0.80394 0.00016 0.95882 0.95891 0.00003 0.99185 0.99226 0.00001
0.8 0.94422 0.94526 0.00005 0.99675 0.99680 0.00000 0.99983 0.99987 0.00000
0.9 0.99607 0.99582 0.00000 0.99999 0.99999 0.00000 1.00000 1.00000 0.00000
7. Numerical examples
A new hypothesis testing procedure is proposed to allow the application of the above testing procedure to a practical
data set. Example 1 considered is the failure data of n = 19,m = 8 electrical insulating fluids from Nelson [22].
Example 1. Nelson [22, p. 105, Table 1.1] presents the results of a life-test experiment in which specimens of a type
of electrical insulating fluid were subject to a constant voltage stress. The length of time until each specimen failed (or
brokedown) was observed. The n = 19 observations recorded at 34 kV are 0.19, 0.78, 0.96, 1.31, 2.78, 3.16, 4.15, 4.67,
4.85, 6.50, 7.35, 8.01, 8.27, 12.06, 31.75, 32.52, 33.91, 36.71, 72.89. In analyzing the n = 19 observations, Nelson assumed a
scaledWeibull distribution for the times to breakdown (from the 90% confidence interval [0.459, 1.381] that he determined
for the shape parameter, it is quite clear that an exponential model is also appropriate for the n = 19 observations) (see
Balakrishnan and Sandhu [12]). In addition, we can also show that the data set has a one-parameter exponential distribution
with p.d.f. as (1) by using least squares method (see Lawless [23]) and the goodness of fit test (see Balakrishnan et al. [14]
and Balakrishnan and Lin [15]). In the numerical example, a progressively type II right censored sample is generated from
the n = 19 observations recorded at 34 kV. The vector of observed failure times and the progressive censoring scheme are
given as follow:
x = (0.19, 0.78, 0.96, 1.31, 2.78, 4.85, 6.50, 7.35), R = (0, 0, 3, 0, 3, 0, 0, 5), m = 8 and n = 19.
Then, the proposed testing procedure for CL can be stated as the following algorithm:
Step 1. The lower lifetime limit L is assumed to be 1.04, i.e. if the lifetime of an electrical insulating fluid exceeds 1.04 h,
then the electrical insulating fluid is defined as a conforming product. To deal with concerns about the lifetime
performance, the conforming rate Pr of products is required to exceed 80%. Referring to Table 1, the CL value is
required to exceed 0.80. Thus, the performance index value is set at c = 0.80. The testing hypothesis H0 : CL ≤ 0.80
v.s. H1 : CL > 0.80 is constructed.
Step 2. Specify a significance level α = 0.05.
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Step 3. Calculate the value of test statistic
CˆL = 1− 8× 1.0472.69 = 0.886.
Step 4. Obtain the critical value C0 = 0.878 by using (13), according to c = 0.80,m = 8 and the significance level α = 0.05.
Step 5. Because of CˆL = 0.886 > C0 = 0.878, so we reject to the null hypothesis H0 : CL ≤ 0.80. Thus, we can conclude
that the lifetime performance index of electrical insulating fluid operation meets the required level.
Moreover, we also obtain that 95% lower confidence bound for CL is [0.813,∞). So, the performance index value
c = 0.80 6∈ [0.813,∞), it is also concluded that the lifetime performance index of products meets the required level.
8. Conclusions
Process capability indices are widely used to measure the potential and performance of a process. Moreover, in life
testing experiments, the experimenter may not always be in a position to observe the lifetimes of all the businesses (or
products) on test. This may be because of time limitation and/or other restrictions (such as lack of funds, lack of material
resources,mechanical or experimental difficulties, etc.) on data collection. Therefore, censored samplesmay arise in practice.
Progressive censoring is quite useful in many practical situations where budget constraints are in place or there is a
demand for rapid testing. Under the assumption of exponential distribution, this study constructs aMLE of CL based on the
progressively type II right censored sample. TheMLE of CL is then utilized to develop the new hypothesis testing procedure
in the condition of known L. The proposed testing procedure is easily applied and can effectively evaluate whether the
lifetime of products meets requirements. In addition, this study provides a table of the lifetime performance index with
its corresponding conforming rate. Hence, for any specified conforming rate, a corresponding CL can be obtained, and the
hypotheses of the proposed testing procedure can also be expressed in terms of the conforming rate under L is known limit.
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