In this paper we present the results o f the Unconstrained Ear Recognition Challenge (UERC), a group benchmark ing effort centered around the problem o f person recogni tion from ear images captured in uncontrolled conditions. The goal o f the challenge was to assess the performance o f existing ear recognition techniques on a challenging largescale dataset and identify open problems that need to be addressed in the future. Five groups from three continents participated in the challenge and contributed six ear recog nition techniques fo r the evaluation, while multiple base lines were made available fo r the challenge by the UERC organizers. A comprehensive analysis was conducted with all participating approaches addressing essential research questions pertaining to the sensitivity o f the technology to head rotation, flipping, gallery size, large-scale recognition and others. The top performer o f the UERC was found to ensure robust performance on a smaller part o f the dataset (with 180 subjects) regardless o f image characteristics, but still exhibited a significant performance drop when the en tire dataset comprising 3,704 subjects was used fo r testing.
Introduction
Recognizing people from ear images with automatic machine-learning techniques represents a challenging prob lem that is of interest to numerous application domains. Past research in this area has mostly been focused on images captured in controlled conditions and near perfect recogni tion performance has already been reported on many of the available (laboratory-like) ear datasets, e.g., [ , , , 2 9 , 4 ] . The literature on unconstrained ear recognition, on the other hand, is relatively modest and the performance of ex isting ear recognition techniques on so-called data captured in the wild is not well explored. It is not completely clear how existing techniques are able to cope with ear-image variability encountered in unconstrained settings and how the recognition performance is affected by factors such as head rotation, image resolution, occlusion or gallery size.
To address this gap and study the problem of ear recog nition from unconstrained ear images, the Unconstrained Ear Recognition Challenge (UERC), a first of its kind group benchmarking effort, was organized in the scope of the 3rd International Joint Conference on Biometrics (UCB 2017). The goal of the challenge was to exploit the combined ex pertise of multiple research groups for a comprehensive evaluation of ear recognition technology, to consolidate re search and identify open challenges through experiments on a common dataset and a well defined experimental protocol. As illustrated in Fig. 1 , a large and challenging dataset of ear images captured in unconstrained settings was collected specifically for the UERC and made available to the partic ipants for algorithm development and testing. Five groups (from the US, UK, Turkey, Iran and India) took part in the challenge and submitted results for a total of six recognition approaches. A detailed analysis was then conducted inves-tigating various aspects of the submitted techniques, such as sensitivity to head rotation (separately for pitch, roll and yaw angles), impact of gallery size and the ability of the techniques to scale with larger probe and gallery sets.
The research and development efforts of the UERC or ganizers and participating research groups resulted in the following contributions that are presented in this paper:
• The first group benchmarking effort of ear recognition technology on a large datasets of unconstrained ear im ages corresponding to several thousands of subjects.
• A new and challenging dataset of ear images collected from the internet, which (with a total of 11,804 images of 3,706 identities) is among the largest ear datasets publicly available to the research community.
• An analysis of the characteristics of different ear recognition techniques and identification of the main factors affecting performance.
Related work
Challenges and group evaluations have a long history in the field of computer vision and biometrics in particular. The goal of these events is to benchmark existing work in a certain problem domain, provide a snapshot of the current state-of-technology and point to open issues that need to be addressed in the future. As a result of these challenges, sig nificant advancements have been made over the years that pushed the capabilities of computer-vision technology.
Examples of recent challenges that had a profound im pact on the field of computer vision are the ImageNet Large Scale Visual Recognition Challenges (ILSVRC) [11, 42] , which focus on image classification and object localization problems, the Visual Object Tracking (VOT) [ , 2i , ] challenges that aim at evaluating various solutions to ob ject tracking in videos, and the ChaLeam Looking at Peo ple [16, 17, 51] series of challenges, where human-centric vision problems are at the center of attention.
Among past biometrics-oriented challenges, events fo cusing on fingerprints [ , ,33] Here, we add to the outlined body of work and present the results of the (first of its kind) ear recognition challenge. The challenge focuses on the under-explored problem of ear recognition from images captured in unconstrained environ ments and aims at presenting a comprehensive analysis of the existing ear recognition technology and at providing the community with a new dataset for research in this area.
Methodology
In this section we describe the methodology used for the UERC. We first introduce the experimental dataset and then present the experimental protocol and performance metrics used for the evaluation.
.1 . T h e U E R C d a ta set
The data used for the UERC is a blend of two exist ing and one newly collected dataset and contains a total of 11,804 ear images of 3,706 subjects. The core part of the data comes from the Annotated Web Ears (AWE) [ ] dataset and features 3,300 ear images of 330 subjects. Im ages from this part contain various annotations, such as the extent of head rotation (in terms of pitch, yaw and roll an gles), gender, level of occlusion, ethnicity and others. A de tailed description of the AWE dataset is available from [If ] . The second part of the UERC data, i.e., 804 images of 16 subjects, comes from the auxiliary AWE dataset1, while the majority of images, i.e., 9,500 images of 3,540 subjects, was gathered exclusively for the UERC.
The data-collection procedure for the newly gathered im ages was semi-automatic. Similarly to other datasets gath ered in the wild [ , 2 ], a list of celebrities was first gen erated and web crawlers were used to pull candidate face images from the internet. An automatic ear segmenta tion procedure based on convolutional encoder-decoder net works [ ] was then applied to the candidate images to iden tify potential ear regions. Finally, the segmented ears were manually inspected and miss detections and partial segmen tations were discarded. The final images included in the UERC dataset were tightly cropped, but were not normal ized to a common side. Thus, original images of left and right ears are featured in the dataset. A major characteristic of the UERC images is the large variability in size, since the smallest images containing only a few hundred pixels, whereas the largest contain close to 400fc pixels. The aver age pixel count per image is 3,682.
Some examples of the UERC ear images are shown in Fig. 1 . As can be seen, the images were not captured in controlled (laboratory-like) environments, the variability of the images is, therefore, substantial. The UERC dataset rep resents, to the best of our knowledge, the first attempt to gather data for ear-recognition research from the web, and as shown in [15] is significantly more challenging than com peting ear datasets where performance is mostly saturated. the testing part comprised the other half of the AWE data and all newly collected images. A summary of the data split is given in Table 1 .
The training part of the UERC data was used to train or fine-tune potential models (e.g., deep models, classi fiers, etc.), while the testing part was used exclusively for the performance evaluation. Using any images from the testing part for training was not allowed. The UERC par ticipants were asked to submit a similarity matrix of size 7,742 x 9,500 to the organizers, which served as the basis for the performance assessment. The similarity matrix was produced by matching the 7,742 probe images (of 1,482 subjects) to all 9,500 gallery images (belonging to 3540 subjects). The gallery featured all images from the testing part of the UERC data, while the 7,742 probe images repre sented a subset of these 9,500 galleries from subjects hav ing at least 2 images in the dataset. Each similarity score had to be generated based solely on the comparison of two ear images and no information about other subjects in the testing part of the UERC data was allowed to be used for the score generation. A sample script that implemented the protocol was distributed among the UERC participants to ensure that all submitted similarity matrices were generated consistently with the same training and testing data.
The performance of the submitted approaches was mea sured through recognition (identification) experiments and Cumulative Match Score (CMC) curves were used to visu alize the results. Additionally, performance was measured with the following quantitative metrics: i) the recognition rate at rank one (rank-1), which corresponds to the percent age of probe images, for which an image of the correct iden tity was retrieved from the gallery as the top match, ii) the recognition rate at rank five (rank-5), which corresponds to the percentage of probe images, for which an image of the correct identity was among the top five matches retrieved from the gallery, and iii) the area under the CMC curve (AUC), which analogous to the more widely used Receiver Operating Characteristic (ROC) AUC, measured the over all performance of the recognition approached at different ranks. The latter was computed by normalizing the maxi mum rank (i.e., the number of distinct gallery identities) of the experiments to one.
To study the performance of the submitted approaches and analyze their characteristics, specific parts correspond ing to different data labels (e.g., probe images with specific yaw, roll or pitch angles) were sampled from the similarity matrix and evaluated.
Participating approaches
In this section we describe all participating approaches of the UERC. Five groups submitted results and several baselines were made available by the challenge organizers.
.1 . B a selin e ap p roach es
Eight baseline approaches were provided for the UERC by the organizers from the University of Ljubljana with the goal of ensuring references implementations of the exper imental protocol and an initial estimate of the difficulty of the dataset. Two of these baselines were then selected for most of the experimental analysis in Section 5 to keep the results uncluttered. The first was a descriptor-based tech nique exploiting local binary patterns [42] (LBP-baseline) and the second a deep learning approach based on the 16layer VGG network architecture [ 39] (VGG-baseline). The baselines were implemented within the UERC toolkit and distributed among the participants as a starting point for their research work. A detailed description of the two se lected baselines is given below.
LBP-baseline:
The first UERC baseline included in the results section follows the usual pipeline used to com pute image descriptors based on local binary patterns (LBPs) [42] . Patches of size 16 x 16 pixels are first sam pled from the images using a sliding window approach and a step size of 4 pixels. Each patch is then encoded with uni form LBPs computed with a radius of R = 2 and a local neighborhood size of P = 8. 59-dimensional histograms are calculated for each patch and the histograms of all im age patches are concatenated to form the final ear descriptor. The similarity of two ear images is measured with the co sine similarity between the corresponding LBP descriptors.
VGG-baseline:
The second selected UERC baseline is built around a deep learning model, specifically, around a convolution neural network (CNN) based on the 16-layer VGG architecture from [ ]. The model consists of mul tiple convolutional layers which, different from competing models, e.g., [ ], use small filters (of size 3 pixels) to re duce the number of parameters that need to be learned dur- which encode rotation-invariant edge directions. The de scriptor is similar in essence to HOG [ ] but relies on longer connected edges and provides a richer and rotation invariant description of edge orientation.
To compute chainlets, image pixels are first grouped into cells, and the direction of each pixel is computed through a Relative Chain Code [ ]. In the case of ear recognition, cells of size 8 x 8 pixels are selected. Also, computation of a Rel ative Chain Code Histogram (CCH) is done over the code directions within each cell. To ensure invariance to contrast changes, neighboring cells are grouped into "blocks" and the CCHs of all cells from a given block are jointly normal ized. The normalization is performed for all image blocks in a sliding window (or better said sliding block) manner. The chainlets descriptor is finally formed by concatenating the normalized CCHs from all (overlapping) image blocks. To measure the similarity of two ear images required for the UERC evaluation procedure, the chi-square distance be tween the corresponding chainlets descriptors is calculated. A detailed description of the UCCS approach is available from [ ].
.2 . U n iversity o f C olorado C olorad o S p rin gs
The group from the University of Colorado Colorado Springs (UCCS) approached the challenge with a novel ear descriptor based on Chainlets and utilized a recent deepleaming-based approach for contour detection [ ] to facil itate the descriptor computation procedure.
The UCCS approach starts with a preprocessing proce dure (illustrated in Fig. 2 ) aimed at detecting the ear re gion in the image. With the preprocessing procedure the input image is first converted to gray-scale and resized to 100 x 100 pixels. Next, contrast limited adaptive histogram equalization (CLAHE [ ]) is applied for contrast enhance ment and a binary version of the image is produced through intensity thresholding. Morphological operations such as dilation and opening are employed to remove noise and to help accentuate the structural information of the ear. The processed binary image is then analyzed and the largest connected region is selected as the ear mask and used to exclude all background pixels from the image that could adversely affect the descriptor computation procedure. To also remove potential earrings and other accessories left in the image, color segmentation focusing on skin-tone values in the HSV color model is used. The result of this proce dure is a clean region-of-interest as shown in the right most image of Fig. 2 .
Once the the input image is segmented and the regionof-interest is detected, the UCCS approach proceeds with the descriptor calculation step and computes a chainletbased image descriptor from the cleaned ear area. The main idea here is that the appearance and shape of an object can be well described by the density of Relative Chain Codes,
.3 . Isla m ic A zad U n iversity
The group from the Islamic Azad University (IAU) participated in the challenge with an ear recognition ap proach exploiting the 16-layer VGG network from [ ] and transfer learning. The approach is similar to the UERC VGG-baseline but relies on weights learned from the ImageNet Large Scale Visual Recognition Challenge (ILSVRC-2014). The main idea here is to keep part of the pretrained VGG model in tact, while retraining other parts that are relevant for the new problem domain, i.e., ear recog nition.
The amount of training data available in the UERC dataset is relatively modest and differs from ImageNet both in terms of image content as well the number of classes. It might, hence, not be optimal to train a classifier on top of the network, as image representations generated by the higher network layers are commonly problem-and datasetspecific. A potentially better approach is to rely on activa tions from earlier network layers and use these to train a linear classifier for the new problem domain. The IAU ap proach, therefore, adds two fully-connected layers on top of the 7th layer of the pretrained VGG model. The pretrained weights of the early layers are frozen and kept unchanged, while the newly added fully-connected layers are trained from scratch with the UERC training data using stochas tic gradient descend (SGD) and the softmax loss function. In order to prevent overfitting, a dropout rate of 0.7 and L 2 weight decay regularization are applied on the fullyconnected layers [ ]. Additionally, data augmentation [ ] is used to increase the amount of the data available for train ing. After convergence, the last fully-connected layer (i.e, the classifier) is removed and the output of the penultimate layer is used an image descriptor. Once the model is fully trained, it is used as a "black box" feature extractor. A given ear image is simply rescaled to a size of 64 x 64 pixels, mean centered and passed through the network. The output of the model is a 512-dimensional ear descriptor that can be matched against other ear descrip tors using the cosine similarity measure.
.. Im p erial C ollege L on don
The group from the Imperial College London (ICL) par ticipated in the UERC with an approach build around Sta tistical Deformable Models (SDMs) [ ] and Inception-ResNets [ ]. The SDM was used for dense ear alignment and the Inception-ResNet for descriptor computation.
For the ear-alignment model the ICL group used an in house dataset of 605 ear images annotated with 55 land marks2. A specially designed SDM, capable of handling training data with inconsistent annotations, was then trained with the annotated ears and used to densely align all images from the UERC dataset. During the alignment step, the ear images were flipped and the deformable model was fitted to the original as well as flipped images. The image that resulted in a lower loss during model fitting was chosen as the basis for descriptor computation.
In the feature-learning part of the ICL approach, an Inception-ResNet [ ] was trained from scratch using aligned ear images from the training part of the UERC dataset. The Inception-ResNet architecture was chosen for this part because of its competitive performance and the ability to be trained fast due to the residual connections of the model. The network was trained with a marginal-and softmax-cross-entropy loss for 80 epochs. After the train ing, the classification layer was removed and the output of the model was used as a 512-dimensional ear descriptor.
In the evaluation stage, the probe images were first aligned with the trained SDM and ear descriptors were com puted with the Inception-ResNet model. A similarity score for two images was produced based on the Z^-norm be tween the corresponding ear descriptors. 
.5 . In d ian In stitu te o f T echnology K h aragp u r
The group from Indian Institute of Technology Kharag pur (IITK) approached the UERC with a two-step tech nique that first detected whether the input images belong to the left or the right ear and then computed ear descrip tors for matching from the side-normalized images using a pretrained 16-layer VGG model.
The HTK group trained a simple SVM model over HOG descriptors to classify whether the given image corresponds to the left or the right ear. For this step, the training im ages were resized to 30 x 60 pixels prior to the extraction of the HOG features. The output of the classifier was then used to flip the images to a common reference. The sidenormalized images were resized to a fixed size of 224 x 224 pixels and fed to the pretrained VGG face network [ ]. Be cause the last few fully connected layers of the VGG model were tuned specifically for face recognition, only the fea ture maps from the convolutional layers were considered and the pooled output of these feature maps was used as the ear descriptor. For similarity score calculation, the cosine distance between two ear descriptors was adopted.
.6 . Istan b u l T echnical U n iversity
The participants from the Istanbul Technical University (ITU) submitted two approaches to the UERC. The first was a deep learning approach based on the VGG network [ 6] architecture (ITU-I hereafter) and the second an ensem ble approach combining the VGG model with hand-crafted LBP descriptors (ITU-II from hereon) [ ]. A brief sum mary of both approaches is given below.
ITU-I: The ITU-I approach used a 16-layer VGG model pretrained on the ImageNet dataset and fine-tuned on the UERC training images. Since CNN-based models, such as VGG, need significantly more training data than is avail able with the UERC dataset to ensure competitive recogni tion performance, data augmentation was performed and a total of 250,000 ears were generated from the initial set of 2,304 ear images. For data augmentation rotation, trans lation, flipping, intensity changes, cropping, scaling, and sharpening were used. Once the model was fine-tuned, the output of the first fully connected layer {F C 6) of the VGG model was selected as the ear descriptor. During run-time, each probe image and its flipped ver sion were processed by the fine-tuned VGG model and the corresponding ear descriptors were matched against the given gallery descriptor with the chi-square distance. Then z-score normalization was performed. This procedure re sulted in two scores that were summed up to produce the final similarity for the probe-to-gallery comparison.
ITU-II: The second approach of the ITU group exploited learned as well as hand-crafted ear descriptors and a fusion procedure applied at the matching score level. Specifically, the ITU-II approach relied on the VGG-based model de scribed above (i.e., see ITU-I) and the LBP-baseline pro vided by the UERC organizers. Descriptors computed with the two techniques were matched separately against the corresponding gallery descriptors using the chi-square dis tance, followed by z-score normalization, and resulted in two match scores. The matching procedure was then re peated with flipped probe images and produced another pair of scores. The final probe-to-gallery similarity was ulti mately generated by summing up the four scores produced during matching. 
.7 . Sum m ary o f p a rticip a tin g ap p roach es
A high-level overview of all participating approaches is given in Table 2 . The majority of participating groups ap proached the challenge with deep learning techniques de spite the availability of a relatively small amount of training data. Moreover, among the five deep-learning approaches, four relied on the VGG model architecture but used differ ent preprocessing (e.g., alignment, flipping) and descriptor extraction strategies (e.g., output layer selection). A single approach (ICL) used another architecture, i.e., Inception-ResNet. Hand-crafted descriptors were less popular. Only the UCCS group submitted an approach based on chainlets, while a second one was provided by the challenge organiz ers in the form of the LBP-baseline.
Experiments and results
In this section we present a comprehensive analysis of all participating approaches and the results of the challenge. For potential updates and additions to the results, the reader is referred to the UERC website3.
Overall performance comparison:
We first investigate how the submitted algorithms perform on ear images cap tured in the wild and how they compare among each other. For this part of the evaluation, we use only 1,800 probe images originating from the AWE dataset and compute our results on a similarity matrix of size 1,800 x 1,800 in an all -vs-all experimental setup. Each of the 180 subjects in volved in this experiments is represented in the gallery with 10 ear images and retrieving any of these 10 images based on the given probe is counted as correct recognition attempt.
The results of this experiment are presented in the form of CMC curves in Fig. 3 and with different performance metrics in Table 3 . Overall the UCCS approach results in the best performance with a recognition rate of 90.4% at a tank of one (100% at a rank of 2), followed in order by the IAU, ITU-1, ITU-II, IITK and ICL approaches. A similar ranking can be established if the AUC values are considered instead of the rank-1 recognition rates. The LBP and VGG baselines achieve a rank-1 recognition rate of 14.3% and 18.8%, respectively, with the deep learning baseline having a slight advantage over the hand-crafted LBP descriptor.
Number o f galleries per subject:
We next study the effect of reducing the number of gallery images for each subject from 10 to 1. This represents a significantly harder problem than in the first experiment, as only a single com parison is available per subject to make an identification de cision. Because the 10 gallery images that are available in the AWE dataset for each subject are divided among left and right ears, comparisons in this experiment may include comparisons of ears from the opposite sides of the head. We perform the experiment 10-times, so that each of the gallery images that available in the dataset per subject is used once. The probe set consists of all 1,800 AWE images.
As we can see from the box plots in Fig. 4 , the perfor mance for most of the approaches is halved (on average), except for the UCCS approach, which achieves a rank-1 recognition rate of 1 (100%) in 9 out of the 10 experimental runs. These results suggest that having multiple images (of left and right ears) per subject is detrimental for the recog nition performance of most techniques. Even if techniques detect whether the probe and gallery images are from the same side of the head, it is not necessary possible to match the right ear to the left and vice versa. As pointed out by previous studies, e.g., [ , 54 ] ears are not always bilateral symmetric, though this is true for most subjects.
Head rotation: Images from the AWE dataset con tain annotations with respect to pitch, roll and yaw angles that can be used to explore the impact of head rotation on ear recognition performance. The available annotations (see [ ] for details) are grouped into three categories, i.e., with probe images of a single category at the time, while the gallery is kept unchanged (i.e., all 1,800 gallery images are used). As we can see from Fig. 5 , where the AUC values obtained during the experiments are shown, both pitch and roll angles have an adverse affect of most of the techniques, while differences in yaw angles affect the performance to a lesser extent. This results indicates that resampling the ear images to a common size already compensates for the difference in yaw angles, while roll and pitch angles would need to be compensated for explicitly. The UCCS approach is the most robust and is not affected by head rotation.
Same-side vs. opposite-side matching: As already indicated above, the images of all subject in the AWE dataset are split between right and left ears (i.e., images are not side-normalized). When matching probes to galleries, some of the participating approaches try to detect explicitly whether they are processing left or right ears and then flip the images to a common reference. To evaluate how this process effects performance, we conduct two types of ex periments: i) experiments with ear images from the same side (e.g., left-to-left), and ii) experiments with ear images from opposite sides of the head (e.g., right-to-left).
The results in Fig. 6 show that the SDM fitting approach from the ICL group is the most successful at determining which side of the head the ear images came from, as the performance change in the two experiments is marginal for the ICL approach. The strategies from ITU and IITK are less successful and still result in observable performance drops, but the difference in performance is less than with the baseline techniques, where no effort is made to distin guish left from right ears. The UCCS approach also shows a high level of robustness as a consequence of the exploited chainlet-based descriptor. [13] . From the results in Fig. 7 we see that most of the tech niques build around hand-crafted descriptors result in sim ilar performance with a rank-1 recognition rate between 14.3% and 20.1%, except for the UCCS approach which achieves a recognition rate of 90.4% at rank one. The deep learning approaches, on the other hand, vary significantly in performance despite the fact that 5 of them use the deep model. We observe rank-1 rates between 5.3% and 38.5%. This suggests that the training strategy is of paramount im portance when the available training data is limited and has a larger impact on the recognition performance than the model architecture. The only ensemble method (ITU-11) benefits from two sources of information and improves upon the performance of the individual techniques (VGG and LBP), from which it was built.
Learned vs. hand-crafted descriptors:

Scalability:
In our last experiment we evaluate how the recognition techniques scale with larger probe and gallery sets. We show CMC curves generated based on 7,442 probe images belonging to 1,482 subjects and 9,500 gallery im ages of 3,540 subjects in Fig. 8 . Note that the gallery also contains identities that are not in the probe set and act as distractors (to use the terminology from [ ]) for the recog nition techniques. Quantitative performance metrics of the experiments are presented in Table 4 . All techniques deteri orate significantly in performance with scale. The best per former is again the UCCS approach with a recognition rate of 22.3% at a rank of 1, followed in order by the IAU, ITU- n , ITU-I, HTK and ICL approaches. When the AUC values are considered the ITU approaches become competitive and get close to the performance of the UCCS technique due to a better performance at the higher ranks.
Conclusion
We have presented the results of the first Unconstrained Ear Recognition Challenge (UERC) that aimed at evalu ating the current state of technology in the field of ear recognition from images captured in unconstrained environ ments. While additional experiments are presented in the Appendix, open questions still remain for future challenges.
Several important findings were made in this paper, e.g.: i) significant performance improvements are needed before the ear-recognition technology is suitable for deployment in unconstrained environments at scale, ii) existing approaches are mostly sensitive to specific head rotations (in pitch and roll directions, but not yaw), and iii) it is detrimental to have multiple images of both ears in the gallery, as identity infer ence based on a single-image-per-subject basis leads to poor recognition performance.
