Abstract: There are two functional elements used by humans to understand and perform actions. These elements are: the body schema and the body percept. The first one is a representation of the body that contains information of the body's capabilities. The second one is a snapshot of the body and its relation with the environment at a given instant. These elements interact in order to generate, among other abilities, the ability to imitate. This paper presents an approach to robot imitation based on these two functional elements. Our approach is gradually expanded throughout three developmental stages used by humans to refine imitation. Experimental results are presented to support the feasibility of the proposed approach at the current stage for 2D movements and simple manipulation actions.
INTRODUCTION
In order to perform an action, lifting a box for example, we require information from our body parts. Imagine that you are standing and wish to pick up a shoe box lying at your feet. You can easily bend your waist and knees until you can grasp the box with your hands. Once the box is grasped you can straighten back up to the standing position. The information that our bodies require to perform an action, like the one above, is frequently divided into two sources (Reed 2002) : the "body schema", which contains the relations of the body parts and its physical constraints, and the "body percept", which refers to a particular body position perceived in an instant.
The body schema and the body percept give us an insight into how other people perform actions. Since the knowledge of feasible actions and physical constraints is implicit in the body schema, it is possible to do a mental rehearsal of our actions and gather the results of those actions at particular body percepts. At some extent, it is possible to simulate other peoples' actions. The previous idea is feasible but only after the individual has established a certain "level of similarity" to imitate (Alissandrakis et al 2004) . Therefore, the understanding of similarities (e.g. body, actions, or effects) in other people facilitates imitation. The body schema and the body percept give us the insight into recognizing this level of similarity and thereby performing movements and actions to achieve this similarity. It is believed that the body schema and the body percept contribute through different developmental stages to the imitation ability (Reed 2002, Rao and Meltzoff 2003) .
Imitation, the ability to recognize, learn and copy the actions of others, rises as a very promising alternative solution to the programming of robots. It remains a challenge for roboticists to develop the abilities that a robot needs to perform a task while interacting intelligently with the environment (Bakker and Kuniyoshi 1996, Acosta-Calderon and Hu, 2003a) . Traditional approaches to this issue, such as programming and learning strategies, have been demonstrated to be complex, slow, and restricted in knowledge.
Learning by Imitation will enhance the robots repertory of abilities especially through human-robot interaction. Hence, robots might eventually help humans in their daily personal tasks (Acosta-Calderon and Hu, 2004a) . Additionally, imitation presents some desirable characteristics for robotic systems such as effective learning, transfer of implicit knowledge, and reduced cost of programming (Acosta-Calderon and Hu, 2003b) . This paper presents an approach for robot imitation based on the two fundamental parts used by humans to acquire information, understand and execute actions: the body schema and the body percept. The interaction of these two parts are presented throughout different stages like those presented in the development of the imitative abilities in humans. The presented approach in this paper addresses imitation of 2D movements, handwriting, and simple manipulation actions.
The rest of the paper is organized as follows. The second section presents the background theory that has inspired our work on imitation. The next sections present the three stages of our imitation approach, and implementation issues are also offered. The third section discusses the body configuration and its importance for building the body schema. In the fourth section, it is described how the interaction between body schema and body percept produces imitation of body movements. The fifth section gives details of the use of environmental states to achieve imitation of body movements. Experimental results are presented in the sixth section. Finally, the last section concludes the paper and outlines the future work.
FOUNDATION
The understanding of imitation on humans could give an insight of the processes involved and how this phenomenon could be commenced in robots. The intrinsic relation of human actions and human bodies is a good starting point. Humans can perform actions that are feasible with their bodies. In addition, humans are aware of which actions are feasible with their own bodies just by observing an action to be performed. Hence, the information used by the human body in order to carry out an action is derived from two sources (Reed 2002 ):
• The body schema is the long-term representation between the spatial relations among body parts and the knowledge about the actions that they can and cannot perform.
• The body percept refers to a particular body position perceived in an instant. It is built by instantly merging information from sensory sources, including visual input, and proprioception, with the body schema. It is the awareness of a body's position at any given moment.
The information from the body percept is instantly combined with that from the body schema to identify an action. For instance, by observing someone (with similar body) lifting a box, one can easily determine how one would accomplish the same task using one's own body. This means that it is possible to recognize the action that someone else is performing.
The body schema, a body representation with all its abilities and limitations, along with the representation of other objects can simulate any given action, for instance the box lifting example. Imagine that you see someone lifting a box. The body schema allows you to understand what someone else is doing and, for instance, how you would go about picking the box up yourself. It is possible then to indicate the main two functions of the body schema:
• Direct function is the process of executing an action that produces a new state.
• Inverse function is looking for an action that satisfies a goal state from a current state.
These two functions share the idea that has been used in motor control, but they are known as controllers and predictors (Wolpert and Flanagan 2001) . The work of Demiris and Johnson in (Demiris and Johnson 2003) used functions with the same principle but they called them inverse and forward models.
The interaction of both functions allows simulating another person's actions (Goldman 2001) . The inverse function generates the actions and movements that would achieve the goal, the actions and movements are sent to the direct action, which will predict the next state. This predicted state is compared with the target goal to take further decisions. The interaction between the body schema and the body percept permit us to understand the relationships between ourselves and other's bodies (Reed et al 2004; Viviani and Stucchi 1992) . Thus, in order to achieve a perceived action a mental simulation is performed constraining the movements to those that are only physically probable.
The body schema provides the basis to understand similar bodies and perform the same actions (Meltzoff and Moore 1994) . This idea is essential in imitation. In order to imitate, it is first necessary to identify the observed actions, and then be able to perform those actions. Psychologists believed these two elements interact between them through several developmental stages causing human imitative abilities. One attempt to explain the development of imitation is given by Rao and Meltzoff, who had introduced a four-stage progression of the imitative abilities (Rao and Meltzoff 2003) , details of each stage are presented below:
(1) Body babbling. This is the process of learning how specific muscle movements achieve various elementary body configurations. Thus, such movements are learned through an early experimental process, e.g. random trial-anderror learning. Because, both the dynamic patterns of movements and the resulting end-states achieved can be monitored proprioceptively, body babbling can build up a map of movements to end-states. Thus, Body babbling is related to the task of constructing the body schema (the system's physics and constrains). (2) Imitation of body movements. This demonstrates that a specific body part can be identified i.e. organ identification (Meltzoff and Moore 1992) . This supports the idea of an innate observation-execution pathway in humans (Charminade et al 2002) . The body schema interacts with the body percept to achieve the same movements, once these are identified. (3) Imitation of actions on objects. The ability to imitate the actions of others on external objects undoubtedly played a crucial role in human evolution. This is done by facilitating the transfer of knowledge of tool use and other important skills, from one generation to the next. This also represents flexibility to adapt actions to new contexts. (4) Imitation based on inferring intentions of actions. This requires the ability to read beyond the perceived behavior to infer the underlying goals and intentions. This involves visual behaviors and internal mental states (intentions, perceptions, and emotions) that underlie, predict, and generate these behaviors.
Imitation in robotics has been tackled for few years now. The main reason behind this is the promise of an alternative solution to the problem of programming robots (Bakker and Kuniyoshi, 1996) , to fill the gap to human-robot interaction Becker et al 1999) , and finally, to obtain new abilities by observation (Acosta-Calderon and Hu, 2003b) .
Related work on imitation using robotics arms focus on reproducing the exact gesture while minimizing the discrepancy for each joint (Ilg et al 2003; Zollo et al 2003; Schaal et al 2003) . The work described here uses a different approach; it focuses only on the target (i.e. demonstrator's hand) and to allow the imitator to obtain the rest of the body configuration (Acosta-Calderon and Hu 2005). The four developmental stages presented above serve as a guideline for the progress in this research. This paper reviews the experiences of a robotic system with the first three stages: body babbling, imitation of body movements, and imitation of actions on objects.
BODY CONFIGURATION
Body babbling endows us, humans, with the elementary configuration to control our body movements by generating a map. This map contains the relation of all the body parts and their physical limitations. In other words, this map is essentially the body schema. At this stage, the body schema is learned generally through a process of random experimentation of body movements with their achieved end-states. When humans grow and their bodies change, the body schema is constantly updated by means of the body percept. The body percept, in turn, gathers its information from sensory sources. If there is an inconsistency between the body schema and the body percept, then the body schema is updated.
In robotics, since the bodies of robots are normally changeless in size and weight, body babbling should be simpler. Therefore, the proposed approach here is to endow a robot with a control mechanism that will permit the robot to know its physical abilities and limitations. Some other approaches in contrast try to follow nature's design in this matter to permit a robot to build its body schema by random learning, which would take much time to converge into a good control mechanism, without mentioning the handling of redundancy (Lopes et al 2005; Schaal et al 2003) . In the following section the robotic platform used in our experiments is introduced and its control mechanism is described.
The robot hardware and control mechanisms
The robotic platform used to validate our approach is a mobile robot Pioneer 2-DX with a Pioneer Arm (PArm) and a camera, namely United4 (see Figure 1) . The robot is a small, differential-drive mobile robot intended for indoors. The robot is equipped with the basic components for sensing and navigation in a real-world environment. These components are managed via microcontroller board and the onboard server software. The access to the onboard server is through an RS232 serial communication port from a client workstation. United4 is also equipped Figure 1 The robot United4 is the robotic platform we used. It is a Pioneer 2DX with a Pioneer Arm and a camera.
with a vision system and a color tracking system. The vision system consists of one camera placed at the "nose" of the robot, which captures the images to be processed. The color tracking system provides information about the position and size of the colored objects. Color simplifies the detection of the relevant features in the application.
The PArm is an accessory for the Pioneer robot, which is used in research and teaching. This robotic arm is five degrees of freedom (DOF); its end-effector is a gripper with fingers allowing for the grasping and manipulation of objects. The PArm can reach up to 50 cm from the center of its base to the tip of its closed fingers. All the joints of the arm are revolute with a maximum motion range of 180
• . To control the arm, we use kinematic methods. These methods are dependent on the type of links that compose the robotic arm or manipulator, and more importantly they are determined by the way they are connected.
A situated machine, like United4, interacts with the environment by changing the values of its effectors, which produces a movement in space to reach a new position. Therefore, position control mechanism is required, which would allow the robot to know its position in time, and to place the robot in a desired position. The control mechanism used here is based on the kinematic analysis, which studies the motion of a body with respect to a reference coordinate system, without considering speed, force, or other parameters influencing the motion (Mckerrow 1991) . A type of this kinematics is the "forward kinematics". The forward kinematic analysis permits to calculate the position and orientation of the end-effector of the robotic arm, when its joint variables have changed.
The forward kinematics as we mentioned before, calculates the position and orientation of the end-effector from a set of joint values. Equation (1) presents the forward kinematic equations to calculate the position and orientation of the PArm. Despite calculating the position from a given joint values, it is necessary for the robot to determine its joints values to reach a desired position and orientation. There are different methods to achieve this. The method used by United4 is called the resolve motion rate control (RMRC), which performs smooth movements of the arm from the current position of the end-effector to a desired position (Klafter et al 1989) . This method is for continuous paths, which means that the end-effector of the robotic arm reaches one target and it does not have to change its entire joint configuration to find a new position. Instead, RMRC tries to minimize the kinetic energy, which causes less movements of the joints configuration.
In order to know the joint's velocities that are necessary to accomplish a change of position in the end-effector, we use the inverse Jacobian. We can also introduce a second criteria φ to be minimized subject to the primary position task by using the global solution.
where J + is the pseudoinverse matrix of J. The reason for using the pseudoinverse matrix is because the PArm's Jacobian matrix is not a square. In equation (2), J + is used along with a function that tries to maintain the joint values within the center of its limits, while it calculates the incremental changes in the joint variables θ i , which could produce the desired incremental change in the endeffector's location. Details of the kinematics equations and the RMRC for the PArm can be found at (Acosta-Calderon and Hu, 2004a; Acosta-Calderon and Hu, 2004b) .
IMITATION OF BODY MOVEMENTS
The imitation described in this paper will focus exclusively to the imitation of the arm movements. The level of imitation for this stage is defined as the reproduction of the path followed by the target (Billard et al 2004; Dautenhahn and Nehaniv 2002; Nehaniv and Dautenhahn 2002) . Thus, the imitator will only follow the path described by the end-effector of the demonstrator i.e. the hand of the human demonstrator. This level of imitation finds supported in way that humans observe a movement with the intention to imitate. When humans observe a body movement, e.g. observing someone waving the hand; they do not focus their attention on every body part. Instead, humans choose as the point of fixation the end-effector (i.e. the human hand), while the peripheral vision and the body schema help them to keep track of the position of the other body parts (shoulder, elbow, etc.) (Mataric and Pomplun 1998; Mataric 2002) . When humans fix their gaze in the end-effector they rely on the body schema, which along with the body percept find the necessary body configuration for the rest of human body parts, automatically satisfying the target position for the end-effector. Hence, the level of the reproduction of the exact gesture was not central because our approach allows the body schema to find the body configuration satisfying the target position. The discrepancy among the bodies of the imitator and the demonstrator is another reason that the reproduction of the exact gesture is not intended. This issue is called the correspondence problem.
Correspondence problem
If a child would like to imitate a body movement, e.g. a waving hand, the child would focus on the position of the hand, while the rest of all the other body parts are not attended directly. The body schema allows the child to do this because it finds the correct configuration for all the body parts satisfying the desired position. In this way, the child is able to avoid the hassle of concentrating on every single part of the body that the child is observing.
The above example works, when the demonstrator and the imitator have a common body representation. This implies that the body schema of the imitator is, by itself, capable enough to understand the demonstrator's body. In a situation, where the demonstrator's body differs from the imitator's body, the imitator's body schema would not be able to understand the demonstrator body representation; this situation is called the correspondence problem (Nehaniv and Dautenhahn 2001; Nehaniv and Dautenhahn 2002) .
The imitator can overcome the correspondence problem by finding a certain level of similarity between the bodies. This level of similarity is intrinsically related to metrics, which capture the aspects of the demonstration (Alissandrakis et al 2004; Nehaniv and Dautenhahn 2001) . Hence, the imitator can look for a level of similarity that involves body positions, actions, and states according with its own objectives.
For our implementation, this correspondence problem is presented due to the discrepancy of the bodies of the robot as imitator and the human as demonstrator. To work out this situation, the robot is provided with the representation of the body of the demonstrator and a way to relate this representation to its own (Acosta-Calderon and Hu, 2004a). Figure 2a presents the correspondence between the body of the demonstrator and that of the imitator. Here, a transformation is used to relate both representations. This transformation is based on the knowledge that in the set of joints of the demonstrator there are three points that represent an arm (shoulder, elbow, and wrist). The remaining two points (the head and the neck) are used just as a reference. This information about the representation of the demonstrator is extracted by means of color segmentation.
The transformation relates the demonstrator's body to the robot's body. Thus, the final result of this transformation is a point in the robot's workspace represented as follows:
where the location of the robot's end-effector is specified in terms of both the position (defined in Cartesian coordinates by x, y, and z) and the orientation (defined by the roll, pitch, and yaw angles RPY(φ, θ, ψ)). The reference points are used to keep a relation among the distances in the demonstrator model. The shoulder is the origin of the workspace of the robot. Thus, the shoulder of the demonstrator is used to convert the position of the remaining two points of the demonstrator's arm. The new position of the demonstrator's end-effector (i.e. wrist) is then calculated, and finally it is fitted into the actual workspace of the robot (see Figure 2b) .
We need to keep in mind that the coordinate systems for the image perceived and for the robot are different. The main difference is that the robotic system is 3D whereas the image is just 2D. Thus, we consider only movements in the plane YZ of the arm (i.e. X is set to a fixed value), and then we would be able to match the plane XY of the image with the plane YZ of the arm (see Figure 2b ) by using simple transformations. Those transformations have to be applied in every point of that the image that we would like to convert to the arm frame.
Since, this arm representation must fit into the actual arm workspace; the k parameter encloses the relation of one pixel in the image to the working unit for the arm. We use a negative value of k in equation (4) to invert the Y-axis of the XY image plane and to be coplanar with the Z-axis of the YZ robot plane. This also produces a "mirror effect" on the value of Y for each point. Hence, if the model is located in front of the robot and moves its left arm, then the imitator would move the arm in the right side, acting as a mirror. The orientation of the demonstrator's hand is obtained by inverse solution described in equation (5). To compute these angles the unitarian orthogonal vectors [ n, a, o] need to be assigned.
Since the demonstrator's hand is assumed to move on a plane (i.e. YZ), then the orientation of the demonstrator's hand could be described in Figure 2b . The approach vector a is coming out of the demonstrator's hand and it is collinear to the line described by the wrist and the elbow
and the unitarian representation is
The normal vector n is perpendicular to the plane YZ, and it has a fixed value
Thus, the orientation vector o can be obtained by the cross product of a and n due to the orthogonal property of the three vectors
Finally, with the three vectors the orientation angles can be calculated by equation (5).
Mechanism of imitation
The body movements studied here only involved arm movements. The mechanism designed to achieve imitation of body movements relies on two central issues:
1. The imitator focuses only on the position of the endeffector, which will define the path to follow 2. The imitator's body schema and body percept solve the body configuration to achieve each new position on the path.
The robotic scenario is set-up like this, the robot imitator observed a human demonstrator performing arm movements. The human demonstrator wore color markers to bring out the relevant features, which are extracted and tracked by the color tracking system. The obtained information is then used to solve the correspondence problem as described in the previous section. The reference point used to achieve this correspondence is the shoulder of the demonstrator, which corresponds to the base of the PArm. The robotic arm and the human arm share neither the same number of degrees of freedom nor the workspace. These physical differences between the robot and the demonstrator made an exact copy of their gestures impossible, apart from following the position of the end-effector. When a representation of the body of the demonstrator is provided, it is possible for the robot to obtain the position that corresponds to that of the demonstrator (Acosta-Calderon and Hu, 2004b).
Movement imitation is not as trivial as copying an observed movement onto one's own workspace. The process can be more complex as explained next while describing how the mechanism works (see Figure 3) . The color tracking system keeps feeding the mechanism with the position of the markers. The body percept uses this information along with the body schema of the demonstrator to calculate the position of the demonstrator's end-effector. The body percept is in charge of merging these data to estimate the pose of the demonstrator, and keep tracking of it, when it changes. The body percept uses the demonstrator's body schema to overcome the correspondence problem, and eventually, the coordinate transformation from an external workspace to the egocentric workspace.
Each new position of the end-effector transformed into the workspace of the robot is sent to the body schema of the robot. The body schema employs the data send by the body percept as a target to be satisfied by the inverse function (i.e. RMRC). This function obtains the new values for the body parts to satisfy the desired position. The inverse function resolves the redundancy of unconstrained degrees of freedom by applying the following criteria.
• The satisfaction of the desire position of the end-effector.
• The minimization of the kinetic energy between positions.
• Maintaining the joints inside their working limits.
The body configuration obtained for the robot might not be same as the one presented by the demonstrator, but a similar position of end-effector is achieved in the robot's workspace. Here, the body schema plays a crucial role in minimizing the motion trajectory, while considering the physical constrains, and selecting the more efficient body configuration.
Once a body configuration has been calculated, it is sent to the direct function (i.e. forward kinematics). The direct function will use the new body configuration calculated by Figure 3 The mechanism of imitation for body movements.
the inverse function along with the current state from the body percept (body percept (t)) to predict the new position of the end-effector. The predicted position of the endeffector is then compared with that used as a desired target (body percept (t + 1)). This comparison decides whether the new calculated body configuration is appropriate to achieve the desired position. Otherwise, the inverse function will need to solve the desired position again or the position might not be reachable by the robotic arm.
The The body configuration can now be sent to the motor control system, which modularizes the signals for the actuators. The mechanism until now shows an immediate imitation, which means that the imitator can only reproduce the gesture when observing the demonstration. The introduction of a memory will produce deferred imitation, where the imitator is able to reproduce the copied gesture even if the demonstrator is not executing the gesture or even if the demonstrator is not present. Therefore, the desired position is added to the representation of the movement, which can be used later for a performance of the learnt movements, or for classification. This memory requires a suitable representation of the movements.
Movements and library
When the demonstrator is performing a movement, the imitator extracts a discrete set of points, which can be seen as an abstraction of the movement. Here, each point represents both the position (defined in cartesian coordinates by x, y, and z) and the orientation (defined by the roll, pitch and yaw angles) of the demonstrator's end-effector. These points are smoothened by using cubic spline curves, which have the feature that they can be interrupted at any point and fit smoothly to another different path. More points can be added to the curve without increasing the complexity of the calculation. While the position of the movement (x, y, and z) is smoothed by the spline, the orientation (roll, pitch and yaw angles) is interpolated.
Once a movement is smoothened and fitted by a spline curve, the next step is to identify whether the observed movement has been learned previously or it is a novel movement. However, the identification of a movement is a complex process. The demonstration of a movement will never be exactly same during its repetition. However, the demonstrator may produce movements that share similar features. These features provide the way to classify the movements and to identify to which class a new movement corresponds.
Feature extraction
The selection of the relevant features of a movement is always a tough job. The features selected here do not require too much computational processing but they are still useful to differ the crucial points in the spline.
A movement − → Sp defined by equation (11) is a sequence of discrete points Sp i , where each point is expressed as Sp i = [x, y] (Despite the actual spline uses a 3D representation, here each point of the spline is expressed in a plane to simplify the description methodology implemented).
In our feature selection, the movement − → Sp is transformed into a sequence of feature vectors − → F defined in equation (12). Each feature vector is defined as
where the feature f i is a triplet formed of the position x f i , y f i , and the angle θ f i . These values represent a discontinuity of motion in the spline.
Since θ i is a directional quantity, a special treatment for the computation of probabilities, statistics, and distances, is necessary. Each feature f i is selected as follows:
(1) For each point, it is necessary to calculate γ and sign by using the following equations:
(2) The slope is then computed by using equation (15). The slope represents the slope of the Sp line, basically going up (value −1) or going down (value 1). In contrast with γ and sign, slope is not calculated for each point but only at the beginning of the Sp line and when a feature is selected.
(3) With all these values a feature is selected if any of the following conditions are met.
It should be noticed that, the number of features M is not equal to the number of points in the Sp line N. In addition, the number of features might vary from movement to movement. 
Identification and classification
After feature extraction a movement is now represented by a sequence of feature vectors as depicted in equation (4). A matching process is used to find the movement, whose template gives the best fit to the observed movement. Let a library's template consist of another sequence of feature vectors:
where − −− → Class k is the template k in the library and each feature vector is still defined as f i = [x f i , y f i , θ f i ] as same as equation (12). However, it is important to remark that the template in the library is not a single movement but instead is a sequence of clusters, where each cluster represents a single feature of the template (see Figure 5) . Therefore, here the feature f i is a triplet formed of the mean values of position x f i , y f i , and the angle θ f i of the elements in the cluster i . The matching steps to identify to which class belong the movement − → F are described below:
1. For each template k in the library (4) The distance between all the points of − → F and − −− → Class k is calculated by using:
where d DTW is the dynamic time warping (DTW) distance, which is defined for two particular feature vectors used here as equation (19). DTW is a method that allows an elastic match of two sequences used in speech recognition (Rabiner and Juang 1993) . This method produces an optimal alignment (or warping) path ( ), which defines an alignment of corresponding regions in both sequences; by means of a local distance function. (5) The matrix of distances generated by equation (10) is then used to obtain the alignment path ( ). This alignment path is generated by dynamic programming solution to Time Wrapping pattern matching problem (see equation (21)). This particular solution employs the Sakoe-Chiba algorithm, which only allows forward steps of size one in either one direction, or in both of them.
The alignment path is extracted from the matrix generated by equation (19); the sequence of related points that equals f (E, O ) in the matrix is the optimal path. The optimal path is a sequence of = [(1, 1),  . . . , (e, o), . . . (E, O ) ], where the indexes e and o can be found at least once. (6) The relations depicted by the alignment path are used to calculate the next values. Equation (22) calculates the relation of the feature vector F of a new movement, and the template k of the library. The relation of the features is given by the optimal path obtained by the dynamic programming.
In equation (22), DistCluster calculated the distance of the feature f i to the center of the cluster j . Equation (23) uses the mean and standard deviation of the cluster. All the distances are added and finally normalized by the number of clusters M in the template k.
(7) It is appropriate to calculate the percentage of activation of the clusters in the template as well as the activation of the features of the movement − → F . The number of active clusters is computed by equation (24). A cluster is active when the value of DistCluster is greater than a selected threshold.
(8) The values calculated above are used to decide whether the new movement is similar to those represented by the template k or not, i.e. subject to the following conditions:
If any relation of the movement with templates does not meet the constraints in equation (26), then it is valid to say that the movement − → F is a novel movement. Once the movement − → F has been classified as either one of the classes in the library or a novel movement, the next action is to update or create a new library's template with the values of the features of − → F . For each feature of − → F a cluster is created and added. Because, f i will be the only point in the cluster the mean values of the cluster will be equal to f i . Nevertheless, the value of the standard deviation of the cluster is set to a fixed initial value λ. This value plays a crucial role for the cluster, because it determines the identification of similar features and allows the update of the cluster and the features are related to the initial value.
One advantage of the use of the template representation for a movement is that each template has attached a unique representation of the class of movements that it represents. In Figure 5 , the solid black line is the unique representation of a class of movements for the letter "a". The grey lines are a set of movements classified for that class.
IMITATION OF ACTIONS ON OBJECTS
In learning by imitation, the robot should be able to identify the goals of perceived actions, instead of only identifying the physical positions. Thus, once a goal has been identified, there are different physical positions that can lead to the same goal (Bekkering et al 2000) . Hence, the level of imitation for this stage is reproducing the same goal, which means to focus on the essential effects of the observed action rather than just the particular physical motions (Billard et al 2004) . An imitated action based only on physical movements might fail, when it is reproduced in altered environments or when, due to the different sizes and configuration of the bodies, the exact movement cannot be accomplished .
The mechanism of imitation described here, intends to obtain the state and the effects of the demonstrator in the environment. Hence, to achieve this, the mechanism uses information of two sources i.e. the observation of the performance of the demonstrator and a simulation of what the imitator believes the demonstrator is doing. The simulation of what the imitator believes the demonstrator is performing produces a change in the simulated agent state and also in the effects of the simulated environment. When the discrepancy, between the imitator's simulation and what the imitator perceives, is marginal then the imitator is "confident" to know the state of the demonstrator and its effects on the environment. This mental simulation also provides a suggestion of the actions performed to reach that state and effects.
Although, the mechanism is able to extract the state and effects of the demonstrator's performance, it is valid to say that the mechanism is able to identify the goals from the observed actions. The previous idea is true by assuming that a goal is a configuration of both the agent's state and the agent's effects on the environment . This configuration might be delineated by a sequence of actions.
Action representation
Since the reproduction of the goal is the main concern of the mechanism at this stage, it is crucial to define the goal and to specify the way that the robot could be able to identify such goals from observed actions. The purpose of this work is not to find out how to extract the goals from actions. Therefore, we simplify the scenario with actions that the robot is able to identify its goals. In other words, each action has at least an embedded goal.
Despite the human body shareing many features with other types of objects, the body schema is treated differently from other object representations. Certain brain damages (i.e. Finger agnosia, autotopagnosia, hemispatical neglect, and ideomotor apraxia) suggest a separate representation of the body from other object representations (Reed 2002; Paillard 1999) . In a study, the subjects tended to classify objects by their visual and their functionality, but only the body was classified first for its functionality (Reed et al 2004) . The body schema is able to relate object representation through actions. Actions have a double presentation, an abstract one, used for planning and a motor one, used for the execution. The following details are only regarded to the abstract representation of an action used for planning.
An action can be defined as a transition or affordance from an initial state (namely pre-conditions) to produce a final state (namely post-conditions) . According to the previous concept, an action consists of three elements, a transition, an initial state, and a final state. Both initial and final states are environment-agent state values or just state values, these values represent the condition of the environment, the agent or the relation environment-agent. These values can be enumerable, e.g. "State of the gripper" (Open or Close); or measurable, e.g. "distance end-effector object" (20 cm).
The pre-conditions are the state of the relation environment-agent before the transition can be executed. On the other hand, post-conditions are values that express the resulting environment-robot relation after the transition has taken place. Therefore, the post-conditions can be interpreted as intrinsic goals of an action (Nicolescu and Mataric 2001 ). An example of an action is, "to perform the action grab on the object A, the pre-conditions ask that the object A must be within a reachable distance, and that the gripper is not carrying another object. Once the action is executed, the post-conditions should be that the object A is within the gripper".
Body schema and body percept
The body schema and the body percept have been expanded from the previous stage. Now, the body schema is able to use a library of actions that the robot can execute. Besides, the system is able to create new actions and store them in the library. The body percept stores abstract states, which record the relation environment-agent at a given instant, much like a snapshot. The robot's percept sequence can be thought of as a history of what the robot has perceived during its lifespan (Russell and Norvig 2003) .
The body percept can be interpreted in two different ways according to, whether the robot is observing to imitate or performing an action (see Table 1 ). When the robot is about to perform an action the body percept contains the relation of the environment-robot, and it is used as a pre-condition of the action about to perform. In contrast, during a demonstration, the body percept is used as the goal to be achieved. The robot-environment states values of the body percept are calculated in some cases by using the current reading from the sensorial, visual, and proprioception data. For example, the value for Gripper state is obtained directly from the sensory input, checking if the gripper is either closed or open. Nevertheless, in some cases we not only use the current sensorial readings at time t, but also those of previous states of the percept sequence [t-1, t-2, . . . , 0] as well. For example, in the case of the value of Approaching, the robot uses the previous states to check if the endeffector was far from an object, and now getting closer to that object.
The body schema, now, not only contains information about the physical parts of the body, but also keeps the knowledge of which actions can be performed. This knowledge about feasible actions is used to recognise those actions when they are executed. Therefore, the main two functions of the body schema regarding actions are stated as:
• Direct action, it is the action being taken when the robot has an action to perform and the pre-conditions in the current body percept (t) are met. Then the goal of the action is achieved;
• Inverse action, this situation arises when the robot knows the goal that it has to achieve, which is contained in the body percept (t + 1). Besides, the robot knows its current body percept (t), which is a pool of possible preconditions. Thus, the robot can look an action up in its repertoire. That action would need to satisfy the goal and its preconditions must be met.
The robot's body schema has been equipped with an initial set of actions known as "primitive actions". The majority of these actions are atomic actions, which can be taken in one step. In contrast, a complex action is an action that contains at least two actions whether they are atomic or not. The robot is able to create new complex actions by employing the original set of primitive actions. The action in a complex action connected as a net by their preconditions and post-conditions. This net can be seen as a plan to achieve a particular task.
The primitive actions have been implemented as a finite state machine (FSM) (see Figure 6) , in which the states are the pre-conditions and post-conditions, whereas the links between the states are the transitions. Therefore, possible actions over a particular object are gathered in a single FSM. One advantage of the FSM representation is that they tell us about the necessary sequence of actions from an initial state to a goal state. Figure 7 The interaction of the body percept and the body schema, when the robot system is learning. The output from an action can be inhibited to the effectors, which will produce a mental rehearsal of the action.
The FSM representation defines the a priori knowledge about a specific object. It only tells the imitator, which actions can be performed and which actions can not be performed on the object. Furthermore, the direct and inverse functions of the body schema exploit this representation.
Mechanism of imitation
The FSM representation of actions and the functions of the body schema only establish what the imitator can do with the object, but they do not tell the imitator how to achieve a task. In contrast, the mechanism of imitation allows the imitator to learn the necessary actions to accomplish a task. The aim of the mechanism is to achieve the same sequence of goals as the ones observed from the demonstrator. This sequence defines a way to solve a task. This mechanism works in two different ways depending on whether the robot is observing to imitate or perform an action. The relation between the body schema and the body percept also changes. Table 1 shows the differences.
When the imitator is observing to imitate, the body percept will contain the environment-demonstrator state, which is to simulate what the demonstrator experiences. A change in the state of the demonstrator by an action is registered as a new body percept (t + 1). Therefore, the robot will interpret this change as a new goal, i.e. the difference between its current body percept (t) and the new body percept (t + 1).
The body schema is now able to employ the inverse function to search for an action that covers the criteria of the new goal. The inverse function uses the body percept (t) as pre-conditions and the body percept (t + 1) as post-conditions. From the body percept (t) and (t + 1) is extracted the relation of possible relevant objects for the action. The relation of possible relevant objects leads the inverse function to search into specific FSM, where the pre-conditions and post-conditions narrow the search to an action.
This selected action is passed to the direct function to predict the state after the execution of the action. These values of the predicted state are compared with the ones in the body percept (t + 1); thus, one of the following situations may occur:
• If the predicted state is contained in the goal, then the action is added into the complex action; • If the predicted state contains both the goal and extra values that are not part of the body percept (t + 1); then these values are added to the body percept (t + 1) and the action is added into the complex action; • If the predicted state does not satisfy the goal, then the action is discarded and other relation of objects is used to find another action.
This learning process is depicted in Figure 7 . The imitator can either, perform an action and send its signals to the effectors, or it can inhibit the physical motion thereby producing a mental simulation of the action.
Executing a learnt action involves a different relation of the body schema and the body percept. The body percept now contains environment-imitator state. Thus, the body percept (t) is the current relation of environment and the imitator. The complex action to be executed is decomposed into its subaction. Each action A i is executed following these steps:
(1) It is checked whether the pre-conditions of action A i are part of the current body percept (t). If they are part of the body percept (t) then step 2 is taken. But if the preconditions are not met then the inverse function is called to search for an action that once executed satisfies the pre-conditions of A i . Therefore, the body percept (t) becomes the pre-conditions for the inverse function, and Figure 8 Learning phase, in (a) and (b) the demonstrator is writing the letters "e" and "s". Execution phase, in (c) and (d) the robot is writing those letters.
the pre-conditions of A i become the post-conditions of the inverse function. If an action is found by the inverse function, which satisfies the pre-conditions of the action to be executed, then this new action must be executed first, and it is sent to step 2. However, if no action is found then the system reports the error and stops the execution of the complex action; (2) The action A i is executed by the direct function of the body schema, which produces the expected environment-robot state. Hence, the motor control receives both the motor commands for actuators and the expected environment-robot state. The sensors keep registering the values until either these values fulfill the expected environment-robot state or the watchdog-time is up. If the post-conditions of A i are not reached, the system could try again the same motor commands or other that produce the same effect, when these exist. If these motor commands fail, the current environment-robot state is reflected into a new body percept (t + 1) and the inverse function searches for an alternative action. This time the inverse function uses the new body percept (t + 1) as pre-conditions and the post-conditions of A i as post-conditions. If an action is found this must be executed and it is sent to step 2. When no action is found the system reports the error and stops; (3) When the action A i is performed the environment-robot state values perceived in sensors are reflected into a new body percept (t + 1). If there are more actions then the next action A i+1 is sent to step 1; until the complex action is finished.
The execution of a primitive action requires looking for the action into the library. On the other hand, to execute a complex action the direct function has to make a recursive call for each single action that compounds its net, until it finds the primitive actions. The direct function also monitors that the effects of the executed action are obtained, by checking them in the body percept (t + 1).
RESULTS AND DISCUSSION
In this section experimental results are presented to validate the abilities of the approach presented. Different sets of experiments were conducted for the following stages of imitation: imitation of body movements and imitation of actions on objects. The set-up for the experiment consists of the robot United4, as the imitator, and a human demonstrator. The experiments were conducted in two phases for all the cases:
• Learning phase, here the robot faced the demonstrator, while observing the movements/actions performed by the demonstrator; the aim of this phase was that the robot identified and learned those movements/actions; • Execution phase, here the robot was place in the observed environment from where it learned; the aim of this phase was that the robot performed the movements/actions learned from the learning phase;
The experiments have been conducted in our Brooker laboratory. Relevant objects in the environment, including the joints of the demonstrator, were marked with different colors to simplify the feature extraction. In addition, the less clustered background permitted the robot to focus only on the color marked information.
Experiments on imitation of body movements
The experiments for this stage of imitation consisted in the learning phase of the imitator observing the movements of the demonstrator's end-effector i.e. handwriting. The execution phase consisted of the robot writing on a board, the learned letters. The robot observed the demonstrator performing the handwriting whereas, by means of the colored markers that the demonstrator wears, the body representation of the demonstrator was extracted. This representation was related with the robot's representation by the body schema. Therefore, the robot could understand the new position of the demonstrator's end-effector within its workspace. The configuration needed to reach this desired position was eventually calculated by means of the kinematics methods. Finally, the path described by the end-effector was recorded and was ready to be executed. Figure 8 presents the letters "e" and "s". The learning phase is presented in Figures 8a and 8b , where the demonstrator has written these letters. When the demonstrator Figure 10 Learning phase, (a) the demonstrator is approaching to the fridge, (c) the demonstrator is grabbing the handle of the fridge, and (e) opening the fridge's door. Execution phase, (b) the robot is looking for the fridge handle; in (d) the robot has approached to the object and grabs it, and (f) robot moving the fridge handle therefore, opening the door.
was describing the path of these letters, the robot was observing and relating those movements to its own. In the execution phase, Figures 8c and 8d , the robot is performing the paths described by the letters. Figures 9a and 9b show the learned path in a dotted line and the robot path in a solid line. The robot is writing the same letters by a mimicry process of the observed movement. Figures 9c and 9d present the same observed movements from the demonstrator, but in this case the robot uses the method of classification and identification movements. Thus, the robot is able to identify the movements, which represent the letters "e" and "s". Besides, instead of using the same movement that the one observed, the robot uses the unique representation for each movement, which is defined by the cluster of each template.
The performance of the classification method is shown in Table 2 , including five classes of letters, i.e. "A, B, C, D, and S", and 155 sample data for each class 31 samples were provided. In the table below, the performance of classification for each class can be found. The column Missed presents the number of samples that were classified into a different class. The column No Classified shows the number of samples for each class that were not classified into a particular class. Therefore, those samples could be treated as samples of a class that is not in the set of the five classes used for classification.
Experiments on imitation of action on objects
Regarding the experiments of imitation of action on objects, the robot was observing the demonstrator open a small fridge. Here, the robot was collecting not only data of the demonstrator but also information about the relevant objects in the environment. For these experiments, the robot was endowed with a set of primitive actions. This set of primitive actions is mainly defined by the environmental states that the robot is able to recognize. The body percept is structured by both the position of the demonstrator's end-effector and the states that represent the relation environment-robot. The state generator contains rules defining the behavior of the relation robot-objects in the environment. For example, for the action (Carrying) on an object, the object must be in the gripper, and moving at a constant motion with the gripper.
In Figure 10 , the demonstrator shows the actions in (a), (c), and (e). The robot is performing those actions in (b), (d), and (f). First, it looks for the fridge's handle, once this has been found (Search), the robot approaches to it (Approach). When the robot is close enough to reach the object with the arm it stops, this behavior has been programmed in this way, since the robot is unable to estimate the distance from the camera image. The object is then centered in the image, so the arm can stretch (Reach) and grab it (Grab).
In all the previous actions there is only one parameter the object involved, the fridge's handle. However, for the last action (Carry) we required two parameters: the object and the path to be followed by the arm. Thus, the arm is moving describing the path shown by the demonstrator as it is carrying the object, or to be more specific, pulling the object in this case. Figure 11 presents the description of the actions, which compound the learnt complex action and their associated pre-conditions and post-conditions. The actions are taken from the finite state machine representation and add to the complex action, where they are related by their conditions.
CONCLUSIONS AND FUTURE WORK
Roboticists have begun to focus their attention on imitation, since the capability to obtain new abilities by observation represents many important advantages to the way of programming robots. Furthermore, learning by imitation presents considerable advantages in contrast with traditional learning approaches. It is believed that imitation, for its intrinsic social nature, might equip robots with new abilities through human-robot interaction. Therefore, the robots would eventually be ready to help humans in personal tasks.
We described our approach based on two main components that humans use when performing an action. These elements are believed to play a crucial role to achieve imitation: the body schema and the body percept. Developmental stages of imitation in humans were used to prove the key-role of these two components. The scope of this paper describes the progress on the following three stages:
• Body babbling.
• Imitation of body movements.
• Imitation of actions on objects.
For body babbling, i.e. at the first stage, we argue that a control method is a good way to endow the robot with a model to describe its body configuration (body schema). In this way we avoid a random trial-and-error learning process, as presented in infants. In the second stage, imitation of body movements, we defined the level of imitation selected was the reproduction of the path followed by the target. Here, the imitator focuses on the end-effector of the demonstrator, while the body schema finds the rest of body configuration satisfying the target position. In the last part of our work, imitation of actions on objects, the level of imitation pursued is to reproduce the same goal, which involves the identification of an action by using the body schema and using the body percept as the target goal.
The paper also presented experimental results supporting the feasibility of the proposed approach. Our future work comprises further experiments at the stage of imitation of action on objects, increasing the complexity of the tasks of the robot, as well as increasing the level of human-robot interaction.
