Although hot spells and heat waves are considered extreme meteorological phenomena, 21 the statistical theory of extreme values has only rarely, if ever, been applied. To address 22 this shortcoming, we extend the point process approach to extreme value analysis to 23 model the frequency, duration, and intensity of hot spells. The annual frequency of hot 24 spells is modeled by a Poisson distribution, their length by a geometric distribution. To 25 account for the temporal dependence of daily maximum temperatures within a hot spell, 26 the excesses over a high threshold are modeled by a conditional generalized Pareto 27 distribution, whose scale parameter depends on the excess on the previous day. Requiring 28 only univariate extreme value theory, our proposed approach is simple enough to be 29 readily generalized to incorporate trends in hot spell characteristics. Through a heat wave 30 simulator, the statistical modeling of hots spells can be extended to apply to more full-31 fledged heat waves, which are difficult to model directly. 32
Introduction

45
Heat waves are meteorological events that have received much attention in recent years, 46
given the mortality associated with them (Gosling et al., 2009) and given the specter of 47 trends in their frequency, duration, and severity as part of global climate change (Meehl 48 and Tebaldi, 2004) . In particular, the high mortality associated with the 2003 European 49 heat wave generated much concern about whether climate change is playing a role (Schär 50 et al., 2004) . Other recent heat waves of note include the 1995 event in Chicago, IL, USA 51 (Karl and Knight, 1997) . Because of their rarity and because of their severity, such events 52 are naturally viewed as "extreme". But statistical methods based on extreme value theory 53 (e.g., Coles, 2001 ) have only rarely, if ever, been applied to this type of meteorological 54 event in realistic climate applications. Even the statistical analysis of projections of future 55 changes in heat wave characteristics, on the basis of climate change experiments using 56 numerical models of the climate system, has generally avoided any use of the statistics of 57 extremes (Koffi and Koffi, 2008, Tebaldi et al., 2006) . 58
Yet there is a long tradition of using statistical methods based on extreme value 59 theory in the analysis of simple extreme meteorological events, most commonly in the 60 form of the highest daily precipitation amount over a year or the highest temperature over 61 the summer season (Gumbel, 1958) . While such analyses typically assume stationarity 62 (i.e., an unchanging climate), they are starting to be extended to the case of temporal 63 trends (e.g., Katz et al., 2002) . The so-called point process approach is a parsimonious 64 way to model possibly non-stationary extremes, jointly modeling the occurrence of an 65 event (e.g., an exceedance of a high threshold) and its severity (e.g., an excess over a high 66 threshold) (Coles, 2001 , Smith, 1989 . This approach has recently been applied to detect 67 trends in high temperature extremes (Brown et al., 2008) . Other meteorological 68 applications using the point process model are included in Furrer and Katz (2008) andcluster maxima to account for temporal dependence. In the present application, these 71 clusters constitute hot spells whose characteristics need to be modeled as well (especially 72 hot spell length and temporal dependence of excesses within a hot spell) rather than 73 discarded. 74
Hot spells and, to an even greater extent, heat waves have a complex temporal 75 structure that makes the application of extreme value theory less than routine. Although 76 some analyses have made at least limited use of the theory, the attempts to date have 77 tended to be rather ad hoc, among other things tied to somewhat arbitrary definitions of 78 hot spells or heat waves (Abaurrea et al., 2007, Katsoulis and Hatzianastassiou, 2005 , 79 Khaliq et al., 2005 Khaliq et al., , 2007 . Part of the problem relates to the difficulty in defining a heat 80 wave, involving a choice of threshold, a minimal duration, and possibly other variables 81 besides daily maximum temperature (Robinson, 2001 , Meze-Hausken, 2008). As will be 82 seen, an approach focused on hot spells, which are simply defined as consecutive days 83
with maximum temperature over a certain threshold, with the statistical modeling based 84 at least in part on extreme value theory, results in sufficient flexibility to be applicable to 85 a wide variety of more complicated definitions of a heat wave. 86
In the statistical modeling of hot spells, it is essential that the temporal dependence 87 of extreme high daily maximum temperature be realistically modeled (Kysely, 2002 , 88 Mearns et al., 1984) . In the statistics literature, models based on bivariate extreme value 89 theory have been proposed to account for the persistence of temperature at high (or low) 90 levels (Coles et al., 1994) . In the present paper, we propose a simpler, but closely related 91 approach that only makes use of the more familiar univariate extreme value theory and 92 readily available software. All calculations in this work have been done with the free 93 software environment for statistical computing and graphics R, using the packages ismev 
Point Process Approach
124
The core result of extreme value theory implies that the distribution of the (appropriately 125 normalized) maximum M n = max{X 1 ,…,X n } of an independent and identically distributed 126 (iid) sample X 1 ,…,X n from a distribution F converges to the GEV distribution. Consistent 127 with this result, the distribution of the excesses over a high threshold u is approximated 128 by a GP distribution under mild conditions on F. In the context of this paper, the block 129 maximum M n corresponds to an annual or seasonal maximum temperature, whereas the 130 excesses over u correspond to daily maximum temperatures exceeding the threshold u. 131
The cumulative distribution function of the GEV is given by 132
and that of the GP by 134 1/ ( ; , , ) 1 1 , , 1 0.
Here ξ denotes the shape parameter, where positive ξ implies a heavy tail, negative ξ a We anticipate obtaining negative shape parameters, i.e., a bounded tail, for temperature as 141 indicated, for example, in Brown and Katz (1995) .
For most practical situations, for example if the i X represent the daily maximum 143 temperature during the summer at a specific location, the independence assumption is 144 obviously not realistic. One possible way to deal with this problem is to decluster 145 excesses over the threshold u , by identifying independent clusters using an empirical rule 146 (e.g., after r consecutive observations below u a new clusters starts). Only one value per 147 cluster is kept, e.g., the first excess of the cluster or the maximum excess of the cluster, over the block maxima and the POT approaches: (i) it uses considerably more data about 165 extremes than a block maximum approach resulting in more reliable results; (ii) it can be 166 formulated in terms of the GEV parameters, which are invariant to the choice of threshold,allowing non-stationarities such as trends to be easily and naturally introduced through 168 covariate effects in the parameters; and (iii) it includes the threshold excess rate in the 169 inference, which is modeled separately in a POT approach. Note that parameter 170 estimation via maximum likelihood requires specialized, but straightforward numerical 171 techniques in the non-stationary case. 172
In order to fit a point process model, it is necessary to select an appropriate threshold. 173
A common approach is to fit the model using a set of candidate thresholds, and to 174
consider only values of u for which the resulting parameter estimates are approximately 175 stable. In the case of a point process model, it is also theoretically possible to vary the 176 threshold in time, but this can lead to numerical instabilities in the maximization. In the 177 case of heat waves, we will be concentrating on the summer season, so there is no need to 178 consider time-varying thresholds. Paris and, on the other hand, the length of the season itself may be subject to change. For 200 a first application of the proposed method, the simplification seems adequate but may 201 need to be relaxed in a more realistic situation. In the summer period considered, there 202 are fewer than ten additional missing values for Phoenix and only two for Paris. We set 203 the value of the daily maximum temperature on these dates to the minimum observed 204 value over the entire record period, so that they have no influence on the extremal 205 analysis. The data from the US were provided in heavily discretized form, rounded to the 206 nearest degree Fahrenheit, and we subsequently converted them to centigrade. The data 207 from France were provided rounded to the nearest one tenth of a degree centigrade. 208 Figure 1 shows the time series of annual maximum temperature at the three sites. 209
Extreme temperature events are the focus of this paper so data quality is of special 210 importance. Moreover, since detecting possible trends in hot spells is one goal, we need 211 to assume homogeneity of the data series to justify fitting the proposed model. Table 1 includes standard errors for all parameter estimates. As 240 anticipated we obtain negative shape parameter estimates, i.e., a bounded tail, at all three 241 locations. Recall that the shape parameter is identical in both parameterizations, the GEV 242 and the Poisson-GP, of the point process approach. We test the Poisson hypothesis for the 243 number of clusters per season with a Poisson dispersion test (Rice, 1995) , based on the (1994). We use instead only univariate extreme value theory, through conditioning in 286 order to provide a simple approach that is easily applicable in practice while still making 287 to a certain extent use of the theoretical advantages of extreme value models. For both 288 types of GP model, simple and conditional, trends can be easily introduced through 289 covariate effects in the parameters. 290
Given its memoryless property, the geometric distribution is the simplest plausible 291 model for spell length. It was used by Smith et al. (1997) to model the cluster length of 292 low minimum daily temperatures, although they found some evidence that a distribution 293 with a heavier tail might be needed. The probability mass function of the geometric 294 distribution is 295
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with the reciprocal of the parameter θ being the mean. Parameter estimation is done 297 using the method of moments (which is in this case equivalent to maximum likelihood). 298
Under a wide range of conditions, the parameter θ corresponds to the so-called extremal 299 index, which measures the tendency of the underlying process to cluster at extreme levels, 300 see Chapter 5 of Coles (2001) for a brief discussion of this index. 301
Note that this model is specific to the threshold u in the sense that, if the fitted 302 model is used at a higher threshold, the number of exceedances will no longer be 303 geometric. Asymptotically correct extreme value models are not subject to this limitation. 304
We circumvent this issue by simulating hot spells, i.e., using the original threshold, and 305 obtaining results on heat waves. 306
We model the excess on the first day of a hot spell with a GP distribution with 307 parameters u σ and ξ , which we derive from a point process model fit to data retaining 
312
Note that assuming a constant dependence structure throughout each hot spell 313 reduces the number of parameters involved and increases the amount of data available to 314 estimate each of them considerably, namely to all consecutive pairs of excesses. 315
Obviously, it is possible to extend this simple and parsimonious approach by allowing the 316 parameters of the conditional GP distribution to vary depending on which day within the 317 spell is modelled. For the station data considered here, we encountered numerical 318 problems while fitting such models, more precisely the estimated shape parameters being 319 in some cases smaller than or very close to −0.5, a theoretical bound below which the One of the drawbacks of the proposed approach is that the unconditional distribution 345 of any given excess within a spell is not necessarily exactly a GP distribution, although it 346 should be a close approximation. Even though the GP is the asymptotically correct model, 347 it is in practice, i.e., for finite samples, only an approximation and the conditional 348 approach at worst only weakens this approximation a bit further. Another possible 349 limitation is that the stochastic process for daily intensities within a cluster is not time- the effect due the observed underestimation should be small and the possibility to easily 362 introduce trends through a GLM approach more important. 363 Table 3 contains parameter estimates along with standard errors of the conditional 364 GP distribution for both choices of the scale parameter function and for all three sites. 365
Note that the estimates of the shape parameter are barely influenced at all by the choiceof this function and lie in an acceptable range (i.e., negative as expected for temperature 367 data but above −0.5). Note that all of the model characteristics shown in these plots are derived from the 381 fitted model, with the displayed sample characteristics not being directly fitted explaining 382 at least some of the apparent less than ideal performance of the models. In view of the 383 fact that we only allow one parameter to vary (the scale parameter of the conditional GP 384 distribution) and that the right-hand side of the plots is naturally based on extremely few 385 observations, the fit of the conditional GP models seems adequate for all three stations. 386
So we choose to use the simpler linear function for the scale parameter in the following. 387
A major advantage over more conventional approaches like a conditional normal model 388 is that the conditional GP model is able to capture the effect of increasing variability with 389 increasing median or mean. 390 391
Trends in Hot Spells
We intentionally constructed our hot spell model such that the introduction of trends in 393 duration, frequency and intensity of hot spells, and later on indirectly for heat waves, is 394 easily possible. Technically these three characteristics correspond to the components of 395 the hot spell model: the geometric model for spell length, the Poisson model for number 396 of spells per season, and the (conditional) GP model for the sizes of the temperature 397 excesses within a spell. While duration and frequency are direct consequences of the 398 definition of a hot spell, intensity can be measured in different ways, e.g., by a mean, 399 maximum or total excess of a spell. In our case we concentrate on the first excess as an 400 indicator since it can be assessed easily in our modeling framework and since trends in 401 the first excess will induce changes in these other measures as well. 402
For all three model components we consider parameters fixed over the heat wave 403 season within a given year but allow shifts from one year to another, i.e., for each year y 404 of the record period 1,..., P we consider 
Heat Waves
472
The extreme value methodology we apply requires, on the one hand, that the threshold be 473 high enough for the asymptotic theory to be valid but, on the other hand, low enough 474 such that enough data are available for the analysis to be stable. Another requirement is 475 that clusters/hot spells need to be approximately independent, which is usually achieved 476 by a declustering scheme of which we use the simplest one: two spells are separated by at 477 least one day of lower temperatures. To study heat waves, we will use the fact that at least 478 for some definitions, they can be indirectly derived from hot spells, for example by using 479 a higher threshold (see Figure 9 middle), using only longer hot spells, merging spells, i.e., 480 using 1 r > (see Figure 9 right) or other functionals of the spell (e.g., mean or total 481 excess). The principal idea is to model hot spells using extreme value theory, and then 482 derive conclusions on heat waves, which themselves cannot so easily be analyzed for 483 various reasons: (i) there are too few data for direct models of heat waves to be as reliable; 484
(ii) different definitions of heat waves would require repeated model fitting, if not 485 different modeling approaches; and (iii) heat waves are, depending on the definition, 486
considerably more complex to model directly. 487
As an example, we use the fitted hot spell model (i.e., u = 40.8°C and 1 r > ) for 488
Phoenix and accordingly simulated hot spell series with and without the detected trend in 489 spell length. From these simulated hot spells, we indirectly obtained simulations of heat 490 waves, defined as temperatures exceeding the higher threshold of 43.6°C (i.e., 110.5°F), 491
where two heat waves are separated by at least a day of lower temperatures (i.e., 1 r = ). 492 Figure 10 shows observed series of number of heat waves (top), mean length (middle)and mean excess (bottom, i.e., one measure of heat wave intensity) along with 494 corresponding pointwise 5% and 95% quantiles of 100 simulated temperature series of 495 the same length with and without trend. 496
In Figure 10 the observed number of heat waves in Phoenix seems to increase more 497 systematically than the observed number of hot spells (recall Figure 6) , whereas the 498 length and mean excess during heat waves do not seem to show systematic changes over 499 time. Possibly the observed (and statistically significant, see Table 4 ) increasing trend in 500 hot spell length results in heat waves occurring more frequently. Most of the line 501 corresponding to number of heat waves is contained in the shaded area as it is rather wide. 502
The yellow area, corresponding to the hot spell model with a trend in the geometric spell 503 length distribution seems to reflect the potential trend in number of heat waves, more 504 convincingly so if bands with lower confidence (e.g. 10% and 90%) are used (not shown). 505
For mean heat wave length, it is clear that the simulations are not able to reproduce the 506 observed sudden spikes, and for the mean excess during heat waves the confidence bands 507 seem again rather wide compared to the observed values. 508 509
Discussion
511
A new technique has been proposed for the statistical modeling of hot spells. Unlike most 512 previous research on this topic, our method is based as much as feasible on the statistical 513 theory of extreme values. Given that hot spells are an extreme meteorological 514 phenomenon, this reliance on extreme value theory naturally produces an approach that 515 treats the basic characteristics (i.e., frequency, duration, and intensity) of such events in a 516 more realistic manner statistically than techniques heretofore applied. Perhaps less 517 obvious, the point process technique for extreme value analysis results in a morepowerful approach for systematically studying the statistical features of extreme high 519 temperatures. We have demonstrated how the statistical characteristics of more full-520 fledged heat waves can be derived from our statistical model for hot spells. In particular, 521 attention need no longer be restricted to a rigid definition of a heat wave, about which 522 there is not necessarily any consensus. 523
The proposed technique has been intentionally kept simple enough for trends in its 524 various components to be incorporated. Thus, there remain a number of respects in which 525 the technique could be extended, both to make its treatment of hot spells more realistic 526 statistically and of heat waves meteorologically. As already mentioned, it would seem 527 more reasonable to allow a trend in the length of the heat wave season, along with any 528 trends in other characteristics. A more appealing, but less parsimonious, approach would 529 Tables   762   763   Table 1 
