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1. Introduction
Let G = (V, E) be a simple graphwith vertex set V and edge set E. Its order is |V |, denoted by n, and
its size is |E|, denoted bym. Let A(G) be the (0, 1)-adjacency matrix of G. Since A(G) is symmetric, its
eigenvalues are real, and also called the eigenvalues of G. The characteristic polynomial of A, equal to
det(λI − A(G)), is called the characteristic polynomial of G, and is denoted by φ(G, λ). For the largest
eigenvalue of Gwe write ρ(G), and call it the spectral radius (or index) of G. For the least eigenvalue of
G we write λ(G).
There are many results in the literature concerning the largest eigenvalue of simple graphs; see,
e.g. [6] or [7]. Except for the graphs with the least eigenvalue around−2 (see, e.g. [8]), there are much
less results concerning the least eigenvalue of (simple) graphs. Recently, Bell et al. (see [1]) studied
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connected graphs whose least eigenvalue is minimal among graphs of prescribed order and size. Their
main structural result reads:
Theorem1 [1]. Let G be a connected graphwhose least eigenvalue isminimal among the connected graphs
of order n and size m
(
m <
(
n
2
))
. Then G is either
(i) a bipartite graph, or
(ii) a join (or complete product) of two nested split graphs (not both totaly disconnected).
Recall, a graph is called a nested split graph (or NSG for short) if its vertices can be ordered so that
jq ∈ E(G) implies ip ∈ E(G) whenever i  j and p  q. Nested split graphs are in fact threshold
graphs, so {2K2, P4, C4}-free graphs; for more details see, e.g. [9, p. 231].
In [2], the sameauthors put attention on the behaviour of theminimal least eigenvalue of connected
graphs of fixed order and variable size. For this aim, they also examined the structure of connected bi-
partite graphs of prescribed order and sizewithmaximal largest eigenvalue, and thereby the structure
of the graphs from the same class but withminimal least eigenvalue. The relevance of these investiga-
tions stems from Theorem 1(i), and the well-known fact that λ(G) = −ρ(G) for any bipartite graph
G (see, e.g. [9] p. 56). Before we state their main result, we need to introduce a new class of bipartite
graphs (also called chain graphs in [4]).
Let G be a (connected) bipartite graph with colour classes U and V . We say that G is a double nested
graph (or DNG for short) if there exist partitions
U = U1 ∪˙U2 ∪˙ · · · ∪˙Uh and V = V1 ∪˙ V2 ∪˙ · · · ∪˙ Vh,
such that the neighbourhood of each vertex in U1 is V1 ∪˙ V2 ∪˙ · · · ∪˙ Vh, the neighbourhood of each
vertex in U2 is V1 ∪˙ V2 ∪˙ · · · ∪˙ Vh−1 and so on. If |Ui| = mi and |Vi| = ni (i = 1, 2, . . . , h) then we
write
G = D(m1,m2, . . . ,mh; n1, n2, . . . , nh).
Theorem 2 [2]. If G is a graph for which λ(G) is minimal (equivalently ρ(G) is maximal) among all
connected bipartite graphs of order n and size m, then G is a double nested graph.
In this paper, we focus our attention on graphs whose least eigenvalue is minimal in the set of
connected graphs of order n and size n+ k (k  0). Note, for k = −1, the graphs in question are trees,
and then stars Sn (= K1,n−1) arise as is well known in spectral graph theory (see, e.g. [9]). In [10], Fan
et al. determined the unique graph with minimal least eigenvalue among all unicyclic graphs of order
n, while in [11], Petrovic´ et al. determined the unique graph with minimal least eigenvalue among all
bicyclic graphs of order n. Here we extend these results to connected graphs with cyclomatic number
up to 5 (note γ = k + 1 is a cyclomatic number of a connected graph of order n and size n + k).
The rest of the paper is organized as follows: in Section 2 we identify graphs G for which ρ(G) is
maximal, or equivalently, λ(G) is minimal, among all connected bipartite graphs of order n and size
n + k (with 0  k  4 and n  k + 5); in Section 3 we identify the unique graphs G with minimal
least eigenvalue among all connected graphs of order n and size n+k (with 0  k  4 and n  k+5).
As a consequence, we deduce similar results for the spectral spread.
2. Bipartite graphs with maximal largest eigenvalue
The main result of this section reads:
Theorem 3. Let G be a graph for which ρ(G) is maximal among all connected bipartite graphs of order n
and size n + k, with k  0 and n  k + 5. Then G is a double nested graph, i.e.
G = D(m1,m2, . . . ,mh; n1, n2, . . . , nh),
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and the following holds:
1◦ h > 1;
2◦ exactly one of the parameters m1 and n1 is equal to 1;
3◦ if h = 2 then G = D(1, 1; k + 2, n − k − 4);
4◦ h = 3.
Before proceeding with the proof, the following remark deserves to be mentioned.
Remark 1. For a fixed k and n large enough, we have proved that the bipartite graph with maximal
largest eigenvalue is either a unique DNG (see 3◦), or a DNG with h > 3. We strongly believe that the
latter case is not possible. For k  4 we will prove this claim in Theorem 4.
The proof of Theorem 3 is based on the following sequence of lemmas, the first of which is taken
from [13] (see also [9] p. 230). Recall that the index ρ(G) of a connected graphG is a simple eigenvalue,
and that there exists a unique unit eigenvector corresponding to ρ(G) having only positive entries.
This eigenvector is called the Perron vector of G.
Lemma 1. Let G∗ be the graph obtained from a connected graph G by rotating the edges viv around vi to
a non-edge position viu for each i ∈ {1, 2, . . . , s}. Let x = (x1, x2, . . . , xn)T be the Perron vector of G.
Then
xu  xv ⇒ ρ(G∗) > ρ(G).
Lemma 2 [12]. Let H and G be two rooted graphs with roots u and v, respectively. The characteristic
polynomial of the coalescence H · G (roots are identified) satisfies the relation
φ(H · G, λ) = φ(H − u, λ)φ(G, λ) + φ(H, λ)φ(G − v, λ)
−λφ(H − u, λ)φ(G − v, λ).
Lemma 3. Let n1, n2,m2,m3 and k be natural numbers and n1  2. Then
(n1 − 1)(m2 + m3) + n2m2  k + 1 ⇒ n1 + n2 + m2 + m3  k + 3.
Proof. Since ab  a + b − 1 for a, b  1 we easily deduce that
n1 + n2 + m2 + m3 > k + 3 ⇒ (n1 − 1)(m2 + m3) + n2m2 > k + 1.
The rest of the proof follows by the contraposition. 
Proof of Theorem 3. Let G be a graph for which the largest eigenvalue ρ(G) is maximal among all
connected bipartite graphs of order n and size n + k, with k  0 and n  k + 5. By Theorem 2, G is a
DNG of the form D(m1,m2, . . . ,mh; n1, n2, . . . , nh), with h  1. So we have
n(G) = m1 + m2 + · · · + mh + n1 + n2 + · · · + nh, (1)
m(G) = m1(n1 + · · · + nh) + m2(n1 + · · · + nh−1) + · · · + mhn1. (2)
If h = 1 then G is a complete bipartite graph Km1,n1 and its characteristic polynomial is
φ(G, λ) = λn−2[λ2 − m(G)]. (3)
It is easy to show that for h = 2, the characteristic polynomial of G is
φ(G, λ) = λn−4[λ4 − m(G)λ2 + m1m2n1n2]. (4)
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Similarly, for h = 3 the characteristic polynomial of G is
φ(G, λ) = λn−6[λ6 − m(G)λ4 + (m2m3n1n2 + m1m2(n1 + n2)n3
+ m1m3n1(n2 + n3))λ2 − m1m2m3n1n2n3].
(5)
1◦ To prove this property, suppose byway of contradiction that h = 1. Then G is a complete bipartite
graph Kt,n−t
(
2  t   n
2

)
withm = t(n − t)  2(n − 2). Hence,
k = m − n  n − 4  k + 1,
a contradiction.
2◦ Let G = D(m1,m2, . . . ,mh; n1, n2, . . . , nh) with h  2,m1  2 and n1  2. Using (2) it is easy
to prove that the following inequalities hold
m(G)  m(D(2,m1 + m2 − 2, . . . ,mh; n1, . . . , nh))
and
m(G)  m(D(m1, . . . ,mh; 2, n1 + n2 − 2, . . . , nh)).
If h = 2 then by the above inequalities and (2) we have
m(G)  m(D(2,m1 + m2 − 2; 2, n1 + n2 − 2)) = 2n − 4.
Using the same inequalities and (2) for h  3, we obtain
m(G)m(D(2,m1 + m2 − 2, . . . ,mh; 2, n1 + n2 − 2, . . . , nh))
 2n + (m1 + m2)(n1 + · · · + nh−1) − 2(m1 + m2 + n1 + · · · + nh−1).
Sincem1 + m2  3 and n1 + · · · + nh−1  3 it follows that
(m1 + m2)(n1 + · · · + nh−1) − 2(m1 + m2 + n1 + · · · + nh−1)  −3.
Thereforem(G) > 2n − 4.
In both cases we obtain the contradiction
k = m − n  n − 4  k + 1.
Accordingly, at least one of the parametersm1 and n1 is equal to 1.
Suppose now thatm1 = 1 and n1 = 1, and therefore that
G = D(1,m2, . . . ,mh; 1, n2, . . . , nh).
If h = 2 then the graph G is a tree, a contradiction. For h  3, by Lemma 1 we have
ρ(G) < ρ(D(m2 + 1,m3, . . . ,mh + nh; 1, n2, . . . , nh−1))
or
ρ(G) < ρ(D(1,m2, . . . ,mh−1; n2 + 1, n3, . . . ,mh + nh)),
contradicting the maximality of ρ(G).
So we have proved that exactly one of the parametersm1 and n1 is equal to 1, and 2
◦ follows.
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Fig. 1. The graphs D1 and Dk+1.
3◦ Let G = D(m1,m2; n1, n2). Using 2◦ we can assume, without loss of generality, that m1 = 1
and n1 > 1. Hence, G = D(1,m2; n1, n2). Then by (1) and (2), we have n = m2 + n1 + n2 + 1,
m = n1 + n2 + n1m2 and the following equality holds
m2(n1 − 1) = k + 1. (6)
If k = 0, it is obvious that m2 = 1 and n1 = 2. The graph D(1, 1; 2, n − 4) is the only DNG for
h = 2.
Suppose now that k  1. If m2 = 1 then from (6) we obtain n1 = k + 2 and n2 = n − (k + 4).
Similarly, ifm2 = k + 1 then n1 = 2 and n2 = n − (k + 4). Let D1 = D(1, 1; k + 2, n − k − 4) and
Dk+1 = D(1, k + 1; 2, n − k − 4) (see Fig. 1).
For λ > 0, by (4), we have
φ(D1, λ) − φ(Dk+1, λ) = −k(n − k − 4)λn−4 < 0,
and therefore ρ(D1) > ρ(Dk+1).
If k+1 is a prime number then the graphsD1 andDk+1 are the only DNG’s for h = 2 and 3◦ follows.
Supposenow that k+1 is a composite number. Letm2 be adivisor of k+1 such that 1 < m2 < k+1.
Then 2 < n1 < k + 2 and from the equivalence chain
m2 + n1 < k + 3⇔ m2 + n1 < m2(n1 − 1) + 2
⇔ 1
2
m2(3 − n1) + 1
2
(n1 − 1)(2 − m2) < 1,
we obtain thatm2+n1 < k+3 and n2 = n− (m2+n1+1) > n−k−4. LetDm2 = D(1,m2; n1, n−
m2 − n1 − 1). Since for λ > 0, by (4), we have
φ(D1, λ) − φ(Dm2 , λ) = λn−4[(k + 2)(n − k − 4) − m2n1n2]
< λn−4[(k + 2)(n − k − 4) − m2n1(n − k − 4)]
= −(m2 − 1)(n − k − 4)λn−4 < 0,
and therefore ρ(D1) > ρ(Dm2). This completes the proof of 3
◦. 
4◦ If G is a DNG with h = 3, then by 2◦ we have that
G = D(1,m2,m3; n1, n2, n3),
where n1  2. It follows, by (1) and (2), that the parametersm2,m3, n1 and n2 satisfy the equality
(n1 − 1)(m2 + m3) + n2m2 = k + 1. (7)
Using Lemma 3 we conclude that n1 + n2 +m2 +m3  k+ 3. Hence, n3 = n− (n1 + n2 +m2 +
m3 + 1)  n − k − 4.
Now,weobserveG = D(1,m2,m3; n1, n2, n3) (see Fig. 2) as a coalescenceof the starH = K1,n−k−4
and the graph G1 = D(1,m2,m3; n1, n2, n3), where n3 = n3 − n + k + 4. Note that n3  0,
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Fig. 2. The graph G.
|V(G1)| = k + 4 and the parameters of G1 satisfy (7). Notice, if n3 = 0 then G1 is DNG with h = 2.
Observe also D1 = D(1, 1; k+ 2, n− k− 4) (see Fig. 1) as a coalescence of graphs H = K1,n−k−4 and
G2 = K2,k+2. In Figs. 2 and 1 v denotes the vertex obtained by identifying the root of H with the root
of G1 and G2, respectively. So, G = H · G1, D1 = H · G2 and by Lemma 2 we get
φ(G, λ) − φ(D1, λ) = λn−k−5[λ(φ(G1, λ) − φ(G2, λ))
− (n − k − 4)(φ(G1 − v, λ) − φ(G2 − v, λ))]. (8)
Using (3)–(5) and (8) we obtain
φ(G, λ) − φ(D1, λ) = λn−6[(m2m3n1n2 + m2(n1 + n2)n3 + m3n1(n2 + n3))
+(n − k − 4)(m(G1 − v) − m(G2 − v))λ2 − m2m3n1n2n3].
The graph G contains a star K1,n3 as an induced subgraph. Therefore, ρ(G) >
√
n3.
For λ >
√
n3 we have that
φ(G, λ) − φ(D1, λ) > φ(G,√n3) − φ(D1,√n3) = n
n−4
2
3 [m2(n1 + n2)n3
+ m3n1(n2 + n3) + (n − k − 4)(m(G1 − v) − m(G2 − v))] > 0,
and therefore ρ(G) < ρ(D1), a contradiction. 
Theorem 4. If 0  k  4 then the graph D(1, 1; k + 2, n − k − 4) is the unique graph with maximal
largest eigenvalue among all connected bipartite graphs of order n and size n + k (n  k + 5).
Proof. Let G be a graph for which ρ(G) is maximal among all connected bipartite graphs of order n
and size n+ k (0  k  4, n  k+ 5). By Theorem 2, G is a DNG equal to D(m1,m2, . . . ,mh; n1, n2,
. . . , nh). Using 2
◦ of Theorem 3 we have that exactly one of the parameters m1 and n1 is
equal to 1.
If h > 3, then the graph D0 = D(1, 1, 1, 1; 2, 1, 1, 1) is a subgraph of the graph G and we obtain a
contradiction
k = m(G) − n(G)  m(D0) − n(D0) = 5.
The rest of the proof easily follows from Theorem 3. 
We conclude this section with the following remark.
Remark 2. So far we have identified, for a fixed k  4, connected bipartite graphs of order n and size
n+k (n  k+5)withminimal least eigenvalue. In [3] Brualdi and Solheid have solved the samekind of
problem but with respect to the largest eigenvalue, putting focus on its maximal value. For 0  k  2
they identified unique extremal graphs; for 3  k  5 they also identified unique maximal graphs
which occur for n large enough. Their result was extended for all k  3 by Cvetkovic´ and Rowlinson
(see [5]), but for n large enough. It turns that all these graphs in question are NSGs, with parameter h
equal to 2.
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3. Graphs with minimal least eigenvalue
For k  0, n  k+ 5, and 0  q  k
2
let Gq be the NSG with the adjacency matrix of the following
form
(1) (i) (j)
0 1 1 1 . . . 1 1 . . . 1 1 . . . 1 (1)
0 1 1 . . . 1 1 . . . 1 (2)
0 1 . . . 1 (3)
where i = q + 3 and j = k − q + 3 (see, if necessary, [7] p. 73).
It is easy to show that the characteristic polynomial of Gq is
φ(Gq, λ) = λn−6[λ6 − (n + k)λ4 − 2(k + q + 1)λ3 + (k(n + 3q − 4)
+ n − k2 − 4q2 − 2q − 3)λ2 + 2q(n − q − 3)λ
+ q(k − 2q)(3 + k − n − q)]. (9)
The graph G0 is depicted in Fig. 3.
Lemma 4. If k  2 and q  1 then λ(G0) < λ(Gq).
Proof. Using (9) we obtain
φ(Gq, λ) − φ(G0, λ) = qλn−6[−2λ3 + (3k − 4q − 2)λ2 + 2(n − q − 3)λ
−(k − 2q)(n + q − k − 3)].
Let f (λ) = −2λ3+(3k−4q−2)λ2+2(n−q−3)λ−(k−2q)(n+q−k−3). The function y = f (λ)
has exactly one negative root, say α0. It is positive and strictly decreasing in domain (−∞, α0) and
negative in (α0, 0). Since f (−√n − 3) = 2q√n − 3 + (k − 2q)(k − q) + 2(k − q − 1)(n − 3) > 0,
it follows that −√n − 3 ∈ (−∞, α0). Hence, f (λ) > f (−√n − 3) > 0 for λ < −√n − 3.
Now we distinguish the following two cases:
1◦ If n is even, then for λ < −√n − 3 we have
φ(Gq, λ) − φ(G0, λ) = qλn−6f (λ) > qλn−6f (−
√
n − 3) > 0,
i.e. φ(Gq, λ) > φ(G0, λ).
2◦ If n is odd, then for λ < −√n − 3 we have
Fig. 3. The graph G0.
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φ(Gq, λ) − φ(G0, λ) = qλn−6f (λ) < qλn−6f (−
√
n − 3) < 0,
i.e. φ(Gq, λ) < φ(G0, λ).
The star K1,n−3 is an induced subgraph of the graph Gq (0  q  k2 ) and λ(Gq)  λ(K1,n−3) =
−√n − 3. Now, from 1◦ and 2◦ above it follows that λ(G0) < λ(Gq). 
Theorem 5. If 0  k  4 then the graph G0 (see Fig. 3) is the unique graph with minimal least eigenvalue
among all connected non-bipartite graphs of order n and size n + k, with n  k + 5.
Proof. Let G be a graph for which the least eigenvalue is minimal among all connected non-bipartite
graphs of order n and size n + k, with 0  k  4 and n  k + 5. Then, by Theorem 1, G is a join of
two NSG’s H1 and H2, i.e. G = H1∇H2. Let |H1| = s, |H2| = n− s (1  s  n− 1). Now, we have that
s = 1, for otherwise
|E(G)| = |E(H1∇H2)| > s(n − s)  2(n − 2) > n + k,
a contradiction. Hence, |H1| = 1 and |H2| = n − 1. It follows that G = Gq (0  q  k2 ), since
otherwise we have a contradiction, namely |E(G)|  n + 5 > n + k. Now, for 0  k  1 the
statement is obvious, and for 2  k  4 it follows from Lemma 4. 
In what followswe focus our attention on the graphsD1 (see Fig. 1) and G0 (see Fig. 3). We compare
their least eigenvalues for every choice of n and k, with k  0 and n  k + 5.
Let
Q(t) = t4 − 2(k + 1)2(3k2 + 12k + 13)t2 − 8(k + 1)5(k + 2)t (10)
−(k + 1)5(3k3 + 5k2 − 23k − 41).
The polynomial Q(t) has exactly two positive roots t1 and t2 (t1 > t2) for 0  k  2, and it has
exactly one positive root t1 for k  3. It is easy to check that for 0  k  2 the following inequality
holds
t2 < (k + 1)
√
k2 + 8k + 11. (11)
Let n0 = k2 + 4k + 6 + t1.
Lemma 5. Let D1 and G0 be the graphs depicted in Figs. 1 and 3, with k  0 and n  k + 5. Then
1◦ if n  n0 then λ(D1) < λ(G0);
2◦ if n > n0 then λ(G0) < λ(D1).
Proof. The characteristic polynomials of D1 and G0 are
φ(D1, λ) = λn−4[λ4 − (n + k)λ2 + (k + 2)(n − k − 4)]
and
φ(G0, λ) = λn−4[λ4 − (n + k)λ2 − 2(k + 1)λ + (k + 1)(n − k − 3)].
Their difference is
φ(G0, λ) − φ(D1, λ) = λn−4f (λ),
where f (λ) = −2(k + 1)λ + 2k + 5 − n.
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It is easy to see that the least eigenvalue of D1 is
λ(D1) = λ0 = −
√√√√n + k +
√
(n − (k + 4))2 + 4(k + 2)2
2
and
f (λ0) = 2k + 5 − n +
√
2(k + 1)
√
n + k +
√
(n − (k + 4))2 + 4(k + 2)2.
Considering f (λ0), we next distinguish the following two cases.
1◦ Let f (λ0) > 0. If λ < λ0 and n is even then
φ(G0, λ) − φ(D1, λ) = λn−4f (λ) > λn−4f (λ0) > 0,
i.e.
φ(G0, λ) > φ(D1, λ). (12)
If λ < λ0 and n is odd then
φ(G0, λ) − φ(D1, λ) = λn−4f (λ) < λn−4f (λ0) < 0,
i.e.
φ(G0, λ) < φ(D1, λ). (13)
Now, from (12) and (13) we get that λ(D1) < λ(G0).
2◦ Let f (λ0) < 0. Observe
φ(G0, λ0) − φ(D1, λ0) = λn−40 f (λ0).
Then φ(G0, λ0) < 0 for even n, and φ(G0, λ0) > 0 for odd n.
So in both cases we get that λ(G0) < λ(D1).
Next we solve the inequality f (λ0) > 0, namely
√
2(k + 1)
√
n + k +
√
(n − (k + 4))2 + 4(k + 2)2 > n − 2k − 5.
The inequality obviously holds for k + 5  n  2k + 5. Suppose next that n > 2k + 5. After
squaring and reordering, we arrive at the equivalent inequality which reads
2(k + 1)2
√
(n − (k + 4))2 + 4(k + 2)2 > (n − (k2 + 4k + 6))2 − (k + 1)2(k2 + 8k + 11).
Obviously, it holds if
2k + 5 < n  k2 + 4k + 6 + (k + 1)
√
k2 + 8k + 11.
So, suppose that n > k2 + 4k + 6 + (k + 1)√k2 + 8k + 11. Now, after squaring and reordering,
the related inequality takes the form Q(t) < 0, where t = n − (k2 + 4k + 6). Using (11), since
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Table 1
The values of t1 and n0.
k t1 n0
0 5.25 11
1 16.26 27
2 33.26 51
3 56.26 83
4 85.26 123
t > (k + 1)√k2 + 8k + 11 > 0, we get that Q(t) < 0 whenever
k2 + 4k + 6 + (k + 1)
√
k2 + 8k + 11 < n  n0.
Accordingly, for k+ 5  n  n0, we obtain that f (λ0) > 0, which yields λ(D1) < λ(G0). This final
inequality completes the proof. 
Using the Computer Algebra SystemMathematica (as already done in some previous calculations)
we have computed the largest root t1 of the polynomial Q(t) (see (10)) for 0  k  4. Table 1 contains
the obtained values of t1 and n0 = k2 + 4k + 6 + t1 for 0  k  4.
Now, having in mind Theorems 1, 4 and 5, and Lemma 5 we can summarize our results as follows.
Theorem 6. There is a unique graph G with minimal least eigenvalue in the class of connected graphs of
order n and size n + k, with 0  k  4 and n  k + 5. Let n0 = k2 + 4k + 6 + t1, where t1 is the
largest root of the polynomial Q(t) for 0  k  4 (see Table1). Then G = D1 for n  n0 and G = G0 for
n > n0 (see Figs. 1 and 3).
We conclude this paper with some consequences of the above theorem and some results from the
literature.
Remark 3. First, the graph G0 of order n and size n + k is also an NSG. It is obtained from the star
Sn (on n vertices) by adding to it k + 1 edges which induce a star (on the set of pendant vertices of
Sn). Alternatively, G0 = K1∇(K1,k+1∪˙(n − k − 3)K1); so G0 is a join of two NSG’s, namely of K1 and
(K1,k+1∪˙(n − k − 3)K1). Secondly, according to [3,5], G0 is also the graph whose largest eigenvalue,
in the set of all connected graphs of order n and size n + k, is maximal for a fixed k  0 other than 2
and n sufficiently large.
Recall that the spectral spreadsp(G)ofagraphGofordern is equal toλ1(G)−λn(G) (or toρ(G)−λ(G)
in our notation). Based on Theorem 6 and Remark 3we immediately arrive at the following asymptotic
result.
Corollary 1. Let k ∈ {0, 1, 3, 4} be fixed number, and let G be a graph of order n and size n + k. If n is
sufficiently large then
sp(G)  sp(G0),
with equality if and only if G = G0 (see Fig. 3).
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