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Centre for Mathematics and Computer Science, 
Kruislaan 413, 1098 SJ Amsterdam, The Netherlands 
Existence and uniqueness theorems are given for solving infinite and finite 
systems of tixed point equations with parameters in the projective model (a natural 
model in the calculus of communicating processes). The results obtained are derived 
by exploiting the special topological and combinatorial properties of the projective 
model and the polynomial operators detined on it. The topological methods 
employed in the proofs of the existence and uniqueness theorems use a combination 
of the following three ideas: compactness argument, density argument, and 
Banach’s contraction principle. As a converse to the uniqueness theorem it is also 
shown, using combinatorial methods, that in certain signatures guarded equations 
are the only ones that have unique fixed points. .p 1987 Academic Press. Inc. 
1. INTRODUCTION 
There has been a lot of effort in the current literature to understand the 
mathematical behavior of processes. Beginning with Milner’s (1980) 
seminal work on “Calculus of Communicating Systems,” an attempt was 
made to bring the provability of correctness of computer programs under a 
solid mathematical foundation. In fact, one of Milner’s main contributions 
is to regard the basic concepts of communication and parallelism as 
algebraic in nature. Motivated from this, Bergstra and Klop gave an 
axiomatic-algebraic framework for studying processes (see Bergstra and 
Klop, 1986, for a survey introduction to their equational laws), which is 
more easily amenable to formal analysis and mathematical proof 
verification. In many respects their axiomatization constitutes a formal 
analog of some basic concepts of Milner’s “Calculus of Communicating 
Systems.” 
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Starting from a given set of atomic processes (or actions) one can assem- 
ble large systems of processes. The atomic processes of such a system may 
interact with one another, communicate, be executed in parallel, or even 
lead to a deadlock (see Hoare, 1985). The experience accumulated from 
studying the bahavior of processes has led to a set of equational laws (see 
Bergstra and Klop, 1986). In the Table I the axioms of the theory of the 
algebras of communicating processes are given (the reader is advised to 
look in Bergstra and Klop (1986) for details and further discussion of the 
axiom system, as well as to (Milner, 1980; Hoare, 1985) for a justification 
of the introduction of these equational rules.) The given signature of the 
axiom system consists of: an atom a, for each a E A, where A is the set of 
atomic processes, + (alternative composition or sum), . (sequential com- 
position or product), II (parallel composition or merge), k (left merge), ) 
(communication merge), aH (encapsulation, where H is a subset of the set A 
of atoms), the atomic process 6 (deadlock or failure), and the atomic 
process T (silent or internal action). (Both z, 6 are atomic actions but since 
they behave differently from the rest of the atomic processes it will be more 
appropriate in the sequel not be considered members of the set A.) The 
axioms of process algebras are listed in Table I. 
TABLE I 
Axioms of Process Algebras 
Basic axioms 
x+y=y+x 
x+(?‘+2)=(x+y)+z 
x + x = .Y 
(x+J).:=x.z+)‘.,- 
(.Y..v).;=x.(?‘.z) 
x + 6 = .Y 
S..Yu=S 
r-axioms 
5 x + I = T x 
a.(T..Y+y)=a.(s.x+y)+a.x 
5 ,,/Y=T.X 
(5.Y) ~y=z.(X/ly) 
rlx=.xlr=S 
(T.x)ly=.Yl(T.y)=.YIJ 
MerEe a.uioms 
vll?‘=?‘u_x+.Y 1Ly+.Yl) 
a U_x=a..~ 
(a.x) k y=a.(.xIly) 
(x+y) k--=x ILz+.vLLz 
(a..~)lb=al(b..u)=(a(h)..\ 
(a,.~\-)l(b.~)=(alb).(.~Il?‘) 
(.Y+?.)lz=rlz+~Iz 
z/(x+y)=;l.Y+rl) 
Communicalion axioms 
alb=bla 
(alb)lc=al(blc) 
ala=6 
Encapsulation axioms 
a,(s) = 5 
d,(a)=a if aEH 
d,(a)=difaEA-H 
d,,(z + J’) = S,(x) + a,(y) 
d,(x y) = c?“(.Y) a,( 1’) 
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The communication function I: A, x A, + A,(where A, consists of the 
atoms in A including 6) is initially defined only on atomic processes. Then 
it is extended to all finite terms (including t) using the r-, merge, and com- 
munication axioms. In the absence of communication, axiom 
x I/ y =y U_ x+x IL y +x 1 y should be replaced with the new axiom 
x I/ y = y U_ x+x U_ y, (i.e., the absence of communication is interpreted 
by the equation: x 1 y = 6, for all X, y). The theory consisting of the first five 
basic axioms together with the first four merge axioms is known as (basic) 
process algebra and is abbreviated by PA. ACP, the algebra of com- 
municating processes consists of the basic, merge, communication, and 
encapsulation axioms. Finally, ACP, consists of ACP plus the z-axioms. As 
usual, the universal quantifiers, which quantify the variables X, J?, z in the 
axioms in Table I are omitted. In addition, the letters a, b range over atoms 
in Ah. From now on and for the rest of the paper the process-product sign 
will be omitted. 
In this axiomatic framework one can define the so-called term (or initial) 
model A,, (= the set of all processes built up from the atomic processes 
u E A, including 6, r if they belong to the signature, via the operations in 
the given signature), as well as the models A,, for each n > 0. More for- 
mally, A,,] is the least set S of finite strings such that S contains all the con- 
stants of the given signature, and S is closed under the operations of the 
given signature. 
(The reader should be aware of all the possible signatures arising in the 
present study; practically every subset of +, ., 11, k, 1, LJH, 6, r, a (a E A) is 
a possible signature and hence it can give rise to a different term model A,,. 
It would be very cumbersome, however, to keep a different notation for A, 
for each possible signature. Instead, it will be left to the reader to derive 
from the context what the proper signature in each case is.) In addition, it 
should be pointed out that if one thinks of the elements of A,,, as finite trees 
with edges labeled by atoms then A, can be considered as consisting of 
those trees in A,, which have height at most II (see Bergstra and Klop, 
1986, for more details). 
Given any term t in A,, and any positive integer n let (t), be the subtree 
of t of height at most n obtained from t by deleting all those nodes which 
are located at height bigger than n. In a sense. (.), can be considered as the 
projection of the term model A,, onto the model A,. Now the projective (or 
standard) model, denoted by A” consists of all infinite sequences 
(P,, p2, “.3 Pnr . ..) such thatp,EA, and (~,~+,),,=p,~, for all n>O. 
In the study of the theory of concurrent processes one is particularly 
interested in solving fixed point equations, i.e., equations of the form 
x = T(X), where T(x) is a (polynomial) operator built up from the atomic 
processes, the variable X, and the operations of the given signature. Such 
equations or even systems of equations are often used to implicitly describe 
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the behavior of processes that arise naturally in the description of several 
well-known concepts in computer science, like stack, bag, counter, mutual 
exclusion, etc. (see Bergstra and Klop, 1986; Hoare, 1985, for a description 
of such concepts via the terminology of process algebras). 
However, this methods of self-referential description of a process .Y 
through the fixed point equation x = T(x) is meaningful only if it can be 
guaranteed that x= T(x) has a unique solution, e.g., any process x is a 
solution of .Y = X. To ensure the uniqueness of solutions of .Y = 7’(s) one is 
led to define the notion of guardedness. Intuitively, x is guarded in T(X), if 
every occurrence of x in T(x) occurs within the scope of a subterm of T(x) 
of the form a(... x...) (see Section 5 for a definition of the concept of guar- 
dedness). 
The following is an example of an infinite system of fixed point 
equations. For more examples of both infinite and finite systems the reader 
is advised to consult (Bergstra and Klop, 1986; Hoare, 1985; Milner, 1980). 
EXAMPLE 1 .I (movements of an object on an infinite chess board). Let 
the possible moves of an object moving on an infinite chess board be 
u=up, d= down, I= left, r =right. For each integer n = . . . . -2, - 1, 
0, 1, 2, . . . . let x, be the behavior of the object when it is on the 12th row. 
Then the complete bahvior of the object can be described by the following 
system of fixed point equations. 
where n = . . . . -2, - 1, 0, 1, 2, . . is an integer and the set of atomic processes 
is A = {u, d, I, r}. 
In general, one is particularly interested in establishing criteria that will 
guarantee both the existence as well as the uniqueness of solutions of 
systems of fixed point equations. For finite systems without parameters two 
such theorems are given in Bergstra and Klop, 1986, 1987) for the above 
mentioned projective model (in the signature +, ., 11, k, 1, E,,, a (a E A)). 
THEOREM 1.1 (existence theorem). Every finite system 
C = { xk = T,Jx,, . . . . x,,): k = 1, . . . . ,I} 
iffixed point equations has a solution in (A,)“. 
Theorem 1.1 is stated in Bergstra and Klop, 1986, Theorem 1.1.9) only 
for the signature +, ., 11, k, a (a E A). In addition, (Bergstra and Klop, 
1982) provides a proof of the theorem for the case n = 1 and the signature 
+, -, /I, U_, a (a E A). The full statement of Theorem 1.1, as this is stated 
above, was communicated to the author by J. W. Klop and will appear in a 
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forthcoming revised version of (Bergstra and Klop, 1982). A similar 
existence theorem for systems of arbitrary size (without parameters) has 
recently been proved by R. J. Van Glabbeek for the case of the countably 
branching graph model (and is implicitly mentioned in (Van Glabbeek, 
1987). 
THEOREM 1.2 (uniqueness theorem). Every finite system 
c= (Xk = Tk(X 1 , . . . . x,): k = 1, . . . . n ) 
of guardedfixed point equations has a unique solution in (A”)“. 
The present paper generalizes both of the above theorems in two direc- 
tions: on the one hand it allows the systems to have parameters in the pro- 
jective model and on the other hand it permits systems with a countable 
number of fixed point equations. In the case of finite systems without 
parameters the finiteness of the set A of atoms is not an issue; one can 
assume, without loss of generality, that A is a finite set containing all the 
atoms occurring in all the specifications of the given finite system of fixed 
point equations. However, that situation is different in the case of a system 
of fixed point equations with parameters. This is due to the fact that for 
infinite A there exist processes in A” with an infinite number of occurren- 
ces of atoms, which can be parameters in a fixed point equation of the form 
x=T(x), e.g., p=(a,,a,.az ,..., a,...a,,, . ..). where a,, . . . . a,, . . . is an 
infinite list of mutually distinct atoms in A. In particular, the following 
result will be proved. 
THEOREM 1.3 (extended existence theorem; A is finite). Every countable 
system 
C = {xk = T,(x,, . . . . xnckj, p,, . . . . pm&: k = 1, . . . . n, . ..} 
of fixed point equations with parameters p,, . . . . pm, . . . E A* has a solution in 
(A’” )I”. 
In the case of arbitrary A (i.e., posssibly infinite) the assertion of 
Theorem 1.3 is only known for finite systems C, as this is stated in the next 
theorem. 
THEOREM 1.4. (extended existence theorem; A is arbitrary). Every finite 
system 
c = (Xk = T/JX,) . ..) x,, p,, . . . . p,): k = 1, . . . . n}. 
of fixed point equations with parameters p,, . . . . pm E A” has a solution in 
(A”)“. 
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As an immediate corollary of Theorem 1.4 one obtains, for arbitrary A, 
an existence theorem for countable, infinite, diagonal systems of fixed 
points equations with parameters. (Call an arbitrary system 
c = {xk = 7’,Jxl, . . . . x,++ p,, . . . prntk)): k = 1, . . . . n, .,.> of fixed point 
equations diagonal, if for all k, n(k) <k.) Moreover, the notion of guarded- 
ness given in (Bergstra and Klop, 1986) is generalized to include fixed 
point equations with parameters. Guarded operators T(x) do not always 
provide equations x = T(x) which have unique solutions in every model of 
process algebra (pathological counterexamples are in fact easy to give). 
However, it is one of the many interesting properties of the projective 
model A” that for the above mentioned full signature + , ., (I, U_, 1, d,, 6, 
z, a (a E A), which includes the silent action, one can prove the following 
uniqueness result (notice the omission of the abstraction operator t,, which 
is defined in op. cit.) 
THEOREM 1.5 (extended uniqueness theorem; A is arbitrary). Every 
countable system 
z = {xk = Tk(xI, . . . . x,(~), pI, . . . . pm&: k = 1, .-, n, . ..> 
of guarded fixed point equations with parameters p,, . . . . p,, . . . E A” has a 
unique solution in (A” )“. 
This extends the previous results of (Bergstra and Klop, 1986; Rounds, 
1985) by allowing r in the signature. In fact, the last theorem is proved for 
arbitrary (even uncountable) systems of fixed point equations. However, it 
appears that it is only the countable case which is applicable in practice. 
The converse of the uniqueness theorem appears to be much more 
intricate. In general, one is interested to know if the notion of guardedness 
given in the paper fully captures all the specifications which have unique 
solutions in the projective model. (Experience shows, e.g., see Chang and 
Keisler, 1973, that results of this type are not very easy to prove.) To be 
more specific the following partial converse to Theorem 1.5 is proved. 
THEOREM 1.6 (converse of the uniqueness theorem). Let T(x) be an 
operator in the signature +, ., 11, L, a, (a E A) such that the equation 
x = T(x) has a unique solution in A”. If A has an atom which does not occur 
in the operatorT then there exists a guarded operator S(x), without any 
parameters other than the atomic processes in A, such that the equations 
x = T(x), x = S(x) have exactly the same solution in A”. In addition, if A 
has at least two distinct atoms then T(x) itself must be guarded. 
The arrangement of the following sections is as follows: Section 2 gives 
all the preliminary results concerning the topological nature of the projec- 
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tive model which will be used throughout the paper; Section 3 outlines the 
three main ideas to be used for solving fixed equations with parameters; 
Section 4 proves the existence theorems; Section 5 introduces the notion of 
guarded equation, which includes the silent action and is to be used in the 
proof of the uniqueness theorem in Section 6; in addition, Section 6 gives a 
proof of the converse of the uniqueness theorem; Section 7 raises related 
issues and discusses some open problems. 
In addition, the results of the paper are stated and proved in the for- 
malism of (Bergstra and Klop, 1986). This, however, is not necessary and 
the formalism of either (Hoare, 1985 or Milner, 1980) could have been 
used. 
Remark on Notation. Throughout the present paper T(xl, . . . . x,), 
0 I, . . . . x,), etc., with or without subscripts and superscripts, will always 
denote (polynomial) operators, i.e., terms built up from the variables 
XI ( . ..) x,, the atoms in A, and the operations of the given signature. More 
formally, the set A,[x,, . . . . x,] of such polynomial operators is the least set 
F of finite strings such that 
F contains all the variables xi, . . . . x,, 
F contains all the constants of the given signature, and 
F is closed under the operations of the given signature. 
2. TOPOLOGY OF THE PROJECTIVE MODEL 
Let A, be the term model defined in Section 1. It consists of all finite 
terms modulo the equivalence relation determined by the corresponding 
theory in the given signature. In addition, let the projection function (.), be 
defined as follows on A,: 
(a), = a, 
(atI1 = a, 
(at), = a(t),- I, for n>l, 
(t + 0, = (t), + (t’),, 
(t), = t, 
(zthl= r(t),. 
Notice that unlike t, the atomic process 6 (deadlock) is treated just like 
any other atom a E A in the definition above. Let A, = {(t), : t E A,}. The 
projective model A” consists of all sequences (pi, ,.., pn, . ..) such that each 
pneAn and (P~+~L=P~, f or all n > 0. The operations are defined on A” 
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in a natural way; thus, following (Bergstra and Klop, 1986), if q is any 
binary operation on A, one defines a new binary operation q ‘, which for 
convenience will also be denoted by 0, as 
(p I, ..., Pn, . ..) 0 (41, ‘.‘, qn, ... ) = ((PI 0 q,),, ‘..2 (Pn fJ 4nL3 -1, 
(The unitary operation 13” is treated in a similar fashion.) The term model 
A, can be embedded in a natural way in the projective model A”; to any 
finite term t associate the infinite sequence ((t), , . . . . (t),, . ..). Because of this 
it is identified with a subset of the projective model (this also explains the 
convention above to use the same symbol for the corresponding operations 
in A,,, A”). Extend the projection functions to A” by defining (p), = p,?, 
for allp=(pl ,..., pn ,... )EA” and all n > 0. For any two distinct elements 
p, q of A” let k( p, q) = the least n > 0 such that (p), is not equal to (q),?. 
This definition makes it possible to endow A” with a metric space struc- 
ture. Indeed, define the distance d( p, q) between p, q by 
i 
2-“‘P. Y) 
d(PTq)= o 
if p#q 
if p = q. 
This metric, due to Hausdorff, was used by Arnold and Nivat (1980) in 
the context of “denotational semantics of concurrency.” An essentially 
equivalent metric was also defined by de Bakker and Zucker (1982). For 
additional information and further properties of this metric the reader is 
advised to consult (Lloyd, 1984; Rounds, 1985). 
The following important result summarizes all the basic properties of the 
metric space (A”, d) and will be used frequently in the sequel. Its proof is 
omitted, but the interested reader can find the essential details in (Lloyd, 
1984; Arnold and Nivat, 1980). 
THEOREM 2.1 (in the signature +, ., 11,k, 1, aH,6, 5, a (SEA)). 
(i) (A”, d) is an ultrametric space, i.e., it satisfies the following three 
properties for all elements p, q, r E A”, 
(a) d(p,q)=O ifandonly ifp=q, 
(b) d(p, 4) = d(q, P), 
(~1 d(p, q) d max{d(p, rh d(r, 4)). 
(ii) pCr)-+p ifandonly ifVn3mVk>m [(p’k’),=(p)n]. 
(iii) (A”, d) is the metric completion of the metric space (A,, d’), 
where d’ is the restriction of d on A,. 
lIm (iv) For all PEA r and each n > 0, d( p, (p),) d 2-“. Hence, 
R - cc (p),=p. 
(v) The operations (.)n: A” + A, are continuous. 
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The forthcoming results of the paper will require a liner analysis of the 
relationship between the algebraic and topological structure of A”. The 
signature of the next few results (unless otherwise specified) is + , ., II,k, 1, 
a,, 6, T, a (LIEA). 
LEMMA 2.2 (Bergstra and Klop). For any process p E A” and any 
positive integers n, m, ((p),),=(~),,,~,~~. 
Proof: It is enough to show that ((u),), = (U),in(n,m) holds for all finite 
terms UE A, (the lemma will then follow from the continuity of (*), by 
passing to the limit and using the fact that A, is dense in A”). The proof is 
by induction on the length of the given term U. The result is obviously true 
at the initial step of the induction. Next, write u as a finite sum 
U = 1 (liUi + C TV, + C bj + T, 
I r i 
where ai, bj E A, are atomic processes and ui, v, are finite terms. In the 
representaton of u above some sums may be empty, in which case they are 
set equal to 6, and the single summand T may or may not be missing (in 
the presence of the single summand T, however, the next to the last sum- 
mand is not necessary since b,z = bj and sums of this type are included in 
the first summand). Then it is true that 
This completes the proof of the lemma. 1 
LEMMA 2.3. Let 0 (resp. a,) denote any of the binary (resp. unary) 
operations in the signature +, ., 11, k, 1, aH, a (a E A). Then for any p, 
q E A”’ and any integer n the following equalities hold: 
(P q 9)H = ((P), 0 (4)n)m (a,(p)), = mm,)),. 
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Proof As before it is enough to prove the assertion of the lemma for 
finite terms U, UEA, (the lemma will then follow by passing to the limit 
using the fact that A, is dense in A”). The proof is tedious but 
straightforward and can be given by induction on the construction of the 
terms U, u simultaneously for all the operations in the given signature; it is 
similar to the proof of Lemma 2.2 and is left as an exercise to the 
reader. 1 
As an immediate corollary it can be shown that 
LEMMA 2.4. Let 0 (resp. a,) denote any of the binary (resp. unary) 
operations in the signature +, ., 11, k, 1, aH, a (a E A). Then for any p, p,, 
q, q, E A x the following inequalities hold: 
4p 0 pl,q 0 q,)6max(d(p,q),d(p,,q,)$, 
d(d,( PI, a,(q)) 6 4 Pt 9). 
Consequently, for any operator T(x, , . . . . x,) and any p, , . . . . p,!, 
41, . . . . qn E A”‘, 
d(T(p,, . . . . P,,), T(q,, . . . . q,l))<maxjd(p,, ql), . . . . d(p,,, q,,)). 
Proof: The second part of the lemma concerning operators is an 
immediate consequence of the first part using induction on the construction 
of the operator T. To prove the first part put k = k(p, q), k, = 
k(p,, ql), s=min(k, k,). Then it is immediate that for all i<s, (p),=(q), 
and (P,)~= (ql)i. Now it follows from Lemma 2.3 that (p 0 pl)+, = 
(q 0 ql), i and hence, s<k(p 0 p,, q q q,), which completes the proof 
of the lemma. 1 
In the sequel it will be useful to know exactly when the metric space 
(A”, d) is compact. In the full signature +, ., I/, IL, /, aH, 6, z, a (UE A) it 
is not compact as this is shown by the following example. 
EXAMPLE 2.5 (J. W. Klop, unpublished). In the presence of T the 
metric space (A”, d) is not compact. To see this, construct a sequence {t,,} 
of finite processes such that for all n > m, t, is different from t, and 
(t,), = t,. (Such a sequence can not have any convergent subsequence since 
d( t,, t,) = 4, for n > m.) The first five members of the sequence are given by 
t,=u, t, = TU, t,= T, t,= z(u+ T), t,=u+ zu. For higher indices one 
defines by induction 
zt 
t 
4kfi- 1 if i-1,3, 
4k+i= 
f4k+i-3+ t4k+iG5 if i= 0, 2. 
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On the contrary, if r is not present in the signature then the space A” 
can be compact as the theorem below shows. 
THEOREM 2.6 (In the full signature without z). (i) A is finite zf and 
only if (A”, d) is compact. 
(ii) In fact, if A is finite then (A”, d) must be topologically 
homeomorphic to the Cantor set. 
Proof: (i) (G) Assume on the contrary that A is infinite and let 
a,, . . . . a n, . . be an infinite sequence of pairwise distinct atoms in A. Then the 
sequence {a,} cannot have any convergent subsequence since d(a,, a,) = +, 
for n > m. Clearly, this is a contradiction. 
(a) Since z is not in the signature and A is finite each A,, is finite and 
hence compact. It follows that A Oc is compact, as the projective limit of 
compact spaces (see Dugundji, 1966, p. 429). 
(ii) This is immediate from (Rinow, 1975, p. 223). A more direct 
proof can be given along the following lines. For each UE A, let 
C(U) = (p E A”: (p), = U, for some integer n > 0} and let n(u) = the least n 
such that (u), = U. It can be shown that {C(U): u E A,} is a family of non- 
empty subsets of A= such that for all U, u E A,u exactly one of the following 
three conditions holds: 
C(u) s C(u), C(u) c C(u), C(u) n C(v) = Qr. 
Moreover, each C(U) is the (finite) disjoint intersection of those sets C(u) 
such that n(u) =n(u)+ 1 and (u),(,) = U. Finally, the homeomorphism 
between A” and the Cantor set can be constructed as in (Dieudonnt, 1968, 
p. 84). Details are left to the reader. 1 
3. SOLVING EQUATIONS WITH PARAMETERS 
Suppose that it is desired to find a solution to an equation of the form 
x = T(x). If the operator T(x) is contractive (see Idea 3.3 below) then for 
any element q E A”, lim, _ m T”(q) (where T” is the nth iterate of T) is the 
unique solution of the equation x = T(x). However, if T(x) is not contrac- 
tive then Banach’s contraction principle does not apply. Thus, one is faced 
with the problem of finding solutions to x= T(x) for an arbitrary (not 
necessarily contractive) operator T(x). Motivated by Banach’s contraction 
principle one is tempted to prove that for any q E A,, lim,, m T”(q) is a 
solution of the above mentioned equation. In fact, this idea works. An out- 
line of the idea of the combinatorial proof, due to (Bergstra and Klop, 
1982), is as follows. Let q be an arbitrary element of A,. One shows by 
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induction on m that the sequence ( T”(q)) m : n > 0} is constant, for all but a 
finite number of n’s This is done by induction on the construction of the 
operator T; to handle the operation +, which is also the most complex 
case, one needs to use Konig’s infinity lemma (i.e., any infinite, finite 
branching tree has an infinite branch). For more details the reader should 
consult (Bergstra and Klop, 1982). 
Now suppose that it is required to solve fixed point equations of the 
form x = T(x, p), where p E A cc is a parameter and T(x, y) is an operator 
in A,[x, y]. Depending on the topological properties of the space (A”‘, d) 
and the topological structure of the operator T one of the following ideas 
can be used. 
Idea 3.1: Compactness Argument 
For each positive integer n consider the fixed point equation 
x = T(x, (p),). Each such equation has a solution in A” (by the existence 
theorem 1.1) say x,, such that x,= T(x,, (p),). However, if A” is com- 
pact then the sequence {xn} must have a convergent subsequence, say 
{Ox,}, such that lim, t ~ Ox, = x E A”. But it is clear from the continuity 
of the operator that 
x = lim Ox, 
k - WI 
Thus, the limit point x is the desired solution of the given fixed point 
equation. 
The main limitation of this method is that it works only in the case 
where the metric space (A”, d) is compact (this makes it impossible to use 
this idea in the case of an infinite set A of atoms or even include r to the 
signature). 
Idea 3.2: Density Argument 
For each t E A, let T, be the operator obtained from T by substituting 
each occurrence of the variable y in T(x, y) by t. The solution of the 
equation x = T(x, t) is obtained as the limit of the sequence {q(a)}, where 
a is any atom and T is the nth iteration of the operator T, (the existence of 
this limit is guaranteed by the main result of (Bergstra and Klop, 1982), as 
this was mentioned at the beginning of this section). Let CJ~: A, -+ A” be 
the function defined by 
t + G,(t)= lim F(a). 
n-cc 
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It can be shown that the function cT is uniformly continuous; in fact, the 
claim below states that it is nonexpansive. 
CLAIM. d(oT(u), cr.(o)) < d(u, u), for all u, u E A,. 
Proof of the Claim. Using the continuity of the distance function d one 
obtains that 
which proves the claim. 
Thus, @T is a uniformly continuous mapping from the dense subset A,, of 
A” into the complete metric space A”. It follows that cT can be extended 
by continuity (see Dieudonne, 1968) to a continuous mapping oT: 
A”-+A”‘. Moreover, for any SEA” it is true that o,(p)= 
lim, + 3c am,,). Now it is possible to find a fixed point of the original 
equation. Indeed, a,( (p),) = T(o,( (p),), (p),), for all n > 0. Using the con- 
tinuity of the operator T and passing to the limit as n -+ cc it follows that 
4~) = T(o,(P), P), 
as desired. 
The main advantage of this method is that it works for any arbitrary set 
of atomic actions (i.e., finite or infinite). In fact, one uses only the density of 
A, (in A”) as well as the completeness of the metric space A”. Its main 
disadvantage, compared to the compactness argument, is that one must 
have a priori a uniform way of obtaining solutions of the equations 
x = T(x, t) (i.e., uniform in t) as indeed was the case described above. 
Idea 3.3: Banach’s Contraction Principle 
Any operator T(x, p) (with parameter p E A”) determines a continuous 
(in fact, nonexpansive) mapping x + T(x, p) from A” into A” (see 
Lemma 2.4). In case it is a contraction, i.e., there exists a constant 1 > c 3 0 
such that d( T(x, p), T( y, p)) < c . d(x, y), for all x, y E A”, one can find 
fixed points by simply iterating the operator. (An operator satisfying the 
above property is called contractive.) It follows from Banach’s contraction 
principle (see Dugundji and Granas, 1982) that for any qE A”, 
lim, + m T”(q, p) is the unique fixed point of the equation x = T(x, p). For 
a more extensive discussion of the use of Banach’s contraction principle in 
the theory of concurrent processes the reader is advised to consult (Lloyd, 
1984; Rounds, 1985). 
An extension of the three ideas considered above will be used extensively 
in the sequei in order to solve arbitrary systems of fixed point equations 
with parameters in A”. 
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4. EXISTENCE THEOREMS IN THE PROJECTIVE MODEL 
This section includes the complete proofs of Theorems 1.3 and 1.4. In the 
case of Theorem 1.3, it will be convenient to handle first countable systems 
without parameters; the general theorem will then follow by applying a 
compactness argument as in Idea 3.1. It is well known that the T’chonoff 
product (A”)” of countably many copies of A” is compact, if A co is com- 
pact. This can be seen by defining a new metric d, on (A,)‘” as 
d,k Y) = f $4x,> Y,), 
n=l 
where x = (x,: n 2 l), y = ( y,: n 2 1) E (A z)C0 (see Dieudonnk, 1968). 
Returning to the proof of Theorem 1.3 the following lemma, which is a 
nonparametric version of Theorem 1.3, can be proved. 
LEMMA 4.1 (A is finite). Every countable system (without parameters) 
C = (xk = Tk(x,, . . . . x,,,~)): k > O> 
has a solution in (A x )“‘. 
Proof: Without loss of generality it can be assumed that each n(k) 3 k. 
Let agA be an arbitrary but fixed atomic process. For each positive 
integer m consider the following finite system Z,, of m fixed point 
equations: 
x1 = T,(.u,, . . . . x,,,l,, a, . . . . a) 
.x2 = T2(-ul, . . . . .x,,,2,, a, . . . . a) 
. . 
-x, = T,(x,, . . . . -~,,(ml, a, . . . . a), 
where for each k > m, 
r,(k) = 
n(k) if n(k)<m 
m if n(k)>m 
and the number of a’s occurring in the kth equation is nz - r,(k) (in other 
words, one replaces each occurrence of the variables x,,(~, + , , . . . . x,(~) by a). 
Thus, r,(m) = m, for all m. Theorem 1.1 implies that each system Z, has a 
solution, say s,, m, . . . . s,, m such that for all k = 1, . . . . m, 
s k. ,,, = Tkb,, ,,,, . . . . Sr,(k), ,,,, 4 . . . . a). 
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For each m let s, denote the infinite sequence (s,, m, . . . . s,, m, a, . . . . a, . ..). 
Since A cc is compact so is (A”)“. It follows that the sequence {s,} has a 
convergent subsequence, say 
s,(i) + 2.4 = (2.4,) . ..) u,, . ..). as i-+co. 
By the definition of s, it is true that for all integers i and all k = 1, . . . . m(i), 
s k,m(i) = Tk(Sl,m(i)3 ...9 Sr,(,l(k). m(i)> a9 ...3 a). 
Now lix the integer k. Then there exists an integer iO such that for all i> i,, 
m(i) > n(k), and hence r,,,&k) = n(k). Thus, the above equation becomes 
Sk, m(i) = Tk(sI. m(i), . .Y sn(k). m(i)? a~ ...Y a). 
Using the continuity of Tk and passing to the limit as i -+ co one easily 
obtains that 
uk = Tk(ul> ..., h,(k)). 
This completes the proof of the lemma. 1 
Proof of Theorem 1.3. Let Z be the system of Theorem 1.3. For each 
integer r consider the countably infinite system Z, given by the equations 
x1 = T,(x,, . . . . x,(,), (PI),, ---v (P,(I,),), 
x2 = T,(x,, . . . . x,(2), (PI L ..., (~rn(~Jr), 
Each E:, is a countable system of fixed point equations without parameters. 
Hence, Lemma 4.1 applies to each .X,. For each r, let s, = (~i,~, . . . . sk, r, . ..) 
be a solution of the system Z,, i.e., for all integers k, r, it is true that 
s - TdS,,r> ---> sn(k),.> (PI),> ..-’ bm(k))r). k, r 
Using the compactness of the Tychonoff product space (A”)“, it follows 
that the sequence {sr} has a convergent subsequence, 
s,(i) + u = (i?d, . . . . uk, . . . ), 
as i + co. Let k be fixed. It follows from the definition of s, that for all 
integers i, 
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Passing to the limit as i -+ cc and using the continuity of the operator T, 
one easily obtains that 
Uk = Tk(U,) . ..) h(k), Pl? ...) Pm(k) 1 . 
This completes the proof of Theorem 1.3. 1 
Proof of Theorem 1.4. Let Z be the system of Theorem 1.4. For each 
f, 3 ..-I rm E A, and each positive integer i = 1, . . . . n define the functions 
0,: (A,)” + A”: (t,, . . . . t,) + o,(fi, . . . . t,) = lim ai,(t,, . . . . t,), 
k - ICC 
where the sequence ~,~(t,, . . . . t,) is defined by induction on k as follows 
(for simplicity put t = (t,, . . . . 2,)): 
ci, OttI = a, (k = 1, . . . . n), 
c,./++,(t)= T,c+,(o,.dt), . . . . ~,.k(th t), 
Oi+l.k+l (t)=Tk+,(61,k+l(t),...,(~,.k+l(f),(~i+l,k(t),...,(~n,k(t),f) (k>O), 
where 0 <i< n and aE A is a fixed atomic process. (The proof of the 
existence of the limit lim,, u; crik(t) will appear in a revised version of 
(Bergstra and Klop, 1982)). It is clear that for all i, k there exists an 
operator Si,(ul, . . . . u,, zji, . . . . u,) such that for all t, 
The proof is by induction on i; for each i one proves the assertion above in 
succession for i = 1, i = 2, . . . . i = n. Just as in Section 3 it can be shown that 
the functions rri are uniformly continuous (in fact they are nonexpansive). 
Hence, each ci can be extended to a uniformly continuous mapping 
wi: (A”)” + A”. The rest of the details are as in Idea 3.2 and are left to 
the reader. This completes the proof of Theorem 1.4. 1 
Recall from the introduction that a system c = {xk = T,(x,, . . . . x,,(~), 
pl, . . . . pm(k): k > 0} is diagonal, if for all k, n(k) < k. As an immediate 
corollary of Theorem 1.4 one can also show that 
COROLLARY 4.2 (existence theorem for diagonal systems; A is 
arbitrary). Every countable diagonal system 
z?i-= {xk= Tk(XI, . . . . xk, p,, . . . . pmtk): k>O), 
of fixed point equations with parameters pl , . . . . pm, . . . E A” has a solution in 
(A”)“. 
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Prooj By Theorem 1.4, xi = T,(x,, pi, . . . . prnclJ has a solution, say s,. 
Apply Theorem 1.4 once more to find a solution of x2 = 
T,(s, 3 x2, PI > ...? P m,2))r say s2. Proceed in this fashion to obtain a solution 
(S , , . . . . sk, ..,) of the system 1. This completes the proof of the corollary. 1 
5. GUARDED EQUATIONS 
It will be proved in the sequel that a sufficient condition for a fixed point 
equation to have a unique solution is to be guarded. This last concept will 
be made precise in the sequel. However, in order to obtain the most general 
definition of guardedness it will be necessary to define first the notion of 
guard (see also Hoare, 1985, p. 28). 
DEFINITION 5.1 (in the signature +, ., 11, k, 1, aH, 6, z, a (uEA)). Call 
g E A ‘= a guard if and only if every finite branch of (the tree corresponding 
to) g has an edge which is labeled with an atomic process other than t. 
The definition above arises from the following informal observation. To 
obtain a uniqueness theorem for fixed point equations one is tempted to 
consider fixed point equations of the form x = T(x) such that T(x) is con- 
tractive. Clearly, by Lemma 2.4, T(x) is not distance increasing (at least in 
the signature +, ., 11, /L, 1, aH, 6, z, a (a E A)). Since an operator T is built 
up from the signature +, ., 11, IL, 1, aH, 6, t, a (a E A) and the variable x, it 
is apparent that one must first search for a distance contraction principle 
for the nontrivial operators of minimal length. Such terms are’of the form 
gu, where g is a parameter and u is a variable (the operators tu, g I/ u, g U_ v, 
g ( u, etc. are also of minimal length but cannot be considered guarded since 
they lead to fixed point equations which do not necessarily have unique 
solutions in the projective model). Hence, one is lead to define g to be a 
guard if and only if for all x, y E A”, d( gx, gy) 6 t . d(x, ~9) (see 
Definition 5.1 and Lemma 5.2(i)). It follows from Banach’s contraction 
principle and the completeness of the metric space (A”, d) that the fixed 
point equation u = gu has a unique solution, if g is a guard. Now it is an 
immediate consequence of the definition that the following result holds. 
LEMMA 5.2 (in the signature +, ., 11, k, I, a”, 6, r, a (uEA)). (i) g is 
a guard if and only zf d( gx, gy) < 3 . d(x, y), for all x, y  E A”. 
(ii) rf g,, g2EAz are guards then so are g, + g, , g, . x (for any 
XEAX), g, II g*, g1 IL g27 g1 I g2, adgl). 
Proof: (i) (x= ) Assume g is not a guard. Then g has a finite branch 
all of whose edges are labeled with the atom t. It follows from the 
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definition of (.), and the axiom on left distributivity that the inequality 
d( gx, gy) 6 $. d(x, y), cannot be true for all x, y E A OcI, which is a con- 
tradiction. 
(a) If g has no finite branch then gx = g, for all x E A”, and hence 
d(gx, gy)= 0, for all x, YE A’“. Assume that g has finite branches. Since in 
forming the product gx the process x can only be appended to finite 
branches of g it is clear that d( gx, gy) 6 4 . ti(x, y), for all x, y E A x. 
(ii) This is straightforward by considering the graphs corresponding 
to the processes g, + g2, g, .X (for any XEA”), g, II g2, g, IL g,, g, I g,, 
S,( g,) (see also Bergstra and Klop, 1986). 1 
Now it is possible to define the notion of guarded operator. 
DEFINITION 5.3 (in the signature +, ., /I, U_, I, d,, 6, z, u 
(a E A)). Suppose that T(t), , . . . . u,,, p,, . . . . p,) is an operator with variables 
01 > . ..1 v, and parameters pl, . . . . pm E A”. Call T guarded if the following 
conditions hold: 
(i) T=p, wherepEAru{p ,,..., p,,,) isaguard. 
(ii) T-PO,, where pEA’u (p,, . . . . p,,,), is a guard. 
(iii) Ts T, . T2, where T, is guarded. 
(iv) T-T,+T,or T-T,JT20r T-T, kT20r TsT,IT,,where 
both operators T,, T, are guarded. 
(v) T= a,(T,), where T, is guarded. 
Remark. As in (Baeten, Bergstra and Klop, 1984) one might be 
tempted to call T(v,, . . . . v,, p,, . . . . p,) guarded if for any occurrence of a 
variable v, in T, the operator T has a subterm of the form p . T, where 
PEA” u (P,, . . . . pm} is a guard, and this occurrence of v, occurs in T’. 
However, it is easy to show by induction on the construction of operators 
that every operator guarded in this sense will also be guarded in the sense 
of Definition 5.3. 
LEMMA 5.4 (in the signature +, ., 11, k, 1, aH, 6, r, a (a E A)). For any 
guarded operator T(v,, . . . . v,, pl, . . . . p,) with variables v,, . . . . v, and 
parameters p, . . . . . pm E A” and any x,, . . . . x, E A”, T(x,, . . . . x,, pl, . . . . p,) is 
a guard. 
Proof The proof is by induction on the construction of T using part 
(ii) of Lemma 5.2. [ 
6. UNIQUENESS THEOREMS IN THE PROJECTIVE MODEL 
The main lemma used in proving the uniqueness of the solutions of a 
system of guarded fixed point equations is given below. 
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LEMMA 6.1 (in the signature +, ., 11, U_, 1, aH, 6, r, a (uEA)). For aq 
guarded operator T(v,, . . . . v,, pl, . . . . p,) with variables v,, . . . . v, and 
parameters pl, . . . . pm E A” and any x,, . . . . x,, y,, . . . . y, E A”, 
d(T(x,, . . . . x,, ~1, . ..v pm,), T(YI, . ..v Y,, ~1, . . . . pm)) 
Q$.max{4xl, yl), . . . . 4x,, v,J). 
Prooj Let x, y, p be abbreviations for the sequences x1, . . . . x,, 
2’1 3 . . . . Yn, PI, -.., Pm, respectively. The proof is by induction on the con- 
struction of the operator T. The result is clear if T is of one of the forms p 
or pv,, where p is a guard. If T is of one of the forms T, + T,, T, 11 T,, 
T, k T,, T, I T2 then by the definition of guardedness both T, and T, are 
guarded. Hence, it follows from the induction hypothesis that 
d(T(x, PJ, T(y, ~HQmax(d(TAx, ~1, T,(Y, P)), W,(x, ~1, UY, PI)} 
=$.max{d(x,, Y,), . . . . 4x,, Y,)}. 
The case a,( T,) is similar. It remains to consider the case T E T1 T2, where 
T, is (but T, does not have to be) guarded. Now it is clear that 
d(T(x, pf, T(Y, p))=max(d(T,(x, P) T,(x, PI, T,(Y, P) TAy, ~1)) 
where gl = T,(x, P), uI = T2b, PI, g, = T,(Y, PI, and u2 = T,(y, p). 
However, Lemma 5.4 implies that both g,, g, are guards. Hence, the result 
will follow from the following claim. 
CLAIM. 4g,ulT g2u2)Gmax{4g,, g2), (+).d(u,, ~~1). 
Assuming the claim, the remaining proof is easy. Indeed, using 
Lemma 2.4 and the induction hypothesis: 
d(Tb, PX T(Y, p))=d(g,u,, g,d 
6max{d(g,, g2), Mu,, u2)> 
= max(d(T,(x, ~1, T,(y, P)), MT& ~1, Tz(Y, ~1)) 
<imax{d(x,, y,), . . . . 4x,,, Y,)}. 
Proof of the Claim. Using part (i) of Lemma 5.2 and the fact that d is 
an ultrametric it is easy to show that 
4g Iu~, g2u2)Qmax{4glul, glu2),4glu2, g2u2)) 
=max{d(g,, g2), Mu,, u2)}. 
This completes the proof of the lemma. m 
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THEOREM 6.2 (uniqueness theorem, in + , ., 11, k, 1, aH, 6, T, a 
(LIEA)). Let 
c= {II;= Ti(Vj, Pi): id) 
be an arbitrary system of guarded fixed point equations such that each Vi 
(resp. Pi) is a finite set of variables (resp. parameters) in A” such that it is 
true that 
(vi: iEZ) = u {Vi: iEZ}. 
iBI 
Then C has a unique fixed point in (A”)‘. 
Proof Consider the matric space (E, D) = ((A”)‘, D), where the metric 
D is defined as 
D(X, Y) = supremum (d(xi, yi): i E I), 
for X = (x, : i E I), Y = ( y;: i E I). The proof of the theorem uses the follow- 
ing claim. 
CLAIM. (E, D) is a complete metric space. 
Proof of the Claim. This is in fact a rather general and well-known 
result: a product of complete metric spaces with the “sup” metric, is complete. 
But here is the proof, for the sake of completeness. Let (Xn} be a Cauchy 
sequence and let X,, = (x,, , : i E I), Given E > 0, let n, be an integer such 
that for all n, m z n,, 
D(X,, A’,) = supremum{ d(x,,. ,, .xm, ): ie Z} d E. 
It follows that for each i E Z the sequence {x,. i} is a Cauchy sequence in the 
metric space (A”, d). By completeness of this last metric space, for each 
i E Z the sequence ix,,. j} has a limit point, say xi. Put X= (xi: i E I). It is 
now easy to show that lim, _ ,x1 X, = X, in the metric D, which proves the 
claim. 
To finish the proof of the theorem notice that the function T: E + E 
defined by 
X+ T(X)=(Ti(X,, P,): iEZ), 
where for each i E Z, Xi = {x k: uk E Vi}, is a contraction. Clearly, this last 
assertion is an immediate consequence of the definition of D and 
Lemma 6.1. This completes the proof of the theorem. 1 
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It is essential to note that the abstraction operator t, is not included in 
the signature of the statement of Theorem 6.2, otherwise the theorem is 
false as the following example shows. 
EXAMPLE 6.3 (C. A. R. Hoare, and J. W. Klop). Equation x=az(,)(x) 
has more than one solution in {a, b}“, e.g., any x of the form x = ay, 
where y=b”, and n3 1. 
The last part of this section will be dedicated to a proof of the converse 
of the uniqueness theorem. 
Proof of Theorem 1.6. Without loss of generality it can be assumed that 
/I does not occur in the operator T (this is because x 11 y =x k y + y 11 x, 
in the absence of communication). After some rewritings using the axioms 
of process algebras it becomes clear that T(x) must be the sum of terms of 
the forms: 
(i) a. t,(x), 
(ii) x. t2(x), 
(iii) .X k t3(x), 
(iv) a, 
(v) x3 
where the atoms a in (i) and (iv) range over a certain finite subset B of A 
and the terms t,(x), t,(x), t3(x) are operators (and some category of sum- 
mands might be missing from the sum above). The proof is naturally 
divided into two parts. The first part shows how to reduce the theorem to 
the case B = @. The second part handles the case B = @. 
Part 1: Reduction to B = aa. It can be assumed that B #A, since by the 
hypothesis of the theorem there is at least one atom in A which does not 
occur in T. Without loss of generality it can also be assumed that at least 
one type of terms among (ii), (iii), and (v) occurs as a summand of T(x), 
otherwise the operator T is guarded. It is clear that for all XE A”, 
(T(X)),= c a+(x),. 
UCB 
Now it is easy to show by induction on n, that for all x E A”, 
(Vx)h= 1 a+(x),. 
U.ZB 
For any q E A, let l(q) = lim, _ 3. T”(q) be the fixed point of x= T(x) 
obtained from q by iterating the operator T (see Bergstra and Klop, 1982). 
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It is clear that for any q E A,, 
(44)), = c a+ (4)1. USE 
It follows that in order to obtain two different fixed points of x = T(x) it is 
enough to find two finite terms p, q such that the foliowing two sums 
c a+(s),* c a+(p), 
UE B UEB 
are distinct. If B were nonempty then the above observation would imply 
that x= T(x) has at least two solutions, namely I(p), I(q), where 
p= C a, q = b, 
UEB 
with b E A - B, which is a contradiction. Hence, without loss of generality it 
can be assumed that B is empty. 
Part 2: Handling the case B= a. If A had at least two atoms, say a, b, 
then by the above observation I(a) and f(b) would be distinct solutions of 
x = T(X), which is also a contradiction. As a consequence, it can be 
assumed that A consists of a single atom, say a, and the operator T(x) is 
atom-free (i.e., the atom a does not occur in 7’). The operator T is a finite 
sum of terms of the form (ii), (iii), and (v) (since B=@ terms of type (i) 
and (iv) drop out). It will be shown that in fact the single summand x (i.e., 
of type (v)) cannot occur in T. Indeed, assume otherwise. Since A = (a), it 
is clear that for all y E A”‘, ( .v), = a. Moreover, (T(x)), equals a sum con- 
sisting of summands of the form 
(-x)23 ((.~)2(t2b)h j2 = ((x)2a)2, ((XL IL (f3(-x)),)2 = ((-xl2 IL aj2. 
Using this, and the fact that (x)~ is a summand of (T(x)),, it follows that 
for p = a* and q = a + u2 one can prove by induction on n that 
(~YP))~=Q~. (T”(q)), = a + a2. 
Since (f(p))* = a’, (I(q)), = a + u2, x = T(x) has at least two solutions, 
namely /(a’), I(a + a2), which is a contradiction. 
It follows that T(x) is a sum of operators of the form (ii) or (iii). In this 
case it will be shown that the unique solution of x= T(x) must be a”‘. 
Hence, there is a guarded operator S(x), namely S(x) = ax, such that 
x = T(x) and x = S(x) have exactly the same fixed point. Let s be any fixed 
point of T, i.e., s = T(s). It will be shown by induction on n that (s),, = a”. 
643/75/3-l 
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Since a is the unique atom in A, the result is clear for n = 1. Assume the 
result is true for n > 0. Then (T(x)), + , is a sum of terms of the form 
((.~L+ ,(k(x)),,+ 1r ((XL+ I IL (~3(X)LL+ 1. 
In particular, since s is a solution of x = T(x), (s), + , is a sum of terms of 
the form 
((S),,+I(tZ(S)),),+l, ((sL+ I u- (~3b)),)n + 1) 
and consequently all branches in the tree representation of the process s 
must be infinite (here, use is made of the fact that x is not one of the sum- 
mands in the representation of i”(x) as a sum). By induction hypothesis 
(s),, = 8. However, it is easy to show that every tree t in (~1~~~ all of whose 
branches have length bigger than FZ must satisfy (t),, , = a”+ ‘. In par- 
ticular, (s),,+ , = a”+ ‘, and the inductive proof of the claim is complete. 
This completes the proof of Theorem 1.6. 1 
An immediate consequence of the proof of Theorem 1.6 is the following. 
COROLLARY 6.4 (in the signature +, ., I(, 11, a (SEA)). Zf the operator 
T(x) is atom-free and the equation x = T(s) has a unique solution in (u 1 T 
then its unique solution must be a”. 
EXAMPLE 6.5. Some examples of atom-free polynomial operators with 
unique solutions in {a} r are: .K = x”, with n > 1, x=x /Ix, etc. If in 
addition, the atom 6 were included in the signature then Corollary 6.4 
would be false, since 6 would be a second solution of x = x”. 
7. DISCUSSION AND OPEN PROBLEMS 
The proofs of Theorems 1.3, 1.4, and 1.5 are signature-free. In fact they 
depend only on the statements of Theorems 1.1 and 1.2 and the topological 
properties of A”. However, the proof of Theorem 1.1 is rather com- 
binatorial in nature. It would be useful if one could prove Theorem 1.1 
using Theorem 2.1 (ii) and an appropriate fixed point theorem for the Can- 
tor set, because the proof would be topological in nature and hence very 
likely extendible to bigger signatures. Theorem 1.4 does not seem to be the 
most general result one might hope to prove. For example, it is not known 
if the theorem is true for infinite systems with an infinite alphabet A. 
Theorem 1.6 is only an attempt to justify the fact that guarded equations 
are the only ones which have unique fixed points. However, it is not known 
if the result is true for systems of arbitrarily many equations or even in 
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bigger signatures. The proof of Theorem 1.6 given here is combinatorial in 
nature and hence its direct extension to arbitrary systems would most 
likely be quite complex. It might be possible, however, to give a proof using 
results from the theory of metric spaces (see Dugundji and Granas, 1982). 
For example, the following interesting result about fixed points of 
polynomial operators can be shown using the partial converse of Banach’s 
contraction principle stated in (Bessaga, 1959): let T be a polynomial 
operator; if for all n > 0, T”(x) has at most one fixed point (notice that no 
existence of the fixed point of T”(x) is asserted) then T(x) must have 
exactly one fixed point. A direct, combinatorial proof of this result along 
the fines of the proof of Theorem 1.6 would seem almost hopeless. A similar 
result can also be proved using the deeper theorem given in (Janos, 1967). 
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