Abstract-This paper presents an efficient position allocation method of observation robot for 3D registration. In the field of computer vision, researchers have developed many algorithms for 3D registration and they are focusing on the model completeness. On the contrary, our approach is focusing on the efficiency of the registration. With this new concept, we introduce Selective Data Process (SDP) which is a selecting technique of robot's observation position by analyzing data distribution. We applied SDP to the 3D registration technique and compared our new approach with the conventional 3D registration method. Real experiments verified that our algorithm is faster than the conventional nonselective method. 
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I. INTRODUCTION
Object recognition is an important function of mobile robots. Many researchers have developed various approaches for the object recognition. The most typical approach using a RGBD camera has some limitations such as light intensity that differs according to the indoor or outdoor environments. Laser sensor based methods have higher performance relating to the resolution and the noise but the price of the sensor itself is expensive. In this paper, we performed 3D object registration by using RGBD camera which is cost-effective sensor. We used RGBD camera Xtion Pro Live which was developed by ASUS(see Fig. 1 ) [1] . This makes it possible to model 3D object with depth information. The depth information can be useful when we conduct object recognition.
To perform 3D object registration, one of important techniques is scan matching. It performs data merging using the data of different views and their overlapping area. However, as they match more sample data, accumulation of the error becomes larger and the total computation time also increases. Accordingly, determining appropriate overlapping area is a significant problem. If the area is excessively overlapped, sample data increase and a longer computation time is required. On the other hand, in case of overlapping shortage, the possibility of matching failure increases.
We observed object at initial position and using the distribution of point cloud data at the point, next observation position is determined. Localization of the robot and the object is performed in intelligent Space (iSpace) which is attached many sensors including StarGazer and ceiling cameras. Fig. 2 shows the StarGazer made by HAGISONIC and its operation principle [9] .
II. RELATED WORK
Scan matching is a technique which merges two different view's data into one frame. The authors in [2] introduced Iterative Closest Point (ICP) algorithm for the first time. This algorithm finds the rotation and translation matrix between two different frames that minimize the summation of the distances among all the points iteratively. The author in [3] suggested Normal Distributions Transform (NDT) algorithm. This algorithm uses the model's scan data distribution and makes it possible to match faster than ICP algorithm. The author in [4] extended 2D NDT algorithm [3] called 3D NDT algorithm.
In the computer vision area, the restoring technique for 3D object has been studied using the data which are observed from different view [5] [6] [7] [8] . It is called as registration.
Point Cloud Library (PCL) provides powerful and useful tools when we deal with the 3D point clouds [10] . It contains state-of-art algorithms for: filtering, feature estimation, surface reconstruction, registration, model fitting, segmentation and so forth. 
III. MODELING BETWEEN OBJECT AND ROBOT
Localization of the object and the robot is conducted by the StarGazer in the iSpace. We assumed the object observed from the ceiling camera as a circle depicted in Fig. 3 . To make the modeling process simpler, we put the center of the object as the origin of the frame(see Fig. 4 ). RGBD camera is located at the center of the observation robot. In addition, we assume that the depth sensor's coverage is enough to observe the object. Points and denote two tangential points. is the radius of simplified object. The distances from the observation point to the object and to the tangential point are denoted by and respectively. Also is the rotation angle to the next observation position.
A. Formulation Analysis
Formulation can be derived from the equations of a circle and a tangential line. In Fig. 4 , for -th index means the location of the observation robot. Points and denote two tangential points. Radius of the object is denoted by . The distances from -th observation robot to the center of the object and to the tangential point are denoted by and respectively. Also is the rotation angle to the next observation position.
Equations of the circle and a straight line can be represented as follows:
.
(1)
From (1) and (2), we can derive the slope which makes the line as a tangential line:
There are two tangential lines for ( ) and the circle. Two slopes are computed using (3) . With this equation, we can calculate location of the tangential point . Each x, y elements are:
. (4) Converted coordinate of the tangential point from Cartesian into the polar coordinate becomes:
( ) where .
The next tangential point can be determined by the overlapping area. By adding to the polar coordinate of (5), next tangential point becomes:
( ) . (Determining the rotation angle is explained at chapter III and this is the main purpose of our paper.) If we convert this new tangential point into Cartesian coordinate, a point becomes:
The distance between tangential point and the center of the observation robot can be represented as follows:
The equation of tangential line passing the new tangential point ( ) can be expressed as: 
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The next step's location of the robot can be computed by using the fixed distance value which is defined as follows.
If we define new parameters (see Fig. 5 ) and , the relationship becomes:
Using the new parameters and , the point can be represented as:
From the equation (8) and (10):
The distance from the tangential point to the observation point can be determined appropriately by considering the object size. To simplify the model, we assume that .
IV. SELECTIVE DATA PROCESSING METHOD
The scan matching technique shows high performance when many features exist in observation data. In this paper, we are using only depth information. In other words, matching possibility increases when the distribution of the depth data have distinguishing features. In this chapter, we suggest our idea to represent the depth feature and by using this depth feature rotation angle is determined. 
A. Basic Idea
We can represent complexity of the object surface with changing rate of the depth data. For example, we can express the surface feature by changing rate of z value along the x value (see Fig. 6 ). We can compute the summation of the absolute value of depth changing rate with the algorithm in Table I .
B. Analysis on Case by Case
We verified this approach for several cases (see Fig. 7 ). First one in (a) is the case of consistent small variations. Second one in (b) shows the case of no variations but there exists one striking point. Third one in (c) shows random variations. Final one in (d) shows sharp increase at one point and recovering to its original depth step-bystep.
If we calculate using the algorithm in Table I , case (a) and (b) have the same value equal to 10. To distinguish those cases, we compute the 2 nd differential value denoted by . The algorithm is same with the one in Table I for i = 0 to # of layers 2:
for j = to 3:
= (diff_sum_layer # of layers) 
C. Normalization Method Considering Object Size
Computed value should be normalized because value be larger as the object radius increases. The value is similar to the length of arc with radius of the object if we regard the case of smooth surface. The arc length is proportional to the radius. Thus, those values, and can be normalized dividing by the radius of the object.
D. Determining Overlapping Area
In this part, we show how to determine rotation angle with the two values: and . We defined score function as follows:
The notation means the average value computed layer by layer. The values and are weight constant and determined heuristically.
V. EXPERIMENTAL RESULT
The experiment is conducted using the Xtion Pro Live RGBD camera [1] . Observing distance was 1.2m. The weight constant and in the score function are heuristically set to 0.1 and 0.3 respectively. Then, scores can be considered as the rotation angle . We used NDT scan matching technique for merging the point cloud data. Merged data are showed using the PCL [10] . All the processes are carried out on PC(Intel(R) Core(TM) i7-3770 CPU @ 3.40GHz 3.90GHz). 
A. Applying SDP into 3D Registration
We computed and for the real object data (see Fig. 8 ). Also scores of the rotation angle can be determined using Eq. (12).
Using the data of (c) in Fig. 8 , we performed 3D registration and compared the result with the conventional method. Conventional method performs 3D registration with the non-selective data. In this paper, we performed conventional experiment with the same rotation angles of 10 and 15 . In case of 20 , the complete model cannot be recognized at all which means matching failure. Complete models of the object using each method are shown in Fig. 9(b) and (c) . Also its original model is depicted in Fig. 9 (a) [11] . 
B. Comparison with the conventional method
In Table III , we compared each method according to the number of scan data and computation time. Our approach decreased both the number of scan data and the computation time. VI.
In this paper, we suggested new approach for 3D object registration with an observation robot. We named
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CONCLUSION that additional method SDP which means Selective Data Process. Through the experiment, our approach showed better performance in the sense of model completeness and total computation time. We computed the average value of the sum of the difference layer-by-layer during the SDP but considering the height information will be future work of our research.
