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The original motivation to build a quantum computer came from Feynman [1] who envisaged
a machine capable of simulating generic quantum mechanical systems, a task that is believed to
be intractable for classical computers. Such a machine would have a wide range of applications
in the simulation of many-body quantum physics, including condensed matter physics, chemistry,
and high energy physics. Part of Feynman’s challenge was met by Lloyd [2] who showed how to
approximately decompose the time-evolution operator of interacting quantum particles into a short
sequence of elementary gates, suitable for operation on a quantum computer. However, this left
open the problem of how to simulate the equilibrium and static properties of quantum systems. This
requires the preparation of ground and Gibbs states on a quantum computer. For classical systems,
this problem is solved by the ubiquitous Metropolis algorithm [3], a method that basically acquired
a monopoly for the simulation of interacting particles. Here, we demonstrate how to implement a
quantum version of the Metropolis algorithm on a quantum computer. This algorithm permits to
sample directly from the eigenstates of the Hamiltonian and thus evades the sign problem present in
classical simulations. A small scale implementation of this algorithm can already be achieved with
today’s technology.
1
1 Introduction
Since the early days of quantum mechanics, it has been clear there is a fundamental difficulty in studying
many-body quantum systems: the configuration space – Hilbert space – of a collection of particles grows
exponentially with the number of particles. Many of the important breakthroughs in quantum physics dur-
ing the 20th century have resulted from efforts to address this problem, leading to fundamental theoretical
and numerical methods to approximate solutions of the many-body Schro¨dinger equation. However, most
of these methods are limited to weakly interacting particles; unfortunately, it is precisely when the interac-
tions are strong that the most interesting physics arises. Notable examples include high-Tc superconductors,
electronic structure in large molecules, and quark confinement in quantum chromodynamics.
The configuration-space explosion problem is not unique to quantum mechanics: the task of simulating
interacting classical particles is challenging for the same reason. It was only with the advent of computers
in the 1950’s that a systematic way of simulating classical many-body systems was made possible. In
their seminal paper [3] Metropolis et al. devised a general method to calculate the properties of any
substance comprising individual molecules with classical statistics. This landmark paper is a cornerstone
in the simulation of interacting systems and has had a huge influence on a wide variety of fields (see e.g.
[4, 5, 6]). The Metropolis method can also be used to simulate certain quantum systems by a “quantum-to-
classical map” [7]. Unfortunately, this quantum Monte Carlo method is only scalable when the mapping
conserves the positivity of the statistical weights, and fails in the case of fermionic systems due to the
infamous sign-problem.
As the reality of quantum computers comes closer, it is crucial to revisit the original motivation of
Feynman for building a quantum simulator and to develop a general method, suitable for quantum com-
puting machines, to calculate the properties of any substance comprising interacting quantum molecules.
Such an algorithm would have a multitude of applications. In quantum chemistry, it could be used to com-
pute the electronic binding energy as a function of the coordinates of the nuclei, thus solving the central
problem of interest. In condensed matter physics, it could e.g. be used to characterize the phase diagram
of the Hubbard model as a function of filling factor, interaction strength, and temperature. Finally, it could
conceivably be used to predict the mass of elementary particles, solving a central problem in high energy
physics.
The seminal work of Lloyd [2] demonstrated that a quantum computer can reproduce the dynamical
evolution of any quantum many-body system. It did not address, however, the crucial problem of initial
conditions: how to efficiently prepare the quantum computer in a state of physical interest such as a thermal
or ground state. Ground states could in principle be prepared using the quantum phase estimation algorithm
[8, 9], but this method is in general not scalable, because it requires a variational state with a large overlap
with the ground state. Methods are known for systems with frustration free interactions [10] or systems that
are adiabatically connected to trivial Hamiltonians [11], but such conditions are not generically satisfied.
Terhal and Divincenzo [12] suggested two approaches of how a quantum computer could sample from
the thermal state of a system. The first suggestion is also related to the metropolis rule, yet left open the
problem of how one could get around the no-cloning result and could construct local updates which can be
rejected. This shortcoming immediately leads to an exponential running time of the algorithm, as already
discussed in their paper. The second approach of preparing thermal states is by simulating the system’s
interaction with a heat bath. However, this procedure seems to produce rather large errors when run on a
quantum computer with finite resources, and a precise framework to describe these errors seems to be out of
reach. Moreover, certain systems like polymers [13], binary mixtures [14] and critical spin chains [15, 16]
experience extremely slow relaxation when put into interaction with a heat bath. The Metropolis dynamics
solve this problem by allowing transformations that are not physically achievable, speeding up relaxation
by many orders of magnitude and bridging the microscopic and relaxation time scales; this freedom is to a
large extent responsible for the tremendous empirical success of the Metropolis method.
In this paper we propose a direct quantum generalization of the classical Metropolis algorithm and show
how one iteration of the algorithm can be implemented in polynomial time on a quantum computer. Our
quantum algorithm is not affected by the aforementioned sign problem and can be used to prepare ground
and thermal states of generic quantum many-body systems, bosonic and fermionic. Like the classical
Metropolis algorithm, the quantum Metropolis algorithm is not expected to reach the ground state of an
arbitrary Hamiltonian in polynomial time. The ability to prepare the ground state of a general Hamiltonian
2
in polynomial time would allow to solve QMA-complete problems. However, as a rule of thumb it always
seems possible to define an update strategy for which the Metropolis algorithm thermalizes efficiently if
the physical system thermalizes in polynomial time. There are no obvious reasons why the same should
not be true for the quantum Metropolis algorithm. It also inherits all the flexibility and versatility of the
classical method, leading, for instance, to a quantum generalization of simulated annealing [6].
2 Summary of results
In this section, we present a sketch of how the quantum Metropolis algorithm works. Details and general-
izations will be worked out in later sections.
To set the stage for the quantum Metropolis algorithm, let us first recall the classical version. We can
assume for definiteness that the system is composed of n two-level particles, i.e., Ising spins. A lattice of
100 spins has 2100 different configurations, so it is inconceivable to average them all. The key insight of
Metropolis et. al. was to set up a rapidly mixing Markov chain obeying detailed balance that samples from
the configurations with the most significant probabilities. This can be achieved by randomly transforming
an initial configuration to a new one (e.g. by flipping a randomly selected spin): if the energy of the new
configuration is lower than the original, we retain the move, but if the energy is larger, we only retain
the move with probability exp (β(Eold − Enew)), where E is the energy of the configurations and β the
inverse temperature.
The challenge we address is to set up a similar process in the quantum case, i.e., to initiate an ergodic
random walk on the eigenstates of a given quantum Hamiltonian with the appropriate Boltzmann weights.
In analogy to a spin flip, the random walk can be realized by a random local unitary, and the move should
be accepted or rejected following the Metropolis rule. There are, however, three obvious complications: 1)
We do not know what the eigenvectors of the Hamiltonian are (this is precisely one of the problems that
we want to solve). 2) Certain operations, such as energy measurements, are fundamentally irreversible in
quantum mechanics, but the Metropolis method requires rejecting, hence undoing, certain transformations.
3) One has to devise a criterion that proves that the fixed point of the quantum random walk is the Gibbs
state.
To address the first obstacle, we assume for simplicity that the Hamiltonian has non-degenerate com-
mensurate eigenvalues Ei, and denote the corresponding eigenvectors |ψi〉. In the supplementary mate-
rial, it is shown that those conditions are unnecessary. We can make use of the phase estimation algo-
rithm [17, 18, 8, 19] to prepare a random energy eigenstate and measure the energy of a given eigen-
state. Then, each quantum Metropolis step (depicted in Fig. 1) takes as input an energy eigenstate |ψi〉
with known energy Ei, and applies a random local unitary transformation C, creating the superposition
C|ψi〉 =
∑
k x
i
k|ψk〉. C could be a bit-flip at a random location like in the classical setting, or some
other simple transformation. The phase estimation algorithm is now used in a coherent way, producing∑
k x
i
k|ψk〉|Ek〉. At this point, we could measure the second register to read out the energy Ek and accept
or reject the move following the Metropolis prescription. However, such an energy measurement would
involve an irreversible collapse of the wave function, which will make it impossible to return to the original
configuration in the case of a reject step.
Classically, we get around this second obstacle by keeping a copy of the original configuration in the
computer’s memory, so a rejected move can be easily undone. Unfortunately, this solution is ruled out in
the quantum setting by the no-cloning theorem [20]. The key to the solution is to engineer a measurement
that reveals as little information as possible about the new state, and therefore only slightly disturbs it. This
can be achieved by a measurement that only reveals one bit of information—accept or reject the move—
rather than a full energy measurement. The circuit that generates this binary measurement is shown at Fig.
1. It transforms the initial state |ψi〉 into∑
k
xik
√
f ik|ψk〉|Ei〉|Ek〉︸ ︷︷ ︸
|ψ+
i
〉
|1〉+
∑
k
xik
√
1− f ik|ψk〉|Ei〉|Ek〉︸ ︷︷ ︸
|ψ−
i
〉
|0〉
where f ik = min (1, exp (−β(Ek − Ei))). The state can be seen as a coherent superposition of accept-
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ing the update or rejecting it. The amplitudes xik
√
f ik correspond exactly to the transition probabilities
|xik|2f ik of the classical Metropolis rule. The measurement is completed by measuring the last qubit in the
computational basis. The outcome |1〉 will project the other registers in the state |ψ+i 〉. Upon obtaining
this outcome, we can measure the second register to learn the new energy Ek and use the resulting energy
eigenstate as input to the next Metropolis step.
A measurement outcome |0〉 signals that the move must be rejected, so we must return to the input state
|ψi〉. As |ψ+i 〉 is orthogonal to to |ψ−i 〉we actually work in a simple 2-dimensional subspace, i.e. a qubit. In
such a case, it is possible to go back to the initial state by an iterative scheme similar to the one employed by
Marriott and Watrous in the context of quantum Merlin Arthur amplification [21]. The circuit implementing
this process is shown in Fig. 2. In essence, it repeatedly implements two binary measurements. The first
is the one described in the previous paragraph. The second one, after a basis change, determines if the
computer is in the eigenstate |ψi〉 or not. A positive outcome to the latter measurement implies that we
have returned to the input state, completing the rejection; in the case of a negative outcome, we repeat
both measurements. Every sequence of these two measurements has a constant probability of achieving
the rejection, so repeating recursively yields a success probability exponentially close to 1.
The quantum Metropolis algorithm can be used to generate a sequence of m states |φj〉, j = 1, . . . ,m
that reproduce the statistical averages of the thermal state ρG = e−βH/Z for any observable X :
1
m
m∑
j=1
〈φj |X |φj〉 = TrXρ+O
(
1/
√
m
)
. (1)
To show that the fixed point of the quantum random walk is the Gibbs state, we developed the theory
of quantum detailed balance. Let {|ψi〉} be a complete basis of the physical Hilbert space and let {pi} be
a probability distribution on this basis. Assume that a completely positive map E obeys the condition
√
pnpm〈ψi|E(|ψn〉〈ψm|)|ψj〉 = √pipj〈ψm|E(|ψj〉〈ψi|)|ψn〉.
Then σ =
∑
i pi|ψi〉〈ψi| is a fixed point of E . The quantum detailed balance condition only ensures that
the thermal state ρG is a possible fixed point of the quantum Metropolis algorithm. The uniqueness of
this fixed point as well as the convergence rate to it depend on the choice of the set of random unitaries
{C}. If the set of moves are chosen such that the map E is ergodic, the uniqueness of the fixed point is
ensured. This condition can be satisfied by choosing {C} to be a universal gate set [22]. The Metropolis
step obeys the quantum detailed balance condition, if the probability of applying a specific C is equal to
the probability of applying its conjugate C†. This can be seen as the quantum analogue of the classical
symmetry condition for the update probability. In some cases it even suffices to just apply the same local
unitary C at every step of the algorithm (see Fig. 4). In this case, the single unitary C has to be Hermitian
and has to ensure ergodicity. The local unitary can be seen to induce ‘non-local’ transitions between the
eigenstates because it is followed by a phase estimation procedure.
Even though an implementation of this algorithm for full scale quantum many-body problems may
be out of reach for todays technological means, we have presented an algorithm that is indeed scalable
to system sizes that are interesting for actual physical simulations. A small scale implementation of the
algorithm that can be achieved with present day technology is presented in the later sections. Moreover,
a discussion is included that sketches the basic steps necessary for a simulation of some notoriously hard
quantum many-body problems. Like in the classical setting the convergence rate and hence the runtime
of the algorithm is dictated by the spectral gap of the stochastic map. The scaling of the gap depends on
the respective problem Hamiltonian and the choice of updates {C}. Just as for the classical Metropolis
algorithm, efficient thermalization is of course not expected for an arbitrary Hamiltonian. This would
allow one to solve QMA-complete problems in polynomial time [23, 24, 25]. It is however expected that
the algorithm will thermalize if the physical system of interest thermalizes. The inverse gap of the quantum
Metropolis map for the XX-chain in a transverse magnetic field at T = 0 with a simple single spin flip
update as shown in Fig. 4. This plot indicates that the gap scales like O(1/N) with N the number of
spins, even at criticality. To prove a polynomial scaling of the gap for more complex Hamiltonians remains
a challenging open problem. Also, it is well known that the choice of updates {C} can have a dramatic
impact on the convergence rate of the Markov chain in the classical setting. Finding good updates in the
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quantum setting is a very interesting open question, although the above example suggests that the problem
might be simpler in the quantum than in the classical case. The algorithm can be seen as a classical random
walk on the eigenstates of the Hamiltonian. All samples are thus computed with respect to the actual
eigenstates. This is why our method is suitable for the simulation of fermionic systems by exploiting the
Jordan - Wigner transformation [29] as discussed in [30]. The fermionic sign problem is therefore not an
issue for the quantum Metropolis algorithm. It is worth noting that an additional quadratic speedup might
be achievable using the methods of [26, 27, 28].
3 Description of the quantum Metropolis algorithm
In this section, we provide a more elaborate description of the quantum Metropolis algorithm. The funda-
mental building block is the quantum phase estimation algorithm (see section 5); throughout this section we
assume that the phase estimation algorithm works perfectly, i.e. given an eigenstate |ψi〉 of the Hamiltonian
H with energy Ei, we assume that the quantum phase estimation circuit Φ implements the transformation
|ψi〉|0〉 → |ψi〉|Ei〉
where Ei is encoded with r bits of precision. The fact that errors inevitably occur during quantum phase
estimation will be dealt with in section 4. The algorithm runs through a number of steps 0..4 and, just as in
the classical case, the total number of iterations of this procedure is related to the autocorrelation times of
the underlying stochastic map. As analyzed in the next section, this procedure obeys the quantum detailed
balance condition and hence allows to sample from the Gibbs state. The different steps are also depicted in
Fig. 3.
Step 0: Initialize the quantum computer in a convenient state, e.g. |00 . . .0〉. We need 4 quantum registers
in total. The first one will encode the quantum states of the simulated system, while the other 3 registers
are ancillas that will be traced out after every individual Metropolis step. The second register consists of
r qubits and encodes the energy of the incoming quantum state with r bits of precision (bottom register
in Fig. 1a). The third register is the one used to implement the quantum phase estimation algorithm, also
with r qubits (top register 1a). The fourth register is a single qubit that will provide the randomness for
accepting or rejecting the Metropolis step.
Step 1: Re-initialize the three ancilla registers and implement the quantum phase estimation based circuit
depicted in Fig. 1a followed by a measurement of the second register. This prepares an eigenstate |ψi〉with
energy Ei and associated energy register |Ei〉. The upper ancillas are left in the state |0〉r as we assumed
perfect phase estimation. The global state is now
|ψi〉|Ei〉|0〉|0〉
Step 2: The next step is depicted in Fig. 1b. Assume that we have defined a set of unitaries C = {C} that
can be implemented efficiently; those will correspond to the proposed moves or updates of the algorithm,
just like one does for instance spin flips in the case of classical Monte Carlo. Just as in the classical case, the
exact choice of this set of unitaries does not really matter as long as it is rich enough to generate all possible
transitions; the convergence time will, however, depend on the particular choice of moves. The unitary C
is drawn randomly from the set C according to some probability measure dµ(C). It is only necessary that
the probability of choosing a C is equal to the probability of choosing C†, i.e. dµ(C) = dµ(C†), as this is
dictated by the requirement that the process obeys detailed balance, cf. section 4.2.
The new state can be written as a superposition of the eigenstates:
C|ψi〉 =
∑
k
xik|ψk〉
Implement the coherent quantum phase estimation step specified in Fig. 1b, which results in the state
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∑
k
xik|ψk〉 →
∑
k
xik|ψk〉|Ei〉|Ek〉|0〉.
Note thatEk is only encoded with a precision of r bits, so that in practice there will be a lot of degeneracies.
Finally, implement the unitary W (Ek, Ei) (Fig. 1b) which is a one-qubit operation conditioned on the
value of the 2 energy registers:
W (Ek, Ei) =
( √
1− fik
√
fik√
fik −
√
1− fik
)
(2)
fik = min (1, exp (−β (Ek − Ei))) . (3)
The system is now in the state∑
k
xik
√
f ik|ψk〉|Ei〉|Ek〉|1〉+
∑
k
xik
√
1− f ik|ψk〉|Ei〉|Ek〉|0〉.
For later reference, the product of the three unitaries C, the phase estimation step, and W is called U (see
Fig. 1b).
Step 3: Measure the single ancilla qubit in the computational basis. A measurement outcome 1 corre-
sponds to an acceptance of the move and collapses the state into∑
k
xik
√
f ik|ψk〉|Ei〉|Ek〉|1〉.
In the case of this accept move, we can next measure the third register which prepares a new eigenstate
|ψk〉, and follow that by an inverse quantum phase estimation step. This leads to the state
|ψk〉|Ei〉|0〉|1〉
with probability proportional to
∣∣∣xik√f ik∣∣∣2. This state will be the input for the next step in the iteration of
the Metropolis algorithm: go back to step 1 for this next iteration. Note that the sequence E → Q1 → L
depicted in Fig. 3 exactly corresponds to this sequence of gates.
A measurement |0〉 in the single ancilla qubit signals a reject of the update. In this case, first apply the
gate U †, and then go to step 4.
Step 4: Let us first define the Hermitian projectorsQ0 and Q1, made up of the gates defined in step 2− 3
including the measurement on the ancilla:
Q0 = U
† (I⊗ I⊗ I⊗ |0〉〈0|)U
Q1 = U
† (I⊗ I⊗ I⊗ |1〉〈1|)U
Let us also define the Hermitian projectors P0 and P1 as
P0 =
∑
i
∑
Eα 6=Ei
|ψα〉〈ψα| ⊗ |Ei〉〈Ei| ⊗ I⊗ I
P1 =
∑
i
∑
Eα=Ei
|ψα〉〈ψα| ⊗ |Ei〉〈Ei| ⊗ I⊗ I
Here equality (or inequality) means that the first r bits of the energies do (not) coincide. This measurement
Pα can easily be implemented by a phase estimation step depicted in Fig. 1c.
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The fourth step of the algorithm now consists of a sequence of measurements (see Fig. 2). First we
implement the von Neumann measurement defined by Pα. If the outcome is P1, then we managed to pre-
pare a new eigenstate |ψα〉 with the same energy as the initial one |ψi〉, and therefore succeeded in undoing
the measurement. Go to step 1. If the outcome is P0, we do the von Neumann measurement Qα. Inde-
pendent of the outcome, we again measure Pα, and if the outcome is P1, we achieved our goal, otherwise
we continue the recursion (see Fig. 3). It happens that the probability of failure decreases exponentially
in the number of iterations (see section 3.1) , and therefore we have a very good probability of achieving
our goal. In the rare occasion where we do not converge after a pre-specified number of steps, we abort the
whole Monte Carlo simulation and start all over.
This finishes the description of the steps in the algorithm.
3.1 Running time of the rejection procedure:
Let us discuss the convergence of the reject step more closely. As already explained, the algorithm should
prepare a new state with the same energy as the original one Ei in the case of a reject move. As shown in
Fig. 3, we will do this by repeating a sequence of two different binary measurementsPi and Qi. The recur-
sion stops, whenever the measurement outcome P1 is obtained, where P1 is the projector on the subspace
of energy Ei. Note that it is crucial for the algorithm that the initially prepared state E|ψi〉|02r+1〉 is an
eigenstate of the projection P1. This is indeed the case, even if we take into account the fluctuations in the
quantum phase estimation step discussed in the next section: the error that is generated by the fluctuations
of the pointer variable can be accounted for if we verify the equality of the energy in P only up to r˜ < r
bits of precision. This allows to enlarge the eigenspace of P with approximate energy Ei, encompassing
the fluctuations of the pointer variable.
Here we will calculate the expected running time. The probability of failure to reject the move, given
that we start in some state |ψi〉 in the energy Ei subspace, after n ≥ 2 steps, is given by the probability of
measuringP0 after n subsequent binary measurements. Note that the commutator [P0QsP0, P0Qs′P0] = 0
for all s, s′. Therefore, see Fig. 3, the probability of failure can be cast into the form
pfaili (n) =
n∑
m=0
(
n
m
)
Tr
[
(P0Q0P0)
n−m
(P0Q1P0)
m
P0Q0E (4)
(|ψi〉〈ψi| ⊗ |02r+1〉〈02r+1|)EQ0P0 (P0Q1P0)m (P0Q0P0)n−m] .
The full expression can conveniently be summed up to a single term:
pfaili (n) = 〈ψi|〈02r+1|EQ0P0
[
P0(
1∑
s=0
QsP0Qs) P0
]n
P0Q0E|ψi〉|02r+1〉 (5)
We now make use of the Lemma (73) as stated in section 7 and choose a basis in which the projectors Pi
and Qi are block diagonal. Note that we reuse the same two pointer registers at each phase estimation step
in the algorithm. This means that even though a realistic phase estimation procedure does not necessarily
act as a projective measurement on the physical subsystem, the binary measurements Pi and Qi are still
projectors on the full circuit. Therefore Lemma (73) can still be employed, even for a realistic phase
estimation procedure. Without loss of generality, we assume that the rank of rank(P1) = p is smaller than
the rank of Q1 which is equal to half the dimension of the complete Hilbert space (note that P1 projects on
a single energy subspace). Assume that the unitary UJ brings P and Q to this desired form. This allows us
to rewrite (5) as pfaili (n) = 〈ψi|〈02r+1|EU †JDfail(n)UJE|ψi〉|02r+1〉 with
Dfail(n) =


D(I −D)(D2 + (I−D)2)n −
√
D(I −D)(D2 + (I−D)2)n 0 0
−
√
D(I−D)(D2 + (I−D)2)n D2(D2 + (I−D)2)n 0 0
0 0 1 0
0 0 0 1

 .
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Here, D denotes a p-dimensional diagonal matrix with only positive entries. Note that the state
UJE|ψi〉|02r+1〉 has complete support on the projection operator P1. That is, as we stated earlier, the state
is an eigenstate of P1. this means that it only acts on the first upper left block. If we denote by 0 ≤ d∗ ≤ 1
the diagonal entry of D that gives rise to the largest entry in the upper left block of the matrix Dfail(n), we
can bound
pfail(n) ≤ d∗(1− d∗)(d∗2 + (1 − d∗)2)n. (6)
We observe, that the probability of failure decays exponentially in n, for a n-independent d∗. Let us
maximize this expression over all possible values of d∗, in order to obtain an absolute upper bound to the
failure probability. Defining x = d∗2 + (1− d∗)2 = 1− 2d∗(1− d∗), we see that this probability may be
bounded by 1−x2 x
n
. This expression is maximized by choosing x = nn+1 , for which we have
pfail(n) ≤ 1
2(n+ 1)
(
1
1 + 1n
)n
≈ 1
2e(n+ 1)
. (7)
Hence, choosing n = O(1/ǫ) recursion steps is sufficient to reduce the probability of failure to below ǫ.
We have to choose this ǫ in such a mannar, that the probability of failure during a complete cycle of the
Metropolis algorithm is bounded by a small constant number.
3.2 Running time of the quantum Metropolis algorithm
Let us discuss the runtime scaling of the full Metropolis algorithm. In general, there are three types of error
one has to deal with when we consider the the runtime scaling of the algorithm.
First, we are dealing with a Markov chain and hence there is an associated mixing error ǫmix. The
mixing error of the Markov chain is defined with respect to trace norm distance, as ‖Emmix [ρ0]− σ∗‖1 ≤
ǫmix. Here mmix denotes the mixing time, i.e. the number of times the completely positive map has to
be applied starting from an initial state ρ0 to be ǫmix close to the steady state σ∗ of the Markov chain.
The mixing time is determined by the the gap ∆ between the two largest eigenvalues in magnitude of the
corresponding completely positive map. The trace norm is bounded by [34]
‖Em[ρ]− σ∗‖1 ≤ Cexp (1−∆)m , (8)
for a map that obeys quantum detailed balance, where Cexp is some constant that typically scales exponen-
tially in the system size. The runtime, or the mixing time, scales therefore as
mmix ≥ O
(
ln(1/ǫmix)
∆
)
. (9)
Just as for classical stochastic maps one needs to prove that the gap is bounded by a polynomial in the
system size for each problem instance individually to ensure that the chain is rapidly mixing. It is generally
believed, that to prove rapid mixing for a realistic Hamiltonian is hard. However, the convergence rate
of the classical Metropolis algorithm is in practice favourable if the physical system thermalizes; this is
because the Metropolis steps can mimic the actual physical thermalization procedure, albeit with the added
flexibility of unphysical moves that make thermalization orders of magnitude faster. It is expected that the
same will be true for the quantum Metropolis algorithm as well.
The second type of imperfection relates to the fact, that the reject part of a local move cannot be imple-
mented deterministically. However, we already showed, cf. 3.1, that this probability can be made arbitrary
small by increasing the number of iterations in the reject move. For all realistic applications one would
choose a fixed n∗ so that one only attempts to perform n ≤ n∗ reject moves before discarding the sample.
We want to achieve an overall success probability of preparing a valid sample that is bounded by some
constant c. What do we mean by that? As already stated the Metropolis algorithm allows one to sample
from the eigenstates |ψi〉 with a given probability pi ≃ exp (−βEi). Since our reject procedure can only
be implemented probabilistically we have to choose a fixed number of times n∗ we try to reject a pro-
posed update. The probability of failure pfail(n) of rejecting a proposed update after n steps is bounded by
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pfail(n) ≤ 12e(n+1) , see (7). For the algorithm to work, we want the algorithm to produce a sample after
mmix applications of the map E with a probability that is larger than a constant c. Hence the probability of
failure after mmix steps should obey (1− pfail(n∗))mmix ≥ c. This condition is met if we choose
n∗ >
mmix
2e(1− c) (10)
This means, that we have to implement for each Metropolis step at most n∗ measurements Pi and Qi,
before we discard the sample and start over again. Note that this is a very loose upper bound for the
actual number of reject attempts, since the probability of failure actually decays actually exponentially in
n, however, with some unknown constant that is ensured to be smaller than unity.
The third error relates to the fact that we are implementing the algorithm on a quantum computer with finite
resources, e.g. a finite register to store the energy eigenvalues in the phase estimation procedure. This leads
to a modification of the completely positive map E , whose fixed point σ∗ now deviates from the Gibbs state
ρG by ‖σ∗ − ρG‖1 ≤ ǫ∗. This error will be discussed in section 4.
4 Fixed point of the algorithm and influence of imperfections
In the previous descriptions of the algorithm we only considered the idealized case when we are able to
identify each eigenstate by its energy label. When this is the case, the algorithm can be interpreted as a
classical Metropolis random walk where the configurations of the system are replaced by the eigenstates
of a quantum Hamiltonian. However, this picture falls short if we consider the more realistic scenario of a
Hamiltonian with degenerate energy subspaces. The rejection procedure ensures in this case only that we
end up in the same energy subspace we started from. We therefore need to investigate the fixed point of the
actual completely positive map that is generated by the circuit. We will see that the quantum Metropolis
algorithm yields the exact Gibbs state as its fixed point, if the quantum phase estimation algorithm resolves
the energies of all eigenstates exactly. This is obviously impossible for non integer eigenvalues as one
would need infinitely many bits just to write down the energies in binary arithmetic. However, we will
show that this is not a real problem. A polynomial resolution will yield samples that approximate the Gibbs
state very well, if the Markov chain converges sufficiently fast. For the error analysis we will assume that
the ergodicity condition is met, and that the problem Hamiltonian we are trying simulate is such that the
Markov chain is rapidly mixing. To be precise, for the error analysis we assume that the Markov chain
is trace-norm contracting, see section 4.3. We previously discussed the errors that arise due to the finite
runtime of the algorithm in section 3.2 and the error due to the indeterministic rejection scheme, cf. section
3.1. In this section we consider the error that is related to the implementation of the algorithm. Due to the
implementation on a quantum computer three types of error arise.
1. Simulation errors. The quantum phase estimation algorithm requires implementing the dynamics
U = e−iHt generated by the system’s Hamiltonian for various times t. This can only be done within
a finite accuracy.
2. Round-off errors. The quantum phase estimation algorithm represents the system’s energy in binary
arithmetic with r bits. This unavoidably implies that the energy is rounded off to r bits of accuracy.
3. Phase estimation fluctuations. As seen in Eq. (71), given an energy eigenstate of the system, the
quantum phase estimation procedure outputs a random r-bit estimate of the corresponding energy.
The output distribution is highly peaked around the true energy, but fluctuations are important and
cannot be ignored.
The first error is related to the fact that exp(itH) has to be approximated by a Trotter-Suzuki unitary.
This error can be ignored as long as the necessary effort in the simulation time TH to make this small,
scales better than any power of 1/ǫH with ǫH being this simulation error [19]. This first source of error can
be suppressed at polynomial cost. Another way to tackle this error is to adopt the analysis done in [28].
The second type of error is not a problem on its own. Suppose that each eigenvalue of H is replaced by
its closest r-bit approximation. The corresponding thermal state would differ from the exact one by factors
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of exp(β2−r). By choosing r ≫ log β, this error can be made arbitrarily small. Note that the simulation
cost grows exponentially with r, which implies that our Metropolis algorithm has complexity increasing
linearly with β.
Interestingly, such a problem is already present in the classical Metropolis algorithm [32], as one imple-
ments the Markov chain on a computer with a floating point error. As a stochastic matrix is non-Hermitean,
a tiny perturbation of the stochastic map (by introducing floating point arithmetic) could in principle change
the eigenvectors drastically. However, nobody ever seems to have encountered such a problem; this might
originate from the fact that the detailed balance condition ensures that the stochastic matrix is well behaved.
The third type of error is more delicate and is intimately related to the second type. Indeed, it is not
correct to suppose, as we did in the previous paragraph, that quantum phase estimation outputs the closest r-
bit approximation to the energy of the eigenstate. Rather, it outputs a random energy distributed according
to Eq. (71), sharply peaked around the exact energy. This distribution can be sharpened by employing a
method developed in [33]: the idea is to adjoin η + 1 separate pointers, each comprising r qubits, and to
perform quantum phase estimation η times on the system using each of the first η pointer systems in turn
for the readout. Then the median of the results in the η pointers is computed in a coherent way and written
into the (η+1)th pointer. The probability that the median value deviates from the true energy by more than
2−r is less than 2−η [33]. Given an eigenstate of H , this leaves two possible phase estimation outcomes,
corresponding to the r-bit energy values directly below and directly above the true energy. Hence, the high
confidence phase estimation algorithm acts as
|ψi〉|0〉 → |ψi〉 ( αi(⌊Ei⌋) |⌊Ei⌋〉+ αi(⌈Ei⌉) |⌈Ei⌉〉 ) +O(e−η) (11)
where |αi(⌊Ei⌋)|2 + |αi(⌈Ei⌉)|2 = 1 and ⌊Ei⌋ and ⌈Ei⌉ are the two closest r-bit approximations to
Ei. Despite this improvement, it is not possible to make the outcome of the quantum phase estimation
procedure deterministic. In the worst case where the exact energy for a given eigenstate falls exactly
between two r-bit values, the two measurements outcomes will be equally likely. Thus, what we described
in the main text as projectors onto energy bins are not truly von Neumann projective measurements, but
rather correspond to generalized (positive operator valued measure, POVM) measurements on the system.
Phase estimation unitary and POVM To understand this, let us start by writing out the full unitary Φ of
the standard quantum phase estimation procedure as defined in section 5. The unitary acts on the N -qubit
register that stores the state of the simulated system and a single r-qubit ancilla register that is used to read
out the phase information. We write
Φ =
2r−1∑
y=0
2r−1∑
x=0
Myx ⊗ |x〉〈y|, where Myx =
2N∑
j=1
f(Ej , x− y)|ψj〉〈ψj |. (12)
Note that the function
f(Ej , x− y) = 1
2r
eiπ(x−
Ejt
2pi −y)
ei
pi
2r (x−
Ejt
2pi −y)

 sin
(
π(x − Ejt2π − y)
)
sin
(
π
2r (x− Ejt2π − y)
)

 (13)
is complex valued. The operators My=0x constitute the POVM generated on the system state by the phase
estimation procedure. The label x of the POVM denotes the r-bit approximation to the energy generated
by the phase estimation procedure, whereas y corresponds to the initial value of the ancilla register. The
map Φ is therefore the full unitary of the phase estimation procedure. Due to (13) it becomes clear that the
estimate x of the eigenvalue Ei gets shifted by an amount of y, if the ancilla register is not initialized to
y = 0.
4.1 The completely positive map
We now investigate the actual completely positive map (cp-map) generated by all unitaries and measure-
ments in more detail. The full map can be understood as an initialization step denoted by E followed
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by successive P and Q measurements, as discussed in section 3 and illustrated in Fig. 3. Note that the
projectors Qi depend on the random unitary C. For each application of the map we draw a random unitary
C from the set C = {C} according to the probability measure dµ(C). We therefore have to average over
the set C. The cp-map on the system is obtained by tracing out all ancilla registers. As shown in the pre-
vious section 3, the error obtained by cutting the number of iterations in the reject case to n∗ can be made
arbitrarily small; we can therefore approximate the full map as an infinite sum
E [ρ] =
∫
C
TrA
[
LQ1E
(
ρ⊗ |02r+1〉〈02r+1|)EQ1L†] (14)
+ TrA
[
P1Q0E
(
ρ⊗ |02r+1〉〈02r+1|)EQ0P1]
+
∞∑
n=1
1∑
s1...sn=0
TrA [P1QsnP0 . . . P0Qs1P0Q0E(
ρ⊗ |02r+1〉〈02r+1|)EQ0P0Qs1P0 . . . P0QsnP1] dµ(C).
The projective measurements Ps and Qs are comprised of several individual operations. We adopt a new
notation: an unmarked sum over the indices written as small Latin letters, e.g. k1, p1, . . . is taken to run
over all 2r integer values of the phase estimation ancilla register. The projectors can be written as
Qs =
∑
k1,k2
∑
p1,p2
C†Mp1k2
†
Mp2k2C ⊗ |k1〉〈k1| ⊗ |p1〉〈p2| ⊗Rs(k1, k2), (15)
P0 =
∑
k1 6=k2
∑
p1,p2
Mp1k2
†
Mp2k2 ⊗ |k1〉〈k1| ⊗ |p1〉〈p2| ⊗ I,
P1 =
∑
k1=k2
∑
p1,p2
Mp1k2
†
Mp2k2 ⊗ |k1〉〈k1| ⊗ |p1〉〈p2| ⊗ I.
As before, we used the convention that the first register contains the physical state of the system. The
second register of r-qubits corresponds to the register that stores the eigenvalue estimates of the first phase
estimation, the third register is again used for phase estimation and the last register sets the single condition
bit. The last matrix is defined as
Rs(k1, k2) =W (k1, k2)
†|s〉〈s|W (k1, k2), (16)
with W defined in (3). Furthermore, the first operation in the circuit, that prepares an eigenstate and copies
its energy eigenvalue to the lowest register, is denoted by
E =
∑
k1,k2
∑
p1,p2
Mp1k2
†
Mp2k2 ⊗ |k1 ⊕r k2〉〈k1| ⊗ |p1〉〈p2| ⊗ I, (17)
where ⊕r denotes an addition modulo 2r. For notational purposes we introduced another operation
L =
∑
k1,k2
∑
p1,p2
Mp1k2
†
Mp2k2C ⊗ |k1〉〈k1| ⊗ |p1〉〈p2| ⊗W (k1, k2). (18)
A successful measurement of Q1 at the beginning of the circuit, Fig. 2, followed by the operation L corre-
sponds to an acception of the Metropolis update and a further clean-up operation that becomes necessary,
when considering a realistic phase estimation procedure.
If we define new super-operators A[ρ] and Bn({sn})[ρ], the cp-map on the physical system can be
written as
E [ρ] = A[ρ] +B0[ρ] +
∞∑
n=1
1∑
s1...sn=0
Bn({sn})[ρ]. (19)
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Here A denotes the contribution to the cp-map that corresponds to the instance, where the suggested
Metropolis move is accepted. Each of the Bn correspond to a rejection of the update after n + 1 sub-
sequent Q and P measurements. These superoperators can be expressed as follows:
A[ρ] =
∑
k1,k2
∑
d,p1,q1
∫
C
dµ(C) min
(
1, e−β
2pi
t
(k2−k1)
)
Mdk2
†
Mp1k2CM
p1
k1
†
M0k1 ρ M
0
k1
†
M q1k1C
†M q1k2
†
Mdk2 .
(20)
Furthermore,
B0[ρ] =
∑
k1
∑
l1,r1
∑
d;p1,p2;q1,q2
∫
C
dµ(C) 〈0|R0(k1, r1)R0(k1, l1)|0〉 (21)
Mdk1
†
Mp2k1C
†Mp2l1
†
Mp1l1 CM
p1
k1
†
M0k1 ρ M
0
k1
†
M q1k1C
†M q1r1
†M q2r1CM
q2
k1
†
Mdk1 ,
and
Bn({sn})[ρ] =
∑
k1
∑
d,{ln+1};{rn+1}
∫
C
dµ(C) gk1 ({sn}, {ln+1}, {rn+1}) (22)
Ddk1 ({ln+1}) ρ Ddk1
†
({rn+1}) .
The operators D and the scalar function g in the definition of B({sn})n are given by
gk1 ({sn}, {ln+1}, {rn+1}) = 〈0|R0(k1, r1)Rs1(k1, r2) . . . Rsn(k1, rn+1) (23)
Rsn(k1, ln+1) . . . R
s1(k1, l2)R
0(k1, l1)|0〉
and
Ddk1 ({ln+1}) =
∑
{an+1}6=k1
∑
{p2n}
Mdk1
†
Mp2nk1 C
†Mp2nln+1
†
M
p2n−1
ln+1
CMp2n−1an+1
†Mp2n−2an+1 C
† . . . (24)
Mp3a1
†Mp2a1C
†Mp2l1
†
Mp1l1 CM
p1
k1
†
M0k1 .
This concludes the description of the completely positive map corresponding to one iteration of the Metropo-
lis algorithm.
4.2 Fixed point of the ideal chain
To be able to make statements about the fixed point of this quantum Markov chain, we introduce (see
section 6) a quantum generalization of the detailed balance concept. As for classical Markov chains, this
criterion only ensures that the state with respect to which the chain is detailed balanced is a fixed point.
However, it does not ensure that this fixed point is unique. The uniqueness follows from the ergodicity of
the Markov chain [35, 36] and thus depends in our case on the choice of updates {C}, which can be chosen
depending on the problem Hamiltonian. A sufficient (but not necessary) condition for ergodicity can easily
be obtained by enforcing {C} to form a universal gate set, as will be shown below.
In section 6 it is shown that a quantum Markov chain obeys quantum detailed balance, if there exists a
probability distribution {pi} and a complete set of orthonormal vectors {|ψi〉} for which
√
pnpm〈ψi|E [|ψn〉〈ψm|]|ψj〉 = √pipj〈ψm|E [|ψj〉〈ψi|]|ψn〉. (25)
This condition together with the ergodicity of the updates {C} ensures that the unique fixed point of the
quantum Markov chain is
σ =
2N∑
i=1
pi|ψi〉〈ψi|. (26)
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We therefore would like to verify whether condition (25) is satisfied when we choose the pi equal to
the Boltzmann weights of H and the vectors equal to the eigenvectors |ψi〉.
The condition (25) is linear in the superoperators. We can therefore conclude that, when each of the
summands A and all the B’s in (19) individually satisfy this condition, the total cp-map E is detailed
balanced.
The idealized case would be met if we could simulate a Hamiltonian H with eigenvalues Ei that are
r-bit integer multiples of 2πt , or if we had an infinitely large ancilla register for the phase estimation. In
this case, the operators MpE would reduce to simple projectors ΠE+p on the energy subspace labeled by
E + p. Hence
MpE
†
M qE = δp,qΠE+p.
Note that the δp,q ensures that after each P and Q measurement the second ancilla register used for phase
estimation is again completely disentangled and returns to its original value.
Furthermore, in the special case when the eigenvalues of the Hamiltonian are non-degenerate the pro-
jectors reduce to ΠEi = |ψi〉〈ψi|. In this case it can be seen that the dynamics of the algorithm reduce
to the standard classical Metropolis algorithm that is described by a classical stochastic matrix that can be
computed as
Sij = 〈ψj |E [|ψi〉〈ψi|] |ψj〉.
For this special case it is obvious that the detailed balance condition is met.
Let us now turn to the more generic case, when the energy eigenvalues are degenerate. We investigate
each of the contributions to the completely positive map (19).
The accept instance: We first investigate the accept instance described by the operator A[ρ].
A[ρ] =
∑
E1,E2
∫
C
dµ(C) min
(
1, e−β(E2−E1)
)
ΠE2C ΠE1 ρ ΠE1C
†ΠE2 . (27)
The detailed balance criterion (25) for pi = 1Z e−βEi and |ψi〉 reads
1
Z
e−β(Ei+Ej)/2〈ψl|A[|ψi〉〈ψj |]|ψm〉 = 1
Z
e−β(El+Em)/2〈ψj |A[|ψm〉〈ψl|]|ψi〉. (28)
Note that the chain of operators begins with a projector ΠE1 and ends with a projector ΠE2 . The detailed
balance condition reads therefore
1
Z
e−β(Ei+Ej)/2
∫
C
dµ(C) min
(
1, e−β(El−Ei)
)
δEl,EmδEi,Ej 〈ψl|C|ψi〉〈ψj |C†|ψm〉 (29)
=
1
Z
e−β(El+Em)/2
∫
C
dµ(C) min
(
1, e−β(Ej−Em)
)
δEl,EmδEi,Ej 〈ψj |C|ψm〉〈ψl|C†|ψi〉.
Due to the fact that 1Z e
−βEl min
(
1, e−β(Ei−El)
)
= 1Z e
−βEi min
(
1, e−β(El−Ei)
)
, this reduces to
∫
C
dµ(C) 〈ψl|C|ψi〉〈ψj |C†|ψm〉 =
∫
C
dµ(C) 〈ψj |C|ψm〉〈ψl|C†|ψi〉, (30)
where the energies of the eigenstates have to satisfy El = Em and Ei = Ej .
One sees that (27) is satisfied when the probability measure obeys
dµ(C) = dµ(C†). (31)
If we consider an implementation that only makes use of a single unitary C for every update, we have
to ensure that this unitary is Hermitian, i.e. C = C†. This symmetry constraint on the measure can be
seen as the quantum analogue of the fact, that we need to choose a symmetric update rule for the classical
Metropolis scheme.
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The reject instance: We now turn to the reject case described by the operators Bn({sn})[ρ] . The
rejecting operators also simplify greatly when we consider the case of perfect phase estimation. After each
phase estimation step the second register disentangles due to the δpl,pl+1 , we get
Bn({sn})[ρ] =
∑
E
∑
{ln+1};{rn+1}
gE ({sn}, {ln+1}, {rn+1})
∫
C
dµ(C) D0E ({ln+1}) ρD0E
†
({rn+1}) . (32)
The chain of unitaries and measurement operators in the operator D (24) reduces to
D0E ({ln+1}) = ΠEC†Πln+1CΠ⊥EC† . . .Π⊥EC†Πl1CΠE , (33)
where Π⊥E is the projector on to the orthogonal complement of energy subspace E. Note that the first and
the last projector in each chain of operators is ΠE . Hence, all elements
〈ψl|Bn({sn})[|ψi〉〈ψj |]|ψm〉
vanish, if all energies are not equal El = Ei = Ej = Em. We can therefore disregard the probabilities pi
on either side of the detailed balance equation (25). The detailed balance condition thus reads
〈ψl|Bn({sn})[|ψi〉〈ψj |]|ψm〉 = 〈ψj |Bn({sn})[|ψm〉〈ψl|]|ψi〉. (34)
It is important that the function gE ({sn}, {ln+1}, {rn+1}) (23) is real. Due to this fact and furthermore,
since all the individual operators Rs(E, k) are Hermitian, we may exchange the ordering of the indices
{ln+1}, {rn+1}. That is, we may write
gE ({sn}, {ln+1}, {rn+1}) = gE ({sn}, {ln+1}, {rn+1})∗ (35)
= 〈0|R0(k1, l1)†Rs1(k1, l2)† . . . Rsn(k1, ln+1)†Rsn(k1, rn+1)† . . . Rs1(k1, r2)†R0(k1, r1)†|0〉
= gE ({sn}, {rn+1}, {ln+1})
Furthermore, since the individual projectors Πli and Π⊥E are of course Hermitian, we may write
〈ψl|Bn({sn})[ψi〉〈ψj ]|ψm〉 (36)
=
∑
{ln+1};{rn+1}
gE ({sn}, {ln+1}, {rn+1})
∫
C
dµ(C) δEl,Ei,Ej ,Em〈ψl|D0El ({ln+1}) |ψi〉〈ψj |D0El
†
({rn+1}) |ψm〉
=
∑
{ln+1};{rn+1}
gE ({sn}, {rn+1}, {ln+1})
∫
C
dµ(C) δEl,Ei,Ej ,Em〈ψj |D0El
†
({rn+1}) |ψm〉〈ψl|D0El ({ln+1}) |ψi〉
= 〈ψj |Bn({sn})[ψm〉〈ψl]|ψi〉.
The last equality in (36) is precisely due to the fact that we can reorder the indices as previously discussed
and that we are dealing with projectors on the energy subspaces.
As already said, a possible set of updates that will ensure ergodicity in general is given by choosing
{C} equal to a universal gate set. So for instance the set of all possible single qubit unitaries augmented
with the CNOT gate would suffice to ensure ergodicity for an arbitrary Hamiltonian. To show this, we
make use of a result proved in [36], Proposition 3. For completeness, we just repeat the part of the proof
that is relevant to us.
Primitive maps A completely positive map E is called primitive if for all states ρ there exists a natural
number m so that,
Em[ρ] > 0. (37)
This means that Em[ρ] has to be full rank for some m. All primitive maps are strongly irreducible,i.e.
ergodic. That is, if E is primitive the map has a unique eigenvalue λ(E) with magnitude |λ(E)| = 1 and a
unique fixed point σ∗ > 0 of full rank.
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Proof: By contradiction: Assume that E is primitive but not ergodic. This means that one of the follow-
ing holds: (a) σ∗ is not full rank; (b) There is another σ˜∗ that corresponds to λ = 1, i.e. the eigenvalue
is degenerate; or (c) there exists another eigenvalue with |λ′| = 1. If (a) holds the channel can not be
primitive, since for all m we have Em[σ∗] = σ∗ which is not full rank. Now, if (b) we will be able to define
an ǫ = [λmax((σ
∗)−1/2σ˜∗(σ∗)−1/2)]−1 so that σ∗ − ǫσ˜∗ ≥ 0 is not full rank and we are back in case (a).
Furthermore, if (a) and (b) do not hold but (c), the only other eigenvalues of magnitude 1 can only be a p
-th root of unity for some finite natural number p. This implies, however, that assumtion (b) holds for the
p-th power Ep, and thus (a) follows.
With this Lemma at hand, it is straight forward to proof the uniqueness of the fixed point. All we need
show is that the cp-map E is primitive.
Uniqueness of the Fixed point If we choose the set of all possible updates {C} equal to a set of universal
gates, then the Metropolis Markov chain is ergodic for all finite β <∞.
Proof: If E denotes the map defined in (19), according to (37) all we need to show is that there is an
m such that for every |ψ〉 and every ρ 〈ψ|Em[ρ]|ψ〉 > 0. Since ρ can always be written as a convex
combination of rank 1 projectors it suffices to choose ρ = |ϕ〉〈ϕ|. Furthermore we observe that all Bn
defined in (19) are positive, i.e.
〈ψ|Bn({si})[ρ˜]|ψ〉 ≥ 0, (38)
since this expression can always be written as the trace over the product of positive semi-definite operators
for any ρ˜ and |ψ〉, see (14). We can therefore disregard the contributions from the Bn and focus only on
the accept instance A of the map E , since by virtue of (38) we have
〈ψ|Em[|ϕ〉〈ϕ|]|ψ〉 ≥ 〈ψ|Am[|ϕ〉〈ϕ|]|ψ〉. (39)
We can thus write
〈ψ|Am[|ϕ〉〈ϕ|]|ψ〉 = (40)∫
dµ(C1) . . . dµ(Cm)
∑
E1...Em+1
m∏
i=1
min(1, e−β(Ei+1−Ei))
∣∣〈ψ|ΠEm+1Cm . . . C1ΠE1 |ϕ〉∣∣2
≥ e−β(Emax−Emin)
∫
dµ(C1) . . . dµ(Cm)Fψ,φ(C1, . . . Cm).
Here Emax and Emin denote the largest and the smallest eigenvalues of the problem Hamiltonian H
respectively, and we defined the integrant F as
Fψ,φ(C1, . . . Cm) =
∑
E1...Em+1
∣∣〈ψ|ΠEm+1Cm . . . C1ΠE1 |ϕ〉∣∣2 . (41)
Note that the prefactor e−β(Emax−Emin) does not vanish for all finite β. Since the integrant F is non-
negative, we only need to proove that F does not vanish. Since we are drawing the C1 . . . Cm from a set
of universal gates we can always find a finite m, by virtue of the Solovay – Kitaev theorem [37], so that
there exists a sequence of gates Ci that ensures that there is a sufficiency large overlap between |ψ〉 and
Cm . . . C1|ψ〉. That is for a given ǫm, there exists a sequence of m gates, so that
|〈ψ|Cm . . . C1|ϕ〉|2 =
∣∣∣∣∣∣
∑
E1...Em+1
〈ψ|ΠEm+1Cm . . . C1ΠE1 |ϕ〉
∣∣∣∣∣∣
2
≥ 1− ǫm, (42)
where we inserted resolutions of the identity
∑
Ei
ΠEi . Hence, at least one of summands in (42) has to be
non-zero and thus Fψ,ϕ is strictly positive and does not vanish. Therefore, there exists an integer m so that
the integral in the last line of (40) is strictly positive. Since (40) acts as a lower bound to 〈ψ|Em[|ϕ〉〈ϕ|]|ψ〉
we can conclude that E is primitive.
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4.3 Error bounds and realistic phase estimation
Let us next return to a more general Hamiltonian that has a realistic spectrum. As was discussed earlier,
a realistic phase estimation procedure introduces errors not only due to the rounding of the energy values,
but more importantly due to the fluctuations of the pointer variable. For a completely positive map with
realistic phase estimation the detailed balance condition (25) will not be met exactly, but we can show that
the condition is satisfied approximately. This will be sufficient for our purposes.
In order to bound this error we adopt a standard procedure also used for classical Markov chains [38].
Throughout this analysis we assume that the completely positive map is well behaved and is contract-
ing. Whether this assumption is satisfied depends on the mixing properties of the problem we consider
and on the choice of updates. Therefore, these properties have to be verified for every problem instance
individually. A quantum Markov chain is trace - norm contracting if it satisfies
‖E [ρ− σ]‖1 ≤ η1‖ρ− σ‖1, (43)
where the constant η1 < 1 is the smallest constant, so that this inequality holds [38]. The constant η1 is
often referred to as the ergodicity coefficient. Note that the map is considered contracting only when the
constant is strictly smaller than unity. It can occur, for some pathologically behaved maps, that this constant
is not strictly smaller than unity even though the map is rapidly mixing. However, this can be cured by
blocking several applications of the channel together, leading to a new constant smaller than unity [39].
Error bound The error ǫ∗ between the exact fixed point σ∗ of the map E and the Gibbs state ρG =
1
Z exp (−βH) can be bounded by
‖σ∗ − ρG‖ ≤ ǫ
sg
1− η1 . (44)
Here η1 < 1 is the ergodicity coefficient of E and ǫsg the error that arises due to a single application of the
map on ρG, i.e. ‖E [ρG]− ρG‖1 ≤ ǫsg .
Proof: The error ǫ∗ can be written as
‖σ∗ − ρG‖ = lim
m→∞
‖Em[ρG]− ρG‖1 ≤ lim
m→∞
m∑
k=1
‖Ek[ρG]− Ek−1[ρG]‖1 (45)
≤ lim
m→∞
m∑
k=1
ηk−11 ‖E [ρG]− ρG‖1 =
‖E [ρG]− ρG‖1
1− η1 .
Thus we only need to bound the error that occurs when we apply the map E to the Gibbs state ρG once.
In order to bound this error, we will make use of the fact that the completely positive map satisfies the
detailed balance condition (25) at least approximately. Let us discuss what it means to satisfy detailed
balance approximately.
Approximate detailed balance Suppose we are given a completely positive map E and an orthonormal
basis {|ψi〉}. To each state we assign a Boltzmann weight of the form {pi = 1Z e−βEi}. If this cp-map
does not precisely satisfy detailed balance, but only an approximate form such as
√
pnpm〈ψi|E [|ψn〉〈ψm|]|ψj〉 = √pipj〈ψm|E [|ψj〉〈ψi|]|ψn〉 (1 +O(ǫsg)) , (46)
we can give the following bound on the error, measured in the trace - norm, that occurs upon a single
application of the completely positive map.
‖E [ρG]− ρG‖1 ≤ O(ǫsg) (47)
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Proof: Let us define ρ =
∑
i pi|ψi〉〈ψi|. Then due to (46) we have
〈ψl|E [ρG]|ψm〉 =
∑
i
pi〈ψl|E [|ψi〉〈ψi|]|ψm〉 = (48)
√
plpm (1 +O(ǫsg))Tr [E [|ψm〉〈ψl|]] = pm (1 +O(ǫsg)) δml.
So the application of E yields E [ρG] = ρ˜G. Note that the state ρ˜G is still diagonal in the same basis as ρG
and both of the probabilities p˜i of ρ˜G relate to the original probabilities via p˜i = pi (1 +O(ǫsg)). Since ρG
and ρ˜G are both diagonal in the same basis, it is straightforward to compute that ‖ρ˜G − ρG‖1 ≤ O(ǫsg).
Let us now verify the approximate detailed balance condition (46) of the completely positive map (19)
for a realistic spectrum of the HamiltonianH . First let us consider the standard phase estimation procedure.
Since the actual eigenvalues may have arbitrary real values, we may not assume that the individual Myx act
as projectors on the system. Note that even the combination of Mpk †M qk is not Hermitian anymore when
p 6= q. This is precisely due to the fact that the function f(Ej , k−p) (13) is complex valued. An additional
phase is imprinted on the system state. At first sight this seems to hinder any form of detailed balance in the
eigenbasis of the Hamiltonian. It turns out, however, that the total expression on either side of the detailed
balance equation is still real. Note that Mpk
†
M qk is diagonal in the eigenbasis of H and assumes the form
Mpk
†
M qk =
2N∑
j=1
f(Ej , k − p)∗f(Ej , k − q)|ψj〉〈ψj |. (49)
Hence, the phases in f(Ej , k − p)∗f(Ej , k − q) cancel up to a total phase factor eipi(p−q)
ei
pi
2r
(p−q) , which is
independent of both k and Ej . This allows us to write
Mpk
†
M qk ≡
eiπ(p−q)
ei
pi
2r (p−q)
Spqk , (50)
where now Spqk
†
= Spqk . Let us have look at a segment of the chain of operators as they typically appear in
the superoperators A or B (19). The typical sequences look like
. . .Mp3k2
†
Mp2k2 C M
p2
k1
†
Mp1k1 . . . → . . .
eiπ(p3−p1)
ei
pi
2r (p3−p1)
Sp3p2k2 C S
p2p1
k1
. . . (51)
This leads us to the conclusion that in each of the operator sequences the phases that arise due do to imper-
fect phase procedure cancel. The first phase associated to p0 is 0 due to the initialization, whereas the last
phase associated with d is canceled due to the measurement. This gives an additional explanation of why it
is necessary to reuse the same pointer register for the phase estimation procedure each time. However, this
comes at a cost as the realistic phase estimation procedure doesn’t naturally disentangle the pointer register
used for the next phase estimation anymore. Hence, the initial state of the ancilla register for the next phase
estimation step may be altered. So after subsequent measurements using the same register the distribution
function of the pointer variable spreads.
We now consider what happens in the case where we use the high confidence phase estimation based
on the median - method [33]. As already stated, this method allows us to perform phase estimation where
the pointer variable fluctuates at most in the order of 2−r. All other fluctuations are suppressed by a factor
of 2−η and will therefore be neglected in the following. According to (11) we can replace the function
f(Ej , k− p) by its enhanced counterpart αEj (k− p), which acts as a binary amplitude for the two closest
r-bit integers to the actual energyEj . As discussed earlier, the phases that arise due to the imperfect phase
estimation algorithm cancel, if for each of the η phase estimations the corresponding registers are reused.
We are therefore left again with operators Spqk acting on the physical system that are diagonal and have
only real entries. We will thus regard the amplitudes αEi(k − p) as real from now on. We will therefore
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write
Spqk =
2N∑
j=1
αEj (k − p)αEj (k − q)|ψj〉〈ψj |. (52)
Let us pause for a minute and have a closer look at the operators Spqk . As stated previously the S
pq
k are
diagonal in the Hamiltonians eigenbasis and have only real entries. Hence, these operators are Hermitian.
Furthermore, since α2Ej acts as a binary probability distribution on the two δ = 2
−r closest integers to Ejt2π ,
we see that for a fixed Ej and a fixed q, the only possible two values for k are
k↑ =
⌈
Ejt
2π
⌉
2−r
+ q and k↓ =
⌊
Ejt
2π
⌋
2−r
+ q.
Conversely, the operator Spqk has only support on the subspace spanned by the eigenvectors |ψj〉 whose
energies lie in the interval
Ej ∈
[
(k + q)− 2−r; (k + q) + 2−r] ∩ [(k + p)− 2−r; (k + p) + 2−r] .
This allows a further conclusion. For a fixed k and q the operator does not vanish only if
p ∈ [q − 2−r+1; q + 2−r+1].
The interpretation is as follows: the operator Spqk implements the action of a phase estimation and its con-jugate on the system. If the ancilla register was initially in the state |q〉 the full phase estimation process
does not disentangle the ancilla register afterwords, if we have performed in an intermediate operation. We
have seen previously in the analysis for the idealized phase estimation procedure, see section 4.2, that the
inverse phase estimation procedure returns the ancilla register to its original value |q〉. Since the pointer
variable fluctuates now, this is not the case anymore and the pointer register remains entangled with the
simulated system. However, since we perform an enhanced phase estimation procedure, the allowed values
for the ancilla register are bounded by p± = q± 2−r+1. Thus even though Spqk is not a projector anymore,
the previously discussed conditions suffice to ensure approximate detailed balance.
Let us now verify the approximate detailed balance condition for each of the summands in (19).
The accept instance: We analyze what happens in the accept case indicated by the operator A[ρ]. Due
to the cancellation of the spurious phases (51) this operator has the form
A[ρ] =
∑
k1,k2
∑
d,p1,q1
∫
C
dµ(C) min
(
1, e−β
2pi
t
(k2−k1)
)
Sdp1k2 C S
p10
k1
ρ S0q1k1 C
†Sq1dk2 . (53)
We now want to verify whether the approximate detailed balance condition is met, when we choose again
pi =
1
Z
−βEi
and |ψi〉 as the eigenstate of H . We choose a symmetric measure, i.e. dµ(C†) = dµ(C), and
verify the approximate detailed balance condition (46). The left side of the equation reads
1
Z
e−β(Ei+Ej)/2〈ψl|A[|ψi〉〈ψj |]|ψm〉 (54)
=
∑
k1,k2
∑
d,p1,q1
1
Z
e−β(Ei+Ej)/2
∫
C
dµ(C) min
(
1, e−β
2pi
t
(k2−k1)
)
〈ψl|Sdp1k2 C S
p10
k1
|ψi〉〈ψj |S0q1k1 CS
q1d
k2
|ψm〉
=
∑
k1,k2
∑
d,p1,q1
1
Z
e−β(Ei+Ej)/2
∫
C
dµ(C) min
(
1, e−β
2pi
t
(k2−k1)
)
〈ψl|C|ψi〉〈ψj |C|ψm〉
αEl(k2 − d)αEl(k2 − p1)αEi(k1 − p1)αEi(k1)αEm(k2 − d)αEm(k2 − q1)αEj (k1 − q1)αEj (k1).
We are free to relabel all the summation indices k1, k2, d, . . . to match it with the other side of the equation.
The sequence
k2 = k
′
1 + d→
{
p1 = q
′
1 + d
q1 = p
′
1 + d
}
→ k1 = k′2 + d→ d = 2r − d′ (55)
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does exactly this. Note that since αEj (k+2r) = αEj (k) the constant 2r in the last step can be dropped. If
we now consider the worst case scenario of the fluctuations of αEi(k1), we see that k1 deviates at most as
much as k1 ≈ Eit2π ± 2−r+1. The same is also true for k2 and k′2,k′1 respectively. Hence we can conclude
1
Z
e−βEi min
(
1, e(−β
2pi
t
(k2−k1))
)
=
1
Z
e−βEl min
(
1, e(−β
2pi
t
(k′1−k
′
2))
)(
1 +O(β 4π
t
2−r)
)
. (56)
We can therefore establish, that
1
Z
e−β(Ei+Ej)/2〈ψl|A[|ψi〉〈ψj |]|ψm〉 = 1
Z
e−β(El+Em)/2〈ψj |A[|ψm〉〈ψl|]|ψi〉 (1 +O(ǫ)) (57)
with ǫ = β 4πt 2
−r which can be fully controlled by adjusting the relevant free parameters.
The reject instance We now turn to the reject case. The operators change accordingly. We consider
the detailed balance condition for each of the full Bn({sn})[ρ]. Note that due to the previously discussed
phase cancellations the operators Ddk1 ({ln+1}) as defined in (24) assume the form
Ddk1 ({ln+1}) =
∑
{an+1}6=k1
∑
{p2n}
Sdp2nk1 C
†S
p2np2n−1
ln+1
CSp2n−1p2n−2an+1 C
† . . . Sp3p2a1 C
†Sp2p1l1 CS
p10
k1
. (58)
The analysis of the reject case is very similar to the exact case. We make use of the fact that all the functions
gk1 ({sn}, {ln+1}, {rn+1}) and αEi(k − p) are real, and that we can relabel the indices like we did in the
exact analysis. We have to establish that
1
Z
e−β(Ei+Ej)/2〈ψl|Bn({sn})[|ψi〉〈ψj |]|ψm〉 (59)
=
1
Z
e−β(El+Em)/2〈ψj |Bn({sn})[|ψm〉〈ψl|]|ψi〉 (1 +O(ǫ)) ,
up to some ǫ, that will turn out to be ǫ = n 4πt β2
−r
. We again start by considering the left side of (59) and
show that it will be equal to the right side up the specified ǫ.
1
Z
e−β(Ei+Ej)/2〈ψl|Bn({sn})[|ψi〉〈ψj |]|ψm〉 (60)
=
∑
k1
∑
d;{ln+1};{rn+1}
gk1 ({sn}, {ln+1}, {rn+1})
∫
C
dµ(C)
1
Z
e−β(Ei+Ej)/2
〈ψj |Ddk1
†
({rn+1}) |ψm〉〈ψl|Ddk1 ({ln+1}) |ψi〉.
We will first exchange the index sets {rn+1} and {ln+1}. This is possible since the function gk1 is real and
we follow the same analysis we already performed in the case of the idealized phase estimation. Now we
turn to the sequence of the relabeling of the index set d, k1, l1, r1, a1, b1, . . .. Note that ai and bi are part
of the definition of Ddk1 ({ln+1}) and Ddk1
†
({rn+1}) respectively (58). The relabeling sequence that does
what we want reads
k1 = k
′
1 + d→ (61){
p2n = q
′
2n + d
q2n = p
′
2n + d
}
→
{
ln+1 = l
′
n+1 + d
rn+1 = r
′
n+1 + d
}
→
{
p2n−1 = q
′
2n−1 + d
q2n−1 = p
′
2n−1 + d
}
→{
an+1 = b
′
n+1 + d
bn+1 = a
′
n+1 + d
}
→ . . .
{
l1 = l
′
1 + d
r1 = r
′
1 + d
}
→
{
p1 = q
′
1 + d
q1 = p
′
1 + d
}
→ d = 2r − d′.
For these replacements to work, it is important to note that the operatorsRs(k1, li) depend only on the dif-
ferences, i.e. Rs(k1−li). The sequence of replacements therefore leaves the function gk1 ({sn}, {ln+1}, {rn+1})
unchanged. However, since we do perform 2n phase estimation processes for each of the superoperators
Bn({sn}), the variable k1 in the last process may fluctuate in the order of n2−r+1, as was discussed earlier,
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and we may no longer assume that the statistical weights on either side of the equation are equal. Hence
we know that for the worst instance k1 is δ = ±n2−r+1 close to either energy Ei , Ej , El , Em. We can
therefore see, upon evaluating (59), that the detailed balance condition for each individual Bn is met up to
an ǫ = n 4πt β2
−r
.
We observe that the ǫ increases linearly in the number n of subsequent P and Q measurements we
make to reject the proposed update. For all realistic applications, as discussed in section 3.2, one would
choose a fixed n∗ so that one only would attempt to perform n ≤ n∗ reject moves before discarding the
sample. Since we want to achieve an overall success probability of preparing a valid sample that is lower
bounded by a constant c, we have to choose n∗ > m2e(1−c) . Here m denotes the number of times we have
to apply the map E to be sufficiently close to the desired steady-state. This is related to the gap ∆ of the
map E , cf. section 3.2. Hence in the end we can give an error estimate for a single application of the map,
which is of the order
ǫsg = O
(
m
2e(1− c)
4π
t
β2−r
)
. (62)
5 Implementation
In this section we describe how to efficiently implement the quantum gates required by our algorithm on
a quantum computer. As is now standard in the literature, we assume that we can implement single-qubit
operations, measurements of the observables σα, and elementary two-qubit gates, such as the CNOT gate
with unit cost.
The first nontrivial operation required by our procedure is a means to simulate the unitary dynamics
e−itH generated by a k-particle Hamiltonian H . We assume that H can be written as the sum of s terms,
each of which is easy to simulate on a quantum computer. The best way to do this follows the method
described by Berry et. al. [19] and by Childs [31]: this procedure provides a simulation of the dynamics
e−itH using a quantum circuit of length TH , where
TH = cs
2t0N(log∗(N))
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√
log(s2t0/ǫH), (63)
and c is a constant, s denotes the number of summands in H , 0 ≤ t ≤ t0, ǫH is the desired error, and
log∗(N) is the function defined by
log∗(N) ≡ min{r | log(r)2 (N)},
where log(r)2 (·) is the rth iterated logarithm. Now, for a typical Hamiltonian encountered in condensed
matter physics or quantum chemistry, the number of terms s scales as a polynomial with N , the number
of particles. Thus the length TH of the circuit scales better than any power of 1/ǫH and is almost linear
with t0 and scales slightly worse than a polynomial in N . Thus we can simulate e−itH for a length of time
t ∼ p(N) and to precision ǫH ∼ 1/q(N) with an effort scaling polynomially with N , where p and q are
polynomials.
The next operation required by our algorithm is a method to measure the observable H . This can be
done by making use of the quantum phase estimation [17, 18], which is a discretization of von Neumann’s
prescription to measure a Hermitian observable. First adjoin an ancilla – the pointer – which is a continuous
quantum variable initialized in the state |0〉, so that the system+pointer is initialized in the state |ψ〉|0〉,
where |ψ〉 is the initial state of the system. Then evolve according to the new Hamiltonian K = H ⊗ pˆ for
a time t, so the evolution is given by
e−itH⊗pˆ =
2N∑
j=1
|ψj〉〈ψj | ⊗ e−itEj pˆ. (64)
Supposing that |ψ〉 is an eigenstate |ψj〉 of H we find that the system evolves to
e−itH⊗pˆ|ψj〉|0〉 = |ψj〉|x = tEj〉. (65)
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A measurement of the position of the pointer with sufficiently high accuracy will provide an approximation
to Ej .
To carry out the above operation efficiently on a quantum computer we discretize the pointer using r
qubits, replacing the continuous quantum variable with a 2r-dimensional space, where the computational
basis states |z〉 of the pointer represent the basis of momentum eigenstates of the original continuous quan-
tum variable. The label z is the binary representation of the integers 0 through 2r−1. In this representation
the discretization of the momentum operator becomes
pˆ =
r∑
j=1
2−j
I− σzj
2
. (66)
With this normalization pˆ|z〉 = z2r |z〉. Now the discretized Hamiltonian K = H ⊗ pˆ is a sum of terms
involving at most k + 1 particles, if H is a k-particle system. Thus we can simulate the dynamics of K
using the method described above.
In terms of the momentum eigenbasis the initial (discretized) state of the pointer is written
|x = 0〉 = 1
2r/2
2r−1∑
z=0
|z〉. (67)
This state can be prepared efficiently on quantum computer by first initializing the qubits of the pointer in
the state |0〉 · · · |0〉 and applying an (inverse) quantum Fourier transform. The discretized evolution of the
system+pointer now can be written
e−itH⊗pˆ|ψj〉|x = 0〉 = 1
2r/2
2r−1∑
z=0
e−iEjzt/2
r |ψj〉|z〉. (68)
Performing an inverse quantum Fourier transform on the pointer leaves the system in the state |ψj〉 ⊗ |φ〉,
where
|φ〉 =
2r−1∑
x=0
(
1
2r
2r−1∑
z=0
e
2pii
2r
(
x−
Ejt
2pi
)
z
)
|x〉. (69)
Thus we find that
|φ〉 =
2r−1∑
x=0
f(Ej , x)|x〉, (70)
where
|f(Ej , x)|2 = 1
4r
sin2
(
π
(
x− Ejt2π
))
sin2
(
π
2r
(
x− Ejt2π
)) , (71)
which is strongly peaked near x = ⌊Ejt2π ⌋. To ensure that there are no overflow errors we need to choose
t < 2π‖H‖ . (We assume here, for simplicity, that H ≥ 0.)
It is easy to see that actually performing the simulation ofK for t = 1 using the method of [19] requires
a product of r simulations of the evolution according to 12rH ⊗
I−σzk
2 for 1, 2, 2
2, . . . , 2r−1 units of time,
respectively.
We write Φ for the unitary operation representing the complete quantum phase estimation procedure.
Using Φ it is straightforward to describe a procedure to approximate a measurement of H : we adjoin r
ancilla qubits and apply Φ and then measure the ancilla qubits in the computational basis, approximately
projecting the system into an eigenstate |ψj〉 of energy, and resulting in a string x which is an r bit approx-
imation to the value Ej/‖H‖.
Finally, let us briefly discuss how to implement the unitary gate W (Ek, Ei). This is a single qubit
unitary conditioned on two energy registers. That this conditional unitary can be performed efficiently
follows by observing that one can efficiently compute the angle θ = arcsin(e β2 ( 2pixt −Ei)) into a scratchpad
register, conditionally rotate the answer qubit by this angle, and uncompute θ.
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6 Quantum detailed balance
In this section we discuss the implications of Quantum detailed balance. We use detailed balance as a tool
to ensure, that the constructed quantum Markov chain has the desired fixed point.
Definition: Quantum detailed balance Let E denote a completely positive map, and let σ be a den-
sity matrix, then the E is said to obey detailed balance with respect to σ if the induced map, Eσ[ρ] ≡
E [σ1/2ρσ1/2] is Hermitian with respect to the Hilbert-Schmidt scalar product. That is, the map has to
satisfy Tr
[
ρ†Eσ[φ]
]
= Tr
[Eσ[ρ]†φ] for all complex square matrices ρ and φ.
If the completely positive map obeys detailed balance, we can immediately infer several properties.
First of all, since E can be obtained from Eσ by a similarity transformation, E must have a spectrum that is
real. Furthermore σ is guaranteed to be a fixed point of the completely positive map:
Lemma: fixed point Let σ be a state and E [ρ] =∑µAµρA†µ a completely positive map that satisfies the
definition for Quantum detailed balance with respect to σ, then σ is the steady state of E .
Proof: Consider the two maps, Eσ[ρ] =
∑
µAµσ
1/2ρσ1/2A†µ and E∗σ [ρ] =
∑
µ σ
1/2A†µρAµσ
1/2
. By
definition Eσ[ρ] = E∗σ [ρ] for all ρ. Then
E [σ] = Eσ[I] = E∗σ [I] = σ1/2
∑
µ
A†µAµσ
1/2 = σ.
We will now derive a simple criterion to verify whether a given channel is detailed balanced with respect
to a specific state. Suppose the basis in which the density matrix is diagonal is known, then the detailed
balance condition can be checked in a straightforward manner:
Lemma: Detailed balance criterion Let {|ψi〉} be a complete basis of the physical Hilbert space and
let {pi} be a probability distribution on this basis. Furthermore, assume that a completely positive map
E [ρ] =∑µAµρA†µ obeys
√
pnpm〈ψi|E [|ψn〉〈ψm|]|ψj〉 = √pipj〈ψm|E [|ψj〉〈ψi|]|ψn〉, (72)
then σ =
∑
i pi|ψi〉〈ψi| and E obey the detailed balance condition. Therefore σ is the fixed point of E .
Proof: Let Eσ be defined with respect to σ =
∑
i pi|ψi〉〈ψi|. We need to verify, whether Eσ becomes
Hermitian with respect to the Hilbert-Schmidt scalar product. One immediately sees that
Tr
[
ρ†Eσ[φ]
]
=
∑
ij;nm
ρjiφnm
√
pnpm〈ψj |E(|ψn〉〈ψm|)|ψi〉
=
∑
ij;nm
ρjiφnm
√
pipj〈ψm|E(|ψi〉〈ψj |)|ψn〉
= Tr[Eσ(ρ)†φ].
7 Binary measurements and pairs of subspaces
The key technical reason why it is possible to implement the reject move in the quantum Metropolis algo-
rithm is related to a very special normal form in which two (non-commuting) Hermitian projectors can be
brought.
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Lemma: Jordan 1875 Let P1 and Q1 be two projectors of rank(Q1) = q and rank(P1) = p on a Hilbert
space H = Cn with p+ q ≤ n. We assume w.l.o.g., that q ≥ p. Then there exists a basis of H in which P1
and Q1 can be written in the form
P1 =
(
Ip 0n−p,p
0p,n−p 0n−p,n−p
)
(73)
Q1 =


Dp
√
Dp(Ip −Dp) 0 0√
Dp(Ip −Dp) Ip −Dp 0 0
0 0 Iq−p 0
0 0 0 0n−(q+p),n−(q+p)

 .
Here, D is a p× p diagonal matrix with real entries 0 ≤ d1 ≤ . . . ≤ dp ≤ 1.
Proof: We can always choose a basis of H in which the projector P1 can be written as
P1 =
(
Ip 0n−p,p
0p,n−p 0n−p,n−p
)
. (74)
In any basis, a general rank q projector Q1 can be written in the form
Q1 =
(
Apq
Bn−p,q
)(
A†pq B
†
n−p,q
)
(75)
Here Apq and Bn−p,q are rectangular matrices over C. We require that Q1 is a projector: Q21 = Q1 leads
to the constraint
A†pqApq + B
†
n−p,qBn−p,q = Iq. (76)
We can now choose to perform a singular value decomposition of Apq = UAΣAV †A and Bn−p,q =
UBΣBV
†
B . The projector can thus be written as
Q1 =
(
UA 0
0 UB
)(
ΣAΣ
†
A ΣAV
†
AVBΣB
ΣBV
†
BVAΣA ΣBΣ
†
B
)(
U †A 0
0 U †B
)
. (77)
Note that UA and UB are p- and (n − p)-dimensional unitary matrices respectively. Therefore, the total
block diagonal unitary UA ⊕ UB leaves the projector P1 invariant. If we turn to equation (76), we see that
upon inserting the singular value decomposition, the matrix V = V †AVB must satisfy
Σ†AΣA = V (Iq − Σ†BΣB)V †. (78)
Note that both Σ†AΣA and Iq − Σ†BΣB are diagonal matrices, which are according to (78) similar. If we
assume w.l.o.g., that the singular values are non-degenerate, we conclude that V can only be a permutation
matrix. The degenerate case can be covered by a continuity argument. If we define D = ΣAΣ†A and apply
the appropriate permutations to the remaining submatrices, we are left with the desired expression for Q1.
To make the binary measurements complete, we have to choose the complementary projectors as P0 =
I − P1 and Q0 = I − Q1; obviously, those complementary measurement projectors have a very similar
structure to P1 and Q1.
8 An experimental implementation
It is possible to implement the quantum Metropolis algorithm with todays technology for a simple 2 qubit
example system. Here, we will show how the different building blocks of the quantum Metropolis algorithm
can be represented with simple quantum circuits. For this we need to consider a quantum computer of 5
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qubits. Let us assume that we want to simulate the Gibbs states of the Heisenberg ferromagnet on 2 spin
1/2s, i.e.
H2 = −1
2
(σx1 ⊗ σx2 + σy1 ⊗ σy2 + σz1 ⊗ σz2) , (79)
which is certainly one of the most interesting Hamiltonians for 2 qubits. With the appropriate energy
offset, this Hamiltonian has the spectrum {0, 2}, where the eigenvalue 0 is threefold degenerate. This is
very good news, as it means that an exact phase estimation algorithm can be set up with just a single (qu)bit
of accuracy. Such a phase estimation requires simulating the Hamiltonian for a time t = π/2. One sees
that this unitary corresponds exactly to the SWAP gate. That is,
U
(π
2
)
= e−i
pi
2H2 = SWAP. (80)
In the quantum Metropolis algorithm, we need to implement the controlled version of this SWAP, which
is the Fredkin gate. In [40], it has been shown how this Fredkin gate can be implemented efficiently using
optics. A related gate, the so-called Toffoli gate, was recently realized in the group of R. Blatt with an
ion trap computer [41]. The second gate to be implemented is the controlled Metropolis unitary W . The
Metropolis unitary can be implemented with two controlled Ry rotations:
W (θβ) = Ry(−θβ)C X Ry(θβ)C , (81)
where we have made use of the standard single qubit unitary, Ry(θ) = exp(−i θβ2 σy) and wrote X = σx.
The temperature can be controlled by the angle θβ . Comparison with the original Metropolis unitary (2)
shows that we have to set cos(θβ) = e−β . The full circuit is depicted in Fig. 5. Note that this circuit
can be simplified, if we regard the lowest qubit as a classical bit, which is determined by the first phase
estimation. It is possible to condition the remainder of the circuit on the first phase estimation result. Then
the controlled Metropolis unitary W can be implemented by a single CNOT operation.
Let us briefly recall the necessary steps that are needed to implement the algorithm for this five-qubit
example crcuit. Since the phase estimation procedure is exact, the algorithm simplifies greatly and all
assumptions for the steps described in section 3 are met. We will recall the steps again in this paragraph, so
that the section is sufficiently self-contained. We will, however, be less general and focus the description on
the two-qubit Heisenberg Hamiltonian. The qubits that comprise the circuit are labeled according to Fig. 5,
even though the order in which they are written corresponds to the notation used in the remaining part of
the paper. This means that the first register, labeled by |·〉23, contains the physical state of the system from
which we sample. The second register |·〉1 contains the value of the first phase estimation as indicated by
the operation E (see Fig. 5a). Register number three is comprised of the fourth qubit |·〉4 and is used for
the second phase estimation procedure which is part of the unitary U ( see Fig. 5b). Finally, the fourth and
last register is given by the accept/reject qubit number 5, i.e. |·〉5.
Step 0: Initialize the full circuit to the inital state
|ψ0〉 = |0 0〉23|0〉1|0〉4|0〉5.
After the initialization continue with Step 1.
Step 1: We currently are in a state that is of the form
|ψ0〉 = |ψ〉23|0〉1|0〉4|0〉5,
where |ψ〉23 is some arbitrary two-qubit state stored in the second and third qubit. Apply the phase estima-
tion map E as given in ( see Fig. 5a) and measure qubit number 1.
|ψ0〉 → E|ψ0〉 =
4∑
i=1
〈ψi|ψ〉 |ψi〉23|Ei〉1|0〉4|0〉5 apply E
→ |ψ1〉 = |ψi〉23|Ei〉1|0〉4|0〉5. measure qubit 1
Here the |ψi〉 denote the eigenvectors of the Heisenberg Hamiltonian with the energies marked by Ei ∈
{0, 1}. Go to Step 2.
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Step 2: We start by drawing a random unitary C with respect to a uniform probability distribution from
the set of Pauli matrices {σx2 , σx3 , σz2 , σz3} acting on either of the two qubits labeled by 2 and 3. We now
apply the corresponding unitary U of Fig. 5b to the state |ψ1〉.
|ψ2〉 = U |ψ1〉 =
4∑
k=1
xki
√
fki|ψk〉23|Ei〉1|Ek〉4|1〉5 +
4∑
k=1
xki
√
1− fki|ψk〉23|Ei〉1|Ek〉4|0〉5.
Here, the xki denote the matrix elements of C in the eigenbasis of H and fij stems form the W matrix (2),
which is implemented by (81) and depicted in Fig. 5b.
Measure qubit number 5.
accept: If the measurement outcome is 1 the corresponding state is proportional to
|ψ+〉 ∝
4∑
k=1
xki
√
fki|ψk〉23|Ei〉1|Ek〉4|1〉5.
We then measure the second phase estimation register comprised of qubit number 4. With a probability
proportional to |xki|2fki the resulting state will collapse to an eigenstate of the Hamiltonian that is of the
form
|ψk〉23|Ei〉1|Ek〉4|1〉5.
Then go to Step 4.
reject: Otherwise, if the measurement outcome will be 0 and the state is proportional to
|ψ−〉 ∝
4∑
k=1
xki
√
1− fki|ψk〉23|Ei〉1|Ek〉4|0〉5,
we have to start the rejection procedure. Go to Step 3.
Step 3: We need to reject the proposed update. To this end we have to implement the measurement
scheme as indicated in Fig. 3. The first thing we need to do is to apply the adjoined U † of the unitary in
Fig. 5b to |ψ−〉. We are left with the state
|ψrej〉 = U †|ψ−〉.
Starting from this state, we implement the following measurement scheme.
Measure the projector Ps (Fig. 5c),
where the outcome s = 1 corresponds to the case where the two energies agree and the outcome s = 0 to
the the case where two energies disagree.
success s = 1 This outcome heralds that the energies coincide and that we successfully returned to the
state prior to the proposed update C. Hence we have returned to a state in the energy Ei subspace. Go to
Step 4.
failure s = 0 We have failed to return to the original energy subspace. To unwind the state and to return
to the original state we have to introduce a further binary projective measurement Qs. The measurement is
related to the unitary U in the following manner. First we apply U again, then we measure qubit |·〉5, and
finally we apply U †. Hence the Qs measurement reads
Qs = U
†
I23 ⊗ I1 ⊗ I4 ⊗ |s〉〈s|5 U.
We now have to alternate the measurements Qs and Ps. That is, we now repeatedly apply Qs, disregard
the measurement outcome and apply Ps,
Qs → Ps|s=0 → Qs → Ps|s=0 . . .
until we measure the projector P1 once. The corresponding plan of action is given by Fig. 3. The result
P1 indicates, that we have successfully returned to the original energy subspace. Go to Step 4.
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Step 4: To finalize the single application of the Metropolis rule, we have to clean up the ancilla registers
and prepare them for a subsequent application. The current state of the system is of the form
|ψk〉23|Ei〉1|Ek〉4|s〉5.
This state has to be mapped to
|ψk〉23|Ei〉1|Ek〉4|s〉5 → |ψk〉23|0〉1|0〉4|0〉5.
This prepares a new input state for the subsequent application of the Metropolis rule. We now have to
return to Step 1.
This completes the description of the Metropolis algorithm. The number of times the sequence of the
Steps 1 – 4 has to be repeated before a valid sample is prepared is related to the mixing time of the algorithm
( see section 3.2). Note, that a different choice for the unitaries {C} in Step 2 is also possible. The only
requirements are that the probability of applying C is equal to that of applying C†, and that the updates
allow transitions between all the eigenstates.
9 Simulation of quantum many-body systems
It would go far beyond the scope of this paper to give a faithful account on only the most eminent appli-
cations of the quantum Metropolis algorithm to the simulation of quantum many-body systems. We will
therefore give only a brief sketch in this section on how we expect that the devised quantum algorithm will
aid in the computation of static properties of some notoriously hard problems in quantum physics that have
eluded direct computation for large system sizes by classical means. Such problems are for instance the
determination of the phase diagram of the Hubbard model, the computation of binding energies of complex
molecules in quantum chemistry, and the determination of the hadron masses in gauge theories. Common
to these problems is that the particles are strongly interacting fermions and bosons. We expect that it is
this class of problems where our algorithm will be able to give the strongest contributions. At this point
we would like to point out, that the quantum Metropolis algorithm is not plagued by the notorious sign
problem, because the algorithm allows one to sample directly in the eigenbasis of the Hamiltonian. This
can be done irrespectively of whether the degrees of freedom are bosonic or fermionic.
In order to implement the quantum Metropolis algorithm for a specific many-body Hamiltonian H , we
need to be able to perform the phase estimation algorithm efficiently. The central subroutine that needs
to be implemented is therefore the simulation of the time evolution for the Hamiltonian H ⊗ pˆ, as was
discussed previously in section 5. The simulation method described in [19] relies on the fact that we are
able to decompose the Hamiltonian into a sum of local Hamiltonians hk with H =
∑
k hk that can be
simulated by themselves on a quantum computer efficiently. A method to rephrase fermionic or bosonic
degrees of freedom in terms of the quantum computational degrees of freedom , that is in terms of qubits,
is therefore needed. Such a program was devised in [30, 43, 44] and we merely give a brief overview here
and refer the reader to the corresponding references.
The Hubbard model: The Hubbard model [42] is based on a tight binding approximation that describes
electrons in a periodic potential confined to move only in the lowest Bloch band. The Hubbard Hamil-
tonian consists of a hopping term and an interaction term written in form of fermionic creation c†i,σ and
annihilation ci,σ operators that act on a lattice site i in a regular lattice of N sites.
H = −t
∑
<i,j>,σ
(
c†i,σcj,σ + c
†
j,σci,σ
)
+ U
∑
i
ni,↓ni,↑ (82)
This Hamiltonian has to be expressed in terms of spin degrees of freedom in order to be implemented in
the standard quantum circuit formulation. The interaction term can be seen to be implementable directly
since the particle density ni,σ operator acts only locally and is bosonic in nature. The implementation of
the hopping term is a bit more challenging. Consider for simplicity the hopping term for a single electron
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spin only. This part can be expressed in terms of the Jordan-Wigner transformation, cf. Fig. 6, as
t
∑
<i,j>
1
2
(
σxi (⊗j−1k=i+1σzk)σxj + σyi (⊗j−1k=i+1σzk)σyj
)
, (83)
once a specific order of the N lattice sites has been chosen. As is shown in Fig. 6 the unitary evolution of
each individual summand can be implemented with a cost that scales at most linearly with the total system
size [43, 44]. More general fermionic Hamiltonians can be implemented in a similar fashion.
Quantum chemistry A central problem in Quantum chemistry is the determination of molecule proper-
ties. The major challenge is the determination of the electron binding energies that need to be computed
in dependence of the nuclei position. The general approach to this problem is to solve the approximate
Hamiltonian of the electronic degrees of freedom that arises due to the Born-Oppenheimer approximation.
In this approximation the nuclei positions are external parameters in the electronic Hamiltonian. The calcu-
lation of the molecule properties relies on the fact that the electronic energy can be determined efficiently
in dependence of the nuclei position. In their paper [45], Kassal and Aspuru-Guzik show how a quantum
computer could be used to determine molecule properties at a time that is a constant multiple of the time
needed to compute the molecular energy. The algorithm relies on a black box that computes the molecular
energy for every configuration. The quantum Metropolis method can function as this black box algorithm,
which was missing so far. For the Metropolis algorithm to work, one needs to implement the phase esti-
mation procedure for the chemical Hamiltonian of interest. It is shown in [46], that the phase estimation
procedure can be implemented efficiently for a general second quantized chemical Hamiltonian.
Gauge theories The current most common non-perturbative approach to QCD is Wilson’s lattice gauge
theory [47], which maps the problem to one of statistical mechanics, where the Euclidean action now
assumes the role of a classical Hamilton function. It is therefore reasonable to assume, that lattice gauge
theories would also be the method of choice for the quantum Metropolis algorithm. However, the algorithm
relies on a Hamiltonian formulation of the problem. Such a formulation is given by Kogut and Susskind’s
[48] Hamiltonian formulation of lattice gauge theories in 3 + 1 dimensions. Here the 3-dimensional space
is discretized and put on a cubic lattice, while time is left continuous. The fermions reside on the vertices
of the lattice, while the gauge degrees of freedom are put on the links. The physical subspace is required to
be annihilated by the generators of the gauge transformation, i.e. all physical states need to satisfy Gauss’s
law.
It turns out however, that this approach seems to be very hard to implement on a quantum computer. This
is due to the fact that each of the links carries a Hilbert space that is infinite dimensional, namely the space
of all square integrable functions on the corresponding gauge group SU(N). A finite approximation to this
Hilbert space therefore leads immediately to a breakdown of the underlying symmetry.
A different formulation of gauge theories, that does not suffer from this problem, is therefore needed. Such
a formulation is given in terms of quantum link models introduced by Horn [49]. Brower et al. showed
that QCD and in general any SU(N) gauge theory can be expressed as a quantum link model [50]. In the
quantum link formulation the classical statistical mechanics problem is replaced by a problem formulated
in terms of quantum statistical mechanics in which the classical Euclidean action is replaced by a quantum
Hamiltonian. The central feature is that the corresponding Hilbert space of the gauge degrees of freedom at
each link is now finite. It suffices that each link of a SU(N) link model carries a single finite representation
of SU(2N). This is achieved by formulating the problem in 4 + 1 dimensions, where the four physical
dimensions correspond to the actual physical Euclidean space time, while the fifth Euclidean dimension
plays the role of an additional unphysical dimension. The 4-dimensional Euclidean space time is discretized
and lives on a cubic lattice. Furthermore, it was shown by Brower et al. [50], that the continuum limit is
obtained by sending the fifth unphysical Euclidean dimension to infinity, which corresponds to preparing
the ground state of the lattice Hamiltonian. It can be seen, that the 4+1 dimensional link models are related
to standard gauge theories in 4 dimensions via dimensional reduction [51].
The full Hilbert space of the SU(3) gauge theory can be written as the tensor product of a 20-dimensional
Hilbert space for each link of the lattice and the finite dimensional fermionic Hilbert space that resembles
the quarks. In contrast to the standard lattice gauge theories the configuration space of the quantum link
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model resembles that of quantum spin models.
The physical spectrum, and by that the Hadron masses, of the 4-dimensional theory can be obtained from
computing the correlation functions in the Euclidean direction on the ground state of the 4-dimensional
lattice Hamiltonian.
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Figure 1: Fig. (a) The first step of the quantum circuit: the input is an arbitrary state |ψ〉 and two r-qubit reg-
isters initialized to |0〉r. Quantum phase estimation Φ is applied to the state and the second register. The en-
ergy value in this register is then copied to the first register by a sequence of cnot gates. An inverse quantum
phase estimation is applied to the state and the second register . Fig. (b) The elementary step in the quantum
circuit: the input is the eigenstate |ψi〉 with energy register |Ei〉 and two registers initialized to |0〉r and |0〉.
The unitary C is then applied, followed by a quantum phase estimation step and the coherent Metropolis
gate W . The state evolves as follows: |ψi〉|Ei〉|0〉|0〉 → C|ψi〉|Ei〉|0〉|0〉 =
∑
k x
i
k|ψk〉|Ei〉|0〉|0〉 →∑
k x
i
k|ψk〉|Ei〉|Ek〉|0〉 →
∑
k x
i
k
√
f ik|ψk〉|Ei〉|Ek〉|1〉 +
∑
k x
i
k
√
1− f ik|ψk〉|Ei〉|Ek〉|0〉 with f ik =
min (1, exp (−β(Ei − Ek))). Fig. (c) The binary measurement checks whether the energy of the state
|ψ〉 is the same as the energy of the original one |ψi〉. This is done by using an extra register containing
phase estimation ancillas, a step that checks whether the energy is equal toEi or not, and finally an undoing
of the phase estimation step that preserves coherence.
Figure 2: The circuit corresponds to a single application of the map E . The first step E prepares an
eigenstate of the Hamiltonian, The second step Qi , measures whether we want to accept or reject the
proposed update. In the “reject” case the complete quantum circuit comprises a sequence of measurements
of the Hermitian projectors Qi and Pi. The recursion is aborted whenever the outcome P1 is obtained,
which indicates that we have returned to a state with the same energy as the input. Because each itera-
tion has a constant success probability, the overall probability of obtaining the outcome P1 approaches 1
exponentially with the number of iterations.
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Figure 3: Given an input state |ψ〉, we first perform phase estimation to collapse to an eigenstate with known
energy E. This graph represents the plan of action conditioned on the different measurement outcomes of
the binary P and Q measurements. Each node in the graph corresponds to an intermediate state in the
algorithm. One iteration of the map is completed when we reach one of the final leafs labelled by either
accept or reject. The sequence E → Q1 → L corresponds to accepting the update, all other leafs to a
rejection.
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Figure 4: Inverse gap of the quantum Metropolis map at T = 0 as a function of the number of spins in
a chain with Hamiltonian H = ∑kXkXk+1 + YkYk+1 + gZk. The update rule is a single-spin flip X1;
remarkably, this single gate is enough to ensure ergodicity. The observed linear scaling indicates that, at
least in the case of 1D spin chains with nearest - neighbor Hamiltonians, the quantum Metropolis algorithm
converges in polynomial time.
Figure 5: Fig. (a) describes the first phase estimation step of the circuit. Since the phase estimation
of the two-qubit Heisenberg Hamiltonian can be implemented exactly by the Fredkin gate, a single phase
estimation operation is sufficient. In Fig . (b) the elementary unitary of the circuit is depicted. The angle
of the controlled-controlled Ry(θβ) rotation needs to be chosen such that cos(θβ) = e−β . The final
measurement P is depicted in Fig. (c). The first phase estimation has to be followed by a measurement
which verifies that the two phase estimation bits are equal. The phase estimation is then undone so that P
is a Hermitian projector.
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Figure 6: A fermionic many particle Hamiltonian can be simulated on a quantum computer by mapping the
fermionic degrees of freedom to spin-1/2 particles [43, 44]. Such a mapping is given by the famous Jordan-
Wigner transformation. Here, the fermionic algebra can be expressed in terms of the su(2) algebra via c†k =
− (⊗k−1l=1 σzl )σ+k , where σ+k = 12 (σxk + iσyk). The dynamical part of the fermionic many-body Hamiltonian
often contains terms of the form hkj = c†kcj + c
†
jck, which become non-local after the transformation.
Operators that are not adjacent in terms of the labeling often contain a chain of Pauli σz operators in
between them. A typical term of this kind that occurs after this transformation is hXkj = σxk (⊗j−1l=k+1σzl )σxj .
To simulate the time evolution of such a non-local term on a quantum computer, we need to be able to
decompose this unitary into two qubit gates. Given the two unitaries Vkl = exp(iπ4σ
z
kσ
z
l ) and Ul =
exp(iπ4σ
y
l ) such a decomposition is indeed possible as depicted in the above circuit for the evolution of
exp(−iǫσx1σz2σx3 ).
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