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SHORT NOTE: PROCEDURAL SEMANTICS AND 
NEGATIVE INFORMATION OF ELEMENTARY 
FORMAL SYSTEM 
AKIHIRO YAMAMOTO 
D We discuss procedural semantics and inference of negated ground atoms in 
elementary formal system (EFS). EFS is now a logic programming with 
associative unification. There are two problems on the SLD-resolution when 
we infer negated atoms. One is existence of infinitely many unifiers for two 
atoms, even maximally general. This prevents us finding a proper completed 
definitions of EFS’s corresponding to the negation as failure rule. The other 
problem is existence of infinite derivations. They make it difficult to reject 
atoms not in the least Herbrand model. In the note, we give solutions for these 
problems. When we use the SLD-resolution to accept formal languages defined 
by EFS’s, we assume that every refutation begins from a ground goal. Under 
the assumption we solve the first problem by introducing the variable-bounded 
EFS, which is powerful enough to define languages. The solution for the 
second problem is to bound the length of every SLD-derivation. We present it 
as an algorithm to decide whether a ground atom is in the least Herbrand 
model or not. We introduce the weakly reducing EFS as a class of EFS’s 
where our algorithm is a complete realization of the closed world assumption. a 
1. INTRODUCTION 
We discuss procedural semantics and inference of negated ground atoms in elementary 
formal system. The elementary formal system (EFS for short) was first introduced by 
Smullyan [12] to develop his recursive function theory. Arikawa [2] showed that EFS is 
useful to define formal languages. By regarding the SLD-resolution for EFS as a 
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procedure to accept the languages, we give a framework of inductive inference of 
formal languages [3]. 
An EFS is a triplet consisting of a set C of symbols, a set II of predicate symbols 
and a set I’ of definite clauses. The clauses in r use patterns in (X U X)+ as terms, 
where X is a set of variables. By introducing a new function symbol cons and 
assuming its associativity with an equality theory 
E .,,, = (con+ons(x, Y), 2) = cons( x, cons(y, Z))}) 
EFS is now in the framework of the logic programming schema given by Jaffar et al. 
[8]. By using unification under EasSOC, words in C+ are treated as arguments of atoms 
without translating them into first order terms. 
There are two problems on the SLD-resolution when we infer negated atoms. One is 
existence of infinitely many unifiers for two atoms, even maximally general, This 
prevents us finding a proper completed definitions of EFS’s to treat the negation as 
failure rule. The other problem is existence of infinite derivations. They make it difficult 
to reject atoms in the least Herbrand model. 
In the note we give solutions for these problems, When we use the SLD-resolution to 
accept languages defined by EFS’s, we assume that every refutation begins from a 
ground goal. Under the assumption we solve the first problem by introducing the 
variable-bounded EFS. The variable-bounded EFS is powerful enough because it has 
been shown, by simulating Turing Machines, that every recursively enumerable lan- 
guages is definable by a variable-bounded EFS [3]. The solution for the second problem 
is to bound the length of every SLD-derivation. We present it an algorithm to decide 
whether a ground atom is in the least Herbrand model or not. We introduce the weakly 
reducing EFS as a class of EFS’s where our algorithm is a complete realization of the 
closed world assumption. 
2. ELEMENTARY FORMAL SYSTEM 
We start with recalling the definitions of EFS. 
Let C, X, and II be mutually disjoint sets. We assume that C and II are finite. We 
refer to C as alphabet, and to each element of it as symbol, which will be denoted by 
a, b, c, . t . , to each element of X as variable, denoted by x, y, z, . . . and to each 
element of I’I as predicate symbol, denoted by p, q, . . . , where each of them has an 
arity. 
Definition. A word over a set A is a finite sequence of elements of A. A+ denotes 
the set of all words over the set A without the empty word. 
Definition. A term of S is an element of (C U X)‘. A ground term of S is an 
element of X+. Terms are also called patterns. 
~e~ni#ion. An atomic formula (or atom for short) of S is an expression of the form 
P(T,,...r r,,), where p is a predicate symbol in II with arity n and 7i, . . . , 7, are 
terms of S. The atom is ground if r,, . . . , 7, are all ground. 
A well-formed formula, a clause, the empty clause, a definite clause, a goal 
clause, a substitution, and a variant of a clause are defined in the same way as in the 
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first order predicate logic. A substitution 0 is denoted by a set { x, := 7,) . . . , x, := T-,,} 
where x,,.,., x, are distinct variables and rr, . . . , T,, are terms. We put cZom(B) = 
(X,,..., x-1. The substitution is ground if every ri is ground. 
rendition (Smully~ [12]). An elementary format system (EFS for short) S is a 
triplet (Z:, II, I’), where I’ is a finite set of definite clauses. The definite clauses in I’ 
are called axioms of S. 
Notation. 
1. 
2. 
3. 
4. 
5. 
6. 
For a term ?r, 1 ?r 1 denotes the length of 7r, that is, the number of all 
occurrences of symbols and variables in H. For an atom p( K , , . . . , ?r,), let 
I P(q,*.-l 7r,)l = ia,1 + --* +\?r,I. 
Foreveryset Uofatoms,weput U],=(AEU] ]A] ~nf. 
For an atom A and variable x, o( x, A) is the number of all occurrences of x in 
A. 
U(CY) denotes the set of all variables in a term or an atom CL 
We define lob( A+B,, . . :, B,) = m for a definite clause A +-B,, . . . , B,, 
and lob(S) = max c,rIob(C) for an EFS S = (C, IT, I’). 
#(U) denotes the cardinality of a set U. 
Example 1. Let A = p(ax, bycx). Then 1 A ( = 6, 0(x, A) = 2, and u( p(ax, 
bycx))) = l x, ~1. 
For an EFS S = (C, II, I’), C+ is the Herbrand universe and the set B(S) of all 
ground atoms is the Herbrand base. A mapping T,: 2 KS) + 2 ‘(‘) is defined as 
( 
there is a ground instance 
T,(Z) = AeB(S) A+B,,...,B, 
ofanaxiominI’suchthatB,~Zfork=l,...,n. 
/. 
and 
T,tO = #, T,lO = B(S) , 
T,tn = T,(T,t(n - I)), 7’sin = T,(T,L(n - 1)) fnr I), 
Tst w = U,,zJstn, Tslw = &,,T,ln. 
Tt w coincides with the least Herbrand model. Arikawa [2] defined formal languages 
in X+ with the set T,t w.’ 
~e~~itio~. For an EFS S = (C, IT, I’) and perI with arity n, we define 
Z(S,P) = ((71 t..., r&(Zl+)“; P(‘,,.. .,r,)ETsto). 
‘Precisely speaking, he used the provability in Smullyan [ 121. 
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In case n = 1, L( S, p) is a language over X. A language L E C+ is definable by 
an EFS or an EFS language if such S and p exist. 
Example 2. An EFS S = ({a, b, c), { p, q}, I’> with 
i 
p(a, b, c) +, 
r = p(ax, by, cz) +~(x, Y, z), 
4( xuz) -P(xq YT 4 
defines a language 
L(S,q) = {a”b”c”(nr 1). 
3. REFUTATION AND NEGATION AS FAILURE RULE 
An SLD-derivation for an EFS S = (C, II, r) is the (r , E,,,,,)-derivation in [8], which 
is an SLD-derivation with unification based on E,,,,,. 
Dejnition. Let cx and /3 be a pair of term or atoms. Then a substitution 0 is a unifier 
of cx and 0, or 0 unifies CY and p if CY~ = @3. c~ and p is unifiable if there exists a 
unifier of Q and /3. U( CX, /?) denotes the set of all unifiers 8 of cr and /3 such that 
dam(B) c u((Y) U u(P). 
Note that the definition of unifiers is declarative, that is, we have not introduce any 
unification algorithm yet. 
An SLD-derivation for EFS is formally defined with a computation rule, which 
selects an atom from every goal clause such as in Lloyd [9]. 
Definition. Let S be an EFS, G be a goal of S, and R be a computation rule. An 
SLD-derivation from G is a sequence of triplets (Gi, Bi, Ci) (i = 0, 1, . . . > which 
satisfies the following conditions: 
1. Gi is a goal, Bi is a substitution, Ci is a variant of an axiom of S, and G, = G. 
2. u(C;) II u(Ci) = 4 (i #j), and u(C,) fl u(G) = 6 for every i. 
3. If Gi=+A ,,..., A, and A, is the atom selected by R, then Ci = A +- 
B,,..., B,, Bi is a unifier of A and A,,,, and 
Gi+l=(CAI,...,Am_,,B*,...,Bq,A,+1,...,Ak)~i. 
A,,, is a selected atom of Gi, and G,+, is a resolvent of Gi and Ci by ei. 
We call an SLD-derivation simply a derivation. For a finite derivation (Gi, Bi, Ci) 
(i = 0,. . . , n), we define its length as n. A finite derivation ending with the empty 
goal 0 is called an SLD-refutation, or refutation for short. A derivation is finitely 
failed with depth n if its length is n and there is no axiom which satisfies the condition 
3 for the selected atom of the last goal. 
Definition. A derivation (Gi, Bi, Ci) (i = 0, 1, . . . ) is fair if it is finitely failed or, for 
each atom A in Gi, there is a k 2 i such that ABi . . . Ok_, is the selected atom of 
G,. A computation rule is fair if it makes all derivations fair. 
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Definition. The negation as failure rule is the rule that infers 7 A if there is a 
number k such that any fair derivation from +- A is finitely failed with its depth less 
than or equal to k. 
B(S) - T,i w is identical to the set 
{ A EB( S) ; -, A is inferred under the negation as failure rule) , 
but is not characterized with the completion of S because there may be infinitely 
maximal unifiers for a pair of atoms [g, 111. 
4. VARIABLE-BOUNDED EFS 
When we use the derivations to accept the languages defined by an EFS, we can assume 
that every derivation starts from a ground goal. 
Definition. A definite clause A e-B,, . . . , B, is variable-bounded if v(A) 3 v( Bi) 
(i= l,..., n). An EFS is variable-bounded if its axioms are all variable-bounded. 
For variable-bounded EFS there is a simple unification algorithm useful to construct 
derivations from ground goals. 
Lemma 1. Let a! and /3 be a pair of atoms and cy be ground. Then every unifier of 
Q! and p is ground and U((Y, 0) is finite and computabie. 
PROOF. It is sufficient to show the result in the case that (Y =p( rl, . . . , T,) and 
P=P(T,,.‘.’ x,). At first we show that U(T~, xi) is finite and computable. Suppose a 
substitution 0 is in U(T~, ?ri>. Then dam(8) = v(?T~), x0 is ground, and ) x0 ) s ) 7;) 
for ever xedom(@). Thus V( ri, A~) is obtained by generating a finite and computable 
set 
S(T~, zi) = 10 \ dam(e) = ~(a,), xB is ground, 
and 1 x0 1 5 17i 1 for every xedom( @)I, 
and testing every element 0 of S(ri, 7ri) to see whether r1 = xi0 or not. 
Since a unifier of 01 and /3 is also a unifier of 7i and 7ri for i = 1, . . . , n, U( a, 0) 
can be computed by testing every tuple of (a,, . . . , n,,) where a,~ U(T~, ni) to see 
whether EY = fiat . . . ts_ or not. 
Lemma 2. Let S be a variable-bounded EFS, and G be a ground goal. Then every 
resolvent of G is ground, and the set of all the resolvents of G is finite and 
computable. 
The EFS defined in Example 2 is variable-bounded. 
From Lemma 1 the completion of an EFS can be defined in the same way of the 
ordinal logic programming with an equality theory 
E* 
7 is a ground term, x is a term, 
BSSOC = 7 = a-, v~~,eq~(ei~ ando,,..., ek are all unifiers of K and 7 ’ 
where eqn(0) = (x, = 7, A - + * AX, = T,,) for a substitution 0 = { x, := 7,) . . . , x, :== 
T,,) , and eqn(E) = true for the empty substitution E. By Lemma 2 and K6nig’s Lemma, 
the negation as failure rule is complete with respect to the completion of EFS. 
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Theorem 1. For any variable-bounded EFS S and A EB(S), following three are 
eq~~vaient : 
1. 7 A is inferred under the negation as failure rule. 
2. 1 A is a logical consequence of the completion of S. 
3. there is no infinite fair derivation from + A. 
5. WEAKLY EDUCING EFS 
In this section we give a method of avoiding infinite derivations as an algorithm to 
decide whether a ground atom A is in Tst w or not. We make use of a recursive 
function fs such that 
AETsto~AET,lfs(A). 
Example 3. Let S = ({a, b), { p], I’) with 
‘= { ;j;:;(b)]’ 
and fs( A) = 1 for every A EB(S). Then 
AETstwoAETstfs(A) 
for every A EB( S). 
Since every recursively enumerable language in X + is definable by a variable-bounded 
EFS [3], the fs does not exist for every S. We give a class of EFS’s in which the fs 
always exists and computable from the syntax of S. 
De$nition. A clause A +- B,, . , . , B, is weakly reducing if 
1 A8 1 > ( Bi8 1 
for any substitution 8 and i = I, . . . , n. An EFS is weakly reducing if its axioms 
are all weakly reducing. 
It is decidable whether an EFS is weakly reducing or not by the following lemma. 
Lemma 3. Let A and B be a pair of atoms. Then A0 z (>)Bd for any substitu- 
tion 3 if and oniy if 
IAl++Bl, 
o(x, A) 2 0(x, B) 
for any variable x. 
The proof of Lemma 3 is similar to Lemma 2.1 in [3]. Both EFS’s in Example 2 and in 
Example 3 are weakly reducing. 
Now we give the main theorem. 
Theorem 2. Let S = (C, n , I’) be a weakly reducing EFS. Then 
AETstw*AETst#(B(S)(,A,). 
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PROOF. It suffices to prove the * part. First we show that 
T,((T,lk)l.)ln=(Tstk+l)ln WO)- (1) 
The c part is proved directly from the definition. Suppose BE( T,t k + 1) ) n. Then 
there is an ground instance B + B,, . . . , B, of a clause in I’. Since S is weakly 
reducing, 
{B,,.. .y Bq} c (Wk) I nr 
and thus 
BG((TsW I,)I; 
Since T, is monotone, 
(Tstk)(~(Tstk+l)l. (ho). 
Moreover,if(TstK)),,=(TstK+l)), forsome K then 
(T,WI.=(T,Wl. (k=) 
from equation (1). Since (T, t k) ) n C B(S) ( n and B(S) ( n is finite, 
(T,tk)l”=(T,t#(B(S)I”))(, (kr 0wl.)). 
By the equations (2) and (3), we get 
(T,tk)l.C(T,t#(B(S)ln,)(, @rob 
Now let A E T, t k for some k. Then 
AE(T.0) I ,A, qTst#(B(w ,A,))llA, c W#(BWl ,A,)’ 
and this shows the =) part of the theorem. 
(2) 
(3) 
From the above theorem, we get the intended algorithm by bounding the length of 
derivation from +A. 
Theorem 3. Let S be a weakly reducing EFS. If A E T, t w, then there is a 
refutation from + A with length less than or equal to dep( lob(S), # ( B(S) ) , A, )) 
where 
I’ ifm=O, 
otherwise. 
Example 4. Let S be the EFS in Example 3. There is no refutation from +-p(b) 
with length less than or equal to dep(l,2) = Cf,el’ = 1 + 1 = 2. Thus we can decide 
p(b)#Tsto. 
There is a subclass of weakly reducing EFS’s where constructing a derivation from 
+ A implies bounding its own length. 
DeJnition. A clause A +-B,, . . . , B, is reducing if 
I A0 I > I Bie I 
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for any substitution 0 qnd i = 1, . . . , n. An EFS is reducing if its axioms are all 
reducing. 
It is also decidable from Lemma 3 whether an EFS is weakly reducing or not. If S is 
reducing, there is no infinite derivation from +-A andthus T’tw=B(S)- T’io. 
It is shown in [3], by simulating linear bounded automatons, that every context-sensi- 
tive language L C C + is definable by a weakly reducing EFS. We give a result on the 
class of languages defined by reducing EFS’s. 
Theorem 4. Every context-free language L G X+ is definable by a reducing EFS. 
PROOF. Let G be a context-free grammar in Chomsky’s normal form representing L. 
Then we obtain a reducing EFS which defines L, by using every non-terminal symbol 
of G as a predicate symbol of S, and transforming every rule in G of the form 
A + 3, C into a clause 
A(xY) -B(x), G(Y) 
and every rule of the form A -+ a into 
A(a)+-. 
The reverse of Theorem 4 does not hold, 
Example 5. A reducing EFS S = ({a, b, c), ( p, qf , I’) with 
‘p(a, bb, cc) &, 
,q(@.%Yz) +-P(X, Yy z> ~ 
defines a language L{S, q) = (a”b”c” 1 n L 13, which is not context-free. 
I?=, 
p(ax, by, cz)+p(x, Y, z), 
q( abc) + , 
6. RELATION TO OTHER WORKS 
The unification of a ground term and a term possibly with variables is NP-complete [S] 
(see also [I]). More precise results were discussed in [3]. 
CLP (C’), which is an instance of CLP (X) [7], would be another formalization of 
EFS as logic programming if we could give an algorithm to test the uni~ability of two 
patterns. Makanin [lo] showed the existence of the algorithm. Fitting [6] formalized 
EFS as logic programming in the case that terms are elements of CfU X, not 
(L: U X)+. In the formalization the procedural semantics is out of consideration. 
The original theory of EFS given by Smullyan [12] uses the elements of (C U X)+ 
U ( Aj as terms, where h represents the empty word. In this case, a derivation for EFS 
can be formalized in the same way as that in this paper. However, the results on weakly 
reducing EFS do not always hold because the empty word may be substituted for 
variables and thus Lemma 3 does not hold. 
For traditional logic programming, an algorithm same as in Section 5 has been 
pointed out by Arimura [4]. He has formalized the weakly reducing programs in the 
ordinal logic programming possibly with negated atoms in the bodies. He has shown the 
completeness of the algorithm with respect to the perfect model semantics. 
SEMANTICS OF ELEMENTARY FORMAL SYSTEM 97 
REFERENCES 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12 
13. 
Angluin, D., Finding Patterns Common to a Set of Strings, in: Proceedings of the 11th 
Annual ACM Symposium: Theory of Computing, 1979. 
Arikawa, S., Elementary Formal Systems and Formal Languages-Simple Formal Systems. 
Memoirs of Fat. Sci., Kyushu University Ser. A. Math. 24147-75 (1970). 
Arikawa, S., Shinohara, T., and Yamamoto, A., Elementary Formal System as a Unifying 
Framework for Language Learning, in: Rive& R., Haussler, D., and Warmuth, M. K. 
(eds.), Proceedings of the COLT ‘89, Morgan-Kaufmann, Los Altos, California, 1989. 
Arimura, H., Semantics of Reducing Programs, Internal Report, Research Institute of 
Fundamental Information Science, Kyushu University, Fukuoka, Japan, 1989. 
Benanav, D., Kapur, D., and Narendran, P., Complexity of Matching Problems, in: First 
International Conference on Term Rewriting Techniques and Applications, LNCS 202, 
1985. 
Fitting, M., Computability Theory, Semantics, and Logic Programming, Oxford Uni- 
versity Press, Oxford, England, 1987. 
Jaffar, J., and Lassez, J.-L., Constraint Logic Programming, in: Proceedings of the 
Conference on Principles of Programming Lannguages, 1987. 
Jaffar, J., Lassez, J.-L., and Maher, M. J., Logic Programming Scheme, in: DeGroot, D., 
and Lindstrom, G. (eds.), Logic Programming: Functions, Relations, and Equations, 
Prentice-Hall, Englewood Cliffs, New Jersey, 1986. 
Lloyd, J. W., Foundations of Logic Programming, 2nd, ext. ed., Springer-Verlag, New 
York, 1987. 
Makanin, G. S., The Problem of Solvability of Equations in a Free Semigroup. Soviet 
Math. Dokl. 18:330-335 (1977). 
Plotkin, G. D., Building in Equational Theories, in: Mach. Intell. 7: 132-147 (1972). 
Smullyan, R. M., Theory of Formal Systems, Princeton University Press, Princeton, New 
Jersey, 1961. 
Yamamoto, A., ELementary Formal System as a Logic Programming Language, in: 
Proceedings of the LPC ‘89, LNAI 485, 1989. 
