Abstract This paper considers a parallel queueing model with two servers, where arriving customers join the shortest queue. In [14] , we studied a similar queueing model, and obtained the tail decay rate of the stationary distribution by using the matrix analytic approach. The main objectives of this paper are to extend the result in [14] to a more general model, and to clarify difficulty when we apply similar techniques as in [14] . In this paper, we study an MArP/PH/2 queue with join the shortest queue discipline, and show that the geometric tail asymptotics of the stationary distribution is obtained under a certain condition on the service time distribution.
Introduction
We consider a parallel queueing model with two servers, where each server has a single waiting line with infinite capacity. Arriving customers are assumed to be assigned to the shortest queue, which is referred to as join the shortest queue discipline. There are many studies on the parallel queueing model with join the shortest queue discipline (see, e.g., [4, 5, 7, 9, 16] and references therein). Even for the case of the M/M/2 queue, the stationary distribution of the parallel queueing model is difficult to obtain in analytically tractable form since there is a correlation between queues. Hence many researchers study its stationary tail asymptotics.
To the best of our knowledge, most of studies on the parallel queueing model with join the shortest queue discipline assume that the service time is exponentially distributed, the arrival process is Poisson, and the number of servers is two. It seems that the assumption on the exponential service time may be unrealistic, and that the arrivals of customers may be correlated. Furthermore, there seems to be no study on the parallel queueing model with generally distributed service times. Therefore we are interested in a queueing model which has more general service time distributions and arrival process.
In [14] , we studied a PH/M/2 queue with join the shortest queue discipline, and obtained the tail decay rate of the stationary distribution by using the matrix analytic approach. Although the preceding result is expected for a more general model, it is not trivial to solve this problem as noted in [14] .
The main objectives of this paper are to extend the result in [14] to a more general model, and to clarify where difficulty arises when we use similar techniques as in [14] . Specifically, we generalize both the arrival process and the service time distributions to a Markovian arrival process and phase type distributions, respectively, while still keeping two servers. This queueing model is referred to as an MArP/PH/2 queue with join the shortest queue discipline. We note that our queueing model is sufficiently general because any stationarygeometric tail decay of the stationary distribution of the QBD process. These kind of sufficient conditions were initially studied by [16] , and were extended to a more general one by [11] .
Let (X(t), J(t)) be a two dimensional continuous time Markov chain with state space ({0} × S 0 ) ∪ (Z + × S), where S 0 and S are countable sets. The transition rate matrix of this Markov chain is assumed to have the following tridiagonal structure:
where Q 00 , Q 01 and Q 10 are the |S 0 | × |S 0 |, |S 0 | × |S| and |S| × |S 0 | matrices, respectively, and Q i is the |S| × |S| matrix for i = 0, ±1. The diagonal elements of Q are assumed to be bounded below. Then this Markov chain is referred to as the QBD process with infinitely many background states, where X(t) and J(t) are referred to as level and background processes, respectively. We assume that the QBD process has the stationary distribution π = (π n ; n ∈ {0} ∪ Z + ), which is partitioned according to the value of the level. From [12] , the stationary distribution has the matrix geometric form:
where R is called the rate matrix (see, e.g., page 8 in [12] ), and is given as the minimal nonnegative solution of the following matrix quadratic equation:
In what follows, we state the sufficient conditions for the geometric tail decay of the stationary distribution of the QBD process. To this end, we introduce the following matrix generating function:
As you will see in the last of this section, for the geometric tail decay, it is sufficient to find positive vectors x and y and a constant α > 1 satisfying the following four conditions:
We note that
where the first equality follows from (2.2), and I is the identity matrix whose size is determined in which it appears. From Proposition 6.4.2 in [6] , Q 0 + α
where G records the transition probability of the background process when the level process eventually moves down from the starting level. Since α is greater than one, (2.4) is a defective transition rate matrix. From (2.3) and (2.4), we obtain the following result.
Lemma 2.1. The following statements are equivalent.
(i) There exist positive vectors x and y and a constant α > 1 satisfying (C1) and (C2).
(ii) The convergence radius of R is given by α −1 , and R has the corresponding positive left and right invariant vectors x and r ≡ −(Q 0 + (α −1 I + R)Q −1 )y, respectively. By the following lemma, conditions from (C1) to (C3) indicate the α-positivity of R (see [15] for the α-positivity). Lemma 2.2. Conditions from (C1) to (C3) imply that xr < ∞ and
Proof. From Lemma 2.1 and conditions (C1) and (C2), we have
Let δ be a positive constant such that δI + Q 0 + (α −1 I + R)Q −1 becomes a nonnegative matrix, where the existence of such δ is assured since the diagonal elements of Q 0 is assumed to be bounded below. Then we have
which is finite by (C3). Then R is shown to be α-positive from (2.6) and the finiteness of (2.7). Hence we obtain (2.5) by Theorem 6.5 in [15] .
From (4.5) of Theorem 4.1 in [11] , the last condition (C4) ensures the following interchange of the limit:
From Lemma 2.1, Lemma 2.2 and (2.8), we obtain the geometric tail asymptotics of the stationary distribution for the QBD process with infinitely many background states. The following proposition is a special case of Theorem 4.1 in [11] because the QBD process is an example of the GI/G/1 type Markov chain. Proposition 2.1. If there exist positive vectors x and y and a constant α > 1 satisfying conditions from (C1) to (C4), then we have
Remark 2.1. Conditions (C3) and (C4) are automatically satisfied when the number of the background states of the QBD process is finite. For example, the queueing model studied in [13] is formulated by this type of the QBD process because of the jockeying. Hence the queueing model in [13] is essentially easy to study compared with the one in this paper. Remark 2.2. When the QBD process has infinitely many background states, it seems hard to directly verify (C4) since the condition includes the unknown vector π 0 , whose size is infinite. To this end, we find a rough upper bound of (C4), and show the finiteness of the bound in Section 4.3.
MArP/PH/2 Queue with Join the Shortest Queue Discipline
In the rest of this paper, we use same notations used in the preceding section if there is no ambiguity. We are concerned with the following queueing model. There are two servers named servers 1 and 2, where each server has a single waiting line with infinite capacity. The arrival process of customers is driven by a continuous time Markov chain B 0 (t) with state space S 0 = {1, 2, . . . , m 0 }, where m 0 is a positive integer. We denote the transition rate matrix of this Markov chain by the m 0 × m 0 matrix C + D, where C is an ML-matrix and D is an nonnegative and non-null matrix. A customer is assumed to arrive only when B 0 (t) changes according to D. This arrival process is referred to as the Markovian arrival process (MArP(C, D), for short). The arriving customer is assumed to join the shortest queue. If he finds no difference between the queue lengths, he joins either of the queues with equal probabilities. This joining rule of arriving customers is referred to as join the shortest queue discipline. In each queue, customers are served according to first-come first-served discipline. The service time at each server is independently and identically distributed to a phase type distribution with representation PH(α, T ), where α is the m dimensional probability vector satisfying α1 = 1 and T is a defective transition rate matrix of size m, where m is a positive integer. The phase type distribution is the distribution of absorbing time for a transient Markov chain with the transition rate matrix T , starting from transient states with the initial distribution α. When server i (= 1, 2) is not idle at time t, we denote its service phase by B i (t) ∈ S (≡ {1, 2, . . . , m}). Otherwise, that is, when server i is idle, we put B i (t) = 0. This queueing model is referred to as the MArP/PH/2 with join the shortest queue discipline (see also Figure 1 ), which includes the queueing model studied in [14] as a special case. Figure 1 : MArP/PH/2 queue with join the shortest queue discipline
We describe our queueing model by the QBD process with infinitely many background states. To this end, we denote the queue length including a customer being served at server i by L i (t) for i = 1, 2. By taking min{L 1 
as level and background processes, respectively, it is easy to see that
is the QBD process with infinitely many background states. The level partitioned state space of (3.1) is denoted by U = ∪ ∞ n=0 U n , where
and U 0 is further partitioned according to the difference between queue lengths as follows:
where
Remark 3.1. When the service time has an exponential distribution, the state description (3.1) can be simplified to
where the absolute value is ensured by the memoryless property of the exponential distribution (see also [14] ). The level partitioned transition rate matrix of (3.1) is given by
where each submatrix is given by
. . .
where I a (resp. I s ) is the m 0 × m 0 (resp. m × m) identity matrix, and ⊗ (resp. ⊕) stands for the Kronecker product (resp. sum) (see [3] for the details of the Kronecker operators).
We assume that C + D and T + tα are irreducible, where t ≡ −T 1. Let κ 0 and κ be the stationary distributions of C + D and T + tα, respectively. Throughout this paper, we assume the following stability condition:
where λ = κ 0 D1 and µ = κt. The stability is intuitively obvious since the level process of the QBD process has a negative drift under (3.6). This is formally verified through the truncation arguments in Lemma 4.6. We denote the level partitioned stationary distribution of (3.1) by π = (π n ; n ≥ 0). In the next section, we obtain the tail decay rate of π n as n increases.
Geometric Tail Asymptotics for the Shortest Queue
In this section, we obtain the geometric tail asymptotics of the stationary distribution for the MArP/PH/2 queue with join the shortest queue discipline. To this end, we verify the sufficient conditions (see conditions from (C1) to (C4) in Section 2) for the geometric tail decay. As will be shown in Sections 4.1 and 4.2, similar techniques as in [14] are applicable to check conditions from (C1) to (C3). In Section 4.3, we verify the last condition (C4) under an additional assumption on the service time (see (4.1)). The difficulty when we try to remove the assumption is also discussed. We state our main result of this paper, whose proof will be given through the following subsections. By Theorem 4.1 below, the tail probability of the stationary distribution for the shortest queue length geometrically decays with rate r 2 under (4.1), where r ∈ (0, 1) is the tail decay rate for the corresponding queueing model with a single waiting line, and is determined by (4.3). Theorem 4.1. Under the following assumption on the service time:
we have
where r ≡ −(Q 0 + (r 2 I + R)Q −1 )y and R is the minimal nonnegative solution of
Remark 4.1. The assumption (4.1) implies that the service completion must occur from any service phase with positive probability. When the service time has an exponential distribution with mean µ −1 , i.e., in the case of the MArP/M/2 with join the shortest queue discipline, (4.1) holds since we have t = µ > 0. Hence our result includes Theorem 5.1 of [14] as a special case. However, even for an Erlang distribution with rate µ and shape parameter 2, we have t = (0, µ) t , which does not satisfy (4.1). Conjecture 4.1. The assumption (4.1) can be removed possibly using the approaches in [9] and [10] , but we have not yet proved this conjecture (see also Section 5).
Derivation of positive vector satisfying (C2)
To find the positive vector y satisfying (C2), we consider the corresponding queueing model with a single waiting line. This queueing model consists of two servers and a single waiting line with infinite capacity, where customers arrive according to the same Markovian arrival process MArP(C, D), and the service times at each server are independently and identically distributed to the same phase type distribution PH(α, T ). This queueing model is referred to as an MArP/PH/2 queue with a single waiting line. We denote the queue length including customers being served by L(t), and the arrival phase by D 0 (t). The service phase of server i is denoted by
) is a QBD process with finitely many background states. The level partitioned transition rate matrix of this QBD process is denoted by
where each submatrix is given as follows:
Since the QBD process under consideration here has a finite number of background states, the tail probability of the marginal distribution for the queue length geometrically decays with rate r under the stability condition (3.6). Then we get the following lemma which plays key role when we construct the positive vector y in (C2). Lemma 4.1. There exist positive vectors p and u such that
where P * (z) = z −1 P −1 + P 0 + zP +1 for z = 0. Furthermore, up to constant multiples, we have Proof. The existence of the positive vectors satisfying (4.3) follows from Lemma 2.1. We denote the Perron Frobeneus eigenvalue of C + r −1 D (resp. T + rtα) by s 0 > 0 (resp. s < 0). Noting that P * (r −1 ) = (C + r −1 D) ⊕ (T + rtα) ⊕ (T + rtα), then we have
By postmultiplying u to (4.5), we have (s 0 + 2s)(β 0 ⊗ β ⊗ β)u = 0, which implies that
since β 0 , β and u are positive vectors. From (4.3), (4.5), (4.6) and (4.7), we obtain (4.4).
From (3.3), (3.4) and (3.5), the matrix generating function Q * (r −2 ) has the following tridiagonal structure:
Then the positive vector satisfying (C2) is given by the following geometric form. Lemma 4.2. Let y = (y n ; n ∈ Z), where y n = r −|n| u for n ∈ Z. Then y is the positive vector satisfying (C2).
Proof. Note that the second equation of (4.3) is rewritten by
then we have 
Derivation of positive vector satisfying (C1) and (C3)
To prove the existence of the positive vector x satisfying (C1) and (C3), we consider a continuous time Markov chain with transition rate matrix ∆ −1 y Q * (r −2 )∆ y , and show that this Markov chain is positive recurrent. We denote this Markov chain by (Y (t), Z(t)), where Y (t) and Z(t) take values in Z and S 0 × S × S, respectively. From the transition structure of ∆ −1 y Q * (r −2 )∆ y , it is easy to see that Z(t) is independent of Y (t), and its transition rate matrix is given by
We denote the stationary distribution of (4.9) by ζ. Similarly to Theorem 3.1.1 in [12] , (Y (t), Z(t)) is shown to be positive recurrent by the following lemma because Z(t) takes its values in finite set S × S. Lemma 4.3. The Markov chain (Y (t), Z(t)) has drifts to the origin, that is,
and
Proof. By the first equation of (4.3), the stationary distribution ζ is given by ζ = p∆ u pu .
Then we have
from (4.4). Since the right-hand side of (4.12) is positive, we obtain (4.10). The proof for (4.11) is similar.
We denote the stationary distribution of (Y (t), Z(t)) by ξ, and partition it according to the value of Y (t) such that ξ = (ξ n ; n ∈ Z). Then we have the following lemma. Lemma 4.4. Let x = (x n ; n ∈ Z), where x n = r |n| ξ n ∆ −1 u for n ∈ Z. Then x satisfies (C1) and (C3).
Proof. Since ξ is the stationary distribution for (Y (t), Z(t)), we have
which imply that (C1) is satisfied by x = (r |n| ξ n ∆ −1 u ; n ∈ Z). Condition (C3) is readily satisfied since xy = ξ1 = 1.
Verification of (C4) It remains to check the last condition (C4). By Lemma 4.2, we have
where π 0 = (π 0ℓ ; ℓ ∈ Z) which is partitioned according to (3.2) . For large |ℓ|, π 0,ℓ+1 and π 0,−(ℓ+1) consist of the stationary probabilities of the background process when the queue lengths are unbalanced. These probabilities must be small since the unbalanced situation is a rare event because of the joining rule of customers. Thus the finiteness of (4.13) intuitively seems to be obtained. In the rest of this section, we formally prove the finiteness of (4.13) by introducing a rough upper bound. Conjecture 4.2. In the case of Poisson arrival and two exponential servers, the tail decay rate of the difference between the queue lengths is obtained by using a stationary equation (see, e.g., [10] ). Hence we conjecture that the approach in [10] may be useful to show the finiteness of (4.13), but we have not yet proved this conjecture.
The rough upper bound for (4.13) is given by the following lemma, which is similar to (5.2) in [14] except for a few modifications. Lemma 4.5. Under the assumption (4.1), there is a positive constant θ such that
(4.14)
Proof. For n ≥ 1, let M n be a subset of the state space U for (3.1) such that it consists of the states in which the longer queue is not greater than n (see Figure 2) . We consider the flow balance equation between M n and M c n for n ≥ 1. Note that the set of states through which the process could leave M n for M c n is {(n, 0, i, j, k); i ∈ S 0 , j, k ∈ S} due to transition rate D ⊗ I s ⊗ I s . On the other hand, the sets of states through which the process could leave M c n for M n are {(0, n + 1, i, 0, j); i ∈ S 0 , j ∈ S}, {(0, −(n + 1), i, j, 0); i ∈ S 0 , j ∈ S}, ∪ n ℓ=1 {(ℓ, n + 1 − ℓ, i, j, k); i ∈ S 0 , j, k ∈ S} and ∪ −1 ℓ=−n {(ℓ, −(n + 1) − ℓ, i, j, k); i ∈ S 0 , j, k ∈ S} due to transition rates I a ⊗tα, I a ⊗tα, I a ⊗I s ⊗tα and I a ⊗tα⊗I s , respectively. Therefore we obtain the following flow balance equation
for n ≥ 1. By (4.1), there is a constant θ > 0 such that 
for n ≥ 1. Then we obtain (4.14) from (4.13), (4.17) and (4.18). This lemma is proved through the following three steps which are similar to [14] except for some technical modifications.
Step 1 For fixed M ≥ 3, we modify the QBD process (3.1) such that its state space U is truncated by removing the state transitions from (n, M, i, j, k) to (n − 1, M + 1, i, j, k) for n ≥ 1, i ∈ S 0 and j, k ∈ S. This modification is equivalent to that the service of the shorter queue is stopped when the difference between the queue lengths attains M in the original model. For this truncated process, we assume that state (n, ℓ, i, j, k) is a member of new level n + ℓ. This truncated model is denoted by (max{L
which is a QBD process with finitely many background states. Let Q (M ) i be the transition rate matrix of the background process when the level increases by i (= 0, ±1) provided that the level is greater than M + 1. Then these transition rate matrices are given by the
Step 2 For sufficiently large M , we havẽ
+1 (see Appendix A for the proof of (4.20)). This implies that the truncated model is positive recurrent for sufficiently large M by Theorem 3.1.1 in [12] . Since (4.19) is the QBD process with finitely many background states, the tail decay rate of the stationary distribution for max(L
2 (t)) decays geometrically with a rate r M ∈ (0, 1) (see also Remark 2.1). From Lemma 2.1, the decay rate r M is determined by the following equations:
where p (M ) and q (M ) are positive vectors and
2 (t)) is bounded by M , r M also is the tail decay rate of the shortest queue for the truncated model. As the truncation level M increases, the system becomes more stable. Hence r M monotonically decreases as M → ∞, and the limit is denoted by r ∞ ≡ lim M →∞ r M . Let p = (p ℓ ; ℓ ∈ Z) and q = (q ℓ ; ℓ ∈ Z), where
for ℓ ∈ Z. Similarly to [14] , by taking lim inf M →∞ of (4.21), it is shown that these vectors are positive and satisfy
by letting M → ∞. Furthermore, we can show the existence of the positive vectors p (∞) and q (∞) such that
(see Appendix B for the proofs of (4.22) and (4.23)). From (4.22), (4.23) and Remark 3.2 in [14] , r M converges to r 2 as M increases, which completes the proof of Lemma 4.6.
Conclusion and Future Work
We studied the geometric tail asymptotics of the stationary distribution for the MArP/PH/2 with join the shortest queue discipline. To this end, we formulated our queueing model by the QBD process with infinitely many background states, and showed that the sufficient conditions for the geometric tail decay were verified under the additional condition on the service time distribution. It may be interesting to consider whether the present approach can be applied to the case of many heterogeneous servers. Similarly to [13] , the positive vectors in (C1) and (C2) will be obtained for more than two servers. However, the last two conditions (C3) and (C4) are not easy to verify even for the case of two servers by the following reasons.
Firstly, condition (C3) is not trivial to verify even for the case of two heterogeneous servers. Suppose that there exist two servers, and that the service time distribution of server i has a representation PH(α i , T i ) for i = 1, 2. Similarly to Lemma 4.2, the existence of the positive vector y satisfying (C2) is readily shown. Then there exists the positive vector x satisfying (C1) by the Perron Frobeneus theorem. To see that these positive vectors x and y satisfy (C3), we must show that (4.12) is positive, which is required to show that the Markov chain in Lemma 4.3 is positive recurrent. Let β i (resp. g i ) be the Perron Frobeneus left (resp. right) eigenvector of T i + rt i α i , where t i = −T i 1, then the right-hand side of (4.12) is rewritten by
It seems very difficult to show the positivity of (5.1). Secondly, the verification of the last condition (C4) is difficult because of the unknown vector π 0 , i.e., the stationary probability vector at level 0 of the QBD process. Hence we showed the finiteness of (C4) by using the rough upper bound as in [14] (see (4.14)), which required the additional condition (4.1) on the service time.
As noted in Conjecture 4.1, the finiteness of (C4) may be directly verified by using the similar techniques as in [9] and [10] , in which a two dimensional random walk is studied. To this end, we need to extend the results in [9] and [10] to a multi-dimensional random walk with some background states because of many servers and the background states on both the arrival and service processes. We leave these problems for future work.
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A. Proof of (4.20) To prove (4.20), we consider a two dimensional continuous time Markov chain (Ỹ (t),Z(t)) ∈ Z × (S 0 × S × S) with transition rate matrix Q
+1 has the following tridiagonal structure:
where the suffixes of the identity matrices are omitted. Then it is easy to see that the stationary distribution ofZ(t) is given by κ 0 ⊗ κ ⊗ κ, andỸ (t) has positive drifts to the origin, i.e.,
+1 has the stationary distributionp (∞) , which is partitioned according to the value ofỸ (t) asp
; ℓ ∈ Z). Then we obtain the following result, which is similar to Lemma 5.4 in [14] except for some technical modifications. Lemma A.1. Under the stability condition (3.6), we havẽ
Proof. By the tridiagonal structure of Q
; ℓ ∈ Z) has the following forms:
We are now ready to prove the stability condition (4.20) for the truncated model. Par-
(A.14)
Applying Theorem 3.4 in [8] to Q
+1 and Q
−1 1 from the first equality in (A.7) and (A.14). Then (4.20) holds for sufficiently large M by Lemma A.1.
B. Proof of (4.22) and (4.23) Except for minor modifications, (4.22) and (4.23) are obtained by applying similar techniques as in [14] . We partition K (M ) (z) into blocks such that It is easy to see that the Markov additive processes generated by {K −1 , K 0 , K +1 } and {K −1 , K 0 , K +1 }, respectively, have drifts to the origin. HenceK has the stationary distributionξ. Let p (∞) =ξ∆ −1 q (∞) , then we have
which completes the proof of (4.23).
