Abstract. Split-step procedures have previously been used successfully in a number of situations, e.g. for Hamiltonian systems, such as certain nonlinear wave equations. In this study, we note that one particular way to write the 3-D Maxwell's equations separates these into two parts, requiring in all only the solution of six uncoupled 1-D wave equations. The approach allows arbitrary orders of accuracy in both time and space, and features in many cases unconditional stability.
Introduction
Finite difference time domain (FDTD) solutions of Maxwell's equations are of increasing importance in a wide range of applications. Most FDTD problems feature at least two different spatial scales: a typical wave length, and the size of material objects. In many applications, the former scale is very much larger than the latter. For example, for an integrated circuit operating on a 1 GHz signal, the wave length is around 0.3 m, whereas component/wire sizes are around 10 −6 m. We naturally want the numerical time step to be determined by accuracy considerations for the time integration, and not be limited by a stability constraint that may be many orders of magnitude smaller (as would be the case, for example for the explicit Yee scheme [14, 13] in the integrated circuit example). As a result, there has been great interest recently in finding numerical schemes which are fast for each time step, but still feature unconditional stability. The ADI-FDTD scheme for the 3-D Maxwell's equations, first proposed in 1999 [17] , achieves this (based on an idea introduced independently also in a 2-D version [5] ).
The purpose -and only novelty -of this present paper is simply to point out that the 3-D Maxwell's equations happens to have a structure that allows a particularly effective implementation of a split-step approach. For each time step, we need only to advance six 1-D wave equations, permitting high computational speed together with unconditional stability. The split-step approach furthermore permits arbitrary orders of accuracy in both space and time.
Split-step procedures have been previously introduced in the context of numerical methods for Hamiltonian systems by Forest and Ruth [1] and Yoshida [15] and have been used successfully in a number of situations, such as a certain nonlinear wave equations [4, 2] . For an introduction and a review on numerical methods for Hamiltonian systems, we refer to [10] and [16] .
In the next section, we first briefly recall some well-known features of the split-step approach. We then write down the Maxwell's equations in the particular form which allows their decomposition into six scalar 1-D wave equations. In Section 3, we formulate a simple test example, and we then present a numerical implementation. In order to display temporal errors most clearly, we have here chosen a spectral approach for the resulting 1-D problems (to eliminate spatial discretization errors from the results). In the applications that we envisage, very fine geometrical features will force the use of very fine spatial grids, so truncation errors will indeed come mainly from the time integration even when lower-order methods (with greater boundary flexibility) are used in space. It is of a particular interest to compare time stepping schemes of increasing orders of accuracy. A great number of generalizations are possible, both for the present split-step approach, and also for the ADI-FDTD scheme. Some of these are discussed briefly in the concluding section, and will be presented in much greater detail in a separate study [3] . Since split-step methods are still relatively little known outside the field of symplectic integrators for Hamiltonian systems, a brief appendix is included which may be useful in conveying a heuristic perspective on higher order split-step methods.
Numerical procedure
The two main components of the present algorithm are now described in turn.
2.1. General high-order split-step method. In its simplest form, featuring only first order accuracy in time, one advances an ODE (or, as in our present application, a system of ODEs)
from time t to time t + ∆t by successively solving
, from t to t + 1 2 ∆t, followed by
Here, A(u) and B(u) can be very general nonlinear operators (in particular, there is no requirement that A and B commute). The two time increments are each of length -known as "Strang splitting" [11] . In 1990 Yoshida [15] devised a systematic way to obtain similar split-step methods of higher order. From an implementation standpoint, one simply chooses certain longer time increment sequences, while again alternating A, B, A, B, . . . . be shown that methods of orders above 2 will need to feature at least some negative time increments [12] .
In some applications, the main benefit of the split-step approach is to separate an ODE which lacks a closed-form solution into a couple of ODEs which both allow such solutions. The approach has also been used for PDEs and, in particular, for certain nonlinear wave equations (e.g., [2, 4] ). For example, the Korteweg-de Vries (KdV) equation u t + uu x + u xxx = 0 splits into u t + 2uu x = 0 (which features few numerical difficulties) and u t + 2u xxx = 0 (which is linear and can be solved analytically, thereby bypassing otherwise severe CFL restrictions). We will next see that we can split the 3-D Maxwell's equations in such a way that it decomposes into purely 1-D sub-problems. 
where
Writing out the equations (2.2) in component form and changing the order of the terms in the right hand side for the last three equations gives
or shorter
Here u denotes the vector (E x , E y , E z , H x , H y , H z ) T . The split-step approach leads us to repeatedly advance ∂u ∂t = 2Au and ∂u ∂t = 2Bu by certain time increments. These two subproblems can be written out explicitly as shown below. The key point of this paper is to note that each of the subproblems amounts to three pairs of mutually uncoupled 1-D equations:
Each of the 1-D subsystems in (2.5) can easily be solved numerically. If we choose a method which preserves the L 2 -norm for each 1-D sub-problem, the sum of the squares of all the unknowns will be preserved through each sub-step, and therefore also throughout the complete computation. Unconditional numerical stability is then assured.
Numerical implementation and test problem
The example below is designed to confirm -in the simplest possible setting -that the split-step approach indeed produces the expected high order in In order to compare efficiency of proposed time split-step methods with that of a traditional FDTD scheme, we also implemented the Yee scheme for the 3-D Maxwell's equations (2.2), see [14, 13] , however using pseudospectral implementation for the spatial approximation. We will denote this version of time stepping method by YS. 
, where α and β are assumed to be constants of the same sign. The D'Alembert solution for an infinite interval becomes
where c = √ αβ. In the spatially discrete L-periodic case, the solution is best described in discrete Fourier space:
To advance the discrete solution of (3.1) forward (say, again, from time 0 to time t), we first convert the discrete initial data from physicalto Fourier space, then apply (3.2) and finally return again to physical space.
The discrete Fourier transforms (DFTs) needed for this 
where E 0 and δ are constants, and c = 1/ √ εµ andk = k/|k| andn = n/|n|.
The above equations is an example of electric and magnetic fields in a plane
wave with propagation vectork and polarization vectorn.
We use the following solutions as our test example, which can be obtained from (3.3) with L = 1, k = 2π(1, 1, 1), n = (1, −2, 1), δ = 0 and E 0 = √ 6.
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3.3. Numerical results. We approximate the solutions of the 3-D Maxwell's equations (2.3) by using time split-step methods in Table 2 .1 based on (2.5) and (3. Since there are several 6th and 8th order split-step methods, i.e., there are sequences of coefficients other than those in Table 2 In this test we find that the SS6a and SS8d methods are the best for 6th and 8th order methods, respectively, in terms of cost effectiveness, as shown in Figures 3.1 and 3 .2. The sequences SS6 and SS8 of coefficients in Table 2.1 are those for the SS6a and SS8d methods, respectively. In the remaining part of our numerical experiments, we use the sequences in Table 2 .1. We should also note that it is possible to use sequences of 6th and 8th order which contain more than the numerical number of steps. At a slightly larger computational cost per time step, the error constant can be somewhat lower still; see [7] . In order to make a fair comparison of the effectiveness of each method, we need to measure the computational cost of each method to obtain a certain spatial accuracy at the final time t = 1 (i.e., to compensate for the fact that higher order split-step methods use a larger number of substeps). We estimate the cost of each method in terms of the total number of FFTs carried out to obtain approximated solutions of a certain accuracy to the 3-D Maxwell's equations at the final time. In cases where the waves are highly over-resolved in order to capture fine geometrical structures, CFL restrictions will for the Yee scheme force extremely fine time steps. The lower cut-off of the YS-curves in Figures 3.3 and 3.4 will then move far to the right (in proportion to N ; i.e., with possibly several orders of magnitude). On the other hand, our proposed split-step method removes any need to reduce the temporal step size even if the spatial geometry requires a heavily dense gridding.
Conclusions
In this study we have presented an easily implemented high order and unconditionally stable time stepping strategy for the 3-D Maxwell's equations and tested it numerically in the special case of periodic geometry. We also compared our proposed time stepping methods with a traditional 2nd order time stepping method YS. In most cases, time split-step methods of orders between 4 and 8 are found to be most effective, significantly improving on traditional 2nd order time stepping methods. The SS6 method appears to be a particularly attractive choice.
With these results established, many further directions of study become available;
1. The substeps in the split-step procedure need not be solved with higher than second order of accuracy in time (so for example, a simple Crank-Nicolson approach suffices for the 1-D wave equations).
2. Entirely different approaches(than split-step) are available to reach higher orders in time combined with unconditional stability, e.g., enhancing ADI-FDTD or SS2 with Richardson extrapolation [9] or with deferred correction [8] .
3. The best way to implement boundary conditions in split-step methods can vary from case to case, and should be investigated.
The Maxwell's equations (2.2) imply conservation of ∇·E and ∇·H.
The numerical conservation of the corresponding quantities can vary between schemes, and need to be studied.
Regarding issue 1 above, the key result is obtained by Yoshida [15] , who
showed that a 2pth-order accurate method S 2p can be obtained using the following formula:
Here the constants w k , k = 0, 1, . . . , 2 p−1 − 1 satisfy certain nonlinear systems of algebraic equations, and S 2 is a method of second order accurate in time. For the relations between current split-step and the above equation, see [15] . See also [4, 7] . The comparison suggested under item 2 will be presented in our next study [3] . Items 3 and 4 remain to be investigated.
Appendix
This appendix is intended to convey heuristically the basic idea behind the high-order split-step concept. We will also make some comments on 6th and 8th order methods and their coefficients as shown in Table 2 .1.
5.1.
Concept behind high-order split-step methods. We can for simplicity think of A(u) and B(u) in equation (2.1) as matrices A and B times a vector u (the split-step procedure allows for more general nonlinear operators, but in our present context, A and B will become discrete linear operators, i.e., matrices, following the space discretization). We can write the analytic solution of the system (2.1) of ODEs as
where we by e (A+B) t mean
(taking note of the fact that A and B in general do not commute). The solution operator using SS1 amounts to replacing the exact operator e (A+B) t by e Bt e At = (I + tB +
The expansion in (5.2) differs from the one in (5.1) first in the t 2 −term.
This tells that this particular splitting is only first order accurate. Carrying out the equivalent expansion for the SS2 scheme gives
At e Bt e 1 2
This agrees with (5.1) throughout the t 2 −term, ensuring that the SS2 approximation indeed is accurate to second order. 
The key contributions by Yoshida were to demonstrate that it is possible to find sequences of time increments that give time stepping accuracies of any order, and also to device a practical algorithm for computing these sequences of increments. For details on this, see the original reference [15] .
5.2.
Coefficients of split-step methods of order 6 and 8. The coefficients for 6th and 8th order split-step methods in Table 2 .1 are not unique. for one unit time increment in Table 2 .1 are obtained from the following relations: In Table 5 .2, we present two more solutions SS8f and SS8g, not listed in [15] , for {w }(found by using Newton's method). The sequences for SS6
and SS8 in Table 2 .1 correspond to SS6a and SS8d in 
