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ABSTRACT
Traditional cluster analysis metrics rank clustering structures in
terms of compactness and distinctness of clusters. However, in
real world applications this is usually insufficient for selecting the
optimal clustering structure. Domain experts and visual analysis
are often relied on during evaluation, which results in a selection
process that tends to be adhoc, subjective and difficult to reproduce.
This work proposes the use of competency questions and a cluster
scoring matrix to formalise expert knowledge and application re-
quirements for qualitative evaluation of clustering structures. We
show how a qualitative ranking of clustering structures can be
integrated with traditional metrics to guide cluster evaluation and
selection for generating representative energy consumption pro-
files that characterise residential electricity demand in South Africa.
The approach is shown to be highly effective for identifying usable
and expressive consumption profiles within this specific application
context, and certainly has wider potential for efficient, transparent
and repeatable cluster selection in real-world applications.
CCS CONCEPTS
• Computing methodologies → Cluster analysis; • Applied
computing → Engineering.
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1 INTRODUCTION
Cluster analysis is a popular unsupervised machine learning tech-
nique with diverse applications. Time series clustering in particular
has been used effectively across a variety of application scenarios
in the energy domain, including pricing [4], small scale renewable
generation [28] and energy forecasts [18]. Cluster compactness and
distinctness are two important attributes that characterise a good
cluster set [22] and different analytical metrics have been proposed
to measure them.
Selecting the optimal set of clusters requires extensive experi-
mentation and domain knowledge. A combination of metrics to-
gether with additional expert guidance and visual inspection of
clustering results are often used during the experimental process to
identify the best cluster set [16], [9]. However, these qualitative ap-
proaches can be adhoc and time consuming, subjective and difficult
to reproduce, and biased by the expert’s interpretation of the vi-
sual representation [12]. This is further compounded in developing
countries like South Africa where there is limited availability of ma-
chine learning expertise outside the private sector for solving social
problems. For domain experts without a background in machine
learning, interpreting traditional clustering metrics is challenging.
Structuring and automating aspects of the machine learning process
can deal with some of these issues. In previous work we used tradi-
tional quantitative clustering metrics to evaluate three clustering
techniques, i.e. kmeans, self-organising maps (SOM) and a hybrid
technique which combined these, for generating residential electric-
ity consumption profiles [25]. This research extends the previous
work and shows how competency questions, from the ontology
engineering community, can be used as a qualitative approach for
guiding cluster set selection for generating representative daily
load profiles that are suitable for developing customer archetypes
of residential energy consumers in South Africa.
We start by reviewing relevant literature in Section 2, and the
dataset in Section 3. In Section 4 we present our approach to formal-
ising application requirements. Section 5 provides a brief overview
of the setup of clustering experiments. The quantitative and qual-
itative cluster evaluation results are presented and compared in
Section 6. Finally we discuss the results in Section 7 and conclude
in Section 8.
2 BACKGROUND AND PREVIOUS WORK
2.1 Clustering Residential Load Profiles
A daily load profile describes the energy consumption pattern of a
household over a 24 hour period. Representative daily load profiles
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(RDLPs) are indicative of distinct daily energy usage behaviour
for different types of households. They have been well explored
for generating customer archetypes that represent groupings of
energy users consuming energy in a similar manner [10], [20] [29].
Cluster analysis is frequently used to create RDLPs. Traditionally,
the most common approaches used for clustering load profiles are
centroid-based approaches and variants of kmeans, self-organising
maps (SOM) and hierarchical clustering [16].
For residential consumers the variable nature of individual house-
holds makes the interpretation of clustering results ambiguous
[23], a challenge that is exacerbated in highly diverse, developing
country populations, where economic volatility, income inequality,
geographic and social diversity contribute to increased variability
of residential energy demand [14] [19]. In other clustering studies
of diverse populations pre-binning, or two-stage clustering, was
implemented and showed promising results [2], [28], [26]. Xu et al.
[28] used pre-binning to first clusters load profiles by overall con-
sumption and then by load shape, to improve clustering results for
highly variable households spread across the United States.
2.2 Clustering Metrics
Common metrics that measure cluster compactness and distinct-
ness, and that are used in the residential energy domain are the
Davies-Bouldin Index (DBI) [6], the Cluster Dispersion Index (CDI)
and Mean Index Adequacy (MIA) described in Chicco et al. [3] and
the Silhouette Index [15]. It is well known that a single metric on its
own is insufficient to adequately represent cluster performance [1],
and many studies have indicated that these metrics do not discrim-
inate clustering structures sufficiently. Several studies suggest a
combination of measures together with additional expert validation
to ensure optimal cluster selection [16], [9], [5].
Drawing on segmentation criteria from the marketing sector,
Dent [8] propose additional metrics that require clusters to be
accessible, differentiable, actionable, stable and familiar. Kwac et al.
[17] propose the notion of entropy as a metric for capturing the
variability of electricity consumption of a household. To evaluate
the result of segmenting a large number of daily load profiles into
interpretable consumption patterns, Xu et al. [28] use peak overlap,
percentage error in overall consumption and entropy as metrics.
2.3 Competency Questions
Competency questions have been widely used in the ontology engi-
neering community to formalise context-specific requirements and
to compare candidate ontologies [13]. They can be used to repre-
sent a set of problems that characterise microtheories in a rigorous
manner, enabling more precise evaluation of different conceptu-
alisations of a domain [11]. Brainstorming, expert interviews and
consultation of established sources of domain knowledge are pro-
cesses that can be used to identify competency questions [7]. The
techniques for developing competency questions and the questions
themselves can be formal or informal. Informal competency ques-
tions can be expressed in natural language and connect a proposed
ontology to its application scenarios, thus providing an informal
justification for the ontology [27]. To our knowledge competency
questions have not been used previously to evaluate clustering
structures in terms of their fitness for purpose.
3 DATA
TheDomestic Electrical LoadMeteringHourly (DELMH) [24] dataset
contains 3 295 194 daily load profiles for 14 945 South African house-
holds over a period of 20 years from 1994 to 2014. The daily load
profile of household j on day d denoted by h(j)d is a 24 element vec-
tor l(t) representing the energy demand in Amperes for each hour
in day d . For example, the first element, t = 0, is the household’s
average energy demand for the first hour of the day, i.e. 00:00:00 -
00:59:59.H (j) is an array containing all daily load profiles associated
with household j , and X (dim 3 295 194 × 24) is the array of all
daily load profiles h for all households.
h
(j)












, where j = {1, 2...14945} (3)
We can then use clustering to find an optimal clustering structure
k , given the input dataset X . A single cluster kx is representative
of individual daily load profiles that capture similar daily energy
consumption behaviour. The centroid of the cluster is themean daily
load profile also referred to as the representative daily load profile
(RDLP), denoted as Rx . It represents the mean daily consumption
pattern of all load profiles h(j)d in cluster kx . The RDLPs of the
optimal cluster set can be used to generate customer archetypes for
long term energy modelling applications.
4 FORMALISING APPLICATION
REQUIREMENTS
We used a combination of analysing existing standards and en-
gagement with domain experts to formulate informal competency
questions expressed in natural language. The Geo-based Load Fore-
casting Standard (2012) contains manually constructed load profiles
and guiding principles for load forecasting in South Africa. The com-
petency questions were developed after analysis of this standard
and continuous engagement with a panel of five industry experts.
There were initial interviews with all experts to elicit the usage
requirements. Preliminary competency questions were presented at
a workshop with key stakeholders in the community. The final ver-
sion of the competency questions incorporated the feedback from
the stakeholders. The competency questions were then used to
construct associated qualitative evaluation measures and a cluster
scoring matrix that weights these measures to provide a qualitative
ranking of cluster sets in terms of the application requirements.
4.1 Eliciting Competency Questions
The following five competency questions were identified and ex-
pressed in natural language:
(1) Does the load shape deduced from clusters represent ex-
pected energy demand?
(2) Do clusters distinguish between low, medium and high de-
mand consumers?
(3) Can clusters represent specific loading conditions for differ-
ent day types and months?
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(4) Can a zero-consumption profile be represented in the cluster
set1?
(5) Is the number of households assigned to clusters reasonable,
given knowledge of the sample population?
Based on these questions, we define a good cluster set as having
expressive clusters and being usable within the context of the in-
tended application. An expressive cluster must convey specific
information related to particular socio-economic and temporal en-
ergy consumption behaviour. A usable cluster set must represent
energy consumption behaviour that makes sense in relation to the
application context, and carry the necessary information to make
it pertinent to domain users. Next, qualitative evaluation measures
are introduced to formalise the competency questions.
4.1.1 Cluster Expressivity. Current domain knowledge suggests
that daily energy consumption behaviour is strongly influenced
by daily routines, seasonal climatic variability and the energy de-
mand (e.g. low, medium, high consumption) of a household. Beyond
producing load profiles that exhibit specific features typically asso-
ciated with load profiles (question 1), it is desirable that individual
clusters convey specific information about the demand profiles of
types of consumers (question 2), on different days of the week and
months (question 3). Expressivity thus requires firstly that the RDLP
of a cluster is representative of the energy consumption behaviour
of the individual daily load profiles that are members of that cluster.
Secondly, members of an expressive cluster must share the same
context to have the ability to convey specific meaning, e.g. daily
load profiles of low demand households on Sundays in June.
Themean demand errors of the total and peak consumption values
measure the average deviation between the RDLP (centroid) and
the load profiles belonging to the cluster. Themean peak coincidence
ratio measures the deviation of the peak usage time between the
RDLP and the daily load profiles in the cluster. Together these
measures express the extent towhich a RDLP is representative of the
cluster’s member profiles. Cluster entropy can be used to establish
the information embedded in a cluster and thus its specificity. The
lower the entropy, the more information is embedded in the cluster,
the more specific (homogeneous) the cluster, the better the cluster.
We calculate day type and monthly entropy to establish temporal
specificity, and total and peak daily consumption entropy to establish
demand specificity.
4.1.2 Cluster Usability. The attribute of cluster usability was de-
rived from competency questions 4 and 5. Question 4 requires a
manual evaluation based on expert judgement and is evaluated as
being either true, or false. Question 5 is calculated as the percentage
of clusters whose membership exceeds a threshold value. More-
over, while we anticipate a relatively large number of clusters to
represent the large variety of consumers, the following two factors
should also be considered:
(1) Fewer clusters typically ease interpretation and are thus
preferable to larger numbers of clusters
(2) The maximum number of clusters should be limited to 220,
based on population diversity and existing expert models
1Deemed important for energy access in low income contexts, where households may
go through periods of no consumption when they cannot afford to buy electricity.
which account for 11 socio-demographic groups, 2 seasons,
2 daytypes and 5 climatic zones
4.2 Cluster Scoring Matrix
The qualitative measures translate the clustering attributes into
quantifiable scores. Experiments are then ranked by their scores for
each measure. The ranks are weighted by the relative importance
that experts assigned to that measure. Finally, a cumulative score is
calculated for each experiment by summing its weighted ranks. The
lower the total score, the better the cluster set. Table 1 summarises
the attributes, competency questions, qualitative measures and
corresponding weights of the cluster scoring matrix.
Table 1: Overview of qualitative evaluation
Attribute CQ Qualitative measure Weight
usable 4 zero-profile representation 1
5 membership threshold ratio 2
expressive 1 mean demand error total 6
representative 1 peak 6
1 mean peak coincidence 3
expressive 3 temporal entropy day type 4
specific 3 monthly 4
2 demand entropy total daily 5
2 peak daily 5
The total score of a qualitative measure for cluster set k is the
mean of the individual measures of all clusters kx with more than
10490 members2. Clusters with a small member size are excluded
when calculating mean measures, as they tend to overestimate the
performance of poor clusters. Moreover, cluster scores are weighted
by cluster size to account for the overall effect that a particular
cluster has on the set. For the mean demand error, experiments
are ranked against four error metrics. The mean rank used in the
cluster scoring matrix is then calculated across all errors.
4.3 Qualitative Evaluation Measures
4.3.1 Mean Demand Error. The total daily demand dtotal and peak
daily demand dpeak for a household j and a cluster RDLP Rx are
calculated as the sum and maximum values of their respective daily













l(t)′ and d(R)peak = l(t)
′max (5)
Four error metrics are used to calculate the mean deviation between
the RDLP’s peak and total daily demand d(R) and its members
d(j). Mean absolute percentage error (MAPE) and median absolute
percentage error (MdAPE) are well known error metrics. Morley
[21] propose the median log accuracy ratio (MdLQ) to overcome
some of the drawbacks of the absolute percentage errors. As the
2The threshold was selected as a value approximately equal to 5% of households using
a particular cluster for 14 days.
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interpretation of MdLQ is not intuitive, they further propose the
median symmetric accuracy (MdSymA), which can be interpreted
as a percentage error similar to MAPE.
The demand error measures are given below and calculated for
N , where N are all daily load profiles h(j)d assigned to cluster kx
with RDLP Rx .
Absolute Percentage Error.





|d(j) − d(R) |
d(j)
(6)
mdape = 100 ×median
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) − 1) (10)
4.3.2 Mean Peak Coincidence Ratio. The python package peakutils
was used to extract the peak values and times. For each daily load
profile the peaks are identified as all those values that are greater
than half the maximum daily load profile value l(t)max . Peak co-
incidence is the count of times that the time of peak demand in a
daily load profile coincides with the time of peak demand in the
RDLP of the cluster to which it has been assigned. The mean peak
coincidence (denoted as MPC) is calculated from the intersection









The mean peak coincidence ratio is the ratio of mean peak coinci-
dence to the count of peaks in RDLP Rx of cluster kx . It has a value
between 0 and 1. The magnitude of the peak is not considered in
the mean peak coincidence ratio.
4.3.3 Entropy as a Measure of Cluster Specificity. Entropy S is used
to quantify the specificity of clusters and is calculated as follows:
Sx (F ) = −
n∑
i=1
p(fi ) log2(p(fi )) (12)
F is a feature vector with possible values f1, ..., fn . p(fi ) is the prob-
ability that daily load profiles with value fi are assigned to clus-
ter kx . For day type entropy Sx (daytype) expresses the specificity
of a cluster with regards to day of the week. Thus F = daytype
has possible values fi = {Mon,Tues,Wed,Thurs, Fri, Sat , Sun}.
p(Sun) is the likelihood that daily load profiles that are used on a
Sunday are assigned to cluster kx . F =month has possible values
fi = {January, ...,December } and is used to calculate monthly en-
tropy Sx (month). To calculate peak and total daily demand entropy,
we created percentile demand bins. Thus the possible values of fea-
ture F = peak_demand are fi = {0, ..., 99}. p(59) is the likelihood
that daily load profiles with peak demand corresponding to that of
the 60th peak demand percentile are assigned to cluster kx .
5 CLUSTERING EXPERIMENTS
After an extensive literature survey on clustering residential load
profiles, we selected Euclidean distance and the clustering algo-
rithms that were most popular and successful in the domain. This
section briefly describes the pre-processing steps, clustering algo-
rithms, parameters and quantitative metrics. The full details of the
experiment setup and quantitative clustering results have been
published in [25].
5.1 Experiment Design
An experiment run i takes input array X to produce cluster set
k(i) and predict a cluster k(i)x for each normalised daily load profile
n
(j)
d of household j observed on day d . The output of the cluster
evaluation is the selection of the clustering structure that is most
suitable for our proposed use case. More specifically, the objective
of the load profile clustering experiments is the selection of the
experiment that produces the set of clusters k(i) that symbolise the
best RDLPs R(i) for X , so that the RDLPs can be used to generate
customer archetypes for long term energy planning.
Cluster k(i)x symbolises the RDLP r
(i)
x , calculated from the mean

















ni } is the set of RDLPs R
(i) for all clusters in k(i).
Given the high variance of the dataset, preprocessing was an
important component of the clustering process. Different normal-
isation and pre-binning algorithms were set up for comparison
alongside clustering algorithms.
5.1.1 Clustering Algorithms. Variations of kmeans, self-organising
maps (SOM) and a combination of the two algorithms were imple-
mented to cluster X . The kmeans algorithm was initialised with a
range ofm clusters. The SOM algorithm was initialised as a square
map with dimensions si × si for si in range s . Combining SOM and
kmeans first creates a s × s map, which acts as a form of dimension-
ality reduction on X . For each s , kmeans then clusters the map into
m clusters. The mapping only makes sense if s2 is greater thanm.
m and s are the algorithm parameters.
5.1.2 Normalisation. Early test runs indicated that normalisation
has a considerable influence on clustering results. We compared
four normalisation techniques from the literature (Table 2) against
a baseline with no normalisation.
5.1.3 Pre-binning. We implemented two different approaches to
pre-bin all daily load profiles in X .
Pre-binning by average monthly consumption (AMC).
To pre-bin by average monthly consumption, we selected 8 expert-
approved bin ranges based on South African electricity tariff ranges.











230 × l(t)d kWh (14)
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Table 2: Data normalisation algorithms and descriptions
Norm. Equation Comments
Unit norm n(j )d =
h(j )d
|h(j )d |
Scales input vectors individually
to unit norm
De-minning n(j )d =
l (t )−l (t )min
|l (t )−l (t )min |
Subtracts daily min. demand from
each hourly value, then divides
each value by deminned daily to-
tal 3
Zero-one n(j )d =
h(j )d
l (t )max Scales all values to a range [0, 1];
retains profile shape but is very
sensitive to outliers. 4





t=0 l (t )
Normalises all input vectors to
mean of 1; retains profile shape
but very sensitive to outliers. 5
All the daily load profiles, H (j) of household j were assigned to one
of 8 consumption bins based on the value of AMC(j). Individual
household identifiers were removed from X after pre-binning.
Pre-binning by integral k-means.
Pre-binning by integral k-means draws on the work of Xu et al.
[28], which resembles our use case. For the simple case where t
represents hourly values, pre-binning by integral k-means followed
these steps:
(1) Construct a new sequence c(t) from the cumulative sum of
profile n(j)d normalised with unit norm
(2) Append l(t)maxd to c(t)
(3) Gather all features in arrayXC and remove individual house-
hold identifiers
(4) Use the kmeans algorithm to cluster XC into k = 8 bins
(same as bins created for AMC pre-binning)
Table 3: Summary of experiments
Exp. Algorithm Parameters Pre-bin Zeros
1 kmeans m {5, 8, 11, ...136} True
SOM s {5, 7, 9, ...29} True
SOM+kmeans s {30, 40, ...90},m True
2 kmeans m {5, 8, 11, ...136} False
SOM s {5, 7, 9, ...29} False
SOM+kmeans s {30, 40, ...90},m False
3 kmeans m {2, 3, ...10} AMC True
SOM s {2, 3, 4, 5} AMC True
SOM+kmeans s {4, 7, 11, ...20},m AMC True
4 kmeans m {2, 3, ...19} AMC True
SOM+kmeans s {4, 7, 11, ...20},m AMC True
5 kmeans m {2, 3, ...19} AMC False
6 kmeans m {2, 3, ...19} integral kmeans True
7 kmeans m {2, 3, ...19} integral kmeans False
5.1.4 Summary of Clustering Experiments. Table 3 summarises the
algorithms, parameters and pre-processing steps for each experi-
ment. Zeros = True indicates that zero consumption values were
retained in the input dataset.
5.2 Quantitative Metrics and CI Score
The Mean Index Adequacy (MIA), Davies-Bouldin Index (DBI) and
the Silhouette Index were combined into a Combined Index (CI)
score so that clustering performance can be evaluated across tra-
ditional analytical measures. The CI is used as a relative index to
enable simultaneous interpretation of multiple metrics. Distances
between cluster centroids and cluster members were computed

















Ix is an interim score that computes the product of the DBI, MIA
and inverse Silhouette Index. The CI is the log of the weighted sum
of Ix across all experiment bins. DBI and MIA measure cluster com-
pactness. Both metrics increase as cluster compactness deteriorates,
thus increasing Ix and CI if this is the case. The Silhouette Index
has a range between {-1, 1} and is a measure of cluster distinctness
and compactness. The Silhouette Index is close to 1 when clusters
are both distinct and compact. The closer the Silhouette Index is to
0, the greater the Ix and CI become. A lower CI is desirable and an
indication of a better clustering structure. The logarithmic relation-
ship between Ix and the CI means that the CI is negative when Ix
is between 0 and 1, 0 when Ix = 1 and greater than 0 otherwise. For
experiments with pre-binning, the experiment with the lowest Ix
score in each bin is selected, as it represents the best clustering struc-
ture for that bin. For experiments without pre-binning, bins = 1
and Nbin = Ntotal . Weighting the Ix of each bin is important to
account for the cluster membership size in that bin.
6 EVALUATION OF CLUSTERING RESULTS
A total of 2083 experiment runs were conducted using the param-
eter values outlined in Table 3. Each run was first evaluated with
the quantitative CI score. The best runs of the best experiments
were then further evaluated with the cluster scoring matrix. We
implemented our experiments in python 3.6.5 using k-means algo-
rithms from scikit-learn (0.19.1) and self-organising maps from the
SOMOCLU (1.7.5) libraries6.
6.1 Quantitative Clustering Results
The distribution of CI scores for all experiments is plotted in Figure
1. Scores range from 2.282296 to 9.626502 and lower scores are bet-
ter. The histogram shows two distinct distributions of experiments.
Experiments in the first group have a score below 4 and constitute
almost two thirds (65.5%) of experiments. These experiments have
6The codebase is available online at https://github.com/wiebket/delarchetypes
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been normalised with unit norm, de-minning or zero-one. Exper-
iments in the second group have high scores and have not been
normalised, or normalised with SA norm.
Figure 1: Distribution of CI scores across all experiments
The top 10 ranked experiment runs based on the CI score are
shown in Table 4. Closer analysis of the results confirms that nor-
malisation significantly impacts clustering results. Almost all of
the top experiments have been normalised with unit norm, with
the exception of two experiments that have been normalised with
zero-one. The effects of pre-binning are less clear. Both pre-binning
approaches and runs without pre-binning are represented in the
top results. Kmeans is the uncontested best clustering algorithm.
Four runs belong to exp. 1 (kmeans, unit norm), but were initialised
with different parameters (m = {32, 35, 47, 50}).
Table 4: Top 10 runs ranked by CI score
Rank CI DBI MIA Sil. Exp. Alg. m Norm.
1 2.282 2.125 0.438 0.095 1 kmeans 47 unit
2 2.289 1.616 1.220 0.262 4 kmeans 17 0-1
3 2.296 1.616 1.220 0.260 3 kmeans 17 0-1
4 2.301 2.152 0.485 0.119 5 kmeans 82 unit
5 2.316 2.115 0.447 0.093 1 kmeans 35 unit
6 2.320 2.199 0.486 0.121 4 kmeans 71 unit
7 2.349 2.152 0.481 0.143 6 kmeans 49 unit
8 2.351 2.189 0.434 0.090 1 kmeans 50 unit
9 2.354 2.111 0.476 0.128 7 kmeans 59 unit
10 2.355 2.173 0.453 0.093 1 kmeans 32 unit
While these clustering structures have the best compactness and
distinctness, the CI scores are difficult to interpret. The percentage
point difference between the 1st and 10th ranked runs is only 3.2%.
Selecting the best set of clusters based on the CI score alone does
not provide insights on the expressivity and usability of clusters,
and their potential for producing good candidate RDLPS that can
be used to generate customer archetypes.
6.2 Qualitative Clustering Results
Table 5 summarises the scores and ranking of the cluster scoring
matrix for the top runs of the top experiments. For comparison the
ranking by CI score is presented in the last column. The qualitative
scores span a greater range of values than the CI scores and are
grounded in interpretable measures, which makes the results more
meaningful and eases the selection of the best cluster set.
Table 5: Top runs ranked by qualitative scores
Rank Score Exp. Norm. Pre-binning Zeros CI rank
1 57.0 7 unit int. kmeans False 9
2 65.0 4 unit AMC True 6
3 117.5 5 unit AMC False 4
4 143.5 6 unit int. kmeans True 7
5 150.0 1 unit True 1
6 205.0 4 0-1 AMC True 2
7 208.0 3 0-1 AMC True 3
Table 6 shows the cluster scoring matrix with rankings for indi-
vidual qualitative measures. Despite being ranked 9th by CI score,
exp. 7 (kmeans, unit norm) is now ranked 1st. The second best run,
exp. 4 (kmeans, unit norm), ranks highly for entropy and demand
error measures, but has a poorer peak coincidence ratio. Exp. 5
(kmeans, unit norm) ranks third for most measures. While the top
two runs lie only 8 points apart, they comfortably outperform the
third best run, which has double the score.
Table 6: Cluster Scoring Matrix
Exp. 1 3 4 4 5 6 7
Norm unit 0-1 unit 0-1 unit unit unit
Qual. measures W
threshold ratio 2 1 5 3 5 7 4 1
peak coinc. ratio 3 1 7 4 6 2 5 3
peak demand error 6 5.50 5.50 2.00 5.05 4.00 3.00 1.50
total demand error 6 5.00 6.25 2.00 6.00 3.25 3.75 1.00
peak demand entropy 5 5 7 2 6 3 4 1
total demand entropy 5 5 6 1 6 3 4 2
day type entropy 4 4 6 1 6 3 5 2
monthly entropy 4 4 6 1 6 3 5 2
SCORE 150.0 214.5 65.0 205.0 117.5 143.5 57.0
The best experiment, exp. 7 (kmeans, unit norm), provides both
expressive and usable clusters. An analysis of its day type entropy
is shown in Figure 2. The figure visualises the likelihood (p(fi ))
that the RDLPs used on a given day of the week are assigned to a
particular cluster of exp. 7 (k-means, unit norm), as expressed by
Eq. 12. The higher the peak of a line, the more likely that profiles
assigned to that cluster are used on that day of the week. The lower
the peak, the less likely that this is the case. Cluster 15 is a good
example of a cluster that has a very high likelihood of being used
on a Sunday, and a lower likelihood of being used on a Saturday
or weekday. This cluster is thus specific to the Sunday day type,
which is desirable.
6.3 Contrasting Quantitative & Qualitative
Results
The potential of the qualitative evaluation measures is evident
when contrasting the quantitative and qualitative results of exp. 4
(kmeans, zero-one) with those of exp. 7 (kmeans, unit norm). Exp.
4 (kmeans, zero-one) ranked 2nd based on the CI score, but ranked
second last in the cluster scoring matrix. Exp. 7 (kmeans, unit norm)
on the other hand ranked 9th by CI score, yet ranked 1st based on
qualitative measures.
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Figure 2: Day type entropy for exp. 7 (kmeans, unit norm)
Figure 3: RDLPs of exp. 4 (kmeans, zero-one)
Figure 4: RDLPs of exp. 7 (kmeans, unit norm)
Comparing the RDLPs in Figures 3 and 4 clearly shows that the
latter have greater potential for generating customer archetypes.
Exp. 4 (kmeans, zero-one) has only 18 clusters. The five smallest
clusters combined have fewer than 1500member profiles and appear
invisible in the bar chart of cluster size at the bottom of Figure 3. The
ragged shapes of cluster 16, cluster 17 and cluster 18 are an indication
that very few profiles were aggregated in these RDLPs. Over half
of all load profiles belong to only three clusters: cluster 5, cluster 6
and cluster 9. As a whole, the individual RDLPs lack distinguishing
features, making them neither expressive nor useable, and thus
poor candidates for creating customer archetypes.
Exp. 7 (kmeans, unit norm) on the other hand has 59 clusters.
With the exception of cluster 33 which accounts for roughly 15% of
all daily load profiles, cluster membership for the remaining clusters
varies in a range from 15 000 to 100 000 members. Cluster 33 is one
of only two clusters in its bin, which has a large bin membership
due to the high number of low consumption households captured
in our dataset population. Collectively, the individual RDLPs are
representative and specific, which promises that they will be useful
for constructing customer archetypes.
7 DISCUSSION
Cluster analysis is frequently used to group residential energy con-
sumers by their daily electricity consumption patterns. However,
selecting the best clustering structure is known to be challeng-
ing. Similar to previous work, we found that traditional, analytical
metrics were helpful to identify the most distinct and compact clus-
tering structures, but insufficient to discriminate between them
within a particular application context. This work formalises the
qualitative evaluation that experts typically do through visual anal-
ysis of the clusters and RDLPs. We demonstrate an approach that
uses competency questions to elicit expert knowledge and to spec-
ify the requirements for a given clustering application to generate
customer archetypes. This approach enabled us to reduce cluster
analysis and evaluation time and made cluster selection less sub-
jective.
We found that even though competency questions were highly
effective for engaging with experts and eliciting domain knowl-
edge and requirements, they lack intrinsic support for evaluating
and selecting cluster sets. We therefore introduced a collection of
qualitative measures and a cluster scoring matrix to translate the
competency questions into a ranking system for evaluating and
comparing cluster sets. The cluster scoring matrix has been used to
rank and guide the selection of a robust cluster set that satisfies the
specified application requirements. It eases the scoring and ranking
of experiments, while also making validation explicit, transparent
and repeatable. While the results produced by the cluster scoring
matrix are promising, the overall score does depend on selecting
the correct weights for the measures and the minimum threshold
count to filter out smaller clusters. To evaluate the robustness of the
cluster scoring matrix, we re-ranked the experiments for different
weight configurations as shown in Table 7.
Table 7: Experiment ranking for different measure weights
Experiment 1 3 4 4 5 6 7
Norm. unit 0-1 unit 0-1 unit unit unit
Weights
2-3-6-6-5-5-4-4 5 7 2 6 3 4 1
2-1-1-1-1-1-1-1 3 7 2 6 4 5 1
2-2-1-1-1-1-1-1 3 7 2 6 4 5 1
2-2-2-2-1-1-1-1 3 7 2 6 4 5 1
2-2-2-2-2-2-1-1 4 7 2 6 3 5 1
1-1-1-1-1-1-1-1 4 7 2 6 3 5 1
The two best and the two worst experiments remain consistent,
regardless of weights. Given that the weights are subjective, their
value in the cluster scoring matrix is limited. The two worst ex-
periments remain the worst, irrespective of the threshold value.
Both of them have been normalised with zero-one, and we can con-
clude that unit normalisation is the best normalisation technique
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for our application. If the threshold is removed or very high (50 000
members), exp. 7 (kmeans, unit norm) is outperformed by exp. 5
(kmeans, unit norm) and exp. 6 (kmeans unit norm). Regardless of
the threshold, pre-binning produces better clustering structures.
We also investigated the impact of varying both the weights and the
threshold. If the threshold for cluster members is removed, very low
(less than 1 000 members) or very high (50 000 members), the rank-
ing remains consistent across weight configurations. At a threshold
of 20 000 the best and worst experiments are consistent, but the
ranking of experiments in the middle changes.
Visual examination of the best RDLPs confirms that the quali-
tative evaluation measures provide useful guidance for selecting a
suitable clustering structure for our application. Entropy in particu-
lar is a promising approach for evaluating the contextual specificity
of clusters.
8 CONCLUSION
To our knowledge this is the first work that uses competency ques-
tions to formalise local domain expertise to evaluate clustering
structures in the residential energy domain in a developing coun-
try. By using competency questions, which are well-established
in the ontology engineering community, for formalising expert
knowledge and application requirements, we were able to guide
the selection of the most useful clustering structure. In addition
we show that by using qualitative evaluation measures we can
speed up cluster evaluation, spare domain experts the challenge
of interpreting traditional quantitative metrics, enable transpar-
ent and repeatable selection of clustering models and capture the
assumptions that domain experts make when creating customer
archetypes. The approach shows promise for generating clusters
for application in a real-world, long-term energy planning scenario
and demonstrates the use of cluster analysis techniques for building
real world systems. While this approach has only been evaluated in
the residential energy sector, it has high potential for application
in other domains, such as the residential water sector.
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