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Resume { L’identication aveugle de la structure propre d’un systeme lineaire multivariable est eectuee par une methode
sous-espace appliquee aux matrices de covariances des seuls signaux de sortie, les entrees etant inconnues et non-stationnaires.
L’analyse des vibrations est un exemple important de problemes reels pouvant e^tre poses et resolus de cette maniere. Le traitement
conjoint de signaux enregistres a des moments dierents, et sous excitations dierentes, est un probleme crucial dans ce domaine.
La methode sous-espace proposee pour resoudre ce probleme de fusion est, comme la methode classique, basee essentiellement sur
une propriete de factorisation de la matrice de Hankel (et des covariances des sorties) du systeme. Des resultats experimentaux
illustrent les performances de la methode. L’utilisation pour l’exploitation des donnees de vols d’essai d’avions est discutee.
Abstract { Blind identication of the eigenstructure of a linear multivarible system is achieved with an output-only covariance-
driven subspace method, the input being unknown and nonstationary. Modal analysis of vibrating structures is an important
instance of real problems which can be stated and solved in that way. Joint processing of non-simultaneously recorded data
is a crucial problem in that application domain. The subspace method proposed for handling those data basically relies on a
factorization property of the Hankel matrix (and the output covariances) of the system, just like the classical subspace method.
Experimental results illustrate the relevance of the proposed method. The possible use of the method for the exploitation of
flight test data is discussed.
1 Identication par sous-espaces
On considere le modele d’etat a temps discret suivant:
Xk+1 = F Xk + Vk+1
Yk = H Xk
(1)
ou H indique quelles composantes du vecteur d’etat sont
mesurees, le bruit d’etat Vk+1 est non mesure, Gaus-
sien, centre, blanc, de covariance Qk+1
def= EVk+1V Tk+1.
L’etat X et la sortie Y sont de dimensions 2m et r res-
pectivement, avec r plus petit que 2m.
Il est bien connu [7, 9] que les frequences et modes
de vibration d’une structure ou machine se deduisent
de la structure propre (; ) de la matrice de tran-
sition d’etat F d’un tel systeme lineaire, dont les sor-
ties sont e.g. les mesures accelerometriques. La collection
de paires (; ’), ou ’
def= H, est appelee structure
propre du systeme (1). Il existe une demande industrielle
forte pour des techniques permettant d’extraire ces ca-
racteristiques dans des conditions operationnelles usuelles
[6]. Le probleme est alors d’identier la structure propre en
presence d’une excitation ambiante non mesuree et nons-
tationnaire. Ceci requiert des methodes d’identication
Ces travaux ont ete et sont menes dans le cadre des projets
Eureka Sinopsys { Model based Structural monitoring using IN-
OPeration SYStem identication, coordonne par Lms, et Flite {
Flight Test Easy, coordonne par Sopemea.
utilisant les seules sorties. Ceci requiert aussi de traiter
des enregistrements longs de donnees multi-capteurs, et
d’utiliser des algorithmes travaillant sur les covariances
pluto^t que sur les donnees temporelles. D’autre part, les
algorithmes d’identication par sous-espaces ont fait leurs
preuves pour l’identication aveugle de la structure propre
d’un systeme lineaire. La dierence entre les algorithmes
sous-espaces travaillant sur les covariances et ceux tra-
vaillant sur les donnees temporelles [13] est mineure, du
moins pour l’identication de structure propre [9]. Cepen-
dant, la forme basee sur les covariances est plus appropriee
pour permettre une fusion de donnees enregistrees a des
moments dierents, comme on l’explique dans la suite.
L’identication des (; ’) par cette methode comprend
les etapes suivantes. Soit Ri
def= EYkY Tk−i et
Hp+1;q def=
0BB@
R0 R1  Rq−1
R1 R2  Rq
   
Rp Rp+1  Rp+q−1
1CCA def= Hank (Ri) (2)
les matrices de covariances des sorties, et de Hankel. Avec
la covariance entre l’etat et la sortie G def= EXkY Tk , un
calcul direct des Ri’s a partir de (1) conduit a:
Ri = H F i G (3)
et a la factorisation bien connue [11]
Hp+1;q = Op+1(H; F ) Cq(F; G) (4)
ou Op+1(H; F ) et Cq(F; G) sont les matrices d’observabi-
lite et de contro^labilite. La matrice d’observation H se
trouve alors dans le premier bloc-ligne de la matrice d’ob-
servabilite O. La matrice de transition d’etat F resulte de
la propriete d’invariance par decalage de O, ie
O"p(H; F ) = Op(H; F ) F; ou O"p(H; F ) def=
 
HF
HF 2

HFp
!
Pour en deduire F , il faut supposer rank(Op) = dimF .
La structure propre (; ) est donnee par:
det(F −  I) = 0 ; F  =  
Pour implementer cet algorithme de realisation equilibree
[2, 4], on substitue les covariances empiriques bRi
bRi = 1
N
NX
k=1
Yk Y
T
k−i (5)
aux Ri pour construire une matrice de Hankel em-
pirique bHp+1;q def= Hank bRi. La SVD de bHp+1;q,
eventuellement ponderee [13], et sa troncature a l’ordre
souhaite, donnent, dans le facteur gauche, un estima-
teur bO pour la matrice d’observabilite O:
bH = U  V T = U  1 00 0

V T
bO = U 1=21 ; bC = 1=21 V T
De bO resultent ( bH; bF ) et (b; b) comme indique plus haut.
La cle de cet algorithme est la factorisation (3), impli-
quant la factorisation (4), ou le facteur gauche O depend
seulement de la paire (H; F ), et donc de la structure
propre de (1), alors que l’excitation Vk aecte seulement
le facteur droit C a travers la covariance croisee G.
2 Fusion d’enregistrements
A la place d’un seul enregistrement de sorties (Yk), nous
avons maintenant J enregistrements successifs. Chacun
contient des donnees Y (0;j)k d’un jeu de capteurs xes de
reference, et Y (j)k d’un jeu de capteurs mobiles. Les dimen-
sions de Y (0;j)k et Y
(j)
k peuvent varier avec j.
A chaque enregistrement j correspond une realisation8><>:
X
(j)
k+1 = F X
(j)
k + V
(j)
k+1
Y
(0;j)
k = H0 X
(j)
k (capteurs de reference)
Y
(j)
k = Hj X
(j)
k (jeu de capteurs n
oj)
(6)
avec une matrice F unique (le me^me systeme est observe),
une matrice d’observation H0 pour le jeu de capteurs de
reference, et une matrice d’observation specique Hj pour
la localisation j du jeu de capteurs mobiles.
Pluto^t que de traiter separement les enregistrements et
de fusionner les estimees correspondantes, on cherche a fu-
sionner les mesures dans (6) de maniere a pouvoir utiliser
l’algorithme sous-espaces ci-dessus pour identier F .
On se concentre sur les deux familles de covariances
R0;ji
def= E Y (0;j)k Y
(0;j) T
k−i ; R
j
i
def= E Y (j)k Y
(0;j) T
k−i (7)
(i  0) que l’on peut estimer. En stationnaire, la cova-
riance de l’excitation ne depend pas de j: E V (j)k V
(j) T
k0 =
Q (k − k0), et la covariance croisee G = EX(j)k Y (0;j) Tk
non plus. Donc toutes les covariances (7) se factorisent
R0;ji = H0 F
i G
def= R0i ; R
j
i = Hj F
i G (8)
avec un facteur droit constant. Pour chaque decalage i  0,
on peut donc empiler les Rji ’s en un vecteur colonne
Ri
def=
0BB@
R0i
R1i

RJi
1CCA (9)
qui se factorise en
Ri = H F
i G (10)
ou HT def=
(
HT0 H
T
1    HTJ

. La matrice de Hankel H def=
Hank (Ri ) se factorise en H = O(H; F ) C(F; G), et on
peut lui appliquer l’algorithme de la section 1.
Malheureusement cette maniere de fusionner ne marche
pas en excitation non-stationnaire. Si la covariance de
l’excitation depend de l’enregistrement j: EV (j)k V
(j) T
k0 =
Qj(k−k0), alors la covariance croisee Gj = EX(j)k Y (0;j) Tk
depend aussi de j. Les factorisations (8) deviennent
R0;ji = H0 F
i Gj ; R
j
i = Hj F
i Gj ; (11)
avec un facteur droit dependant de j, et le vecteur Ri
deni en (9) ne se factorise plus comme en (10).
Pour contourner cet obstacle, l’idee [8] est de norma-
liser les covariances (7,11) pour qu’elles ressemblent a ce
qu’elles seraient sous excitations identiques. Un element
calculatoire interessant de l’algorithme qui en resulte est
qu’il revient essentiellement a appliquer l’algorithme de
la section 1 a une matrice de Hankel obtenue par en-
trelacement les bloc-colonnes des matrices de Hankel de
reference et les bloc-lignes des matrices de Hankel des
capteurs mobiles convenablement normalisees. La com-
plexite ne depend pas du nombre J d’enregistrements,
puisque la plus petite dimension des matrices de Hankel
a decomposer depend seulement du nombre de capteurs
xes. La complexite cro^t avec le nombre de capteurs xes
et mobiles, mais peut e^tre reduit par l’utilisation d’une
SVD economique, en place et temps. On peut eectuer
l’entrelacement des bloc-lignes des matrices de Hankel des
capteurs mobiles me^me lorsque le nombre de ces capteurs
varie avec j. Noter qu’il n’est pas necessaire de calculer
les matrices Gj matrices.
3 Consistance en non-stationnaire
Jusqu’a present nous avons suppose l’excitation sta-
tionnaire dans chaque enregistrement, avec covariance
dependant de l’enregistrement. Cette approximation est
raisonnable lorsque les conditions environnementales va-
rient lentement. Une hypothese plus realiste est que la co-
variance EV (j)k V
(j) T
k0 = Qk(k−k0) varie au sein de chaque
enregistrement. Alors se pose la question de la pertinence
des algorithmes des sections 1 et 2.
Quand l’excitation, et donc le signal mesure Yk, est
non-stationnaire, les covariances empiriques bRi de (5) ne
convergent plus, quand la taille de l’echantillon N tend
vers l’inni, vers des Ri bien denies. En fait, les bRi
peuvent varier de maniere arbitraire. Neanmoins on peut
les utiliser telles quelles car, bien qu’elles ne convergent
pas, elles possedent la factorisation approchee [4, 8]bRi = H F i bG + o(N) (12)
ou bG = 1=NPNk=1 XkY Tk , et o(N) tend vers zero a l’inni.
Les conditions requises pour cela sont assez techniques.
Elles signient que la covariance de l’excitation doit e^tre
uniformement bornee, et que la n-ieme valeur singuliere de
la matrice de Hankel empirique est uniformement bornee
inferieurement, quand n est l’ordre du modele. La facto-
risation approchee (12) est la clef de la demonstration de
la consistance des algorithmes sous-espaces des sections 1
et 2 en situation completement non-stationnaire. De plus,
sous les me^mes hypotheses, les estimateurs de la structure
propre (b; b’) sont consistants [4, 8].
Bien que cette justication mathematique ne soit pos-
sible que sous l’hypothese de l’ordre du modele connu,
l’experience montre qu’elle s’etend a la situation plus
realiste d’ordre de modele inconnu.
4 Applications
L’algorithme de la section 2 a ete applique a deux bench-
marks du COST F3 Dynamique des Structures: la struc-
ture steel-quake et le pont Z24, et son application a l’ex-
ploitation des donnees de vols d’essai d’avions est en cours.
Structure steel-quake. La structure steel-quake est
utilisee au Joint Research Centre d’Ispra (I.) pour tes-
ter la resistance de ba^timents aux seismes. Elle comporte
2 etages et est excitee avec un marteau. La reaction de la
structure a des impacts de localisations variables est me-
suree en dierents endroits par 15 accelerometres, ce qui
fournit des enregistrements comme en (6) sous dierentes
excitations non stationnaires.
L’algorithme sous-espace classique base sur les cova-
riances completes et q = 256 a ete applique a 12 capteurs,
voir Fig. 1, ou les frequences (ordonnee) sont representees
pour des ordres de troncature de la SVD croissants (abs-
cisse), en un diagramme dit de stabilisation ou les sym-
boles expriment des amortissements dierents.
L’algorithme sous-espace apres fusion a ete applique a
dierentes congurations (emplacements des capteurs et
des excitations). Le diagramme de stabilisation resultant
de la fusion des donnees correspondant a 2 excitations
dierentes mesurees par 2 capteurs xes et 5 2 capteurs
mobiles (les me^mes qu’en Fig. 1) est montre en Fig. 2.
Bien que cet algorithme manipule des covariances plus
petites (212) que l’algorithme classique (1212), et donc
traite moins d’information, le diagramme de stabilisation
en Fig. 2 est nettoye de modes parasites qui apparaissent
dans le diagramme de la methode classique en Fig. 1.
Pont Z24. Le pont suisse Z24 a ete un benchmark du
projet BRITE/EURAM SIMCES (identication et moni-
toring de structures de genie civil) et du COST F3. La
reponse du pont a l’excitation due au trac sous le pont
a ete mesuree en 135 points, surtout dans les directions
verticales et transverses.
L’algorithme sous-espace classique base sur les cova-
riances completes et q = 128 a ete applique separement
a chacun de J = 2 enregistrements, qui contient resp. 3
et 2 capteurs verticaux, voir Fig. 3 and 4. L’algorithme
sous-espace apres fusion, base sur les covariances par-
tielles (7) et q = 128, a ete applique, avec un capteur de
reference, et 2 capteurs mobiles dans le premier enregistre-
ment, et 1 dans le second; voir Fig. 5, qui montre plusieurs
ameliorations par rapport a Fig. 3 et Fig. 4. En eet, pour
des ordres susants, des modes parasites disparaissent,
de vrais modes apparaissent et se stabilisent plus vite et
fluctuent moins, les amortissements sont mieux estimes et
a des ordres moindres, certains modes non identies en
Fig. 3 et 4, apparaissent en un diagramme stable. Ceci est
une amelioration par rapport a [12], ou les diagrammes
resultant de la fusion d’analyses modales separees sont
des diagrammes superposes et non lisses.
Avions. Le developpement de nouvelles generations
d’avions exige une exploration precautionneuse du com-
portement aerolastique de la structure, dans tout le do-
maine de vol. On realise cela en combinant des tests au
sol, en laboratoire, et des essais en vol.
Le projet Eureka Flite (Flight Test Easy) a pour ob-
jet d’ameliorer l’exploitation des donnees d’essais en vol
dans deux directions. Tout d’abord, la mise en oeuvre des
algorithmes des sections 1 et 2 va permettre l’exploita-
tion de donnees de vol sous excitation naturelle ambiante
(incluant la turbulence), et sans recours a l’excitation ar-
ticielle (par exemple par les ailerons ou gouvernes). En-
suite, le developpement d’algorithmes permettant l’exploi-
tation de ces donnees en ligne et durant les vols d’essai
vise l’amelioration des techniques d’ouverture du domaine
de vol et d’analyse du flottement. Le but est a la fois
d’ameliorer la qualite (securite), et de reduire de maniere
importante les cou^ts.
5 Conclusion
Nous avons discute le probleme de l’analyse modale
en excitation ambiante usuelle, et preconise l’utilisation
de l’algorithme d’identication par sous-espaces base sur
les seules covariances des signaux de sortie. Nous avons
explique comment exploiter la propriete de factorisation
de ces covariances, et de matrices de Hankel, pour eec-
tuer une fusion de donnees enregistrees sous des excita-
tions non-stationnaires dierentes, avant application de
l’algorithme sous-espaces. Nous indique a quelles condi-
tions cet algorithme est consistant me^me sous excitation
non-stationnaire. Nous avons montre des resultats expe-
rimentaux obtenus sur deux benchmarks du COST F3,
et discute de l’application a l’exploitation des donnees de
vols d’essai d’avions.
Il appara^t experimentalement que la normalisation ef-
fectuee par l’algorithme, jointe a la moyennisation sous-
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Fig. 1: Steel-quake - Sous-espace classique, 12 capteurs.
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Fig. 2: Steel-quake - Sous-espace apres fusion.
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Fig. 3: Z24 - Sous-espace classique, 3 capteurs, j = 1.
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Fig. 4: Z24 - Sous-espace classique, 2 capteurs, j = 2.
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Fig. 5: Pont Z24 - Sous-espace apres fusion.
jacente au calcul des covariances empiriques, permet ef-
fectivement de se debarrasser des eets indesirables des
excitations non-stationnaires dierentes, et d’obtenir de
bons estimateurs de la structure propre, ce qui est en ac-
cord avec le resultat theorique de consistance.
L’algorithme de la section 1 a ete implemente dans 2
toolboxes: le module in-op du logiciel cada-x de Lms,
et le module d’analyse modale du logiciel libre Scilab [5]
de l’Inria. Ce travail a ete soutenu par le projet Eureka
no 1562 Sinopsys (Model based Structural monitoring
using IN-OPeration SYStem identication) coordonne
par Lms, Leuven, Belgium. L’algorithme de la section 2
sera biento^t disponible dans le module de Scilab.
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