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KURZFASSUNG 
Die minimalinvasive Chirurgie ist eine besonders anspruchsvolle Aufgabe für den Chirurgen, da 
die Operation ausschließlich über Endoskope und stangenartige, filigrane Instrumente erfolgt. 
Computerassistierte Stereo-Endoskopiesysteme erleichtern die Tiefenwahrnehmung und unter-
stützen bei verschiedensten Anwendungen wie z.B. der Resektion eines Nierentumors durch 
Augmented Reality. Eine wesentliche Aufgabe ist die robuste dreidimensionale Erfassung der 
beobachteten Oberfläche der Organe. Aufgrund starker Reflexionen durch die endoskopische Licht-
quelle, homogener Texturen und weicher, sich bewegender Geometrien ist eine zuverlässige Ober-
flächenerfassung sehr herausfordernd und stellt noch ein ungelöstes Problem dar. In dieser Arbeit 
wird deshalb ein neuartiges miniaturisiertes Dreikamerasystem als Demonstrator für ein trinokula-
res Endoskop sowie ein Algorithmus zur Dreibildauswertung mit semi-globaler Optimierung 
entwickelt. Durch synthetische und reale Messdaten werden theoretische Überlegungen anhand von 
drei Hypothesen geprüft. Im Vergleich zu einer stereoskopischen Auswertung wird untersucht, ob 
eine Dreibildauswertung robustere Ergebnisse liefert, kleinere Referenz- und Suchfenster ermög-
licht und eine rechenzeitaufwendige semi-globale Optimierung ersetzt. Es stellt sich heraus, dass 
die ersten beiden Annahmen grundsätzlich zutreffen, eine semi-globale Optimierung aber nur 
bedingt ersetzt werden kann. Weiterhin werden die Fehlereinflüsse durch Reflexionen näher spezi-
fiziert und durch gekreuzte Polarisationsfilter sehr effektiv unterdrückt. Das vorgestellte Drei-
kamera-Endoskop und angepasste Auswerteverfahren tragen wesentlich zur Verbesserung der com-
puterassistierten Endoskopie bei und bringen die Forschungen in diesem Gebiet einen Schritt voran.  
 
ABSTRACT 
Minimally invasive surgery is a quite challenging task to the surgeon due to operation through an 
endoscope and sensitive telescopic instruments exclusively. Computer assisted stereo endoscopic 
systems eases depth perception and supports several tasks such as dissection of a renal tumour by 
augmented reality. An essential procedure is robust surface reconstruction of the observed organs. 
Due to strong reflections from the endoscopic light source, homogeneous textures and weak defor-
ming geometries robust surface reconstruction becomes quite challenging and is not solved success-
fully yet. Therefore, in this work a novel miniaturised three camera endoscope is introduced and an 
algorithm for three image analysis and semi-global optimisation is implemented. Synthetic and real 
experimental measurements are conducted to evaluate theoretical assumptions and review three 
hypotheses. In contrast to stereo analysis, it is examined whether three image analysis leads to more 
robust results, allows for smaller matching window sizes and replaces a time-consuming semi-
global matching algorithm. The investigations show that the first two assumptions can generally be 
confirmed, but the semi-global matching is necessary in some cases. Additionally, errors by 
reflections are examined in more detail and are suppressed efficiently by crossed polarising filters. 
The novel three camera endoscope and customized image analysis algorithm gives a great benefit 
to computer assisted endoscopy and brings research a step closer to more reliable assistant systems. 
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1 EINLEITUNG 
Die Einleitung führt in die Medizintechnik ein, beschreibt die Einsatzmöglichkeiten der optischen 
Messtechnik und stellt einen Anwendungsbezug her. Weiterhin wird der Forschungsbedarf 
identifiziert, die Problemstellung ausgearbeitet sowie Ziele definiert und Hypothesen aufgestellt. 
Zuletzt wird die Struktur der Arbeit dargestellt.  
1.1 COMPUTERASSISTIERTE MINIMALINVASIVE CHIRURGIE 
In der Medizin gibt es viele verschiedene Möglichkeiten, einen Patienten zu behandeln. Speziell in 
der Chirurgie erfordern die Methoden hohe kognitive Fähigkeiten und handwerkliches Geschick. 
Je nach Erkrankung des Patienten können unterschiedliche Operationsmethoden angewendet 
werden. Grundsätzlich wird unterschieden zwischen konventionellen (offenen) Operationen und 
der minimalinvasiven Chirurgie (MIC). Das Hauptwerkzeug der MIC ist das Endoskop.  
Bei der konventionellen Methode kann sich der Chirurg ein verhältnismäßig großes Arbeitsfeld und 
einen direkten sichtbaren Zugriff auf die Erkrankung verschaffen. Das seit Jahrzehnten etablierte 
Standardverfahren ist die sicherste und gründlichste Vorgehensweise. Da offene Operationen einen 
Patienten jedoch sehr stark belasten, werden immer häufiger minimalinvasive Verfahren eingesetzt 
(Kramme 2017, S. 387).  
Bei einer MIC werden ein Endoskop und spezielle Werkzeuge durch kleine Körpereinschnitte oder 
natürliche Körperöffnungen in den Patienten eingeführt und die Operation ausschließlich unter der 
Sicht des Endoskops durchgeführt. Im Gegensatz zu einer offenen Operation sind die Vorteile für 
den Patienten ein schonenderer Zugangsweg, eine geringere Belastung (weniger Blutverlust), ein 
geringeres Infektionsrisiko, eine schnellere Wundheilung, geringere Schmerzen und kleinere 
Narben. Oft verkürzen sich auch die Liegezeiten im Krankenhaus, wodurch Kosten verringert 
werden (Kramme 2017). 
  
Abb. 1.1: Operationssaal für minimalinvasive Chirurgie und Schema (Kramme 2017, S. 401) 
Einerseits profitiert der Chirurg von einer sehr detaillierten und vergrößerten Sicht auf die zu 
behandelnde Stelle, andererseits schränkt ein Endoskop das Arbeits- und Sichtfeld stark ein. Zudem 
wird die Operation erschwert durch die kaum vorhandene Tiefenwahrnehmung sowie der indirekten 
und filigranen Positionierung der miniaturisierten Instrumente – die Hand-Auge-Koordination ist 
sehr anspruchsvoll. Um diese Operationstechnik zu erlernen und zu beherrschen, werden erhöhte 
kognitive Fähigkeiten, ein gutes räumliches Vorstellungsvermögen, intensive Schulungen und 
zahlreiche praktische Übungen benötigt.  
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Dennoch ist die Popularität und Akzeptanz dieser anspruchsvollen Operationstechnik in den letzten 
Jahrzehnten enorm gestiegen. Dies ist begründet durch ein verbessertes und moderneres Instrumen-
tarium und insbesondere durch die rasante Entwicklung der computerassistierten Chirurgie. Die 
zunehmende technische Unterstützung erleichtert die Durchführung vieler komplexer Prozeduren 
und verbessert letztlich das Operationsergebnis.  
Ähnlich wie ein Navigationssystem, eine Rückfahrkamera oder ein Abstandsassistent in einem 
Kraftfahrzeug sorgen spezielle Applikationen eines Endoskopiesystems für eine verbesserte 
räumliche Orientierung, erweiterte Wahrnehmung der Operationsszene oder Überwachung von 
Risikobereichen. Wie auch in der Automobilindustrie können in der Endoskopie für einzelne 
Teilaufgaben spezielle Assistenzsysteme entwickelt werden. Die Kombination aus klassischer 
Endoskopie, digitaler Bildverarbeitung und optischer Messtechnik bietet dabei viel Potenzial für 
zukünftige interdisziplinäre Forschungen und medizinische Anwendungen.  
In der weltweiten Medizintechnikindustrie spiegelt das Marktsegment Endoskopie schon heute eine 
sehr positive Entwicklung wider. Lag der globale Umsatz im Jahr 2016 noch bei 17.8 Mrd. US-
Dollar, wird für 2022 ein Umsatz von 25.7 Mrd. US-Dollar erwartet (Evaluate 2017b). Das 
entspricht einem jährlichen Zuwachs von durchschnittlich 6.4 %. Damit hat die Endoskopie die 
höchste Wachstumsrate unter den zehn umsatzstärksten Segmenten der globalen Medizintechnik-
industrie (Evaluate 2017a, Abb. 1.2). Dieser Aufschwung zeigt den wirtschaftlichen und gesell-
schaftlich notwendigen Forschungsbedarf zur Verbesserung und Weiterentwicklung computer-
gestützter Assistenzsysteme in der MIC.  
Abb. 1.2: Umsatzentwicklung der zehn stärksten Segmente der globalen Medizintechnikindustrie 
im Zeitraum von 2016 bis 2022; zusammengestellt aus Evaluate (2017a, 2017b) 
Der Beitrag der optischen Messtechnik in der computerassistierten MIC ist essenziell. Kalibrierte 
endoskopische Bilder ermöglichen hochgenaue Messungen von der betrachteten Region im Inneren 
des Patienten. Messwerte oder davon abgeleitete Größen wie Strecken, Flächen, Oberflächen-
modelle oder Volumina (z.B. von Tumoren) können während einer Operation (intraoperativ) 
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erhoben, weiterverarbeitet und dem Chirurgen visualisiert werden. Bestimmte Größen könnten bei 
Bedarf manuell abgegriffen werden. Diese Möglichkeiten und Zusatzinformationen unterstützen 
und erweitern (Augmented Reality) die räumliche Wahrnehmung des Chirurgen enorm. Mithilfe 
der intraoperativen Messungen können beispielsweise einzelne Diagnosebilder oder ganze 3D-
Modelle, die vor einer Operation (präoperativ) erhoben werden, in die Endoskopiesicht integriert 
werden (z.B. Schichtbilder oder davon abgeleitete 3D-Modelle aus CT- oder MRT-Scans, CAD-
Modelle). Darüber hinaus können die 3D-Daten zu Dokumentations- oder Schulungszwecken (z.B. 
als Simulations- und Trainingsumgebung) archiviert bzw. aufbereitet werden.  
Die aufgezeigten Möglichkeiten beziehen sich lediglich auf endoskopische Anwendungen und 
spiegeln nur einen Bruchteil der aktuell erforschten Assistenzsysteme und Messmittel wider. Die 
Forschungsaktivitäten im Bereich der computerassistierten Chirurgie sind sehr vielfältig, innovativ 
und höchst interdisziplinär. In einer umfassenden Übersicht in Kap. 2.1 und 2.4 stellt sich heraus, 
dass insbesondere in der endoskopischen Oberflächenerfassung Defizite bestehen, die noch nicht 
aus dem Sichtfeld der Nahbereichsphotogrammetrie betrachtet wurden, und dass sich hieraus ein 
Verbesserungspotenzial ergibt. Für diese Arbeit stellt die dargestellte Sichtweise gegenüber den 
zahlreichen Forschungen aus der Medizintechnik ein Alleinstellungsmerkmal dar.  
Die medizinischen und messtechnischen Herausforderungen werden im Folgenden anhand einer 
konkreten Anwendung und einem dafür geforderten Assistenzsystem beschrieben. Das Haupt-
augenmerk liegt dabei auf der endoskopischen Oberflächenerfassung.  
1.2 ANWENDUNGSBEZUG UND PROBLEMSTELLUNG 
Eine typische endoskopische Anwendung, die sehr von einem zuverlässigen bildgestützten 
Assistenzsystem profitieren würde, ist die minimalinvasive Entfernung eines nach außen wachsen-
den (exophytischen) Nierentumors – eine laparoskopische partielle Nephrektomie (LPN) oder 
Nierenteilresektion. In welcher Form ein Assistenzsystem beisteuern könnte, ergibt sich aus den 
Problemen einer herkömmlichen LPN ohne Assistenzsystem. Hier wird der Nierentumor anhand 
von präoperativen CT- oder MRT-Schichtbildern lokalisiert und es werden über kleine, gezielt 
platzierte Einschnitte in die Bauchdecke Zugänge für das Endoskop und die chirurgischen 
Werkzeuge geschaffen. Nach endoskopischer Lokalisierung des Tumors wird dieser vom umlie-
genden Gewebe freigestellt. Abb. 1.3 zeigt beispielhaft ein endoskopisches Bild eines freigelegten 
Tumors (Ø 2.5 cm) am oberen Nierenpol sowie die Abtrennung.  
 
Abb. 1.3: Endoskopiebilder eines Tumors vor und nach Abtrennung (Carus 2014, S. 358) 
In Abb. 1.4 wird ein anderer Tumor dargestellt. Abb. 1.4a zeigt eine MRT-Aufnahme und lässt 
einen Tumor am unteren Pol der linken Niere (rechts im MRT-Bild) erkennen. Abb. 1.4b zeigt eine 
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endoskopische Nierenpolklemme, mit der die Niere fixiert und der Blutfluss gemindert wird. Abb. 
1.4 c-d sind Endoskopiebilder vor (c), während (d) und nach (e) der Abtrennung des Tumors. Bei 
der Resektion wird entweder eine laparoskopische Nierenpolklemme (Abb. 1.4b) oder eine 
Koagulationsschere zur Blutungsstillung eingesetzt (Koagulation = Zerstörung von Gewebe und 
gleichzeitige Blutstillung durch starke Erhitzung durch Strom, Carus 2014, S. 25–39). Die 
Nierenpolklemme kann zusätzlich zur Fixierung und Positionierung des Organs verwendet werden. 
Zu weiteren detaillierteren Abläufen einer herkömmlichen LPN ohne Assistenzsystem sei auf die 
medizinische Fachliteratur verwiesen (Carus 2014, S. 353–360).  
 
Abb. 1.4: Bilder einer laparoskopischen partiellen Nephrektomie; (a) frontale MRT-Aufnahme 
der inneren Organe, Tumor an der Unterseite der linken Niere (rechts im Bild, roter 
Kreis); (b) laparoskopische Nierenpolklemme; Endoskopiesicht vor (c), während (d) 
und nach (e) der Abtrennung des Tumors; (Simon et al. 2009) 
Grundsätzlich besteht bei der Entfernung von Tumoren die Schwierigkeit, dass sich gesundes und 
ungesundes Gewebe farblich und strukturell kaum voneinander unterscheiden lassen. Insbesondere 
der Übergang zwischen gesundem und ungesundem Gewebe ist nicht eindeutig definierbar. 
Während der Entfernung wird dies unter Umständen erschwert durch einen permanenten Blutfluss 
oder durch Rauchentwicklung bei Koagulation. Dem Chirurgen stellt sich die Frage, wo genau der 
Trennschnitt angesetzt werden soll. Einerseits muss der Tumor vollständig entfernt werden, um 
eine erneute Ausbreitung zu verhindern, andererseits soll möglichst wenig gesundes Gewebe 
beschädigt werden, um den Patienten nicht unnötig zu belasten.  
Da Tumore meist eine andere Dichte oder einen anderen Wassergehalt als das umliegende gesunde 
Gewebe aufweisen, können sie i.d.R. sehr gut in CT- oder MRT-Daten identifiziert, lokalisiert und 
von gesundem Gewebe unterschieden werden (Abb. 1.4a). Deshalb sind präoperative CT- oder 
MRT-Aufnahmen zur Diagnose, Planung und Durchführung einer LPN unerlässlich (Carus 2014, 
(a) 
(b) 
(c) 
(d) 
(e) 
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S. 358). Während einer Operation haben die präoperativen Daten und Planungsinformationen 
jedoch keinen räumlichen Bezug zu der betrachteten Endoskopieszene – ein Bezug beruht allein 
auf den kognitiven Fähigkeiten und Erfahrungen des Chirurgen.  
An dieser Stelle könnte ein computergestütztes Assistenzsystem durch eine Überblendung von 
Planungsdaten in die Endoskopiesicht einen erheblichen Mehrwert leisten, den Operationsprozess 
erleichtern und womöglich das Operationsergebnis verbessern.  
Das Konzept einer computerassistierten LPN sieht vor, dass aus den präoperativen Schichtbildern 
vorab ein 3D-Planungsmodell erzeugt wird, in dem die Niere und der Tumor segmentiert, drei-
dimensional rekonstruiert und mit Planungsinformationen versehen wird. Die Planungsinformatio-
nen können beispielsweise bestimmte Punkte, Trennlinien, Risikobereiche oder Organklassifizier-
ungen enthalten, die durch den Chirurgen oder einen Mitarbeiter manuell in das präoperative 3D-
Modell eingepflegt werden. Während der Operation werden mithilfe eines kalibrierten Endoskops 
die Niere und der Tumor messtechnisch erfasst und ein Oberflächenmodell erzeugt. Die intra-
operativ erfasste Punktwolke bzw. Oberfläche und das präoperative Planungsmodell können dann 
an identischen Bereichen bestmöglich registriert werden. Hierbei ist zu berücksichtigen, dass die 
beiden Datensätze zueinander deformiert sein können und ggf. spezielle Transformationen (mit 
Ausreißertest, Kongruenzanalyse oder finiten Verformungen, z.B. Li et al. 2009) angewendet 
werden müssen. Anschließend können die registrierten Planungsdaten in die Endoskopiesicht 
projiziert und somit die Realität für den Chirurgen erweitert werden. Während der Operation, bei 
der verstärkte Deformationen des Gewebes auftreten, könnte das Planungsmodell kontinuierlich 
nachregistriert werden. Alternativ könnten die Planungsinformationen direkt in die intraoperativ 
erfasste Punktwolke übertragen werden, was ein Tracking der Planungsmerkmale erfordern würde. 
Dies könnte beispielsweise durch das von Schoob et al. (2016) beschriebene Verfahren realisiert 
werden. Mithilfe der überlagerten Planungsinformationen kann der Chirurg zielgenau eine 
Nierenpolklemme ansetzen und die ersten Trennschnitte z.B. mit einer Koagulationsschere 
durchführen. Weiterhin profitiert er von einer kontinuierlichen Oberflächenerfassung und 
Visualisierung der Operationsszene. Der konzeptionelle Ablauf einer computerassistierten LPN 
wird in Abb. 1.5 dargestellt.  
 
Abb. 1.5: Ablaufschema einer computerassistierten laparoskopischen partiellen Nephrektomie; 
Forschungsschwerpunkte dieser Arbeit sind rot markiert 
Im Gegensatz zu endoskopischen Herz- oder Lungenoperationen stellt eine Nierenoperation 
günstigere Bedingungen für eine derartige Computerassistenz dar, da eine Niere relativ formstabil 
und ortsfest ist. In einem lebenden Organismus kommen bei einem Herzen der Puls und bei einer 
Lunge die Atmung hinzu, die zusätzliche Deformationen verursachen. Nichtsdestotrotz ist eine 
Niere Weichteilgewebe und deformiert sich bei einer Operation. Selbst bei Knochen können 
Unterschiede zwischen prä- und intraoperativen Messungen auftreten, wie Kap. 5.3 zeigt. 
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Ein derartiges Assistenzsystem würde die Operation erleichtern, beschleunigen und das Ergebnis 
verbessern. Eine der größten Herausforderungen dabei ist jedoch eine vollständige, fehlerfreie, 
robuste und präzise Oberflächenerfassung. Schwierigkeiten bereiten das extrem miniaturisierte 
Equipment bzw. die schlechte Aufnahmekonfiguration sowie die sehr speziellen Aufnahme-
bedingungen innerhalb des lebendigen Körpers: 
 Das Gewebe ist weich und ständig in Bewegung, das Endoskop wird relativ dazu bewegt. 
 Die Beleuchtung ist u.U. nicht ausreichend oder ungleichmäßig. 
 Es treten starke und wechselnde Reflexionen auf (durch Beleuchtung und Flüssigkeiten). 
 Es gibt teilweise sehr homogene Bereiche oder wiederholende Muster. 
 Es gibt bewegende und verdeckende Hindernisse (chirurgische Werkzeuge). 
 Es können sonstige Störungen und Verzerrungen im Bild auftreten.  
(Lichtbrechung durch Gase oder Flüssigkeiten, thermische Einflüsse). 
Einige der visuellen Störeffekte sind in den endoskopischen Aufnahmen der Abb. 1.3 und Abb. 
1.4 c-e sichtbar. Auch in der Literatur wird ausführlich von derartigen Schwierigkeiten berichtet 
(Maier-Hein et al. 2013; Bernhardt et al. 2017) und verschiedene Lösungskonzepte vorgestellt 
(siehe Kap. 2.4). Ohne eine zuverlässige, korrekte und präzise Oberflächenerfassung können die 
Planungsdaten nicht adäquat überlagert werden. Dies führt zu ungenauen Zusatzinformationen für 
den Chirurgen und schlimmstenfalls zu fehlerhaften, aber dennoch vom Assistenzsystem vorge-
schlagenen, Operationsschritten.  
In dieser Arbeit wird die Problematik bereits am Anfang der Prozesskette behandelt, indem ein 
spezialisiertes Endoskopiesystem und ein zugehöriges Auswerteverfahren zur verbesserten Ober-
flächenerfassung entwickelt und untersucht wird (Abb. 1.5 rote Markierungen). Die übrigen 
Teilschritte einer computerassistierten LPN werden nicht oder nur oberflächlich behandelt, da sie 
über den eigentlichen Fokus dieser Arbeit hinausgehen.  
1.3 ZIELSETZUNG UND FORSCHUNGSFRAGE 
Diese Arbeit befasst sich eingehend mit zwei elementaren Bausteinen des beschriebenen Assistenz-
systems: Entwicklung eines neuartigen Endoskopiesystems und eines darauf angepassten 
Auswerteverfahrens zur robusten Oberflächenerfassung in der MIC. Das Endoskopiesystem sowie 
das Auswerteverfahren werden anhand von Versuchsmessungen eingehend evaluiert und der 
Mehrwert gegenüber einem Stereosystem bewertet.  
Wie sich in der Literaturrecherche (Kap. 2.4) herausstellt, können selbst mit stereoskopischen 
Endoskopen und komplexen Auswerteverfahren keine zufriedenstellenden Ergebnisse erzielt 
werden. Sie weisen aufgrund der schwierigen Umgebungsbedingungen (s.o.) Lücken, Störungen 
oder Abweichungen auf, die eine zuverlässige computerassistierte Operation erschweren. Da die 
erforschten Auswerteverfahren für bisherige Endoskopiesysteme bereits ausgereizt erscheinen und 
trotzdem bessere Ergebnisse verlangt werden, wird ein neuartiges Endoskopiesystem entwickelt. 
Dieses soll einerseits robuste Oberflächenmessungen ermöglichen – insbesondere in homogenen 
oder reflektierenden Bereichen – und andererseits technisch einfach realisierbar sein, sich 
prinzipiell zur Serienentwicklung eignen und gut in bestehende Operationsabläufe integriert werden 
können. Dazu wird ein Demonstrator eines Dreikamera-Endoskops, ein sog. trinokulares Endoskop, 
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konstruiert, das durch die verschiedenen Kombinationsmöglichkeiten der Einzelbilder zuver-
lässigere und robustere Ergebnisse bei der Oberflächenerfassung liefert. Außerdem wird ein 
Polfilter-Setup integriert, das störende Reflexionen unterdrückt. Für Medizingerätehersteller ist 
eine serienhafte Entwicklung eines trinokularen Endoskops durchaus realisierbar, da bereits 
bekannte Komponenten verbaut und lediglich neu angeordnet werden müssen. Auch im klinischen 
Alltag wäre ein derartiges System gut integrierbar, da es den bereits etablierten Stereoendoskopen 
sehr ähnelt. Wie sich in der Literaturrecherche (Kap. 2.4) zeigt, sind trinokulare Endoskope zur 
Oberflächenmessung noch nicht betrachtet worden. Die Polfiltertechnik ist zwar grundsätzlich 
bekannt, aber gerade im Kontext der optischen Messtechnik und Endoskopie bedarf es noch 
tiefergehender Untersuchungen.  
Die Genauigkeitsanforderungen eines endoskopischen Messsystems sind stark von der Anwendung 
und den damit verbundenen Größenordnungen und Organen abhängig – bei Operationen am Gehirn 
sind beispielsweise höhere Anforderungen als im Bauchraum gefragt. Für die dargestellte 
computerassistierte LPN können Genauigkeitsanforderungen von der Breite des Resektionsrandes, 
der geometrischen Genauigkeit der präoperativen Planungsdaten oder der kleinsten aufzudeck-
enden Objektstruktur abgeleitet werden. Letzteres können beispielsweise Aderstrukturen oder 
Einschnitte sein, für die eine Größenordnung von 1 mm angesetzt wird. Als Resektionsrand wird 
das gesunde Gewebe bezeichnet, das um den Tumor herum mit abgetrennt wird. Um den Patienten 
möglichst wenig zu schaden, sollte dieser Rand einerseits möglichst klein sein, andererseits muss 
der Tumor mit hoher Sicherheit vollständig entfernt werden, wobei ein großer Rand die Sicherheit 
erhöht. Gemäß der „R+1 mm“ Klassifizierung der Internationalen Vereinigung gegen Krebs 
(UICC) sollte dieser Rand nicht weniger als 1 mm betragen (Endo und Lin 2018). Von Hughes-
Hallett et al. (2014) wird für eine LPN ein Resektionsrand von 4-7 mm angesetzt, der etwas 
praxisnäher erscheint. Nach Registrierung mit dem Planungsmodell muss also sichergestellt sein, 
dass die virtuelle Trennlinie mindestens 4 mm vom tatsächlichen Tumor entfernt liegt. Eine weitere 
Einflussgröße ist das Planungsmodell selbst. Mit typischen Voxelgrößen eines präoperativen 
Volumenscans von 1.5-3 mm und einer angenommenen Segmentiergenauigkeit von 2 Voxel (engl. 
volume element, analog zu Pixel (engl. picture element) im Raum) ergibt sich eine geometrische 
Unsicherheit des 3D-Modells von etwa 3-6 mm. Voxelgrößen von unter 1 mm sind zwar technisch 
realisierbar, werden praktisch jedoch kaum eingesetzt. Der Resektionsrand sollte entsprechend 
dieser und weiterer Ungenauigkeiten (z.B. Oberflächenerfassung, Positioniergenauigkeit von 
chirurgischen Werkzeugen/Tracking) vergrößert werden. Die Registriergenauigkeit zwischen den 
prä- und intraoperativen Daten sollte möglichst unterhalb des erweiterten Resektionsrandes liegen. 
Erzielbare Registriergenauigkeiten können aus der Literatur bezogen werden und liegen im Bereich 
von 6 mm (Transformation mit finiten Verformungen) bis 10 mm (starre Transformation) für 
Experimente an einer Silikonleber (Thompson et al. 2018; Robu et al. 2018; Bernhardt et al. 2017, 
S. 72). Da die Problemstellung einer adäquaten Registrierung sehr umfangreich ist, würde es den 
Fokus dieser Arbeit ablenken und wird deshalb nicht tiefergehend behandelt. Um die ohnehin schon 
großen Einflüsse in der Fehlerkette nicht weiter zu verschlechtern, wird für das intraoperative 
Messsystem eine verhältnismäßig geringe Objektpunktgenauigkeit von 1 mm und eine 
Objektauflösung von 2 mm (entsprechend Voxelgröße) für die Registrierung angesetzt. Zur 
Erfassung kleiner Details sollte die objektseitige Genauigkeit und Auflösung eher im Bereich von 
<0.5 mm liegen. Zur Erreichung dieser Werte sind bei der Entwicklung des Demonstrators 
geeignete Parameter hinsichtlich Bildauflösung, Pixelgröße, Aufnahmekonfiguration zu wählen.  
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Da das neuartige Endoskopiesystem drei orientierte Bilder liefert, ist das Problem der Bild-
zuordnung prinzipiell bessergestellt als mit nur zwei Bildern bei einem Stereoendoskop. Zur 
bestmöglichen Ausnutzung der drei Bilder wird ein angepasstes Auswerteverfahren entwickelt und 
mit einer herkömmlichen Stereoauswertung verglichen. Die Dreibildauswertung beinhaltet eine 
Berechnung von Normalbildtripel, eine geometrisch gestützte Dreibildzuordnung (Schnitt von 
Epipolarlinien), eine effiziente semi-globale (SG) Optimierung für Bildtripel sowie weitere 
effizienzsteigernde Auswertestrategien. Konzeptionell werden die Prozeduren auch für beliebig 
viele Bilder beschrieben, jedoch nur für zwei und drei Bilder realisiert und untersucht. Da 
Stereoendoskope bereits im alltäglichen Einsatz sind und trinokulare Endoskope neu entwickelt 
und auf den Markt gebracht werden müssten, stellt sich die Frage, welchen Mehrwert das dritte Bild 
für eine Oberflächenerfassung in der Endoskopie tatsächlich liefert. Um dies zu überprüfen, werden 
drei Hypothesen aufgestellt, die am Beispiel der Endoskopie geprüft werden und aufgrund ihrer 
substanziellen Bedeutung in der Bildzuordnung prinzipiell auf sämtliche Dreikamerasysteme oder 
–anordnungen übertragen werden können. Somit sind die Forschungsergebnisse dieser Arbeit nicht 
nur auf die computerassistierte MIC beschränkt, sondern auch für grundlegende Bildzuordnungs-
probleme, z.B. in der Robotik, der Qualitätsprüfung oder der terrestrischen/urbanen Oberflächen-
erfassung, relevant. Die Hypothesen (H) werden im Kontext einer flächenbasierten Bildzuordnung 
und im Vergleich zu zwei Bildern formuliert. Es wird vermutet, dass ein drittes Bild robustere 
Ergebnisse (H1) und kleinere Referenz- bzw. Suchfenster (H2) ermöglicht sowie eine SG-
Optimierung weitestgehend ersetzt (H3).  
Für eine merkmalsbasierte Bildzuordnung wird H1 bereits durch Maas (1992a) bestätigt – durch 
Schnitt von Epipolarlinien wird die Anzahl möglicher Mehrdeutigkeiten um etwa eine Zehner-
potenz reduziert. Bezüglich einer flächenbasierten Bildzuordnung, die eine dichte, pixelweise 
Oberflächenerfassung ermöglicht, wird an Untersuchungen aus der Literatur angeknüpft. Diese 
bestätigen anhand von Simulationen (Tsai 1983; Zhang et al. 2003; Heinrichs et al. 2007), 
Benchmark-Datensätzen (Smirnov et al. 2010), realen Aufnahmen von historischen Bauwerken 
oder Alltagsszenen (Zhang et al. 2003; Heinrichs et al. 2007; Smirnov et al. 2010) ebenfalls die 
Hypothese H1.  
Weiterhin nehmen Tsai, Zhang et al. und Smirnov et al. Bezug zur Fenstergröße und können auch 
die Hypothese H2 bestätigen. Bei schwacher Textur (Zhang et al.) oder ab einer gewissen 
Fenstergröße (Smirnov et al.) soll eine Dreibildauswertung eine Stereoauswertung hinsichtlich 
Vollständigkeit und Genauigkeit übertreffen. Smirnov et al. gehen noch einen Schritt weiter und 
stellen die These auf, dass sogar zeitkritische Applikationen von einer dritten Kamera profitieren 
könnten, da mit Reduktion der Fenstergröße oft auch eine Reduktion der Rechenkomplexität 
einhergeht. Um die These von Smirnov et al. und auch H2 theoretisch näher zu beleuchten, wird 
für eine einzelne Bildzuordnung die Bild- bzw. Fensteranzahl, die Fenstergröße und die Anzahl der 
involvierten Pixel gegenübergestellt (Abb. 1.6). Die Pixelanzahl liefert zusammen mit der Anzahl 
der Graustufen (Bittiefe) den Informationsgehalt für eine Zuordnung. Die Pixelanzahl wird 
berechnet aus dem Quadrat der Seitenlänge eines Fensters multipliziert mit der Anzahl der Bilder 
– z.B. ergeben sich für Fenstergröße 9 und 3 Bilder 92 · 3 = 243 Pixel. Die Pixelanzahl wächst mit 
zunehmender Bildanzahl linear und mit zunehmender Fenstergröße quadratisch. Beispielhaft wird 
für verschiedene Bildanzahlen die am nächsten liegende Pixelanzahl zu 2 Bildern und den 
Fenstergrößen 11 (rot) und 17 (orange) markiert. Für den Fall, dass die Zuverlässigkeit einer 
Zuordnung allein aus der involvierten Pixelanzahl resultiert, kann anstelle von 2 Bildern mit einer 
Fenstergröße von 11 eine Bildanzahl von 3, 4, 7, 16 mit den jeweiligen Fenstergrößen 9, 7, 5, 3 
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gewählt werden (rot). Aufgrund der unterschiedlichen Wachstumsraten (linear, quadratisch) sind 
die Unterschiede mit wenig Bildern und großen Fenstern wesentlich größer. Sind bei einer 
Anwendung mit zwei Bildern große Fenster anzusetzen, kann ein drittes Bild einen großen 
Informationsgewinn liefern und wesentlich kleinere Fenster ermöglichen, sofern es die Objekttextur 
zulässt (z.B. Fenstergröße 17 und 13 bei 2 und 3 Bildern, orange). Im Umkehrschluss ist zu 
erkennen, dass die Pixelanzahl bei besonders kleinen Fenstern und vielen Bildern nahezu stagniert. 
Ab einer gewissen Fenstergröße erscheint es also wenig sinnvoll, die Bildanzahl zu erhöhen, da 
dies aus praktischer Sicht i.d.R. wesentlich aufwendiger ist, als die Fenstergröße zu erhöhen.  
 
Abb. 1.6: Pixelanzahl einer Bildzuordnung bei variierender Fenstergröße und Bildanzahl 
Für den Fall, dass die Pixelanzahl mit der Rechenkomplexität korreliert, können die oben 
angestellten Überlegungen auch auf die Auswertegeschwindigkeit übertragen werden. Eine 
Auswertung mit 7 Bildern und einer Fenstergröße von 9 benötigt also fast genauso viel Rechenzeit 
wie eine Auswertung mit 2 Bildern und einer Fenstergröße von 17 (orange). Eine Verminderung 
der Rechenzeit bei gleicher Zuverlässigkeit ist bei dieser Annahme jedoch nicht möglich, da die 
angenommenen Korrelationen kommutativ sind (Pixelanzahl ≈ Zuverlässigkeit ≈ Rechenkomplex-
ität). Hiernach könnte die These einer kürzeren Rechenzeit nach Smirnov et al. nicht bestätigt 
werden. Aus praktischer Sicht können die dargestellten Zusammenhänge jedoch nicht allein aus der 
Pixelanzahl abgeleitet werden, da Einflussfaktoren von z.B. der programmtechnischen Umsetzung 
(CPU, GPU, Parallelisierung, algorithmische Raffinessen), der Objekttextur, der Bildanordnung 
oder Ungenauigkeiten bei der Bildaufnahme (Rauschen, Kamerakalibrierung) nicht berücksichtigt 
werden. Bei einfachen Realisierungen können die Zusammenhänge aus Abb. 1.6 möglicherweise 
bis zu einem gewissen Grad als grobe Richtwerte bei der Wahl der Bildanzahl und Fenstergröße 
genutzt werden.  
Das semi-global Matching (SGM) von Hirschmüller (2005, 2008) ist vornehmlich für eine Stereo-
auswertung ausgelegt, weshalb Heinrichs et al. (2007) eine effiziente Variante für Bildtripel 
vorstellt. Zur Überprüfung der Hypothese H3 werden in dieser Arbeit die bi- und effiziente 
trinokulare SG-Optimierung realisiert und z.T. modifiziert (Aggregationsfunktion, mehrere Strafen, 
dynamischer Straffaktor, Kap. 4.3.2, 5.2.3, 5.2.4). Eine derartige Untersuchung wurde nach 
Kenntnis des Autors bislang noch nicht durchgeführt. Für den Fall, dass eine SG-Optimierung durch 
ein drittes Bild ersetzt werden kann, müsste im Umkehrschluss gelten, dass auf ein drittes Bild 
verzichtet werden kann, wenn eine SG-Optimierung angewendet wird. Da sich die Strategien zur 
Verbesserung der Zuverlässigkeit stark unterscheiden (drittes Bild löst Mehrdeutigkeiten, SGM 
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glättet und füllt Lücken), ist zunächst kein direkter Zusammenhang der Auswirkungen erkennbar 
und eine Überprüfung der Hypothese hochinteressant.  
Zwar können H1 und H2 bereits in der Literatur (s.o.) bestätigt werden, allerdings beziehen sich 
die Untersuchungen auf einfache und gut konditionierte Anwendungsfälle. In dieser Arbeit werden 
die Hypothesen hinsichtlich eines schlechten Höhen-Basis-Verhältnisses, Bildrauschen, ungenauer 
Orientierungsparameter, Reflexionen und realitätsnaher Endoskopieaufnahmen untersucht. Zudem 
werden die Auswirkungen einer SG-Optimierung analysiert und die neue Hypothese H3 geprüft. 
Somit hebt sich diese Arbeit von der bisherigen Literatur ab und bleibt weiterhin übertragbar auf 
ähnlich gestellte Anwendungen, auch außerhalb der MIC.  
Anhand von Experimenten mit synthetischen Bildern und realen Versuchsmessungen werden die 
Ergebnisse der Zwei- und Dreibildauswertung ohne und mit SG-Optimierung gegenübergestellt, 
bewertet und die Hypothesen geprüft. Die synthetischen Daten bieten eine absolute Referenz und 
ermöglichen eine Gegenüberstellung der Auswerteverfahren ohne äußere Einflüsse. Um genau 
diese zu beurteilen, werden exemplarisch Reflexionen, Bildrauschen und Kalibrierungenauigkeiten 
angebracht und deren Auswirkungen analysiert. Mit den realen Versuchsmessungen werden die 
Auswerteverfahren unter Verwendung des entwickelten Demonstrators und realen Versuchs-
objekten untersucht. Zunächst wird das Potenzial des Dreikamera-Endoskops anhand eines 
Referenzobjektes evaluiert und anschließend in Anlehnung einer LPN Versuche an einer Schweine-
niere durchgeführt. Ausblickend wird ein realer Datensatz exemplarisch mit einem präoperativen 
3D-Modell registriert. Aus Gründen der Umsetzbarkeit handelt es sich hierbei zwar um eine 
orthopädische Anwendung, einige der Erkenntnisse sind jedoch übertragbar auf eine computer-
assistierte LPN.  
Zusammengefasst ergeben sich drei Ziele und drei Hypothesen, die erarbeitet und überprüft werden: 
1. Konzeption eines Dreikamera-Endoskops und Entwicklung eines Demonstrators. 
2. Entwicklung eines angepassten Auswerteverfahren zur robusten Oberflächenerfassung. 
3. Exemplarische Auswertung und Analyse simulierter Bilder und realer Versuche. 
Die Hypothesen im Kontext einer flächenbasierten Bildzuordnung und im Vergleich zu zwei 
Bildern lauten: 
Ein drittes Bild 
 
führt zu robusteren Ergebnissen, 
ermöglicht kleinere Referenz- bzw. Suchfenster und 
ersetzt eine semi-globale Optimierung. 
(H1) 
(H2) 
(H3) 
 
Mit der Ausarbeitung der Forschungsfragen und den gewonnenen Erkenntnissen trägt diese Arbeit 
dazu bei, Assistenzsysteme in der MIC weiter auszubauen und grundlegende Zusammenhänge 
zwischen Fenstergröße, Bildanzahl und SG-Optimierung in der Bildzuordnung besser zu verstehen.  
1.4 AUFBAU DER ARBEIT 
Nach der Einleitung samt Motivation, Erläuterung des übergeordneten Themas und der konkreten 
Forschungsfragen (Kap. 1) folgen in Kap. 2 fachspezifische Grundlagen und eine umfassende 
Übersicht über den aktuellen Stand der Forschung. Da die Thematik einen stark interdisziplinären 
Charakter hat und für jede involvierte Disziplin nachvollziehbar sein soll, werden notwendige 
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Grundlagen der Photogrammetrie, Bildzuordnung und Medizintechnik kompakt aufgeführt. 
Besonders hervorzuheben ist das Kap. 2.4, in dem die verschiedenen Disziplinen zu Messsystemen 
in der MIC zusammengeführt werden. Anhand der Literatur in diesem Bereich werden die eingangs 
aufgestellte Problematik verdeutlicht, die Defizite aktueller Lösungen benannt und die Notwen-
digkeit besserer Lösungsansätze bestätigt. Weiterhin werden physikalische Grundlagen und 
praktische Anwendungen zur Reflexionsunterdrückung durch Polarisationsfilter vermittelt.  
In Kap. 3 wird aus den Erkenntnissen der bisherigen Forschungen und von eigenen Vorunter-
suchungen mit einem professionellen Stereoendoskop ein optimiertes trinokulares Endoskop 
konzipiert und analysiert. Mit diesem als Vorlage wird ein Demonstrator entwickelt, der die 
wesentlichen Eigenschaften nachstellt und zudem eine Reflexionsunterdrückung durch Polari-
sationsfilter ermöglicht. Nach Begutachtung der endoskopischen Kalibrieransätze aus der Literatur 
werden eine photogrammetrische Systemkalibrierung des Demonstrators durchgeführt, die 
Ergebnisse bewertet und besondere Schwierigkeiten aufgezeigt. Sowohl für das optimierte System 
als auch für den Demonstrator wird eine Genauigkeitsabschätzung durchgeführt.  
In Kap. 4 wird das angepasste Auswerteverfahren theoretisch beleuchtet, algorithmisch umgesetzt 
und mit Beispielen erklärt. Die einzelnen Schritte werden zunächst anhand eines Flussdiagramms 
zusammengefasst und nachfolgend erläutert. Die Auswertung beinhaltet eine effiziente Berechnung 
von Normalbildtripel, eine geometrisch gestützte Zuordnungsstrategie, eine erweiterte SG-
Optimierung, ein Aggregationskonzept für mehrere Bilder, eine auf drei Bilder angepasste 
Subpixelinterpolation, einen Medianfilter sowie diverse Methoden zur algorithmischen Beschleu-
nigung. Jedes dieser Komponenten ist eine Eigenentwicklung in der Programmiersprache C++ und 
bedarf lediglich grundlegender Datentypen der Programmierbibliothek OpenCV.  
In Kap. 5 werden die Auswertealgorithmik und der Demonstrator anhand von synthetischen und 
realen Experimenten evaluiert. Für die Ergebnisse der bi- und trinokularen Auswertung ohne und 
mit SG-Optimierung und allen Fenstergrößen zwischen 3 und 19 Pixeln werden Kennwerte 
bezüglich Objektpunktrauschen, absoluter Abweichung und Vollständigkeit gegenübergestellt. 
Anhand synthetischer Daten wird ein prinzipieller Mehrwert einer Dreibildauswertung evaluiert 
und realitätsnahe Störeffekte wie Reflexionen, Bildrauschen und ungenaue Orientierungsparameter 
untersucht. Bei einigen realen Aufnahmen mit dem Demonstrator existieren keine übergeordnet 
genauen Referenzdaten, weshalb relative Vergleiche angestellt werden. Weiterhin wird die 
praktische Anwendung der Polarisationstechnik dargestellt. In einem realen Versuch mit Referenz-
daten können die Ergebnisse aus der Simulation bestätigt werden. Ausblickend wird ein prä- und 
intraoperativer Datensatz aus der Orthopädie miteinander registriert.  
In Kap. 6 werden die Erkenntnisse aus allen Versuchen diskutiert, kritisch bewertet und die 
eingangs aufgestellten Hypothesen geprüft. Dieser Teil zeigt die wesentlichen Rückschlüsse aus 
dieser Arbeit auf.  
Zuletzt fasst Kap. 7 alle wesentlichen Aspekte der Problemstellung, des Lösungsweges und der 
Resultate zusammen. Die eingangs aufgestellten Ziele und Forschungsfragen werden mit den 
Erkenntnissen dieser Arbeit abgeglichen. Es wird auch dargestellt, welche Fragen noch nicht 
geklärt sind und wo weiterer Forschungsbedarf besteht. Abschließend werden aufstrebende 
Technologien und wichtige Trends der computerassistierten MIC aufgezeigt, zukunftweisende 
Systeme beschrieben und ein übergeordnetes Resümee dieser Arbeit gegeben.  
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2 STAND DER FORSCHUNG UND GRUNDLAGEN 
In diesem Kapitel werden notwendige Grundlagen und der aktuelle Stand der Forschung vermittelt. 
Aufgrund der Interdisziplinarität des Themas geht es um medizinische und messtechnische 
Kenntnisse sowie Kombinationen dieser Disziplinen. Nach einer Einführung in die Endoskopie 
werden Grundlagen zur Photogrammetrie und Bildzuordnung beschrieben. Mit diesem Wissen 
werden relevante Forschungsarbeiten bezüglich endoskopischer Messtechnik diskutiert und 
bewertet. Das Fazit über die begutachteten Messverfahren bestätigt die eingangs erläuterte 
Problematik und bekräftigt den angestrebten Lösungsweg in dieser Arbeit. Ergänzend werden 
Grundlagen und Möglichkeiten zur Reflexionsunterdrückung durch Polfilter erläutert.  
2.1 ENDOSKOPIE 
Die Grundaufgabe der Endoskopie ist die Betrachtung innenliegender, meist schwer zugänglicher 
Bereiche. Das Wort stammt aus dem Griechischen und setzt sich zusammen aus „Endo“ für „innen“ 
und „-skopie“ für „betrachten“ und bedeutet frei übersetzt so viel wie „hineinsehen“ (Dössel und 
Buzug 2014, S. 456).  
2.1.1 HISTORISCHE UND DERZEITIGE ENTWICKLUNGEN 
Die einfache Technik, mit einem Rohr in das Innere eines Menschen zu sehen, ist bereits sehr alt 
und hat ihre Ursprünge in der Antike (Hippocrates 460-375 v.Chr.). Die größten Schwierigkeiten 
bereiteten die schlechten Lichtverhältnisse. Wichtige Weiterentwicklungen waren daher Licht-
quellen aus Sonnenlicht und Spiegel (Albucasis von Cordoba 936-1013), aus Kerze und Lichtleiter 
(Bozzini 1806) sowie mit Erfindung der Glühbirne aus elektrischem Licht (Maximilian Nitze 1879). 
(Carus 2014, S. 4–6; Kramme 2017, S. 389; Groen 2017; Schollmeyer und Schollmeyer 2018). Die 
nächsten Meilensteine waren die Entwicklung von vollflexiblen Glasfaser-Lichtleitern (Hirscho-
witz et al. 1958), Stablinsensystemen zur hochqualitativen Bildübertragung in starren Endoskopen 
(Hopkins 2013) sowie einer Kaltlichtquelle mit reduziertem Infrarotanteil Ende der 1960er Jahre. 
Diese Systeme ermöglichen einen schonenderen Zugangsweg, eine bessere Bildqualität, Farbtreue 
und geringere Temperaturentwicklung (Groen 2017).  
Im Jahr 1984 wurde das erste Endoskop mit einem CCD Sensor vorgestellt (Sivak und Fleischer 
1984; Groen 2017). Der Bildsensor wurde an der Spitze (distales Ende) eines flexiblen Endoskops 
verbaut, wodurch gleichzeitig das erste Chip-on-the-tip Endoskop entstanden ist. Mit einem 
Durchmesser von 14.4 mm konnte es für Untersuchungen im Magenbereich eingesetzt werden. Im 
Laufe der Zeit haben sich die Bildsensoren rasant weiterentwickelt, sind jedoch zunächst vom 
distalen an das proximale Ende des Endoskops gerückt. Außerhalb des Körpers (z.B. im Handstück) 
können größere Sensoren verbaut werden, die eine bessere Bildqualität liefern. Nach Kramme 
(2017, S. 389) übertrifft die Auflösung moderner Endoskope mittlerweile deutlich die konven-
tionelle Sicht. Weitere Vorteile einer elektronischen Bilderfassung und -übertragung sind die 
Darstellung auf Monitoren für mehrere Betrachter sowie die Aufzeichnung und Archivierung. 
Heutzutage werden Bildsensoren wieder vermehrt am distalen Ende verbaut, da sich die Bild-
qualität besonders kleiner Sensoren erheblich verbessert hat (Groen 2017).  
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Einer der derzeit kleinsten Bildsensoren ist der Sensor NanEye, der ursprünglich von der Awaiba 
GmbH (Awaiba 2014) entwickelt wurde und aktuell von der AMS AG vertrieben wird (AMS 2018). 
Der CMOS Sensor hat eine Größe von 1×1 mm² und eine Auflösung von 250×250 Pixeln mit einer 
Pixelgröße von 3 µm. In verschiedenen Publikationen wurde der Sensor für endoskopische Anwen-
dungen näher untersucht (Staub 2013; Hsu 2014; Kim et al. 2015). Das derzeitige Limit der 
Miniaturisierung hat die Firma OmniVision Technologies Inc. mit dem Sensor OV6948 (Omni-
Vision 2018) erreicht. Der Bildsensor wird seit dem 2. Quartal 2018 kommerziell vertrieben und 
besitzt eine Größe von 575×575 µm² mit 200×200 Pixeln und einer Pixelgröße von 1.75 µm. Die 
Anwendungsgebiete der Mini-Sensoren erstreckt sich von medizinischen Endoskopen über 
industrielle Anwendungen bis hin zum Massenmarkt (OmniVision 2017).  
Ein wesentlicher Nachteil von monokularen Endoskopen ist die eingeschränkte Tiefenwahr-
nehmung. Zwar können erfahrene Chirurgen durch Bewegungsparallaxen, einem guten räumlichen 
Vorstellungsvermögen und Vorwissen über die reale menschliche Anatomie aus einem zwei-
dimensionalen Bild teilweise dreidimensionale Informationen ableiten, jedoch kann dies für 
unerfahrene Chirurgen oder für noch nie zuvor gesehenen Szenen sehr schwierig bis unmöglich 
sein. Deshalb wurden bereits in den 90er Jahren Stereoendoskope zur Verbesserung der Tiefen-
wahrnehmung entwickelt und untersucht (Schurr et al. 1996). Durch Stereoendoskope sollen 
chirurgische Eingriffe einfacher und sicherer durchgeführt werden. Der tatsächliche Nutzen einer 
stereoskopischen Sicht wird kontrovers diskutiert, da die Bildqualität damals noch deutlich 
schlechter als bei monokularen Endoskopen war (Kramme 2017, S. 329). Neben eher pessimis-
tischen Studien zum Einsatz von Stereoendoskopen, die keinen großen Mehrwert aufzeigen und 
technische Herausforderungen bemängeln (Müller-Richter et al. 2003; 2004; Kari et al. 2012), 
berichten optimistische Studien von besseren Tiefeneindrücken, einer besseren Hand-Auge-
Koordination, einer präziserer Instrumentenführung und kürzeren Operationszeiten (Durrani und 
Preminger 1995; Taffinder et al. 1999; Sinha et al. 2013). Gegen Ende der 2000er Jahre entwickelte 
sich ein kommerzieller 3D-Hype in der Film- und Computerspieleindustrie, der möglicherweise zur 
Popularität von Stereoendoskopen beigetragen hat. Mittlerweile sind Stereoendoskope in einigen 
Krankenhäusern zu Standardwerkzeugen geworden, sind aufgrund höherer Anschaffungskosten 
jedoch weniger verbreitet als herkömmliche monokulare Endoskope.  
 
Abb. 2.1: Stereoendoskop Aesculap EinsteinVision (a), Handstück mit Druckknöpfen (a links), 
Endoskopspitze mit aus- (b) und eingeschalteter (c) Lichtquelle 
Neben Stereoendoskopen werden zur Unterstützung der präzisen und filigranen Handbewegungen 
des Chirurgen in den 1990er Jahren verschiedene robotergestützte Systeme entwickelt (Intuitive 
Surgical 2018a). Eine neue Generation robotergestützter Systeme ist seit den 2000er Jahren das 
da Vinci® System (Camarillo et al. 2004; Groen 2017; Intuitive Surgical 2018b). Mithilfe intuitiver 
und ergonomischer Bedienelemente werden die Handbewegungen über eine sehr feine 
(a) 
(b) (c) 
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mechanische Übersetzung auf Roboterarme übertragen, welche die endoskopischen Werkzeuge 
führen. Durch eine separate Steuerkonsole können langwierige und sehr komplexe Operationen mit 
einer gleichbleibend hohen Präzision ferngesteuert durchgeführt werden. Ein großes Hindernis 
dieser Systeme für die alltägliche Praxis sind die momentan noch sehr hohen Anschaffungskosten. 
Nur wenige Kliniken können sich derartige Systeme leisten und sie im Alltag einsetzen.  
Die ersten Anfänge der computerassistierten Chirurgie gehen in die Mitte der 1980er Jahre zurück, 
als Schlöndorff Ideen für eine chirurgische Nähmaschine entwickelte (Mösges 2016). Derzeit 
werden für verschiedene Anwendungen spezielle Assistenzsysteme entwickelt, um Diagnosen oder 
Operationen zu verbessern und zu unterstützen. Beispielsweise werden störende Glanzlichter durch 
Schwellwert- und Intensitätsfilter reduziert (Abel et al. 2014), die Bildausrichtung bei Drehungen 
des Endoskops durch mikroelektromechanische Systeme stabilisiert (Koppel et al. 2005; Höller et 
al. 2010) oder bestimmte Gewebearten mittels fluoreszenzbasierter Nah-Infrarot Endoskopie 
segmentiert (Kumar et al. 2016; Kramme 2017, S. 402–404). Bei flexiblen Endoskopen entsteht 
durch die Glasfaserbündel eine kontraststarke Wabenstruktur in den Bildern, die durch Filterung 
im Frequenzraum (Dickens et al. 1998) oder durch Superposition (Lertrattanapanich und Bose 
2002; Winter et al. 2006; Winter 2008) weitestgehend entfernt werden kann. Um den hohen 
Anforderungen der modernen Chirurgie gerecht zu werden, sind computerassistierte Systeme 
zukünftig unerlässlich. Das Potenzial für endoskopische Assistenzsysteme ist längst noch nicht 
ausgeschöpft und erfordert weitere intensive Forschungen.  
2.1.2 MEDIZINISCHE ANWENDUNGEN 
In der Medizin werden die Anwendungsfälle in bestimmte Untersuchungsbereiche aufgegliedert. 
Die anatomischen Bereiche geben die Bauart der Endoskope sowie die fachlichen Bezeichnungen 
der spezifischen endoskopischen Methoden vor (Abb. 2.2).  
 Laparoskopie  Bauch- und Beckenhöhle 
 Thorakoskopie  Lunge und Brusthöhle 
 Arthroskopie  Gelenkhöhlen 
 Gastroskopie  Magen 
 Koloskopie  Enddarm 
 Zystoskopie  Harntrakt 
 Bronchoskopie  Luftröhre und Bronchien 
 Rhinoskopie  Nase und Rachen 
 … 
Abb. 2.2: Beispielhafte Zuordnung zwischen Verfahren und Anwendungsbereich; (Dössel und 
Buzug 2014, S. 469; Dössel 2016, S. 449; Kramme 2017, S. 388) 
Je nach Methode werden Endoskope mit einem starren (z.B. Laparoskopie) oder flexiblen 
(z.B. Bronchoskopie) Schaft und/oder mit einem großen (z.B. Laparoskopie ca. 4-10 mm) oder 
kleinen (z.B. Bronchoskopie ca. 2-6 mm) Durchmesser konzipiert. Mikroendoskope erreichen 
sogar Außendurchmesser von etwa 0.3 mm und werden z.B. für die Dentalendoskopie (Almikro 
2018) oder Untersuchung des Tränengangs am Auge (Kramme 2017, S. 402) eingesetzt. 
Stereoendoskope werden vornehmlich in der Laparoskopie eingesetzt, da in diesem Umfeld eher 
große Bauformen und Sichtweiten möglich sind. Die üblichen Aufnahmeabstände im Bauchraum 
Rhinoskopie 
Thorakoskopie 
Laparoskopie 
Arthroskopie 
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liegen im Bereich von etwa 20 bis 100 mm. Derartige Aufnahmeabstände werden durch aufblasen 
des Bauchraums mit Gasen (z.B. Kohlendioxid) erreicht. Weiterhin werden spezielle teleskopartige 
Werkzeuge verwendet, die auf der proximalen Seite mit einem Scheren-, Feder- oder Handgriff 
bedient werden und auf der distalen Seite verschiedene Instrumente wie Fasszangen, chirurgische 
Scheren oder Nadelhalter haben können (Abb. 2.3b). Koagulations- oder Ultraschall-Werkzeuge 
führen durch Verödung zu Rauchentwicklung, welche die Endoskopiesicht beeinträchtigen können. 
Weitere Informationen zu medizinischen Endoskopen und Werkzeugen können der Fachliteratur 
entnommen werden (Carus 2014; Dössel und Buzug 2014; Dössel 2016; Kramme 2017). 
Bei einer Laparoskopie werden Organe der Bauch- und Beckenhöhlen behandelt. Der Zugang für 
das Laparoskop geschieht üblicherweise über den Bauchnabel oder andere Körpereinschnitte. Ein 
sogenannter Trokar dient als universeller Zugangsweg während einer OP und kann über einen Gas- 
oder Wasserzufluss verfügen, mit dem der Behandlungsbereich aufgebläht oder gefüllt werden 
kann, um ein größeres Arbeitsvolumen zu schaffen. Endoskopische Werkzeuge werden über 
zusätzliche Körpereinschnitte und kleinere Trokare eingeführt. Die Operation wird ausschließlich 
unter der Sicht des Laparoskops und endoskopischer Lichtquelle mithilfe der miniaturisierten 
Werkzeuge durchgeführt (Abb. 2.3a).  
 
 
(a) 
 
 
(b) 
 
Abb. 2.3: Schema einer laparoskopischen partiellen Nephrektomie (a) und entsprechende 
chirurgische Werkzeuge (b) ;modifiziert nach Dössel und Buzug 2014, S. 461 (a); 
Kramme 2017, S. 395 (b) 
Flexible Systeme mit Arbeitskanal ermöglichen die sogenannte NOTES (engl. Natural Orifice 
Translumenal Endoscopic Surgery), bei der ein Zugang zum Behandlungsbereich durch natürliche 
Körperöffnungen und einem anschließenden Schnitt innerhalb des Körpers realisiert wird. Diese 
Methode hinterlässt keine äußerlichen Narben und ist weniger invasiv als z.B. der klassische 
laparoskopische Zugang über mehrere Körpereinschnitte für das Endoskop und die Instrumente 
(Rattner und Kalloo 2006; Kramme 2017, S. 406–407).  
Welche Methode und Instrumente tatsächlich verwendet werden, hängt letztlich von der 
individuellen Erkrankung des Patienten sowie von der Entscheidung und den Fähigkeiten des 
5 mm
Trokar
Videokamera
Greifer
10 mm Trokar
CO2
Laparoskop
Licht-
quelle
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Chirurgen ab. Die oben aufgeführte Liste ist aufgrund der großen Vielfalt der Verfahren nicht 
vollständig. Weitere Methoden und Details sind in der zitierten Literatur zu finden. Große Geräte-
hersteller wie die KARL STORZ SE & Co. KG (Karl Storz 2018), Olympus Deutschland GmbH 
(Olympus 2018b), Richard Wolf GmbH (Richard Wolf 2018a) und Schölly Fiberoptic GmbH 
(Schölly 2018a) geben ebenfalls einen guten Überblick über aktuelle Anwendungen und Produkte.  
Über die normale Instrumentenentwicklung hinaus bringt die medizintechnische Forschung immer 
wieder neue hoch innovative und technisierte Systeme hervor. Am Lehrstuhl für Kontinuums-
robotik, der im April 2019 von der Leibnitz Universität Hannover zur Universität von Toronto 
gezogen ist, werden flexible, aktiv steuerbare Endoskope entwickelt (Burgner-Kahrs et al. 2015; 
LKR 2017). Dabei besteht der Endoskopschaft aus vielen einzelnen Segmenten, die sich separat 
ansteuern lassen und kontrollierte Bewegungen ähnlich einem Elefantenrüssel oder einer Schlange 
ausführen können (Amanov et al. 2018).  
Nakadate et al. (2016) entwickelt eine miniaturisierte mechanische Hand als Endoskopspitze, die 
über einen Sensorhandschuh gesteuert wird und alle Gelenke einer natürlichen Hand besitzt. Mit 
zwei dieser Werkzeugspitzen soll das endoskopische Nähen intuitiver und einfacher werden.  
2.1.3 INDUSTRIELLE ANWENDUNGEN 
Neben dem ursprünglichen Einsatz von Endoskopen in der Medizin gibt es eine Vielzahl von 
industriellen Anwendungen. So werden Endoskope beispielsweise zur visuellen Prüfung in Kfz-
Werkstätten, in der Gebäudetechnik oder in der Luftfahrtwartung eingesetzt. Die großen Hersteller 
medizinischer Endoskope bieten ebenfalls eine Produktpalette für industrielle Endoskope an (Karl 
Storz NDTec 2018; Olympus 2018a; Richard Wolf 2018b; Schölly 2018b). Weitere spezialisierte 
Hersteller bzw. Vertreiber professioneller industrieller Endoskope sind PCE Deutschland GmbH 
(PCE 2018), Leitner Industrial Endoscopy (Leitner 2018), IT Concepts GmbH (ITC 2018) und 
Micro-Epsilon Messtechnik GmbH & Co. KG (Micro-Epsilon 2018). Sie liefern ebenfalls einen 
umfassenden Überblick über aktuelle Anwendungsfelder und Systeme.  
Steiner et al. (2016) setzen flexible Glasfaser-Stereoendoskope mit Highspeed-Kameras bei 
Fahrzeug-Crashtests ein. Die enormen Kräfte bei einem Crashversuch führen zu einer instabilen 
inneren und relativen Geometrie der Kameras. Steiner stellt ein Korrekturverfahren vor, mit dem 
es möglich ist, auch während eines Crashversuchs millimetergenaue Streckenmessungen zu 
garantieren, beispielsweise für die Messung von Deformationen innerhalb einer Autotür. Nähere 
Informationen können der Publikation (Steiner et al. 2016) oder der zugehörigen Dissertation 
(Steiner 2015) entnommen werden. 
Lei und Miller (2013) entwickeln ein endoskopisches Werkzeug zur Inspektion und Bearbeitung 
von metallischen Oberflächen. Insbesondere bei Turbinen von Flugzeugen oder Kraftwerken 
gestaltet sich eine ressourcensparende Wartung sehr schwierig und erfordert z.T. das Demontieren 
der Anlage. Durch endoskopische Werkzeuge kann der Wartungsprozess optimiert werden. Das 
Endoskop ermöglicht eine Inspektion in eng begrenzten Umgebungen. Werden Beschädigungen 
wie Kratzer oder Dellen entdeckt, können diese im selben Arbeitsgang durch ein Schleifwerkzeug 
am Endoskop ausgebessert werden. Durch Kraftsensoren an der Endoskopspitze lässt sich der 
Anpressdruck messen und die Abschliffmenge ermitteln (Lei und Miller 2013). Ein derartiges 
Werkzeug wird bereits kommerziell vertrieben (Richard Wolf 2018b, Abb. 2.4a).  
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Eine endoskopische Detektion und Vermessung von Defekten auf den Turbinenblättern kann auch 
mithilfe der Scherographie erfolgen (Schuth und Buerakov 2017, S. 567–568). Die Scherographie 
beruht auf die Erfassung von Veränderungen eines Laser-Speckle-Musters, während das Material 
belastet wird. Daraus entsteht ein Interferogramm, mit dem äußere sowie innere Defekte detektiert 
werden können. Das dazu entwickelte Endoskop wird als Interferoskop bezeichnet (Schuth und 
Buerakov 2017, S. 567–568), zur Scherographie siehe auch Beyerer et al. (2012).  
Kontinuumsroboter werden auch in der Industrie eingesetzt. Die Firma OC Robotics (OC Robotics 
2018) entwickelt endoskopähnliche sogenannte Snake-arm Roboter mit verschiedenen Köpfen. 
Eine Wasserspritzdüse wird z.B. zur Reinigung von Tunnelbohrmaschinen und ein Schneidlaser 
(Abb. 2.4b) für den sicheren Rückbau von Atomkraftwerken eingesetzt. Diese Systeme zeigen die 
große Bandbreite der ursprünglich recht einfachen Endoskopie.  
 
(a) Richard Wolf 2018b 
  
(b) OC Robotics 2016 
 
Abb. 2.4: Blending Scope (a) und Snake-arm Roboter (b) 
2.1.4 BESONDERE ANFORDERUNGEN 
Die Anforderungen in der medizinischen und industriellen Endoskopie unterscheiden sich stark 
hinsichtlich Hygiene und Widerstandsfähigkeit.  
In der Medizin müssen wiederverwendbare Komponenten, die in Kontakt mit Körperflüssigkeiten 
kommen können, autoklavierbar sein. Durch Reinigung, Desinfektion und anschließende 
Sterilisation durch Autoklavieren werden Komponenten so aufbereitet, dass sie für weitere 
Operationen wiederverwendbar sind und keine Erreger eines vorherigen Patienten übertragen. Da 
bei einer Dampfdrucksterilisation (Autoklavieren) das chirurgische Instrumentarium für 3-5 
Minuten einer feuchten Hitze (134-137°C) und einem Überdruck ggf. mit speziellen Gasen 
ausgesetzt ist, benötigt es eine hohe Hitzebeständigkeit, Druckdichte und Säureverträglichkeit, 
insbesondere bei Materialübergängen und Verklebungen. Die hohen Hygieneanforderungen stellen 
gerade für medizinische Anwender und Hersteller von Medizinprodukten eine große Heraus-
forderung dar. Weitere Details zur hygienischen Aufbereitung können in Kramme (2017, S. 395–
397) nachgeschlagen werden. Für Details zu rechtlichen Vorschriften und entsprechenden Normen 
für Medizinprodukte wird ebenfalls auf Kramme (2017, S. 35–65) verwiesen. Hervorzuheben ist 
die DIN EN 60601: Sicherheit und Ergonomie medizinischer elektrischer Geräte, insb. 
DIN EN 60601-2-18 für endoskopische Geräte.  
Industrielle Endoskope hingegen werden oftmals in eher rauen und deutlich weniger sensiblen 
Bereichen eingesetzt. Deshalb sollten sie möglichst robust gegenüber Stößen, Vibrationen und 
anderen Krafteinwirkungen sein. Je nach Anwendung sind Eigenschaften wie Wasserdichtigkeit, 
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Säureempfindlichkeit, Druckfestigkeit (z.B. Sanitärbereich) und Temperaturbeständigkeit 
(z.B. Gießerei) entscheidend. Eine hohe Widerstandsfähigkeit und Robustheit im Betrieb wird 
beispielsweise durch spezielle (metallische) Beschichtungen, ein Metallgeflecht oder software-
seitige Korrekturverfahren erreicht.  
2.2 PHOTOGRAMMETRIE 
Die wesentlichen Grundlagen zur technischen Lösung der Aufgabenstellung stammen aus den sich 
z.T. überlappenden Disziplinen der Photogrammetrie, des maschinellen Sehens (Bildverarbeitung, 
Computer Vision) und der Ausgleichungsrechnung. Stark verallgemeinert werden dabei Infor-
mationen der realen Welt digital erfasst, ausgewertet und analysiert (Heipke 2017, S. 5). Das 
Ergebnis sind hochgenaue dreidimensionale Abbilder der realen Welt, die mit Zusatzinformationen 
bestückt und für konkrete Anwendungsfälle eingesetzt werden können.  
2.2.1 BESCHREIBUNG EINER KAMERA UND DEREN LAGE IM RAUM 
Als Messmittel werden üblicherweise zentralperspektivische Kameras oder Kamerasysteme 
eingesetzt. Die mathematische Beschreibung basiert auf ein Lochkameramodell mit zusätzlichen 
Parametern zur Modellierung der Verzeichnung. In dieser Arbeit werden die Verzeichnungs-
parameter nach Brown (1971) verwendet (siehe auch Luhmann 2018). Darüber hinaus existieren 
erweiterte Modelle wie z.B. für Mehrmedienanwendungen (Kotowski 1988; Maas 1995; Mulsow 
2010) oder für Fisheye- und omnidirektionale Optiken (Mei und Rives 2007). In Luhmann (2010) 
werden verschiedene Erweiterungen und deren Kalibrierverfahren zusammengefasst. Die innere 
Orientierung, wie sie in dieser Arbeit verwendet wird, beinhaltet die Parameter: 
Für die zentralperspektivische Abbildung: 
 Bildkoordinatensystem (Auflösung und Pixelgröße des Sensors) 
 Kamerakonstante c [mm] (lotrechter Abstand vom Projektionszentrum O auf Bildebene) 
 Bildhauptpunkt H = [x′0, y′0] T [mm] (Lotfußpunkt von O auf Bildebene) 
Für die Modellierung der Abweichungen zur zentralperspektivischen Abbildung: 
Definitionen: 
,P Px y   
gemessene Bildkoordinaten im 
verzeichneten Bild 
(2.1) 
,x y    Verzeichnungskorrektur 
0
0
P
P
x x x x
y y y y
      
      
 um Hauptpunkt und Verzeichnung 
korrigierte Bildkoordinaten 
   
2 2
0 0P Pr x x y y         Radius zu Bildpunkt 
0 2 3 max.Bildradiusr    zweiter Nulldurchgang 
 
 
2.2 Photogrammetrie 
19 
 Radial-symmetrische Verzeichnung (A1, A2, A3) 
 3 5 7 2 4 61 2 3 1 0 2 0 3 0
               rad radrad rad
rad
r rx x y y
r r
r A r A r A r r A r A r A r
  
      
 
          
 (2.2) 
 Tangentiale und asymmetrische Verzeichnung (B1, B2) 
 
 
2 2
1 2
2 2
2 1
2 2
2 2
       
       
tan
tan
x B r x B x y
y B r y B x y
 
(2.3) 
 Affinität und Scherung (C1, C2) 
1 2
0
    
 
aff
aff
x C x C y
y  
(2.4) 
 Gesamtkorrektur (x′, y′) 
tan
tan
         
         
rad aff
rad aff
x x x x
y y y y  
(2.5) 
 
Die innere Orientierung ist für jede Kamera, Objektiv und Einstellung (Blende, Fokus) individuell 
und sollte regelmäßig geprüft werden, da auch äußere Einflüsse wie Temperatur und mechanische 
Beanspruchung die Kameraparameter signifikant verändern können.  
Die absolute Lage und Ausrichtung eines Aufnahmesystems wird durch eine Translation für das 
Projektionszentrum und Rotationswinkel um die drei Koordinatenachsen beschrieben. Praktischer-
weise wird die Rotation in Form einer (Eulerschen) Rotationsmatrix angegeben. Aufgrund von 
Mehrdeutigkeiten und längeren Konvergenzzeiten bei nichtlinearen Ausgleichungen mit trigono-
metrischen Funktionen werden oft Rotationsmatrizen aus Quaternionen eingesetzt. Die Parameter 
der äußeren Orientierung sind: 
 Position X0 = [X0, Y0, Z0] T des Projektionszentrums O 
 Euler-Winkel , ,  für die Rotation um die x-, y-, z-Achse eines übergeordneten 
Koordinatensystems (alternativ: Rotationsmatrix R) 
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(2.6) 
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Die Rotationsmatrix R (2.6) setzt sich zusammen aus den jeweiligen Einzeldrehungen um die 
Koordinatenachsen. Da die Multiplikation von 3D-Rotationsmatrizen nicht kommutativ ist, muss 
die Reihenfolge beachtet werden. Durch ihre Orthogonalität ist die inverse gleichzeitig die trans-
ponierte Rotationsmatrix. Die Drehrichtung lässt sich also durch eine Transponierung umkehren. 
Eine relative Orientierung beschreibt die Translation und Rotation zwischen einzelnen Kompo-
nenten/Sensoren und kann für ein hinreichend stabiles Mehrkamerasystem näherungsweise als 
konstant betrachtet werden.  
2.2.2 PHOTOGRAMMETRISCHE ABBILDUNGSGLEICHUNG 
Mit bekannter innerer und äußerer Orientierung sowie Objektkoordinaten (xP) und zugehörigen 
Bildkoordinaten (x′P) wird ein geometrischer Bezug zwischen der realen Welt (Objektraum) und 
dem Bild (Bildraum) hergestellt. Der mathematische Zusammenhang wird durch die photogramme-
trische Abbildungsgleichung beschrieben (2.7), die gemäß der linearen Algebra einer räumlichen 
Geradengleichung mit dem Aufpunkt X0, der Richtung Rx′ und einem variablen Maßstabsfaktor m 
entspricht.  
 
Abb. 2.5: Innere (ohne Verzeichnung) und äußere Orientierung mit projektiver Geometrie  
(nach Luhmann 2018, S. 272) 
 
0 m  X X Rx  von Bild- zu Objektkoordinaten (2.7) 
 
Durch Umstellung nach x′ (2.8), Ergänzung der Hauptpunktverschiebung und Verzeichnungs-
korrektur (2.9), Ausmultiplizieren der Matrizenschreibweise, Normierung mit c und Umstellung 
nach den einzelnen Komponenten x′ und y′ ergeben sich die nichtlinearen Kollinearitätsgleichungen 
(2.10). In diesen ist der unbekannte Maßstabsfaktor m eliminiert.  
Z 
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Die Kollinearitätsgleichungen beschreiben eine Transformation von dreidimensionalen Objekt-
koordinaten mithilfe der inneren und äußeren Orientierung in zweidimensionale Bildkoordinaten. 
Zur Einhaltung einer zentralperspektivischen Abbildung erzwingen die Gleichungen eine Kolli-
nearität der Punkte O, x′P und xP, d.h. sie liegen auf einer Geraden. Die Gleichungen können als 
funktionaler Zusammenhang für verschiedene photogrammetrische Ausgleichungsprobleme ver-
wendet werden, wie z.B. Bündelausgleichung, räumlicher Rückwärtsschnitt und Vorwärtsschnitt. 
1
0
1 ( )
m
  x R X X  
von Objekt- zu 
Bildkoordinaten (2.8) 
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ponierte Rotationsmatrix) (2.9) 
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(2.10) 
mit 
x′, y′   Bildkoordinate 
X, Y, Z   Objektkoordinate 
c, x′0, y′0, x′, y′ innere Orientierung inkl. Verzeichnung 
X0, Y0, Z0, r11 ... r33 äußere Orientierung 
 
Die Kollinearitätsgleichungen können alternativ durch eine perspektivische Projektionsmatrix in 
linearer Form dargestellt werden (2.11). Hierzu wird eine homogene Darstellung der Koordinaten 
benötigt. Die Matrizenform ist kompakter und vereinfacht die Verkettung mehrerer Transforma-
tionen. Die 3×4-Projektionsmatrix P enthält die Parameter der äußeren Orientierung in Form einer 
Rotationsmatrix R und eines Vektors X0 für das Projektionszentrum. Die Rotationsmatrix und der 
Vektor werden zu einer 3×4-Matrix verknüpft. Die innere Orientierung wird mittels einer Kalibrier- 
bzw. Kameramatrix K beschrieben, die mit der verknüpften Matrix für die äußere Orientierung 
multipliziert wird.  
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Cm C s
C
  

 
(2.11) 
Die Kalibriermatrix K enthält neben der Kamerakonstanten und Hauptpunktverschiebung 
zusätzlich Parameter für die Scherung s′ und Maßstabsunterschiede m′ der Bildkoordinatenachsen. 
Diese lassen sich aus den Parametern für Affinität und Scherung (2.4) ableiten. K könnte zusätzlich 
um radial-symmetrische Verzeichnungskorrekturen erweitert werden, die abhängig von der Lage 
im Bild anzubringen sind. Die Projektionsmatrix P hat somit insgesamt elf unabhängige Trans-
formationsparameter. Sind alle Parameter definiert, können homogene Objektkoordinaten (3D) 
durch eine Multiplikation mit P in Bildkoordinaten (2D) überführt werden.  
2 Stand der Forschung und Grundlagen 
22 
  x P X  
0 11 12 13 0
0 21 22 23 0
31 32 33 0
1 0 0
0 (1 ) 0 1 0
0 0 1 0 0 1
1
X
wx c cs x r r r X
Y
wy c m y r r r Y
Z
w r r r Z
 
           
                       
                
 
     
1
x wx w
y wy w
w w
    
    
   
      
 (2.12) 
Bei der Abbildung von 3D zu 2D ergibt sich im Ergebnisvektor ein Maßstabsfaktor w, der durch 
Homogenisierung zu eliminieren ist (Hartley und Zisserman 2003, S. 154). 
Der umgekehrte Weg, mit bekannten Bildkoordinaten und Orientierungen einen Objektpunkt zu 
bestimmen, ist nur mit Zusatzinformationen möglich. Diese können beispielweise ein bekannter 
Maßstabsfaktor m oder ein bekanntes Objekt (z.B. Laserebene), das den Raumstrahl schneidet, sein.  
2.2.3 KAMERAKALIBRIERUNG 
Mithilfe eines Bildverbandes von einer Kalibrierszene (z.B. Messmarken, Kalibrierkörper, Schach-
brettfeld) können die innere und äußere Orientierung eines Kamerasystems ermittelt werden. Auf 
Basis der Kollinearitätsgleichungen (2.10) wird ein nichtlineares Gleichungssystem nach vermit-
telnden Beobachtungen aufgestellt und mit der Methode der kleinsten Fehlerquadrate gelöst. Als 
Beobachtungen fließen ausschließlich Bildmessungen von homologen Punkten ein. Bei einer freien 
Netzausgleichung wird das Koordinatensystem bestmöglich an vorab definierte Näherungs-
koordinaten für Objektpunkte angepasst. Der Datumsdefekt wird durch Bedingungsgleichungen 
(3× Translation, 3× Rotation, 1× Maßstab) behoben (Luhmann 2018, S. 362–365). Somit sind die 
absolute Lage und der Maßstab definiert. Mit der Bündelausgleichung werden in einem gemein-
samen Ausgleichungsmodell die Verbesserungsquadrate der Bildkoordinaten minimiert und die 
inneren und äußeren Orientierungen sowie Objektkoordinaten (inkl. Neupunkte, z.B. auf dem 
Messobjekt) ermittelt.  
Bei einer Testfeldkalibrierung wird die innere Orientierung meist einmalig bestimmt und für die 
anschließende Messaufgabe als bekannte Größe mitgeführt. In der Nahbereichsphotogrammetrie 
werden dazu häufig räumliche Kalibrierfelder (z.B. Abb. 2.6a) mit Passpunkten oder bekannten 
Strecken verwendet. Nach Godding (1993) besteht für die Bestimmung der inneren Orientierung 
(=Kalibrierung) die Mindestkonfiguration des Bildverbandes aus sieben Aufnahmen, von denen 
drei frontal und um 90° gekantet, und vier schräg aus jeder Himmelsrichtung und ebenfalls um 90° 
gekantet sind (Abb. 2.6b). Die Kantungen sorgen für eine bessere Bestimmbarkeit der Hauptpunkt-
lage sowie für geringe Korrelationen zwischen den inneren Kameraparametern. Die Schräg-
aufnahmen sorgen für bessere Strahlenschnitte bei der Objektpunktmessung und zusammen mit den 
aus der Testfeldebene herausragenden Hochpunkten für eine bessere Bestimmbarkeit der Kamera-
konstanten. Um die Verzeichnungen für das gesamte Bildformat zu kalibrieren, sind formatfüllende 
Aufnahmen erforderlich.  
Bei einem starren Mehrkamerasystem (z.B. Stereokamera) kann durch die Bedingung einer 
konstanten Basis und Drehung zwischen den Kameras die relative Orientierung ermittelt werden 
(Luhmann 2018, S. 352), die bei Folgemessungen ebenfalls als bekannte Größe mitgeführt wird. 
2.2 Photogrammetrie 
23 
(a) (b) Godding 1993 
Abb. 2.6: Räumliches Testfeld mit codierten Messmarken (a) und Mindestaufnahmekonfiguration 
für eine Testfeldkalibrierung nach Godding (1993) (b) 
Eine Simultankalibrierung wird zusammen mit der eigentlichen Vermessung des Objektes durch-
geführt (on-the-job). Hierbei wird das Messobjekt und seine Umgebung mit Messmarken und 
bekannten vorab eingemessenen Geometrien (z.B. Strecken) bestückt. Die Verfahren der Bündel-
ausgleichung, Testfeld- und Simultankalibrierung sind universelle Standardwerkzeuge der Photo-
grammetrie und können im Detail z.B. Luhmann (2018), Förstner und Wrobel (2016), Kraus (2012) 
oder Mikhail et al. (2001) entnommen werden.  
2.2.4 RÄUMLICHER VORWÄRTSSCHNITT 
Die Mehrbildphotogrammetrie bietet die Möglichkeit, mit bekannten Orientierungen und Bild-
koordinaten einen Objektpunkt zu bestimmen. Mit mindestens zwei Kameras, die sich an unter-
schiedlichen Position im Raum befinden und denselben Objektpunkt (XS) auf ihrem Bildsensor 
abbilden (x′ ↔ x″: homologe Bildpunkte), können die entstehenden Raumstrahlen (a1, a2) zum 
Schnitt gebracht werden (Abb. 2.7). Diese Art der Bestimmung von Objektpunkten wird als 
(räumlicher) Vorwärtsschnitt bezeichnet.  
Voraussetzung dafür sind orientierte Bilder sowie bekannte homologe Bildpunkte. Der allgemeine 
räumliche Vorwärtsschnitt aus beliebig vielen Bildern ist eine nichtlineare Ausgleichung basierend 
auf den Kollinearitätsgleichungen und erfordert Näherungswerte für die Objektkoordinaten. Diese 
können mit zwei Bildern durch ein lineares Gleichungssystem ohne Näherungswerte berechnet 
werden. Dabei wird der Stereo-Vorwärtsschnitt mathematisch als Berechnung des kürzesten 
Abstandes zwischen zwei windschiefen Geraden (Geradenschnitt) interpretiert. Der Mittelpunkt 
des Abstandsvektors wird dabei als Schnittpunkt der beiden Raumstrahlen angenommen. Der 
Abstand selbst kann als Qualitätsmaß für den Objektpunkt interpretiert werden.  
Zunächst werden die Gleichungen der beiden Raumgeraden (2.7 bzw. 2.13) gleichgesetzt und nach 
den unbekannten Maßstabsfaktoren umgestellt. Die Richtungen der Raumstrahlen werden zusam-
mengefasst zu a1 und a2. Das funktionale Modell enthält die partiellen Ableitungen der unbekannten 
Maßstabsfaktoren m1 und m2; der Beobachtungsvektor die Differenz der beiden Projektionszentren. 
Damit lässt sich eine lineare Ausgleichung z.B. nach dem Gauß-Markov-Modell durchführen. Mit 
den ausgeglichenen Maßstabsfaktoren lassen sich die Fußpunkte des kürzesten Abstandes der 
beiden Raumgeraden bestimmen. Der gesuchte Schnittpunkt ergibt sich aus dem Mittel der beiden 
Fußpunkte.  
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Abb. 2.7: Vorwärtsschnitt Stereo 
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(2.13) 
Der Schnittpunkt wird als Näherungswert für eine nichtlineare Ausgleichung mit beliebig vielen 
Kameras angesetzt. Der funktionale Zusammenhang ist durch die Kollinearitätsgleichungen (2.10) 
gegeben. Das funktionale Modell enthält die partiellen Ableitungen der unbekannten Objekt-
koordinate (Schnittpunkt) und der Beobachtungsvektor die Verbesserungen der Bildmessungen. 
Die Bildmessungen sind vorab um die Hauptpunktverschiebung und Verzeichnung zu korrigieren. 
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(2.14) 
Das Gleichungssystem konvergiert meist nach nur wenigen Iterationen und liefert den gesuchten 
3D-Punkt. Über die Verbesserungen der Beobachtungen lässt sich eine Standardabweichung als 
Qualitätsmaß für den Vorwärtsschnitt bestimmen. Wie auch beim Stereo-Vorwärtsschnitt wird das 
Qualitätsmaß durch die Kamerakonstellation, Bildmessgenauigkeit und den Prozess der 
Korrespondenzsuche beeinflusst (z.B. durch Zwang auf Epipolarlinie).  
Gegeben: X01, R1, X02, R2, a1, a2 
Gesucht:  XFP1, XFP2, XS 
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Der umgekehrte Weg, aus bekannten Bild- und zugehörigen Objektkoordinaten die äußere und 
optional die innere Orientierung einer Kamera zu bestimmen, wird als räumlicher Rückwärtsschnitt 
bezeichnet. Dafür wird auf die Literatur verwiesen (Luhmann 2018). Darüber hinaus können die 
Kollinearitätsgleichungen und Schnittberechnungen durch erweiterte Modelle für spezielle 
Anwendungen, z.B. Mehrmedien (Mulsow 2010), angepasst oder erweitert werden.  
2.2.5 EPIPOLARGEOMETRIE 
Mit zwei orientierten Kameras (X01, R1; X02, R2) und einer Bildmessung (xʹ) kann die sogenannte 
Epipolargeometrie konstruiert werden. Sie wird häufig bei der Suche nach homologen Punkten 
(x′ ↔ x″) in zwei Bildern genutzt. Die Epipolargeometrie beruht auf der Koplanaritätsbedingung, 
die aussagt, dass drei 3D-Vektoren in einer Ebene liegen, wobei keiner der Vektoren einem 
Nullvektor entspricht. Die Koplanaritätsbedingung lässt sich durch das Spatprodukt darstellen.  
      02 01 01 1 1 02 2 2 0m m      X X X R x X R x  (2.15) 
 
Die Ebene, in der die drei Vektoren liegen, wird als Epipolarebene e bezeichnet und kann als 
Ebenengleichung in Parameterform beschrieben werden. Durch die Maßstabsfaktoren m1 des 
Bildstrahles und mb des Basisvektors können beliebige Punkte auf der Ebene beschrieben werden.  
 01 1 1 b 02 01e m m   x X R x X X  (2.16) 
 
 
 
(a) (b) 
 
Abb. 2.8: Epipolargeometrie im konvergenten (a) und parallelen (Stereonormal-) Fall (b) 
Die Schnittpunkte des Basisvektors b mit den Bildebenen werden als Epipole (eʹ und e″) bezeichnet 
und sind für jede Stereokonfiguration fest. Die Lage der Epipolarebene verändert sich nur durch 
eine variierende Bildmessung xʹ. Der zugehörige Objektpunkt XP befindet sich an einer 
unbekannten Position auf dem Raumstrahl 01 1 1  mX R x  und somit stets in der Epipolarebene. Die 
Schnittlinien der Epipolarebene mit den Bildebenen werden als Epipolarlinien lʹ und l″ bezeichnet. 
Vereinfacht ausgedrückt ist eine Epipolarlinie die Projektion eines Raumstrahls in ein anderes Bild. 
Aufgrund dieser geometrischen Zusammenhänge muss XP sich im zweiten Bild, je nach 
Genauigkeit der relativen Orientierung, auf oder im Bereich der Epipolarlinie l″ abbilden.  
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Die Fundamentalmatrix F12 beinhaltet die relative Beziehung zwischen zwei Kamerastandorten 
sowie deren innere Geometrie. Sie lässt sich gemäß (2.17) aus zwei beliebige Projektionsmatrizen 
(P1, P2) berechnen (Hartley und Zisserman 2003). Mithilfe der Fundamentalmatrix F12 können für 
jeden Bildpunkt xʹ zugehörige Epipolarlinien l durch Matrixmultiplikation berechnet werden. Eine 
transponierte Fundamentalmatrix vertauscht die Reihenfolge. Der Ergebnisvektor enthält die 
Parameter der Epipolarlinie in Form einer analytischen Geradengleichung. Darüber hinaus 
ermöglicht eine Fundamentalmatrix eine kompakte Schreibweise der Koplanaritätsbedingung.  
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l  
   0ax by c     Analytische Geradengleichung 
   T 12 0  x F x   Koplanaritätsbedingung 
(2.18) 
 
Bei Verwendung einer dritten Kamera, bekannten Fundamentalmatrizen F12, F13, F23 und einem 
gegebenen Bildpunktpaar x′ ↔ x″ lässt sich der korrespondierende Bildpunkt im dritten Bild x‴ 
direkt und ohne Wissen über den Bildinhalt errechnen. Geometrisch wird der Bildpunkt x‴ 
beschrieben durch den Schnittpunkt der Epipolarlinien von Bild 1 l13 und Bild 2 l23. Das Verfahren 
wird als Kernlinienschnittverfahren (Maas 1990) oder epipolar transfer (Hartley und Zisserman 
2003, S. 380–381) bezeichnet. Mithilfe der Fundamentalmatrizen kann der Bildpunkt x‴ durch ein 
Kreuzprodukt berechnet werden.  
   13 23 13 23     x F x F x l l  (2.19) 
 
 
Abb. 2.9: Epipolargeometrie bei drei Bildern 
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Die Projektionszentren der drei Kameras X01, X02, X03, spannen die Trifokalebene auf. Objekt-
punkte in dieser Ebene führen zu parallelen Epipolarlinien. Bei einer kollinearen Anordnung der 
drei Kameras sind die Epipolarlinien immer parallel, unabhängig von der Position des Objekt-
punktes. In beiden Fällen kann der Bildpunkt nicht durch Gleichung 2.19 berechnet werden.  
Eine Alternative zum Epipolarlinienschnitt ist mit einem Zwischenschritt über den Objektraum 
möglich. Mit der bekannten Stereokorrespondenz x′ ↔ x″ kann ein Objektpunkt berechnet und in 
ein drittes Bild projiziert werden. Der Zwischenschritt macht das Verfahren zwar rechenintensiver, 
vereinfacht aber die Erweiterung um beliebig viele Bilder.  
Durch Einbeziehung der Epipolargeometrie verringert sich der Aufwand bei der Suche nach 
homologen Bildpunkten erheblich, da lediglich entlang einer Linie anstatt im gesamten Bild gesucht 
werden muss. Mehrdeutigkeiten und Fehlzuordnungen können durch ein drittes Bild und 
Epipolarlinienschnitt weiter reduziert werden. Bei vier und mehr Bildern können sukzessive 
mehrere Epipolarlinien zum Schnitt gebracht werden. Theoretisch erhöht sich dadurch die 
Konsistenz korrespondierender Bildpunkte immer weiter (Maas 1992a). Je nach praktischer 
Anwendung ist die Anzahl und Konfiguration der Kameras individuell zu prüfen. Dies ist ein 
wichtiger Bestandteil dieser Arbeit.  
2.2.6 GEOMETRISCHE UMBILDUNG UND TRANSFORMATION 
Durch eine geometrische Umbildung eines Bildes werden die Bildpixel entsprechend einer 
Vorschrift f(x,y) transformiert. Zur Übertragung der Grauwerte wird aus praktischen Gründen die 
indirekte Resampling-Methode verwendet, bei der für jedes Pixel im Ergebnisbild mit der inversen 
Transformationsvorschrift f(x,y)-1 der Grauwert aus dem Originalbild abgegriffen wird. Da die 
Transformation zu einer Position im Subpixel-Bereich führen kann, ist der neue Grauwert durch 
eine Grauwertinterpolation (z.B. bilinear, siehe Luhmann (2018, S. 457)) zu ermitteln.  
Die Vorschrift f(x,y) kann beliebige Transformationen enthalten. Mithilfe der inneren Orientierung 
und Verzeichnungsparameter (Kap. 2.2.1) kann beispielsweise ein verzeichnungsfreies Bild 
gerechnet werden. In diesem sind keine Abbildungsfehler mehr enthalten, und Geraden im 
Objektraum sowie Epipolarlinien werden als Geraden abgebildet.  
 
 
Abb. 2.10: Indirekte Resampling-Methode 
Originalbild Ergebnisbild 
Indirekte 
Transformation 
f(x″,y″)-1 Grauwert- 
interpolation 
u′ 
v′ 
u″ 
v″ 
x″ 
x′ 
Pixel 
Subpixel Position 
gErg. 
gOrig. 
interpol( gOrig.( f(x″,y″)
-1
 ) ) = gErg.(x″,y″) 
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Mithilfe einer Projektivtransformation (s.u.) können Bilder aus unterschiedlichen Aufnahme-
positionen überlagert oder Ebenen im Objektraum entzerrt (mit einheitlichem Maßstab im Ergeb-
nisbild) abgebildet werden. Weiterhin kann aus einem verzeichnungsfreien Bildpaar mit unter-
schiedlichen Aufnahmepositionen durch Projektion auf eine einheitliche Ebene und ggf. anschlie-
ßenden Drehungen und Verschiebungen Normalbilder erzeugt werden. In Normalbildern verlaufen 
Epipolarlinien in beiden Bildern parallel zur x-Achse und besitzen keine Parallaxe in y-Richtung 
(Abb. 2.8). Dadurch wird das Bildpaar in den Stereonormalfall transformiert, und nachfolgende 
Auswerteprozesse werden erheblich vereinfacht. Transformationen können durch eine Homogra-
phie-Matrix H und homogene Koordinaten x′ = [x′, y′, 1] T beschrieben werden. Der Vorteil dieser 
Schreibweise ist eine kompakte Darstellung sowie eine einfache Verkettung mehrerer unter-
schiedlicher Transformationen und Zusammenführung zu einer einzigen Transformationsmatrix.  
Die Parameter der Homographie-Matrix für eine Projektivtransformation können durch mindestens 
vier homologe Punkte in zwei Bildern durch eine lineare Ausgleichung ermittelt werden. Bei der 
Mindestkonfiguration dürfen drei der Bildpunkte nicht auf einer Geraden liegen. Bei mehr als vier 
homologen Bildpunkten ist das System überbestimmt und kann nach vermittelnden Beobachtungen 
ausgeglichen werden. 
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h21 a21 s∙r21 r21 
h22 a22 s∙r22 r22 
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Tab. 1: Ebene Transformationen (nach Hartley und Zisserman 2003, S. 44) 
 
Der funktionale Zusammenhang ist gegeben durch die Projektivtransformation mit h33=1 (Skalier-
ungsfaktor). Durch Ausmultiplizieren der Matrizenschreibweise, Normierung und Auflösen der 
Brüche ergibt sich das funktionale Modell und durch anschließende Linearisierung die Design-
Matrix für die Ausgleichung (2.20). Mithilfe des Gauß-Markov-Modells lässt sich das System 
lösen. Mit diesem Verfahren wird die Homographie-Matrix H ermittelt, die eine ebene projektive 
Transformation beschreibt. In Hartley und Zisserman (2003, S. 88) wird das Verfahren als direkte 
lineare Transformation (DLT) bezeichnet. 
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Die 2D-zu-2D-Variante wird in der Photogrammetrie zu einer 3D-zu-2D-Variante (2.21) 
(Projektion eines Objektpunktes in ein Kamerabild) erweitert (Abdel-Aziz und Karara 1971). Mit 
dieser ist es möglich, Näherungswerte für die äußere und innere Orientierung für einen räumlichen 
Rückwärtsschnitt zu generieren. Der funktionale Zusammenhang ergibt sich analog zu Gleichung 
2.12 aus der perspektivischen Projektionsmatrix. 
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Für den Fall, dass dieselbe Transformationsvorschrift mehrmals angewendet werden muss, z.B. bei 
Bildsequenzen mit stabiler innerer und relativer Orientierung, kann eine vorab erzeugte Lookup-
Tabelle (LUT) den Rechenaufwand erheblich verringern. Die LUT enthält für jedes diskrete Pixel 
im Ergebnisbild die transformierte Pixelkoordinate des Originalbildes. Bei der Umbildung ist die 
neue Pixelkoordinate aus der LUT abzugreifen und eine Grauwertinterpolation zu berechnen. Eine 
zusätzliche Beschleunigung kann durch eine Aufspaltung der Tabelle und Parallelisierung auf 
mehrere Rechenkerne erzielt werden.  
2.3 BILDZUORDNUNG 
Die Bildzuordnung (engl. image matching) beschreibt ein Verfahren zur Zuordnung von 
homologen Punkten zwischen zwei oder mehreren Bildern. Dabei werden innerhalb der Bilder 
Ähnlichkeiten gesucht und analysiert. Da die Grauwerte in den Bildern aufgrund natürlicher und 
technischer Einflüsse nicht eindeutig reproduzierbar sind, ist die algorithmische Suche nach 
homologen Bildpunkten keine triviale Aufgabe. Die Existenz, Eindeutigkeit und Stabilität eines 
Ergebnisses kann vorab nicht garantiert werden. Deshalb gehört die Bildzuordnung zu der Klasse 
der schlecht gestellten Probleme (Bertero et al. 1988). Eine korrekte Zuordnung kann nicht direkt 
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bestimmt werden und muss durch verschiedene Annahmen und Kriterien sukzessive angenähert 
werden. Zugeordnete Bildpunkte können z.B. für Vorwärtsschnitte verwendet werden.  
Die Abb. 2.11 zeigt eine Klassenhierarchie unterschiedlicher Ansätze zur Bildzuordnung. Zunächst 
wird unterschieden in objekt- (indirekte) und bildraumbasierte (direkte) Verfahren. Objektraum-
basiert werden primär Objektkoordinaten ermittelt – homologe Bildpunkte sind eher ein Neben-
produkt. Bildraumbasiert hingegen werden homologe Punkte direkt in den Bildern gesucht und für 
verschiedenste Zwecke verwendet. Dabei wird unterschieden in global und lokal – letzteres 
wiederum in merkmals- und flächenbasiert. Merkmalsbasiert werden nur markante Bildpunkte 
detektiert und zugeordnet (dünne Bildzuordnung, engl. sparse matching), wohingegen bei den 
anderen Verfahren für jedes Pixel oder in einem regelmäßigen Abstand Bildpunkte zugeordnet 
werden (dichte Bildzuordnung, engl. dense matching). Sogenannte semi-globale Verfahren 
vereinen die Vorteile aus global und flächenbasiert und sind aufgrund ihrer Recheneffizienz und 
Ergebnisqualität seit etwa zehn Jahren sehr populär (Hirschmüller 2005; 2008). Im Folgenden 
werden die einzelnen Techniken näher erläutert. 
 
Abb. 2.11: Kategorisierung der Verfahren der Bildzuordnung; grau: zusammengenommen semi-
global; gestrichelt: dünne Bildzuordnung; siehe auch Luhmann (2018, S. 490) 
2.3.1 OBJEKTRAUMBASIERT 
Objektraumbasierte Verfahren sind indirekte Verfahren und überprüfen eine zuvor getätigte 
Annahme (Objektpunkt, unbekannt) durch Projektionen in den (bekannten) Bildraum. Im zunächst 
unbekannten Objektraum wird ein regelmäßiges dreidimensionales Punktraster definiert und damit 
auch die Auflösung. Die Objektpunkte werden in die bekannten Bilder projiziert und liefern 
mögliche Kandidaten für homologe Bildpunkte. Werden in den Bildern hohe Ähnlichkeiten 
zwischen diesen Bildpunkten berechnet, wird der zugehörige Objektpunkt als Ergebnis gesetzt. 
Objektpunkte, deren projizierten Bildpunkte geringe Ähnlichkeiten aufweisen, werden verworfen. 
Die verbleibenden Objektpunkte repräsentieren das beobachtete Objekt. Die Tiefenauflösung kann 
durch eine anschließende Interpolation erhöht werden. Für die Projektion der Objektpunkte in die 
Bilder werden bekannte Orientierungen vorausgesetzt. Normalbilder oder verzeichnungsfreie 
Bilder werden nicht benötigt. Objektraumbasierte Verfahren eignen sich besonders gut für große 
Bildverbände, da sie beliebig viele Bilder sehr effizient und parallel auswerten können. Objekt-
raumbasierte Verfahren wurden erstmals durch Wrobel (1987) und Weisensee (1992) publiziert. 
Weiterentwicklungen und Untersuchungen werden in Wrobel (2017) zusammengefasst. Ein 
interessanter Ansatz ist die Kombination des objektraumbasierten Verfahrens mit einer semi-
globalen Optimierung (Bethmann und Luhmann 2017).  
Verfahren der 
Bildzuordnung
objektraumbasiert
bildraumbasiert
global
lokal
merkmalsbasiert
flächenbasiert
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2.3.2 BILDRAUMBASIERT 
Bildraumbasierte Verfahren sind direkte Verfahren und ermitteln Ähnlichkeiten im (bekannten) 
Bildraum, die zu Objektpunkten (unbekannt) führen. Dabei wird direkt in den aufgenommenen 
Bildern nach ähnlichen Bereichen gesucht. An Positionen mit hoher Ähnlichkeit der Bildinhalte 
befinden sich mit hoher Wahrscheinlichkeit homologe Punkte, die einander zugeordnet werden. 
Die Positionen können durch Verfeinerungsverfahren auf Subpixel-Genauigkeit bestimmt werden. 
Mit den zugeordneten Bildpunkten und orientierten Bildern können Objektpunkte durch Vorwärts-
schnitt erzeugt werden. Die Auflösung im Objektraum ist dabei abhängig von der Anzahl der Pixel 
sowie dem Abbildungsmaßstab. Bildraumbasierte Verfahren blicken auf eine längere Forschungs-
historie zurück als die objektraumbasierten und haben insbesondere in den letzten Dekaden enorme 
Fortschritte erzielt (Grün 2012). Im Gegensatz zu objektraumbasierten Verfahren muss vorab keine 
Diskretisierung des Objektraumes vorgenommen werden, da bildraumbasierte Verfahren direkt mit 
den diskreten Bildern arbeiten.  
GLOBAL 
Bei den Verfahren im Bildraum lassen sich globale und lokale Methoden unterscheiden. Globale 
Verfahren vergleichen pixelweise die Ähnlichkeiten in den Bildern und versuchen eine globale 
Energiefunktion zu minimieren. Vereinfacht lässt sich sagen, dass die Energiefunktion annimmt, 
dass benachbarte Bereiche eine ähnliche Tiefenausdehnung besitzen. Führt ein mögliches 
homologes Bildpunktpaar zu einem großen Tiefensprung im Vergleich zu seiner direkten Nachbar-
schaft, wird die berechnete Ähnlichkeit durch eine Strafe verringert. Dadurch wird in einem 
iterativen Prozess für jedes Pixel ein homologes Pixel ermittelt. Populäre Verfahren wie Graph Cuts 
und Belief Propagation liefern recht scharfkantige Ergebnisse selbst für filigrane Objekte, sind 
jedoch sehr rechen- und speicherintensiv und deshalb nicht für Echtzeitanwendungen geeignet. 
Außerdem variieren die Ergebnisse bei nur kleinen Veränderungen der Eingabeparameter recht 
stark (Hirschmüller 2017, S. 246–248).  
LOKAL MERKMALSBASIERT 
Bei lokalen merkmalsbasierten Verfahren werden zunächst in allen Bildern unabhängig vonein-
ander Bildpunkte mit bestimmten Eigenschaften detektiert und beschrieben. Jeder Merkmalspunkt 
(engl. feature point) speichert seine Beschreibung in einem eigenen mehrdimensionalen Merkmals-
vektor. Die Zuordnung der Merkmalspunkte geschieht in einem zweiten Schritt, indem das Paar 
mit der kleinsten Differenz der Merkmalsvektoren gesucht und ggf. die Nachbarschaft einbezogen 
wird. Gängige Verfahren zur Detektion und Beschreibung von Merkmalspunkten sind SIFT, SURF, 
FAST, BRIEF, ORB oder der Förstner-Operator und sind in der Literatur beschrieben (Szeliski 
2011; Luhmann 2018). Dünne Zuordnungsverfahren sind algorithmisch verhältnismäßig perfor-
mant und können z.T. mit Invarianzen gegenüber Radiometrie und Geometrie auch Merkmals-
punkte in stark unterschiedlichen Bildern zuordnen. Sie werden beispielsweise eingesetzt zur 
Objektdetektion und -verfolgung, in der visuellen Odometrie, als Vorstufe für eine dichte Bild-
zuordnung oder zur Distanzmessung zwischen markanten Punkten.  
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LOKAL FLÄCHENBASIERT 
Lokale flächenbasierte Verfahren untersuchen das gesamte Bild sukzessive in kleinen Bildaus-
schnitten und berechnen Ähnlichkeiten zwischen einem Referenz- und Suchfenster. Das 
Referenzfenster kann entweder ein Ausschnitt aus einem Bild oder eine Mustervorlage (engl. 
template) eines bestimmten Objektes wie z.B. ein Gesicht oder eine Messmarke sein. Das Such-
fenster wird pixelweise über das Suchbild verschoben und an jeder Position ein Ähnlichkeitswert 
bezüglich des Referenzfensters berechnet. An einer Position mit hoher Ähnlichkeit befinden sich 
homologe Bildpunkte bzw. das gesuchte Objekt.  
Bei der Suche nach homologen Bildpunkten mit lokalen flächenbasierten Verfahren werden aus 
Effizienzgründen oft Normalbilder berechnet (Abb. 2.8b, Abb. 2.12). Dann muss lediglich entlang 
der Epipolarlinien, die den Bildzeilen entsprechen, gesucht werden. Das zweidimensionale Problem 
wird also reduziert auf ein eindimensionales. Eine weitere Einschränkung ist durch Vorgabe eines 
Disparitätsbereichs möglich. Dieser definiert einen Suchbereich auf der Epipolarlinie und lässt sich 
aus einer bekannten Tiefenausdehnung im Objektraum ableiten. Eine Disparität beschreibt die x-
Parallaxe homologer Bildpunkte und ergibt sich aus der Differenz der x-Koordinaten (x = x′ − x″). 
Sie gibt Auskunft über die Entfernung des zugehörigen Objektpunktes.  
Abb. 2.12: Lokale flächenbasierte Bildzuordnung 
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Die Abb. 2.12 stellt ein Normalbildpaar mit einem exemplarischen Referenzfenster R in Bild 1 und 
Suchfenster S in Bild 2 dar. Das Suchfenster wird entlang der Epipolarlinie im Disparitätsbereich 
pixelweise verschoben und für jede Position ein Ähnlichkeitsmaß zum feststehenden Referenz-
fenster berechnet. Die Position mit der höchsten Ähnlichkeit (x″match) wird zur Referenz (x′Ref) 
zugeordnet. Ein Schwellenwert für die Ähnlichkeit verbessert die Zuverlässigkeit der Zuordnung. 
Ein Links-Rechts-Check dient zur Eliminierung falscher Zuordnungen durch Verdeckungen. Dabei 
wird der ermittelte Bildpunkt x″match in Bild 2 als Referenz gesetzt und in Bild 1 entlang derselben 
Bildzeile ein homologer Bildpunkt gesucht. Ein Bildpunktpaar ist konsistent, wenn in beiden 
Suchrichtungen dasselbe Paar ermittelt wird. Eine Subpixel-Genauigkeit für die x-Koordinate kann 
durch Interpolation einer Parabel durch die Ähnlichkeiten der benachbarten Pixel (x″match−1, 
x″match+1) erreicht werden. Der Hochpunkt der Parabel ist die interpolierte x-Koordinate (x″interpol). 
Im Vergleich zur Interpolation durch eine Pyramide oder den Schwerpunkt liefert eine Parabel 
genauere und robustere Ergebnisse (Bailey 2003). Verfahren zur Subpixelinterpolation sind bereits 
seit Jahrzehnten bekannt (Hueckel 1971; Tabatabai und Mitchell 1984).  
Für jedes Pixel in Bild 1 kann durch das oben beschriebene Verfahren eine Disparität berechnet 
werden. Durch Skalierung der Disparitäten auf einen Wertebereich von 0 bis 255 (8 Bit) kann für 
das Referenzbild ein Disparitätsbild erzeugt werden. Dieses visualisiert die ermittelten Tiefen durch 
Grauwerte (hell = nah, dunkel = fern, schwarz = nicht zugeordnet) und dient zur ersten optischen 
Bewertung des Zuordnungsergebnisses. Das Disparitätsbild in Abb. 2.12 wurde erzeugt mit einer 
Fenstergröße von 11×11 Pixeln, dem Ähnlichkeitsmaß normierte Kreuzkorrelation (siehe Kap. 
2.3.4) mit einem Schwellenwert von 0.6, einem Disparitätsbereich von 60 Pixeln, einem Links-
Rechts-Check und einer Subpixel-Interpolation durch eine Parabel.  
Das flächenbasierte Verfahren ist aufgrund seiner Vereinfachungen durch Normalbilder, einen 
begrenzen Suchbereich, geschickter Speicherung benachbarter Grauwerte bei Verschiebung des 
Suchfensters und weiteren programmtechnischen Optimierungen ein recht performantes Verfahren 
und prinzipiell für Echtzeitanwendungen geeignet. Weiterhin ist die Berechnung von Ähnlichkeits-
maßen hoch parallelisierbar, indem z.B. die Suche entlang der Epipolarlinien für jedes Pixel im 
Referenzbild auf einem eigenen Rechenkern ausgelagert wird. Die Rechenzeit ist abhängig von der 
Größe der Normalbilder, der Fenstergröße, des Ähnlichkeitsmaßes und des Disparitätsbereichs.  
Aufgrund von perspektivischen Verzerrungen durch unterschiedliche Blickrichtungen der Kameras 
und unebenen Objektoberflächen ist der Vergleich von quadratischen Bildfenstern streng genom-
men nicht korrekt, da i.d.R. nur die Radiometrie und nicht die Geometrie für das Ähnlichkeitsmaß 
betrachtet wird. Ausnahme ist hier das Least-squares Matching (LSM), auf das in Kap. 2.3.4 näher 
eingegangen wird. Um geometrische Verzerrungen bei quadratischen Fenstern zu minimieren, 
sollten möglichst kleine Fenster gewählt werden. Die Berechnung von zuverlässigen Ähnlichkeits-
maßen erfordert hingegen möglichst große Fenster mit einer ausreichend großen Stichprobe zufällig 
verteilter Grauwerte. Diese ist weiterhin stark abhängig von der vorhandenen Objektstruktur. Die 
Fenstergröße ist also ein Kompromiss aus mehreren Aspekten, die in Tab. 2 zusammengefasst 
werden. Die Fenstergröße kann für eine bestimmte Anwendung empirisch festgelegt werden oder 
durch vorherige Bildanalysen (z.B. Autokorrelation) oder Bedingungen (z.B. minimale Grauwert-
spanne im Fenster) dynamisch angepasst werden.  
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Aspekt 
Fenstergröße 
klein groß 
Anforderung 
Objekttextur 
kleinräumig, über das gesamte 
Objekt verteilt 
grob, homogene Bereiche können 
überbrückt werden 
Ähnlichkeitsmaß kleine Stichprobe, unzuverlässig große Stichprobe, zuverlässig 
Ebenenbedingung geringe geom. Verzerrungen große geom. Verzerrungen möglich 
Glättung gering, aber rauschanfällig hoch, dafür weniger rauschanfällig 
kleine Strukturen gute Repräsentation ungenaue Repräsentation, geglättet 
Disparitätssprünge scharfe Kanten abgerundete Kanten 
Rechenaufwand gering hoch, Optimierungen möglich 
Tab. 2: Auswirkung der Fenstergröße auf verschiedene Kriterien 
2.3.3 SEMI-GLOBALE OPTIMIERUNG 
Zur Realisierung möglichst kleiner Fenster und einer gleichzeitig hohen Robustheit können 
Optimierungsverfahren wie das Semi-global Matching (SGM) eingesetzt werden. Eine SG-Opti-
mierung führt zu einer Glättung bzw. Rauschunterdrückung, die insbesondere in schwach struktu-
rierten Bereichen durch Nachbarschaftsbeziehungen oft zu korrekt geschätzten Zuordnungen führt. 
ENERGIEFUNKTION 
Der Ursprung des SGM liegt in der Dynamischen Programmierung (DP) (Birchfield und Tomasi 
1998; Hirschmüller 2017, S. 249), die eine globale Kosten- oder Energiefunktion durch eine 
eindimensionale Auswertestrategie approximiert. Dadurch wird die Komplexität der globalen 
Funktion enorm verringert und ermöglicht Echtzeitauswertungen. Durch Hirschmüller (2005, 
2008) wird die globale Energiefunktion um Strafterme erweitert (2.22) und durch eine mehrfache 
(semi-globale) Anwendung der eindimensionalen Auswertestrategie approximiert.  
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(2.22) 
Die globale Energiefunktion E wird in Abhängigkeit eines gegebenen Disparitätsbildes D 
minimiert. Die Kostenfunktion C(p′,p″) beschreibt die inverse Ähnlichkeit zwischen den Bild-
punkten p′ und p″. Abhängig von der Disparität D(q′) eines Pixels q′ in der Nachbarschaft N werden 
auf das Kostenmaß die Strafbeträge P1 oder P2 addiert. Die Funktion T enthält eine Bedingung und 
ergibt im Wahrheitsfall 1. Die beiden Bedingungen steuern die Verteilung der Strafbeträge. Die 
Bedingung zur Anbringung von P1 prüft, ob die aktuelle und benachbarte zugeordnete Disparität 
eine Differenz von 1 aufweist. In diesem Fall liegt im Objektraum ein kleiner Tiefenversatz 
zwischen dem aktuellen und benachbarten Punkt vor. Zur Glättung von kleinen Störungen/Höhen-
unterschieden wird das Kostenmaß des Referenzpixels p′ durch Addition eines kleinen Strafbetrags 
P1 heruntergewichtet. Die zweite Bedingung prüft, ob der Disparitätsunterschied größer als 1 ist. In 
diesem Fall liegt ein größerer Tiefenversatz vor und das Kostenmaß des Referenzpixels p′ wird 
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durch einen größeren Strafbetrag P2 stärker heruntergewichtet als bei kleinen Höhenunterschieden. 
Der erste Strafterm bzw. der Parameter P1 steuert also die kleinräumige Glattheit, wobei der zweite 
Strafterm bzw. P2 einerseits grobe Fehlzuordnungen eliminiert und andererseits Disparitätssprünge 
im Objektraum erhält.  
AGGREGATIONSFUNKTION UND DISPARITÄTSAUSWAHL 
Zur Kostenaggregation sind vorab die Kosten bzw. Ähnlichkeitsmaße für jede Position des 
Referenz- und Suchfensters in einem sogenannten Disparitätsraum abzuspeichern. Diese drei-
dimensionale Datenstruktur kann als Matrix (Referenzbild) aufgefasst werden, die je Zelle 
(Referenzpixel) eine Liste der Ähnlichkeitswerte entlang der zugehörigen Epipolarlinie enthält. Der 
Listenindex definiert dabei die Disparität (Abb. 2.13).  
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  mit i als Laufvariable durch alle Disparitäten <d−1 und >d+1 
  mit k als Laufvariable durch alle Disparitäten 
(2.23) 
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Tab. 3: Pfadrichtungen für SGM im Pixelkoordinatensystem (a) und Kostenaggregation in einer 
exemplarischen Pfadrichtung mit Gewichtung/Strafen 
 
Die globale Energiefunktion (2.22) wird durch eine rekursive Funktion zur Kostenaggregation 
(2.23) approximiert und liefert die aggregierten Kosten Lr für das Referenzpixel p′ und der 
Disparität d im Disparitätsraum. Die Aggregationsfunktion wird entlang verschiedener Pfade r 
angewendet, wofür je Pfad ein eigener Disparitätsraum erforderlich ist. Der Vektor r = [x, y] T 
beschreibt dabei das vorherige Nachbarpixel bezüglich des Referenzpixels p′ und ist für acht Pfade 
nach dem Schema aus Tab. 3a definiert (es können auch 3, 4 oder 16 Pfade sinnvoll sein; 8 sind 
Standard; bei der DP gibt es nur einen Pfad entlang der Epipolarlinien). Bei der rekursiven 
Kostenaggregation werden zu jedem noch unbehandelten Kostenwert C(p′,p″) im Disparitätsraum 
der minimale Kostenwert Lr des bereits behandelten Nachbarpixels (p′−r) addiert. Dabei werden 
die Kostenwerte des Nachbarpixels entsprechend der Disparitätsdifferenz (Tiefendifferenz) zum 
Referenzpixel mit den Strafbeträgen P1 und P2 addiert. Damit das aggregierte Kostenmaß mit 
fortschreitender Pfadlänge nicht anwächst, wird der benachbarte minimale Kostenwert (derselbe 
Pfad x
Nr. 1 2 3 4 5 6 7 8
von l ol o or r ur u ul 2 3 4
nach r ur u ul l ol o or 1 p′ 5
x 1 1 0 −1 −1 −1 0 1 8 7 6
y 0 1 1 1 0 −1 −1 −1
y p′−r
r
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Schleife durch Pixel von
ol → ur ur → ol
l = links, r = rechts,
L r L r L r C + P 2 (p′−r, i )
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wie im mittleren Term, nur ohne Strafen) wieder subtrahiert, sodass in den letzten beiden Termen 
nur die Gewichtung 0, P1 oder P2 übrigbleibt und zum Kostenmaß C(p′,p″) addiert wird (Tab. 3b). 
Die Abb. 2.13 zeigt ein Zahlenbeispiel innerhalb eines Pfades in einem Disparitätsraum. 
Die Kosten Lr der pfadweisen Disparitätsräume werden anschließend in einem gemeinsamen 
Disparitätsraum S summiert. In diesem (gefiltertem) Disparitätsraum erfolgt letztlich die 
Zuordnung durch Auswahl der Disparität d mit dem kleinsten Kostenwert („winner-take-all“-
Methode, WTA). Angewendet auf den gesamten Disparitätsraum ergibt sich das Disparitätsbild D. 
   , ,r
r
S d L d p p Summe (Aggregation) der Pfade r 
(2.24) 
   argmin ,dD S d p p
Auswahl der Disparität d mit dem kleinsten 
Kostenwert an Position p′ und Speicherung im 
Disparitätsbild D 
VISUALISIERUNG 
Abb. 2.13 zeigt beispielhaft den Aufbau eines Disparitätsraumes mit dem Referenzbild und den 
pixelweisen Listen mit den Ähnlichkeitswerten (NCC). Die Listenposition definiert die Disparität. 
Die acht Pfade eines Referenzpixels sind durch rote Pfeile gekennzeichnet. Auf der rechten Seite 
wird die Pfadrichtung von links nach rechts näher betrachtet. Die vorherigen Pixel sind bereits bis 
zur Mitte aggregiert und zugeordnet. Bei dem ersten Pixel des Pfades, der noch keinen vorherigen 
Nachbarn besitzt, wird die Disparität mit den niedrigsten Kosten zugeordnet (WTA). Die 
Ähnlichkeitswerte der aktuell behandelten Liste werden je nach Disparitätsdifferenz zur 
zugeordneten Nachbardisparität gewichtet. Da es sich hier um Ähnlichkeitswerte handelt, werden 
die Strafbeträge subtrahiert.  
Abb. 2.13: Disparitätsraum und Schema der semi-globalen Optimierung in einer Pfadrichtung 
(vgl. Luhmann 2018, S. 499) 
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Übertragen auf den Objektraum, werden Objektpunktkandidaten mit derselben Tiefe wie seine 
Nachbarschaft bevorzugt zugeordnet (keine Strafe). Objektpunktkandidaten mit einer leicht 
unterschiedlichen Tiefe im Vergleich zu seiner Nachbarschaft werden durch den Strafbetrag P1 und 
mit einem großen Tiefenunterschied mit dem Strafbetrag P2 heruntergewichtet – also weniger 
bevorzugt zugeordnet. Disparitäten mit einem niedrigen Ähnlichkeitsmaß können durch die 
Gewichtung also einem höheren Ähnlichkeitsmaß bevorzugt zugeordnet werden (siehe Fehlzuord-
nung ohne Strafterme in Abb. 2.13 rechts). Wenn ein Ähnlichkeitsmaß mit einer großen Disparitäts-
differenz zur Nachbarschaft trotz der Strafbeträge noch die höchste Ähnlichkeit liefert, liegt ein 
Disparitätssprung vor. Die gewichteten Ähnlichkeitswerte werden nach der WTA-Methode 
zugeordnet und dienen für die nachfolgende Liste wiederum als Gewichtungsgrundlage.  
MODIFIKATIONEN 
Eine rechenzeitliche Optimierung kann durch Auslagerung einzelner Pfade auf separate Rechen-
kerne erfolgen. Außerdem können acht Pfade in nur zwei Schleifen durch den Disparitätsraum 
berechnet werden, indem die Pfade 1-4 in einer Schleife von oben links nach unten rechts (im 
Referenzbild) und die Pfade 5-8 von unten rechts nach oben links erzeugt werden (siehe Tab. 3). 
Spangenberg et al. (2014) erzielen mit dieser und weiteren Optimierungen auf einer CPU Auswerte-
raten von bis zu 20 Hz (640×480 Pixel, 64 Disparitäten). Höhere Auswerteraten werden durch 
hardwareseitige Programmierung auf einem Grafikprozessor (GPU) oder einem FPGA-Chip erzielt 
(Ernst und Hirschmüller 2008; Banz et al. 2010; Banz et al. 2011). Anders als globale Verfahren 
kann das SGM also durchaus für Echtzeitanwendungen eingesetzt werden. Als weitere 
Modifikation für den Objektraum wird auf das mehrbildfähige OSGM von Bethmann und Luhmann 
(2017) verwiesen.  
Da das herkömmliche SGM in bestimmten Situationen in der Endoskopie nicht ausreicht, werden 
für diese Arbeit zusätzliche Strafterme für eine größere Nachbarschaft sowie ein dynamischer 
Straffaktor, der alle NCC <0.6 mit doppelten Strafen versieht, eingeführt. Details zu diesen 
Modifikationen werden an der entsprechenden Stelle (z.B. Kap. 5.2.3) gegeben.  
2.3.4 ÄHNLICHKEITSMAßE 
Bei lokalen flächenbasierten Verfahren werden Ähnlichkeiten zwischen zwei Bildpunkten mittels 
eines Referenz- und Suchfensters berechnet. Zwei Bildpunkte sind sehr wahrscheinlich homolog 
(korrespondierend), wenn deren unmittelbare Umgebung eine ähnliche Grauwertverteilung 
aufweist. Voraussetzung hierfür ist eine hinreichend gute Objektstruktur, die in beiden Bildern 
eindeutig zugeordnet werden kann. Aus den Grauwerten innerhalb gleichgroßer Fenster 
(Stichproben) können verschiedene Ähnlichkeitsmaße durch einen funktionalen Zusammenhang 
beschrieben werden. In Scharstein et al. (2001) werden gängige Verfahren gegenübergestellt.  
Einfache Verfahren sind beispielsweise die Summe absoluter Differenzen (engl. sum of absolute 
differences, SAD) oder die Summe der quadrierten Differenzen (engl. sum of squared differences, 
SSD). Beide sind zwar einfach zu berechnen, liefern jedoch ungenaue Ergebnisse bei radio-
metrischen Unterschieden zwischen den Bildern.  
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Ein robusteres und recheneffizientes Verfahren ist CENSUS. Zunächst wird auf beiden Bildfenstern 
eine Census-Transformation angewendet. Dabei werden die umliegenden Pixel mit dem Zentrums-
pixel größenmäßig verglichen und auf 1 für größer bzw. 0 für kleiner gleich gesetzt. Die Census-
Transformation liefert für jedes Fenster eine Bitfolge von Nullen und Einsen, zwischen denen die 
Hamming-Distanz (Hamming 1950) berechnet wird. Dabei werden die Bitfolgen durch die XOR-
Funktion zusammengefasst und aufsummiert. Diese Summe liefert den CENSUS-Ähnlichkeitswert. 
Da die Grauwerte bei der Census-Transformation relativ miteinander verglichen werden, ist das 
Ähnlichkeitsmaß invariant gegenüber radiometrischen Unterschieden. Durch die vergleichenden 
und bitweisen Operationen ist das Verfahren zudem sehr recheneffizient. Wie bei der SAD und SSD 
ist der Wertebereich des Ähnlichkeitsmaßes jedoch abhängig von der Fenstergröße und insbeson-
dere bei CENSUS durch Reduktion auf Einsen und Nullen limitiert. Zu beachten ist, dass kleine 
Werte hohe Ähnlichkeiten anzeigen. Deshalb werden diese Ähnlichkeitswerte auch als Kosten 
bezeichnet.  
Ein weiteres Ähnlichkeitsmaß ist der normierte Korrelationskoeffizient (engl. normalised 
correlation coefficient, NCC). Dieser hat sich in diversen empirischen Untersuchungen als sehr 
robust erwiesen und wird deshalb in dieser Arbeit eingesetzt. Der funktionale Zusammenhang wird 
in 2.26 beschrieben.  
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Der NCC ist invariant gegenüber radiometrischen Unterschieden, da die einzelnen Grauwerte fi, gi 
um die Mittelwerte f , g  reduziert werden. Der Wertebereich liegt zwischen −1 und +1, wobei 
negative Werte eine inverse Korrelation angeben. Aufgrund der Reduzierung um die Mittelwerte 
wird in der Literatur der hier dargestellte NCC auch als mittelwertloser (engl. zero mean) NCC 
(ZNCC) bezeichnet (Hirschmüller und Scharstein 2009). Zur Integration der Ähnlichkeitswerte 
NCC in eine kostenbasierte Bildzuordnung (Suche nach geringsten Kosten) können diese in ein 
Kostenmaß cost überführt werden. Dieses hat einen Wertebereich von 0 bis 1 und zeigt hohe 
Ähnlichkeiten durch kleine Werte an. 
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Aufgrund komplexerer Rechenoperatoren ist die Berechnung des NCC weniger performant als die 
zuvor genannten Verfahren. Zur die Mittelwertbildung und Reduzierung der einzelnen Grauwerte 
um den Mittelwert werden zwei Schleifendurchläufe durch alle beteiligten Grauwerte (engl. two-
pass algorithm) benötigt. Mithilfe des Verschiebungssatzes aus der Statistik (z.B. Fahrmeir et al. 
2016, S. 66, 325 und Anhang i) kann die Gleichung für den NCC so umgestellt werden, dass nur 
noch ein Durchlauf (engl. one-pass algorithm) erforderlich ist (Chan et al. 1983).  
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Anders als die Summen bzw. Quadratsummen der Verbesserungen bei der NCC, können die 
quadrierten Summen der Grauwerte beim One-pass-Algorithmus sehr groß werden. Die größt-
mögliche Zahl für das Quadrat der Summe von Grauwerten 255 bei einer Fenstergröße von z.B. 
101×101 Pixeln wäre 6 766 527 575 025. Bei der computerbasierten Verarbeitung derart großer 
Werte muss entweder ein geeigneter Datentyp gewählt werden (in der Programmiersprache C++ 
wäre double ausreichend) oder ein numerisch stabileres Verfahren, z.B. durch Reduktion der 
Messwerte auf einen empirischen Schwerpunkt (Chan et al. 1983), eingesetzt werden. Unter diesen 
Bedingungen sind bei einer Bildzuordnung mit der mittelwertlosen (one-pass) Variante keine 
numerischen Rechenunschärfen zu erwarten.  
Eine weitere Optimierung kann durch Verwendung von Integralbildern (Crow 1984; Viola und 
Jones 2001) erzielt werden. Für die Bildung der Summen und Quadratsummen über die Grauwerte 
innerhalb eines rechteckigen Fensters werden mit Integralbildern lediglich vier Pixelzugriffe und 
eine einfache Rechenvorschrift benötigt. Dies ist unabhängig von der Größe des Fensters. Für das 
gesamte Bild I werden vorab die Integralbilder für die Summen I und Quadratsummen I² 
berechnet. Dies geschieht durch Aufsummieren der einfachen bzw. quadrierten Grauwerte von oben 
links nach unten rechts. Durch Zugriff auf die Werte der Eckpunkte P1(x-1,y-1), P2(x+w,y-1), P3(x-
1,y+h), P4(x+w,y+h) eines Fensters mit dem Ursprung bei P(x,y), der Breite w und Höhe h in den 
Integralbildern kann die Summe bzw. Quadratsumme innerhalb des Fensters berechnet werden.  
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Integralbilder ermöglichen zusätzlich die Verwendung von dynamischen Fenstergrößen. Bei festen 
Fenstergrößen würde eine Faltung mit einem Filterkern bestehend aus Einsen lediglich einen 
einzigen Zugriff auf das gefilterte Bild erfordern, um die Summe zu erhalten. Empirische Versuche 
haben jedoch gezeigt, dass eine Faltung deutlich rechenintensiver als die Erzeugung von Integral-
bildern ist und somit keinen Vorteil bringt.  
Ein sehr präzises, jedoch rechenintensives Ähnlichkeitsmaß kann durch eine Kleinste-Quadrate-
Zuordnung (engl. least-squares matching, LSM) erzeugt werden. Wie in Kap. 2.3.2 erwähnt, 
können mittels LSM auch geometrische Verzerrungen modelliert werden. Dabei werden die 
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Grauwerte der zu vergleichenden Fenster durch eine Transformationsvorschrift bestmöglich ange-
passt. Oft wird eine Affintransformation (siehe Kap. 2.2.6) verwendet, da insbesondere bei kleinen 
Fenstern die Unterschiede zu einer projektiven Transformation marginal sind. Prinzipiell können 
auch andere Transformationsvorschriften implementiert werden, die je nach Anwendungsfall 
präzisere Ergebnisse liefern können (Bethmann und Luhmann 2011). Der funktionale Zusammen-
hang für die nichtlineare Ausgleichung mittels Affintransformation setzt sich zusammen aus vier 
geometrischen sowie zwei radiometrischen Parametern. Die radiometrischen Parameter dienen zur 
linearen Grauwertstreckung und ermöglichen eine Invarianz gegenüber radiometrischen Unter-
schieden zwischen den Fenstern.  
     0 1 0 1 2 0 1 2, , ,i i if x y e x y r r g a a x a y b b x b y         
mit  
 fi(x,y), gi(x,y)  Grauwert in Fenster 1 bzw. 2 
 a0, a1, a2, b0, b1, b2 Parameter der Affintransformation (Geometrie) 
 r0, r1   Parameter der lin. Grauwertstreckung (Radiometrie) 
(2.29) 
 
Als Näherung für die erste Iteration der nichtlinearen Ausgleichung werden keine geometrischen 
und radiometrischen Unterschiede angenommen. Als Abbruchbedingungen können Schwellen-
werte für die mittlere Standardabweichung, einzelner Geometrieparameter oder ein Iterationslimit 
festgelegt werden. Die resultierende Standardabweichung kann als Ähnlichkeitsmaß aufgefasst 
werden. Durch Invertierung der 8×8 Elemente großen Normalgleichungsmatrix in jedem Iterations-
schritt ist das Verfahren sehr rechenintensiv und nur mit Einschränkungen für Echtzeitanwen-
dungen geeignet. Zur Reduzierung des Rechenaufwandes ist es sinnvoll, vorab gute Näherungs-
werte für die homologen Bildpunkte einzuführen und das LSM als Verfeinerungsschritt anzuwen-
den. Das LSM eignet sich gut für zeitlich unkritische Anwendungen mit sehr hohen Genauigkeits-
anforderungen oder zu Evaluationszwecken. Bei Verwendung von Normalbildern können geome-
trische Parameter und der Rechenaufwand stark reduziert werden, sodass Echtzeitanwendungen 
möglich werden. Weitere Details zu Ähnlichkeitsmaßen können z.B. Szeliski (2011), Hirschmüller 
(2017) oder Luhmann (2018) entnommen werden. 
2.3.5 MEHRBILDZUORDNUNG 
Objektraumbasierte Verfahren lassen sich um beliebig viele Bilder erweitern, indem der Objekt-
punkt nicht nur in zwei, sondern in alle überlappenden Bilder (n) projiziert und zwischen allen 
Kandidaten ein Ähnlichkeitsmaß berechnet wird. Bei bildraumbasierten Verfahren ist es sinnvoll, 
ein Basisbild zu wählen und zu jedem überdeckenden Bild die Korrespondenzen mit einem 
Konsistenzcheck zu berechnen. Durch den Konsistenzcheck entstehen aufgrund von Verdeckungen 
Löcher, die durch die unterschiedlichen Bildkombinationen gefüllt werden können. Für das 
Basisbild entstehen somit für jedes Pixel bis zu n−1 Disparitäten, die gemäß der Stereobasis 
gewichtet werden. Um ein finales Disparitätsbild zu erhalten, werden die Pixel oder Bereiche durch 
einen gewichteten Medianfilter um Ausreißer bereinigt (Hirschmüller 2017, S. 254). Anschließend 
kann mit dem finalen Disparitätsbild eine Punktwolke generiert werden. Weitere Strategien zur 
Auswertung von mehreren Bildern in Bildverbänden, Multi-View-Stereo, Structure-from-Motion 
und SLAM können z.B. in Szeliski (2011), Hirschmüller (2017), Stachniss (2017) oder Luhmann 
(2018) nachgeschlagen werden.  
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Für kontrolliert und fest angeordnete Mehrkamerasysteme wird in Maas (1997) ein umfassender 
Überblick gegeben. Insbesondere in Maas (1992a) wird eine Strategie sowie eine Wahrscheinlich-
keitsanalyse von Mehrdeutigkeiten bei der Zuordnung von Merkmalen in fest zueinander 
orientierten Bildtripeln vorgestellt. Bei dem Verfahren kommt der Epipolarlinienschnitt (Kap. 2.2.5 
und Abb. 2.9) zum Einsatz. Für die Zuordnung von zufällig verteilten Merkmalen kann die Anzahl 
der Mehrdeutigkeiten mit drei Kameras um mindestens eine Größenordnung im Vergleich zu zwei 
Kameras reduziert werden. Werden bei einem Stereokamerasystem für einen Bildpunkt beispiels-
weise 100 Kandidaten im Nachbarbild gefunden, kann die Kandidatenmenge mit einem dritten Bild 
durch geschickte Kombinatorik von Epipolarlinien auf 10 Kandidaten reduziert werden. Das 
ursprünglich für Merkmale (genauer: Partikel bei einer 3D-Strömungsmessung bzw. 3D Particle 
Tracking Velocimetry) konzipierte Prinzip lässt sich grundsätzlich auch auf flächenbasierte 
Zuordnungsverfahren übertragen. Der Mehrwert für flächenbasierte Verfahren wird in dieser Arbeit 
näher untersucht.  
2.4 MESSVERFAHREN IN DER MINIMALINVASIVEN CHIRURGIE 
Generell lassen sich Messverfahren in mehrere Untergruppen mit ähnlichen Messprinzipien 
aufteilen. Eine von Beyerer et al. (2012, S. 431) und Schuth und Buerakov (2017, S. 6) verallge-
meinerte Systematik optischer 3D Messverfahren wird in Abb. 2.14 in einer modifizierten Variante 
dargestellt. Die Systematik ist angepasst auf Messverfahren, die mit Endoskopen selbst oder im 
Zusammenhang mit Endoskopen verwendet werden.  
 
Abb. 2.14: Kategorisierung von Messverfahren in der minimalinvasiven Chirurgie; 
rot: endoskopisch realisiert; blau: liefern Zusatzinformationen für eine Endoskopie; 
gestrichelt: Stereo/Photogrammetrie; fett: keine spezielle Hardware notwendig 
 
Für die Verfahren der rot markierten Felder wurden bereits endoskopische Applikationen oder 
spezialisierte Geräte entwickelt. Diese werden in Kap. 2.4.4 und 2.4.5 vorgestellt. Dabei arbeiten 
die Verfahren der gestrichelten Felder nach dem stereoskopischen Prinzip, bei dem das Objekt aus 
verschiedenen Blickrichtungen beobachtet werden muss. Lediglich die fettgedruckten Verfahren 
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können mit etablierten Endoskopen ohne spezielle Hardware realisiert werden. Die Verfahren der 
blau markierten Felder können Zusatzinformationen während eines endoskopischen Eingriffs 
liefern und werden in Kap. 2.4.1 und 2.4.2 erläutert.  
2.4.1 TOMOGRAPHIE 
Mithilfe der Tomographie können innere Strukturen von Objekten in Form von Schnittbildern 
erfasst werden. Im Gegensatz zum klassischen (Projektions-) Röntgen, bei dem lediglich ein 
Schattenbild erzeugt wird, in dem Vorder- und Hintergrund überlagert und unterschiedlich skaliert 
sind, wird bei der Tomographie ein „…Bild einer dünnen Scheibe durch den Körper des 
Patienten…“ (Dössel 2016, S. 131) erzeugt – ein Schnittbild.  
Die Sonographie (Ultraschall, US) und Optische Kohärenztomographie (OCT) gehören gleichzeitig 
zu der Kategorie Laufzeitmessung, da die Schnittbilder durch Laufzeitunterschiede von Schall-
wellen bzw. Interferenzen von Lichtwellen erzeugt werden. Durch eine Miniaturisierung und 
Integration in Endoskope können Schnittbilder von Innen erzeugt werden. Während die Endo-
sonographie durchaus als etabliert angesehen werden kann, findet die endoskopische OCT eher 
seltener Anwendung. Für nähere Informationen wird auf die Literatur verwiesen (Kramme 2017, 
S. 363-386, 405; Dössel 2016, S. 239-248, 471-484).  
Für nuklearmedizinische Verfahren wie z.B. Single Photon Emission Computed Tomographie 
(SPECT) oder Positronen-Emissions-Tomographie (PET) wird ebenfalls auf die Literatur 
verwiesen. Bei diesen Verfahren ist vornehmlich die Funktionsweise (z.B. Stoffwechsel) von 
Organen und weniger die Anatomie oder Geometrie von Interesse (Dössel 2016, S. 201; Kramme 
2017, S. 345–361).  
Bei der Computertomographie (CT) und Magnetresonanztomographie (MRT) geht es um die 
Erfassung der Geometrie und Beschaffenheit von Organen. Bei einer Endoskopie können die 
Schnittbilder eines CT oder MRT, bzw. davon abgeleitete 3D-Modelle, unterstützend in den 
Operationsprozess integriert werden. Da dies auch für diese Arbeit relevant ist, werden beide 
Techniken in den nächsten Unterkapiteln näher beleuchtet.  
COMPUTERTOMOGRAPHIE 
Bei der Computertomographie (CT) müssen die Schnittbilder aus den Messdaten mithilfe eines 
Computers errechnet werden (engl. computed tomography). Das CT Gerät sendet mehrere parallele 
Röntgenstrahlen in einer Ebene aus (Abb. 2.15a).  
Bei den meisten heutigen Systemen werden die Strahlen fächerhaft ausgesendet, zur einfacheren 
Erklärung werden hier jedoch parallele Strahlen dargestellt. Die Strahlen durchdringen das 
Messobjekt und werden mit zunehmender Materialdichte stärker abgeschwächt. Auf der gegenüber-
liegenden Seite befindet sich ein Detektorarray, das die restliche Intensität misst. Aus den 
ausgesendeten und empfangenen Röntgenstrahlintensitäten ergeben sich die integrierten 
Abschwächungskoeffizienten, die als 1D-Signal (y-Achse) entlang des Detektorarrays (x-Achse) 
dargestellt werden. Die Sende- und Detektoreinheit rotiert zentrisch um die Längsachse (z′) der CT 
Röhre und erzeugt für jeden Winkel   ein 1D-Signal (Dössel 2016, S. 131–178; Beyerer et al. 
2012, S. 398, 812-820). 
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Abb. 2.15: Schematischer Aufbau und Funktionsweise eines Computertomographen 
 
Eine Radon-Transformation (2.30) beschreibt die Projektion aller entlang der Röntgenstrahlen 
integrierten Abschwächungskoeffizienten auf das Detektorarray (x) mit dem Winkel . Für jedes x 
und  ergeben sich daraus alle 1D-Signale, die indirekt das Schnittbild beschreiben (Abb. 2.15b). 
Allgemein formuliert, kann ein definierter Bereich einer dreidimensionalen Funktion z′=f(x′,y′) 
(unbekanntes Schnittbild) durch alle möglichen Linienintegrale beschrieben werden.  
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Der Punkt P(, x) auf dem 
Detektorarray lässt sich durch 
Polarkoordinaten beschreiben. 
 
ℜ… Radon-Transformation 
(Salditt et al. 2017, S. 113) 
(2.30) 
 
Mithilfe einer inversen Radon-Transformation, genauer der gefilterten Rückprojektion (Dössel 
2016, S. 146–156; Salditt et al. 2017, S. 120–124), lassen sich umgekehrt aus einem ausreichend 
großen Bündel von 1D-Signalen die Abschwächungskoeffizienten des Messobjekts als drei-
dimensionale Funktion z′=f(x′,y′) über das Messvolumen bestimmen. In der diskreten Realisierung 
werden für jedes Pixel eines Schnittbildes die (nicht mehr integrierten) Röntgenschwächungs-
koeffizienten als Grauwert eingetragen bzw. interpoliert.  
Abgespeichert werden die Röntgenschwächungskoeffizienten in Form von Hounsfield-Einheiten 
(HU = Hounsfield Unit), die bezüglich Wasser (HU = 0) und Luft (HU = −1000) normiert sind. 
Dadurch können für bestimmte Gewebearten typische Schwellwerte zugeordnet und CT Scans 
geräteübergreifend verglichen werden (Dössel 2016, S. 168–169).  
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Abb. 2.16: Radon Hin- und gefilterte Rücktransformation 
 
Am Beispiel eines synthetischen Bildes (Abb. 2.16a) wird die Radon-Transformation sowie die 
Rückprojektion graphisch erläutert. Mithilfe der Radon-Transformation werden aus dem synthe-
tischen Bild 1D-Signale für mehrere Rotationswinkel erzeugt. Da die Grauwerte im diskreten Fall 
entlang der jeweiligen Geraden summiert werden, ergeben sich für die Winkel 0° und 90° die 
Zeilen- bzw. Spaltensummen. Die 1D-Signale mehrerer Winkelschritte können nebeneinander auf-
gereiht und als Grauwertbild (Sinogramm, Abb. 2.16b) visualisiert werden. Mit der gefilterten 
Rückprojektion wird anschließend das ursprüngliche Bild wieder rekonstruiert. In Abb. 2.16c, d, e 
und f wird verdeutlicht, dass für eine vollständige und hochqualitative Bildrekonstruktion möglichst 
viele hochaufgelöste 1D-Signale in möglichst kleinen Winkelschritten erfasst werden müssen. Für 
eine vollständige Rekonstruktion sind alle Winkel zwischen 0° und 180° zurückzutransformieren. 
Alle zusätzlichen Winkel führen zu Redundanzen, die zusätzlich in den Auswerteprozess integriert 
werden können.  
Durch Verschieben des Scanners entlang der Längsachse des CT Gerätes können mehrere 
Schichten abgetastet werden, die zusammen ein Volumen aufspannen. Das Volumen wird über 
Voxel repräsentiert. Aus der Voxelrepräsentation lassen sich beliebige weitere Schnittbilder 
ableiten. Nähere Informationen zur Computertomographie, zur Radon-Transformation sowie zur 
gefilterten Rückprojektion können in Dössel (2016, S. 131–178), Dössel und Buzug (2014, S. 59–
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111), Salditt et al. (2017, S. 111–167) und für industrielle Anwendungen in Schuth und Buerakov 
(2017, S. 535–551) oder Beyerer et al. (2012, S. 398, 812-820) nachgeschlagen werden. Darüber 
hinaus können Einflussgrößen und Empfehlungen zur dimensionellen Messtechnik in der indus-
triellen CT der Richtlinie VDI/VDE 2630 Blatt 1.2 entnommen werden.  
MAGNETRESONANZTOMOGRAPHIE 
Bei der Magnetresonanztomographie (MRT) werden physikalische Eigenschaften von Atomkernen 
unter Einfluss von starken Magnetfeldern beobachtet. Insbesondere geht es um die Ausrichtung und 
den (Kern-) Spin des Protons eines Wasserstoffatoms. Da der menschliche Organismus zu einem 
Großteil aus Wasser besteht, eignet sich die MRT besonders gut für die Medizin.  
 
Abb. 2.17: Schematischer Aufbau und Funktionsweise eines Magnetresonanztomographen 
 
Das MRT Gerät erzeugt ein starkes statisches Magnetfeld in longitudinaler Richtung (meist 1.5-3 
Tesla, seltener 7 Tesla, Erdmagnetfeld hat 5·10-5 Tesla (Kramme 2017, S. 325; Dössel 2016, S. 
341)). Dadurch werden die Protonen der Wasserstoffatome im menschlichen Körper nahezu 
parallel zu dem Magnetfeld ausrichtet (Abb. 2.17a). Somit zeigt auch der gemittelte Magnet-
isierungsvektor der Protonen in die longitudinale Richtung. Da Protonen einen Spin um ihre Längs-
achse besitzen und sie mit dem statischen Magnetfeld in eine bestimmte Richtung gezwungen 
werden, entsteht eine Präzession – ähnlich wie bei einem schwankenden Kreisel.  
Durch Aussenden kurzer (wenige Millisekunden) elektromagnetischer Impulse in einer bestimmten 
Sequenz werden einige Protonen angeregt, sodass ihre Ausrichtung ausgelenkt wird und ihre Spins 
in Phase präzidieren. Dadurch wird der mittlere Magnetisierungsvektor der Protonen in die 
transversale Ebene gekippt (Abb. 2.17b). In diesem Zustand senden die Protonen elektrische 
Spannungen aus, die von unterschiedlich angeordneten Gradientenspulen gemessen und verortet 
werden können. Damit die Auslenkung gelingt, muss die Frequenz des Impulses genau der 
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Frequenz der Präzession entsprechen, die sich wiederum proportional zur Magnetfeldstärke verhält. 
Da die Frequenz im Bereich von Radiowellen liegt, wird der Impuls auch als RF Impuls 
(Radiofrequenz) bezeichnet.  
Nach dem RF Impuls kehren einige Protonen wieder in ihren ursprünglichen Zustand zurück, also 
parallel zu dem statischen Magnetfeld (Abb. 2.17c). Beim Zurückkehren in die ursprüngliche 
Position (Relaxation) lässt die messbare elektrische Spannung wieder nach. Die Dauer des 
Zurückkehrens bzw. Spannungsnachlasses (Relaxationszeit) ist abhängig vom Wassergehalt des 
Organs und gibt Aufschluss über die Gewebeart, in dem sich die Protonen befinden (Kramme 2017, 
S. 334). Dadurch entstehen die unterschiedlichen Grauwerte in den MRT Schichtbildern. Die 
während der Relaxation gemessenen Signale können direkt in den Frequenzraum übertragen und 
mit einer inversen Fourier-Transformation in ein Schnittbild umgewandelt werden. Wie bei einem 
CT bilden mehrere Schichtbilder ein Volumen, wobei jedes Voxel die Relaxationszeit enthält. 
Das Synonym Kernspinresonanztomographie enthält die wesentlichen Bestandteile der Funktions-
weise eines MRT: „Kern-“: Atomkern/Proton, „-spin-“: Proton hat einen (Kern-) Spin und 
präzidiert, „-resonanz-“: durch mit Präzession resonante Impulse werden Protonen zum Auslenken 
gebracht, „-tomographie“: Schnittbildverfahren.  
Weitere Details zur MRT können in Dössel (2016, S. 285–390), Dössel und Buzug (2014, S. 327–
406) und Kramme (2017, S. 323–344) nachgeschlagen werden.  
VOR- UND NACHTEILE 
Mit der CT lassen sich knöcherne Strukturen oder Lufteinschlüsse (Dichteunterschiede) sehr gut 
sichtbar machen, wohingegen mit der MRT weiches Gewebe wie bestimmte Organe oder Knorpel 
(Wassergehalt) wesentlich differenzierter untersucht werden können. Bei beiden Verfahren können 
bestimmte Gewebearten oder funktionelle Eigenschaften durch Kontrastmittel sichtbar gemacht 
werden. Mit der MRT können bestimmte funktionelle Untersuchungen sogar ohne Kontrastmittel 
erfolgen (Dössel 2016, S. 368).  
Bei der CT wird der Patient einer hohen Belastung durch Röntgenstrahlung ausgesetzt, wohingegen 
die MRT keine Röntgenstrahlung verwendet. Bei der MRT ist nach heutigem Kenntnisstand ein 
Magnetfeld von bis zu 3 Tesla nicht schädlich für den Körper, jedoch dürfen sich keine metallischen 
Gegenstände am oder im Patienten befinden (Dössel 2016, S. 386).  
Bei beiden Verfahren können Bildartefakte entstehen, die gerade bei der MRT aufgrund von 
Bewegung (Atmung, Puls, Zucken) und Inhomogenitäten des Magnetfeldes vermehrt auftreten 
(Dössel 2016, 164-168, 373-377). Bewegungsartefakte können zwar auch bei der CT vorkommen, 
bei der gewöhnlichen MRT sind die Auswirkungen jedoch gravierender, da die Aufnahmezeit 
deutlich länger ist (MRT >15 Min. / CT wenige Minuten). Das liegt einerseits am Messverfahren 
und der Auswertung, aber auch an der erhöhten Vorbereitungszeit und den komplexeren Einstel-
lungsmöglichkeiten. Daher wird gerade bei Notfällen die CT bevorzugt. Aktuellere Forschungen in 
der MRT ermöglichen mittlerweile Echtzeit-Aufnahmen mit 50 Bildern pro Sekunde (Uecker et al. 
2010). Weitere Forschungen zur Echtzeit MRT können auf der Internetpräsenz der Forschungs-
einrichtung BiomedNMR des Max-Plack-Instituts (BiomedNMR 2018) eingesehen werden.  
Bei der MRT sind die kleineren Durchmesser der Scannerröhren, eine starke Lärmbelastung durch 
Aussenden der RF Impulse sowie höhere Anschaffungs- und Betriebskosten weitere Nachteile. Der 
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größte Vorteil gegenüber der CT ist die nicht vorhandene Röntgenstrahlung und die hohe Differen-
zierbarkeit von Weichgewebe.  
Welches Verfahren eingesetzt wird, sollte grundsätzlich von der medizinischen Fragestellung 
abhängig sein. Die MRT ist beispielsweise für die Untersuchung von Knorpelschäden am Knie-
gelenk oder in der Wirbelsäule, die CT bei Knochenbrücken oder der Tumor-Diagnostik an der 
Niere vorzuziehen (Gumpert 2018). Darüber hinaus ist die CT in der Industrie ein etabliertes Mittel 
zur Werkstoffprüfung (Schuth und Buerakov 2017, S. 535–551).  
SEGMENTIERUNG UND 3D-REKONSTRUKTION 
Die Schnittbilder aus einem CT- oder MRT-Scan können für verschiedene Anwendungen weiter-
verarbeitet werden. Oft werden sie für diagnostische Zwecke präoperativ, also vor einer möglichen 
Operation, aufgenommen und lediglich visuell durch den Radiologen und Chirurgen analysiert. Die 
Visualisierungssoftware bietet neben der klassischen Anzeige der Schnittbilder oft auch eine 
Möglichkeit zur voluminösen Darstellung (Volumen Rendering). Dabei können verschiedene 
Voreinstellungen getroffen werden, um nur bestimmte Gewebearten darzustellen. Wie der Name 
bereits impliziert, wird beim Volumen Rendering kein 3D-Modell als polygonale Oberfläche 
erzeugt, sondern direkt die Rohdaten als Voxel visualisiert und gemäß der Voreinstellung gefiltert 
und eingefärbt. Dies ergibt einen sehr guten dreidimensionalen Eindruck, ist für eine Weiter-
verarbeitung jedoch ungeeignet.  
3D-Drahtgittermodelle bzw. Oberflächenmodelle im Vektorformat benötigen deutlich weniger 
Speicherplatz und lassen sich einfacher weiterverarbeiten als Voxeldaten. Zur Erzeugung von 
polygonalen 3D-Modellen müssen zunächst in den Schnittbildern die für eine OP relevanten 
Bereiche und Organe automatisch, halbautomatisch oder manuell segmentiert werden. Dabei 
werden klassische Bildverarbeitungsalgorithmen wie Schwellwertbildung, Opening, Closing, 
Region Growing, Wasserscheidentransformation usw. (Beyerer et al. 2012, S. 639–749) eingesetzt. 
Die Segmentierung muss für mehrere Ebenen/Schnittbilder durchgeführt werden; zwischen-
liegende Schnittbilder können zu einem gewissen Grad interpoliert werden. Jedes Segment wird 
über alle Schichten hinweg gekennzeichnet und ggf. mit Metainformationen wie z.B. gesundes 
Gewebe, Tumor oder Blutgefäß versehen. Je nach Datensatz und benötigter Segmentierungsqualität 
kann der Segmentierungsvorgang viel manuelle Arbeit erfordern. Außerdem kann die Vorfilterung 
der Rohdaten sowie die manuelle Segmentierung sehr subjektiv und vom Bearbeiter abhängig sein.  
Mit den segmentierten Schnittbildern lassen sich anschließend polygonale 3D-Modelle berechnen. 
Im Prinzip geschieht dies durch eine Konvertierung von segmentierten Voxeldaten zu dreidimen-
sional vermaschten Vektordaten (engl. voxel-to-mesh conversion oder image-based meshing). Ein 
klassischer und noch häufig benutzter Algorithmus ist das Marching Cubes von Lorensen und Cline 
(1987). Dabei werden die segmentierten Voxel zunächst in Würfel mit Knoten und Kanten 
überführt, wobei jeder Knoten eine Gewichtung durch den Grauwert erhält. In einem nächsten 
Schritt wird für jeden Knoten anhand eines Schwellenwertes bzw. der Segmentierung festgelegt, 
ob er sich innerhalb oder außerhalb des Objektes befindet. Da die Kombinatorik hier nur bestimmte 
Möglichkeiten für einen Würfel zulässt, kann deren polygonale Aufteilung aus einer Lookup-
Tabelle abgelesen werden. Anschließend werden die Dreieckspunkte entlang der Kanten des 
Würfels durch die Gewichtung linear interpoliert und eine Normale berechnet. Ein systematisches 
Durchlaufen der Voxelstruktur erlaubt verschiedene Optimierungen des Algorithmus (Lorensen 
und Cline 1987).  
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Darüber hinaus existieren verschiedene Weiter- und Neuentwicklungen zur Erzeugung von 3D 
Vektormodellen aus Bilddaten, wie z.B. erweiterte Marching Cube Algorithmen (Kobbelt et al. 
2001; Young et al. 2008), das Dual Contouring (Ju et al. 2002) sowie eines der Erweiterungen des 
Dual Contouring (Zhang et al. 2005). Freie Softwarepakete, die einige dieser Algorithmen 
enthalten, sind beispielsweise 3D Slicer (Kikinis et al. 2014; 3DSlicer 2018) oder iso2mesh (Fang 
und Boas 2009; iso2mesh 2018). In kommerziellen Produkten wie z.B. Mimics (Materialise 2018) 
oder ScanIP (Synopsys 2018) sind die Algorithmen nicht frei zugänglich. Forschungen in diesem 
Bereich werden beispielsweise durch das Fraunhofer-Institut für bildgestützte Medizin (MeVis 
2018) durchgeführt.  
REGISTRIERUNG 
Für eine computerassistierte MIC können die präoperativen Daten einer CT oder MRT zur 
Navigation (Kap. 2.4.2) verwendet werden. Operationsspezifische Segmentierungen können dabei 
nützliche Zusatzinformationen liefern. Vektorbasierte 3D-Modelle von einzelnen Organen können 
mit der intraoperativen Szene registriert werden, was z.B. für einen geometrischen Vergleich 
zwischen präoperativem Modell und Realität oder für eine visuelle Überlagerung und Augmented 
Reality verwendet werden kann.  
Die Registrierung dieser Modelle ist keine triviale Aufgabe, da intraoperative Messungen von 
präoperativen Messungen abweichen können. Insbesondere bei Weichteilorganen kann ein 
präoperatives 3D-Modell stark von der intraoperativen Form des Organs abweichen. In diesem Fall 
wird entweder eine starre Registrierung näherungsweise durchgeführt, wenn die Restabweichungen 
vernachlässigt werden können, andernfalls muss eine komplexere Registrierung mit finiten 
Verformungen (Li et al. 2009) angewendet werden.  
Abgesehen von Deformationen kommt erschwerend hinzu, dass die 3D-Modelle nicht zwangs-
läufig der Oberfläche entsprechen, die während einer OP sichtbar ist. Die segmentierten Organbe-
grenzungen resultieren je nach Verfahren aus Wassergehalt- (MRT) oder Dichteunterschieden (CT) 
und nicht, wie bei einer visuellen Betrachtung, aus der Reflexion von sichtbarem Licht. Weitere 
Ursachen für Registrierungenauigkeiten können Ungenauigkeiten der Messsysteme selbst sein. 
Hierzu wird wieder auf die bereits genannte Fachliteratur sowie Bernhardt et al. (2017) verwiesen.  
2.4.2 NAVIGATION UND TAKTILE ANTASTUNG 
Die räumliche Position der Endoskop- und Werkzeugspitzen ist eine hilfreiche Zusatzinformation 
während einer endoskopischen Operation. Insbesondere, wenn nicht nur die relative Position der 
Werkzeuge zueinander, sondern auch die Position bezüglich eines dreidimensionalen CT- oder 
MRT-Modells bekannt ist. Ein übergeordnetes Koordinatensystem zur Registrierung der prä-
operativen Daten mit der intraoperativen Position des Patienten kann beispielsweise durch markante 
Objektpunkte oder künstliche Marker am menschlichen Körper definiert werden.  
Zur Erzeugung eines übergeordneten Systems aus markanten Objektpunkten müssen diese ggf. 
taktil mit einem Messtaster erfasst werden. Dies wird beispielsweise in der Hals-Nasen-Ohren 
Endoskopie durchgeführt, indem die äußere Stirnpartie des Patienten flächenhaft taktil abgetastet 
wird. Zu beachten ist dabei, dass die angetasteten Objektpunkte auch in den präoperativen Daten 
eindeutig identifizierbar und ausreichend genau messbar sind. Neben markanten Objektpunkten 
können auch künstliche Marker am Patienten positioniert werden, die während der präoperativen 
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und intraoperativen Datenerfassung fixiert bleiben und erfasst werden können. Hierbei ist zu 
beachten, dass die prä- und intraoperative Datenerfassung möglichst zeitnah geschieht und sich die 
Positionen der künstlichen Messmarken nicht verändert.  
Für die Endonavigation kam ursprünglich ein mechanischer Messarm (Mösges und Schlöndorff 
1988) mit taktiler Antastung zum Einsatz. Heutzutage geschieht die Messung von Objektpunkten 
meist durch optische Stereokamerasysteme (AXIOS 2018a; NDI 2018b) oder über ein elektro-
magnetisches Feld (Fiagon 2018a; NDI 2018b) (siehe Abb. 2.14). Nur bei robotergestützten 
Systemen werden Werkzeuge noch mithilfe der Roboterkinematik getrackt (Burschka et al. 2005; 
Intuitive Surgical 2018b). Im Gegensatz zur taktilen Antastung ist mit optischen oder elektro-
magnetischen Techniken eine berührungslose Messung möglich. Weiterhin sind die Systeme 
deutlich kompakter und einfacher handzuhaben als ein Messarm, wenn dieser nicht gleichzeitig ein 
Roboterarm zur Steuerung von chirurgischen Instrumenten ist.  
Beim optischen Tracking (zeitliche Bildzuordnung) mittels Stereokameras und Triangulation 
werden meist retro-reflektierende flache oder kugelförmige Messmarken erfasst. Durch Einsatz 
einer nah-infraroten Beleuchtung und eines Bandpassfilters derselben Wellenlänge für die Kameras 
ist das Tracking sehr robust und weitestgehend unabhängig von anderen Lichtquellen im 
Operationssaal. Außerdem wird der Chirurg nicht durch die Beleuchtung beeinflusst, da diese im 
nicht sichtbaren Spektrum liegt. Für die Positionierung einer Instrumentenspitze müssen zunächst 
mindestens drei Messmarken beobachtet werden, die i.d.R. am proximalen Ende des Werkzeugs 
angebracht sind. Eine feste Anordnung mehrerer (≥ 4) Messmarken auf einem Gestell wird oft als 
Lokator oder Rigid Body bezeichnet. Durch eine bekannte Transformation zwischen Lokator und 
Werkzeugspitze kann der Bezug zum distalen Ende hergestellt werden. Dieser muss vorab für jedes 
Werkzeug bestimmt werden und darf sich während einer OP nicht verändern. Außerdem ver-
schlechtert sich die Messgenauigkeit, wenn herkömmliche Messmarken durch Wasser, Blut oder 
Gewebe verschmutzt werden (Linke et al. 2010; Broers und Jansing 2007). Abhilfe schaffen z.B. 
Messmarken mit einer abwaschbaren Schutzhaube (AXIOS 2018b) oder nah-infrarot fluoreszier-
ende Marken (Decker et al. 2017). Ein weiteres generelles Problem des optischen Trackings ist die 
Notwendigkeit einer dauerhaft freien Sicht auf die Messmarken (auch bekannt als das Line-of-sight 
Problem). Gerade in einem Operationssaal muss das Stereokamerasystem geschickt und ortsfest 
positioniert sein, damit die Sichtlinie nicht gestört wird (Baumhauer et al. 2008) (vgl. Abb. 2.18a).  
Beim elektromagnetischen Tracking spannt ein Magnetfeldgenerator durch impulsartige Erzeugung 
unterschiedlich ausgerichteter Magnetfelder ein lokales Referenzfeld auf. In diesem können 
miniaturisierte Empfängerspulen (Abb. 2.18b), die an Werkzeugspitzen angebracht sind, verortet 
werden. Dabei wird das Line-of-sight- und Verschmutzungsproblem umgangen. Sind die Spulen 
direkt an der Werkzeugspitze angebracht, ist eine zusätzliche Transformation wie bei der indirekten 
optischen Messung über Messmarken nicht mehr erforderlich. Somit wird auch das Tracking von 
flexiblen Werkzeugen möglich. Die Nachteile des elektromagnetischen Trackings sind eine geringe 
Reichweite und eine erhöhe Störanfälligkeit bei leitenden Gegenständen in der näheren Umgebung 
und bei anderen elektromagnetischen Feldern, die z.B. von MRT-Geräten ausgesendet werden 
(Kramme 2017, S. 409; Baumhauer et al. 2008).  
2 Stand der Forschung und Grundlagen 
50 
(a) 
Optisches stereoskopisches Trackingsystem 
mit Lokatoren am Patienten und Werkzeug 
(Kramme 2017, S. 409) 
(b) 
Elektromagnetisches Trackingsystem mit 
Visualisierung der Instrumentenspitze in  
MRT-Daten (Fiagon 2018b), verschiedene 
Empfangsspulen (NDI 2018a) 
Abb. 2.18: Trackingsysteme für eine navigierte minimalinvasive Chirurgie 
Wie in Abb. 2.18b auf dem Monitor dargestellt wird, können die Werkzeugspitzen innerhalb der 
präoperativen Daten lokalisiert, visualisiert und ggf. gezielt zu einem bestimmten Ort navigiert 
werden. Dies ist mit dem elektromagnetischen sowie optischen Tracking gleichermaßen möglich. 
Neben der Endonavigation durch optische oder elektromagnetische Verfahren (Kramme 2017, S. 
408–409) können Werkzeugspitzen auch direkt mit kalibrierten Stereoendoskopen mittels 
Triangulation verortet werden (Du et al. 2016; Burschka et al. 2005; Allan et al. 2013; Speidel et 
al. 2014; Baumhauer et al. 2008). Zwar werden die Positionen zunächst nur relativ zum Endoskop 
bestimmt, dennoch können sie zur Vermessung von Punkten und Abständen oder zur Erfassung der 
Trajektorie verwendet werden. Außerdem wäre eine Kontrolle und Nachjustierung optischer oder 
elektromagnetischer Trackingsysteme möglich. Bei Burschka et al. (2005) wird die Positions-
bestimmung über die Roboterkinematik mit dem visuellen Tracking über Stereoendoskope in einem 
da Vinci-System kombiniert. Darüber hinaus können in den Endoskopiebildern auch die Art der 
Instrumente selbst klassifiziert werden.  
Weiterhin kann zum Tracking des Endoskops selbst z.B. durch Structure-from-Motion oder SLAM 
eine visuelle Odometrie bzw. Trajektorie der Endoskopspitze erzeugt werden. Derartige Verfahren 
werden in Kap. 2.4.3 näher hinsichtlich Oberflächenerfassung erläutert. 
Einen umfassenden Überblick über Instrumententracking mittels Endoskope bieten Bouget et al. 
(2017). Zur Evaluation bereits entwickelter und zukünftiger Algorithmen stellen Bodenstedt et al. 
(2018) eine Plattform bereit und zeigen erste Ergebnisse. Dabei wird festgestellt, dass eine 
Detektion mittels Deep Learning die besten Ergebnisse liefert, jedoch nicht an die Qualität des 
Mittels aller Ergebnisse herankommt. Das Tracking der Instrumentenspitze sei ebenfalls noch eine 
große Herausforderung, insbesondere in realen laparoskopischen Szenarien (Bodenstedt et al. 
2018). Für einen weiteren Überblick über optische und elektromagnetische Trackingsysteme wird 
auf Bernhardt et al. (2017) verwiesen. Welche Genauigkeit mit optischem Tracking erreicht wird, 
demonstriert eine Anwendung zur hochgenauen Positionierung und robotergestützten Bohrung 
beim Einsetzen von Cochlea-Implantaten (Gerber et al. 2013; Weber et al. 2017).  
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2.4.3 OBERFLÄCHENERFASSUNG 
Die folgenden beiden Unterkapitel stellen verschiedene Techniken und wichtige Forschungs-
arbeiten zur endoskopischen Oberflächenerfassung vor. In Abb. 2.14 sind die realisierten Mess-
verfahren durch rote Kästchen gekennzeichnet. Abgesehen von der endoskopischen Sonographie 
und optischen Kohärenz-Tomographie (Kap. 2.4.1) handelt es sich um Verfahren zur Oberflächen-
erfassung. Diese werden in passive und aktive Verfahren aufgeteilt.  
Passive optische Messverfahren sind solche, die ausschließlich vorhandene Lichtwellen mittels 
Photodetektoren erfassen. Dies ist vergleichbar mit dem menschlichen Sehen oder einer 
herkömmlichen Kamera und ist auch das Prinzip in der klassischen Photogrammetrie. Um 
Informationen zu gewinnen oder gar Oberflächen abzuleiten, muss das Objekt eine ausreichend 
gute Struktur oder Textur aufweisen und das vorhandene Licht so reflektieren, dass es vom 
visuellen System erfasst wird. Dies ist eine wesentliche Grundvoraussetzung für passive Systeme. 
Da in vielen Bereichen – insbesondere in der Endoskopie – eine aktive Lichtquelle zur generellen 
Beleuchtung unabdingbar ist, werden derartige Systeme in dieser Arbeit auch als passiv angesehen.  
Wird das künstlich ausgesendete Licht gezielt zum Messen eingesetzt, z.B. durch eine Muster-
projektion oder zum Messen von retro-reflektierenden Marken im NIR-Bereich (z.B. optische 
Navigation, Kap. 2.4.2), handelt es sich um ein aktives Messsystem. Hier ist keine besonders 
ausgeprägte Struktur oder Textur auf dem Objekt erforderlich, da diese entweder projiziert wird 
oder ein aktiver Sensor zur Laufzeitmessung eingesetzt wird.  
 
Abb. 2.19: Passive und aktive Messverfahren 
2.4.4 PASSIVE MESSVERFAHREN 
Unter den passiven Verfahren können verschiedene Techniken zunächst anhand der Anzahl der 
Kameras bzw. „Augen“ (Okulare) unterschieden werden. Systeme mit zwei oder mehr Kameras 
arbeiten meist stereoskopisch, wobei eine synchrone Bilderfassung sowie ein bekannter relativer 
Bezug der Kameras zueinander erforderlich ist. Bei Systemen mit einer Kamera kommen visuelle 
Phänomene (visuelle Hinweise, engl. visual cues) zum Einsatz, die im Folgenden erläutert werden.  
MONOKULAR 
Bei der Oberflächenerfassung aus einem einzelnen Bild sind Zusatzinformationen wie z.B. 
bekannte Punkte oder Strecken im Objektraum erforderlich. Mit einem monokularen System 
erfasste Bildsequenzen können ebenfalls zur Oberflächenerfassung verwendet werden. Hierbei 
müssen entweder die Aufnahmepositionen oder spezifische Kameraeinstellungen (z.B. Fokus) 
passiv aktiv 
Photodetektor 
 
ggf. Lichtquelle 
Sensor (ggf. aktiv) 
 
gezielte Beleuchtung 
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kontrolliert verändert werden und bekannt sein. Es sind also bestimmte visuelle Phänomene (X) im 
Bild zu beobachten, um die Objektform (engl. shape) mit einem monokularen System zu ermitteln. 
Die Verfahren werden oft als Shape from X bezeichnet, wobei X als Platzhalter für das Phänomen 
steht (Szeliski 2011, S. 508–512). Einige dieser Verfahren werden auch in der endoskopischen 
Oberflächenerfassung eingesetzt:  
Shape from... Abk. Ursprungsliteratur; weiterführende Literatur 
Motion SfM Hartley und Zisserman 2003; Szeliski 2011, S. 303–334; Luhmann 2018, S. 491–492 
Focus SfF Nayar und Nakagawa 1994; Szeliski 2011, S. 511–512 
Polarisation SfP Rahmann und Canterakis 2001; Atkinson und Hancock 2006; Kadambi et al. 2015 
Shading SfS Horn 1975; Szeliski 2011, S. 508–510; Beyerer et al. 2012, S. 362–364 
...   
Tab. 4: Shape from X und Literatur 
Von oben nach unten gelesen nehmen die Manipulationen an der Kamera immer weiter ab. In den 
folgenden Absätzen werden zunächst alle Verfahren kurz erläutert und anschließend konkrete 
Anwendungen in der Endoskopie aufgezeigt.  
Beim SfM (auch Structure from Motion) wird die Objektoberfläche durch Bildsequenzen einer 
bewegten Kamera (Motion) rekonstruiert. Dabei wird die Objektszene aus mehreren Perspektiven 
betrachtet. Aus korrespondierenden Punkten in mehreren überlappenden Bildern wird die relative 
Position der Kameras zueinander durch eine Bündelausgleichung ermittelt und anschließend eine 
stereoskopische Bildzuordnung (Kap. 2.3) durchgeführt (Luhmann 2018, S. 491–492). Sich 
verändernde Oberflächen oder Texturen während des Messvorgangs (Deformation, Beleuchtung, 
Perspektive, ...) können zu fehlerhaften Bildzuordnungen führen, was eine ungenaue relative 
Positionierung der Kameras und eine ungenaue Oberflächenrekonstruktion zufolge hat (Szeliski 
2011, S. 30–334). Ein weiteres Verfahren in diesem Kontext ist das Simultaneous Localisation and 
Mapping (SLAM). Im Gegensatz zum SfM baut sich der Objektraum sukzessive und in Echtzeit 
auf, sodass während des kontinuierlichen Messvorgangs navigiert werden kann. Dabei pflanzen 
sich Ungenauigkeiten in der Positionsbestimmung mit zunehmender Bildanzahl fort und führen bei 
langen Sequenzen zu immer größeren Positionsfehlern und einem Drift. Dies kann durch Pass-
punkte oder Schleifenschlüsse verringert werden (Szeliski 2011, S. 325; Taketomi et al. 2017). 
Sowohl das SfM als auch das SLAM liefern eine Trajektorie der Kameraposition und können zur 
Navigation bzw. zum optischen Tracking (Kap. 2.4.2) verwendet werden.  
Beim SfF wird die Objektoberfläche durch verschiedene Fokusebenen rekonstruiert. Das Verfahren 
erfordert entweder eine kontrolliert fokussierbare Optik oder eine Verschiebevorrichtung in 
Aufnahmerichtung, sodass mehrere Bilder mit unterschiedlichen Schärfen (z.B. Objekt vorne, 
mittig und hinten scharf) aufgenommen werden können. Außerdem muss die Oberfläche eine 
hochfrequente Textur aufweisen, um scharfe von unscharfen Bereichen unterscheiden zu können. 
In jedem Bild werden algorithmisch scharfe Regionen detektiert und deren Pixel einer zum Fokus 
vorkalibrierten Tiefe zugewiesen und ggf. interpoliert. Beim Shape from Defocus hingegen wird 
die lokale Unschärfe gemessen und aus zwei Bildern eine relative Tiefe ermittelt. Schwierigkeiten 
beim SfF bereiten Größenänderungen durch Umfokussierung und ungenaue Berechnungen des 
Schärfegrades (Szeliski 2011, S. 511–512). 
Beim SfP wird die Objektoberfläche durch Analysieren der Polarisationseigenschaften der vom 
Objekt zurückgestreuten Lichtstrahlen rekonstruiert. Da eine Reflexion eines unpolarisierten 
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Lichtstrahls zu einer Teilpolarisierung in Abhängigkeit von der Neigung und dem Brechungsindex 
der Oberfläche führt, kann eine Normalenrichtung rekonstruiert werden. Dazu wird das vom Objekt 
reflektierte und in die Kamera einfallende Licht mit einem Polarisationsfilter in unterschiedliche 
Richtungen polarisiert. Aus den resultierenden Intensitäten dreier um 45° zueinander geneigten 
Polarisationsrichtungen und eines bekannten Brechungsindex der Oberfläche wird für jedes Pixel 
ein Normalenvektor der Objektoberfläche berechnet. Die Normalenvektoren werden anschließend 
zu einer Oberfläche integriert (Kovesi 2005). Problematisch sind eine genaue Definition des lokalen 
Brechungsindex des Objektes, ein oft zu geringer Polarisationsgrad der Reflexionen, rauschende 
und mehrdeutige Normalenrichtungen sowie deren maßstabslose Integration zu einer Oberfläche. 
(Kadambi et al. 2015). 
Beim SfS werden Intensitäten hinsichtlich ihrer Schattierung analysiert und daraus eine 
Objektoberfläche abgeleitet. Das Verfahren erfordert eher schwach texturierte Oberflächen, eine 
bekannte Ausrichtung einer Lichtquelle, deren radiometrischen Einfluss auf die Kamera sowie eine 
konstante Albedo (=Verhältnis von ausgesendeter zu reflektierter Lichtintensität) für die gesamte 
Objektoberfläche. Der Bezug zwischen Auftreffwinkel des Lichtstrahls auf die Objektoberfläche 
(unbekannt) und der gemessenen Intensität in einem Pixel wird durch ein Reflektanzmodell (meist 
nach Lambert) hergestellt. Daraus wird ein nichtlineares Problem formuliert, das die Normalen-
vektoren der Oberfläche ermittelt. Da das System mehr Unbekannte als Bekannte besitzt, muss zur 
Lösung der Ausgleichung eine Bedingung, z.B. ein Glättungsterm, eingeführt werden. Eine lineare 
Lösung des SfS Problems wird durch mehrere unterschiedlich positionierte Lichtquellen erreicht. 
Diese erweiterte Variante des SfS wird als photometrisches Stereo (PS) (Woodham 1980) 
bezeichnet und liefert robustere Ergebnisse durch mehrere Beobachtungen (Szeliski 2011, S. 508–
510; Beyerer et al. 2012, S. 362–364).  
Aufgrund der Limitierungen durch Bildsequenzen, Bedingungen oder Vorwissen eignen sich die 
monokularen Shape from X Verfahren nur bedingt zur endoskopischen Oberflächenerfassung. Da 
beim SfP und SfS lediglich Normalen berechnet werden, können diese nur in Kombination mit 
Maßstab gebenden Verfahren genutzt werden. Ansonsten sind zusätzliche geometrische Bedin-
gungen erforderlich. Besondere Herausforderungen für SfM und SfF sind kontinuierlich bewegen-
de Oberflächen und für SfP und SfS variierende Reflexionseigenschaften. Da der praktische 
Nutzen, bereits existierende monokulare Endoskope mit einem Oberflächen erfassenden Assistenz-
system softwareseitig auszustatten, sehr groß ist, wurden dennoch einige Ansätze realisiert. Um 
adäquate Ergebnisse zu erzielen, wurden in der Literatur meist Erweiterungen oder Kombination 
der Verfahren eingesetzt.  
Basierend auf den Arbeiten von Moreno-Noguer et al. (2010) und Pizarro und Bartoli (2012), die 
einen Ansatz zur Detektion von Features eines deformierten 2D-Templates beschreiben, wird ein 
SfM für bewegte Oberflächen in der Laparoskopie entwickelt. Das von Malti et al. (2012) 
vorgestellte und von Malti und Bartoli (2014) erweiterte Verfahren wird um deformierbare 3D-
Templates ergänzt und durch Schattierungen sowie spiegelnden Reflexionen verfeinert: DSfMS 
(Deformable Shape from Motion and Shading). Zunächst wird die Oberfläche in einem statischen 
Zustand mittels SfM rekonstruiert und als 3D-Template vorgehalten. Während der Operation wird 
das 3D-Template kontinuierlich an die deformierende Oberfläche angepasst, wobei voreingestellte 
Krümmungsparameter die Deformationen beschränken. In Bereichen mit unzureichenden Bild-
messungen wird die Oberflächenausrichtung durch SfS approximiert, wobei die Ausrichtung der 
2 Stand der Forschung und Grundlagen 
54 
endoskopischen Lichtquelle kollinear zu der optischen Achse angenommen wird. Das Reflektanz-
modell wird zudem um spiegelnde Reflexionen erweitert, die bei Oberflächennormalen auftreten, 
die parallel zur optischen Achse sind. Mithilfe eines synthetischen Deformationsmodells werden 
3D-RMS von 0.2 mm für geringe und knapp 0.4 mm für größere Deformationen ermittelt. Bei 
Realversuchen werden visuell glattere und aussagekräftigere Ergebnisse erzielt als mit einem 
Deformable SfM Ansatz ohne Reflektanzmodellierung. Eine Genauigkeitsanalyse der Real-
versuche kann aufgrund fehlender Referenzdaten zunächst nicht erfolgen (Malti et al. 2012). In 
einer nachfolgenden Untersuchung von Malti und Bartoli (2014) wird über alle Realversuche ein 
durchschnittlicher 3D-RMS von 1.8 mm erreicht.  
Eine endoskopische Realisierung des visuellen SLAM wird um eine Bewegungskompensation 
durch periodische Atmungsmodelle ergänzt und ermöglicht ein „...simultaneous laparoscopic 
localization and dynamic tissue mapping...“ (Mountney et al. 2006; Mountney und Yang 2010). Ein 
zweistufiger Ansatz mittels SfM und SLAM wird in Collins et al. (2013) beschrieben. Während der 
Operation wird ein initial erstelltes SfM Modell kontinuierlich um zusätzliche Bilder erweitert. 
Deformationen werden hierbei vernachlässigt. Durch Grasa et al. (2014) wird evaluiert, dass ein 
visuelles SLAM mit erweiterter Kalman-Filterung und ohne Bewegungskompensation für 
weitestgehend stabile Bereiche zufriedenstellende Ergebnisse bei realen menschlichen Versuchen 
liefern. Mahmoud et al. (2017) stellen ein angepasstes SLAM vor, das zunächst ORB-Features zur 
Positionierung verwendet und anschließend nur mit ausgewählten Stereobildern eine Verdichtung 
der Punktwolke durchführt. Die halbdichte (semi dense) Punktwolke ist vornehmlich zur 
Registrierung von präoperativen 3D-Modellen vorgesehen. Ein Realversuch in einer Bauchhöhle 
eines Schweines führt zu einem mittleren euklidischen Abstand zwischen intraoperativ erzeugter 
Punktwolke und präoperativem CT Modell von 4.9 mm. Da von einer weitestgehend stabilen 
Oberfläche ausgegangen wird, werden Deformationen bei dem SLAM Ansatz nicht berücksichtigt. 
Chen et al. (2018) setzen ein ORB SLAM mit einer anschließenden dichten Oberflächenerfassung 
um. Auch hier sind stark deformierende Oberflächen problematisch, weshalb für zukünftige 
Forschungen ein stereoskopisches SLAM angestrebt wird.  
Takeshita et al. (2013) beschreiben ein fokussierbares Endoskop zur Rekonstruktion der Oberfläche 
mittels SfF. Die benötigte Aufnahmedauer, die Fokus-zu-Tiefe-Kalibrierung sowie die nicht 
berücksichtige Verzeichnung werden als kritisch angesehen. Das publizierte Verfahren ist noch fern 
von einer echtzeitfähigen Anwendung und kaum für reale bewegte Szenen geeignet. Ein 
interessantes Nebenprodukt des endoskopischen Prototyps ist die Möglichkeit des Focus Stackings 
– also die scharfen Bereiche mehrerer Bilder zu fusionieren und so ein Bild mit einer erweiterten 
Schärfentiefe zu erzeugen. Chadebecq et al. (2012) setzen das SfF erfolgreich in einer speziellen 
Anwendung zur Erfassung der Größe von neoplastischen Läsionen in der Koloskopie ein. Die 
Fokusebenen werden durch eine Videosequenz während des Zurückziehens eines herkömmlichen 
Endoskops erzeugt. Bei Aufnahmen eines künstlichen Testobjektes sowie bei Bildsequenzen einer 
realen Koloskopie eines Menschen wird die Größe der Läsionen stets etwas unterschätzt. Die 
Anforderungen der Experten seien jedoch erfüllt.  
Martinez Herrera et al. (2013) publizieren ein Endoskop mit einem drehbaren Polarisationsfilter 
und setzen zur Oberflächenerfassung das SfP ein. In Experimenten an einer tierischen Leber, einer 
Lunge und einem Herz werden Bilder mit drei Polarisationseinstellungen erfasst und eine absolute 
Größe durch vorab eingemessene Marken eingeführt. In einem Vergleich zum SfS liefert das SfP 
robustere Ergebnisse bei spiegelnden Reflexionen und geringere Ausrichtungsfehler der 
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Normalenvektoren. Der publizierte endoskopische Prototyp ist aufgrund der manuellen Drehung 
des Polfilters und seiner Größe nicht für reale Einsätze geeignet. Polarisierte Endoskope werden 
zwar auch von Morgan und Stockford (2003) und Clancy et al. (2014) vorgestellt, allerdings werden 
diese nicht zur Oberflächenmessung, sondern zur Reduzierung von Reflexionen oder Sichtbar-
machung von feinen Aderstrukturen verwendet. An dieser Stelle sei auch die Publikation von 
Conen et al. (2018a; 2018b) erwähnt, die eine Verbesserung der Bildzuordnung durch gekreuzte 
Polfilter nachweisen. Die Forschungen sind unter anderem Bestandteil dieser Arbeit und werden in 
Kap. 3 und 5 vertieft.  
Collins und Bartoli (2012b) stellen ein echtzeitfähiges SfS für monokulare Laparoskope vor. Das 
Verfahren wurde um ein neuartiges Beleuchtungsmodell erweitert, das auf endoskopische 
Lichtquellen und laparoskopische Szenen ausgerichtet ist. Außerdem wurden spiegelnde 
Reflexionen effizient integriert durch die Annahme, dass deren Oberflächennormalen kollinear zur 
endoskopischen Lichtrichtung verlaufen. Zur Vermeidung fehlerhafter Intensitätsmessungen durch 
hochfrequente Texturen wie Aderstrukturen werden die Bilder vorab mit einem Medianfilter 
weichgezeichnet. Experimentelle Ergebnisse zeigen zwar das große Potenzial des Verfahrens, aber 
auch starke Limitierungen durch ein schwach konditioniertes Ausgleichungsmodell und die 
Annahme konstanter und bekannter Albedo des Objektes. Collins und Bartoli (2012b) weisen 
darauf hin, dass SfS alleine nicht ausreichend ist, eine Oberfläche zuverlässig zu rekonstruieren. Es 
muss mit anderen Hilfsmitteln, wie z.B. Motion, ergänzt werden, um Mehrdeutigkeiten aufzulösen. 
Ein derartiges Verfahren wurde von derselben Forschungsgruppe vorgestellt (s.o.: DSfMS). Von 
denselben Forschern wird ein Endoskop mit mehreren Lichtquellen konstruiert, das 
photometrisches Stereo ermöglicht (Collins und Bartoli 2012a). Die benötigten Aufnahmen 
entstehen durch drei farbige (rot, grün, blau) leicht versetzte Lichtquellen, deren reflektierte 
Intensitäten in einem Farbbild gemessen werden. Durch Kalibrierung der Lichtquellen können aus 
einem einzelnen endoskopischen Farbbild absolute Tiefen abgeleitet werden. Erwähnenswert ist 
der Einsatz von gekreuzten Polarisationsfiltern zur Vermeidung von spiegelnden Reflexionen, die 
im zugrundeliegenden Reflektanzmodell nach Lambert nicht modelliert werden können. Trotz der 
robusteren Ausgleichung beim PS und absoluter Tiefen ist das vorgestellte Verfahren für eine 
klinische Anwendung noch nicht geeignet. Ungelöste und auch generelle Probleme des PS sind 
variierende Albedo, Helligkeitsschwankungen, Objektverdeckungen sowie unstetige Oberflächen.  
BINOKULAR 
Binokulare Verfahren basieren auf der Messung von homologen Bildpunkten in zwei fest 
zueinanderstehenden Kameras. Analog zum vorherigen Absatz kann das Verfahren als Shape from 
Stereo (Szeliski 2011, S. 508) bezeichnet werden, ist meist aber als Stereo Matching oder 
Stereophotogrammetrie (Luhmann 2018) bekannt. Im Gegensatz zu monokularen Verfahren 
werden keine besonderen Phänomene vorausgesetzt. Zur Detektion homologer Bildpunkte werden 
Verfahren aus Kap. 2.3 und zur Objektpunktberechnung die Werkzeuge aus Kap. 2.2, insbesondere 
der Vorwärtsschnitt (Kap. 2.2.4), eingesetzt. Durch eine zeitsynchrone Auslösung in einem festen 
Aufnahmeintervall können mit einem bewegten Kamerasystem dynamische Prozesse wie sich 
deformierende und bewegende Oberflächen und Objekte räumlich erfasst werden. Dies ist ein 
wesentlicher Vorteil gegenüber allen monokularen Verfahren. Flächenhafte Messungen mit 
Stereoendoskopen wurden in verschiedenen Forschungsarbeiten untersucht.  
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Eine der ersten Untersuchungen zur stereoskopischen 3D-Rekonstruktion mittels Endoskopen 
wurde von Devernay et al. (2001) durchgeführt. Dabei wird die pulsierende Oberfläche eines 
Herzens durch einfache korrelationsbasierte Verfahren erfasst und mit einem spatiotemporalen 
Modell registriert. Stoyanov et al. (2004) setzen zusätzlich geometrische Bedingungen durch einen 
hierarchischen Ansatz mit mehreren Auflösungsstufen ein, der robustere Ergebnisse als einfache 
korrelationsbasierte Verfahren mittels SSD oder der damals populären Dynamischen Program-
mierung (DP) liefert. Als Ähnlichkeitsmaß wird die Normierte Kreuzkorrelation (NCC) eigesetzt, 
da diese robuster gegenüber positionsabhängigen Reflexionseigenschaften sei. In Experimenten ist 
trotz des NCC und der geometrischen Bedingungen ein starkes Streuen der rekonstruierten 3D-
Punkte bei spiegelnden Reflexionen zu beobachten.  
Vagvolgyi et al. (2008) stellen einen abgewandelten Ansatz der DP vor, der von Su et al. (2009) 
bei einer Nierenteilresektion verwendet wird. In der modifizierten Energiefunktion werden das 
linke und obere Nachbarpixel gemittelt, wodurch eine Glättung in horizontaler und vertikaler 
Richtung gleichzeitig erfolgt. Durch das modifizierte DP können fehlerhafte Zuordnungen durch 
Reflexionen gemindert und ein insgesamt robusteres Ergebnis erzeugt werden. Schwierigkeiten 
bereiten jedoch Diskontinuitäten, z.B. bei chirurgischen Werkzeugen.  
Stoyanov et al. (2010) stellen ein Verfahren vor, bei der die Oberfläche ausgehend von robust 
bestimmten markanten Objektbereichen wächst (propagiert). Als Ähnlichkeitsmaß wird ebenfalls 
die NCC empfohlen und der Mehrwert in einer Gegenüberstellung zur SAD dargestellt. Durch 
Parallelisierung ist eine Echtzeitauswertung möglich, allerdings ist die rekonstruierte Oberfläche 
aufgrund des semi-dichten Ansatzes lückenhaft. Das Verfahren wird von Totz et al. (2011) um 
einen dünnen (engl. sparse) SLAM-Ansatz erweitert, sodass virtuell ein größeres Sichtfeld entsteht 
(= dynamic view expansion).  
Eine echtzeitfähige dichte Oberflächenerfassung wird von Röhl et al. (2011) vorgestellt. Unter der 
Voraussetzung geringer Veränderungen zwischen zwei Aufnahmen einer Bildsequenz werden 
zuvor berechnete Disparitätsbilder in den stereoskopischen Auswerteprozess einbezogen. Dadurch 
kann der Suchbereich drastisch eingeschränkt und eine Auswertefrequenz von ca. 20 Hz mit einer 
Bildauflösung von 320×240 Pixeln erreicht werden. Durch Röhl et al. (2012) wird der Algorithmus 
auf einen Grafikprozessor ausgelagert und etwa dieselbe Frequenz mit der doppelten Bildauflösung 
(640×480 Pixel) erreicht, was einer Beschleunigung um den Faktor 4 entspricht. Da die Portierung 
auf die GPU Modifikationen des Algorithmus erfordert, verschlechtert sich jedoch die Qualität des 
Disparitätsbildes ein wenig. In Experimenten mit Silikonorganen werden die endoskopisch 
erfassten Punktwolken mittels Iterative Closest Point Algorithmus (ICP) an deren CT-Rekon-
struktionen registriert. Dies führt zu mittleren Punktabständen von weniger als 2 mm für die CPU- 
und GPU-Version. Weitergehende Informationen können der zitierten Literatur oder der zugehöri-
gen Dissertation (Röhl 2013) entnommen werden. Neben Stoyanov et al. (2010) hat sich dieses 
Verfahren als Stand der Technik bzgl. Auswertegeschwindigkeit und Genauigkeit durchgesetzt.  
Da bei beiden Verfahren Glättungsbedingungen verwendet werden, die Diskontinuitäten verfälscht 
darstellen und Fehlzuordnungen fortpflanzen können, haben Bernhardt et al. (2013) einen simpleren 
Ansatz untersucht. Sie verwenden ein Korrelationsverfahren mit NCC und filtern riskante Bereiche 
durch bestimmte Kriterien aus. Ein Bereich ist zu riskant und wird ausgelassen, wenn zu starke 
Gradienten (Kanten) im Bild auftreten, das zweitbeste Ähnlichkeitsmaß zu hoch ist (Eindeutigkeit) 
oder eine andere Zuordnung durch eine vertauschte Korrespondenzsuche gefunden wird 
(Verdeckung, Links-Rechts-Check). Die dadurch entstehenden Lücken können toleriert werden, 
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wenn die Annahme zutrifft, dass sie durch Bildsequenzen einer bewegenden Kamera gefüllt werden 
können. Einzelne übrige Ausreißer werden durch einen Medianfilter kompensiert. Durch die 
eingeführten Kriterien und die dezente Glättung führt das untersuchte Verfahren zu augenscheinlich 
dichteren und rauschärmeren Disparitätsbildern als die Verfahren von Stoyanov et al. (2010) und 
Röhl et al. (2012). Durch die Filterung der riskanten Bereiche verringert sich die rekonstruierbare 
Fläche – insbesondere an den ohnehin unzuverlässigeren Bildrändern. Eine Genauigkeits-
untersuchung wird nicht durchgeführt.  
Schoob et al. (2013) stellen ein ähnliches Verfahren mit dem Ähnlichkeitsmaß CENSUS vor und 
erzielen vergleichbare Genauigkeiten wie Stoyanov et al. (2010) und Röhl et al. (2012). Weiterhin 
vergleichen sie das Korrelationsverfahren mit einem modellbasierten Ansatz. Dieser liefert zwar 
eine dichte und geschlossene Punktwolke in schwach texturierten und stark reflektierenden 
Bereichen, lässt aber keine Diskontinuitäten zu.  
Totz et al. (2014) erweitern das halbdichte propagierende Zuordnungsverfahren von Stoyanov et al. 
(2010) um einen hierarchischen Ansatz zur Reduktion des Suchbereichs mithilfe von Bild-
pyramiden. Hier wird nicht entlang von Epipolarlinien, sondern in Fenstern gesucht, weshalb keine 
Normalbilder erforderlich sind. Die RMS der Distanzen nach Registrierung der rekonstruierten 
Punktwolke und einem CT-Scan einer Silikonleber liegen je nach Datensatz zwischen 2.4 mm und 
5.7 mm. Zwar sind die Ergebnisse schlechter als die von Stoyanov et al. (2010), die Rechenzeit 
kann jedoch um knapp eine Größenordnung reduziert werden.  
Luo et al. (2015) verwenden Farbinformationen und Gradienten für eine verbesserte Korrespon-
denzanalyse. Das Verfahren liefert dichtere Punktwolken in schwach texturierten Bereichen als das 
intensitätsbasierte SGM von Hirschmüller (2005, 2008). Weiterhin erhält eine gradientenbasierte 
Kostenaggregation Disparitätssprünge und ist robust gegenüber Beleuchtungsänderungen, 
Verdeckungen und Bewegungsunschärfen. Dennoch erscheint die Disparitätskarte in einigen 
Bereichen unplausibel und insbesondere an Kanten verrauscht. Dies liegt wahrscheinlich daran, 
dass Punkte in Verdeckungen zunächst eliminiert und anschließend durch eine Glättung wieder 
ausgefüllt werden. Somit entstehen Punkte in verdeckten Bereichen. Eine Genauigkeits-
untersuchung wird nicht durchgeführt.  
Schoob et al. (2016) erfassen Knotenpunkte eines initial definierten Dreiecksnetzes in einem 
bestimmten Bereich. Die Knotenpunkte werden zeitlich getrackt und das Dreiecksnetz unter 
Berücksichtigung eines Regularisierungsterms deformiert. Innerhalb des initialen Dreiecksnetzes 
können Planungsdaten wie z.B. Schnittlinien manuell durch den Chirurgen markiert werden. 
Während der OP bewegt sich die Markierung zusammen mit dem Dreiecksnetz und der Oberfläche 
und behält somit stets seine ursprüngliche Position auf dem Gewebe.  
Penza et al. (2016) verwenden ein einfaches Korrelationsverfahren mit modifiziertem CENSUS und 
stellen ein Verfahren zur Verdichtung einer lückenhaften Disparitätskarte vor. Dazu werden 
zunächst im Farbbild Cluster durch sogenannte Superpixel erzeugt. Dies sind kleine lokale Bereiche 
mit ähnlichen Farbwerten, die sich durch Gradienten abgrenzen. Die Superpixel-Segmentierung 
wird in das Disparitätsbild übertragen, und lückenhafte Bereiche werden mit den validen 
Disparitäten in der Nachbarschaft des überdeckenden Superpixels interpoliert. Testergebnisse 
zeigen zwar größere mittlere Abweichungen als Röhl et al. (2012) (2.47 mm vs. 1.55 mm), dafür 
jedoch eine höhere Rate rekonstruierter Pixel (72.6% vs. 66.2%).  
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TRINOKULAR 
In der Endoskopie sind trinokulare Verfahren zur Oberflächenerfassung weitestgehend unbekannt. 
Zwar existieren einige wenige Publikationen zu trinokularen Endoskopen, allerdings geht es dabei 
nicht um messtechnische Fragestellungen. Kalibrierte Dreikamerasysteme bieten durch geome-
trische Zusammenhänge eine sehr robuste Möglichkeit zur Reduzierung von Mehrdeutigkeiten bei 
der Bildzuordnung (Kap. 2.2.5). Da diese Technik im Zusammenhang mit Endoskopen noch nicht 
untersucht wurde und viel Potenzial birgt, ist es ein wesentlicher Bestandteil dieser Arbeit.  
Hassanfiroozi et al. (2016) stellen ein trinokulares Endoskop mit multifunktionalen Objektiven aus 
Flüssigkristallen (engl. multi-functional liquid-crystal lens) vor. Die Objektive können durch 
Einspeisen einer elektrischen Spannung von 80 mm bis unendlich fokussiert werden. Mit einem 
Durchmesser von je 540 µm pro Objektiv kann ein Außendurchmesser des Endoskops von 2.5 mm 
realisiert werden. Prinzipiell kann eine Oberflächenmessung durch SfF oder durch Stereophoto-
grammetrie bzw. Korrespondenzsuche in drei Bildern erfolgen. Damit haben sich die Autoren 
jedoch nur sehr rudimentär auseinandergesetzt und keine verwertbaren Ergebnisse gezeigt. Weitere 
offene Fragestellungen sind die Kalibrierung des Kamerasystems, der Umgang mit den fokussier-
baren Objektiven sowie die sich daraus ergebende Messgenauigkeit im Objektraum.  
Clancy et al. (2012) entwickeln ein prototypisches Endoskop mit zwei Sensoren im sichtbaren 
Spektrum und einem Sensor im Multispektralbereich. Das Multispektralbild macht Aderstrukturen 
besser sichtbar und ermöglicht z.B. eine Analyse der Durchblutungsänderung. Allerdings müssen 
dazu Sequenzen mit unterschiedlichen Spektralbereichen aufgenommen werden, was bei bewe-
genden Oberflächen zu Bewegungsunschärfen und Perspektivänderungen führt. Deshalb werden 
zunächst mit der Stereokamera im sichtbaren Spektrum markante Punkte auf der Gewebeoberfläche 
gemessen und zeitlich verfolgt. Die markanten 3D-Punkte werden mithilfe einer zuvor bestimmten 
Kalibrierung und Orientierung in das Multispektralbild projiziert. Mithilfe der projizierten 
Objektpunkte können die Spektralbilder überlagert und für weitere Analysen verwendet werden. 
Bei der gesamten Anwendung trägt das dritte Bild nicht zu einer besseren geometrischen Ober-
flächenerfassung bei, sondern ergänzt die konventionelle Sicht um eine weitere Informationsquelle.  
Nicht medizinische und größer skalierte trinokulare Kamerasysteme werden beispielsweise in der 
Robotik (Hansen et al. 1988; Ayache und Lustman 1991), dreidimensionalen Strömungs-
messtechnik (Maas 1992a) oder terrestrischen/urbanen 3D-Modellierung (Mayer 2003; Heinrichs 
et al. 2007; 2010) eingesetzt. Die Verbreitung derartiger Systeme ist jedoch eher gering. 
MULTIOKULAR UND LICHTFELD 
Prinzipiell können mit multiokularen Systemen weitere Mehrdeutigkeiten und Fehlzuordnungen 
eliminiert werden als mit trinokularen Systemen. Zusätzliche Optiken werden jedoch meist zulasten 
der Baugröße oder des Auflösungsvermögens verbaut. Zudem verkleinert dies meist die 
Stereobasen, was die Schnittgeometrie der Lichtstrahlen bei der Triangulation verschlechtert. Eine 
weitere Möglichkeit zur Oberflächenrekonstruktion bietet das SfF, das für Lichtfeldkameras 
eingesetzt werden kann. Nähere Informationen zu Multiokularen oder Lichtfeldkameras können in 
Beyerer et al. (2012, S. 348–355) nachgeschlagen werden.  
Hassanfiroozi et al. (2015) entwickeln ein heptanokulares (sieben-äugiges) Endoskop mit einer 
hexagonalen Anordnung. Vornehmlich geht es bei der Publikation um die technische Umsetzung 
und Anfertigung der Objektive aus Flüssigkristallen. Eine exemplarische 3D-Auswertung wird 
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durch Integral Imaging durchgeführt – ein Verfahren zur Auswertung der Bilder von Lichtfeld-
kameras. Untersuchungen zur Oberflächenerfassung und Genauigkeit werden nicht durchgeführt.  
Ein multiokulares System kann prinzipiell auch durch Mikrolinsen erreicht werden. Ein Endoskop 
mit einem Mikrolinsenarray wird von Yaron et al. (2006) untersucht. Zweck des Endoskops ist die 
Erzeugung einer stereoskopischen Sicht mit nur einem Bildsensor. Das Licht fällt durch zwei 
Blendenöffnungen auf die Mikrolinsen ein, die das Licht je nach Einfallsrichtung auf ein Pixel mit 
einem geraden bzw. ungeraden Spaltenindex projizieren. Wird das Bild an jeder zweiten Bildspalte 
aufgeteilt, ergeben sich ein linkes und rechtes Bild, die für eine stereoskopische Sicht – und 
prinzipiell auch zur Oberflächenmessung – verwendet werden können.  
Decker et al. (2015) untersuchen die Einsatzmöglichkeit einer Lichtfeldkamera für medizinische 
Anwendungen, stellen jedoch noch keinen Bezug zu Endoskopen her. Mit der Lichtfeldkamera 
Raytrix R12 können in Experimenten medizinische Oberflächen mit optisch komplexen 
Eigenschaften aus einer Aufnahmedistanz von etwa 250 mm mit Genauigkeiten von etwa einem 
Millimeter erfasst werden. Von derselben Forschergruppe wird die Lichtfeldkamera Raytrix R5 mit 
einem Endoskop gekoppelt und dieselben Genauigkeiten mit einer Tiefenauflösung von etwa 
0.2 mm erreicht (Le et al. 2017). Bei diesen Versuchen beträgt der Aufnahmeabstand etwa 20 mm. 
Texturarme Bereiche auf der Oberfläche bereiten gerade bei plenoptischen Techniken besondere 
Schwierigkeiten, da sich die benötigten Grauwertvariationen für das Matching auf die Größe eines 
Mikrobildes beschränken und keine größere Nachbarschaft erlauben. Deshalb sind die bisherigen 
Ergebnisse noch recht rauschanfällig. Als möglichen Lösungsvorschlag diskutieren die Autoren 
eine aktive Beleuchtung mit strukturiertem Licht.  
2.4.5 AKTIVE MESSVERFAHREN 
Aktive Oberflächenmessverfahren in der Endoskopie sind durch strukturierte Beleuchtung und 
Laufzeitmessung realisiert. Beide Verfahren erfordern zwar keine ausgeprägte eigene Textur der 
Oberfläche, jedoch zusätzliche Hardware.  
STRUKTURIERTES LICHT 
Die Triangulation von Objektpunkten erfolgt mithilfe bekannter Lichtstrahlen eines Projektors 
(strukturiertes Licht, SL) und der Bildmessung der Kamera. Dabei kann der Projektor als inverse 
Kamera eines Stereosystems betrachtet werden. Die erreichbare Objektauflösung ist maßgeblich 
limitiert durch die Auflösung und Größe des projizierten Musters und der Kamera.  
Schick et al. (2011) und Schmalz et al. (2012) stellen ein flexibles Endoskop mit einem Durch-
messer von 3.6 mm und einer Projektionseinheit vor. Das System ist für enge und gekrümmte 
Kanäle ausgelegt. Ein farbcodiertes Streifenmuster wird radial auf die Außenwand projiziert und 
von einer frontal blickenden katadioptrischen Kamera mit einer Fisheye-Verzeichnung betrachtet. 
Die Projektionseinheit und die Kamera sind zueinander kalibriert und ermöglichen eine Objekt-
punktmessung durch Triangulation. In einem Versuch mit einer künstlichen Körperhöhle und CAD-
Daten als Referenz werden durchschnittliche 3D-Abweichungen von etwa 0.1 mm erreicht. Die 
Objektauflösung des Systems ist abhängig von der Aufnahmeentfernung und beträgt üblicherweise 
< 0.2 mm. Zur Rekonstruktion längerer Kanäle müssen das Endoskop bewegt und die einzelnen 
Aufnahmen miteinander registriert werden. Gerade bei zylindrischen Objekten kann dies zu Mehr-
deutigkeiten führen. Auch sich deformierende Oberflächen erschweren die Registrierung.  
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Staub (2013) erweitert in seiner Dissertation eine stereoskopische Variante des Kamerasystems 
Awaiba NanEye um eine Projektionseinheit, die ein binär kodiertes Muster projiziert. Einerseits 
wird das bekannte statische Muster für eine Triangulation zwischen Projektor und linker Kamera 
verwendet, andererseits als Zufallsmuster für eine herkömmliche stereoskopische Auswertung. 
Beide Ergebnisse werden zusammengefügt und ergeben eine Tiefenkarte. Eine adäquate Evaluation 
der Messgenauigkeit wurde nicht durchgeführt. Als Anwendungsfall dient die Dentalmedizin.  
Edgcumbe et al. (2015) stellen ein miniaturisiertes Projektionsmodul vor, das nicht am Endoskop 
befestigt ist, sondern mit einem chirurgischen Werkzeug gegriffen und positioniert wird. Durch ein 
kleines Schachbrettmuster an der Außenhülle des Mini-Projektors kann dieser von einem Stereo-
endoskop getrackt werden. Gleichzeitig projiziert das externe Modul ein Muster auf die Gewebe-
oberfläche, das ebenfalls vom Endoskop erfasst wird. Dadurch ergibt sich für die Triangulation 
zwischen Kameras und der externen Projektionseinheit eine verhältnismäßig große Stereobasis. Bei 
Experimenten mit einer Niere wird ein absoluter Messfehler von 1.5 mm ermittelt. Als Referenz 
wird die Oberfläche punktuell mit einem Tastinstrument erfasst, das durch ein optisches Tracking-
system (Kap. 2.4.2) positioniert wird. Prinzipiell kann das Projektionsmodul auch mit herkömm-
lichen monokularen Endoskopen verwendet werden. Allerdings muss das Modul stets vom 
Chirurgen im Sichtfeld des Endoskops positioniert und korrekt ausgerichtet werden. Außerdem ist 
die stereoendoskopische Positioniergenauigkeit des Projektionsmoduls die wohl größte Fehler-
quelle für die Triangulation zwischen Kamera und Projektor.  
Lin et al. (2018) entwickeln ein Endoskop, das einerseits über ein projiziertes mehrfarbiges Punkt-
muster Oberflächen messen und andererseits Hyperspektralbilder aufnehmen kann. Beide Daten-
quellen können anschließend kombiniert werden. Die Projektion des Punktmusters geschieht durch 
ein ungeordnetes Glasfaserbündel. Eine echtzeitfähige Detektion der projizierten Punkte ist durch 
ein Convolutional Neural Network realisiert, das durch Bilder mit manuell zum Referenzmuster 
zugeordneten Farbpunkten trainiert wurde. Dieser Ansatz ermöglicht eine Detektion selbst in 
Bildern mit schlechter Aufnahmequalität, ungleichmäßiger Beleuchtung oder Reflexionen. Mit den 
detektierten Punkten und dem Referenzmuster können schließlich Objektpunkte trianguliert 
werden. Die durchschnittlichen Distanzen der rekonstruierten Oberfläche zu Referenzdaten betra-
gen nach ICP etwa 0.7 mm bei einer Aufnahmedistanz von etwa 100 mm. Die diskreten projizierten 
Farbpunkte limitieren die Objektauflösung und folglich die Erfassung kleinräumiger Deforma-
tionen enorm. Zwischenliegende Bereiche werden lediglich durch ein Dreiecksnetz interpoliert.  
Wesentliche Schwierigkeiten bei projizierenden Systemen bereiten kontrastarme und unscharfe 
Muster, Farbmodulationen zwischen Muster und Oberfläche, eine robuste Detektion der Muster 
sowie die technische Realisierung in einem Endoskop. Außerdem behindern projizierte Muster eine 
farbechte 3D-Rekonstruktion sowie die konventionelle farbtreue Sicht für den Chirurgen. Der große 
Vorteil von SL-Systemen ist die Unabhängigkeit von der Objekttextur.  
TIME-OF-FLIGHT 
Die Time-of-Flight-Technologie (ToF) basiert auf Laufzeitmessung eines ausgesendeten IR-Licht-
pulses. Dadurch ist jedes Pixel des sogenannten Photomischdetektors (PMD) in der Lage, eine 
Entfernungsmessung durchzuführen. Da das zum Messen benötigte Licht aktiv ausgesendet wird, 
sind keine zusätzliche Beleuchtung der Szene und keine ausgeprägte Textur der Oberfläche 
erforderlich. Es ist kein Korrespondenzproblem zu lösen. Das Verfahren benötigt keine Stereobasis 
oder Projektionseinheit und kann daher kompakt konstruiert werden. Weiterhin sind Messraten im 
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Videotakt oder mehr möglich (> 20 fps). Die Auflösungen von PMD-Sensoren sind i.d.R. jedoch 
deutlich geringer als von herkömmlichen Photosensoren. Das Prinzip der Lichtlaufzeitmessung 
kann z.B. in Beyerer et al. (2012, S. 370–371), Jutzi et al. (2017, S. 81–84) oder der nachfolgend 
zitierten Literatur nachgeschlagen werden.  
Penne et al. (2009) haben als erstes die ToF-Technologie in ein Endoskop integriert. Dabei wird 
eine herkömmliche monoskopische Endoskopoptik um eine extern angeschlossene ToF-Kamera 
und eine modulierte und synchronisierte Lichtquelle erweitert. Groch et al. (2011) haben die Mess-
ergebnisse des leicht modifizierten ToF-Endoskops (PMD-Sensor mit 204×204 Pixeln) und eines 
Stereoendoskops (640×480 Pixeln) gegenübergestellt. Ein 3D-Vergleich zu einem CT-Scan liefert 
für das ToF-Endoskop eine mittlere Abweichung von etwa 4 mm und eine Standardabweichung 
von 2.5 mm. Beim Stereoendoskop sind es hingegen nur 1.9 mm bzw. 1.0 mm. Neben der besseren 
Überlagerungsgenauigkeit und geringeren Variation in der Punktwolke liefert das Stereoendoskop 
eine höhere Objektauflösung und ein größeres Messfeld. Der Trend der verbesserten Genauigkeiten 
wird in mehreren Versuchen mit unterschiedlichen Testobjekten festgestellt. Auch in Maier-Hein 
et al. (2014) wird belegt, dass das ToF-Endoskop schlechter abschneidet als verschiedene Stereo-
auswertungen und strukturiertes Licht.  
Köhler et al. (2013) verwenden ein hybrides ToF-Endoskop, das neben dem PMD-Sensor auch 
einen RGB-Sensor besitzt. Das Licht wird durch einen Strahlteiler am distalen Ende des Endoskops 
auf die Sensoren umgelenkt. Da PMD-Sensoren eine geringe Auflösung und ein hohes Signal-
Rausch-Verhältnis haben, werden durch das Farbbild kleine Bewegungen des Endoskops durch 
optischen Fluss ermittelt und zur Superposition der PMD-Messungen verwendet. Durch Super-
position kann die Auflösung erhöht und das Signal-Rausch-Verhältnis verringert werden. In realen 
Versuchen werden durch das vorgeschlagene Verfahren deutlich bessere Tiefenbilder interpoliert, 
die sogar filigrane chirurgische Instrumente abbilden.  
2.4.6 ASSISTENZSYSTEME BEI EINER NIERENOPERATION 
Die folgenden Beiträge befassen sich direkt mit der bildgestützten LPN. In diesen werden ähnliche 
Problemstellen wie in Kap. 1.2 angesprochen. In Pratt et al. (2012) geschieht die Registrierung nicht 
über gesamte Oberflächen, sondern über zuvor vom Chirurgen definierte Landmarken, die im 
Planungsmodell vorhanden sind und intraoperativ in Stereoendoskopbildern gemessen werden. 
Hughes-Hallett et al. (2014) geben eine Übersicht über bereits entwickelte Assistenzsysteme für 
eine LPN. Keine der erläuterten Registrierungsverfahren verwendet eine dichte Oberflächen-
erfassung, sondern lediglich manuelle oder punktuelle Messungen ähnlich wie in Pratt et al. (2012) 
beschrieben. Thompson et al. (2018) führen eine halbdichte Oberflächenerfassung nach Totz et al. 
(2014) durch und verwenden es für die Feinregistrierung einer Leber. Zu der Dichte und Qualität 
der erzeugten Punktewolke wird keine Aussage getroffen. Da eine korrekte Registrierung sehr 
anspruchsvoll ist, stellen Thompson et al. (2018) ein Überwachungssystem vor, mit dem Chirurgen 
eine fehlerhafte Überlagerung schnell erkennen können und die bildgestützten Informationen neu 
orientieren oder deaktivieren können.  
In den genannten Publikationen bezüglich computergestützter LPN spielt die Untersuchung einer 
dichten Oberflächenmessung eher eine untergeordnete Rolle. Es werden bekannte Verfahren 
eingesetzt oder manuelle Punktmessungen durchgeführt.  
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2.4.7 FAZIT 
Es wurden verschiedene Messverfahren aufgezeigt und erläutert, die im engeren Zusammenhang 
mit Endoskopen stehen. Meist werden mehrere dieser Verfahren gleichzeitig eingesetzt und 
kombiniert. Vor einer Operation werden CT- oder MRT-Scans durchgeführt, die zu behandelnde 
Stelle segmentiert, rekonstruiert und mit Planungsinformationen wie z.B. Schnittlinien erweitert. 
Während einer minimalinvasiven Operation werden chirurgische Instrumente durch optische oder 
elektromagnetische Trackingsysteme navigiert und mit Endoskopen die Gewebeoberfläche 
vermessen. Auf die intraoperativ gemessene Oberfläche kann schließlich das präoperative 
Planungsmodell registriert werden. Durch Transformation über das Trackingsystem ist es möglich, 
mehrere Werkzeuge zur endoskopisch gemessenen Oberfläche bzw. zum Planungsmodell zu 
positionieren. Für ein derartiges Assistenzsystem, das eine visuell erweiterte Realität bietet, werden 
also mehrere der beschriebenen Messverfahren benötigt.  
Eine der komplexesten Aufgaben ist die endoskopische Oberflächenerfassung, was durch die 
Vielzahl der Messmethoden und der fortlaufenden Forschungsarbeiten belegt wird. Aktive 
Verfahren erfordern spezielle Sensorik, die für Endoskope miniaturisiert werden und den strengen 
Vorschriften für Medizinprodukte (z.B. Wärmeentwicklung, Energieverbrauch, Autoklavier-
barkeit, usw. Kramme 2017, S. 36–54) entsprechen muss. Strukturiertes Licht muss scharf, 
kontrastreich und farblich unabhängig von der Oberfläche projiziert werden; bei der ToF-
Endoskopie gibt es ungeklärte Fragen hinsichtlich der Eindringung des ausgesendeten IR-
Lichtpulses in das Gewebe, Mehrwegeffekte und Streulicht. Zudem liefert letzteres noch keine 
zufriedenstellenden Objektauflösungen und Messgenauigkeiten (Maier-Hein et al. 2014).  
Passive Verfahren erfordern meist einen höheren Rechenaufwand, was die Messrate verringert, und 
sind stark von der Textur der betrachteten Szene abhängig. Der große Vorteil von mono- und 
binokularen Oberflächenmessverfahren ist die direkte Implementierung in bereits vorhandene 
Endoskopiesysteme. Allerdings sind monoskopische Verfahren stark limitiert bei deformierenden 
Oberflächen. Binokulare Verfahren liefern schon recht passable Ergebnisse, führen aufgrund von 
vermehrten Fehlzuordnungen jedoch oft starke Glättungsterme ein. Durch die Glättung von 
Bereichen mit gehäuften Ausreißern (z.B. durch Reflexionen oder geringe Textur) können die 
entstehenden Fehler in umliegende Bereiche propagiert und diese kaum noch von korrekt erfassten 
Bereichen unterschieden werden (Bernhardt et al. 2013). Die Entwicklung eines trinokularen 
Endoskops ist technisch durchaus realisierbar, wurde jedoch noch nicht für eine verbesserte 
Oberflächenmessung in Betracht gezogen. Möglicherweise kann durch eine robustere Zuordnung 
in drei Bildern auf eine Glättung (z.B. SGM) verzichtet werden. Multiokulare Endoskope haben 
eher einen experimentellen Charakter, wobei Lichtfeldkameras für Endoskope großes Potenzial 
bieten und zukünftig weiter erforscht werden (Le et al. 2017).  
Bei beiden Verfahren können vermehrt Schwierigkeiten mit Reflexionen auftreten. Auch Blut und 
Rauch können zu Messfehlern führen. Maier-Hein et al. (2014) stellen fest, dass aktive Verfahren 
weitestgehend unabhängig von Rauch, jedoch nicht von Blut und Reflexionen sind. Passive 
Verfahren werden von beidem beeinträchtigt. Um, abgesehen von diesen Störungen, korrekte 
Messergebnisse zu ermöglichen, muss für alle Systeme eine hinreichend stabile Kalibrierung und 
Orientierung während des Einsatzes gewährleistet werden. In der Praxis sollten die Systeme 
zumindest intraoperativ kontrolliert und ggf. nachkalibriert bzw. -justiert werden können.  
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Keines der vorgestellten Systeme zur endoskopischen Oberflächenerfassung konnte bislang 
nachhaltig in die Praxis integriert werden. Die Verfahren sind noch zu fehleranfällig und erfordern 
weitere Verbesserungen. Möglicherweise könnten Kombinationen von verschiedenen Techniken 
zuverlässigere Ergebnisse liefern (Maier-Hein et al. 2013). Ein Dreikamerasystem zur robusteren 
Oberflächenmessung in der Endoskopie wurde jedenfalls noch nicht näher untersucht und ist daher 
wesentlicher Bestandteil dieser Arbeit.  
In der folgenden chronologischen Auflistung (Tab. 5) werden nennenswerte Publikationen mit 
umfassenden Übersichten zum Stand der Technik aufgeführt. In diesen werden viele weiter-
führende Forschungsarbeiten aufgeführt, deren Umfang den Rahmen dieser Arbeit sprengt.  
Publikation Besonderheit 
Mountney et al. 2010  Vorwiegend Mono, Tracking von Deformationen 
Groch et al. 2011  Genauigkeitsuntersuchung SfM, Stereo, ToF 
Mirota et al. 2011  Beschreibung Messprinzipien, Anwendungen 
Stoyanov 2012  Umfassend, Instrumententracking, biophotonische Bildgebung 
Maier-Hein et al. 2013  Sehr umfassend und detailliert, Beschreibung Messprinzipien 
Geng und Xie 2014  Endoskopische Aufnahmetechniken mit Bezug zur Messtechnik 
Maier-Hein et al. 2014  Genauigkeitsuntersuchung Stereo, SL, ToF, Einfluss Rauch, Blut 
Parchami et al. 2014  Ausschließlich Stereo, Vergleich Algorithmen OpenCV 
Bergen und Wittenberg 2016  Dynamische Sichterweiterung, Publikationsanalyse 
Lin et al. 2016  Schwerpunkt SLAM mit deformierenden Oberflächen 
Bernhardt et al. 2017  Sehr umfassend, Erklärung aller Techniken, Augmented Reality 
Conen und Luhmann 2017  Inkludiert tri- und multiokulare Systeme 
 
Tab. 5: Zusammenfassende, vergleichende und bewertende Veröffentlichungen zu endosko-
pischen Techniken und Verfahren zur Oberflächenerfassung 
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Bei der Bildzuordnung sind spiegelnde Reflexionen eine besondere Herausforderung, da diese 
abhängig von der Position des Betrachters, der Lichtquelle und der Oberflächenausrichtung sind. 
In zwei Bildern aus leicht unterschiedlichen Aufnahmerichtungen bilden sich Reflexionen an 
unterschiedlichen Positionen im Objektraum ab (Abb. 2.20). Nicht gesättigte und großflächige 
Reflexionen führen zu unterschiedlichen Helligkeitsverteilungen in Bildbereichen, die denselben 
Objektbereich abdecken. Gesättigte und kleine lokale Reflexionen überstrahlen die Objekttextur 
stellenweise komplett und machen eine zuverlässige Bildzuordnung an diesen Stellen nahezu 
unmöglich. Erschwerend kommt hinzu, dass ähnlich aussehende Reflexionen fälschlicherweise 
zugeordnet werden und Fehlmessungen verursachen können. In der Realität besteht das 
aufgenommene Licht i.d.R. aus einer Mischung direkter und diffuser Reflexionen.  
Gerade bei endoskopischen Aufnahmen sind spiegelnde Reflexionen sehr häufig aufgrund der 
starken, gerichteten Lichtquelle und der oft feuchten Gewebeoberfläche (Abb. 2.21). Wegen der 
meist kurzen Basis bei Stereoendoskopen sind die Positionen von Reflexionen in den beiden 
Bildern oft nur geringfügig unterschiedlich. Dies führt schnell zu einer leicht fehlerhaften 
Bildzuordnung und damit zu nicht vernachlässigbaren Fehlern der Tiefenmessung, die verstärkt 
sind durch das ungünstige Höhen-Basis-Verhältnis.  
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Der Mensch kann spiegelnde Reflexionen beim binokularen Sehen durch monokulare Phänomene 
(z.B. Vorwissen über die Oberfläche und Lichtquelle, Bewegungsparallaxen, Nachbarschaften, 
Schattierungen) kompensieren und die Oberflächengeometrie meist korrekt interpolieren (Muryy 
et al. 2013). Das maschinelle Sehen kann einige dieser Techniken übernehmen. Röhl (2013) 
beispielsweise detektiert nahezu gesättigte Reflexionen durch Auswertung des HSI-Farbraumes, 
spart diese für die Bildzuordnung aus und interpoliert die entstehenden Lücken durch örtliche und 
zeitliche Nachbarschaften. Sánchez et al. (2017) geben eine Übersicht über publizierte Verfahren 
zur Detektion von Reflexionen. Zur rein optischen Bildverbesserung füllen Arnold et al. (2010) die 
reflektierenden Bereiche mit Farbwerten, die wahrscheinlich ohne Reflexionen zu sehen wären. 
Eine zuverlässige Bildzuordnung in diesen Bereichen ist jedoch fragwürdig. Eine weitere 
Möglichkeit zur Abschwächung von Reflexionen wird durch ein Wallis-Filter erzielt (Bethmann et 
al. 2009; Ballabeni et al. 2015; Kahmen et al. 2019a).  
Abb. 2.20: Spiegelnde Reflexion auf einer perfekten Ebene; mögliche Zuordnungen durch 
horizontale Linien markiert, Fehlzuordnung durch Reflexion in rot 
links rechts 
Abb. 2.21: Spiegelnde Reflexion auf einer befeuchteten Niere; rote Pfeile zeigen auf gleiche 
Objektpositionen, die in den Bildern unterschiedliche Reflexionen aufweisen 
Um eine zu komplexe Algorithmik, lange Rechenzeiten und restliche Fehldetektionen zu vermei-
den, können spiegelnde Reflexionen auch sehr effizient mithilfe von Polfiltern eliminiert werden. 
links rechts 
    
spiegelnde Reflexion 
links rechts 
Licht- 
quelle 
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Zur Erläuterung der Funktionsweise der Reflexionsunterdrückung durch Polfilter werden zunächst 
Grundlagen zur Lichtausbreitung sowie zu Wechselwirkungen mit Objekten vermittelt. Anschlie-
ßend werden Anwendungen aus der Literatur aufgezeigt.  
2.5.1 LICHT UND POLARISATION 
Physikalisch kann Licht als transversale elektromagnetische Welle beschrieben werden, die sich im 
Raum entlang einer bestimmten Richtung ausbreitet (Abb. 2.22, Ausbreitungsrichtung z). Die 
Wellenlänge bestimmt die Farbe, die Amplitude die Intensität und die Schwingungsrichtung die 
Polarisation (Jähne 2012, S. 44). Im Gegensatz zur Farbe und Helligkeit ist die Polarisation für den 
Menschen nicht sichtbar – allerdings für einige Tiere zur Orientierung (Marshall et al. 1999).  
  
Lineare Polarisation (a) Zirkuläre Polarisation (b) 
 
Abb. 2.22: Licht als transversale Welle mit linearer (a) und zirkulärer (b) Polarisation 
 
Die Feldvektoren (Abb. 2.22 rot) stehen rechtwinklig zur Ausbreitungsrichtung z und können 
beliebig um diese rotieren. Bilden die Feldvektoren eine Ebene, ist das Licht linear polarisiert (Abb. 
2.22a); rotieren sie kontinuierlich um die z-Achse, herrscht eine zirkuläre oder elliptische 
Polarisation (Abb. 2.22b). Letzteres kann durch eine Phasenverschiebung zwischen der horizon-
talen und vertikalen Projektion der Welle bzw. durch unterschiedliche Amplituden beschrieben 
werden. Sind die Feldvektoren willkürlich ausgerichtet bzw. überlagern sich mehrere Polarisa-
tionen, ist das Licht unpolarisiert.  
Abgesehen von kohärentem Laser senden üblicherweise alle natürlichen (z.B. Sonne) und 
künstlichen (z.B. LED) Lichtquellen unpolarisiertes Licht aus. Eine Teilpolarisation kommt erst 
durch Reflexion, Streuung oder Brechung an nichtmetallischen Objekten (Dielektrikum) zustande. 
Entspricht der Auftreffwinkel dem Brewster-Winkel, wird ausschließlich senkrecht zur Einfalls-
ebene polarisiertes Licht reflektiert (Jähne 2012, S. 63; Beyerer et al. 2012, S. 91). Mithilfe von 
Polarisationsfiltern bzw. -filterfolien kann Licht nahezu vollständig polarisiert werden.  
Trifft nahezu vollständig polarisiertes Licht auf ein nichtmetallisches Objekt, ist die Polarisation 
des reflektierten Lichtstrahls abhängig von der Oberflächenbeschaffenheit und der dadurch 
entstehenden Art der Reflexion. Sind die Mikrostrukturen der Oberfläche kleiner als die 
Wellenlänge des einfallenden Lichtes, entsteht eine gerichtete (spiegelnde) Reflexion, bei der sich 
die Polarisationsrichtung nicht verändert. Sind die Mikrostrukturen größer als die Wellenlänge, ist 
die Reflexion diffus und die vorherrschende Polarisationsrichtung geht verloren (Jähne 2012, S. 62; 
Beitinger 2011). Nähere Details zu Licht, Polarisation und Wechselwirkung mit Objekten können 
in Jähne (2012), Beyerer et al. (2012) oder Schuth und Buerakov (2017, S. 630–639) nach-
geschlagen werden.  
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2.5.2 UNTERDRÜCKUNG VON SPIEGELNDEN REFLEXIONEN DURCH
POLARISATIONSFILTER 
Wird linear polarisiertes Licht an einer Oberfläche reflektiert, können die spiegelnden Anteile durch 
einen um 90° zur Polarisationsrichtung der Lichtquelle rotierten Polfilter vor dem Aufnahmesystem 
herausgefiltert werden, da sich die Polarisationsrichtung gerichteter Reflexionen nicht geändert hat. 
Diffuse Reflexionen hingegen passieren den Polfilter, da bei ihnen die ursprüngliche Polarisation 
verloren gegangen ist – sie also unpolarisiert sind (Abb. 2.23). Diese Konstellation ermöglicht eine 
Reflexionsunterdrückung unabhängig von den Materialeigenschaften und der Aufnahmeposition.  
Abb. 2.23: Unterdrückung von spiegelnden Reflexionen mit gekreuzten Polarisationsfiltern 
Ohne Polfilter (a) Polfilter parallel (b) Polfilter senkrecht (c) 
Abb. 2.24: Aufnahmen von einem Mousepad mit Blitz ohne Polarisationsfilter (a), mit parallel (b) 
und senkrecht (c) zueinander ausgerichteten Polarisationsrichtungen; vgl. Luhmann 
(2018, S. 233) 
Zur Illustration der Wirkung von polarisiertem Licht und Polarisationsfiltern vor dem Aufnahme-
system werden in Abb. 2.24 Aufnahmen ohne Polfilter (a) sowie mit parallel (b) und senkrecht (c) 
zueinander angeordneter Polarisationsrichtung dargestellt.  
Ohne Polarisationsfilter (a) sind die spiegelnden Reflexionen der Lichtquelle deutlich zu erkennen. 
Bei paralleler Ausrichtung (b) bleiben die spiegelnden Reflexionen erhalten und erscheinen sogar 
noch intensiver. Bei senkrechter Anordnung (c) werden die spiegelnden Reflexionen nahezu 
vollständig ausgelöscht, wohingegen diffuse Reflexionen den Filter passieren. Die Ausleuchtung 
der Bilder erscheint wesentlich homogener und Farben intensiver. Da Polarisationsfilter einen Teil 
des Lichtes absorbieren, verringert sich die Intensität des resultierenden Bildes. Abhilfe kann z.B. 
eine stärkere Lichtquelle, eine längere Belichtungszeit oder eine größere Blendenöffnung schaffen. 
künstlich polarisierte 
Lichtquelle 
Aufnahmesystem mit 
Polfilter 
gerichtete Reflexion hat dieselbe 
Polarisation wie Lichtquelle 
diffuses Licht ist 
unpolarisiert 
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2.5.3 ANWENDUNGEN DER POLARISATIONSTECHNIK 
In der professionellen Fotographie ist die sogenannte Kreuzpol-Blitztechnik, kurz Kreuzpoltechnik, 
ein bekanntes Mittel, spiegelnde Reflexionen durch den Kamerablitz zu minimieren und Farben zu 
intensivieren (Beitinger 2016). Insbesondere in den Bereichen Film und Werbung findet die 
Technik häufig Anwendung (Baumbach 2014).  
Im photogrammetrischen Umfeld werden Polarisationsfilter eher selten eingesetzt. Kraus et al. 
(1992) bewirken durch eine polarisierte Beleuchtung kontrastreichere und farbintensivere Bilder 
zur Digitalisierung des Behaim-Globus. Menna et al. (2016) unterdrücken durch gekreuzte Polfilter 
spiegelnde Reflexionen zur Verbesserung einer dichten Bildzuordnung eines historischen Sarges 
aus Terrakotta. Zudem profitieren sie von höheren Kontrasten, intensiveren Farben und einer 
homogeneren Ausleuchtung. In beiden Fällen wurde ein möglicher Einfluss des Polarisationsfilters 
auf die innere Orientierung der Kamera nicht berücksichtigt.  
Clancy et al. (2014) stellen ein stereoskopisches Endoskop vor, dessen Lichtquelle und Objektive 
mit einem linearen Polfilter ausgestattet sind. Dabei ist die Polarisationsrichtung bei einer der 
beiden Kameras parallel und bei der anderen Kamera rechtwinklig zu der Lichtquelle ausgerichtet. 
Dies erschwert eine zuverlässige Bildzuordnung enorm, da spiegelnde Reflexionen in einem Bild 
intensiviert und im anderen unterdrückt werden. Das Ziel der Autoren ist jedoch keine 
Bildzuordnung, sondern eine Kontrasterweiterung. Diese lässt sich durch Überlagerung und 
Verarbeitung der unterschiedlich polarisierten Bilder erzeugen. Die Überlagerung der Bilder 
geschieht trotz stark unterschiedlicher Reflexionen durch automatisch detektierte Merkmalspunkte. 
Die kontrastverstärkten Bilder machen dicht angeordnete und kleine Aderstrukturen besser sichtbar. 
Weiterhin können durch einen dreifachen Bandpassfilter für den roten, grünen und blauen 
Spektralbereich tieferliegende von oberflächlichen Aderstrukturen unterschieden werden.  
Eine Anwendung in der endoskopischen Oberflächenerfassung mittels Shape-from-Polarisation 
wurde bereits in Kap. 2.4.4 aufgezeigt.  
In der Mikroskopie bieten einige Systeme eine optionale Kreuzpolarisation an, um spiegelnde 
Reflexionen zu unterdrücken (Keyence 2018). Im industriellen Umfeld sind Polarisationsfilter ein 
etabliertes Mittel, Spannungen in transparenten Materialien zu ermitteln. Durch Doppelbrechung 
in einem transparenten Objekt können mithilfe gekreuzter Polfilter Materialspannungen als 
Farbmuster sichtbar gemacht werden (Beyerer et al. 2012, S. 406–414; Schuth und Buerakov 2017, 
S. 379–395). Des Weiteren können durch gekreuzte Polfilter metallische von nichtmetallischen 
Objekten unterscheiden werden, da Metall die Polarisationsrichtung nicht beeinflusst (Beyerer et 
al. 2012, S. 426–428). Für kommerzielle Zwecke entwickelt Sony den Bildsensor IMX250MZR 
mit Mikrolinsenarray und unterschiedlich ausgerichteten Polfiltern vor den Pixeln – ähnlich einem 
Bayer-Pattern. So werden in einem Bild vier um 45° versetzte Polrichtungen erfasst (LUCID 2018; 
Sony 2018). Mit der ähnlichen Kamera POLKA des Fraunhofer-Instituts für Integrierte 
Schaltungen können beispielsweise die Faserrichtungen von kohlefaserverstärkten Kunststoffen 
mit einer einzelnen Aufnahme analysiert werden (IIS 2018).  
In dieser Arbeit werden gekreuzte Polfilter zur Reflexionsunterdrückung eingesetzt. Die Unter-
suchungen basieren auf Conen et al. (2018a; 2018b) und werden in Kap. 3.3 und 5 näher beleuchtet.  
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3 DREIKAMERA-ENDOSKOP 
In diesem Kapitel wird die Entwicklung des trinokularen Endoskop-Demonstrators beschrieben. 
Zunächst werden Voruntersuchungen mit einem Low-Cost- und einem professionellen Stereo-
endoskop durchgeführt. Basierend auf den gewonnenen Erkenntnissen und dem aktuellen For-
schungsstand wird ein idealisiertes trinokulares Endoskop für Messzwecke vorgeschlagen und 
näher analysiert. Für einen daraus resultierenden Endoskop-Demonstrator mit Polfilteraufsatz 
werden die inneren und relativen Orientierungen bestimmt. Die Auswirkungen eines Filters auf die 
Orientierungsparameter werden dabei näher betrachtet und besondere Herausforderungen bei der 
Systemkalibrierung aufgezeigt. Nach Vorschlägen für intraoperative Kontrollverfahren und ergän-
zenden Untersuchungen zu Filtereinflüssen wird ein abschließendes Fazit gezogen.  
3.1 VORUNTERSUCHUNGEN 
3.1.1 LOW-COST-ENDOSKOP 
Mit einem Low-Cost-Demonstrator, bestehend aus drei verklebten USB-Endoskopen, wird ein 
simples Verfahren zur binokularen und trinokularen Oberflächenmessung implementiert. In einem 
Laborversuch wird eine Ebene mit einem binären Rauschmuster erfasst und mit den Ähnlichkeits-
maßen SAD, CENSUS und NCC binokular und trinokular ausgewertet. Dabei liefert die trinokulare 
Auswertung mit der NCC die besten Ergebnisse. Sowohl die Standardabweichung zu einer 
Ausgleichsebene als auch die Anzahl der Ausreißer sind geringer.  
 (a)     (b) 
Abb. 3.1: Low-Cost Demonstrator (a) und Ausschnitt des erfassten Rauschmusters (b) 
3.1.2 AESCULAP® EINSTEINVISION® 2.0 
Durch eine Kooperation mit der Firma Aesculap AG wird das Stereoendoskop EinsteinVision® der 
zweiten Generation für Testzwecke zur Verfügung gestellt (Abb. 3.2b und Abb. 2.1). Für eine 
ausführliche Beschreibung und Untersuchung des Endoskopiesystems wird auf Conen und 
Luhmann (2015) verwiesen.  
Einige interessante Erkenntnisse ergibt eine photogrammetrische Kalibrierung der inneren und 
relativen Orientierung (vgl. Kap. 2.2.3). Die Kalibrierbilder sind derart verrauscht (vgl. Abb. 3.2c 
roter Bildausschnitt), dass die Messmarken nur nach einer starken Bildglättung nutzbar sind. Die 
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radial-symmetrische Verzeichnung ist visuell sichtbar (vgl. Abb. 3.2c Monitor) und beträgt am 
Bildrand etwa 53 Pixel bei einem Full-HD-Bild.  
(a) (b) (c) 
Abb. 3.2: Thermalaufnahme (a), Aesculap® EinsteinVision® 2.0 Stereoendoskopiesystem (b), 
Kalibriersetup mit verrauschter Messmarke (c) 
Weiterhin ist eine auffällig große Hauptpunktverschiebung in x-Richtung in beiden Bildern zu 
erkennen, wobei die Verschiebung für das linke Bild negativ und das rechte positiv ist. Somit wird 
auf eine platzsparende Weise eine Konvergenz erreicht, die eine größere Überlappung der 
Bildausschnitte und einen besseren visuellen Stereoeffekt herbeiführt. Aufgrund des geringen 
Außendurchmessers von 10 mm beträgt die Stereobasis lediglich 4.087 mm. Mit einem Aufnahme-
abstand von 60 mm ergibt sich ein Höhen-Basis-Verhältnis von etwa 15:1, was eine schleifende 
Schnittgeometrie angibt und maßgeblich die Tiefenmessgenauigkeit limitiert.  
Ein weiterer Aspekt ist der Einfluss auf die Messgenauigkeit durch Temperaturänderungen durch 
die Elektronik des Endoskops. In einem Versuch wird eine Strecke direkt nach Einschalten des 
Endoskops in einem Zeitintervall von zehn Sekunden gemessen. Es ist zu erkennen, dass die 
gemessene Länge der Strecke erst nach etwa 15 Minuten konstant bleibt. Innerhalb dieser Zeit 
verändert sich die Länge um etwa 0.1 mm. Die Variation der konstant gemessenen Strecke liegt bei 
etwa 20 µm, was auf das Bildrauschen zurückzuführen ist. Nicht berücksichtigt sind dabei 
Temperatureinflüsse durch die endoskopische Beleuchtung und die Körpertemperatur sowie 
mechanische Beanspruchungen des Endoskops während einer OP. Ein weiterer Einfluss könnte 
eine Antibeschlag-Funktion sein, die die Endoskopspitze aufwärmt, um ein Beschlagen der 
Objektive beim Eindringen in den warmen Körper zu verhindern. Die Abb. 3.2a zeigt eine 
Thermalaufnahme des Endoskops nach etwa zwölf Minuten Betriebszeit mit eingeschalteter 
Lichtquelle. Es ist deutlich eine Erwärmung des Griffs, in dem sich die Bildsensoren befinden, 
sowie der Endoskopspitze zu erkennen. Ihre Erwärmung resultiert hauptsächlich aus der 
Lichtquelle, da die Spitze wieder erkaltet, wenn das Licht abgeschaltet wird. Bei der Konstruktion 
eines Endoskops für Messzwecke ist zu beachten, dass alle genannten Beanspruchungen die 
Kalibrierung des Systems und somit die Messgenauigkeit beeinträchtigen.  
In einem Versuch mit einem Schädel wird die Oberfläche aus einer mittleren Entfernung von 
70 mm stereoskopisch mit dem Endoskop erfasst. Nach einem Best-fit zu einem Referenzmodell 
beträgt der RMS der kürzesten Strecken 0.449 mm (Conen und Luhmann 2015). In einem 
unveröffentlichten Versuch mit einer befeuchteten organischen Oberfläche, für die es keine 
Referenz gibt, und einer ähnlichen Aufnahmeentfernung sind ein starkes Objektpunktauschen in 
Aufnahmerichtung sowie kleinere Löcher in der Punktwolke durch spiegelnde Reflexionen und 
3D-Monitor 
En
do
sk
op
 
Recheneinheit 
u. Lichtquelle
3 Dreikamera-Endoskop 
70 
Bildrauschen zu erkennen (Abb. 3.3). Die Auswertung ist mit dem Semi-Global Block Matching 
von OpenCV (Version 3.4.1) mit einer Fenstergröße von 17×17 Pixeln erfolgt. Der grüne Pfeil zeigt 
beispielhaft eine Reflexion, die eine unplausible Tiefenausdehnung (Z) von etwa 2 mm verur-
sacht. Variationen mit ähnlicher Tiefenausdehnung erstrecken sich über die gesamte Oberfläche.  
Abb. 3.3: Erfassung einer befeuchteten organischen Oberfläche mit dem Aesculap EinsteinVision 
2.0 Stereoendoskop. V.l.n.r. oben: Normalbild links, rechts, Disparitätsbild; unten: 
Punktwolke Schrägansicht, Draufsicht, Detailansicht mit Streckenmessung 
3.2 DAS OPTIMIERTE TRINOKULARE ENDOSKOP 
3.2.1 PATENTIERUNG 
Das Konzept des optimierten trinokularen Endoskops für optische Messzwecke wurde in einer 
Offenlegungsschrift vom 18.01.2018 durch die Firma Aesculap AG unter Mitwirkung des Autors 
und seiner Gutachter beim Deutschen Patent- und Markenamt unter der Nummer DE 10 2016 113 
000 A1 patentiert (Maas et al. 2016). Ein entsprechendes Patent für China (201780042930.5, 
09.04.2019) und den Vereinigten Staaten (US 2019/0142250 A1, 16.05.2019) ist ebenfalls erteilt. 
In diesem Kapitel wird ein System beschrieben, das optimierte, realisierbare Funktionen für ein 
trinokulares Messendoskop vorschlägt und die Eigenschaften des patentierten Systems aufweist.  
3.2.2 AUFNAHMEKONFIGURATION UND PARAMETRISIERUNG 
Für eine hohe Realitätsnähe und tatsächliche Umsetzbarkeit sind die Größenabmessungen und 
Kameraparameter an das professionelle Stereoendoskop von Aesculap angelehnt (Kap. 3.1.2). 
Dieses hat einen Außendurchmesser von 10 mm, eine Stereobasis von 4.084 mm und Bildsensoren 
am distalen Ende im Endoskopgriff (Conen und Luhmann 2015). Die Objektive haben einen 
Durchmesser von etwa 4 mm, die Außenwand eine Stärke von etwa 1 mm.  
Um für das trinokulare Endoskop die kleinstmögliche Baugröße und eine optimale Konstellation 
zur Reduktion von Mehrdeutigkeiten bei der Bildzuordnung zu erzielen, werden die Projektions-
zentren im gleichseitigen Dreieck angeordnet. Auf diese Weise kann die runde Querschnittsfläche 
[mm] 
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des Endoskopschafts durch die drei Objektive bestmöglich ausgenutzt werden (Abb. 3.5). Mit 
demselben Objektivdurchmesser und derselben Wandstärke wie das Stereoendoskop ergibt sich ein 
Außendurchmesser von 10.619 mm. Somit wäre das trinokulare Endoskop lediglich um 0.619 mm 
dicker. Soll der Außendurchmesser von 10 mm erhalten bleiben, müssen die Objektivdurchmesser 
und somit auch die Stereobasen auf 3.713 mm reduziert werden. In beiden Fällen ist die nutzbare 
Fläche für die Beleuchtung deutlich geringer als beim Stereoendoskop. Die Abb. 3.5b zeigt eine 
mögliche Konstellation der drei Objektive in einem Endoskopschaft. Die drei Bilder sind entlang 
derselben y-Achse ausgerichtet, wobei zwei Bilder keine y-Parallaxe besitzen. Diese dienen als 
Stereosicht für den Chirurgen, das dritte Bild wird vornehmlich für eine robustere Oberflächen-
erfassung genutzt. Die Epipolarlinien in dem Bildtripel schneiden sich in einem Winkel von 60°, 
wodurch sich nach Maas (1992a) die meisten Mehrdeutigkeiten eliminieren lassen (siehe auch 
Maas 1992b). Die Glasfaserbündel der Lichtquelle können in den freien Bereichen oder als 
Ringlicht angebracht werden. 
Da laut Literatur – bestätigt durch eigene Voruntersuchungen – Störungen durch spiegelnde Reflex-
ionen auftreten (z.B. Abb. 3.3), werden diese durch gekreuzte lineare Polarisationsfilter vor der 
Lichtquelle und den Objektiven unterdrückt. Das einfallende Licht wird für jedes Objektiv gleich 
polarisiert, um mit jedem Sensor möglichst gleiche Lichteigenschaften zu erfassen. Das einfallende 
Licht könnte durch verschiedene Bauweisen polarisiert werden: Polfilter vor dem Objektiv (außer-
halb, am distalen Ende), hinter dem Objektiv (innerhalb, am distalen Ende) oder direkt auf dem 
Bildsensor (innerhalb, am proximalen Ende). Dabei wäre es wünschenswert, dass die Baugröße 
nicht beeinflusst wird und aufgrund der Lichtabsorption der Filter bei Bedarf aktiviert oder 
deaktiviert werden kann. Eine einfache technische Lösung wäre ein maßangefertigter Filteraufsatz 
für das distale Ende (außerhalb). Wenn der Transport durch die Stablinsen oder Glasfaserbündel 
die Polarisation des Lichtes beeinflusst, hätte eine integrierte Lösung direkt vor dem Bildsensor 
Vorteile in der Lichtausbeute und dem Polarisationsgrad. Dies müsste bei einer professionellen 
Realisierung berücksichtigt und untersucht werden.  
 
Abb. 3.4: Gegenüberstellung einer Konvergenz durch Neigung (a) und Hauptpunktverschiebung 
(b) am Beispiel einer Stereokonfiguration; nach Putze (2008) 
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Um mit dem Bildtripel einen möglichst großen Objektbereich in einem üblichen Aufnahmeabstand 
abzudecken und scharf darzustellen, konvergieren und fokussieren die optischen Achsen auf einen 
mittleren Punkt bei etwa 60 mm Entfernung. Die drei Stereobasen und optischen Achsen spannen 
somit einen Tetraeder auf (Abb. 3.5a). Die Konvergenz wird durch eine kontrollierte Hauptpunkt-
verschiebung erreicht. Da dabei die Objektive nicht gekippt werden müssen und die Fokusebenen 
(bzw. -bereiche) der Kameras parallel bleiben, ist dies einerseits platzsparend und liefert anderer-
seits eine größere Überlappung scharfer Bereiche (Abb. 3.4). Ein weiterer Vorteil sind geringere 
perspektivische Verzerrungen zwischen den Bildern, was eine lokale flächenhafte Zuordnung 
begünstigt.  
 
 
Abb. 3.5: Anordnung des optimierten trinokularen Endoskops mit Tetraeder, Konvergenzpunkt 
und Überlappungsbereich (a) und Frontalansicht der Endoskopspitze (b) 
 
Parameter  Links (1) Rechts (2) Oben (3) 
Sensorformat [Pixel] 
x  1920  
y  1080  
Pixelgröße [µm] x′  2.8  
Kamerakonstante [mm] c  -4.500  
Bildhauptpunkt-
verschiebung [mm] 
x′0 -0.150 0.150 0.000 
y′0 -0.087 -0.087 0.173 
Verzeichnung  keine / perfekte proj. Abbildung 
Translation [mm] 
X0 0.000 4.000 2.000 
Y0 0.000 0.000 3.464 
Z0 0.000 0.000 0.000 
Rotation  keine / gleiche Ausrichtung 
 
Tab. 6: Kameraparameter des optimierten trinokularen Endoskops 
Tetraeder 
Glasfaserbündel 
Objektiv 
gleichseitiges 
Dreieck 
Projektions-
zentrum 
Konvergenz-  
und Fokuspunkt 
(a) 
1 2 
3 
1 2 
3 
100% Überlappung 
(b) 
X 
Y 
Z b12 
b23 b13 
1 2 
3 
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Mit den Parametern aus Tab. 6 wird bei einer Aufnahmeentfernung h von 60 mm eine Fläche von 
etwa 72×41 mm² abgedeckt, wobei sich die Aufnahmebereiche aller drei Kameras zu 100% 
überlappen. Die benötigte Hauptpunktverschiebung lässt sich durch Strahlensatz sowie der 
Gleichung für den Radius des Inkreises für gleichseitige Dreiecke (Y) herleiten.  
 
0
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   
  
cx X
h
cy Y
h
 mit 2
3
6
 
 
bX
Y b
 mit 12 13 23 4 mmb b b b     (3.1) 
 
Da das optimierte trinokulare Endoskop dem Chirurgen eine hochqualitative stereoskopische 
Visualisierung bieten soll, besitzen die Bildsensoren eine Full-HD-Auflösung. Aus rein mess-
technischer Sicht wäre dies nicht erforderlich, da es mit einem Aufnahmeabstand von 60 mm und 
den Parametern aus Tab. 6 eine laterale Objektauflösung von 37 µm ermöglicht. Gemäß Abtast-
theorem nach Nyquist-Shannon und einem Sicherheitsfaktor (2.8) können dadurch laterale 
Strukturen ab etwa 0.1 mm aufgedeckt werden. In der Laparoskopie sind allerdings erst Strukturen 
ab etwa 1 mm relevant, was einer erforderlichen Objektauflösung von etwa 0.36 mm entspräche.  
3.2.3 GENAUIGKEITSBETRACHTUNG 
Zur näheren Spezifizierung der erreichbaren inneren Messgenauigkeit wird eine Varianzfort-
pflanzung eines räumlichen Vorwärtsschnittes (Kap. 2.2.4) mit den drei Kameras (Tab. 6) durch-
geführt, wobei insbesondere der Einfluss einer ungenauen Bildmessung untersucht wird.  
Die Bildmessgenauigkeit bei einer Zuordnung über lokale fensterbasierte Verfahren ist abhängig 
von der Objekttextur, dem verwendeten Ähnlichkeitsmaß, der Subpixelinterpolation und von 
Glättungs- oder Optimierungsverfahren (z.B. SGM). Sie wird im günstigen Fall auf < 0.5 Pixel und 
im ungünstigen Fall 2 Pixel angenommen. Die Ungenauigkeiten der inneren (ohne Verzeichnung) 
und relativen Orientierung sind an die Standardabweichungen der Kalibrierung des Stereo-
endoskops angelehnt (Kap. 3.1.2, Conen und Luhmann 2015).  
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Definition einer Folge 
 
Bildmessung    k ksx sy  = 2/1/0.5/0 Pixel 
angenommene Unsicherheiten 
Innere Orientierung    0 0 
k k
ksc sx sy  = 0.8 µm 
Relative 
Orientierung 
0. 0. 0.k k ksX sY sZ   = 1.8 µm 
k k ks s s     = 0.001° 
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Abb. 3.6: Varianzfortpflanzung der Vorwärtsschnitte für das optimierte trinokulare Endoskop; 
Fortpflanzung mit (durchgezogen) bzw. ohne (gestrichelt) Unsicherheiten in der 
inneren und relativen Orientierung; Fortpflanzung für Stereofall mit Unsicherheiten in 
Orientierung (gepunktet); Bildmessgenauigkeiten von 0 bis 2 Pixel (farbig) 
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Tab. 7: Fortgepflanzte Varianzen der einzelnen Parameter für den Konvergenz- und Fokus-
punkt des optimierten trinokularen Endoskops (oben) und des Stereofalls (unten) mit 
h = 60 mm und sx(k) = sy(k) = 1 Pixel; Zusammenfassung der Kategorien Bildmessung, 
innere Orientierung, äußere Orientierung (Translation, Rotation) mit jeweiliger Farb-
codierung großer Werte 
[mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ
X 0.1 4E-07 6E-23 0.0002  1 5E-14 1E-07 2E-05 c 1 1E-08 5E-09 1E-05 x ′ 0.0002 0 0.0796
Y 0.1 2E-23 4E-07 6E-05  1 1E-07 5E-14 6E-05 c 2 1E-08 5E-09 1E-05 y ′ 0 0.0002 0.0265
Z 0.1 4E-10 1E-10 4E-07  1 5E-11 1E-10 6E-22 c 3 0 2E-08 1E-05 x ″ 0.0002 0 0.0796
X 0.2 4E-07 2E-23 0.0002  2 5E-14 1E-07 2E-05 x ′0 1E-05 3E-24 0.0064 y ″ 0 0.0002 0.0265
Y 0.2 0 4E-07 6E-05  2 1E-07 5E-14 6E-05 y ′0 0 1E-05 0.0021 x ‴ 0.0002 0 0
Z 0.2 4E-10 1E-10 4E-07  2 5E-11 1E-10 2E-22 x ″0 1E-05 3E-24 0.0064 y‴ 0 0.0002 0.1062
X 0.3 4E-07 0 2E-20  3 0 1E-07 8E-05 y ″0 0 1E-05 0.0021 √ 0.022 0.022 0.564
Y 0.3 0 4E-07 0.0002  3 1E-07 5E-26 3E-19 x ‴0 1E-05 0 3E-16
Z 0.3 0 5E-10 4E-07  3 2E-10 4E-25 8E-23 y‴ 0 6E-21 1E-05 0.0085 [mm] sX sY sZ
√ 0.001 0.001 0.027 √ 0.001 0.001 0.016 √ 0.006 0.006 0.160 √ 0.023 0.023 0.588
BildmessungInnere OrientierungTranslation Rotation
Gesamt
[mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ
X 0.1 2E-06 7E-08 0.0007  1 2E-14 3E-07 6E-12 c 1 2E-08 7E-10 7E-06 x ′ 0.0008 3E-05 0.3186
Y 0.1 2E-20 8E-07 6E-17  1 6E-07 2E-08 0.0002 c 2 2E-08 7E-10 6E-05 y ′ 0 0.0004 0
Z 0.1 5E-10 2E-11 2E-07  1 6E-11 1E-10 2E-08 c 3 x ″ 9E-05 3E-05 0.3186
X 0.2 2E-07 7E-08 0.0007  2 2E-14 3E-07 6E-11 x ′0 6E-05 2E-06 0.0256 y ″ 0 0.0004 0
Y 0.2 2E-20 8E-07 6E-17  2 7E-08 2E-08 0.0002 y ′0 0 3E-05 0 x ‴
Z 0.2 5E-10 2E-11 2E-06  2 6E-12 8E-10 2E-08 x ″0 7E-06 2E-06 0.0256 y‴
X 0.3  3 y ″0 0 3E-05 0 √ 0.030 0.028 0.798
Y 0.3  3 x ‴0
Z 0.3  3 y‴ 0 [mm] sX sY sZ
√ 0.001 0.001 0.038 √ 0.001 0.001 0.022 √ 0.008 0.008 0.226 √ 0.031 0.029 0.831
Translation Rotation Innere Orientierung Bildmessung
Gesamt
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Die Messgenauigkeit wird für verschiedene Aufnahmedistanzen entlang einer Achse durch den 
Konvergenz- und Fokuspunkt ermittelt. Die Ergebnisse sind in Abb. 3.6 dargestellt. Das 
Formelwerk für die numerischen partiellen Ableitungen und der Varianzfortpflanzung sowie die 
angenommenen Unsicherheiten werden in 3.2 zusammengefasst. Bei einem Vorwärtsschnitt aus 
drei Kameras können 33 Parameter fortgepflanzt werden, die jeweils einen eigenen Einfluss in X-, 
Y- und Z-Richtung haben. Die partiellen Ableitungen liefern den Einfluss der Unsicherheit des 
entsprechenden Parameters auf das Endergebnis (Tab. 7). Dies ermöglicht eine differenzierte 
Analyse der Fehlerquellen. 
Die Messgenauigkeiten in X- bzw. Y-Richtung liegen selbst mit einer Bildmessgenauigkeit von 
2 Pixel noch im hundertstel Millimeterbereich. Dies resultiert aus einer in der Endoskopie üblichen 
hohen Objektauflösung. Diese lateralen Messgenauigkeiten sind für laparoskopische Anwen-
dungen ausreichend, da sie weit unterhalb der 1-mm-Grenze liegen. Interessanter sind die Mess-
genauigkeiten in Z-Richtung (Tab. 7). Aufgrund der Kameraanordnung im gleichseitigen Dreieck 
sind Unsicherheiten der Bildmessungen x′, x″ und y‴ ausschlaggebend. Im Stereofall sind die 
Unsicherheiten der Messwerte x′ und x″ deutlich höher, da in dieser Richtung keine Stützung 
vorliegt. Die geringen Unsicherheiten in der inneren und relativen Orientierung haben nur einen 
kleinen Einfluss auf die gesamte fortgepflanzte Genauigkeit. Anhand der durchgezogenen und 
gestrichelten Linien in Abb. 3.6 wird ebenfalls deutlich, dass der Einfluss von Unsicherheiten in 
der inneren und relativen Orientierung im Gegensatz zur Bildmessgenauigkeit eher gering ausfällt.  
Je nach Bildmessgenauigkeit überschreitet die Standardabweichung in Z-Richtung die 1-mm-
Grenze bei etwa 57 mm (2 Pixel), 78 mm (1 Pixel) oder 105 mm (0.5 Pixel) Aufnahmeabstand. 
Wenn die Bildmessgenauigkeit hinreichend hoch ist, wird der Einfluss von Ungenauigkeiten in der 
inneren und relativen Orientierung immer prominenter. Grundsätzlich sind diese möglichst gering 
zu halten, da sie stets vollständig angebracht werden müssen und somit das bestmögliche Genauig-
keitspotenzial vorgeben (0 Pixel). Allein aufgrund der Kalibrierungenauigkeiten kann die 1-mm-
Grenze mit einer Sicherheit von 3 bis zu einem Aufnahmeabstand von 86 mm eingehalten werden. 
Für bessere Messgenauigkeiten müssen entweder die Kalibriergenauigkeit erhöht oder die 
Stereobasen vergrößert werden. Letzteres hat einen maßgeblichen Einfluss auf die Tiefenmess-
genauigkeit (siehe fortgepflanzte Unsicherheiten mit Basislängen 5 und 6 mm im Anhang ii). Aller-
dings steht die Basis im starken Konflikt mit der Baugröße, weshalb mit der vorgestellten Technik 
in der Endoskopie eine stark limitierte Tiefenmessgenauigkeit hingenommen werden muss.  
Bei der exemplarischen Fortpflanzung für den Stereofall sind insgesamt geringere Messgenauig-
keiten zu erkennen. Das dritte Bild bringt also eine signifikante Genauigkeitssteigerung.  
3.2.4 SONSTIGE ANFORDERUNGEN 
Um möglichst geringe Unsicherheiten bei der Bestimmung der inneren und relativen Orientierung 
zu erzielen, muss einerseits eine gründliche photogrammetrische Kalibrierung (Godding 1993) 
durchgeführt und andererseits eine möglichst hohe innere und äußere Konstruktionsstabilität des 
Endoskopiesystems gewährleistet werden. Insbesondere während einer Operation hilft eine stabile 
Konstruktion dabei, auch systematische Fehler durch äußere Einflüsse wie Temperatur oder 
mechanischen Stress möglichst gering zu halten. Erste Anhaltspunkte für Einflüsse der Konstruk-
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tion können z.B. aus den Unsicherheiten der relativen Orientierung abgeleitet werden. Obliga-
torisch ist die Einhaltung der Normen und Richtlinien für medizinische Produkte (Kap. 2.1.4), mit 
denen ggf. eine gewisse Konstruktionsstabilität einhergeht.  
Aufgrund der Forderung einer möglichst kleinen Baugröße und der damit verbundenen limitierten 
Tiefenmessgenauigkeit, sollten möglichst hochqualitative optische Komponenten verwendet 
werden, damit die Bildmessgenauigkeit nicht durch Bildrauschen oder schlechte Bildqualität einge-
schränkt wird. Aufgrund der kurzen Aufnahmeabstände in der Endoskopie hat die Bildqualität 
einen größeren Stellenwert als die Auflösung, wenn es um messtechnische Fragestellungen geht.  
Ähnlich wie die Bildauflösung (Full-HD) ergibt sich die Bildwiederholrate aus praktischen 
Anforderungen. Um dem Chirurgen eine kontinuierliche Sicht auf den Operationsbereich zu bieten, 
ist eine Bildwiederholrate von mindestens 25 Hz erforderlich – angelehnt an das professionelle 
Stereoendoskop von Aesculap (PAL-Norm). Aus messtechnischer Sicht ermöglichst dies beispiels-
weise eine visuelle Odometrie oder SLAM. Beides ist nicht Bestandteil dieser Arbeit.  
3.2.5 ALTERNATIVE ANORDNUNGEN 
Sinnvolle alternative Anordnungen der drei Kameras sind rechtwinklig oder kollinear. Bei einer 
rechtwinkligen Anordnung verlaufen die Epipolarlinien horizontal und vertikal, also entlang der 
Bildzeilen und -spalten. Mit gleichlangen Basisabständen zweier Kameras (z.B. b12 = b13) wären 
die horizontalen und vertikalen Disparitäten von homologen Bildunkten in Bild 2 und 3 identisch. 
Prinzipiell erlaubt diese Konstellation eine performantere Auswertung, da lediglich durch 
ganzzahlige Bildzeilen und –spalten iteriert werden muss und kein Epipolarlinienschnitt 
erforderlich ist. Eine feste rechtwinklige Anordnung wird beispielsweise von Stewart und Dyer 
(1988) oder Heinrichs et al. (2007) eingesetzt.  
Bei einer kollinearen Anordnung verlaufen alle Epipolarlinien parallel und können nicht zum 
Schnitt gebracht werden. Mit einem homologen Bildpunktpaar x′ ↔ x″ kann der zugehörige Punkt 
x‴ durch einen Umweg über den Objektraum bestimmt bzw. der Suchbereich stark eingeschränkt 
werden. Eine kollineare Anordnung wird beispielsweise von Okutomi und Kanade (1993) oder 
Bulatov (2015) behandelt. Ein früher Überblick über trinokulare Anordnungen und Auswerte-
verfahren wird in Maas (1992b, 1997) geboten.  
Beide Anordnungen bieten weder die bestmögliche Konstellation für eine zuverlässige Bild-
zuordnung noch die geringste Baugröße für Endoskope. Entsprechende Fehlerfortpflanzungen 
derartiger Anordnungen werden im Anhang (ii) aufgeführt.  
3.3 SYSTEMENTWICKLUNG 
Eine näherungsweise Realisierung des vorgestellten optimierten trinokularen Endoskops sollte mit 
dem derzeitigen Stand der Technik durchaus möglich sein. Der eigens entwickelte Demonstrator 
kann die Kriterien zwar nicht vollständig einhalten, nähert wesentliche Aspekte wie die Kamera-
anordnung, Baugröße und Bildqualität aber weitestgehend an. Im Folgenden werden der Demon-
strator sowie seine Eigenschaften vorgestellt.  
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(a) 
 
(b) 
 
(c) 
Abb. 3.7: Awaiba NanEyeGS Kameras (a), Bildsensor (b) und Objektiv (c) 
Der Demonstrator besteht aus drei einzelnen Kameras des Modells NanEyeGS der Firma Awaiba 
(heute AMS, https://ams.com/, 2019) (Abb. 3.7a). Die Kameras haben einen Außendurchmesser 
von 6 mm. Der verbaute CMOS-Bildsensor (b) besitzt ein Bayer-Pattern zur Farbrekonstruktion, 
einen Global Shutter, hat eine Auflösung von 640×640 Pixeln (2.304×2.304 mm²), eine Pixelgröße 
von 3.6 µm und erreicht über USB 3.0 eine Framerate von bis zu 100 Hz. Für einen derart kleinen 
Bildsensor ist die Pixelgröße recht hoch, was zu hochqualitativen und rauscharmen Bildern führt – 
laut Hersteller beträgt der Quantenwirkungsgrad 40%. Das miniaturisierte Objektiv (c) hat eine 
feste Blendenzahl von 4 und einen Öffnungswinkel von 30°. Weitere Spezifikationen sind dem 
Datenblatt zu entnehmen (Awaiba 2015). 
Die drei Kameras sind in einer zylindrischen Halterung in einem gleichseitigen Dreieck mit einer 
Kantenlänge von etwa 7 mm montiert (Abb. 3.8a, b). Der Radius des Umkreises der drei angeord-
neten Kameras beträgt ebenfalls etwa 7 mm. Dies ist die kleinste Baugröße, die mit der 
vorhandenen Hardware realisierbar ist. Zudem sind die Bildsensoren näherungsweise parallel 
ausgerichtet, sodass zwei Kameras eine Stereosicht bieten. Die Objektive sind auf etwa 60 mm 
fokussiert und durch Klebeband fixiert. Eine Konvergenz kann mit den vorhandenen technischen 
Möglichkeiten weder durch Neigung noch durch eine kontrollierte Hauptpunktverschiebung 
realisiert werden. Die zylindrische Halterung ist an einem variablen Friktionsarm mit Standfuß 
befestigt, um die Aufnahmeausrichtung einzustellen und zu fixieren (Abb. 3.8c).  
(a)  
 (c) (b)  
 
Abb. 3.8: Demonstrator des trinokularen Endoskops; zylindrische Halterung/Kamerakopf (a), 
Frontansicht und Anordnung (b), Gesamtsystem mit Friktionsarm und Standfuß (c) 
1 2 
3 
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Die Kameras können über eine herstellereigene Programmierschnittstelle angesteuert werden. Da 
diese jedoch keine Möglichkeit zur synchronen Auslösung von drei Kameras bietet, sind nur 
statische Aufnahmen möglich.  
Zur Realisierung einer endoskopähnlichen Beleuchtung kann optional ein dimmbares LED-Ring-
licht montiert werden (Abb. 3.9a). Die Beleuchtung wird durch eine lineare Polfilterfolie polarisiert 
(Abb. 3.9b, angedeutet durch blaue Linien). Weiterhin wird auf die zylindrische Halterung ein 
maßgefertigter Aufsatz mit einem linearen Glas-Polarisationsfilter angebracht, der das einfallende 
Licht für jede Kamera gleichermaßen polarisiert (rote Linien). Durch manuelles Drehen des Glas-
Filters wird der Polarisationswinkel  zwischen der Lichtquelle und den Kameras eingestellt, 
wodurch die Stärke spiegelnder Reflexionen kontrolliert werden kann – bei  = 90° werden sie 
komplett gefiltert (siehe Kap. 2.5).  
 
(a) 
 
(b) 
Abb. 3.9: Endoskopischer Demonstrator mit Ringlicht (a) und Polarisationssetting (b); Polarisa-
tionsrichtung gekennzeichnet durch blaue (Beleuchtung) und rote (Kameras) Linien; 
Polarisationswinkel  beträgt in diesem Beispiel 90° 
3.4 SYSTEMKALIBRIERUNG 
Für hochgenaue Messungen im Objektraum sind die innere und relative Orientierung (Kap. 2.2.1) 
des trinokularen Kamerasystems zu bestimmen. Der optionale Polfilter stellt dabei eine zusätzliche 
optische Komponente dar, deren Einfluss auf die Orientierungsparameter und Messgenauigkeit 
näher untersucht wird. Im Folgenden werden Kalibrieransätze aus der Literatur, Standardverfahren 
der Photogrammetrie, Ergebnisse der Systemkalibrierung, besondere Herausforderungen sowie 
eine theoretische Genauigkeitsabschätzung vorgestellt.  
3.4.1 VORGEHENSWEISEN AUS DER LITERATUR 
Stoyanov et al. (2004) führen eine geometrische Kalibrierung eines Endoskops durch, um eine 
nachfolgende Bildzuordnung durch Normalbilder und eingeschränkte Suchbereiche auf Epipolar-
linien zu optimieren. Durch eine geschlossene Lösung wird aus einem Bündel von Kalibrieraufnah-
men eines Schachbrettfeldes die innere und relative Orientierung ermittelt. Als Auswertewerkzeug 
dient die in der Computer Vision weit verbreitete Matlab-Toolbox von Bouguet (2015), die den 
Ansatz von Zhang (2000) implementiert. Aus dem Kameramodell nach Zhang (1999) werden drei 

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radial-symmetrische Verzeichnungsterme (k1-k3) und zwei tangentiale Terme (p1, p2) verwendet. In 
Stoyanov et al. (2004) wird lediglich aufgeführt, dass eine Kamerakalibrierung die Bildzuordnung 
verbessert, aber nicht weiter auf Ergebnisse oder die erreichte Qualität eingegangen.  
Da eine Kalibrierung mit mehreren Bildern unmittelbar vor einer Operation nicht praktikabel ist, 
stellen Barreto et al. (2009) ein Verfahren vor, das nur eine einzelne Aufnahme eines ebenen 
Schachbrett-Kalibrierfeldes erfordert. Hierbei kommt ein katadioptrisches Kameramodell für stark 
verzeichnete Linsen und ein linearer Ausgleichungsansatz zum Einsatz. In Experimenten mit 
einzelnen Endoskopiebildern können vergleichbare Ergebnisse zum etablierten Kalibrierwerkzeug 
von Bouguet (2015) mit mehreren Bildern und einem nichtlinearen Ansatz erreicht werden. Auf 
mögliche Korrelationen zwischen den inneren und äußeren Orientierungen oder auf numerische 
Ungenauigkeiten durch die Verteilung der Objektpunkte auf einer Ebene wird nicht eingegangen. 
Ein aus der Photogrammetrie bekanntes Einzelbildverfahren für das zentralperspektivische 
Kameramodell (Kap. 2.2.1) ist der kalibrierende Rückwärtsschnitt, bei dem i.d.R. ein drei-
dimensionales Testfeld verwendet wird, das Korrelationen verringert und bessere Tiefen-
informationen bietet (Luhmann 2010, S. 61).  
Endoskope mit wechselbarem Schaft bzw. Objektiv ermöglichen oft eine Drehung relativ zum 
Handstück bzw. Bildsensor, um das Sichtfeld auf eine komfortable Weise zu verändern. Melo et al. 
(2012) veröffentlichen ein Verfahren zur Korrektur der inneren Orientierung bei Verwendung 
derartiger Endoskope. Bei dem vorgestellten Verfahren wird der sichtbare Kreisausschnitt 
kontinuierlich auf dem Bildsensor lokalisiert und die Drehung durch eine Objektivmarkierung, die 
sich im Bildkreis als Spitze abbildet (Abb. 3.10a), abgeleitet. Lee et al. (2013) stellen ein Verfahren 
vor, die Kamerakonstante eines Zoomobjektivs während einer OP durch eine Größenänderung des 
Kreisausschnittes (Abb. 3.10b) abzuleiten. Dabei wird der Durchmesser des sichtbaren Kreisaus-
schnittes mit der Kamerakonstanten ins Verhältnis gesetzt, exemplarische Zoomstufen kalibriert 
und dazwischen quadratisch interpoliert. Zwar ist die Ableitung von Kameraparametern durch die 
Position und den Durchmesser des sichtbaren Kreisausschnittes auf dem Bildsensor eine geschickte 
Herangehensweise, allerdings ist eine zuverlässige und zeitstabile Parameterbestimmung hieraus 
fragwürdig. Deshalb sollten derartige Korrekturen allenfalls für grobe Abschätzungen oder 
Kontrollen und nicht für hochpräzise Messungen verwendet werden. Außerdem wird der Bildkreis 
je nach Endoskop nur zum Teil oder gar nicht abgebildet. Für zuverlässige Messungen sollten 
möglichst Zoom- oder drehbare Wechselobjektive in Endoskopen vermieden werden. Photogram-
metrische Ansätze zur Modellierung und Kalibrierung von instabilen Systemen, Zoom-Objektiven 
oder anderen speziellen Kameratypen können in Luhmann (2010) nachgeschlagen werden.  
 
(a) Melo et al. 2012 
 
(b) Lee et al. 2013 
 
Abb. 3.10: Kreisausschnitt mit Objektivmarkierung (a) und in zwei Zoomstufen (b) 
In einer umfassenden Übersicht aus der Community der computerassistierten Chirurgie (Bernhardt 
et al. 2017) wird dargelegt, dass das Problem der Kamerakalibrierung seit den 2000er Jahren in der 
Computer Vision gelöst sei und es keiner weiteren Untersuchungen mehr bedarf. Werde außerdem 
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nur die Bildmitte für Messungen verwendet, könne für Augmented-Reality Anwendungen die 
Objektivverzeichnung gänzlich vernachlässigt werden. Aus photogrammetrischer Sicht sind diese 
Aussagen gerade im Zusammenhang mit oft stark verzeichnenden Endoskopen mit Vorsicht zu 
betrachten. Hier wird noch Potenzial gesehen für weitergehende Untersuchungen hinsichtlich 
Kalibrierqualität und insbesondere für eine vereinfachte und beschleunigte Kalibrierung direkt vor 
der Operation. Laut Maier-Hein et al. (2013) und Bernhardt et al. (2017) ist ein weiterer wichtiger 
Forschungsschwerpunkt die Verbesserung der Kalibrierung und Korrektur der Orientierungs-
parameter während einer Operation.  
Zusammenfassend dient die Bestimmung der inneren und relativen Orientierung von Endoskop-
kameras einer verzeichnungsfreien Sicht und einer verbesserten Bildzuordnung. In der Community 
der computerassistierten Chirurgie werden dafür meist die weit verbreiteten, einfach umzusetz-
enden und performanten Standardverfahren der Computer Vision eingesetzt und oft nicht weiter 
hinsichtlich Genauigkeit und Kalibrierqualität hinterfragt. Neben Stoyanov et al. (2004) geben 
Maier-Hein et al. (2013) eine recht ansprechende Erläuterung des Kalibrierverfahrens mit Bezug 
zu Endoskopen. Gewöhnlich kommen ebene Kalibrierfelder mit Schachbrettmustern zum Einsatz, 
die oft eine geringe räumliche Tiefe bieten und dadurch zu höheren Korrelationen zwischen den 
Parametern führen (Remondino und Fraser 2006; Hastedt und Luhmann 2015). Außerdem werden 
bei der Bündelausgleichung die Objektpunkte (z.B. Ecken im Schachbrettmuster) als fehlerfreie 
Passpunkte angenommen, was zu einem Zwang führt und hochgenaue Objektpunkte erfordert 
(Hastedt und Luhmann 2015). Weitere Unterschiede zu den etablierten Kalibrierverfahren der 
Computer Vision und Photogrammetrie werden in Remondino und Fraser (2006) und Hastedt und 
Luhmann (2015) aufgezeigt.  
Auch in Steiner (2015) werden diese Differenzen kurz angesprochen und eine Kalibrierung eines 
flexiblen Endoskops mit der photogrammetrischen Vorgehensweise durchgeführt. Dabei werden 
einzelne Parameter auf ihre Signifikanz geprüft und Korrelationen betrachtet. Nach Anpassung des 
Parametersatzes auf lediglich die Kamerakonstante, Hauptpunktverschiebung und zwei radial-
symmetrische Verzeichnungsterme (A1, A2), wird für jeden Parameter eine Signifikanz mit einer 
Unsicherheitswahrscheinlichkeit von 5% erreicht. Das Endoskopiesystem wird während Fahrzeug-
Crashtests mit Highspeed-Kameras eingesetzt. Da durch die extremen Beschleunigungen signifi-
kante Veränderungen der Hauptpunktverschiebung auftreten, wird diese kontinuierlich justiert – 
mit ähnlichen Verfahren wie bei der oben beschriebenen Justierung mit drehbarem Schaft. Da sich 
auf dem Bildsensor der sichtbare Bildkreis darstellt, wird seine Verschiebung gemessen und direkt 
als Korrektur an die Hauptpunktverschiebung angebracht. Somit können bei Versuchen auf einem 
Beschleunigungsschlitten höhere Streckenmessgenauigkeiten zwischen Messmarken auf einem 
Testfeld erzielt werden (Steiner 2015).  
3.4.2 PHOTOGRAMMETRISCHE SYSTEMKALIBRIERUNG 
Für das trinokulare Kamerasystem werden eine photogrammetrische Kalibrierung der inneren 
Orientierung sowie eine Bestimmung der relativen Orientierung durch eine Testfeldkalibrierung 
(Kap. 2.2.3) vorgenommen. Dies ermöglicht eine hochgenaue Parameterbestimmung und Bewer-
tung durch Standardabweichungen und Korrelationen.  
Der in der Photogrammetrie übliche und hier verwendete Parametersatz für die innere und äußere 
Orientierung wird in Kap. 2.2.1 beschrieben. Im Falle des trinokularen Kamerasystems wird das 
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Koordinatensystem für die relative Orientierung in der linken (1) Kamera definiert, sodass das 
Projektionszentrum im Ursprung liegt (X01 = (0; 0; 0)) und die Rotationsmatrix eine Einheitsmatrix 
ergibt (R1 = I). Die rechte (2) und obere (3) Kamera sind hierzu relativ positioniert.  
Die Auswertung der Kalibrierbilder geschieht mithilfe der Software AICON 3D-Studio (Version 
12, www.aicon3d.com, 15.11.2018) für die Ellipsenmessung und der Konsolenanwendung Ax.Ori 
der Firma AXIOS (Ax.Ori.Con 1.10.5, AXIOS 3D Services GmbH, https://axios3d.de, 15.11.2018) 
für die Bündelausgleichung mit paarweisen Bedingungsgleichungen für eine konstante relative 
Orientierung. Die 3D-Koordinaten der codierten Messmarken wurden zuvor durch ein photogram-
metrisches Bündel mit bekannten Strecken (photogrammetrische Invar-Maßstäbe mit zertifizierter 
Genauigkeit < 10 µm) und einer hochqualitativen Spiegelreflexkamera bestimmt. Diese Objekt-
punkte fließen gewichtet mit ihrer individuellen Standardabweichung als Beobachtungen in die 
Ausgleichung ein (vgl. Luhmann 2018, S. 360 beobachtete Passpunkte). Die maximalen Verbesser-
ungen der beobachteten Objektkoordinaten liegen bei 0.6 µm. Einige wichtige Qualitätsmaße der 
Bündelausgleichung sind in Tab. 8 aufgeführt. Zur Quantifizierung des Effektes des Polfilters auf 
die innere und relative Orientierung wird je ein Datensatz mit und ohne Polfilteraufsatz (Abb. 3.9) 
ausgewertet.  
 ohne Polfilter mit Polfilter 
s0 der Bündelausgleichung [µm] 0.186 0.189 
Gesamtredundanz 2177 2227 
Ø RMS der Verbesserungen     vx 0.047 0.047 
der Bildkoordinaten [Pixel]      vy 0.048 0.049 
Ø Strahlen je Objektpunkt 25.4 26.08 
Ø Strahlen je Bild 8.4 8.1 
Orientierte / alle Bilder 150 / 282 159 / 351 
Anteil orientierter Bilder [%] 53 45 
 
Tab. 8: Innere Qualitätsmaße der Bündelausgleichung 
Bei beiden Varianten werden ähnliche Standardabweichungen (s0), Gesamtredundanzen, mittlere 
Bildmessgenauigkeiten (Ø RMS vx, vy) und Strahlenschnitte je Objektpunkt und Bild erzielt. Dies 
spricht für eine gleiche Qualität der Bildverbände und Bündelausgleichungen. Die hohe Bildmess-
genauigkeit von einem zwanzigstel Pixel wird durch strukturelle Messverfahren (Ellipsenoperator, 
Luhmann 2018, S. 473–478) und mehreren Messungen derselben Marke im Bildverband erreicht. 
Aufgrund des kurzen Aufnahmeabstandes und schmalen Sichtfeldes der Kameras kann etwa nur 
ein Viertel des Testfeldes (Abb. 2.6a im Bereich um den kleinen Hochpunkt bzw. Anhang iv) mit 
der nach Godding (1993) empfohlenen Aufnahmekonfiguration erfasst werden. Um die geringere 
Anzahl der Messmarken je Bild zu kompensieren und eine dichte sowie formatfüllende Punkt-
verteilung auf den Sensoren zu erzielen, werden deutlich mehr Kalibrierbilder erfasst als bei der 
Minimalkonfiguration nach Godding (1993). Hier wird die innere und relative Orientierung aus 50 
(ohne Polfilter) bzw. 53 (mit Polfilter) Standpunkten mit je drei Bildern bestimmt. Die ausge-
glichenen Parameter samt Standardabweichungen und Korrelationen sind in Tab. 9 zusammen-
gefasst. Die Differenzen der Parameterwerte ohne und mit Polfilter werden ebenfalls aufgeführt. 
Differenzen mit einer Signifikanz von 3 sind farblich gekennzeichnet. Die Korrelationskoeffizien-
ten sind je nach Betrag und Vorzeichen rötlich (positiv) und bläulich (negativ) eingefärbt.  
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Tab. 9: Innere und relative Orientierung mit Standardabweichungen und Korrelationen für jede 
Kamera des trinokularen Kamerasystems 
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Die Kamerakonstanten liegen gerundet bei c = −6 mm. Die Hauptpunktverschiebungen sind in 
Abb. 3.11a dargestellt und erreichen maximal −50 Pixel in y-Richtung in Bild 1. Die z.T. großen 
Verschiebungen sowie die Verteilung der Hauptpunkte resultieren höchstwahrscheinlich aus einer 
Fixierung durch Klebestreifen um die drei Objektive. Diese ist notwendig, da die Objektivfassung 
durch das für den nahen Fokus weit herausgedrehte Objektivgewinde sehr instabil ist. Neben einer 
höheren Stabilität wird eine leichte Konvergenz durch eine Hauptpunktverschiebung erreicht (vgl. 
Kap. 3.2.2; siehe Abb. 3.12 optische Achsen von Kamera 1 und 2). Die radial-symmetrische 
Verzeichnung (Abb. 3.11b) ist insgesamt sehr gering (< 1 Pixel am Bildrand) und nur innerhalb der 
einfachen Standardabweichung signifikant. Eine Signifikanz von 3 erreichen nur die jeweils 
ersten Koeffizienten (A1). Die radial-symmetrische Verzeichnung unterscheidet sich zwischen den 
Kameras und Filterkonfigurationen nur im Subpixelbereich (ca. 0.2-0.4 Pixel). Die tangential-
asymmetrische Verzeichnung (B1, B2) sowie die Affinität und Scherung (C1, C2) ist aufgrund ihres 
geringen Einflusses ebenfalls überwiegend schwach bestimmt. Da aufgrund der mechanisch 
anspruchsvollen Miniaturisierung und der fixierten Objektivfassung Modellabweichungen und 
Linsenschiefstellungen durchaus auftreten können, wird der gesamte Parametersatz beibehalten. 
Eine Kalibrierung mit reduziertem Parametersatz ist dem Anhang (v) zu entnehmen.  
Die Stereobasen betragen im gerundeten Mittel 7 mm und die Drehwinkel für die Ausrichtung der 
optischen Achsen (, ) liegen bei max. 0.5°. Die Drehung um die optische Achse () bei Kamera 
2 beträgt knapp 1° und ist in den Aufnahmen gut erkennbar. Die Position und Ausrichtung der 
Kameras werden in Abb. 3.12 visualisiert. Aufgrund der schwachen Konvergenz liegt das 
Verhältnis der projizierten Sichtfläche der Kamera 1 (rot, 100%) zur Schnittmenge aller Flächen 
(rot ∩ grün ∩ blau) bei einem Aufnahmeabstand von 60 mm bei 55% (Überlappung). Die 
prozentuale Überlappung weiterer Aufnahmeabstände wird in (Abb. 3.12b) dargestellt. 
 
 
(a) Hauptpunktlagen im 
Bildkoordinatensystem 
(b) Radial-symmetrische Verzeichnungskurven 
 
Abb. 3.11: Verteilung der Hauptpunktlagen (a) und radial-symmetrische Verzeichnungskurven (b) 
der drei Kameras des trinokularen Systems mit und ohne Polfilter 
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Abb. 3.12: Konfiguration des trinokularen Systems ohne Polfilter und Überlappungsbereich 
Die Korrelationen zwischen den Parametern der inneren Orientierung weisen ein typisches Bild auf 
(Tab. 9). Aufgrund mathematischer Zusammenhänge im funktionalen Modell korrelieren üblicher-
weise die Parameter A1, A2, A3 untereinander sowie B1 mit x′0 und B2 mit y′0 (Luhmann 2018, S. 
659). Weiterhin treten Korrelationen zwischen Parametern der inneren und relativen Orientierung 
auf. Auffällig sind die Korrelationen zwischen der Aufnahmeentfernung Z0 und der Kamera-
konstanten c (bewirken Skalierung) sowie zwischen  und y′0 bzw. B2 (bewirken Verschiebung in 
y-Richtung);  und x′0 bzw. B1 (bewirken Verschiebung in x-Richtung). Etwas geringere Korrela-
tionen sind zwischen  und C2 (bewirken Bilddrehung und Scherung) zu erkennen. Derartige 
Korrelationen sind bei einseitigen Bildverbänden nicht ungewöhnlich, sollten jedoch für eine 
spätere Weiterverwendung außerhalb des Kalibrierbündels durch eine räumliche Punktverteilung 
möglichst gering gehalten werden (Luhmann 2018, S. 659–660). Allerdings sind auch diese 
Korrelationen z.T. durch das funktionale Modell bedingt, da einige Parameter ähnliche Trans-
formationen im Bild bewirken.  
Unter der Annahme, dass ein optischer (Pol-) Filter das Licht genauso wie eine Glasscheibe bricht, 
können die Auswirkungen auf die innere Orientierung theoretisch hergeleitet werden. Der zu 
erwartende Einfluss ist eine Skalierung und perspektivische Verzerrung des Bildes bedingt durch 
Lichtbrechung an den Medientrennflächen und Schiefstellung dieser zum Bildsensor. Die Brechung 
bewirkt eine Verengung des Strahlenbündels, was zu einem kleineren Sichtfeld im Objektraum und 
zu einer vergrößerten Abbildung im Bildraum führt (Abb. 3.13). Strecken im Objektraum (x) 
werden mit Polfilter länger abgebildet (x′Pol), was gemäß der vereinfachten Abbildungsgleichung 
zu einer längeren Kamerakonstanten cPol und/oder einem kürzeren Aufnahmeabstand hPol führt. Die 
Neigung des Polfilters verursacht eine seitliche Ablenkung der Lichtstrahlen und somit eine leichte 
Verschiebung und perspektivische Verzerrung des gesamten Bildinhaltes. Theoretisch betrachtet 
wird dies hauptsächlich durch eine veränderte Hauptpunktverschiebung und durch die Verzeich-
nungsparameter für Affinität und Scherung modelliert (Abb. 3.13, Anhang iii).  
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Abb. 3.13: Strahlengang ohne (a) und mit parallelem (b) bzw. geneigtem (c) Polfilter 
Die tatsächlichen Auswirkungen werden durch die Differenzen ( = ohne – mit Polfilter, Tab. 9) 
dargestellt. Differenzen mit einer Signifikanz von 3 sind gelb markiert. Passend zu der Theorie 
verlängern sich die Kamerakonstanten mit Polfilter um etwa 10-17 µm. Weiterhin verändert sich 
die Lage der Projektionszentren von Kamera 2 und 3 um bis zu −21 µm und die Drehung um die 
optische Achse um bis zu 0.086°. Zwar treten bei der relativen Orientierung z.T. größere Differen-
zen auf, nur sind diese aufgrund der hohen Standardabweichung nicht signifikant.  
Zur Analyse der Auswirkungen im Objektraum werden knapp 300 simulierte Objektkoordinaten in 
einem Aufnahmeabstand von 60 mm und einer Tiefenausdehnung von etwa ±10 mm in die 
Kameras mit den Parametern ohne Polfilter projiziert. Mit den so gewonnenen Bildkoordinaten und 
den Orientierungsparametern der Kameras mit Polfilter werden Vorwärtsschnitte gerechnet. Die 
Differenzen zwischen den simulierten und vorwärts eingeschnittenen Objektkoordinaten geben 
Aufschluss über den Einfluss der Orientierungen mit und ohne Polfilter auf Koordinatenmessungen 
im Objektraum. Im Mittel ergibt sich ein Lageversatz von 0.055 mm in X- und −0.084 mm in Y-
Richtung sowie ein Tiefenversatz von −0.324 mm. Eine Kleinste-Quadrate-Anpassung (Best-fit) 
der Punktwolken führt zu einer mittleren Abweichung von 0.050 mm – eine Skalierung ist jedoch 
nicht zu erkennen. Die innere Geometrie der Punktwolke verändert sich demnach nur geringfügig, 
wohingegen sich die Lage stärker verändert. Um mit Polfilter ein hohes Genauigkeitsniveau ins-
besondere bei absoluten Messungen zu gewährleisten, sollte dieser als optische Komponente 
betrachtet und während der Kalibrierung mitgeführt werden.  
3.4.3 HERAUSFORDERUNGEN 
Aufgrund der Korrelationen zwischen der inneren und relativen Orientierung lässt sich der Einfluss 
des Polfilters nur bedingt von den oben dargestellten Orientierungsparametern ableiten. Je nach 
Stärke der Korrelation wird der Einfluss des Polfilters auf mehrere Parameter verteilt. Da sich 
zwischen Vorwärtsschnitten mit denselben Bildkoordinaten mit und ohne Polfilter hauptsächlich 
Tiefendifferenzen ergeben, werden die Kamerakonstante c und der Aufnahmeabstand Z0 näher 
betrachtet. Da diese um −50% bzw. −70% korrelieren, modellieren die aufgedeckten Differenzen 
der Kamerakonstanten nur einen Teil des Skalierungseinflusses. Der andere Anteil wird durch den 
Aufnahmeabstand zum Objekt modelliert. Da der absolute Objektbezug (Position bzgl. des 
Testfeld-Koordinatensystems) bei einer relativen Orientierung verloren geht, kann ein Teil des 
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Skalierungseinflusses möglicherweise nicht mehr für nachfolgende Messungen berücksichtigt 
werden. Bei Messungen im Objektraum kann dies zu einem Versatz in Aufnahmerichtung führen.  
Zur Untersuchung dieser Problematik wird eine vereinfachte Kamera mit c = 6 mm und ein 
räumliches Testpunktfeld mit einer Tiefenausdehnung von ±5 mm und einem Aufnahmeabstand 
von h = 60 mm simuliert (Simulationssoftware Blender, Version 2.79b, https://www.blender.org/, 
12.04.2019). Zudem wird eine Glasscheibe mit einem Brechungsindex von n = 1.6 (pessimistische 
Abschätzung), einer Dicke von 2.56 mm (reale Dicke des Polfilters) und einem Abstand von 10 mm 
zum Projektionszentrum simuliert. Mit den bekannten Objektkoordinaten und den durch die 
Glasscheibe gebrochenen Bildkoordinaten wird ein kalibrierender Rückwärtsschnitt berechnet. Der 
ermittelte Aufnahmeabstand beträgt etwa h = 58 mm und die Kamerakonstante c = 6 mm. In 
diesem Fall wird die Skalierung durch die Glasscheibe vollständig durch den Aufnahmeabstand 
modelliert und nicht durch die Kamerakonstante c. Mit dem Bildmaßstab h/c = 60/6 = 10 kann der 
Tiefenfehler von 2 mm in die Kamerakonstante verschoben werden, sodass ein Rückwärtsschnitt 
mit fester Kamerakonstanten c = 6.2 mm den korrekten Aufnahmeabstand von h = 60 mm liefert. 
Für den simulierten Fall führt der Polfilter also zu einer um 0.2 mm längeren Kamerakonstanten.  
Da bei einer realen Kalibrierung i.d.R. weder der Aufnahmeabstand noch die Kamerakonstante 
bekannt sind, kann die tatsächliche Verteilung des Einflusses durch den Polfilter nicht ohne 
weiteres spezifiziert werden. Selbst bei einer sequenziellen Bestimmung der inneren und relativen 
Orientierung (zuerst innere, dann relative mit festgehaltener innerer Orientierung) ist dies nicht 
eindeutig möglich, da auch hier bei jeder einzelnen äußeren Orientierung der Aufnahmeabstand mit 
der Kamerakonstanten korreliert. Untersuchungen mit einem zweistufigen Kalibrieransatz in Conen 
et al. (2018a) zeigen, genauso wie in Kap. 3.4.2, zwar plausible Tendenzen zu einer längeren 
Kamerakonstanten, jedoch nicht den vollständigen Einfluss.  
Aus diesem Grund ist bei der Bestimmung der inneren und relativen Orientierung auf möglichst 
geringe Korrelationen zu achten. Durch Conen et al. (2018a; 2018b) wird weiterführend der 
Einfluss auf die Kameraparameter durch Polfilter und verschiedene Beleuchtungsarten sowie die 
Längenmessabweichung einer hochwertigen Spiegelreflexkamera durch Bildverbände von einem 
Prüfkörper gemäß der VDI/VDE-Richtlinie 2634.1 untersucht. Es kann bestätigt werden, dass der 
Polfilter zu einer um wenige µm längeren Kamerakonstanten sowie zu einer um wenige Pixel 
versetzte Hauptpunktverschiebung führt. Die Problematik der Korrelation wird jedoch noch nicht 
betrachtet. Für weitere Untersuchungen hinsichtlich Korrelationen sowie einer impliziten und 
explizierten Modellierung von Medientrennflächen wird auf Kahmen et al. (2019b) verwiesen.  
Weitere und eher systembedingte Herausforderungen sind mechanisch sensible Kamerakomponen-
ten, der geringe Überlappungsbereich sowie die Realisierung kleiner Kalibrierfelder und Mess-
marken mit ausreichend hoher Qualität.  
3.4.4 GENAUIGKEITSBETRACHTUNG 
Wie in Kap. 3.2.3 für das optimierte System wird auch für das realisierte System eine Fehler-
fortpflanzung durchgeführt. Da die Kalibrierungen ohne und mit Polfilter eine ähnliche Qualität 
aufweisen, werden exemplarisch die Parameter und Standardabweichungen des Systems ohne 
Polfilter fortgepflanzt. Die Ergebnisse der Fortpflanzung für das System mit Polfilter befinden sich 
im Anhang (vi). Aufgrund des sehr geringen Einflusses der Verzeichnung wird diese nicht 
3.4 Systemkalibrierung 
87 
fortgepflanzt. Die Messunsicherheiten für verschiedene Aufnahmedistanzen und Bildmess-
genauigkeiten sowie eine Auflistung der einzelnen Fehleranteile der Parameter für eine Bildmess-
genauigkeit von 1 Pixel werden in Abb. 3.14 bzw. Tab. 10 aufgeführt.  
 
Abb. 3.14: Varianzfortpflanzung der Vorwärtsschnitte für das realisierte Dreikamerasystem ohne 
Polfilter; Fortpflanzung mit (durchgezogen) bzw. ohne (gestrichelt) Unsicherheiten in 
der inneren und relativen Orientierung; Bildmessgenauigkeiten von 0 bis 2 Pixel 
(farblich unterschieden) 
 
Tab. 10: Fortgepflanzte Varianzen der einzelnen Parameter für den Konvergenz- und 
Fokuspunkt des realisierten Dreikamerasystems ohne Polfilter mit h = 60 mm und 
sx(k) = sy(k) = 1 Pixel; Zusammenfassung der Kategorien Bildmessung, innere 
Orientierung, äußere Orientierung (Translation, Rotation) mit jeweiliger Farbcodierung 
großer Werte 
Im Gegensatz zur Fehlerfortpflanzung für das optimierte trinokulare Endoskop mit angenommenen 
Standardabweichungen eines professionellen Stereoendoskops (Kap. 3.2.3) fallen die Standard-
abweichungen der Orientierungsparameter beim realisierten Dreikamerasystem größer aus und 
haben einen größeren Einfluss auf die Objektpunktgenauigkeit (siehe durchgezogene und 
gestrichelte Linien in Abb. 3.14). Insbesondere die größeren Unsicherheiten der Drehwinkel  und 
 haben einen maßgeblichen Einfluss auf die Messgenauigkeit im Objektraum. Bei Betrachtung 
der numerischen Ableitungen (Anhang vii), die im Prinzip konfigurationsbedingte Gewichte 
darstellen, sind die Faktoren für die Unsicherheiten der Drehwinkel am größten. Unsicherheiten in 
den Drehwinkeln wirken sich also verhältnismäßig stark auf die Objektpunktgenauigkeit aus. Die 
größeren Standardabweichungen in den Orientierungen sind durch mögliche Instabilitäten des 
[mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ
X 0.1 1E-06 1E-08 0.0002  1 3E-07 9E-05 0.0031 c 1 5E-08 8E-09 1E-05 x ′ 0.0002 2E-06 0.0287
Y 0.1 2E-09 9E-07 3E-05  1 0.0001 1E-06 0.0204 c 2 4E-08 1E-08 2E-05 y ′ 3E-07 0.0001 0.0044
Z 0.1 2E-07 3E-08 5E-05  1 5E-10 1E-09 9E-09 c 3 1E-09 6E-08 9E-06 x ″ 0.0001 2E-06 0.0225
X 0.2 8E-07 9E-09 0.0002  2 4E-07 9E-05 0.006 x ′0 8E-05 6E-07 0.0117 y ″ 4E-07 0.0001 0.009
Y 0.2 5E-09 9E-07 6E-05  2 8E-05 8E-07 0.016 y ′0 1E-07 5E-05 0.0018 x ‴ 0.0001 1E-08 0.0004
Z 0.2 1E-07 5E-08 7E-05  2 7E-10 2E-09 3E-10 x ″0 5E-05 7E-07 0.0092 y‴ 2E-06 0.0002 0.0251
X 0.3 1E-06 2E-10 3E-06  3 1E-06 0.0001 0.0174 y ″0 2E-07 5E-05 0.0037 √ 0.021 0.021 0.300
Y 0.3 1E-08 1E-06 0.0002  3 1E-04 2E-08 0.0003 x ‴0 6E-05 5E-09 0.0002
Z 0.3 4E-09 2E-07 3E-05  3 2E-09 1E-10 8E-09 y‴ 0 8E-07 7E-05 0.0103 [mm] sX sY sZ
√ 0.002 0.002 0.028 √ 0.018 0.017 0.252 √ 0.013 0.013 0.192 √ 0.030 0.030 0.437
BildmessungInnere OrientierungTranslation Rotation
Gesamt
3 Dreikamera-Endoskop 
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realisierten Systems sowie durch das kleine Sichtfeld und die damit verbundene eingeschränkte 
Aufnahmekonfiguration zu erklären. Da das realisierte System im Gegensatz zum optimierten 
System eine um etwa 3 mm längere Basis hat, haben Ungenauigkeiten in der Bildmessung einen 
wesentlich geringeren Einfluss. Deshalb können im Gesamten etwa um 0.1 mm kleinere 
Standardabweichungen in der Tiefe sZ erreicht werden. Die geforderte 1-mm-Grenze kann bei einer 
Bildmessgenauigkeit von 1 Pixel noch bis zu einem Aufnahmeabstand von 90 mm eingehalten 
werden. Aufgrund einer ähnlichen Kamerakonfiguration sind die Verteilungen der Unsicherheiten 
der einzelnen Parameter innerhalb einer Kategorie vergleichbar mit den Verteilungen beim 
optimierten System. Deshalb wird für eine genauere Erklärung der Einflüsse auf Kap. 3.2.3 
verwiesen. Selbiges gilt für eine Reduktion auf den Stereofall.  
3.5 FAZIT 
Aus der Problemstellung einer hochkomplexen Messumgebung, einer ausführlichen Analyse des 
aktuellen Forschungsstandes und den praktischen Voruntersuchungen wurde ein optimiertes Drei-
kamera-Endoskop konzeptioniert und patentiert. Die Genauigkeitsanalysen des optimierten 
Systems und der tatsächlichen Realisierung zeigen, dass gerade bei endoskopischen Aufnahme-
konfigurationen die erreichbare Tiefenmessgenauigkeit maßgeblich durch die Länge der Stereo-
basen definiert wird. Trotz höherer Standardabweichungen in den Orientierungsparametern bei der 
Systemkalibrierung erreicht das realisierte System bessere Bild- und Tiefenmessgenauigkeiten 
durch etwa 3 mm längere Stereobasen. Das Sichtfeld und der Überlappungsbereich des realisierten 
Systems sind zwar deutlich kleiner, aber die laterale Auflösung im Objektraum (GSD, engl. ground 
sample distance) ist für den relevanten Aufnahmeabstand zwischen 20 und 100 mm weitestgehend 
vergleichbar. Bei einem Aufnahmeabstand von 60 mm beträgt die GSD 37 µm für das optimierte 
und 36 µm für das realisierte System; bei 100 mm Entfernung beträgt die Differenz der GSD 
lediglich 2.2 µm.  
Besonderes Augenmerk bedarf eine Systemkalibrierung mit einem Filter bzw. mit Medientrenn-
flächen. Aufgrund korrelierter innerer und äußerer Orientierungen können bei Folgemessungen 
wichtige Informationen in einer relativen Orientierung (Korrelation c ↔ Z0) unterschlagen werden. 
Damit die Effekte des Filters vollständig durch die innere und relative Orientierung repräsentiert 
werden, wäre ggf. ein spezielles Kalibrierverfahren mit rekonstruierbaren Kamerastandpunkten 
sinnvoll – allerdings sind diesbezüglich weitere Untersuchungen erforderlich und relevant für 
sämtliche Mehrkamerasysteme mit Medientrennflächen.  
Wie auch von der Community der computerassistierten Chirurgie gefordert, sind auch intra-
operative Kontroll- und Kalibrieransätze intensiver zu erforschen. Wenn es der Operationsverlauf 
erlaubt, ist eine vollständige Systemkalibrierung mit einem Bildverband von einem räumlichen 
Testfeld außerhalb des Patienten anzuraten. Mit einem zum Endoskop abgestimmten Testfeld sollte 
eine schnelle Systemkalibrierung mit einer Minimalkonfiguration von sieben Standpunkten 
möglich sein.  
Das realisierte System erreicht zwar nicht die optimierten Anforderungen (Kap. 3.2), bietet jedoch 
vergleichbare Messgenauigkeiten und kann prinzipiell zur Prüfung der in Kap. 1.3 aufgestellten 
Hypothesen sowie für Untersuchungen hinsichtlich Systemkalibrierung (Kap. 3.4), Algorithmen-
entwicklung (Kap. 4) und realitätsnaher Aufnahmen (Kap. 5) eingesetzt werden.  
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4 REALISIERUNG EINER DREIBILDZUORDNUNG 
Dieses Kapitel beschreibt die mathematische und algorithmische Verarbeitung der Bilder des 
kalibrierten Dreikamerasystems zu einer dichten Punktwolke. Die wesentlichen Schritte bestehen 
aus der Berechnung von Normalbildtripel, der paarweisen Berechnung von lokalen Ähnlichkeits-
maßen, der semi-globalen Optimierung sowie der anschließenden Zuordnung samt Subpixel-
interpolation, Vorwärtsschnitt und Filter. Zudem werden Möglichkeiten zur hierarchischen und 
sequenzbasierten Auswertung aufgezeigt.  
Die realisierte Vorgehensweise wird in Abb. 4.1 als Flussdiagramm zusammengefasst. Prozesse 
werden durch abgerundete und Daten durch eckige Kästchen dargestellt. Die in dieser Arbeit neu 
entwickelten und für Bildtripel angepassten Prozesse sind durch einen fetten Rand hervorgehoben. 
In den folgenden Unterkapiteln werden die Prozesse, deren programmtechnische Umsetzung sowie 
Strategien zur effizienten Verarbeitung näher beschrieben. Die zu den einzelnen Prozessen 
gehörenden Kapitelnummern sind in den blauen Kreisen gekennzeichnet.  
 
Abb. 4.1: Flussdiagramm der realisierten Dreibildzuordnung 
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Zunächst werden die Bilddaten von den Kameras ausgelesen, vorverarbeitet und zu Normalbild-
tripel umgebildet. Für eine effiziente Umbildung werden mit den Orientierungsdaten aus der 
vorherigen Kalibrierung die Orientierungen der Normalbilder berechnet und drei LUT erstellt. 
Mithilfe der Normalbilder und ihrer Orientierungen werden Ähnlichkeitsmaße berechnet und in 
einem Disparitätsraum abgespeichert. Nach einer semi-globalen Optimierung des Datenraumes 
werden die finalen Disparitäten ausgewählt und auf Subpixelgenauigkeit verfeinert. Aus den 
resultierenden Bildpunkttripeln werden Objektpunkte mittels Vorwärtsschnitt berechnet. Anhand 
der Ähnlichkeitswerte sowie durch Nachbarschaftsbeziehungen innerhalb der Punktwolke wird 
diese abschließend gefiltert. Die hier dargestellte Dreibildzuordnung wird in verkürzter Form in 
Conen et al. (2016; 2017) beschrieben.  
4.1 BILDVORVERARBEITUNG UND VORKENNTNISSE 
Zur einfacheren und performanteren Weiterverarbeitung werden die drei farbigen Ausgangsbilder 
nach der ITU-R-Empfehlung BT.601 (GREY = 0.299⋅R + 0.587⋅G + 0.114⋅B, ITU-R 1994) in 
Graustufen umgewandelt. Optionale Bildverbesserungen können durch übliche Histogramm-
anpassung oder durch Glättungsfilter zur Rauschunterdrückung erzielt werden. Weiterhin zur Bild-
vorverarbeitung zählt die Erzeugung von Bildpyramiden für eine Performanzsteigerung durch einen 
hierarchischen Prozess. Zur bildbasierten Behandlung von Reflexionen können beispielsweise 
nahezu gesättigte Pixel für die Bildzuordnung ausmaskiert (Röhl 2013) oder ein Wallis-Filter für 
eine Kontrastangleichung zwischen Reflexionen und Textur angewendet werden (Baltsavias 1991; 
Bethmann et al. 2009; Gaiani et al. 2016).  
Neben den drei (vorverarbeiteten) Bildern sind deren vorab bestimmten inneren und relativen 
Orientierungen samt Unsicherheiten sowie Vorkenntnisse über den Objektraum gegeben. Aus 
diesen Informationen lassen sich Parameter wie ein definierter Suchbereich entlang der Epipolar-
linien und die Fenstergröße abschätzen. Durch praktische Versuche mit realen Aufnahmen sollten 
die Parameter weiter angepasst werden.  
Mit einer Einschränkung auf einen Aufnahmeabstand zwischen 20 und 100 mm ergibt sich ein 
Suchbereich von etwa 190 Pixel entlang der Epipolarlinie. Somit sind nur max. 30% der gesamten 
Epipolarlinie zu untersuchen. Mit einer Objektauflösung von 36 µm je Pixel bei 60 mm Aufnahme-
abstand und markanten Grauwertänderungen in einem Objektbereich von etwa 0.6 mm ergibt sich 
eine Fenstergröße von 17 Pixel. Da Größe und Grauwertvariation der Textur naturbedingt stark 
schwanken können und die Bildzuordnung von weiteren Faktoren (z.B. Anzahl der Bilder, SG-
Optimierung) abhängt, wird eine empirische Wahl der Fenstergröße empfohlen. Eine entsprechende 
Untersuchung zur Fenstergröße und Anzahl der Bilder folgt in Kap. 5.  
4.2 BERECHNUNG VON NORMALBILDTRIPELN 
Für eine algorithmisch effiziente Bildzuordnung werden Normalbilder berechnet. Analog zu 
Stereonormalbildern (Luhmann 2018, S. 320) können auch für Bildtripel Normalbilder, folglich 
Normalbildtripel, berechnet werden. Ansätze zur Berechnung von Normalbildtripel werden 
aufgeführt in Ayache und Hansen (1988) zur Kantenzuordnung in der Robotik, in Sun (2003) für 
unkalibrierte Kameras, in Zhang et al. (2003) als lineare Methode, in An et al. (2004) mit Herleitung 
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über bekannte extrinsische und intrinsische Kameraparameter, in Baik et al. (2007) mit simplen 
geometrischen Zusammenhängen, in Heinrichs und Rodehorst (2006) für beliebige Anordnungen 
unkalibrierter Kameras und in Sun (2013) nur unter Kenntnis der Fundamentalmatrizen.  
Das hier vorgestellte Verfahren ähnelt am ehesten dem von An et al. (2004) und Baik et al. (2007), 
da zunächst die inneren und äußeren Orientierungen der Normalbilder berechnet und abschließend 
die Ausgangsbilder durch projektive Transformation (2D-Homographien) zwischen den Sensor-
ebenen im Raum umgebildet werden. Anders als in der Literatur werden bei dem hier vorgestellten 
Verfahren die in der Photogrammetrie üblichen Parameter der inneren Orientierung (Kap. 2.2.1) 
verwendet. Die neu berechneten Kameraparameter bzw. der Prozess der Normalbildberechnung 
wird auch als rektifizierte Kameras bzw. Rektifizierung oder Entzerrung bezeichnet. 
Um eine größtmögliche Ähnlichkeit zwischen den entzerrten Bildern zu erzielen, wird zunächst 
eine Variante (A) mit einer einheitlichen Ausrichtung der Bildkoordinatensysteme vorgestellt. 
Dabei verlaufen die Epipolarlinien zwischen Bild 1 und 2 horizontal, alle Linien von und zu Bild 3 
jedoch schräg. In einer zweiten Variante (B) werden unterschiedliche Drehungen und affine 
Transformationen angewendet, sodass die Epipolarlinien, wie auch in der Literatur beschrieben, 
horizontal zwischen Bild 1 und 2 sowie vertikal zwischen Bild 1 und 3 verlaufen. In der folgenden 
Auflistung werden die einzelnen Transformationen aufgeführt und ihre Auswirkungen auf die 
Epipolarlinien beschrieben:  
1. 
 
2. 
 
3. 
 
4A. 
 
4B. 
 
 
5. 
Innere Orientierungen angleichen (Kamerakonstante, Verzeichnungskorrektur) 
 Epipolarlinien gerade (vorher gekrümmt), gleiche Bildskalierung 
Parallelstellung aller optischer Achsen, sodass z′-Achsen || Normalenvektor n (Abb. 4.3) 
 Epipolarlinien parallel, da Epipole im Unendlichen 
Drehung um die optischen Achsen der Kameras 1 und 2, sodass x′-Achsen || Basis b12 
 Epipolarlinien zwischen Bild 1 und 2 horizontal 
Drehung um die optische Achse der Kamera 3, sodass x′-Achse || Basis b12 
 Epipolarlinien von und zu Bild 3 schräg 
Drehung um die optische Achse der Kamera 3, sodass y′-Achse || b13 und Anbringen von 
Verzeichnungsparametern (Scherung und Skalierung in x′-Richtung) an Kamera 1 
 Epipolarlinien zwischen Bild 1 und 3 vertikal 
Optionale Hauptpunktverschiebungen, sodass Epipolarbeziehungen erhalten bleiben und 
der Bildinhalt ausgenutzt wird. Insbesondere sinnvoll bei stark konvergenten Aufnahmen.  
 
Rechnerisch werden die Drehungen der Schritte 2, 3 und 4 durch Rotationsmatrizen definiert, die 
direkt durch Richtungsvektoren konstruiert werden können. Die Projektionszentren X01, X02, X03 
dürfen bei einer Normalbildberechnung grundsätzlich nicht manipuliert werden, da diese 
maßgebend für die bereits erfolgte Abbildung bzw. Bilderzeugung sind (z.B. sind Verdeckungen 
vorgegeben und nicht manipulierbar). Um bei einer Anbringung einer Hauptpunktverschiebung den 
Zeilen- bzw. Spaltenbezug für die Epipolarlinien zu erhalten, müssen die y′-Verschiebungen für 
Bild 1 und 2 sowie die x′-Verschiebungen für Bild 1 und 3 identisch sein.  
Die Berechnung der neuen Orientierungen für die Normalbildtripel sowie die geometrische 
Umbildung wird in den nachfolgenden Unterkapiteln erläutert. Dabei wird insbesondere auf die 
Eignung der Varianten A und B hinsichtlich lokaler Bildzuordnungsverfahren mit rechteckigen 
Suchfenstern eingegangen.  
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4.2.1 INNERE ORIENTIERUNGEN ANGLEICHEN 
Der erste Schritt zur Berechnung von Normalbildern ist die Definition einer einheitlichen Kamera-
konstanten (c1 = c2 = c3) sowie die Korrektur der Bilder um ihre individuelle Verzeichnung. Die 
einheitliche Kamerakonstante kann durch den Mittelwert der drei kalibrierten Kamerakonstanten 
definiert werden.  
Bei der Verzeichnungskorrektur werden die Parameter aus der vorherigen Systemkalibrierung 
(Kap. 3.4.2) entsprechend Kap. 2.2.1 angebracht. Ergänzend zur Abb. 3.11 zeigt die Abb. 4.2 die 
Bildkoordinatensysteme der Kameras mit deren Gesamtverzeichnungskorrektur als 100fach 
überhöhte Verschiebungsvektoren. Zu erkennen ist eine kissenförmige radial-symmetrische Ver-
zeichnung mit einer Überlagerung von tangentialen Verschiebungen. Verschiebungen durch 
Affinität und Scherung liegen nahe bei null. Die größten Gesamtverschiebungen an den Bildrändern 
betragen nicht mehr als ein Pixel. Neben der Verzeichnung werden alle Bildkoordinaten um die 
Hauptpunktverschiebung korrigiert, sodass der Hauptpunkt im Ursprung des Bildkoordinatensys-
tems liegt. Hierbei betragen die maximalen Verschiebungsvektoren etwa 50 Pixel (Abb. 3.11a). Die 
Verzeichnungskorrektur besteht also größtenteils aus einer Translation des gesamten Bildes und 
nur zu einem sehr geringen Teil (im Subpixelbereich) aus lokalen verzeichnungsbedingten 
Verschiebungen.  
 Bild 1 – links – (a) Bild 2 – rechts – (b) Bild 3 – oben – (c) 
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Abb. 4.2: Originalbilder (oben) und Verschiebungsvektoren (unten) der gesamten Verzeich-
nungskorrektur des realisierten Dreikamerasystems ohne Polfilter; Vektoren 100fach 
überhöht; Betrag am Bildrand bis zu 1 Pixel; roter Kreis: Hauptpunkt 
Aufgrund der geringen Verzeichnung beträgt die Krümmung von Epipolar- oder geraden Linien im 
Objektraum weniger als ein Pixel und ist visuell nicht erkennbar. In den korrigierten Bildern 
verlaufen die Epipolarlinien auch rechnerisch gerade und können durch Geradengleichungen in 
analytischer Form beschrieben werden (Gleichung 2.18, Kap. 2.2.5).  
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4.2.2 PARALLELSTELLUNG OPTISCHER ACHSEN 
Um in allen Bildern parallele Epipolarlinien zu erzeugen, müssen die Epipole im Unendlichen 
liegen. Dies geschieht durch eine parallele Ausrichtung der optischen Achsen. Eine für alle Bilder 
geeignete Aufnahmerichtung liefert der Normalenvektor n der Trifokalebene, die durch die drei 
Projektionszentren X01, X02, X03 eindeutig beschrieben ist. Der Normalenvektor n lässt sich aus dem 
Kreuzprodukt der Basisvektoren t12 und t13 bilden (vgl. Abb. 4.3).  
12 02 01 13 03 01 12 13     t X X t X X n t t  (4.1) 
 
 
Abb. 4.3: Kameraanordnung des realisierten Systems und Trifokalebene 
4.2.3 DREHUNGEN FÜR LINKE UND RECHTE KAMERA 
Um horizontale Epipolarlinien zwischen Bild 1 und 2 zu erzielen, sind deren Bildkoordinaten-
systeme parallel auszurichten. Dies wird erreicht, indem die x′- und x″-Bildkoordinatenachsen 
entlang des Basisvektors t12 ausgerichtet werden.  
Die Rotationsmatrizen für die rektifizierten Kameras 1 und 2 müssen also für die z′-Achsen eine 
senkrechte Ausrichtung zur Trifokalebene (= n) sowie für die x′-Achsen eine Ausrichtung entlang 
des Basisvektors t12 beschreiben. Da die Spalten einer Rotationsmatrix den normierten Richtungs-
vektoren rx, ry, rz des Zielkoordinatensystems entsprechen, können die Rotationsmatrizen wie folgt 
aufgestellt werden:  
12 12
x y z 1 2
12 12
 
         
t n t nR r r r R R
t n t n
 (4.2) 
 
Der Richtungsvektor ry ergibt sich aus der Bedingung eines rechtshändigen rechtwinkligen 
Koordinatensystems als Kreuzprodukt aus n und t12. Dies führt zu einer orthogonalen Rotations-
matrix. Die rektifizierten Kameras 1 und 2 entsprechen somit einem Stereonormalfall.  
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4.2.4 DREHUNG FÜR OBERE KAMERA (VAR. A) 
Damit die Bilder möglichst geringe geometrische Unterschiede aufweisen, entspricht die Rotations-
matrix der Kamera 3 in Variante A den Rotationsmatrizen der Kameras 1 und 2.  
1 2 3 R R R  (4.3) 
 
Zwar verlaufen in diesem Fall die Epipolarlinien von und zu Bild 3 schräg (Abb. 3.5a), allerdings 
können bei einer lokalen Bildzuordnung rechteckige Suchfenster verwendet werden (Abb. 3.5b). 
Dies ermöglicht eine deutlich effizientere Berechnung von Ähnlichkeitsmaßen durch Integralbilder 
(Kap. 2.3.4) und erfordert bei ganzzahligen Pixelschritten keine Grauwertinterpolation. Weiterhin 
sind die Bilder für den menschlichen Betrachter während einer Chirurgie deutlich besser geeignet 
als die Bilder aus Variante B.  
 
(a) 
 
 
(b) 
 
Abb. 4.4: Schematische Darstellung der Transformation von den Ausgangsbildern (gestrichelt) zu 
einem Normalbildtripel (durchgezogen) (a) und rektifiziertes Beispielbild mit Epipolar-
linien und korrespondierenden Bildzuordnungsfenstern (b) Variante A 
4.2.5 DREHUNG, AFFINITÄT UND SCHERUNG (VAR. B) 
Sollen die Epipolarlinien zwischen Bild 1 und 3 vertikal verlaufen, müssen die y′- und y‴-Bild-
koordinatenachsen parallel zum Basisvektor t13 ausgerichtet werden. Analog zu Gleichung 4.2 
ergibt sich die Rotationsmatrix der Kamera 3 zu 
13 13
3
13 13
 
  
  
t n t nR
t n t n
, (4.4) 
 
wobei der Richtungsvektor rx das Zielkoordinatensystem vervollständigt.  
Da für Kamera 1 bereits eine Rotationsmatrix für horizontale Epipolarlinien definiert ist, muss hier 
die y′-Bildkoordinatenachse anderweitig ausgerichtet werden. Durch eine modifizierte innere 
Orientierung mit entsprechend geschertem und gestauchtem Bildsensor kann diese Ausrichtung 
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erzielt werden. Mathematisch lässt sich dies durch die Verzeichnungsparameter für Affinität und 
Scherung (Gleichung 2.4, Kap. 2.2.1) ausdrücken, wobei C1 eine Skalierung in x′-Richtung und C2 
eine Scherung der Koordinatenachsen beschreibt.  
Beide Parameter können aus einer vorläufigen Fundamentalmatrix F31 berechnet werden, wobei F31 
aus den bisher berechneten bzw. festgelegten Orientierungsparametern (c einheitlich, x′0 = y′0 = 0, 
R1 = R2, R3) erzeugt wird. Die Orientierung führt zu einer vereinfachten Fundamentalmatrix mit 
mehreren Nullen und folglich zu einer vereinfachten Berechnung der Geradenparameter.  
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Es ist zu erkennen, dass der y‴-Wert keinen Einfluss auf Epipolarlinien in Bild 1 hat, da durch 
Verwendung von R3 die Epipolarlinien in Bild 3 vertikal verlaufen. Die Steigung m31 der schrägen 
Epipolarlinien in Bild 1 ergibt sich zu  
31 13
31
31 23
   
a fm
b f
 (4.6) 
 
und sind für jeden Bildpunkt identisch (parallele Epipolarlinien). Wird die Senkrechte der Steigung 
(−1/m31) als Korrekturwert C2 angesetzt, verlaufen die Epipolarlinien in Bild 1 vertikal. Jedoch sind 
diese noch nicht horizontal zu den korrespondierenden Punkten in Bild 3 ausgerichtet. Der 
entsprechende Skalierungsfaktor sx in x′-Richtung ergibt sich aus den konstanten a-Parametern der 
Epipolarlinien von und zu Bild 1 bzw. 3. Geometrisch ist dies vergleichbar mit dem Verhältnis 
zweier korrespondierender horizontaler Strecken in Bild 1 und 3.  
31 31 13
T
13 31 13 13 13
13 23 13 23 13
0 0
0 0 0 0
0 1
       
              
       
               
f x f a
y b
f f f x f y c
F F x l F x  
31 13
13 31
 x
a fs
a f
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Aus der Steigung m31 der Epipolarlinie sowie dem Verhältnis zweier korrespondierender horizon-
taler Strecken sx lassen sich die Korrekturparameter C1 und C2 herleiten und bis zu den Elementen 
der Fundamentalmatrix kürzen. Eine Herleitung über Hilfspunkte im Objektraum wird in Conen et 
al. (2016) beschrieben und führt zu identischen Ergebnissen.  
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Bei Verwendung dieser Verzeichnungsparameter wird Bild 1 so geschert und gestaucht, dass die 
Epipolarlinien l31 vertikal verlaufen und denselben x′-Wert wie ihre zugehörigen Bildpunkte in 
Bild 3 haben. Da zudem die Epipolarlinien von Punkten aus Bild 2 horizontal verlaufen, ergeben 
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sich in Bild 1 orthogonale Schnitte von Epipolarlinien (Abb. 4.5). Die Epipolarlinien zwischen 
Bild 2 und 3 verlaufen weiterhin schräg. Durch die zusätzliche Bedingung einer Steigung von 45° 
(m23 = m32 = 1) sind die Disparitäten auf den horizontalen bzw. vertikalen Epipolarlinien in Bild 2 
bzw. 3 für homologe Bildpunkte identisch. Dies könnte durch eine kontrollierte Hauptpunkt-
verschiebung und Skalierung in den entsprechenden Koordinatenachsen erreicht werden.  
Die starken Verzerrungen in Variante B führen zu unähnlicheren und insbesondere für den mensch-
lichen Betrachter zu unnatürlichen Bildern. Für eine korrekte lokale Bildzuordnung, müssten die 
Suchfenster entsprechend transformiert (Abb. 4.5b) und an Subpixel-Positionen die Grauwerte 
interpoliert werden. Im Gegensatz zur simplen Berechnung der schrägen Epipolarlinien in Variante 
A ist der Rechenaufwand in Variante B deutlich höher. Zudem führen stärkere Verzerrungen zu 
einem größeren Informationsverlust durch Interpolation. Da in dieser Arbeit die Effizienz von 
pixelweise verschobenen und rechteckigen Suchfenstern angestrebt wird, ist Variante B ungeeignet 
für den weiteren Auswerteprozess. Alle folgenden Normalbildtripel folgen der Transformations-
vorschrift aus Variante A.  
 
(a) 
 
 
(b) 
 
Abb. 4.5: Schematische Darstellung der Transformation von den Ausgangsbildern (gestrichelt) zu 
einem Normalbildtripel (durchgezogen) (a) und rektifiziertes Beispielbild mit Epipolar-
linien und korrespondierenden Bildzuordnungsfenstern (b) Variante B 
4.2.6 GEOMETRISCHE UMBILDUNG 
Bei der geometrischen Umbildung (Kap. 2.2.6) werden die Originalbilder zu Normalbildtripel 
transformiert. Der Umbildungsprozess umfasst die Verzeichnungskorrektur sowie die projektive 
ebene Entzerrung (= Homographie) auf die neu definierten Sensorebenen. Um möglichst wenig 
Bildinformation abzuschneiden, werden Hauptpunktverschiebungen angesetzt.  
Für die ebene Entzerrung wird eine Homographiematrix berechnet, die die projektive Transfor-
mation von der originalen auf die rektifizierte Sensorebene beschreibt. Dazu werden die vier 
Bildecken des Originalbildes als Objektkoordinaten aufgefasst und mithilfe der Projektions-
matrizen der rektifizierten Kameras in deren Bildraum projiziert (Abb. 4.6). Durch eine 2D-DLT 
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(Kap. 2.2.6) mit den Koordinaten der Bildecken im Originalbild (Startsystem) und deren Projek-
tionen in die rektifizierte Kamera (Zielsystem) ergibt sich die Homographiematrix.  
 
Abb. 4.6: Schematische Zeichnung mit originalen (gestrichelt) und rektifizierten (durchgezogen) 
Sensorebenen mit Projektion der Bildecken 
Um eine hohe Performanz zu erzielen und wiederholte Transformationen (z.B. bei Bildsequenzen) 
zu vermeiden, wird die Umbildung durch Lookup-Tabellen (LUT) realisiert. Gemäß der indirekten 
Methode (Kap. 2.2.6) enthalten die LUT für jedes ganzzahlige Pixel im Ergebnisbild die subpixel-
genaue transformierte Position im Originalbild. Da die LUT direkt die Ergebnisse der einzelnen 
Transformationen enthalten, werden diese lediglich durchlaufen und an jeder Subpixelposition eine 
bilineare Grauwertinterpolation im Originalbild durchgeführt. Eine Verteilung auf mehrere 
Rechenkerne erfolgt durch parallele Verarbeitung der drei Einzelbilder sowie durch Stückelung der 
LUT. Dies führt zu einer sehr performanten Umbildung (bei 3× 640×640 Pixeln ca. 11-15 Milli-
sekunden auf 4 Rechenkernen, i5-4210M CPU @ 2.6 GHz, ca. 6-10 Millisekunden auf 8 Rechen-
kernen, i7-6700K CPU @ 4 GHz).  
Für die initiale Erzeugung der LUT sind die einzelnen Transformationen einmalig für jedes Pixel 
durchzuführen. Bei der indirekten Methode wird zunächst von einem leeren Ergebnisbild ausge-
gangen und deren Pixelkoordinaten zunächst durch die inverse Homographie auf die originale, aber 
verzeichnungsfreie Sensorebene transformiert. Durch Anbringen der Verzeichnung ergibt sich die 
transformierte Pixelkoordinate im Originalbild, an der der Grauwert für das Ergebnisbild inter-
poliert wird. Eine iterative Verzeichnungskorrektur (Luhmann 2018, S. 195) ist nicht erforderlich, 
da bei der indirekten Umbildung derselbe Weg wie bei den Kollinearitätsgleichungen beschrieben 
wird: vom verzeichnungsfreien ins verzeichnete Bild.  
 
Abb. 4.7: Geometrische Umbildung in zwei Schritten (gestrichelt) und mittels LUT 
Ergebnisse einer geometrischen Umbildung sind beispielsweise in Abb. 4.4b und Abb. 4.5b für ein 
Testfeld sowie in Abb. 4.8 für eine Skulptur (siehe auch Luhmann 2018, S. 504) dargestellt.  
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Abb. 4.8: Geometrische Umbildung eines Originalbildtripels (a) in ein verzeichnungsfreies 
Normalbildtripel auf der Trifokalebene (b) und mit orthogonalen Epipolarlinien (c) 
Die Variante A (Abb. 4.8b) ermöglicht die Integration mehrerer Kameras, indem zunächst wie 
beschrieben mit drei vorab definierten Kameras rektifiziert wird und anschließend alle weiteren 
Kameras an derselben Trifokalebene und dem Basisvektor b12 ausgerichtet werden. Zwar verlaufen 
die Epipolarlinien nur zwischen zwei definierten Bildern horizontal, alle korrespondierenden 
Bildkoordinaten können jedoch durch Epipolarlinienschnitt direkt berechnet werden. Eine lokale 
Bildzuordnung mit rechteckigen Fenstern ist somit effizient möglich. Ein Multi-Normalbild mit der 
Variante B (Abb. 4.8c) mit horizontalen oder vertikalen Epipolarlinien in allen Bildern ist bei einer 
nicht-kollinearen Kameraanordnung aus geometrischer Sicht nicht möglich. Bei kollinearer 
Kameraanordnung können Normalbilder ähnlich wie im Stereofall berechnet werden, ermöglichen 
jedoch keinen Epipolarlinienschnitt mehr (Kap. 3.2.5).  
4.3 BILDZUORDNUNG IN NORMALBILDTRIPELN 
Die realisierte Dreibildzuordnung besteht im Wesentlichen aus den üblichen Schritten einer Stereo-
bildzuordnung, die auf effiziente Weise um ein drittes Bild erweitert werden. Die von Scharstein et 
al. (2001) eingeführte Taxonomie von Zuordnungsverfahren findet sich im Flussdiagramm (Abb. 
4.1) als Kostenberechnung, Kostenaggregation, Disparitätsauswahl und Subpixelinterpolation 
wieder. Die Grundlagen der Bildzuordnung, insbesondere der hier eingesetzten lokalen flächen-
basierten Verfahren mit semi-globaler Optimierung, werden in Kap. 2.3 für den Stereofall 
vermittelt. In den folgenden Unterkapiteln werden die algorithmischen Modifikationen hinsichtlich 
eines dritten Bildes erläutert.  
4.3.1 ZUORDNUNGSSTRATEGIE UND KOSTENBERECHNUNG 
Da in den trifokalen Normalbildern (Abb. 4.8b) die Epipolarlinien in Bild 3 schräg verlaufen, ist 
eine Korrespondenzsuche entlang dieser Linien rechnerisch aufwendiger als entlang von Zeilen 
oder Spalten mit diskreten Schrittweiten. Deshalb wird eine Zuordnungsstrategie angewendet, die 
entlang der horizontalen Epipolarlinien in Bild 2 sucht und den zugehörigen Punkt im dritten Bild 
direkt durch Epipolarlinienschnitt berechnet. Der Mehraufwand zu einer Stereoauswertung ergibt 
sich somit aus der Berechnung des Epipolarlinienschnitts für jedes Pixelpaar x′ ↔ xi″ und der 
Ähnlichkeitsmaße bezüglich Bild 3. Bei einer dichten Bildzuordnung ist dies für jedes Pixelpaar im 
Original (a) Trifokal (b) Orthogonal (c) 
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Überlappungsbereich durchzuführen, weshalb die Prozeduren mit möglichst geringem Rechen-
aufwand umzusetzen sind. Da die Bildpunktpaare für die Epipolarlinienschnitte ganzzahlig 
(pixelweise) und für jedes neue Bildtripel gleich sind, kann eine LUT erzeugt werden, aus der für 
jedes Paar die subpixelgenaue Bildkoordinate in Bild 3 abgegriffen wird. Die LUT erfordert jedoch 
eine große Datenmenge und enthält ggf. Werte, die nicht für jedes Bildtripel benötigt werden. In 
der derzeitigen Implementierung mit einer optimierten Schnittberechnung bringt eine LUT keine 
rechenzeitlichen Vorteile mit sich, da der Zugriff auf einzelne Werte ähnlich aufwendig wie eine 
Neuberechnung ist.  
Anhand der Abb. 4.9 wird die Strategie der Dreibildzuordnung veranschaulicht. Das linke (1) Bild 
wird als Referenz- und das rechte (2) und obere (3) als Suchbilder definiert. Zu einem Referenz-
punkt x′ in Bild 1 werden die Epipolarlinien in Bild 2 (l12) und 3 (l13) erzeugt. In Bild 2 werden die 
Pixel im Disparitätsbereich der Epipolarlinie l12 durchlaufen. Jedes ganze Pixel wird dabei als 
möglicher Kandidat xi″ für eine Zuordnung angesehen und deren Epipolarlinie l23.i in Bild 3 
berechnet. Die Linien l13 und l23.i ergeben in Bild 3 Schnittpunkte, die korrespondierende 
Kandidaten xi‴ bilden. Das Punkttripel x′ ↔ xi″ ↔ xi‴ mit den höchsten Ähnlichkeitswerten liefert 
mit großer Wahrscheinlichkeit korrekt zugeordnete homologe Bildpunkte.  
 
Abb. 4.9: Zuordnung in einem Bildtripel mittels Epipolarlinienschnitt 
Da die Fundamentalmatrizen der rektifizierten Bilder schiefsymmetrisch sind und mehrere Null-
elemente enthalten, lässt sich die Berechnung des Epipolarlinienschnitts vereinfachen und be-
schleunigen. In Gleichung 4.9 und 4.10 sind die Fundamentalmatrizen und der Epipolarlinienschnitt 
in ausmultiplizierter Form dargestellt. Es sei darauf hingewiesen, dass die Variante A der Normal-
bildberechnung angewendet wird und sich die Fundamentalmatrizen zu 4.7 unterscheiden (x‴-
Achse parallel zum Basisvektor b12). Bei den Elementen f bezeichnen die hochgestellten Indizes die 
Fundamentalmatrix selbst und die tiefgestellten Indizes die Position des Elements innerhalb der 
Matrix.  
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Es ist zu erkennen, dass bei den Epipolarlinien die a- und b-Werte direkt aus den Fundamental-
matrizen abgegriffen werden können und lediglich die c-Werte von den Bildmessungen abhängen. 
Beim Kreuzprodukt ist das dritte Vektorelement ( 13 23 13 23a b b a ) konstant und kann vorab 
(außerhalb der Schleife durch das Referenzbild) berechnet werden. Wenn der Referenzpunkt x′ (und 
somit auch die Epipolarlinie l13) vorgegeben ist und deren Epipolarlinie l12 im rechten Bild als 
geschachtelte Schleife abgearbeitet wird, können zudem die Terme 13 23c b  und 23 13a c vorberechnet 
werden. Für die Komponenten x‴ und y‴ ist der resultierende Vektor zu homogenisieren. Ein 
weiteres Ausmultiplizieren und Vereinfachen des Kreuzproduktes bringt kaum weitere rechner-
ische oder algorithmische Vorteile. Die Bildkoordinaten lassen sich nicht weiter von konstanten 
Termen trennen.  
Für jedes Punkttripel werden als Ähnlichkeitswerte die normierten Kreuzkorrelationskoeffizienten 
zwischen quadratischen Grauwertfenstern mit den Zentren x′ ↔ xi″ für NCC1, x′ ↔ xi‴ für NCC2 
und xi″ ↔ xi‴ für NCC3 ermittelt. Eine effiziente Berechnung wird durch den One-pass-
Algorithmus und durch Integralbilder für die Mittelwerte und ihre Quadrate erreicht (Kap. 2.3.4). 
Zudem werden einzelne Abschnitte entlang der y′-Achse des Referenzbildes (horizontale Streifen) 
auf separate Rechenkerne ausgelagert und parallel verarbeitet. Da der Epipolarlinienschnitt im 
dritten Bild i.d.R. zu einer Subpixelkoordinate führt, werden die Grauwerte für eine präzise 
Ähnlichkeitswertberechnung bilinear interpoliert. Eine Nächste-Nachbar-Interpolation würde zwar 
den Einsatz von Integralbildern ermöglichen, liefert jedoch ungenauere NCC, was sich auf die 
spätere Subpixelgenauigkeit, die gerade bei kurzen Stereobasen wichtig ist, negativ auswirkt.  
Die Ergebnisse jedes Punkttripels werden in einem Disparitätsraum (Abb. 2.13) zwischen-
gespeichert. Die Datenstruktur des Disparitätsraums ist durch einen balancierten binären Baum mit 
Key-Value-Paaren realisiert, wobei ein Key die diskrete fortlaufende Pixelkoordinate x′ im 
Referenzbild (key = x′+y′·width) und der zugehörige Value eine Liste von Disparitäts-
Knotenpunkten enthält. Für jeden Kandidaten xi″ im Disparitätsbereich existiert ein Listeneintrag. 
Ein Knotenpunkt in dieser Liste enthält den y″-Wert des Kandidaten xi″ (x″ = x′), die subpixel-
genaue Bildkoordinate des korrespondierenden Kandidaten xi‴ sowie die berechneten Ähnlichkeits-
maße NCC1, NCC2 und NCC3.  
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Ein balancierter binärer Baum bietet eine dynamische Datenstruktur (nicht jedes Referenzpixel 
muss einen Eintrag erhalten) und einen Kompromiss aus effizienter Suchlaufzeit nach einem 
bestimmten Key mit einer logarithmischen Komplexität (𝒪(log n)) und effizienter Traversallaufzeit 
(Durchlaufzeit) mehrerer zusammenhängender Elemente durch eine sortierte Datenhaltung. Beides 
dient einer hinsichtlich Rechenzeit und Speicherbedarf effizienten Verarbeitung.  
Ein beispielhaftes Ergebnis einer Dreibildzuordnung nach der aufgezeigten Strategie wird in Abb. 
4.10 gezeigt. Als Testdatensatz wird von einer Skulptur (a) ein Bildtripel aufgenommen (Abb. 4.8b) 
und eine Oberfläche erzeugt (Abb. 4.10b). Zur Evaluation der Auswertealgorithmik und Minimier-
ung äußerer Einflüsse wird diese mithilfe der Simulationssoftware Blender mit einer Zufallstextur 
(b) versehen und ein synthetisches Bildtripel gerendert (c). Die simulierten Kameras entsprechen
in etwa den rektifizierten Kameras des Demonstrators aus Kap. 3.3. Das Disparitätsbild (d) zeigt 
das Ergebnis einer Dreibildzuordnung mit einer Fenstergröße von 7×7 Pixel.  
Aufnahme einer 
Hundeskulptur  
(a) 
Referenzoberfläche 
und Zufallstextur  
(b) 
Synthetisches Bildtripel der 
texturierten Referenzoberfläche 
(c) 
Disparitätsbild aus 
Dreibildzuordnung 
(d) 
Abb. 4.10: Synthetisches Beispiel Hundeskulptur 
4.3.2 SEMI-GLOBALE OPTIMIERUNG 
Als Optimierungsverfahren wird das weit verbreitete semi-globale Matching (SGM, Hirschmüller 
2005; 2008) angewendet, das in Kap. 2.3.3 für den klassischen Stereofall eingehend erläutert wird. 
Im Falle der Dreibildzuordnung enthalten die Knotenpunkte des Disparitätsraums drei Ähnlich-
keitswerte anstatt einen. Um das Prinzip des Stereo-SGM weiterhin nutzen zu können, werden die 
drei NCC zu einem zusammengefasst. Dies wird neben fensterbasierten Verfahren und DP 
(Scharstein et al. 2001) bzw. SGM als eine weitere Form der Kostenaggregation bezeichnet.  
Für die Aggregation der drei NCC können verschiedene funktionale Zusammenhänge betrachtet 
werden. Eine naheliegende Methode ist die Mittelwertbildung. Sie wird von Zhang et al. (2003) zur 
Disparitätsauswahl (ohne SGM) in drei Bildern eingesetzt. Dies erzielt dichtere und genauere 
Ergebnisse als jede einzelne Stereokombination. Selbst die Fusion der drei paarweise berechneten 
Ergebnisse erreicht nicht die Punktdichte und Genauigkeit der vorherigen Mittelwertbildung der 
drei Ähnlichkeitsmaße. Heinrichs et al. (2007) nutzen sie für ein effizientes trinokulares SGM, wie 
es auch in dieser Arbeit angestrebt wird. Die gemittelten Ähnlichkeitswerte werden in einem 
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gemeinsamen Disparitätsraum gespeichert und wie im Stereofall semi-global optimiert. Bei der von 
Hirschmüller (2005) vorgeschlagenen Mehrbild-Variante des SGM (Multi-Baseline Matching) 
wird jedes Bildpaar separat ausgewertet, und die Ergebnisse (Disparitäten) werden anschließend 
durch einen Median zusammengeführt (siehe auch Hirschmüller 2017, S. 254). Bei dieser Variante 
ist für jedes Bildpaar ein eigener Disparitätsraum zu erzeugen und mittels SGM auszuwerten. Eine 
vorherige Mittelung der Kosten bewirkt eine wesentliche Speicher- und Rechenzeitreduktion. 
Zudem ist das resultierende einzelne Ähnlichkeitsmaß robuster, da insgesamt mehr Bildinfor-
mationen einfließen. Als Nachteil der vorherigen Aggregation und gemeinsamen Auswertung in 
einem Disparitätsraum wird die komplexere Konsistenzprüfung angesehen, da in drei Bildern für 
denselben Objektpunkt verschiedene Sichtbar-verdeckt-Kombinationen auftreten können (Hirsch-
müller 2005, 2017, S. 254).  
Da bei der hier vorgestellten Dreibildvariante wie beim herkömmlichen Stereofall nur einmal das 
SGM ausgeführt wird, indem vorab mehrere Ähnlichkeitswerte aggregiert werden, kann die 
Energiefunktion E(D) für das SGM an der Stelle der Kostenberechnung um eine Aggregations-
funktion A erweitert werden. Die Gleichung 2.22 zeigt die herkömmliche Energiefunktion für den 
Stereofall und 4.11 die Erweiterung auf n Bilder.  
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Die Aggregationsfunktion A fasst alle paarweise berechneten Kostenwerte zusammen und liefert 
einen Ergebniswert, mit dem das klassische SGM durchgeführt werden kann. Mögliche Aggrega-
tionsfunktionen können der Minimal-, Maximal- oder Mittelwert sein. Die Funktion Ki liefert die 
Bildkoordinate p(i) in Bild i, die durch Epipolarlinienschnitt des Referenzpunktes p′ und Such-
punktes p″ entsteht. Für den Schnitt werden jeweils die Fundamentalmatrizen F1i und F2i benötigt. 
Die Aggregationsfunktion aus 4.11 enthält somit die Kosten zwischen  
 dem Referenz- und Suchbild  ,C  p p ,  
 dem Referenzbild und allen Epipolarlinienschnitten   1 2 3..., , , ,i i i i nC K   p p p F F ,  
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 allen Epipolarlinienschnitten untereinander      3...1 2 1 2
( 1)...
, , , , , , , i ni i i j j j
j i n
C K K 
 
   p p F F p p F F .  
4.3 Bildzuordnung in Normalbildtripeln 
103 
Exemplarisch werden in 4.12 die Aggregationsfunktionen für drei, vier und fünf Bilder dargestellt. 
Die Anzahl der Vergleiche bzw. Kostenwerte für n Bilder ist durch die Funktion Anz(C) gegeben.  
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Die Kostenaggregation entlang der Pfade r, die die globale Energiefunktion 4.11 approximiert, wird 
durch die rekursive Gleichung 4.13 beschrieben (für Stereofall siehe 2.23).  
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   mit i als Laufvariable durch alle Disparitäten <d−1 und >d+1 
   mit k als Laufvariable durch alle Disparitäten 
(4.13) 
 
In der algorithmischen Umsetzung werden zunächst die einzelnen paarweisen Kostenwerte des 
aktuell behandelten Referenzpixels entsprechend ihrer Disparitätsdifferenz zur bereits zugeord-
neten Disparität des Nachbarpixels gewichtet (Strafen addiert). Innerhalb der gewichteten Liste 
wird dann die beste Zuordnung nach der WTA-Methode ermittelt, wobei die Kostenwerte für 
dieselbe Disparität (zwischen mehreren Bildpaaren) durch die Funktion A aggregiert werden. Da 
hierbei programmiertechnisch die Liste entsprechend ihrer Kostenwerte zu sortieren ist, wird der 
Kleiner-Operator der Knotenpunktelemente disparitySpaceNode überladen. Die Realisierung in der 
Programmiersprache C++ (VC14) kann somit die effiziente sort-Funktion aus der Standard-
bibliothek einsetzen. Diese erreicht durch Kombination und Erweiterungen verschiedener Sortier-
algorithmen (z.B. Quick- und Heapsort) selbst im Worst Case eine Komplexität von 𝒪(n·log n). 
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Zudem können standardmäßige Min- und Max-Funktionen verwendet werden, da diese auf der 
Sortierfunktion beruhen. Bei Sortierung in aufsteigender Reihenfolge und Verwendung des Ähn-
lichkeitsmaßes NCC liefert das letzte Element der Liste die bestmögliche Zuordnung. 
Definition eines Knotenpunktes und Überladung des Kleiner-Operators in C++ 
 
Indirekte Anwendung der Sortierfunktion durch max_element-Funktion in C++ 
 
Die pfadweise gefilterten Disparitätsräume Lr werden anschließend gemäß Gleichung 2.24 
summiert. Der daraus entstehende Disparitätsraum ist semi-global optimiert und minimiert näher-
ungsweise die globale Energiefunktion 4.11.  
4.3.3 DISPARITÄTSAUSWAHL UND AGGREGATIONSFUNKTION 
Die Disparitätsauswahl geschieht mittels WTA-Methode im Disparitätsraum, wobei die drei Ähn-
lichkeitswerte durch die Aggregationsfunktion A zusammengefasst werden. Dies wird in Gleichung 
2.24 durch die Funktion argmind beschrieben. Bei der softwareseitigen Umsetzung werden die 
Sortierfunktion und der überladene Kleiner-Operator benutzt. Die resultierenden Bildkoordinaten 
werden in eine 2D-Datenstruktur (ähnlich eines Disparitätsbildes) hinterlegt.  
Hierbei steuert die Aggregationsfunktion A den Einfluss der Ähnlichkeitswerte zwischen den 
Bildern auf die endgültige Zuordnung und zeigt insbesondere bei Verdeckungen Wirkung. Für ein 
struct disparitySpaceNode  
{ 
 // Attribute 
 float candidate_y; 
 float corrCandidate_x, corrCandidate_y; 
 float cost1, cost2, cost3; // Kosten zwischen Bild 1&2, 1&3, 2&3 
 
 // Kleiner-Operator ueberladen fuer Vergleich zweier disparitySpaceNode  
// (z.B. fuer sort) 
 bool operator<(const disparitySpaceNode& refNode) const 
 { 
  if (std::min<float>(cost1, std::min<float>(cost2, cost3)) <  
   (std::min<float>(refNode.cost1,  
    std::min<float>(refNode.cost2, refNode.cost3)))) 
   
   return true; 
  else 
   return false; 
 } 
}; 
// Datenstruktur für den Disparitätsraum 
// map (binärer balancierter Baum) 
//  -> key: int (fortlaufende ganzzahlige ID des Referenzpixels) 
//  -> value: Liste mit Elementen des Typs disparitySpaceNode (Knotenpunkte) 
std::map<int, std::vector<disparitySpaceNode>> disparitySpaceMap; 
... 
std::vector<disparitySpaceNode> *vec; // zu verarbeitende Liste 
... 
// Listenindex für zugeordnetes Element (max_element für NCC-Werte) 
int idxBest = std::distance(vec->begin(),  
                            std::max_element(vec->begin(), vec->end())); 
// zugeordnetes Element 
disparitySpaceNode *bestNode = &vec->at(idxBest); 
... 
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Merkmal können bei drei Bildern verschiedene Verdeckt-Sichtbar-Kombinationen auftreten. Die 
Anzahl der Kombinationen für n Bilder, mit denen noch Vorwärtsschnitte möglich sind (mind. 2× 
sichtbar), ergeben sich aus  
 
2
!Anz
( )! !
n
k
nK
n k k


 , (4.14) 
 
wobei k eine Laufvariable für die Anzahl der involvierten Kameras bzw. k-er Kombinationen ist.  
Die Kombinationen für 3 Bilder werden in Tab. 11 dargestellt. Gemäß 4.14 ergeben sich eine 
Dreier- (1) und drei Zweier-Kombinationen (2-4), mit denen Vorwärtsschnitte möglich sind. Bei 
den Kombinationen 5-8 ist dasselbe Merkmal gar nicht oder nur in einem Bild sichtbar. Im mittleren 
Abschnitt der Tabelle werden beispielhafte Ähnlichkeitswerte (NCC) dargestellt, die sich zwischen 
den Bildern für ein Merkmal ergeben könnten. Da Ähnlichkeitswerte transitive Relationen 
darstellen, können in drei Bildern aus kombinatorischer Sicht nur ein oder drei hohe NCC existieren 
(1× hoch: A=B, A≠C, B≠C; 3× hoch: A=B, A=C, B=C); zwei hohe und ein kleiner NCC sind 
theoretisch nicht möglich (A=B, A=C, B≠C). Um den Einfluss der Aggregationsfunktion A zu 
demonstrieren, sind die NCC unähnlicher (verdeckter) Bereiche recht groß gewählt, was bei einer 
homogenen Textur nicht ungewöhnlich ist. Im unteren Abschnitt der Tabelle werden die NCC durch 
eine Min-, Max- und Mittelwertfunktion aggregiert. Die Farbcodierung visualisiert, ob der NCC 
ober- oder unterhalb des Schwellwertes t liegt und die zugehörige Kombination zu einem 
Objektpunkt weiterverarbeitet wird.  
  Kombinationen    
    1 2 3 4 5 6 7 8    
B
ild
 1         verdeckt 
2         sichtbar 
3            
N
C
C
 1 (1-2) 0.97 0.97 0.69 0.69 0.69 0.69 0.69 0.69  ≥ t 
2 (1-3) 0.98 0.56 0.98 0.56 0.56 0.56 0.56 0.56  < t 
3 (2-3) 0.93 0.63 0.63 0.93 0.63 0.63 0.63 0.63  t = 0.75 
A
gg
. A
 Min 0.93 0.56 0.63 0.56 0.56 0.56 0.56 0.56    
Max 0.98 0.97 0.98 0.93 0.69 0.69 0.69 0.69    
Mean 0.96 0.72 0.77 0.73 0.63 0.63 0.63 0.63    
 
Tab. 11: Verdeckt-Sichtbar-Kombinationen, bsp. Ähnlichkeitswerte und Aggregationen 
Bei der Min-Funktion werden nur Punkttripel weiterverarbeitet, bei denen selbst der kleinste NCC 
noch den Schwellwert überschreitet – also alle NCC größer sind. Alle Stereokombinationen (2-4) 
fallen hierbei heraus, da ein NCC unterhalb der Schwelle liegt. Der Vorwärtsschnitt erfolgt also 
stets aus drei Bildern, was zu einer besseren Schnittgeometrie und geringeren Standardabweichung 
als im Stereofall führt. Außerdem wird die Wahrscheinlichkeit, dass Verdeckungen zugeordnet 
werden, deutlich reduziert, weshalb auf einen Links-Rechts-Check bei der Dreierkombination 
verzichtet wird.  
Bei der Max-Funktion werden auch Bildpunktpaare weiterverarbeitet, da nur einer der drei 
Ähnlichkeitswerte den Schwellenwert überschreiten muss. Anhand der NCC ist zu überprüfen, 
welche Bilder für den Vorwärtsschnitt verwendet werden dürfen. Die resultierende Punktwolke 
besteht aus Vorwärtsschnitten verschiedener Bildkombinationen. Somit können in einem Bild 
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verdeckte Bereiche ggf. durch die anderen beiden Bilder erfasst werden. Dadurch wird die 
Punktwolke ggf. vollständiger, besteht jedoch aus Punkten mit unterschiedlichen Genauigkeiten 
und Zuverlässigkeiten.  
Bei der Mittelwertfunktion (Mean) wird, anders als bei Min oder Max, ein neuer Wert berechnet. 
Hier ist die Weiterverarbeitung abhängig von den Beträgen der NCC-Werte. Es können Stereo-
zuordnungen auftreten, bei denen der aggregierte NCC unter (2) oder über (3) der Schwelle liegt. 
Deshalb ist anhand der einzelnen NCC zu prüfen, welche Bilder beim Vorwärtsschnitt verwendet 
werden dürfen. Ist der Schwellwert für die NCC größer null, werden Stereozuordnungen größten-
teils verworfen (2, 4).  
−1
0.75 
Synthetisches Bildtripel 
mit Störungen (a) 
Mittelwert (b) Min (c) Max (d) t 
Abb. 4.11: Synthetisches Bildtripel mit Störungen (a) und resultierende Disparitätskarten erzeugt 
mit verschiedenen Aggregationsfunktionen (b-d) 
Das in Abb. 4.11a dargestellte Bildtripel zeigt das synthetische Tripel aus Abb. 4.10 mit Störungen 
in Form von ausmaskierten, verwischten und neu texturierten Bereichen. In den Abb. 4.11 b-d 
werden Disparitätsbilder resultierend aus verschiedenen Aggregationsfunktionen und Schwell-
werten gezeigt. Ohne Schwellenwert werden die gestörten Bereiche beim Mittelwert (b) teilweise, 
beim Minimum (c) gar nicht und beim Maximum (d) größtenteils plausibel zugeordnet. Mit dem 
Schwellwert t = 0.75 ist nur ein geringer Unterschied zwischen dem Mittelwert (b) und der Min-
Funktion (c) zu erkennen. Die Min-Funktion liefert etwas weniger ausgefranste Kanten und filtert 
weniger eindeutige Zuordnungen strenger heraus. Bei der Max-Funktion (d) werden gestörte 
Bereiche durch Stereokombinationen gefüllt. Ein kleiner Bereich unten links wird nicht zugeordnet, 
da die Textur zwischen dem rechten und oberen Bild unterschiedlich ist (neue Texturierung im 
rechten Bild). Da in der Endoskopie eine robuste und möglichst fehlerfreie Zuordnung von hoher 
Wichtigkeit ist, wird in folgenden Auswertungen die Min-Funktion zur Aggregation der 
Ähnlichkeitswerte eingesetzt.  
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4.3.4 SUBPIXELINTERPOLATION 
Da die Bildzuordnung pixelweise durchgeführt wird, beziehen sich die resultierenden Bild-
koordinaten in Bild 1 und 2 auf ganzzahlige Pixel und in Bild 3 auf deren Epipolarlinienschnitt. 
Diese Diskretisierung führt im Objektraum zu pixelweisen Diskontinuitäten und einer Art 
Stufenbildung (Abb. 4.13a). Für eine bessere Tiefenauflösung kann man hardwareseitig die Bild-
auflösung und/oder die Stereobasen erhöhen oder softwareseitig eine Subpixelinterpolation 
durchführen. Da bei Endoskopen die Hardware hinsichtlich minimaler Invasivität, Baugröße und 
Auflösung ausgereizt wird, verbleibt die Subpixelinterpolation. Angelehnt an den Stereofall (Kap. 
2.3.2, Abb. 2.12), wird auch bei drei Bildern eine Parabel an Ähnlichkeitswerte angepasst.  
Mit der aufgezeigten Zuordnungsstrategie (Abb. 4.9) lassen sich in Bild 2 wie auch in Bild 3 Bild-
koordinaten mit Subpixelgenauigkeit ermitteln. Die Interpolation erfolgt dabei ausschließlich 
entlang der Epipolarlinien. Für die ausgleichende Parabel in Bild 2 werden die Ähnlichkeitswerte 
NCC1 und in Bild 3 die Werte NCC2 verwendet. Um auch die Ähnlichkeiten zwischen Bild 2 und 
3 (NCC3) zu berücksichtigen, fließen diese anteilig in NCC1 und NCC2 als Gewichtung ein.  
1 1 3 2 2 3
. .
2 1 2 1
3 3 3 3gew gew
NCC NCC NCC NCC NCC NCC     (4.15) 
 
 
Abb. 4.12: Subpixelinterpolation im Bildtripel 
Die Abb. 4.12 zeigt schematisch die Stützpunkte xm″ und xm‴ (m, engl. matches), deren Nachbarn, 
die ausgleichende Parabel sowie deren Extremwerte xE″ und xE‴. In Bild 3 ist zu beachten, dass die 
Interpolation entlang der schrägen Epipolarlinie erfolgt und der Extremwert, anders als in Bild 2, 
sowohl in x- als auch in y-Richtung eine Subpixelkoordinate erhält.  
Eine ausgleichende Parabel über n Stützpunkte und deren Extremwert wird durch 4.16 berechnet. 
Die x-Werte beschreiben die Positionen auf der Epipolarlinie und die y-Werte die gewichteten NCC 
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aus 4.15. Die Normalgleichungsmatrix N und der Absolutgliedvektor n können direkt gebildet 
werden, wobei für N aufgrund der Symmetrie lediglich vier Elemente zu berechnen sind.  
2( )f x y ax bx c    Parabel 
(4.16) 
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Mit einer festen Stützpunktanzahl von n = 3 ist die Parabel eindeutig bestimmt und kann ohne 
Ausgleichung durch Lösen eines linearen Gleichungssystems ermittelt werden (z.B. Bailey 2003). 
Prinzipiell ist eine Erweiterung auf beliebig viele Bilder möglich, indem analog zu 4.15 jeder 
zusätzliche Ähnlichkeitswert gewichtet addiert wird.  
Eine der genausten Varianten zur Bestimmung einer Subpixelposition ist das least-squares 
Matching (LSM, siehe Kap. 2.3.4). Hierbei wird nicht zwischen bereits berechneten Ähnlichkeits-
werten interpoliert, sondern per Ausgleichung ein Referenzfenster (aus Bild 1) an die Grauwerte in 
Bild 2 bzw. 3 geometrisch (affin) und radiometrisch angepasst. Eine direkte Zuordnung zwischen 
Bild 2 und 3 wird im folgenden Beispiel vernachlässigt.  
Die Abb. 4.13 zeigt exemplarisch drei Punktwolken des synthetischen Datensatzes aus Abb. 4.10, 
die mit unterschiedlichen Verfahren zur Subpixelinterpolation ausgewertet werden. Die 3D-
Abweichungen zum Referenzmodell (kürzeste Abstände von Objektpunkten zum Oberflächen-
modell, cloud-to-mesh) sind als Standardabweichung s0 angegeben und durch eine Farbcodierung 
visualisiert.  
 
+0.2
  0 
−0.2
s0 = 84 µm 
(a) 
s0 = 20 µm 
(b) 
s0 = 15 µm 
(c) 
[mm] 
Abb. 4.13: Vergleich Subpixelinterpolation; Nächster Nachbar (a); Parabel mit drei Stützpunkten 
(b); LSM mit Fenstergröße 7 (c) 
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Mit der Methode „Nächster Nachbar“, also ohne Subpixelinterpolation, spiegeln sich die ganz-
zahligen Disparitäten als deutlich sichtbare Stufen in der Punktwolke wider (a). Die Stufenhöhe 
(Disparitätsdifferenz 1) beträgt bei einem Aufnahmeabstand von 60 mm etwa 0.3 mm. Abb. 4.13b 
zeigt das Ergebnis mit einer Subpixelinterpolation durch eine Parabel mit drei Stützpunkten. Die 
auf Subpixel interpolierten Disparitäten ergeben wesentlich weichere und natürlichere Übergänge. 
Erwartungsgemäß ist die Standardabweichung deutlich geringer als bei der Nächste-Nachbar-
Interpolation (a). Bei der Subpixelinterpolation durch LSM (c) werden rauschbedingte, hoch-
frequente Tiefenvariationen geglättet und besonders steile Ansichten (z.B. Disparitätssprünge am 
Auge) präziser zugeordnet. 
Die Medianwerte aller subpixelgenauen Verschiebungen durch LSM sind in Tab. 12 dargestellt, 
wobei einerseits die ganzzahlige Disparität und andererseits die bereits durch eine Parabel 
interpolierte Subpixelkoordinate als Näherungswert in das LSM einfließt. Beide Varianten liefern 
dasselbe Endergebnis. Die Verbesserungen senkrecht zur Epipolarlinie (z.B. y-Richtung in Bild 2) 
sollten nahe null liegen. Die dennoch vorhandenen Abweichungen von 0.03 Pixel sind auf die 
LSM-Parametrisierung, Diskretisierung und Texturierung in der Simulation zurückzuführen. Es ist 
zu erkennen, dass die Verschiebungen zu den bereits über eine Parabel interpolierten Koordinaten 
nur im Hundertstel Pixelbereich liegen, was für die gute Qualität der Parabelinterpolation spricht.  
Näherung Ganzzahlig Subpixelinterpol. 
Bild 2 3 2 3 
Med |vx| [Pixel] 0.28 0.14 0.06 0.04 
Med |vy| [Pixel] 0.03 0.23 0.03 0.05 
Diag. [Pixel] 0.28 0.27 0.06 0.06 
 
Tab. 12: Median absoluter Verbesserungen der Bildkoordinaten durch LSM 
Zwar liefert das LSM für dieses Beispiel leicht bessere Ergebnisse (5 µm kleineres s0), allerdings 
erfordert es in der Regel eine besonders gute Textur und/oder größere Fenster als einfache Kosten-
maße wie NCC. Zudem werden durch die nichtlineare Ausgleichung deutlich längere Rechenzeiten 
(Faktor 50, Dauer etwa acht Minuten) für das gesamte Bildtripel benötigt als bei der Parabel-
ausgleichung. Als Kompromiss aus Rechenzeit und Subpixelgenauigkeit wird bei allen folgenden 
Auswertungen eine Interpolation durch eine Parabel über drei Stützpunkte durchgeführt.  
4.4 ERZEUGUNG EINER DICHTEN PUNKTWOLKE UND FILTERUNG 
Die resultierende Datenstruktur mit den zugeordneten und interpolierten Punkttripeln wird zu einer 
Punktwolke weiterverarbeitet, indem ein Vorwärtsschnitt aus allen drei Bildern gerechnet wird. Ein 
exemplarisches Resultat ist in Abb. 4.13b dargestellt.  
Zur Filterung der Punktwolke werden zunächst nur Punkttripel vorwärts eingeschnitten, deren 
aggregierter NCC größer als der Schwellwert t ist. Weiterhin wird optional ein Medianfilter auf die 
Z-Werte der Objektpunkte angewendet. Dieser bewirkt eine Glättung hochfrequenter Tiefen-
variationen und eliminiert einzelne Ausreißer. Mit einem 5×5-Pixel-Medianfilter nähert sich das 
Ergebnis mit Parabelinterpolation des synthetischen Bildtripels (Abb. 4.13b) etwas besser an die 
Referenz an (s0 = 17 µm).  
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Die gefilterte Punktwolke kann anschließend mit anderen 3D-Daten registriert oder zu einem 
vermaschten Oberflächenmodell weiterverarbeitet werden. In dieser Arbeit wird hierfür die 
Software CloudCompare (Version 2.10, http://www.cloudcompare.org/, 11.04.2019) verwendet.  
4.5 HIERARCHISCHE UND SEQUENZIELLE BILDZUORDNUNG 
Als weitere Verbesserung kann die Bildzuordnung in verschiedenen Auflösungsstufen (hierar-
chisch) oder mit Vorwissen aus einem vorherigen Zeitschritt (sequenziell) durchgeführt werden. In 
beiden Fällen kann der Disparitätsbereich in Bild 2 sukzessive verkleinert werden, wodurch die 
Kostenberechnung beschleunigt und mögliche Mehrdeutigkeiten reduziert werden.  
Beim hierarchischen Ansatz werden die voll aufgelösten Ursprungsbilder mit einem Gauß-Filter 
geglättet und auf die Hälfte ihrer Breite und Höhe verkleinert (z.B. 640×640 Pixel  320×320 
Pixel). Wird dies mehrfach durchgeführt, entsteht für jedes Bild eine Bildpyramide mit unterschied-
lichen Auflösungsstufen (Luhmann 2018, S. 414). Die Auswertung beginnt mit der niedrigsten 
Auflösung, wobei der Suchbereich und die Fenstergröße auf die Bildgröße angepasst werden 
müssen. Eine Auswertung in der niedrigsten Auflösung benötigt nur einen Bruchteil der Rechen-
zeit. Das resultierende Disparitätsbild wird um Faktor 2 vergrößert und dient in der nächsthöheren 
Auflösungsstufe als Näherungswert. Mit der Näherung kann der Suchbereich für das realisierte 
Dreikamerasystem auf wenige Pixel reduziert werden. Für die Subpixelinterpolation über eine 
Parabel sollte ein gewisser Suchbereich nicht unterschritten werden, da ansonsten benachbarte 
Ähnlichkeitsmaße fehlen. Auch für eine semi-globale Optimierung sind die NCC für einen gewis-
sen Bereich im Disparitätsraum abzuspeichern. Mit zu kleinen Suchbereichen können beim SGM 
keine größeren Disparitätssprünge mehr zugeordnet werden. Die Anzahl der Pyramidenstufen ist je 
nach ursprünglicher Bildgröße und Disparitätsbereich zu wählen. Für das realisierte Dreikamera-
system hat sich bereits eine Stufe bewährt – die Auswertezeit wird je nach Daten- und Parametersatz 
um etwa 33 bis 50% reduziert. Mit der derzeitigen Implementierung bringt eine zweite Auflösungs-
stufe (mit 160×160 Pixel) aufgrund der bereits sehr kleinen Suchbereiche und Fenster in der ersten 
Stufe keinen rechenzeitlichen Vorteil. Da das Konzept der hierarchischen Auswertung vornehmlich 
für höher aufgelöste Bilddaten relevant ist, wird es für den gering aufgelösten Demonstrator als 
nicht erforderlich erachtet und bei den Experimenten (Kap. 5) nicht eingesetzt.  
Bei einer sequenziellen Bildauswertung wird von einer kontinuierlichen Bewegung und hoch-
frequenter Bildaufnahme ausgegangen, sodass die Änderungen in der Punktwolke zwischen zwei 
Zeitschritten gering sind. Das erste Bildtripel in einer Sequenz ist ohne Vorwissen zu berechnen. 
Für alle Folgenden wird das vorherige Disparitätsbild als Näherung angenommen und der 
Suchbereich auf wenige Pixel begrenzt. Auch hier ist ein minimaler Suchbereich für die Subpixel-
interpolation erforderlich. Für weitere sequenzielle oder spatio-temporale Verfahren wird z.B. auf 
Röhl et al. (2011) oder Liebold und Maas (2016) verwiesen.  
 
5 EXPERIMENTE UND ERGEBNISANALYSE 
Mithilfe von Experimenten werden die eingangs aufgestellten Hypothesen (Kap. 1.3) geprüft und 
der Mehrwert einer dritten Kamera in einem Laparoskop bewertet. Zunächst werden idealisierte 
Kameras und verschiedene synthetische Bildtripel erzeugt, um das vorgestellte Zuordnungsprinzip 
zu evaluieren, deren Eingabeparameter zu untersuchen und den Einfluss von Störungen 
(Reflexionen, Bildrauschen, ungenaue Orientierungen) zu bewerten. Zur Vergleichbarkeit mit dem 
realisierten System werden dessen Parameter in idealisierter Form nachgestellt.  
Im zweiten Teil werden reale Aufnahmen des vorgestellten Dreikamera-Endoskops ausgewertet 
und analysiert. Einerseits werden Bildtripel einer Skulptur mit einer für die Bildzuordnung 
günstigen Textur, andererseits Bilder von befeuchteten organischen Oberflächen (Schweineniere) 
mit einer schwachen Textur und Reflexionen untersucht. Zur Unterdrückung von spiegelnden 
Reflexionen werden gekreuzte Polfilter eingesetzt und deren Einfluss auf das Zuordnungsergebnis 
bewertet. Mit diesen Versuchen werden realitätsnahe Aufnahmen nachgestellt.  
Ausblickend wird eine durch Dreibildzuordnung erzeugte Oberfläche mit einem dreidimensionalen 
CT-Modell registriert. Hierbei werden realitätsnahe orthopädische Aufnahmen eingesetzt – einige 
der Erkenntnisse können in die Laparoskopie übertragen werden.  
Zur Prüfung der Auswirkungen einer dritten Kamera (Hypothese H1) werden einerseits alle drei 
Bilder (trinokular, in folgenden Diagrammen kurz „tri“) und andererseits nur das linke und rechte 
Bild (binokular, „bi“) verwendet. Um den Einfluss der semi-globalen Optimierung für beide Fälle 
darzustellen, werden die Daten jeweils ohne und mit dieser Optimierung ausgewertet (H3). Die auf 
den NCC bezogenen Strafen sind mit wenigen Ausnahmen bei den realen Versuchen einheitlich bei 
P1 = 0.1 und P2 = 0.4. Die vier Varianten (tri(f), bi(f), triSG(f), biSG(f)) werden mit sämtlichen 
Fenstergrößen f×f Pixel von f = 3 bis 19 ausgewertet (H2).  
Die resultierenden Punktwolken werden, falls vorhanden, mit einem Referenzmodell verglichen 
anhand der kürzesten Distanzen eines jeden Einzelpunktes zum vermaschten Referenzmodell 
(CloudCompare point-to-mesh). Die Standardabweichung s0 über alle Distanzen dient als Kennwert 
für das Rauschen der Punktwolke und die mittlere Abweichung µ als Maß für die absolute 
Positionierungsgenauigkeit zur Referenz. Zur Bemessung der Vollständigkeit wird die prozentuale 
Punktabdeckung betrachtet. Diese ergibt sich aus der Anzahl der Pixel des Referenzbildes, aus 
denen ein Objektpunkt der gefilterten Ergebnispunktewolke erzeugt werden kann. Aufgrund der 
Kamerakonstellation und geringen Überlappung wird bei Aufnahmeabstand h = 60 mm eine 
Abdeckung von maximal 55% erreicht (Abb. 3.12b), was bei einer Bildgröße von 640×640 Pixeln 
225 280 Objektpunkten entspricht. Um eine Vergleichbarkeit der Kennwerte zu gewährleisten, 
werden Punkte ab einer Distanz von ±1 mm um die Referenz entfernt. In den Versuchen zeigt sich, 
dass es sich hierbei hauptsächlich um Ausreißer handelt.  
Jeweils zum Ende der Unterkapitel zu synthetischen (5.1) und realen Daten (5.2) wird ein 
Zwischenfazit mit den wichtigsten Erkenntnissen gegeben. Eine finale Bewertung und Diskussion 
erfolgt in Kap. 6. Hier werden unter anderem die Hypothesen behandelt. Eine tabellarische 
Zusammenfassung der Kennwerte aller Versuchsreihen mit unterschiedlichen Fenstergrößen ist in 
Anhang viii nachzuschlagen.  
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5.1 SYNTHETISCHE DATEN 
Die synthetischen Daten werden mithilfe der Simulationssoftware Blender erzeugt. Dabei wird das 
realisierte Dreikamerasystem mit idealen Orientierungsparametern nachgebildet und verschiedene 
3D-Modelle aufgenommen. Die wesentlichen Vorteile von synthetischen Daten sind eine kontrol-
lierte Umgebung, eine verlustfreie Bilderfassung, bekannte innere und äußere Orientierungen sowie 
eine bekannte absolute Referenz (simulierter Objektraum) – eine gesonderte Registrierung ist somit 
nicht erforderlich.  
Untersucht werden eine Ebene, eine Skulptur und eine Nierenoberfläche. Die Ebene und Skulptur 
sind mit einem hochfrequenten, zufälligen Wolkenmuster versehen, wohingegen die Nieren-
oberfläche eine kontrastarme realitätsnahe Textur besitzt. Zur Analyse von Störungen wird eine 
endoskopische Lichtquelle simuliert, die spiegelnde Reflexionen verursacht, Bildrauschen hinzu-
gefügt und verrauschte Orientierungsparameter verwendet. Mit dem Bildrauschen wird eine 
Eigenschaft simuliert, die auch bei Voruntersuchungen mit dem professionellen Stereoendoskop 
(Kap. 3.1.2) deutlich wurde und aufgrund technischer Randbedingungen (Beleuchtung, Belichtung, 
Sensorempfindlichkeit) in der Endoskopie noch schwierig lösbar ist und eine Herausforderung für 
die Bildanalyse darstellt. Im verrauschten Parametersatz für die Orientierung sind die Abwei-
chungen normalverteilt und liegen im Bereich der jeweiligen Standardabweichung aus der 
Kalibrierung des realisierten Dreikamerasystems (Tab. 9). Verrauschte oder ungenaue Orientier-
ungen können bei realen Endoskopiesystemen z.B. durch Instabilitäten der Hardware (mecha-
nischer Stress, Stöße, Biegung, Temperatureinfluss), durch eine unzureichende Systemkalibrierung 
oder durch unvermeidbare Unsicherheiten hierbei entstehen.  
Die vereinfachten und die verrauschten Parameter sind in Tab. 13 aufgeführt. Die endoskopische 
Lichtquelle wird zwischen den Projektionszentren an Position X0 = 3.5 mm, Y0 = 1.9 mm, 
Z0 = 0 mm positioniert. Die Abb. 4.10b zeigt exemplarisch die Kamerakonstellation in der 
Simulationssoftware Blender.  
 
Tab. 13: Orientierungsparameter ideal und verrauscht für die Simulation 
Tab. 14 führt die simulierten Datensätze und Störungen auf, die in den folgenden Unterkapiteln 
analysiert werden. Die Komplexität der Bildauswertung nimmt vom Tabellenanfang bis zum Ende 
IOR
ideale 
Parameter
verrauschte 
Parameter EOR
ideale 
Parameter
verrauschte 
Parameter
c [mm] -6.000 -5.999 X 0 [mm] 7.000 7.001
x′ 0 [mm] 0.000 0.002 Y 0 [mm] 0.000 -0.001
y′ 0 [mm] 0.000 0.006 Z 0 [mm] 0.000 -0.040
Verz. − −  [°] 0.000 0.013
c [mm] -6.000 -5.998  [°] 0.000 -0.020
x′ 0 [mm] 0.000 -0.001  [°] 0.000 -0.001
y′ 0 [mm] 0.000 0.002 X 0 [mm] 3.500 3.499
Verz. − − Y 0 [mm] 6.062 6.067
c [mm] -6.000 -6.003 Z 0 [mm] 0.000 -0.018
x′ 0 [mm] 0.000 -0.002  [°] 0.000 -0.019
y′ 0 [mm] 0.000 -0.001  [°] 0.000 -0.013
Verz. − −  [°] 0.000 -0.005
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zu. Jede Kombination wird nach dem oben erläuterten Konzept ausgewertet. Zur besseren Ver-
gleichbarkeit werden resultierende Punkte ab einer Distanz von ±1 mm nicht berücksichtigt.  
Objekt Textur Reflexionen Bildrauschen Orientierung Kap. 
Ebene gut einfach ohne ideal 5.1.1 
Skulptur gut ohne 
ohne 
mit 
ohne 
ideal 
ideal 
verrauscht 
5.1.2a 
5.1.2b 
5.1.2c 
Niere schwach 
ohne 
komplex 
komplex 
ohne 
ohne 
mit 
ideal 
ideal 
verrauscht 
5.1.3a 
5.1.3b 
5.1.3c 
Tab. 14: Simulierte Datensätze und Störungen 
5.1.1 EBENE UND ENDOSKOPISCHE LICHTQUELLE 
Zunächst wird eine gut texturierte, synthetische Ebene in einem Aufnahmeabstand von 60 mm 
untersucht (GSD = 36 µm). Eine endoskopische Lichtquelle verursacht eine großflächige und 
ungesättigte Reflexion auf der Ebene, die sich in den drei Kameras an unterschiedlichen Positionen 
abbildet (Abb. 5.1a).  
Die Ähnlichkeitsmaße im Bereich der Reflexion werden durch unterschiedliche Helligkeitsverläufe 
innerhalb der Referenz- und Suchfenster beeinflusst – selbst wenn die Fenster durch die noch 
verbleibende Objekttextur korrekt zugeordnet werden. Zwar ist das verwendete Ähnlichkeitsmaß 
NCC invariant gegenüber radiometrischen Änderungen, allerdings kann ein unterschiedlicher 
Helligkeitsverlauf innerhalb der Fenster nicht kompensieren werden. Das Diagramm aus Abb. 5.1b 
veranschaulicht einen beispielhaften Grauwertverlauf eines korrekt zugeordneten Profils im linken 
und rechten Bild mit und ohne Reflexionen. 
(a) (b) 
Abb. 5.1: Synthetisches Bildtripel einer Ebene (a) und Grauwertverlauf bei Reflexion (b) 
Gemäß dem Konzept wird das Bildtripel mit den vier unterschiedlichen Verfahren und mehreren 
Fenstergrößen ausgewertet. Die Standardabweichung und mittleren Abweichungen der kürzesten 
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Distanzen zur Referenzebene werden in Abb. 5.2 dargestellt. Es ist ersichtlich, dass bei gleicher 
Fenstergröße mit der Dreibildauswertung (rot) kleinere Kennwerte als mit einer Stereoauswertung 
(blau) erreicht werden. Insbesondere bei kleinen Fenstern (3 bis 9 Pixel) ergeben sich wesentliche 
Unterschiede in den Kennwerten. Um dieselbe Standardabweichung der Dreibildauswertung zu 
erhalten, muss die Fenstergröße bei der Stereoauswertung um ein bis zwei Stufen erhöht werden. 
In Kurzschreibweise lässt sich für die Standardabweichung ausdrücken, dass tri(5) ≈ bi(7) und 
tri(7) ≈ bi(11) entspricht.  
  
Abb. 5.2: Auswertereihe der synthetischen Ebene 
Ab Fenstergröße 11 liegen die Standardabweichungen in einem Bereich von 10 bis 20 µm (ca. 1/4 
bis 1/2 Pixel), wobei die Werte von tri um etwa 4 µm (1/9 Pixel) geringer sind. In Versuchen mit 
derselben Ebene ohne Reflexionen werden ab Fenstergröße 11 Standardabweichungen von 
< 10 µm erreicht. Wird die Ebene ohne Reflexionen mittels LSM ausgewertet, liegt die Standard-
abweichung bei 0 µm, es sind also keine Abweichungen mehr berechenbar.  
Das Diagramm der mittleren Abweichungen zeigt etwa 100fach kleinere Werte als die Standard-
abweichungen, weshalb kein signifikanter Positionsversatz aufdeckbar ist. Da es sich jedoch um 
synthetische Daten handelt, werden die mittleren Abweichungen dennoch interpretiert: Bei 
Fenstergröße 3 und 5 ist einen Genauigkeitsgewinn durch die Dreibildauswertung zu verzeichnen, 
ab Fenstergröße 7 sind bi und tri gleichwertig. Sonstige Abweichungen resultieren aus Unschärfen 
in der Diskretisierung beim Renderungsprozess in Blender, aus der Grauwert- und Subpixel-
interpolation und aus numerischen Unschärfen. Der lineare Negativtrend ab Fenstergröße 9 lässt 
sich durch größere radiometrische Unterschiede (Helligkeitsverlauf) zwischen den Referenz- und 
Suchfenstern erklären, da dieser Trend in einem exemplarischen Versuch ohne Reflexionen nicht 
erkennbar ist.  
Eine SG-Optimierung führt bei kleinen Fenstern zu besseren Kennwerten, da hierbei einige 
Punktzuordnungen größere Abweichungen als eine ganzzahlige Disparitätsstufe haben. Die 
Standardabweichungen mit und ohne SG-Optimierung gleichen sich bei der trinokularen 
Auswertung bei Fenstergröße 5 und bei der binokularen bei Fenstergröße 11 an. Bis zu diesen 
Größen sind die Abweichungen ohne Optimierung größer als eine ganzzahlige Disparität und 
können durch den SG Filter geglättet werden. Mit einer SG-Optimierung sind keine wesentlichen 
Unterschiede zwischen der bi- und trinokularen Auswertung sichtbar. Im binokularen Fall bewirkt 
die Optimierung einen stärkeren Genauigkeitsgewinn (Standardabweichung und mittlere 
Abweichung), wohingegen trinokular nur für die Fenstergröße 3 ein verhältnismäßig kleiner 
Gewinn entsteht. Ab Fenstergröße 5 zeigen die Daten, dass mit einer trinokularen Auswertung ohne 
SG-Optimierung vergleichbare Ergebnisse wie mit einer binokularen Auswertung mit Optimierung 
erreicht werden: tri(5) ≈ biSG(5).  
5.1 Synthetische Daten 
115 
Interessante Unterschiede zwischen der bi- und trinokularen Auswertung treten in der räumlichen 
Verteilung der Abweichungen auf. Ab Fenstergröße 11 zeigen die Kennwerte aus Abb. 5.2 zwar 
keine wesentlichen Unterschiede mehr, allerdings zeichnen sich räumlich unterschiedliche 
Abweichungsmuster ab. In Abb. 5.3a werden die Muster der bi- und trinokularen Auswertung mit 
Fenstergröße 11 farbcodiert dargestellt.  
bi(11) 
tri(11) 
Distanzen aus 3D-Vgl. 
d < 80 µm grün 
(a) 
Aggr. Ähnlichkeitsmaße 
NCC > 0.85 grün 
(b) 
Mit Max-Funktion 
überlagerte Bilder 
(c) 
Abb. 5.3: Abweichungsmuster durch Reflexionen auf einer Ebene durch bi- und trinokulare 
Auswertung mit Fenstergröße 11 
Ein ähnliches Muster ist erkennbar, wenn die für die Zuordnung zugrundeliegenden NCC (bei 
bi  NCC1, bei tri  Min(NCC1, NCC2, NCC3)) als Farbcode dargestellt werden (Abb. 5.3b). An 
den stärker abweichenden Stellen (bis zu ±250 µm) werden kleinere Ähnlichkeitsmaße (min. NCC 
etwa 0.5) berechnet, was durch die unterschiedlichen Helligkeitsverläufe zu erklären ist (vgl. Abb. 
5.1). Die Abb. 5.3c zeigt eine Überlagerung des linken und rechten (bi) sowie des linken, rechten 
und oberen (tri) Bildes mit einer Max-Funktion (der jeweils hellere Farbwert, also die Reflexion, 
bleibt erhalten). An den äußeren Randbereichen und insbesondere an den Berührungskanten der 
Reflexionen sind die Helligkeitsverläufe unterschiedlich bzw. gegenläufig, was zu kleineren 
Ähnlichkeitsmaßen und größeren Abweichungen zur Referenz führt. Außerhalb und mitten in der 
Reflexion sind die Zuordnungen besser, da der Helligkeitsverlauf ähnlicher ist und konstante 
Helligkeitsunterschiede (ein Fenster innerhalb und eines außerhalb der Reflexion) durch die 
Invarianz gegenüber radiometrischen Unterschieden des NCC kompensiert werden. Übrigbleibende 
reflexionsbedingte Abweichungen in der Punktwolke (Rauschen um den wahren Wert) können sehr 
effektiv durch einen Medianfilter (Kap. 4.4) reduziert werden. Mit einer Fenster- und Filtergröße 
von 11 kann eine Standardabweichung von 5.5 µm, ein Mittelwert von −0.2 µm und Min-, Max-
Werte von ca. ±40 µm erreicht werden (trinokular ohne SG-Optimierung).  
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5.1.2 SKULPTUR UND VERRAUSCHTE EINGANGSPARAMETER 
Im zweiten Experiment wird eine synthetisch nachgebildete Aufnahme einer Skulptur analysiert 
und mit Bildstörungen sowie verrauschten Orientierungsparametern versehen. Die Skulptur wird in 
Abb. 4.8 zur Veranschaulichung der Normalbildberechnung, in Abb. 4.10 zur Beschreibung der 
Simulationsumgebung sowie in Abb. 4.11 und Abb. 4.13 im Zusammenhang mit verschiedenen 
Aggregationsfunktionen und Subpixelinterpolationen verwendet. Abb. 4.13b zeigt eine aus dem 
synthetischen Bildtripel mit Fenstergröße 7 erzeugte Punktwolke. Das synthetische Referenzmodell 
stammt aus einer realen Aufnahme des vorgestellten Dreikamerasystems. Aufgrund ihrer 
Kontinuität hat die Skulptur ähnliche Formeigenschaften wie eine einfache organische Oberfläche 
im Bauchraum und eignet sich daher gut als Versuchsobjekt. Die simulierte Aufnahmeentfernung 
beträgt am nächsten etwa 57 mm und am entferntesten Punkt 68 mm. Die Tiefenausdehnung des 
Objektes liegt also bei 11 mm, was 33 ganzzahligen Disparitäten entspricht (siehe auch Abb. 4.13a). 
Die Abb. 5.4 zeigt die Hundeskulptur im Ganzen, den Untersuchungsbereich (a) sowie das mit 
normalverteiltem Grauwertrauschen versehene synthetische Bildtripel (b). 
(a) (b) 
Abb. 5.4: Übersichtsbild der Hundeskulptur (a) und synthetisches Bildtripel (b) 
In der Abb. 5.5 werden die Auswertereihen ohne (a) und mit (b) Bildrauschen (Spanne ±60, Stabw. 
16 Graustufen) sowie die Reihe mit verrauschten Orientierungsparametern (c) dargestellt. Ohne 
Bildrauschen liefern die verschiedenen Verfahren sehr ähnliche Ergebnisse (Abb. 5.5a). Nur bei 
Fenstergröße 3 zeigen sich Verbesserungen mit drei Bildern oder SG-Optimierung. Bei den 
Auswertungen mit Fenstergröße > 3 sind keine relevanten Unterschiede erkennbar, da die Textur 
innerhalb der Fenster genügend Variationen und hohe lokale Ähnlichkeiten zwischen den Bildern 
aufweist. Eine bestmögliche Zuordnung ist somit schnell erreicht. Die mittleren Abweichungen 
bewegen sich im Bereich von wenigen Mikrometern und sind nicht signifikant. Mit Fenstergröße 3 
lassen sich mit drei Bildern oder mit SG-Optimierung etwa 20 000 mehr Punkte bzw. eine ca. 5% 
höhere Abdeckung im Bereich von ±1 mm um die Referenz erzeugen als mit einer einfachen 
Stereozuordnung. Die linear abnehmende Punktabdeckung ab Fenstergröße 5 resultiert aus nicht 
zugeordneten Randbereichen (schwarze Ränder durch Normalbildberechnung oder Hintergrund in 
synthetischen Daten), an denen das Referenz- oder Suchfenster das Objekt nicht vollständig 
abdeckt. Dies führt zu einer Erosion der Punktwolke. Eine SG-Optimierung bewirkt ab 
8 mm 
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Fenstergröße 5 keinen wesentlichen Mehrwert mehr, da die bestmögliche pixelweise Zuordnung 
bereits allein durch die Ähnlichkeitsmaße erreicht wird.  
(a) (b) (c) 
Abb. 5.5: Auswertereihen der synthetischen Skulptur (a), mit zusätzlichem Bildrauschen (b) und 
verfälschter Orientierung (c) 
Mit zusätzlichem normalverteilten Grauwertrauschen ergeben sich ähnliche Kurvenverläufe (Abb. 
5.5b) wie bei der Ebene. Im Vergleich zum Datensatz ohne Rauschen nehmen die Standard-
abweichungen erwartungsgemäß zu, während die mittleren Abweichungen weiterhin im nicht 
signifikanten Bereich von wenigen Mikrometern liegen. Bei den Fenstergrößen 3 bis 9 ist zu 
beobachten, dass sowohl eine Auswertung mit drei Bildern als auch eine SG-Optimierung zu 
kleineren Standardabweichungen bzw. einem geringeren Objektpunktrauschen beitragen. Mit 
zunehmender Fenstergröße gleichen sich die Standardabweichungen der verschiedenen Verfahren 
an, wobei die aus drei Bildern berechneten Werte stets etwas geringer sind. Ab Fenstergröße 11 
stagnieren die Werte bei etwa 40 µm (1.1 Pixel) – es gilt tri(11) ≈ bi(17) = 41 µm, wobei 
bi(11) = 52 µm. Die Punktabdeckung gleicht sich ab Fenstergröße 9 an und nimmt aufgrund von 
Randbereichen leicht ab. Bei kleineren Fenstern werden mit drei Bildern oder einer SG-
Optimierung deutlich vollständigere Punktwolken erzielt. Die Punktabdeckung ist z.B. mit Fenster-
größe 5 und drei Bildern etwa 11% höher als bei einer Stereoauswertung. Die Auswertereihen mit 
verrauschten Orientierungen gemäß Tab. 13 (Abb. 5.5c) zeigen, abgesehen von der mittleren 
Abweichung, ähnliche Trends wie mit Grauwertrauschen – allerdings deutlich stärker ausgeprägt. 
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Das Bildrauschen von 16 Graustufen hat einen geringeren Fehlereinfluss, was sich auch in der 
Fehlerfortpflanzung widerspiegelt: der Einfluss durch verrauschte Orientierungen ist größer als 
durch 1 Pixel ungenaue Bildmessungen (Abb. 3.14, Tab. 10). Erst bei Fenstergröße 17 gleichen 
sich die Standardabweichungen aller Auswerteverfahren auf etwa 0.1 mm an. Bei kleinen Fenstern 
bis Größe 9 ist die Standardabweichung bei einer Dreibildauswertung etwa um Faktor 1.6 bis 2 (0.1 
bis 0.2 mm) geringer. Die SG-Optimierung bewirkt nur eine geringe Rauschreduzierung – die 
binokulare Auswertung mit SG-Optimierung erreicht nicht die Standardabweichung der trinoku-
laren Methode.  
Die verrauschte Orientierung verursacht systematische Fehler, sodass ab etwa Fenstergröße 9 die 
mittleren Abweichungen der Punktwolken aus zwei Bildern bei 0.42 mm und aus drei Bildern bei 
0.35 mm stagnieren. Hier zeigt das dritte Bild einen klaren Vorteil durch die höhere Über-
bestimmung des Vorwärtsschnitts. Zudem erreicht die Dreibildauswertung seinen finalen Wert 
etwa zwei Fenstergrößen früher als die Stereoauswertung. Mit SG-Optimierung werden die Werte 
nochmals etwa ein bis zwei Fenstergrößen früher erreicht. Eine signifikante mittlere Abweichung 
liegt bei der trinokularen Auswertung ab Fenstergröße 5 und bei der binokularen ab Fenstergröße 
7 vor, da ab diesen Fenstergrößen die mittleren Abweichungen größer als die Standardabwei-
chungen sind. Ab Fenstergröße 11 (tri) bzw. 13 (bi) liegen 99.7% der Objektpunkte außerhalb des 
Bereichs derer Standardabweichungen (3) – es liegt ein systematischer Positionsversatz durch die 
verfälschten Orientierungsparameter vor. Der Mehrwert eines dritten Bildes wird am stärksten bei 
der Punktabdeckung sichtbar, d.h. es können mit wesentlich kleineren Fenstern vollständigere 
Punktwolken erzeugt werden.  
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Abb. 5.6: Punktwolken der synthetischen Skulptur aus verrauschten Datensätzen mit bi- und 
trinokularer Auswertung und Fenstergröße 7; Abweichung zur Referenz farbcodiert – 
Skalierung oben und unten unterschiedlich 
s0 = 91 µm 
Abd. 36% 
s0 = 62 µm 
Abd. 39% 
s0 = 300 µm 
µ = 371 µm 
Abd. 13% 
s0 = 165 µm 
µ = 348 µm 
Abd. 32% 
5.1 Synthetische Daten 
119 
In Abb. 5.6 werden exemplarisch die Punktwolken aus der bi- und trinokularen Auswertung mit 
Fenstergröße 7 dargestellt (oben die Ergebnisse des Datensatzes mit Grauwertrauschen, unten mit 
verrauschter Orientierung). In beiden Fällen wird mit der trinokularen Auswertung eine dichtere 
Punktwolke mit geringeren Abweichungen erzeugt, wobei die Orientierung wesentlich größere 
Störungen und systematische Abweichungen zur Referenz verursacht.  
Wenn sowohl die Grauwerte als auch die Orientierungsparameter verrauscht sind, können als gute 
Näherung die einzelnen Standardabweichungen aus Abb. 5.5 fortgepflanzt werden. Für tri(7) ergibt 
sich beispielsweise eine Standardabweichung von 0.18 mm. Dies kann exemplarisch in einer 
Auswertung mit beiden Störeinflüssen nachgewiesen werden.  
Die Gegenüberstellung der idealen (Abb. 5.5a), verrauschten Bild- (b) und Orientierungsdaten (c) 
zeigt, dass bei kleinen Fenstern mit drei Bildern bzw. mit SG-Optimierung variationsärmere, 
genauere und vollständigere Ergebnisse erzeugt werden. Insbesondere bei den verrauschten 
Datensätzen führt eine SG-Optimierung für den bi- und trinokularen Fall zu besseren Kennwerten. 
Insgesamt zeigt der Einsatz einer dritten Kamera einen größeren Einfluss als eine SG-Optimierung. 
5.1.3 NIERE MIT SCHWACHER TEXTUR UND KOMPLEXEN REFLEXIONEN 
Der dritte synthetische Datensatz besteht aus einer realitätsnahen texturierten Niere mit einem 
Einschnitt von etwa 12 mm Länge und 2.5 mm Tiefe. Das 3D-Modell stammt aus einer manuellen 
Fusion eines 3D-Scans einer Schweineniere (Streifenlichtscanner, ViALUX zSnapper® portable, 
Objektauflösung der Punktwolke 0.4 mm, Messgenauigkeit 60 µm lt. Scannersoftware) und eines 
hochauflösenden 3D-Detailscans eines oberflächlichen Einschnittes (Mikroskop mit Streifen-
projektion, Keyence Profilometer VR-3100, Objektauflösung 12 µm, Messgenauigkeit ±5 µm lt. 
Datenblatt). Die realen Objekte, ihre 3D-Scans sowie das manuell fusionierte und aufbereitete 
Oberflächenmodell sind in Abb. 5.7 dargestellt.  
   
   
(a) (b) (c) 
 
Abb. 5.7: Erstellung eines realitätsnahen Nierenoberflächenmodells; (a) Nierenscheiben (oben) 
und Scan (unten), (b) oberflächlicher Niereneinschnitt (oben) und hochaufgelöster Scan 
(unten), (c) fusioniertes aufbereitetes Modell und Detailausschnitt für 3D-Vergleich 
Das fusionierte Modell wird mit einer Zufallstextur versehen und synthetische Bildtripel ohne und 
mit Reflexionen erzeugt (Abb. 5.8). Der simulierte Aufnahmeabstand beträgt etwa 61 bis 65 mm. 
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Die Zufallstextur ähnelt Vergleichsbildern einer echten Niere, hat aufgrund der synthetischen 
Erzeugung aber ein geringeres Farbspektrum und ist etwas homogener als eine natürliche Nieren-
textur. Mit Reflexionen (Abb. 5.8b) kommen für den menschlichen Betrachter wesentlich mehr 
Strukturen der Oberfläche zum Vorschein. An glatten Stellen entstehen großflächige und im 
Bereich des Einschnitts viele kleine lokale Reflexionen aufgrund einer höheren Oberflächenrauheit. 
Wie auch bei einer realen Szene überstrahlen die Reflexionen stellenweise die Objekttextur und 
bilden sich je nach Aufnahmeposition in unterschiedlichen Regionen, Ausprägungen und Formen 
ab. Diese Simulation stellt eine realitätsnahe Endoskopieszene und einen Teil der komplexen 
Umgebungsbedingungen nach.  
(a) (b) 
Abb. 5.8: Synthetische Bildtripel einer Niere mit Einschnitt ohne (a) und mit (b) Reflexionen 
Die Bildtripel ohne und mit Reflexionen sowie ein weiteres mit Reflexionen, normalverteiltem 
Bildrauschen und verrauschter Orientierung (Tab. 13) werden nach dem eingangs beschriebenen 
Konzept ausgewertet. Die Ergebnisse sind in Abb. 5.9 aufgeführt.  
Beim Versuch ohne Reflexionen (Abb. 5.9a) geschieht die Zuordnung ausschließlich über die 
relativ homogene und variationsarme Textur. Die Standardabweichungen aus den trinokularen 
Auswertungen sind bei Fenstergrößen 3 bis 9 Pixel nur etwa 40 bis 10 µm niedriger als bei den 
binokularen Varianten – bei größeren Fenstern sind es nur noch wenige Mikrometer. Die mittlere 
Abweichung liegt im Bereich von 5 bis 10 µm, wobei die trinokularen etwas kleinere Werte als die 
binokularen Auswertungen liefern. Aufgrund der deutlich höheren Standardabweichungen gibt es 
keine signifikanten absoluten Abweichungen zur Referenz. Bei der Punktabdeckung zeigt sich bis 
Fenstergröße 11 wieder der typische Trend, dass drei Bilder oder eine SG-Optimierung voll-
ständigere Punktwolken liefern. Hinsichtlich der Standardabweichung liefert eine SG-Optimierung 
kaum eine Verbesserung gegenüber der trinokularen Auswertung.  
In Abb. 5.10 wird exemplarisch die Punktwolke aus der trinokularen Auswertung mit SG-
Optimierung und Fenstergröße 11 dargestellt. Die einzelnen Peaks entstehen durch ungenaue 
Bildzuordnungen und anschließende Subpixelinterpolationen in kleinräumigen, untexturierten 
Bereichen. Durch eine SG-Optimierung wird zwar auf eine ganzzahlige Disparität geglättet, 
allerdings stammen die benachbarten Ähnlichkeitswerte ebenfalls aus diesen kaum texturierten 
Bereichen und sind demnach nicht aussagekräftig genug für eine bessere Subpixelinterpolation.  
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(a) (b) (c) 
Abb. 5.9: Auswertereihen der synthetischen Niere ohne (a) und mit (b) Reflexionen sowie mit 
Reflexionen und zusätzlichem Bild- und Orientierungsrauschen (c) 
[mm] 
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Abb. 5.10: Punktwolke der synthetischen Niere mit schwacher Textur und ohne Reflexionen; 3D-
Distanzen zur Referenz farbcodiert; Schrägansicht; Fenstergröße 11; trinokular (oben), 
trinokular Median gefiltert (unten) 
triSG(11), s0 = 63 µm 
triSG(11)+Med(11), s0 = 27 µm 
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Mit Reflexionen (Abb. 5.9b) ergeben sich ab Fenstergröße 5 erwartungsgemäß größere Standard-
abweichungen als ohne. Mit Reflexionen liefert die binokulare Auswertung etwa 10 bis 40 µm 
kleinere Standardabweichungen als die trinokulare Methode. Wie Abb. 5.8b zeigt, ähneln sich die 
Reflexionen in den Bildern sehr. Insbesondere an scharfen Reflexionskanten kommt es zu hohen 
Ähnlichkeitswerten. Allerdings befinden sich diese Kanten aufgrund der unterschiedlichen 
Perspektive an leicht unterschiedlichen Positionen auf dem Objekt, was zu fehlerhaften Objekt-
punkten führt. In Abb. 5.11 sind beispielhaft die Objektpunkte der trinokularen Auswertung mit 
Fenstergröße 11 und einem größeren NCC-Ähnlichkeitswert als 0.9 dargestellt. Anhand der 
farbcodierten 3D-Abweichungen wird ersichtlich, dass vor allem die scharfkantigen, länglichen 
Reflexionen aufgrund hoher Ähnlichkeit zugeordnet werden, die Objektpunkte jedoch bis zu 
±1 mm (der vorgegebenen Beschneidungsgrenze) von der Referenz abweichen.  
Überlappender 
Bildausschnitt 
Punktwolke tri(11) 
NCC > 0.9 [mm] 
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Abb. 5.11: Bildausschnitt Niere (a) und 3D-Vergleich von Objektpunkten mit hohen Ähnlichkeits-
werten (b); blauer Rahmen grenzt hochaufgelösten Bereich im Referenzmodell ein 
Wenn das Licht aus der Aufnahmerichtung kommt, wie in der Endoskopie üblich, erscheinen die 
spiegelnde Reflexionen in Regionen, die in etwa parallel zum Bildsensor ausgerichtet sind. In dieser 
Konfiguration ist der Lageversatz einer Reflexion tendenziell entlang einer Epipolarlinie, was sich 
auch beim Versuch mit der Ebene (Abb. 5.3c) zeigt. Bei Zuordnung einer markanten Reflexions-
kante werden somit fehlerhafte Disparitäten ermittelt. Im Stereofall ist dies eine Fehlzuordnung, 
bei der Dreibildkonfiguration sind es jedoch drei, was die Subpixelinterpolation und Objektpunkt-
berechnung verfälscht. Aus diesem Grund führt die trinokulare Auswertung zu stärker verrauschten 
Objektoberflächen als die binokulare. Wird nur der Bereich um den Einschnitt ausgewertet (Abb. 
5.11 blauer Rahmen), ergeben sich ähnliche Kurvenverläufe wie beim Versuch ohne Reflexionen 
(Abb. 5.9a), wo die trinokulare Auswertung etwas kleinere Standardabweichungen liefert.  
Die SG-Optimierung bewirkt sowohl bi- als auch trinokular eine geringe Rauschreduzierung, wobei 
die Glättung im binokularen Fall ab Fenstergröße 11 einen leicht verschlechternden Effekt hat. Die 
mittlere Abweichung ist mit 15 µm nicht signifikant. Die Punktabdeckung ist mit der trinokularen 
Auswertung etwas höher und stagniert, wie auch im binokularen Fall, bei Fenstergröße 11. Die SG-
Optimierung bewirkt absolut betrachtet eine höhere Abdeckung, da einige Fehlzuordnungen oder 
Lücken geschlossen werden. In Abb. 5.12 werden exemplarisch einige Punktwolken mit Fenster-
größe 11 gegenübergestellt. Die schwarzen Pfeile weisen auf Unterschiede hin, die eine binokulare 
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Auswertung etwas besser erscheinen lassen. Eine interessante Erkenntnis zeigt die untere Skizze: 
ein markantes und wiederkehrendes Auf- und Abschwingen der Profilkurve bei langen, 
scharfkantigen Reflexionen – die Abweichung liegt stets genau entgegengesetzt zu der Wölbung.  
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Abb. 5.12: Gegenüberstellung von Punktwolken der synthetischen Niere; verschiedene Auswerte-
verfahren; Fenstergröße 11; Distanzen zur Referenz farbcodiert 
Werden neben den Reflexionen noch zusätzlich Bildrauschen hinzugefügt und verrauschte Orien-
tierungsparameter verwendet (Abb. 5.9c), ergeben sich wesentlich größere Standardabweichungen 
und mittlere Abweichungen. Auch die Punktabdeckung ist insbesondere bei kleinen Fenstern 
deutlich geringer. Bei derart verrauschten Umständen gestaltet sich eine korrekte Oberflächen-
erfassung als äußerst schwierig. An diesem stark verrauschten Beispiel zeigt sich wieder der Trend, 
dass die trinokulare Auswertung bei gleicher Fenstergröße bessere Ergebnisse als die binokulare 
Referenzoberfläche 
Punktwolke
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liefert. Die SG-Optimierung bewirkt in beiden Fällen eine weitere Verbesserung. Ohne Optimier-
ung sind die binokularen Ergebnisse bei allen Fenstergrößen sehr lückenhaft – erst ab Größe 13 
können einzelne, zusammenhängende Bereiche zugeordnet werden. Im trinokularen Fall ist die 
Punktwolke vollständiger. Mit drei Bildern und SG-Optimierung sind die mittleren Abweichungen 
ab Fenstergröße 11 signifikant, und die Punktabdeckung stagniert. Ab dieser kritischen Fenster-
größe sind die mittleren Abweichungen aus den trinokularen Auswertungen geringer als beim 
stereoskopischen Verfahren, da die Anzahl der Ausreißer drastisch sinkt. Bei beiden Methoden 
bewirkt die SG-Optimierung aufgrund der Glättung und höheren Punktabdeckung eine größere 
mittlere Abweichung als ohne Optimierung. Es zeigt sich, dass die Vollständigkeit stark durch ein 
drittes Bild und besonders durch eine SG-Optimierung profitiert. In Abb. 5.13 sind exemplarisch 
die Punktwolken der untersuchten Verfahren mit Fenstergröße 19 sowie die Referenzoberfläche in 
derselben Ausrichtung dargestellt. Insgesamt sind die Punktwolken deutlich verrauschter und 
lückenhafter als ohne Störungen (Abb. 5.12). Die überwiegende Blaufärbung zeigt einen systema-
tischen Lageversatz. Bei den hier verwendeten Parametern ist der Fehlereinfluss durch Bild-
rauschen und verrauschter Orientierung deutlich höher als durch die Reflexionen. Dieses Beispiel 
macht die Verbesserungen durch ein drittes Bild und eine SG-Optimierung deutlich sichtbar.  
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Abb. 5.13: Gegenüberstellung von Punktwolken der synthetischen Niere mit Bildrauschen und 
verrauschter Orientierung; bi-, trinokular ohne/mit SG-Optimierung; Fenstergröße 19; 
Distanzen zur Referenz farbcodiert 
5.1.4 ZWISCHENFAZIT SYNTHETISCHE DATEN 
Die Versuche mit den synthetischen Daten geben eine Potenzialanalyse des Kamerasystems und 
der Algorithmik sowie detaillierte Erkenntnisse zu einzelnen Störeffekten.  
Mit der synthetischen Ebene und der Reflexion (Kap. 5.1.1) wird deutlich, wie sich das Ähnlich-
keitsmaß NCC bei unterschiedlichen Helligkeitsverläufen innerhalb der Referenz- und Suchfenster 
verhält. Zwar liefert ein drittes Bild einen dritten Helligkeitsverlauf zwischen den Fenstern, 
allerdings bleibt die durchscheinende Textur gleich, sodass mit drei Bildern insgesamt mehr 
gleichbleibende und ähnliche Pixel (Textur) als zufällige Störanteile (Helligkeitsverlauf) vorhanden 
sind, was zu einer genaueren Zuordnung führt.  
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Anhand der Skulptur (Kap. 5.1.2) zeigt sich, dass gerade bei verrauschten Bildern ein wesentlich 
besseres Ergebnis mit drei Kameras erzielt wird. Auch hier erhöht sich durch das dritte Bild die 
Menge ähnlicher Pixel – das Bildrauschen ist in jedem Bild unterschiedlich und die Textur bleibt 
gleich. Werden anstelle der Grauwerte die Orientierungsparameter verrauscht, zeigt sich ein 
ähnliches, jedoch stärker ausgeprägtes Ergebnis. Zudem ist durch die verrauschten Parameter ein 
systematischer Lageversatz zu erkennen, der mit drei Bildern geringer ausfällt als mit zwei. 
Bemerkenswert sind auch die Unterschiede in der Punktabdeckung: Mit Fenstergröße 7 und drei 
Bildern steigt die Punktabdeckung um 19% (Abb. 5.6). Für den bi- und trinokularen Fall führt eine 
SG-Optimierung generell zu besseren Kennwerten. Im Vergleich zu einer Stereoauswertung zeigt 
sich, dass ein drittes Bild größere Verbesserungen herbeiführt als eine SG-Optimierung.  
Mit der synthetischen Niere (Kap. 5.1.3) wird eine realitätsnahe Endoskopieszene nachgestellt und 
Störeinflüsse wie Bildrauschen, eine ungenaue Orientierung, eine schwache Textur und Reflex-
ionen untersucht. Hervorzuheben ist, dass markante, scharfkantige Reflexionen größer als ein 
Fenster bevorzugt zugeordnet werden. Da der Lageversatz der fehlerhaften Zuordnung im dritten 
Bild überwiegend senkrecht zur Basisrichtung b12 verläuft, führt ein drittes Bild in diesen Bereichen 
zu leicht schlechteren Ergebnissen. Sobald Bildrauschen und verrauschte Orientierungen eingeführt 
werden, wird der Einfluss durch diese Reflexionen verschwindend gering und der trinokulare Fall 
liefert wieder die besseren Ergebnisse.  
5.2 VERSUCHE MIT DEM DREIKAMERA-ENDOSKOP 
Durch Messungen mit dem realisierten Dreikamerasystem werden die Ergebnisse aus den synthe-
tischen Versuchen überprüft und weitere Erkenntnisse für endoskopische Anwendungen gewonnen. 
Eine besondere Schwierigkeit bei realitätsnahen Versuchen in der Endoskopie ist die einge-
schränkte Verfügbarkeit von Referenzdaten, mit denen die Qualität eines Messsystems überprüfbar 
ist. Für eine derartige Prüfung sollten möglichst realitätsnahe Objekte, z.B. Organe, oder Mit-
schnitte einer realen Endoskopie genutzt werden, wobei im letzteren Fall derzeit keine Referenz 
geschaffen werden kann. In der Community der computerassistierten Chirurgie werden diverse 
Benchmark-Datensätze von realen Endoskopieaufnahmen bereitgestellt (Speidel et al. 2019), um 
verschiedene Problemstellungen zu untersuchen und neuartige Algorithmen anderer Forscher-
gruppen zu vergleichen. Neben mono- und stereoskopischen Bilddaten stehen z.T. Orientierungs-
parameter aus einer Kalibrierung mit einem ebenen Schachbrettfeld zur Verfügung.  
Für die Prüfung des vorgestellten Dreikamerasystems, welches drei orientierte Bilder benötigt, 
müssen eigene Referenz- oder Vergleichsdaten erzeugt werden. Zunächst werden hierzu reale 
Aufnahmen der bereits simulierten Skulptur verwendet, dessen Oberfläche gut texturiert, diffus 
reflektierend und stabil ist, sodass Referenzmessungen übergeordneter Genauigkeit durchführbar 
sind. Als realitätsnahes Objekt wird eine Schweineniere in verschiedenen Konfigurationen erfasst. 
Zunächst wird eine komplexe Szene mit Reflexionen ausgewertet und analysiert. Zur Unter-
drückung von Reflexionen wird in einem weiteren Versuch die Kreuzpoltechnik angewendet. Die 
Ergebnisse mit und ohne Reflexionsunterdrückung werden gegenübergestellt. Im letzten Versuch 
wird ein Niereneinschnitt mit dem Dreikamerasystem erfasst und die resultierenden Punktwolken 
zu einem Referenzmodell registriert. Die Ergebnisse liefern Erkenntnisse zur Fusion zweier 
Datensätze, wie es in der Endoskopie mit intra- und präoperativen Daten angestrebt wird. Die Tab. 
15 fasst die in den nachfolgenden Kapiteln behandelten Versuche zusammen.  
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Objekt Textur Reflexionen Vergleich Registrierung Kap. 
Skulptur gut ohne Streifenlicht Best-fit 5.2.1 
Niere 
natürlich, grob 
natürlich, grob 
schwach 
mit 
mit/ohne 
ohne 
untereinander 
untereinander 
Lichtschnitt 
- 
- 
Kugeln / Best-fit 
5.2.2 
5.2.3 
5.2.4 
Tab. 15: Mit Dreikamera-Endoskop erfasste Datensätze und Eigenschaften 
5.2.1 SKULPTUR 
Der reale Versuch mit der Skulptur (Abb. 5.4a) lehnt sich an den synthetischen Versuch aus Kap. 
5.1.1 an und dient zur Analyse des Systems bei Verwendung einer für Bildzuordnung gut 
geeigneten Oberfläche. Die resultierenden Punktwolken werden mit einer Referenzmessung eines 
Streifenlichtscanners (siehe Kap. 5.1.3) verglichen. Da keine Passpunkte zur Verfügung stehen, 
werden die Punktwolken per Best-fit an die vermaschte Referenzoberfläche registriert. Anhand der 
Standardabweichungen der Distanzen zur Referenzoberfläche und der Punktabdeckungen werden 
die Auswerteverfahren gegenübergestellt (Abb. 5.14). Aufgrund der Registrierung per Best-fit 
liegen die mittleren Abweichungen nahezu bei null und werden deshalb nicht aufgeführt.  
Abb. 5.14: Auswertereihe der Skulptur 
Die Auswertereihen des realen Versuchs mit störungsfreien Bildern zeigen ähnliche Ergebnisse wie 
beim synthetischen Versuch mit normalverteiltem Bildrauschen (Abb. 5.5b). Die guten Kennwerte 
aus dem synthetischen Versuch mit idealen Daten (Abb. 5.5a) werden nicht erreicht, da das 
natürliche Sensorrauschen, die unvermeidbaren Kalibrierunsicherheiten und die etwas variations-
ärmere Objekttextur beim realen Datensatz zu Ungenauigkeiten führen. Bei gleichen und insbeson-
dere bei kleinen Fenstergrößen liefert eine trinokulare Auswertung kleinere Standardabweichungen 
und höhere Punktabdeckungen als eine binokulare. Die binokularen Ergebnisse mit SG-
Optimierung entsprechen in etwa den trinokularen Ergebnissen ohne SG-Optimierung (biSG ≈ tri). 
Ab Fenstergröße 11 werden die Ähnlichkeitswerte partiell so schwach, dass die konstant 
angesetzten Strafen der SG-Optimierung einen immer größeren Einfluss bekommen und unsichere 
Punktcluster auf eine fehlerhafte Disparität zwingen. Dadurch steigen die Standardabweichungen 
mit SG-Optimierung ab Fenstergröße 11 leicht an. Im Vergleich zum synthetischen Versuch mit 
verrauschter Orientierung (Abb. 5.5c) werden beim realen Versuch wesentlich bessere Kennwerte 
bei gleicher Fenstergröße erreicht. Der Fehlereinfluss durch eine unsichere Orientierung ist in der 
Simulation somit recht pessimistisch abgeschätzt. Gleichwohl können derartige Variationen im 
Bereich der Standardabweichungen nicht als signifikant fehlerhaft detektiert werden.  
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Die Abb. 5.15 zeigt exemplarisch die bi- (a) und trinokulare (b) Auswertung mit Fenstergröße 11. 
In den Punktwolken sind stellenweise größere Variationen sichtbar, wie beispielsweise im oberen 
Bereich der Punktwolke (Pfeile). Diese resultieren aus einer Subpixelinterpolation mit unsicheren 
NCC-Werten. Zur Reduktion von hochfrequenten Variationen im Subpixelbereich wird exem-
plarisch ein Medianfilter mit Fenstergröße 11 auf die trinokular erzeugte Punktwolke angewendet 
(c). Mit dieser wird eine Standardabweichung von 58 µm erreicht.  
bi(11) tri(11) tri(11)+Med(11) [mm] 
s0 = 89 µm (a) s0 = 77 µm (b) s0 = 58 µm (c) 
0.2 
0.1 
0 
−0.1
−0.2
Abb. 5.15: Gegenüberstellung Auswertungen bi-, tri- und trinoular mit Median; Fenstergröße 11 
5.2.2 REALITÄTSNAHE ENDOSKOPIESZENE 
Zur Untersuchung der trinokularen Oberflächenerfassung unter realitätsnahen Bedingungen wird 
eine Endoskopieszene mit einer befeuchteten Schweineniere nachgestellt. Die Niere wird in einem 
Abstand von 68 mm aufgenommen, ist mit einem knapp 2 mm tiefen Einschnitt versehen und wird 
mit einem metallischen Werkzeug deformiert. Abb. 5.16 zeigt den Versuchsaufbau mit Endos-
kopiesystem und Detailausschnitt (a) sowie das erzeugte Bildtripel (a). Die Ringleuchte verursacht 
spiegelnde Reflexionen, die unterschiedlich abgebildet werden. Für den menschlichen Betrachter 
sind die Unterschiede auf dem ersten Blick kaum sichtbar, bei einer computergestützten Bild-
zuordnung führen diese jedoch zu Ungenauigkeiten.  
(a) (b) 
Abb. 5.16: Versuchsaufbau mit Schweinenieren (a) und Bildtripel (b) 
Dreikamera-Endoskop 
mit Ringleuchte 
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Da für diesen Datensatz keine Referenz zur Verfügung steht, ist eine Auswertung nach dem 
bisherigen Konzept nicht möglich. Deshalb erfolgt die Bewertung relativ zueinander und anhand 
von exemplarischen Detailuntersuchungen.  
Zur Bewertung der Vollständigkeit bei verschiedenen Fenstergrößen wird das Bildtripel bi- und 
trinokular mit den Fenstergrößen 7 bis 15 ausgewertet. Die resultierenden Punktwolken werden 
manuell auf einen überlappenden Bereich zugeschnitten und automatisiert von getrennten Punkt-
clustern und Ausreißern bereinigt, sodass die Punktabdeckungen vergleichbar sind. Abb. 5.17 zeigt 
die Draufsichten der kolorierten Punktwolken sowie die Punktabdeckungen.  
Fenstergröße 
7 9 11   13 15 
Punktabdeckung binokular [%] 
32 37 40 41 41 
bi 
tri 
38 41 41 42 42 
Punktabdeckung trinokular [%] 
Abb. 5.17: Draufsichten auf kolorierte Punktwolken aus bi- und trinokularer Auswertung mit 
Fenstergrößen von 7 bis 15 zur Vollständigkeitsuntersuchung 
Wie in den vorherigen Versuchen liefert eine trinokulare Auswertung vollständigere Punktwolken 
bei gleicher Fenstergröße. Je größer die Fenster sind, desto mehr gleichen sich die Punktabdeck-
ungen der bi- und trinokularen Auswertung an. Die hochfrequenten Lücken bei kleinen Fenstern 
resultieren aus der verhältnismäßig groben Textur der Niere, die nicht zugeordnet werden kann. Die 
übrigen Lücken befinden sich hauptsächlich an reflektierenden Stellen, die keine Ähnlichkeiten 
aufweisen. Die Nierentextur bietet ab Fenstergröße 11 ausreichend Informationen für die meisten 
Zuordnungen, weshalb mit größeren Fenstern kaum noch höhere Punktabdeckungen erreicht 
werden. Nur mit einer SG-Optimierung kann die Vollständigkeit noch auf 42% (bi) bzw. 43% (tri) 
gesteigert werden. 
Zur Abschätzung des Rauschens einer Punktwolke wird sie mit einer stark geglätteten und lücken-
losen Oberfläche von sich selbst verglichen. Hier wird die Untersuchung auf die Fenstergröße 11 
beschränkt und der Fokus auf die Auswerteverfahren gelegt. Zur relativen Vergleichbarkeit werden 
für jede der vier Punktwolken dieselben Glättungsparameter angesetzt. Die resultierenden Stan-
dardabweichungen der Distanzen zur Oberfläche implizieren, wie intensiv die Oberfläche 
gegenüber seiner ursprünglichen Punktwolke geglättet ist. Die 3D-Vergleiche sind in Abb. 5.18 
durch farbcodierte Punktwolken in einer Schrägansicht dargestellt. Darüber hinaus wird ein 
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Ergebnis mit einem Medianfilter der Größe 11 aufgeführt. Die dargestellte Punktwolke ist mit 
Echtfarben koloriert und markiert Bereiche, die im Detail beschrieben werden.  
bi(11) tri(11) triSG+Med 
oh
ne
 S
G
 
s0 = 0.175 mm s0 = 0.158 mm 
m
it 
SG
 
s0 = 0.167 mm s0 = 0.148 mm 
0.8 
0.4 
0 
−0.4
−0.8   [mm]
Abb. 5.18: Farbcodierte Punktwolken einer Endoskopieszene mit einer Schweineniere; bi-, tri-
nokulare Auswertung ohne und mit SG-Optimierung; exemplarisch mit Median; 
Fenstergröße 11 
Das metallische Werkzeug weist eine recht hochfrequente Textur auf und kann bei allen 
dargestellten Ergebnissen gut rekonstruiert werden (i). Auf der Nierenoberfläche sind in reflexions-
armen Bereichen (ii) ebenfalls recht gute Zuordnungen möglich, wobei die grobe Textur zu etwas 
glatteren Ergebnissen in der trinokularen Auswertung führt. An der Sohle des Einschnitts (iii) sind 
leicht negative Abweichungen zu erkennen, die durch die Glättung der Vergleichsoberfläche 
resultieren – schmale spitze Bereiche werden abgerundet. An dieser Position sind ohnehin erhöhte 
Abweichungen aufgrund der Glättung durch das Fenster, durch SG-Optimierung sowie durch 
Feuchtigkeitsansammlungen mit Reflexionen zu erwarten. Letzteres führt zu einer natürlichen 
Abrundung der sichtbaren Oberfläche.  
Der komplexeste Bereich ist die großflächige Reflexion neben der Werkzeugspitze (vi). Mit drei 
Bildern wird der Bereich zwar vollständiger rekonstruiert, die unterschiedliche Position der 
Reflexion im dritten Bild führt z.T. jedoch zu größeren Variationen. Bei der bi- und trinokularen 
Auswertung mit SG-Optimierung sind die Variationen leicht abgeflacht, allerdings sind die 
Reflexionskanten derart markant, dass die angesetzten Strafen diese nicht ausreichend herunter-
gewichten können. Dadurch entstehen einzelne Peaks über ein bis zwei Disparitäten. An den 
Stellen, wo die Strafen den Objektpunkt dennoch auf eine realitätsnahe Objektoberfläche zwingen, 
i ii 
iii 
vi 
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fehlt es in der Nachbarschaft an ausreichenden Informationen für eine gute Subpixelinterpolation. 
Dies führt zu einem hochfrequenten Rauschen im Subpixelbereich.  
Wie auch beim synthetischen Datensatz in Kap. 5.1.3 zeigt der hier dargestellte reale Versuch, dass 
Reflexionen besondere Schwierigkeiten bei der Oberflächenerfassung bereiten – insbesondere, 
wenn der Lageversatz nur ein bis zwei Pixel beträgt und eine Subpixelinterpolation erforderlich ist. 
Abgesehen von einzelnen störenden Reflexionen werden bei Betrachtung der gesamten Punktwolke 
sowohl durch ein drittes Bild als auch durch eine SG-Optimierung kleinere Standardabweichungen 
sowie höhere Punktabdeckungen erreicht.  
5.2.3 POLFILTER-SETUP ZUR REFLEXIONSUNTERDRÜCKUNG 
Zur Unterdrückung von Reflexionen wird das Dreikamera-Endoskop mit einem Polfilter-Setup 
(Abb. 3.9b) ausgestattet, das die Kreuzpoltechnik (Kap. 2.5.2) ermöglicht. In Aufnahmen einer 
leicht befeuchteten Schweineniere mit unterschiedlichen Polfilterstellungen wird die Reflexions-
unterdrückung näher untersucht. Abb. 5.19a zeigt ein Übersichtsbild und (b) die Niere mit dem 
untersuchten Bereich 1. Der Bereich 2 wird in Kap. 5.2.4 behandelt.  
(a) (b) 
Abb. 5.19: Schweineniere mit Referenzkugeln; Aufnahmekonfiguration Referenzaufnahme für 
Bereich 2 (a); Niere und markierte Untersuchungsbereiche (b) 
Die jeweils linken Originalbilder der Aufnahmereihe zeigen Abb. 5.20. Bei Parallelstellung der 
Polfilter vor der Lichtquelle und den Objektiven (0°) entstehen großflächige gesättigte und auch 
kleine lokale Reflexionen. Sie verdecken große Teile der natürlichen Nierentextur. Dies entspricht 
einer konventionellen Endoskopie mit starker Beleuchtung und ohne Reflexionsunterdrückung. Je 
weiter die Polrichtungen der beiden Filter zueinander gekreuzt werden, desto schwächer sind die 
spiegelnden Reflexionen. Bei 90° sind sie weitestgehend ausgelöscht.  
Winkel zwischen Polfilter vor Lichtquelle und Objektiv 
0° 22.5° 45° 67.5° 90° 
Abb. 5.20: Aufnahmereihe von einer leicht befeuchteten Schweineniere mit Polfilterstellungen von 
0° bis 90° in 22.5°-Schritten 
2 
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Die Aufnahmen mit den Polfilterstellungen 0°, 45° und 90° werden im Folgenden näher betrachtet. 
Zunächst wird das Bildtripel ohne Reflexionen (90°) mit unterschiedlichen Fenstergrößen durch 
Dreibildzuordnung ausgewertet, um eine geeignete Fenstergröße für weitere Untersuchungen zu 
ermitteln. Da die Textur im Vergleich zum Versuchsobjekt aus Kap 5.2.2 wesentlich homogener 
ist, wird erst mit Fenstergröße 17 ein guter Kompromiss aus Vollständigkeit, Glattheit und visueller 
Korrektheit erreicht. Für die drei Polfilterstellungen werden Punktwolken durch die bi- und tri-
nokularen Verfahren ohne und mit SG-Optimierung mit Fenstergröße 17 erzeugt.  
0° 45° 90° 
Abb. 5.21: Überlappende Bildbereiche der Normalbilder für Polfilterstellungen 0°, 45°, 90° 
Zur besseren Nachvollziehbarkeit größerer Abweichungen werden in Abb. 5.21 die überlappenden 
Ausschnitte der Normalbildtripel dargestellt. Bei den Polrichtungen 0° und 45° ist zu erkennen, 
dass die Reflexionen in den Einzelbildern an leicht unterschiedlichen Positionen auftreten und in 
ihrer Form unterschiedlich sind. Insbesondere zum oberen Bild sind die Unterschiede größer als im 
Stereobildpaar links-rechts. Bei 90° sind keine Reflexionen mehr zu erkennen und die natürliche 
Nierentextur kommt flächendeckend zum Vorschein. Diese liefert ein wesentlich homogeneres und 
gröberes Muster als mit Reflexionen. Zudem sind die Bilder insgesamt dunkler, da nur noch 
diffuses Licht erfasst wird. 
Da die starken Reflexionen mit den bisherigen Parametern zu sehr lückenhaften Punktwolken 
führen, werden die SG-Optimierung und seine Strafen modifiziert und anschließend ein Median-
filter (Fenstergröße 17) zur weiteren Glättung angewendet. Die Lücken an den Reflexionen 
entstehen, da bei vollständig gesättigten Referenz- oder Suchfenstern (Varianz = 0) bei der 
Berechnung des NCC eine Division durch null algorithmisch abgefangen, der NCC-Wert auf null 
(neutral) gesetzt und dieser durch die bisherigen SG-Strafen nicht ausreichend hochgewichtet wird. 
Die Modifikation der Algorithmik beinhaltet eine Erweiterung der SG-Optimierung von zwei auf 
insgesamt acht Strafterme, um die Gewichtung der Ähnlichkeitsmaße über mehrere Disparitäten 
weiträumiger und gleichmäßiger zu verteilen – je höher die Disparitätsdifferenz zum Nachbarn, 
desto größer die Strafe (linear). Im Vergleich zu zwei Straftermen werden dadurch besonders große 
Differenzen (Ausreißer, Reflexionen) deutlich stärker bestraft und Disparitätssprünge von 2 bis 
7 Pixel (entspr. Z von 0.6 bis 2.1 mm) höher gewichtet. Zudem wird ein dynamischer Faktor 
eingeführt, der NCC-Werte < 0.6 mit einer doppelten Strafe versieht. Dies führt zu einer stärkeren 
Unterdrückung von unsicheren Zuordnungen, z.B. bei Reflexionen oder in homogenen Bereichen. 
Die Modifikationen und Parameter sind anhand verschiedener exemplarischer Aufnahmen 
empirisch ermittelt. Die erzeugten Punktwolken sind selbst bei voll gesättigten Reflexionen 
geschlossen und approximieren diese Bereiche recht gut durch Nachbarschaften.  
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Zum Vergleich der Auswertestrategien bei verschiedenen Reflexionsgraden wird aus der Punkt-
wolke des Bildtripels ohne Reflexionen (90°), erstellt durch Dreibildzuordnung mit modifizierter 
SG-Optimierung, eine leicht geglättete Vergleichsoberfläche berechnet. Von allen Punktwolken 
entspricht diese augenscheinlich am besten der realen Nierengeometrie. Durch 3D-Distanzen aller 
Punktwolken zu dieser Vergleichsoberfläche lassen sich die Stabilität der Aufnahmekonfiguration 
anhand der mittleren Abweichung, das Rauschen der Punktwolken anhand der Standardabweichung 
sowie die Vollständigkeit anhand der Punktabdeckung abschätzen. Zur besseren Vergleichbarkeit 
werden die Kennwerte nur aus Objektpunkten im Bereich von ±1 mm um die Vergleichsoberfläche 
berechnet. Offensichtliche Ausreißer werden somit eliminiert. Die Ergebnisse sind in Abb. 5.22 als 
Diagramme und in Abb. 5.23 als farbcodierte Punktwolken zusammengefasst. 
Abb. 5.22: Auswertereihe der polarisierten Aufnahmen der Niere 
bi tri biSG triSG 
0° 
[mm] 
0.8 
0.4 
0 
−0.4
−0.8
45° 
90° 
Abb. 5.23: Farbcodierte Punktwolken verschiedener Polfilterrichtungen und Auswerteverfahren 
und ihre Kennwerte als Diagramm 
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Die Standardabweichungen sind bei 0° und 45° beim binokularen und bei 90° beim trinokularen 
Ergebnis niedriger. Die Unterschiede sind zwar marginal, jedoch lässt sich diese Wendung auch im 
synthetischen Versuch (Kap. 5.1.3) beobachten: Bei voller Reflexionsunterdrückung (90°) liefert 
tri eine rauschärmere Punktwolke als bi – ohne Reflexionsunterdrückung ist dies umgekehrt. 
Anhand der farbcodierten Punktwolken (Abb. 5.23) ist zu erkennen, dass die reflektierenden 
Bereiche ohne SG-Optimierung nicht korrekt zugeordnet wurden. Die Abweichungen an diesen 
Stellen sind am äußeren Ende der Skala und größtenteils außerhalb des Bereichs von ±1 mm, sodass 
die Punkte abgeschnitten werden. Offensichtlich liefert der binokulare Ansatz mit Reflexionen (0°, 
45°) eine dichtere Punktwolke. Dies liegt vermutlich daran, dass die Reflexionen im linken und 
rechten Bild wesentlich ähnlicher sind als im oberen Bild. Bei gekreuzten Polfiltern (90°) sind die 
Punktwolken aus tri vollständiger, da weniger extreme Ausreißer auftreten. Allerdings ist die 
niereneigene Textur sehr homogen, was zu unsicheren Zuordnungen und aufgrund der 
Subpixelinterpolation zu einer hochfrequenten Variation in Z-Richtung führt. 
In einer exemplarischen Auswertung des Tripels mit Reflexionsunterdrückung (90°) und einem 
anschließenden Medianfilter der Fenstergröße 17 ist der Unterschied in der Standardabweichung 
mit bi(17) = 0.229 mm und tri(17) = 0.172 mm etwas größer als ohne Medianfilter. Auch visuell 
erscheint tri etwas rauschärmer (Abb. 5.24a, b).  
90° bi(17)+Med(17) 90° tri(17)+Med(17) 0° biSG(17) mod. 0° triSG(17) mod. 
s0 = 0.229 mm (a) s0 = 0.172 mm (b) s0 = 0.222 mm (c)  s0 = 0.229 mm (d) 
Abb. 5.24: Farbcodierte Punktwolken ausgewählter Ergebnisse in Schrägansicht 
Mit modifizierter SG-Optimierung (SG mod.) sind die gesättigten Reflexionen in den Punktwolken 
weitestgehend geschlossen – die Punktabdeckung ist bei jedem Polfilterwinkel ähnlich. Da an 
diesen Stellen keine real gemessenen Ähnlichkeitswerte vorliegen, werden sie anhand ihrer 
Nachbarschaft interpoliert, was in diesem Beispiel zu einer Ebenenbildung führt (Abb. 5.24c, d, 
schwarze Pfeile). Bei der Bewertung der Standardabweichungen ist zu berücksichtigen, dass die 
Vergleichsoberfläche aus einer leicht geglätteten Oberfläche aus triSG 90° resultiert, weshalb die 
Standardabweichung und mittlere Abweichung bei nahezu null liegen (Abb. 5.22). Die 
verhältnismäßig kleine mittlere Abweichung bei triSG 0° resultiert wahrscheinlich aus der 
Approximation der gesättigten Bereiche (Ebenen), die in diesem Beispiel überwiegend näher an der 
Referenzoberfläche liegen als die tatsächlich zugeordneten Bereiche bei triSG 45°. Bezüglich der 
Polarisationswinkel deutet das Diagramm der Standardabweichungen darauf hin, dass mit 
Reflexionen größere Streuungen entstehen. Dies ist nur mit SG-Optimierung zu beobachten, da die 
interpolierten Bereiche der Reflexionen die Häufigkeit größerer Abweichungen erhöhen, 
wohingegen ohne SG-Optimierung diese Bereiche als Ausreißer eliminiert werden. Somit sind die 
Diagramme im engen Zusammenhang mit der Punktabdeckung zu interpretieren. 
Ebenen durch gesättigte Reflexionen 
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Da zur Veränderung der Polfilterstellung manuell der Polfilter vor den Objektiven gedreht werden 
muss, wird die Stabilität der Aufnahmekonfiguration zwischen Versuchsobjekt und Kamerasystem 
untersucht. Ein erstes Indiz einer stabilen Konfiguration sind die nicht signifikanten mittleren 
Abweichungen (Abb. 5.22) für alle Polfilterstellungen. Zur weiteren Kontrolle wird im Anschluss 
eine Aufnahme mit der Polfilterstellung 270° gemacht, was dieselbe Reflexionsunterdrückung wie 
eine 90°-Stellung bewirkt. Ein 3D-Vergleich der resultierenden Punktwolke aus Dreibildzuordnung 
mit SG-Optimierung (letzte Aufnahme) zu der Vergleichsoberfläche (erste Aufnahme) ergibt eine 
mittlere Abweichung von −8 µm und eine Standardabweichung von 0.117 mm. Die geringe mittlere 
Abweichung bestätigt die Stabilität und die Standardabweichung liefert eine Größenordnung für 
die Wiederholgenauigkeit in diesem Versuch.  
5.2.4 SCHWEINENIERE MIT REFERENZ 
Von einem anderen Bereich der Niere (Abb. 5.19a, Markierung 2) wird eine Referenzmessung 
durch ein Lichtschnittsensor erzeugt (KEYENCE LJ-V7080, Wiederholgenauigkeit lt. Hersteller 
0.5 µm in der Tiefe und 10 µm entlang der Laserlinie). Zur Gegenüberstellung der Auswerte-
verfahren und zur Genauigkeitsanalyse des Messsystems werden die resultierenden Punktwolken 
gegen diese Referenzmessung verglichen. Um während des Versuch mögliche Deformationen der 
Niere zu minimieren, werden die Referenz- und Versuchsaufnahme unmittelbar nacheinander 
durchgeführt und das Objekt nicht bewegt (Abb. 5.19b). Die Aufnahme mit dem Dreikamera-
Endoskop erfolgt mit gekreuzten Polfiltern, um spiegelnde Reflexionen zu unterdrücken und die 
Bildzuordnung zu verbessern. Der Aufnahmeabstand beträgt 75 bis 80 mm, was zu einer 
Objektauflösung von etwa 50×50 µm2 führt. Die Referenzpunktwolke besitzt eine X-Y-Auflösung 
von 50×100 µm2 und wird zur Kompensation der Auflösungsunterschiede sowie für einen 
genaueren 3D-Vergleich vermascht. Die Endoskopieaufnahme stellt, abgesehen von den weißen 
Registrierkugeln, eine realitätsnahe Szene mit einem etwa 5 mm tiefen Einschnitt in eine Niere 
nach. Das Bildtripel (a) sowie die Referenzpunktwolke (b) werden in Abb. 5.25 dargestellt.  
(a) (b) 
Abb. 5.25: Bildtripel des Dreikamera-Endoskops mit gekreuzten Polfiltern (a) und Referenz-
punktwolke aus Lichtschnittsensor (b); für die Registrierung verwendete Passpunkte 
sind rot markiert 
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Zur Registrierung der Referenz- und Versuchsmessung wird die Niere im Bereich des Einschnitts 
mit weißen Kugeln (Ø = 2.25 mm) bestückt, deren Zentren als Passpunkte dienen. Somit kann 
unabhängig von der Oberfläche ein absoluter 3D-Vergleich durchgeführt werden. Für die 
Referenzpunktwolke werden die Kugelzentren durch die Zentren von bestpassenden Kugeln an 
manuell selektierten Punkten festgelegt. Im Falle des Dreikamera-Endoskops werden die 
abgebildeten Ellipsenzentren mithilfe eines Sternoperators (Luhmann 2018, S. 474) subpixelgenau 
bestimmt und vorwärts eingeschnitten. Da einige Vorwärtsschnitte verhältnismäßig hohe Standard-
abweichungen aufweisen, werden nur die in Abb. 5.25 markierten Ellipsen (a) für einen Vorwärts-
schnitt bzw. die markierten Objektpunkte (b) für einen Kugel-fit verwendet. Die Standard-
abweichungen der Vorwärtsschnitte betragen im Mittel 3 µm in der Lage und 30 µm in der Tiefe, 
was hier etwa 1/17 bzw. 1/2 eines Pixels entspricht. Bei der Registrierung werden die Distanzen 
zwischen den sechs korrespondierenden Passpunkten beider Datensätze auf Grundlage einer 3D-
Ähnlichkeitstransformation (Translation, Rotation, kein Maßstab) minimiert. Die minimierten 
Distanzen weisen einen RMS von 37 µm auf, was fast dem Genauigkeitsniveau des Vorwärts-
schnittes entspricht.  
Aus dem endoskopischen Bildtripel werden Punktwolken mit der bi- und trinokularen Variante mit 
und ohne SG-Optimierung mit verschiedenen Fenstergrößen erzeugt und mit denselben Transfor-
mationsparametern mit der vermaschten Referenz registriert. Für die SG-Optimierung wird 
aufgrund der homogenen und im Verhältnis zur Objektauflösung groben Textur wieder die 
modifizierte Variante mit acht Strafen und dynamischem Faktor angewendet (Kap. 5.2.3). Mit 
diesen Einstellungen können die besten Ergebnisse erzielt werden. Da die weißen Registrierkugeln 
keine ausreichende Textur für eine subpixelgenaue Bildzuordnung liefern, werden sie für den 
Vergleich aus den Punktwolken entfernt. Außerdem ist nur die organische Oberfläche von Interesse 
und nicht Artefakte, die der Versuchsdurchführung dienen. Für eine bessere Vergleichbarkeit 
werden alle Punktwolken auf einen identischen Bereich von ±1 mm um die Referenz zugeschnitten. 
Die resultierenden Kennwerte werden in Abb. 5.26 zusammengefasst. Anhand der Diagramme ist 
wieder der Trend zu erkennen, dass eine Dreibildauswertung bei gleicher Fenstergröße rausch-
ärmere und vollständigere Ergebnisse als eine Stereoauswertung liefert. Eine SG-Optimierung 
bringt in beiden Fällen bessere Kennwerte, wobei die relative Verbesserung in der Punktabdeckung 
bei der Stereoauswertung größer ausfällt. 
Abb. 5.26: Auswertereihen der Schweineniere 
Insgesamt betrachtet ist die Standardabweichung etwas höher als bei den vorherigen Versuchen, 
was mit dem größeren Aufnahmeabstand und der homogenen Textur zusammenhängt. Die 
Größenordnung ist vergleichbar mit dem synthetischen Versuch der Niere mit Reflexionen und 
verrauschten Eingangsparametern (Abb. 5.9c). Die mittleren Abweichungen sind bei sehr kleinen 
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Fenstern nahezu null, da die Punktwolken kaum korrekte Zuordnungen aufweisen und die Objekt-
punkte zufällig um das Referenzobjekt verteilt sind. Die Punktabdeckung ist entsprechend gering. 
Mit größeren Fenstern können einige Bereiche des Objektes rekonstruiert werden, die im Mittel 
systematisch von der Referenz abweichen. Die mittleren Abweichungen sind zwar größer als der 
RMS der Passpunktregistrierung, jedoch um mind. Faktor 3 kleiner als die Standardabweichungen. 
Ein signifikanter Positionsfehler ist also nicht bestimmbar. Die Punktabdeckung zeigt deutliche 
Unterschiede zwischen der bi- und trinokularen Auswertung, wobei die SG-Optimierung zu 
vergleichbaren Vollständigkeitsgraden führen. Ab Fenstergröße 11 ist mit SG-Optimierung eine 
nahezu maximale Vollständigkeit für das Auswerteverfahren und den Datensatz erreicht. 
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Abb. 5.27: Gegenüberstellung der Auswertungen der Schweineniere 
In Abb. 5.27 werden die 3D-Vergleiche als farbcodierte Punktwolken für die Auswertungen mit 
Fenstergröße 11 dargestellt. Zudem werden die zugeschnittene Referenzoberfläche inkl. Pass-
punkte (rot) und ein Ergebnis mit Medianfilter gezeigt. Anhand der farbcodierten Punktwolken ist 
ein geringeres Rauschen und eine höhere Punktdichte bei tri sichtbar. Das deutlich sichtbare 
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Punktrauschen liegt hauptsächlich im Subpixelbereich. Entlang des Kratereinschnittes fällt auf, 
dass die Einkerbung bei bi stärker abgerundet ist, wohingegen bei tri eine schärfere Kante rekon-
struiert wird und die Abweichungen geringer sind. Bei biSG wird dieser schmale und spitze Streifen 
noch stärker durch die Glättung der SG-Optimierung abgerundet. Neben dem geringeren Infor-
mationsgehalt im Stereofall kommt hinzu, dass der Streifen entlang der Epipolarlinie abgebildet 
wird und somit im linken und rechten Bild sehr ähnlich erscheint. Durch ein drittes Bild und schräg 
verlaufenden Epipolarlinien wird die Unsicherheit der Bildzuordnung deutlich verringert. 
Exemplarisch wird auf triSG(17) ein Medianfilter der Größe 17 angewendet und die resultierende 
Punktwolke mit der Referenz über die Kugeln registriert. Hierbei wird eine Standardabweichung 
von 0.198 mm und eine mittlere Abweichung von −0.165 mm erreicht. Nach einem Best-fit mit der 
Referenzoberfläche beträgt die Standardabweichung 0.197 mm und die mittlere Abweichung geht 
erwartungsgemäß gegen null. Der konstante Lageversatz, der durch die Passpunktregistrierung 
entsteht, ist zwar nicht signifikant, allerdings ist anzumerken, dass die Erzeugung der Passpunkte 
im Referenz- und Versuchsdatensatz unterschiedlich geschieht und hier möglicherweise 
verfahrensbedingte Abweichungen (z.B. Exzentrizitätsfehler aufgrund großer Ellipsen (Luhmann 
2018, S. 259) oder einseitige Annäherung einer Kugel an eine halbrunde Punktwolke) möglich sind. 
Mit diesem Versuch lässt sich zeigen, dass mit den vorgestellten Auswerteverfahren ein Drei-
kamera-Endoskop gegenüber einer ähnlich spezifizierten Stereoanordnung rauschärmere und 
vollständigere Ergebnisse liefert. Zudem wird dargestellt, dass auch mit den zusätzlichen 
Komponenten für die Reflexionsunterdrückung durch gekreuzte Polfilter eine Messgenauigkeit 
weit unter der 1-mm-Grenze erreichbar ist – vorausgesetzt grobe Fehler werden automatisiert 
eliminiert. Anhand der Erkenntnisse des Versuchs aus Kap. 5.2.3 kann sogar davon ausgegangen 
werden, dass eine derart gute Oberflächenrekonstruktion ohne Polfilter nicht möglich wäre, da die 
Reflexionen zu viele Störungen verursachen würden.  
5.2.5 ZWISCHENFAZIT VERSUCHE MIT DEM DREIKAMERA-ENDOSKOP 
Mit dem Dreikamera-Endoskop werden realitätsnahe Szenen nachgestellt und Erkenntnisse aus den 
synthetischen Versuchen bestätigt.  
Anhand der Skulptur (Kap. 5.2.1) wird gezeigt, dass die grundlegenden Unterschiede und Trends 
der Auswerteverfahren und Fenstergrößen auch bei realen Messdaten zutreffen (z.B. tri besser als 
bi, SG-Optimierung verbessert insgesamt). Die hohen Ähnlichkeiten zwischen dem realen Versuch 
und dem synthetischen Analogon mit Bildrauschen spricht für eine hohe Plausibilität des synthe-
tischen und für eine gute Qualität des realen Versuchs.  
Exemplarische Auswertungen einer realen Endoskopieszene (Kap. 5.2.2) zeigen ähnliche Standard-
abweichungen wie bei den vorherigen Versuchen. Jedoch sind die Unterschiede relativ gering, was 
möglicherweise auf das Auswertekonzept ohne Referenz zurückzuführen ist. Weiterhin werden in 
den resultierenden Punktwolken die Bereiche eines metallischen Werkzeuges, eines geometrisch 
spitzen Einschnittes sowie mit Reflexionen näher betrachtet. Homogene befeuchtete Bereiche und 
vor allem spiegelnde Reflexionen verursachen die größten Schwierigkeiten.  
Experimente mit der Kreuzpoltechnik (Kap. 5.2.3) ermöglichen nahezu reflexionsfreie Aufnahmen. 
Da die niereneigene Textur eher schwach ist und die Polfilter vor der Lichtquelle und dem 
Bildsensor Licht absorbieren, sind die Aufnahmen homogener und dunkler als diejenigen ohne 
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Polfilter. Trotz homogener und dunkler Textur liefern die Aufnahmen mit gekreuzten Polfiltern die 
vollständigeren und rauschärmeren Ergebnisse. Mit einer modifizierten SG-Optimierung können in 
Aufnahmen ohne Polfilter vollständig gesättigte Bereiche durch Reflexionen plausibel durch 
Nachbarschaften interpoliert werden. Da in diesen Bereichen jedoch Informationen für eine 
Subpixelinterpolation fehlen, ist die interpolierte Zuordnung nur pixelgenau, was zu einer 
Ebenenbildung führt.  
Beim letzten Versuch (Kap. 5.2.4) werden alle behandelten Herausforderungen (homogene Textur, 
Feuchtigkeit, Reflexionen, Endoskopieszene mit Niereneinschnitt) und Lösungskonzepte (Drei-
bildauswertung, SG-Optimierung, Kreuzpoltechnik) zusammengeführt und mit einer übergeordnet 
genauen Referenz geprüft. Mit drei Bildern werden vollständigere und rauschärmere Ergebnisse 
erzielt und eine SG-Optimierung führt insgesamt zu einer Verbesserung der Kennwerte. Selbst mit 
dem Polfilter-Setup, das eine zusätzliche optische Komponente mit entsprechenden Fehler-
einflüssen in der Kalibrierung darstellt, werden Genauigkeiten weit unter 1 mm erreicht. Gerade 
bei den homogenen Aufnahmen mit der Kreuzpoltechnik erweist sich die Dreibildauswertung als 
vorteilhaft. Der größte Mehrwert ist der Punktabdeckung zuzuschreiben, da das dritte Bild 
vornehmlich eine robustere Zuordnung ermöglicht und Ausreißer reduziert.  
5.3 ORTHOPÄDIE-VERSUCH UND CT-REGISTRIERUNG 
Da orthopädische Anwendungen ähnliche Herausforderungen hinsichtlich der Bildverarbeitung 
(homogene Oberfläche und Reflexionen) wie in der Endoskopie mit sich bringen, aber eine bessere 
Zugänglichkeit bieten, geringere Größenanforderungen an das Instrumentarium haben, nicht 
minimalinvasiv sind und meist partiell stabile Objektbereiche haben (Knochen/Knorpel), wird ein 
realitätsnaher Orthopädie-Versuch durchgeführt.  
Als typische Anwendung wird eine computerassistierte Verpflanzung einer Knieprothese 
nachgestellt. Im Kooperation mit der Aesculap AG (Tuttlingen) und der AXIOS 3D-Services 
GmbH (Oldenburg) wird ein Versuch an einer menschlichen Leiche durchgeführt, um verschiedene 
neuartige Medizinprodukte realitätsnah zu testen. Zur Untersuchung eines Dreikamerasystems, das 
aus den Forschungsergebnissen dieser Arbeit resultiert, wird das Kniegelenk medizinisch präpariert 
und messtechnisch erfasst. Der Versuch wird durch Prof. Dr. med. Lazovic (Pius Hospital 
Oldenburg) medizinisch begleitet und die Messdaten durch die Kooperationspartner erhoben.  
Das eingesetzte Dreikamerasystem ist ein handgehaltener Prototyp mit einer Kameraanordnung im 
gleichseitigen Dreieck und Seitenlängen von etwa 60 mm. Aus entwicklungsspezifischen Gründen 
besitzt der Prototyp einen 1628×1236 Pixel großen Bildsensor mit einer Pixelgröße von 4.4 µm 
sowie ein 8-mm-Objektv mit einem Bandpassfilter für den Nah-Infraroten Bereich (NIR, 810 nm). 
Der Prototyp dient zur Untersuchung einer dritten Kamera für orthopädische Anwendungen und ist 
die Erweiterung einer CamBar B1 (AXIOS 2019) der Firma AXIOS 3D-Services GmbH.  
Neben der intraoperativen Aufnahme von der Gelenkfläche des präparierten Knies wird präoperativ 
ein CT-Scan des Versuchsobjektes durchgeführt. Eines der intraoperativ erfassten Bildtripel (Abb. 
5.28a) wird mit den verschiedenen Ansätzen (bi, tri, biSG, triSG) ausgewertet und die resultierenden 
Punktwolken mit einem aus den CT-Daten rekonstruierten 3D-Modell (Abb. 5.28b) registriert.  
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Abb. 5.28 stellt zudem das zu untersuchende Tibiaplateau (Gelenkfläche auf dem Schienbeinkopf) 
durch eine blaue Kennzeichnung bzw. Einfärbung dar. Die Kondylen (gelbe Pfeile, Gelenkrollen 
des Oberschenkels) und chirurgischen Werkzeuge oder Weichgewebe (rote Pfeile) werden nicht 
betrachtet und segmentiert. Abb. 5.28b oben zeigt neben dem Knochen (blau) das innere, äußere 
Kreuzband (grün), den Knorpel, Meniskus und Weichgewebe (rot). 
(a) intraoperativ (b) präoperativ
Abb. 5.28: Bildtripel der präparierten Gelenkfläche des menschlichen Knies (a) und rekonstruiertes 
3D-Modell aus CT-Scan (b) 
Die inneren und relativen Orientierungsparameter des orthopädischen Dreikamerasystems werden 
wie beim endoskopischen System über eine photogrammetrische Testfeldkalibrierung bestimmt 
(vgl. Kap. 2.2.3 und 3.4.2). Da in dieser Arbeit die Endoskopie im Fokus steht und der Orthopädie-
Versuch lediglich eine alternative Anwendung darstellt, wird die Kalibrierung nicht weiter vertieft. 
Der Computertomograph (Siemens SOMATOM Force) liefert 512×512 Pixel große Schichtbilder, 
die einen Raum mit etwa 0.8×0.8×0.8 mm3 großen Voxeln mit HU-Werten (Kap. 2.4.1) 
aufspannen. Zur Rekonstruktion eines 3D-Modells werden die Schichtbilder zunächst mit Schwell-
werten für typische HU-Werte für Knochen segmentiert und anschließend manuell nachbearbeitet. 
Die Segmentierung und Erzeugung eines geschlossenen und vermaschten 3D-Modells geschieht 
mit der kommerziellen Software Mimics (Materialise 2018). 
Für die Registrierung des präoperativen 3D-Modells mit den intraoperativen Punktwolken wird die 
Knorpel- bzw. Knochenoberfläche als weitestgehend stabil und formtreu angenommen, weshalb 
diese Bereiche mittels ICP bestmöglich angepasst werden. Weiterhin werden die Punktwolken auf 
geometrisch stabile und im CT-Modell auffindbare Bereiche zugeschnitten – OP-Werkzeuge, 
weiches Gewebe und Sehnen werden also entfernt. Die registrierten Punktwolken der vier 
Verfahren werden in Abb. 5.29 mit farbcodierten Punktabweichungen zum CT-Modell dargestellt. 
Bei der Auswertung wird eine Fenstergröße von 17 verwendet und im Falle einer SG-Optimierung 
die in Kap. 5.2.3 beschriebenen Modifikationen. Zur Datenreduktion wird außerdem nur jedes 
zweite Pixel ausgewertet, was bei einem mittleren Aufnahmeabstand von 180 mm zu einer GSD 
von 0.2 mm führt. Die nachfolgend aufgeführten Kennwerte gelten für einen Bereich von ±4 mm 
um das CT-Modell. Da die mittleren Abweichungen wegen der Registrierung nahezu null sind, 
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werden diese nicht aufgeführt. Aufgrund der manuellen Beschneidung des Tibiaplateaus wird 
anstelle der prozentualen Punktabdeckung die Anzahl der Objektpunkte angegeben. 
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Abb. 5.29: Farbcodierte Punktwolken der Gelenkfläche ausgewertet mit Fenstergröße 17 
Auch bei diesem orthopädischen Versuch wird deutlich, dass sowohl eine Dreibildauswertung als 
auch eine SG-Optimierung vollständigere und rauschärmere Punktwolken liefern. Da die Gelenk-
fläche in großen Teilen homogen ist (Abb. 5.28a), liegen die meisten Ähnlichkeitswerte (NCC) im 
Bereich von 0.3 bis 0.7 – die Zuordnungen sind also recht unzuverlässig. Zudem führen die vielen 
spiegelnden Reflexionen einerseits zu Ausreißern, die Lücken verursachen, und andererseits zu 
einem hochfrequenten Punktrauschen innerhalb des Bereichs von ±4 mm. Durch eine SG-
Optimierung können Regionen mit niedrigen Ähnlichkeitswerten ausgebessert und verdichtet 
werden. Reflexionen mit hohen Ähnlichkeitswerten können hierbei jedoch partielle Fehlzuord-
nungen verursachen, deren Fehler durch den semi-globalen Ansatz in die schwächer zugeordnete 
Nachbarschaft übertragen werden. Der Unterschied zwischen einer bi- und trinokularen 
Auswertung wirkt sich verhältnismäßig gering auf die Standardabweichung aus. Bei der Punkt-
anzahl ist ohne SG-Optimierung eine Steigerung um 22% durch eine dritte Kamera zu verzeichnen. 
Grundsätzlich ist darauf hinzuweisen, dass eine tatsächliche Formtreue zwischen den Datensätzen 
nicht gewährleistet – eher sogar unwahrscheinlich – ist, da die Modalitäten mit unterschiedlichen 
Wellenlängen (Röntgen bzw. Nah-Infrarot) arbeiten und die Messungen in unterschiedlichen 
Objektzuständen (gestrecktes Bein, nicht operativ geöffnet bzw. angewinkeltes Bein, operativ 
geöffnet und Gelenk ausgehebelt) durchgeführt werden. Größere Differenzen im 3D-Vergleich 
(Abb. 5.29) können aus Messabweichungen zwischen den Modalitäten oder aus geometrischen 
Unterschieden des Objektes resultieren. Auch die Segmentierqualität in den CT-Daten spielt eine 
große Rolle. Vermutlich stammt die flächenhafte, positive Abweichung (Abb. 5.29 schwarz 
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markiert) aus einer ungenauen Segmentierung der sichtbaren Oberfläche, da hier ein Übergangs-
bereich mehrerer Gewebearten liegt (vgl. Abb. 5.28b oben). Derartige Formabweichungen 
zwischen den Datensätzen sollten für eine genauere Registrierung gefiltert, gewichtet oder 
anderweitig behandelt werden (z.B. Registrierung mit finiten Verformungen, Kap. 2.4.1).  
Exemplarische Auswertungen mit einem objektbasierten semi-global Matching (OSGM, Bethmann 
und Luhmann 2017) mit drei Bildern und dem stereoskopischen semi-global Block Matching von 
OpenCV zeigen vergleichbare Ergebnisse wie die hier aufgeführten Zwei- bzw. Dreibild-
auswertungen mit modifizierter SG-Optimierung. Insgesamt zuverlässigere Ergebnisse lassen sich 
wahrscheinlich mit Bildern im sichtbaren Bereich erzielen, da diese mehr Texturinformationen als 
die Nah-Infraroten enthalten. Entsprechende Versuche an einem künstlichen Kniegelenkmodell 
zeigen vielversprechende Ergebnisse (Forschungsprojekt OrthoScan, IAPG 2019).  
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6 BEWERTUNG UND DISKUSSION 
Im Folgenden werden die Versuchsergebnisse diskutiert und der Mehrwert einer dritten Kamera, 
einer SG-Optimierung sowie einer Reflexionsunterdrückung durch gekreuzte Polfilter bewertet. 
Die Erkenntnisse werden mit den eingangs aufgestellten Hypothesen abgeglichen und Schluss-
folgerungen für photogrammetrische Anwendungen in der Endoskopie gezogen.  
6.1 DREI BILDER OHNE SG-OPTIMIERUNG (HYPOTHESE H1) 
In den einzelnen Analysen zeigt sich, dass mit einem dritten Bild eine höhere Vollständigkeit, 
Genauigkeit und Präzision erreicht wird, wenn dieselbe Fenstergröße verwendet wird. Dies fällt 
insbesondere in homogenen Bereichen auf. Der Mehrwert in der Vollständigkeit wird dabei höher 
bewertet als in der Genauigkeit und Präzision, da ein drittes Bild vor allem die Zuverlässigkeit der 
Zuordnung durch weitere Beobachtungen stärkt, was in der medizinischen Praxis eine entschei-
dende Rolle spielt.  
Anhand einer Fehlerfortpflanzung (Kap. 3.2.3) wird hergeleitet, dass ein drittes Bild die Standard-
abweichung in Aufnahmerichtung verringert. In den Versuchen zeigt sich entsprechend, dass die 
Punktwolken aus einer Dreibildauswertung etwas rauschärmer sind. Die vorherige Genauigkeits-
abschätzung deckt sich mit den synthetischen und realen Versuchen, wenn eine Bildmess-
genauigkeit von ½ Pixel angesetzt wird.  
Trotz Subpixelinterpolation in drei Bildern ist die Objektpunktberechnung in Aufnahmerichtung 
weiterhin sehr sensibel. Dies ist auf die endoskopische Kamerakonfiguration mit dem ungünstigen 
Höhen-Basis-Verhältnis zurückzuführen, die den primär limitierenden Faktor für die Objektpunk-
genauigkeit darstellt. Ein Bildzuordnungsfehler von einem Pixel verursacht bereits einen Tiefen-
fehler von etwa 0.3 mm bei 60 mm Aufnahmeabstand. Bei Objekten mit einer Tiefenausdehnung 
von nur ein bis zwei Zentimetern ist eine gute Subpixelinterpolation von besonderer Wichtigkeit 
(Abb. 4.13). Das Objektpunktrauschen in den Versuchen liegt überwiegend im Subpixelbereich, 
wirkt sich am stärksten in homogenen Bereichen aus und nimmt erwartungsgemäß mit größerem 
Aufnahmeabstand zu (Abb. 5.15, Abb. 5.27).  
Bei verrauschten Parametern liefert eine Dreibildkonfiguration wesentlich robustere Ergebnisse 
(Kap. 5.1.2, 5.1.3) – ein prinzipieller Vorteil bei realen Systemen, da diese zwangsläufig, physika-
lisch bedingt, ein Bildrauschen und Orientierungsungenauigkeiten aufweisen. Die Hypothese H1, 
dass ein drittes Bild zu robusteren Ergebnissen führt, kann also uneingeschränkt bestätigt werden. 
6.2 FENSTERGRÖßE UND BILDANZAHL (HYPOTHESE H2) 
Bei den synthetischen Versuchen mit Rauschen sowie in den realen Versuchen fällt auf, dass bei 
gleicher Objekttextur die Fenstergröße mit drei Bildern kleiner gewählt werden kann als mit zwei 
Bildern, wenn eine vergleichbare Standardabweichung oder Vollständigkeit erreicht werden soll. 
Für zwei und drei Bilder bestätigt sich also die Hypothese H2. Es wird angenommen, dass die 
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Hypothese gemäß Abb. 1.6 skalierbar ist und bis zu einem gewissen Grad auch für mehr als drei 
Bilder und noch kleinere Fenster gilt.  
Die Vorteile von kleineren Fenstern werden in Tab. 2 zusammengefasst – im Wesentlichen steigt 
die geometrische Anpassungsfähigkeit an das Objekt, allerdings sinkt die Zuverlässigkeit der 
Zuordnung. Durch eine höhere Bildanzahl wird die Zuverlässigkeit gesteigert, und es können 
weiterhin kleine Fenster eingesetzt werden.  
In den Versuchen fällt auf, dass die Kennwerte meist ab einer bestimmten Fenstergröße stagnieren, 
da für das entsprechende Verfahren die bestmögliche Lösung erreicht ist. Folgerichtig erreichen die 
Dreibildverfahren ihr Optimum bei kleineren Fenstern. Bezüglich der Rechenzeit sind keine 
belastbaren Vergleiche möglich, da für die bi- und trinokulare Auswertung dieselbe Algorithmik 
genutzt wird, im Stereofall aber lediglich die Ähnlichkeitswerte zwischen dem linken und rechten 
Bild verwendet werden. Die theoretischen Überlegungen aus Kap. 1.3 bzgl. Rechenkomplexität 
sind zukünftig noch zu evaluieren. 
6.3 DREI BILDER MIT SG-OPTIMIERUNG (HYPOTHESE H3) 
Bei einer SG-Optimierung werden die Strafen auf die Ähnlichkeitswerte der ganzzahligen Dispari-
täten angebracht. Um eine unverfälschte Subpixelinterpolation zu erhalten, wird diese mit den 
ungewichteten (ursprünglich im Bild berechneten) Ähnlichkeitswerten durchgeführt. Deshalb kann 
trotz SG-Optimierung ein hochfrequentes Punktrauschen innerhalb eines Disparitätsschrittes 
auftreten. Bei einer Subpixelinterpolation mit den gewichteten Werten dagegen würden die 
Subpixelpositionen zu der schwächer bestraften, ganzzahligen Disparität driften und in der Punkt-
wolke einen leichten Stufeneffekt hervorrufen.  
In Bereichen, in denen keine Ähnlichkeitswerte bestimmbar sind, die Disparitäten jedoch durch die 
SG-Optimierung geschätzt werden, ist eine Subpixelinterpolation nicht möglich, was zu einer 
partiellen Ebenenbildung in der Punktwolke führt (z.B. Abb. 5.24, gesättigte Reflexionen und SG-
Optimierung induzieren Ebenen). Hierdurch kann ein lokal systematischer Fehler von maximal 
einer Disparität (Z ≈ 0.3 mm) entstehen.  
Die Verbesserung in der Vollständigkeit ist auch mit SG-Optimierung höher zu bewerten als die 
Verbesserung in der Genauigkeit und Präzision. Aufgrund der schwächeren Bildzuordnung im 
Stereofall wirkt sich eine SG-Optimierung deutlich stärker aus als bei der Dreibildauswertung. 
Letzteres liefert per se bereits vollständigere Ergebnisse und bietet weniger Verbesserungs-
potenzial. Die Versuchsreihen zeigen, dass eine SG-Optimierung nicht vollständig durch ein drittes 
Bild ersetzt werden kann und umgekehrt – die beiden Konzepte ergänzen sich vielmehr. Die 
Hypothese H3 hält also nicht allen Versuchen stand.  
6.4 REFLEXIONEN 
Üblicherweise treten in der Endoskopie spiegelnde Reflexionen der Lichtquelle auf, die bei 
gewölbten Oberflächen, je nach Aufnahmekonfiguration, an unterschiedliche Positionen in die 
Bilder projiziert werden. Werden anstelle der tatsächlichen Objekttextur die Reflexionen zugeord-
net, entstehen je nach Lageversatz Tiefenfehler. Handelt es sich um sehr kleine (< Fenstergröße), 
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lokale Reflexionen an einer rauen Oberfläche, die in allen Bildern sehr ähnlich erscheinen und deren 
Lageversatz marginal ist, tragen sie eher positiv zu einer Zuordnung bei. Der blau markierte 
Ausschnitt in Abb. 5.11a zeigt derartige Reflexionen, die resultierenden Punktwolken haben 
entsprechend geringe Abweichungen zur Referenz.  
Größere ungesättigte Reflexionen (> Fenstergröße) können unterschiedliche Helligkeitsverläufe in 
korrekt zugeordneten Fenstern verursachen, was das Ähnlichkeitsmaß abschwächt und die Zuver-
lässigkeit der Zuordnung reduziert. Im Zusammenhang mit der Subpixelinterpolation entstehen 
somit ungenauere Objektpunkte. Ein drittes Bild liefert zwar einen weiteren Helligkeitsverlauf und 
bei der Aggregationsfunktion Min(NCC1, NCC2, NCC3) insgesamt niedrigere Ähnlichkeitswerte, 
die zusätzliche Bildinformation mit der verbleibenden Objekttextur trägt aber positiv zur Zuord-
nung bei und verbessert das Ergebnis. Dies wird anhand des Versuchs mit der synthetischen Ebene 
gezeigt (Kap. 5.1.1).  
Größere und sehr helle Reflexionen sind am schwierigsten zu behandeln, da diese einen großen Teil 
oder die gesamten Texturinformationen im Fenster überdecken. Besonders kritisch sind scharf-
kantige Ränder, da diese hohe Ähnlichkeitswerte liefern. Sowohl im bi- als auch im trinokularen 
Fall führen die scheinbar sehr zuverlässigen Zuordnungen aufgrund ihres Lageversatzes zu 
systematisch fehlerhaften Tiefenmessungen. Die Abweichungen gehen dabei tendenziell in 
Richtung der konkav gekrümmten Seite der Oberfläche (innenliegend vom lokalen Krümmungs-
kreis, siehe Abb. 5.12 unten). Im Versuch mit der synthetischen Niere (Kap. 5.1.3) entstehen mit 
drei Bildern sogar etwas größere Abweichungen an Reflexionskanten als mit zwei Bildern. Dies 
liegt an einer zusätzlichen Fehlzuordnung, die im Zusammenhang mit der Subpixelinterpolation 
und dem Vorwärtsschnitt zu ungenaueren Objektpunkten führt.  
Kategorie Erkenntnis 
Reflexion 
< Fenster 
 Reflexionen tragen positiv zur Bildzuordnung bei, wenn der Lageversatz
vernachlässigbar klein ist
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Reflexionen 
im Fenster 
ungesättigt 
 Helligkeitsverlauf zwischen Referenz- und Suchfenstern unterschiedlich
 Niedrigere Ähnlichkeitswerte als ohne Reflexion
 Drittes Bild führt mit Aggregationsfunktion Min zu insgesamt noch
niedrigeren Ähnlichkeitswerten, verbessert jedoch die Rekonstruktion
durch Subpixelinterpolation und Vorwärtsschnitt in drei Bildern
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 Besonders kritisch
 Fehlzuordnung kaum vermeidbar
 Drittes Bild erhöht Objektpunktabweichung durch zusätzliche
Fehlzuordnung
 SG-Optimierung kann Fehlzuordnungen nicht eliminieren, da
Ähnlichkeitswerte zu hoch
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 SG-Optimierung interpoliert Oberfläche durch weiter entfernte
Nachbarschaft (außerhalb der Reflexion)
 Keine Subpixelinterpolation möglich aufgrund fehlender lokaler
Nachbarschaft (innerhalb der Reflexion)
Tab. 16: Kategorisierung und Erkenntnisse über Reflexionen 
Sowohl im bi- als auch im trinokularen Fall können die Fehlzuordnungen nicht durch eine SG-
Optimierung eliminiert werden, da die sehr hohen Ähnlichkeitswerte an den Reflexionskanten nicht 
ausreichend bestraft werden können, ohne korrekte Zuordnungen mit niedrigeren Werten zu 
verfälschen. Innerhalb vollständig gesättigter Reflexionen führt eine SG-Optimierung zwar zu einer 
6.5 Reflexionsunterdrückung durch Polfilter 
145 
recht plausiblen Interpolation der Oberfläche, allerdings kann aufgrund fehlender lokaler Nachbar-
schaften keine Subpixelinterpolation erfolgen, sodass es zu Ebenenbildung kommt.  
Die Erkenntnisse bezüglich Reflexionen werden in Tab. 16 kategorisiert und zusammengefasst. 
6.5 REFLEXIONSUNTERDRÜCKUNG DURCH POLFILTER 
Da die Reflexionen in der Endoskopie ausschließlich durch die endoskopeigene Lichtquelle 
entstehen, können die spiegelnden Anteile nahezu vollständig durch gekreuzte Polfilter vor der 
Lichtquelle und den Objektiven eliminiert werden. Die Probleme spiegelnder Reflexionen bei einer 
Bildzuordnung können somit sehr effektiv umgangen werden. Da nur noch die natürliche Objekt-
textur zum Vorschein kommt und diese oftmals homogen ist, sind die Ähnlichkeitswerte niedriger 
als mit Reflexionen. Diesem Fall kommt zugute, dass eine Dreibildauswertung in homogenen 
Bereichen bessere Ergebnisse liefert.  
Ein wesentlicher Kritikpunkt an der Polfiltertechnik ist der einhergehende Helligkeitsverlust. 
Dieser könnte durch eine stärkere Lichtquelle, lichtstärkere Bildsensoren oder Objektive, eine 
größere Blendenöffnung oder eine längere Belichtungszeit kompensiert werden. Gerade in der 
Endoskopie sind einige dieser Parameter stark eingeschränkt, was nicht zwangsläufig zu einem 
Ausschluss dieser Technik führen muss. Nach Einschätzung des Autors wird die Problematik mit 
optimierter Hardware, z.B. verbesserten hochleistungs-LEDs, zukünftig lösbar sein.  
Der Einsatz von Polfiltern führt zu einer intensiveren Farbdarstellung, von der die Bildverarbeitung 
und der Chirurg profitieren. Abb. 6.1 zeigt exemplarisch Bilder mit (a, b) und ohne (c) gekreuzte 
Polfilter, wobei die Varianz und der Mittelwert des Histogramms des Bildes (b) durch eine lineare 
Grauwertstreckung an Bild (c) angepasst sind. Die intensiveren Farben sind deutlich zu erkennen. 
Kreuzpoltechnik (a) Kreuzpolt. lin. gestreckt (b) Ohne Kreuzpoltechnik (c) 
Abb. 6.1: Steigerung der Farbintensität durch Polfilter und lin. Grauwertstreckung 
Bei der Systemkalibrierung mit Filtern ist besondere Sorgfalt geboten, da diese eine zusätzliche 
optische Komponente darstellen und das Licht brechen (Kap. 3.4.2 & 3.4.3). Bei hinreichend 
dünnen und ebenen Filterscheiben kann die Brechung bis zu einem gewissen Grad implizit durch 
die Standardparameter modelliert werden. Aufgrund von hohen Korrelationen zwischen der 
Kamerakonstanten und der äußeren Orientierung können ungenaue relative Orientierungen resul-
tieren, die sich bei dünnen Trennscheiben nur marginal auswirken. Idealerweise werden die 
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Medientrennfläche und der Brechungsindex explizit im Kameramodell mitbestimmt. Hierzu wird 
auf die genannte Literatur in Kap. 3.4.2 und 3.4.3 verwiesen.  
Der Informationsgewinn durch gekreuzte Polfilter ist enorm und wird höher eingestuft als die 
Nachteile einer geringeren Lichtausbeute. Ein Polfilter verändert die physikalischen Eigenschaften 
des Lichtes, was durch algorithmische Verfahren zur Bildverbesserung oder Reflexionsunter-
drückung kaum erreichbar ist.  
6.6 ÜBERTRAGBARKEIT ORTHOPÄDIE 
Anhand des Orthopädie-Versuchs wird exemplarisch dargestellt, dass die Erkenntnisse bezüglich 
der bi- und trinokularen Auswertung mit und ohne SG-Optimierung auf andere Kamerasysteme mit 
größeren Dimensionen übertragbar sind. Eine Reflexionsunterdrückung durch Polfilter wird nicht 
auf ihre Übertragbarkeit untersucht, allerdings ist anzumerken, dass bei einer offenen Operation 
deutlich mehr Lichtquellen als nur die vom Endoskop involviert sind und zu spiegelnden 
Reflexionen führen können. Die Erkenntnisse über die CT-Rekonstruktion und Registrierung in der 
Orthopädie können z.T. in die Laparoskopie übertragen werden. Eine Registrierung von prä- und 
intraoperativen Daten sollte immer die geometrischen Unterschiede berücksichtigen. Da in der 
Laparoskopie i.d.R. weiche und deformierende Objekte registriert werden, ist eine Transformation 
mit finiten Verformungen (z.B. Li et al. 2009) sinnvoll. Auch die Modalität der präoperativen 
Aufnahme ist auf das entsprechende Organ abzustimmen, da einige Weichteilgewebe im MRT 
besser sichtbar sind.  
6.7 SCHLUSSFOLGERUNGEN 
Insgesamt ist festzustellen, dass mit der vorgestellten Dreibildauswertung, insbesondere bei homo-
genen Objekten, bei verrauschten Bildern oder Orientierungen, vollständigere und rauschärmere 
Ergebnisse erzielt werden als durch Stereoauswertung mit gleicher Fenstergröße. Ähnliche 
Kennwerte werden mit drei Bildern schon mit zwei bis vier Pixel kleineren Fenstern erreicht. Mit 
einer SG-Optimierung kann die Fenstergröße weiter verringert werden. Es lässt sich zeigen, dass 
eine alleinige Dreibildauswertung oftmals ähnliche oder bessere Kennwerte als eine Stereoauswer-
tung mit SG-Optimierung erreicht. Dennoch kann eine SG-Optimierung nicht vollständig durch ein 
drittes Bild ersetzt werden, wenn es um großflächige, homogene oder gar gesättigte Bereiche 
(Reflexionen) geht. Hier ist die Interpolation durch die Nachbarschaft meist plausibel, da die 
Oberflächennormale einer spiegelnden Reflexion näherungsweise parallel zur Aufnahmerichtung 
verläuft und deshalb keine großen Tiefenunterschiede zu erwarten sind. Allerdings sollten die 
Ergebnisse einer SG-Optimierung bei starken Reflexionskanten kritisch betrachtet werden, da sich 
diese Fehlzuordnungen mit hohen Ähnlichkeitswerten in die Nachbarschaft fortpflanzen können.  
Für eine robuste, passive Bildzuordnung, die möglichst unabhängig von spiegelnden Reflexionen 
ist und möglichst korrekte, präzise und vollständige Ergebnisse in Bereichen mit homogener oder 
wiederholender Textur liefert, wird ein Endoskopiesystem mit drei Kameras, angeordnet als 
gleichseitiges Dreieck (z.B. Kap. 3.2.2) sowie gekreuzte Polfilter vor der Lichtquelle und den 
Objektiven empfohlen. Möglichst große Stereobasen, eine hohe mechanische Stabilität sowie 
lichtstarke Hardwarekomponenten sind für optische Messzwecke obligatorische Anforderungen, 
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anwendungsbedingt jedoch nicht immer realisierbar. Zur Bildzuordnung bewährt sich die vorge-
stellte trinokulare Variante mit Epipolarlinienschnitt (zur effizienten und geometrisch gestützten 
Integration eines dritten Bildes), möglichst kleinen Fenstern (zur besseren Annäherung an die reale 
Oberfläche), dem Ähnlichkeitsmaß NCC mit Aggregationsfunktion Min (für robuste bzw. zuver-
lässige Zuordnungen) und der modifizierten dreibildfähigen SG-Optimierung mit linear ansteigen-
den Strafen über mehrere (z.B. acht) benachbarte Disparitäten sowie einem Zuschlag auf die Strafen 
für besonders geringe Ähnlichkeitswerte. Ein anschließender kleiner (≤ Fenstergröße) Medianfilter 
auf die Punktwolke kann restliche Peaks automatisiert eliminieren.  
Jegliche Anwendung mit ähnlichen Anforderungen hinsichtlich Baugröße des Messsystems, Voll-
ständigkeit, Genauigkeit und Präzision der Messergebnisse sowie ähnlich schwierigen Aufnahme-
bedingungen mit starken Reflexionen kann von den Forschungsergebnissen dieser Arbeit profi-
tieren. Die Übertragbarkeit gilt sowohl für medizinische als auch für industrielle Anwendungen, 
das System ist frei skalierbar und erweiterbar.  
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7 ZUSAMMENFASSUNG UND AUSBLICK 
Im Folgenden werden die Problemstellung, der Lösungsweg und die Ergebnisse zusammengefasst. 
Danach werden offene Fragen aufgezeigt und weiteres Forschungspotenzial identifiziert. Es werden 
zukünftige Trends in der computerassistierten MIC benannt, und die Arbeit wird mit einem 
übergeordneten Fazit abgeschlossen.  
7.1 ZUSAMMENFASSUNG 
In der computerassistierten MIC stellt eine robuste Oberflächenerfassung einer endoskopischen 
Szene eine besondere Herausforderung dar. Selbst mit Stereoendoskopen und komplexen Aus-
werteverfahren sind die Ergebnisse häufig nicht zufriedenstellend. Besondere Schwierigkeiten 
bereiten homogene Bereiche und Reflexionen.  
Basierend auf verwandten Forschungsergebnissen und eigenen Voruntersuchungen werden Hypo-
thesen aufgestellt, die unter Verwendung eines dritten Bildes diverse Vorteile versprechen: Die 
Zuverlässigkeit der Bildzuordnung steigt (H1), die Referenz- und Suchfenster können bei 
gleichbleibender Qualität verkleinert werden (H2) und eine SG-Optimierung kann entfallen (H3).  
Um eine verbesserte Oberflächenerfassung realisieren und die Hypothesen prüfen zu können, wird 
ein neuartiges Dreikamera-Endoskop konzipiert und theoretisch analysiert. Das System vereint 
optimierte Eigenschaften für robuste Messzwecke sowie eine kleinstmögliche und mit heutigen 
Mitteln realisierbare Bauweise. Für praktische Versuche und Analysen wird aus dem Konzept ein 
Demonstrator entwickelt, photogrammetrisch kalibriert und eine Genauigkeitsbetrachtung durch-
geführt. Zwar erfüllt der Demonstrator nicht alle Eigenschaften des optimierten Systems, es können 
jedoch ähnliche Objektauflösungen und Messgenauigkeiten (lt. Varianzfortpflanzung) und eine 
realitätsnahe, kleine Baugröße erreicht werden.  
Zur Auswertung von orientierten Bildtripeln wird ein angepasstes Verfahren entwickelt, das die 
Vorteile eines dritten Bildes effizient nutzt. Dabei werden Normalbildtripel mittels LUT erzeugt, 
Korrespondenzen durch Schnitt von Epipolarlinien konstruiert, eine erweiterte SG-Optimierung mit 
Modifikationen umgesetzt, Ähnlichkeitswerte aggregiert, Subpixel interpoliert und Objektpunkte 
erzeugt. Zur Aggregation der Ähnlichkeitswerte wird eine Min-Funktion verwendet, da diese die 
zuverlässigsten Zuordnungen liefert. Bei der SG-Optimierung werden weitere Strafterme und ein 
dynamischer Straffaktor ergänzt, womit bei realen Versuchen bessere Ergebnisse erzielt werden. 
Mit dieser Algorithmik lassen sich sowohl Bildtripel als auch herkömmliche Stereobilder aus-
werten. In beiden Fällen ist optional die modifizierte SG-Optimierung anwendbar. Somit ergeben 
sich vier Auswertemethoden (bi, tri, biSG, triSG).  
Anhand von Experimenten mit diesen Methoden werden die eingangs aufgestellten Hypothesen 
geprüft. Die Untersuchungen werden mit synthetischen Bildtripeln, die den Demonstrator in 
idealisierter Form nachbilden, und mit realen Aufnahmen durchgeführt.  
Die synthetischen Daten ergeben mit drei Bildern insbesondere bei verrauschten Bildern oder 
Orientierungsparametern bessere Resultate als mit zwei Bildern. Reflexionen sind hierbei unter-
schiedlich zu betrachten: Bereiche mit großflächigen und nicht gesättigten oder mit besonders 
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kleinen lokalen Reflexionen werden mit drei Bildern besser rekonstruiert als mit zwei; Bereiche 
mit nahezu gesättigten und scharfkantigen Reflexionen führen mit drei Bildern eher zu leicht 
ungenaueren Ergebnissen. Dies ist auf hohe Ähnlichkeiten und unterschiedliche Lageversätze der 
scheinbar korrekt zugeordneten Bildpunkte zurückzuführen.  
Bei den realen Aufnahmen mit dem Demonstrator werden endoskopähnliche Szenen einer Nieren-
operation nachgestellt. Mit einem Bildtripel von einer leicht befeuchteten Schweineniere mit einem 
Einschnitt, einer Deformation durch ein metallisches Werkzeug sowie moderaten Reflexionen 
werden relative Vergleiche angestellt. Hierbei liefert eine Dreibildauswertung bessere Resultate als 
eine Stereoauswertung. Zur Bewertung von Reflexionen werden Aufnahmen einer anderen 
Schweineniere mit unterschiedlichen Reflexionsgraden ausgewertet, die durch die Ausrichtung der 
Polfilter gesteuert werden. Hierbei bestätigt sich der Trend aus den synthetischen Versuchen, dass 
die Oberfläche mit drei Bildern bei nahezu gesättigten und scharfkantigen Reflexionen leicht 
schlechter und in homogenen Bereichen besser rekonstruiert wird. In einem weiteren Versuch mit 
einer Schweineniere mit Einschnitt, einem übergeordnet genauen Referenzmodell und Demon-
strator-Aufnahmen mit gekreuzten Polfiltern wird der Mehrwert einer Dreibildauswertung an einem 
realitätsnahen Beispiel bestätigt: Mit drei Bildern kann die Fenstergröße um etwa zwei bis vier 
Pixel verkleinert werden, um vergleichbare Genauigkeiten und Punktabdeckungen zu erreichen wie 
mit zwei Bildern. Ausblickend wird ein realer Versuch an einem Kniegelenk einer menschlichen 
Leiche durchgeführt und mit einem präoperativen 3D CT-Modell registriert. Dies demonstriert 
einerseits die Übertragung des Konzeptes der Dreibildauswertung auf andere Anwendungen und 
liefert andererseits wichtige Erkenntnisse zur Fusion von prä- und intraoperativen 3D-Daten.  
Durch die Experimente können die Hypothesen einer zuverlässigeren Zuordnung (H1) und 
kleineren Fenstern (H2) mit drei Bildern bestätigt werden. Eine Ausnahme dabei sind nahezu 
gesättigte Reflexionen mit scharfen Kanten. In der Praxis werden diese jedoch überlagert mit 
weiteren äußeren und z.T. stärkeren Einflüssen, weshalb eine Dreibildauswertung trotz dieser 
Reflexionen mindestens gleichwertige Ergebnisse zu einer Stereoauswertung liefern sollte. 
Abgesehen von dieser Reflexionsart, werden bei gleicher Fenstergröße mit drei Bildern stets 
vollständigere und rauschärmere Ergebnisse als mit zwei Bildern erzielt. Eine SG-Optimierung 
kann nicht vollständig durch ein drittes Bild ersetzt werden und umgekehrt. Die Hypothese H3 wird 
für den allgemeinen Fall widerlegt, da eine Dreibildauswertung und eine Stereoauswertung mit SG-
Optimierung bei einigen Versuchen ähnliche Kennwerte liefern und bei anderen nicht.  
Aufgrund der unterschiedlichen Konzepte und Auswirkungen bewährt sich eine Kombination der 
Dreibildauswertung mit einer modifizierten SG-Optimierung. Gekreuzte Polfilter führen zu einer 
sehr effektiven und endoskopisch realisierbaren Reflexionsunterdrückung, die der Bildverarbeitung 
und dem Chirurgen zugutekommt. Mit einem derartigen Endoskopiesystem sind zuverlässigere, 
präzisere und vollständigere Oberflächenmessungen möglich, was die Überlagerung mit einem 
präoperativen Planungsmodell, die Computerassistenz für den Chirurgen und idealerweise das 
Operationsergebnis verbessert.  
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7.2 WEITERES FORSCHUNGSPOTENZIAL 
Mit den vorgestellten Entwicklungen und Experimenten können die anfangs aufgestellten Ziele 
erreicht und die Hypothesen geprüft werden. Neben den primären Fragestellungen ergeben sich aus 
den Untersuchungen diverse sekundäre Herausforderungen, wie z.B. die Systemkalibrierung mit 
Polfiltern, die performante Realisierung der komplexen Auswertealgorithmik, die Erzeugung von 
übergeordnet genauen Referenzdaten einer realitätsnahen Szene oder die Differenzierung von 
Reflexionen. Einige dieser Herausforderungen gehen weit über die primären Zielstellungen hinaus 
und sind Teil zukünftiger Forschungsaktivitäten.  
Die Theorie von Smirnov et al. (2010), dass die Rechenkomplexität bzw. Auswertedauer nachlässt, 
wenn mehr Bilder mit kleineren Fenstern verwendet werden, ist noch zu evaluieren. Wenn die bei 
einer Bildzuordnung involvierte Pixelanzahl als Maß für die Rechenkomplexität gültig ist, stützen 
die theoretischen Überlegungen dieser Arbeit (Abb. 1.6) diese These. Jedoch ist das Verhältnis 
zwischen Pixelanzahl, Zuverlässigkeit und Rechenkomplexität für praktische Anwendungen näher 
zu hinterfragen. Bei einem Vergleich der Rechenzeiten einer Zwei- und Dreibildauswertung ist zu 
berücksichtigen, dass bei drei Bildern mit derselben Bildwiederholrate eine um die Hälfte größere 
Datenmenge anfällt und einen erheblichen Mehraufwand für den Transfer, die Speicherung und den 
Zugriff verursacht.  
Die Ergebnisse dieser Arbeit basieren auf eigenen Implementierungen z.T. bekannter und 
etablierter Auswertealgorithmen. Somit wird ein kontrollierter und objektiver Vergleich der 
grundlegenden Auswerteprinzipien sichergestellt. Eine offene Frage ist das Verhalten bei weiteren 
Optimierungen der Algorithmik, einer Verwendung von Bildsequenzen oder dem Einsatz von frei 
verfügbaren oder kommerziellen Lösungen. Zu berücksichtigen sind die Vergleichbarkeit der 
Parametersätze, zeitlich veränderliche Oberflächen und unterschiedliche Auswerteprinzipien. 
Beispielsweise enthält das semi-globale Block Matching von OpenCV (https://opencv.org/, 
09.03.2019) keine Dreibildzuordnung. SURE (https://www.nframes.com/, 09.03.2019) und 
Metashape (https://www.agisoft.com/, 09.03.2019) sind für Mehrbildverbände oder Sequenzen mit 
deutlich mehr als drei Bildern ausgelegt. Ein großes Potenzial könnten auch objektbasierte 
Verfahren wie das OSGM (Bethmann und Luhmann 2017) bieten, da hier z.B. Näherungswerte 
eines vorherigen Zeitschrittes sehr effizient integriert werden können.  
Eine kontrollierte Versuchsdurchführung mit möglichst realen Testobjekten und übergeordnet 
genauen Referenzdaten gestaltet sich in der medizinischen Endoskopie als äußerst schwierig. Zur 
Festigung der Ergebnisse und Untersuchung weiterer Szenarien (z.B. mit Blut, Verdampfungs-
gasen, Aderstrukturen, Tumoren und unterschiedlichen Gewebearten) sollten weitere Versuche 
folgen. Hierfür wäre eine stabile, vorab eingemessene Testumgebung, die eine reale Anatomie des 
Körpers nachstellt, wünschenswert. Bei Versuchen mit echten Organen oder Organismen könnten 
Referenzmessungen exemplarisch für einen bestimmten Zeitpunkt in einer nicht-endoskopischen 
Umgebung erfasst werden. Für diese weiteren Studien sollte die Hardware professionalisiert 
(hinsichtlich optimiertes Dreikamera-Endoskop, Kap. 3.2) und unter üblichen Belastungen (z.B. 
mechanischer Stress, Temperatur) untersucht werden. Weiterhin ist eine Systemkalibrierung bei 
Verwendung eines Polfilters durchzuführen und ihre Stabilität im Einsatz zu überwachen.  
Bei der Registrierung von prä- und intraoperativen 3D-Daten ergibt sich weiterer Forschungs-
bedarf, da in der Laparoskopie eine starre Registrierung meist nicht ausreicht. Eine spezielle 
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Registrierung mit lokalen Deformationen verbunden mit einer Genauigkeitsanalyse bietet aus 
photogrammetrischer Sicht viel Potenzial für künftige Verbesserungen.  
Das beschriebene Endoskopie- und Assistenzsystem lässt sich auf vielfältige Weise modifizieren 
und auf verschiedene Anwendungen übertragen. Das Patentschreiben zum Dreikamera-Endoskop 
deckt sämtliche hardwareseitigen Abwandlungen ab. Das Dreikamera-Endoskop kann für andere 
medizinische oder industrielle Zwecke angepasst werden. Im Rahmen des Forschungsprojektes 
OrthoScan (IAPG 2019) wird ein Dreikamerasystem für orthopädische Anwendungen entwickelt 
(Abb. 7.1). Zur besseren Lichtausbeute werden zwei monochromatische und eine Farbkamera 
verwendet. Die Farbkamera dient zur robusteren Bildzuordnung durch ein drittes Bild und zur 
Einfärbung der resultierenden Punktwolke. Zur Behandlung von Reflexionen werden die Punkt-
wolken mehrerer konvergenter Aufnahmen einer annähernd stabilen Knochen- und Knorpelstruktur 
eines Kniegelenks vereinigt. Die relative Positionierung des Kamerasystems geschieht über eine 
visuelle Odometrie, die von der robusten Zuordnungsstrategie in drei Bildern profitiert.  
  
Abb. 7.1: Demonstrator eines orthopädischen Dreikamerasystems 
Die Verwendung eines dritten Bildsensors für einen nicht sichtbaren Wellenlängenbereich (z.B. 
thermal, infrarot, ultraviolett) birgt weiteres Forschungspotenzial. Beispielsweise durchdringt 
Infrarotstrahlung Rauch durch Koagulation, möglicherweise aber auch die Objektoberfläche 
(Maier-Hein et al. 2014). In der Anwendung ist sicherzustellen, dass die Lichtquelle das 
entsprechende Spektrum abdeckt. Weiterhin ist damit zu rechnen, dass die Bilder nur schwache 
oder keine Ähnlichkeiten zu den Bildern im sichtbaren Spektrum aufweisen. Der Mehrwert liegt 
dann weniger in der Bildzuordnung, sondern eher in der Bildinterpretation und Klassifizierung. 
Möglicherweise ist ein Tumor in einem bestimmten nicht sichtbaren Spektrum erkennbar (ggf. mit 
Kontrastmittel) und kann direkt klassifiziert werden. Eine weitere Alternative zur dritten Kamera 
ist ein Projektor, der ein eindeutiges Muster projiziert, oder ein PMD-Sensor. Dies sind jedoch 
meist technisch komplexere Systeme und demnach schwieriger zu miniaturisieren und realisieren 
als eine dritte Kamera im sichtbaren Spektrum.  
Darüber hinaus können mehr als drei Kameras oder ein Mikrolinsenarray implementiert werden. 
Wahrscheinlich wird dies die Zuverlässigkeit der Bildzuordnung, z.B. mithilfe der Aggregations-
funktion aus Kap. 4.3.2, bis zu einem gewissen Grad verbessern – die nur linear ansteigende Pixel-
anzahl (Abb. 1.6) und die kleineren Bilder beim Mikrolinsenarray sind jedoch zu berücksichtigen. 
Alternativ könnten die zusätzlichen Kameras unterschiedlich fokussiert werden und somit den 
Schärfetiefen- und Messbereich vergrößern. Die Problematik der verschiebenden Reflexionen und 
das schwache Höhen-Basis-Verhältnis sollten hierbei auch adressiert werden.  
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Zur Unterdrückung von Reflexionen eignet sich ein Polfilter, der direkt vor den Bildsensoren 
angebracht werden könnte. Durch unterschiedliche Polrichtungen für jedes Pixel wie beim polari-
sierten Bildsensor (Kap. 2.5.3) können mit einer Aufnahme unterschiedliche Reflexionsgrade 
dargestellt werden. Weiterhin ermöglicht dieser Sensor Shape-from-Polarisation und eine Klassifi-
kation von z.B. metallischen Objekten.  
Die Aggregationsfunktion zur Kombination der paarweisen Ähnlichkeitswerte (Kap. 4.3.2) weist 
interessantes Potenzial auf. Zwar ist eine Min-Funktion, wie sie in dieser Arbeit verwendet wird, 
zuverlässig, konservativ und recheneffizient, trotzdem könnte ein komplexerer (ggf. nicht linearer) 
funktionaler Zusammenhang bessere Ergebnisse liefern – insbesondere, wenn deutlich mehr als 
drei Bilder zum Einsatz kommen.  
Eine Erweiterung des NCC auf mehr als zwei Stichproben kann durch eine multiple Regression 
erreicht werden. Damit könnte in einer geschlossenen Ausgleichung ein Ähnlichkeitsmaß für alle 
beteiligten Fenster berechnet werden, sodass eine anschließende Aggregation der paarweise 
berechneten Ähnlichkeitswerte entfällt. Im Falle von drei Datensätzen/Fenstern entspricht der 
multiple Korrelationskoeffizient dem Bestimmtheitsmaß einer ausgeglichenen Raumgeraden durch 
Datenpunkte, die sich aus den Grauwerten ergeben. Erste Versuche zeigen deutlich erhöhte 
Rechenzeiten und ähnliche Ergebnisse wie aggregierte NCC.  
Ein weiterer Ansatz sind dynamische Fenstergrößen, die sich an die Objekttextur anpassen. Da die 
Texturierung aufgrund der organischen, oft kontinuierlichen und reflektierenden Oberfläche stark 
unterschiedlich sein kann, könnten durch dynamische Fenstergrößen ggf. robustere Ergebnisse in 
homogenen (große Fenster) und präzisere Ergebnisse in gut texturierten (kleine Fenster) Bereichen 
erzielt werden. Einer der ersten Ansätze zu dynamischen Fenstergrößen mit Integralbildern wird 
durch Veksler (2003) vorgestellt.  
Für zeitkritische Anwendungen kann die Auswertung durch geschickte Programmierkonzepte 
erheblich beschleunigt werden. Die bereits für Stereoauswertungen optimierten Algorithmen für 
CPU, GPU oder FPGA (vgl. Kap. 2.3.3 Modifikationen) können prinzipiell auf die vorgestellte 
Dreibild-Variante überführt werden. Eine GPU-optimierte multimodale Bildzuordnung zwischen 
Thermal- und Farbbildern wird in Behmann et al. (2018) vorgestellt und zeigt interessante 
Möglichkeiten für ein trinokulares Endoskop mit zwei Farb- und einer Thermalkamera auf.  
Weitere derzeit sehr populäre Ansätze kommen aus dem Bereich des Machine und Deep Learning. 
Ähnlich einer Klassifizierung chirurgischer Instrumente, wie in Bodenstedt et al. (2015) oder 
weiterführend in Allan et al. (2019), könnten mit genügend Trainingsdaten möglicherweise sogar 
Organe und Tumore klassifiziert werden. Gerade in diesem Zusammenhang erscheinen Bild-
sensoren für nicht sichtbare Spektralbereiche vielversprechend.  
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7.3 FAZIT 
Mit dem vorgestellten Dreikamera-Endoskop, dem angepassten Auswerteverfahren und den Ver-
suchsreihen wird eine neuartige Möglichkeit zur robusten Oberflächenerfassung in der Endoskopie 
vorgestellt und die Vorteile gegenüber bisheriger Systeme aufgezeigt. Anhand theoretischer Über-
legungen werden Hypothesen bezüglich Mehrbildauswertung und SG-Optimierung aufgestellt und 
durch synthetische und reale Messungen an organischen Objekten geprüft. Da hierbei grundlegende 
Fragestellungen der Bildzuordnung behandelt werden, sind die Erkenntnisse auf vielfältige Anwen-
dungen übertragbar. Bei einer lokalen Zuordnung mit drei Bildern werden bei identischen Rand-
bedingungen präzisere, vollständigere und robustere Ergebnisse erzielt als mit zwei Aufnahmen. 
Weiterhin stellen scharfe Kanten großer, nahezu gesättigter Reflexionen eine besondere Heraus-
forderung dar, wohingegen andere Arten von Reflexionen weniger problematisch sind. Dennoch 
können diese zu Abweichungen führen, die mit drei Bildern geringer ausfallen als mit zwei. 
Gekreuzte Polfilter eliminieren nahezu alle Reflexionen und bringen die oft homogene Textur der 
Objektoberfläche zum Vorschein. Gerade bei homogenen Oberflächen führt eine Dreibild-
auswertung zu robusteren Ergebnissen.  
Medizinische Aufnahmebedingungen sind derart komplex, dass möglichst mehr als ein einzelnes 
Messkonzept angewendet werden sollte. Wie bereits durch Maier-Hein et al. (2013) vermutet, führt 
eine Kombination verschiedener Techniken und Auswerteverfahren wahrscheinlich zu den besten 
und praktikabelsten Resultaten. In dieser Arbeit werden erstmals drei orientierte endoskopähnliche 
Kameras, gekreuzte Polfilter vor Bild- und Lichtquelle, eine geometrisch gestützte Bildzuordnung 
sowie eine SG-Optimierung mit Aggregationsfunktion und Modifikationen gemeinsam eingesetzt. 
Darüber hinaus sollten zukünftig Erweiterungen um eine dritte orientierte Kamera für einen nicht 
sichtbaren Spektralbereich sowie monoskopische Auswertekonzepte wie Shape-from-Polarisation 
oder -Shading ergänzend in Betracht gezogen und unter dem Aspekt eines Dreikamera-Endoskops 
näher untersucht werden. Das bereits erteilte Patent für das entwickelte und untersuchte 
Dreikamera-Endoskop für Messzwecke (Kap. 3.2.1) sieht unter anderem Modifikationen der 
spektralen Empfindlichkeit vor.  
Die neuartigen Endoskopiesysteme werden zukünftig mit weiteren Modalitäten und Vorrichtungen 
eines hybriden Operationssaals vernetzt, deren Daten untereinander ausgetauscht und gemeinsam 
ausgewertet. Dies ermöglicht unter anderem eine Augmented Reality in einer Endoskopieansicht, 
in der die verschiedensten Informationen geometrisch korrekt überlagert und visualisiert werden. 
Das vorgestellte System und Verfahren zur robusten Oberflächenerfassung trägt wesentlich zu 
dieser Entwicklung bei, bringt die Forschung einen Schritt voran und verbessert die computer-
assistierte Endoskopie. Übertragen auf andere medizinische Bereiche (z.B. Chirurgie) könnten mit 
einem vernetzten hybriden Operationssaal und einer robusten intraoperativen Oberflächenerfassung 
sogar patientenspezifische Prothesen während einer Operation mit einem 3D-Drucker erzeugt und 
computerassistiert eingesetzt werden. Die vernetzten Systeme liefern darüber hinaus eine große 
Datenmenge verschiedenster Sensoren, die mithilfe lernender Algorithmen zukünftig noch bessere 
Hilfestellungen für den Chirurgen und letztlich bessere Operationsergebnisse liefern. Die 
zukünftigen Systeme bieten also noch Potenzial für weitere Forschungen – mit den Erkenntnissen 
dieser Arbeit wird ein Beitrag dazu geleistet.  
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D ABKÜRZUNGEN, NOTATIONEN UND BEGRIFFE 
 
CT Computertomographie – engl. Computed Tomography 
DLT direkte lineare Transformation 
GSD Ground Sample Distance – Bodenauflösung 
H Hypothese 
LPN laparoskopische partielle Nephrektomie – lap. Nierenteilresektion 
MIC minimalinvasive Chirurgie 
MRT Magnetresonanztomographie 
NIR Nah-Infrarot 
NOTES Natural Orifice Transluminal Endoscopic Surgery 
OCT Optische Kohärenztomographie 
PET Positronen-Emissions-Tomographie 
PS Photometric Stereo 
px Pixel = Picture Element 
SfF Shape from Focus 
SfM Shape from Motion, Structure from Motion 
SfP Shape from Polarisation 
SfS Shape from Shading 
SG Semi-global – von SGM 
SGM Semi-global Matching 
SLAM Simultaneous Localisation and Mapping 
SPECT Single Photon Emission Computed Tomography 
ToF Time-of-Flight 
WTA winner-take-all 
  
bi binokular 
biSG binokular mit semi-globaler Optimierung 
tri trinokular 
triSG trinokular mit semi-globaler Optimierung 
‘‘    (f) optional mit Parameter f für Fenstergröße f×f Pixel 
s0 empirische Standardabweichung 
µ mittlere Abweichung 
  
exophytisch über eine Oberfläche hinauswachsend 
intraoperativ während einer Operation 
Koagulation Zerstörung von Gewebe und gleichzeitige Blutstillung  
durch starke Erhitzung durch Strom 
postoperativ nach einer Operation 
präoperativ vor einer Operation 
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E ANHANG 
 
i. VERSCHIEBUNGSSATZ 
Üblicherweise wird eine empirische Varianz durch die Quadratsumme der Abweichungen zum 
Mittel berechnet:  
 
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Mithilfe des Verschiebungssatzes aus der Statistik (Fahrmeir et al. 2016, S. 66, 325) kann eine 
Varianz auch als Quadratsumme der Stichprobe minus der mittleren quadrierten Summe der 
Stichprobe errechnet werden:  
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Mit Mittelwert, two-pass 
Ohne Mittelwert, one-pass 
Term im Nenner des one-pass-NCC 
 
Dies findet z.B. Anwendung bei der Berechnung des normierten Korrelationskoeffizienten in nur 
einem Schleifendurchlauf (one-pass).  
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ii. VARIANZFORTPFLANZUNG VERSCHIEDENER KAMERAANORDNUNGEN 
Alle Tabellen gelten für eine Bildmessgenauigkeit von 1 Pixel, einem Aufnahmeabstand von 
60 mm und den Unsicherheiten aus Gleichung 3.2. 
Konvergenz durch Rotation: 
 
 
Ohne Konvergenz, b12=b13=b23=4 mm: 
 
 
Ohne Konvergenz, b12=b13=b23=5 mm: 
 
 
[mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ
x ′ 0.0002 6E-11 0.0799 c 1 1E-10 9E-13 8E-08 X 0.1 4E-07 1E-13 0.0002  1 9E-20 1E-07 2E-05
y ′ 1E-14 0.0002 0.0267 c 2 1E-10 9E-13 8E-08 Y 0.1 1E-13 4E-07 6E-05  1 1E-07 5E-14 6E-05
x ″ 0.0002 6E-11 0.0799 c 3 0 3E-12 2E-09 Z 0.1 4E-10 1E-10 4E-07  1 8E-15 1E-12 2E-10
y ″ 1E-14 0.0002 0.0267 x ′0 1E-05 5E-12 0.0064 X 0.2 4E-07 1E-13 0.0002  2 9E-20 1E-07 2E-05
x ‴ 0.0002 0 5E-15 y ′0 8E-16 1E-05 0.0021 Y 0.2 1E-13 4E-07 6E-05  2 1E-07 5E-14 6E-05
y‴ 0 0.0002 0.1065 x ″0 1E-05 5E-12 0.0064 Z 0.2 4E-10 1E-10 4E-07  2 8E-15 1E-12 2E-10
√ 0.022 0.022 0.565 y ″0 8E-16 1E-05 0.0021 X 0.3 4E-07 0 4E-19  3 5E-26 1E-07 8E-05
x ‴0 1E-05 3E-24 1E-18 Y 0.3 0 4E-07 0.0002  3 1E-07 3E-25 2E-20
[mm] sX sY sZ y‴ 0 0 1E-05 0.0086 Z 0.3 0 5E-10 4E-07  3 3E-14 0 0
√ 0.023 0.023 0.588 √ 0.006 0.006 0.160 √ 0.001 0.001 0.027 √ 0.001 0.001 0.016
Bildmessung Innere Orientierung Translation Rotation
Gesamt
[mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ
x ′ 0.0002 5E-18 0.0796 c 1 1E-08 5E-09 1E-05 X 0.1 4E-07 6E-23 0.0002  1 5E-14 1E-07 2E-05
y ′ 2E-17 0.0002 0.0265 c 2 1E-08 5E-09 1E-05 Y 0.1 0 4E-07 6E-05  1 1E-07 5E-14 6E-05
x ″ 0.0002 0 0.0796 c 3 0 2E-08 1E-05 Z 0.1 4E-10 1E-10 4E-07  1 5E-11 1E-10 1E-20
y ″ 2E-17 0.0002 0.0265 x ′0 1E-05 4E-22 0.0064 X 0.2 4E-07 6E-23 0.0002  2 5E-14 1E-07 2E-05
x ‴ 0.0002 0 0 y ′0 2E-22 1E-05 0.0021 Y 0.2 0 4E-07 6E-05  2 1E-07 5E-14 6E-05
y‴ 2E-17 0.0002 0.1062 x ″0 1E-05 3E-22 0.0064 Z 0.2 4E-10 1E-10 4E-07  2 5E-11 1E-10 4E-21
√ 0.022 0.022 0.564 y ″0 4E-22 1E-05 0.0021 X 0.3 4E-07 2E-23 7E-20  3 6E-27 1E-07 8E-05
x ‴0 1E-05 3E-24 1E-16 Y 0.3 0 4E-07 0.0002  3 1E-07 5E-26 3E-19
[mm] sX sY sZ y‴ 0 1E-23 1E-05 0.0085 Z 0.3 6E-23 5E-10 4E-07  3 2E-10 4E-25 8E-23
√ 0.023 0.023 0.588 √ 0.006 0.006 0.160 √ 0.001 0.001 0.027 √ 0.001 0.001 0.016
Bildmessung Innere Orientierung Translation Rotation
Gesamt
[mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ
x ′ 0.0002 1E-06 0.051 c 1 2E-08 7E-09 8E-06 X 0.1 5E-07 3E-09 0.0001  1 9E-10 1E-07 1E-05
y ′ 1E-06 0.0002 0.017 c 2 2E-08 8E-09 2E-05 Y 0.1 3E-09 4E-07 4E-05  1 2E-07 9E-10 4E-05
x ″ 0.0001 1E-06 0.051 c 3 9E-12 3E-08 2E-05 Z 0.1 6E-10 2E-10 2E-07  1 5E-11 1E-10 4E-21
y ″ 1E-06 0.0002 0.017 x ′0 2E-05 9E-08 0.0041 X 0.2 3E-07 3E-09 0.0001  2 9E-10 1E-07 1E-05
x ‴ 0.0002 0 5E-15 y ′0 9E-08 1E-05 0.0014 Y 0.2 3E-09 4E-07 4E-05  2 9E-08 9E-10 4E-05
y‴ 5E-06 0.0001 0.068 x ″0 9E-06 9E-08 0.0041 Z 0.2 6E-10 2E-10 4E-07  2 5E-11 3E-10 4E-09
√ 0.022 0.022 0.452 y ″0 9E-08 1E-05 0.0014 X 0.3 4E-07 0 0  3 4E-09 1E-07 5E-05
x ‴0 1E-05 3E-24 3E-21 Y 0.3 1E-08 3E-07 0.0002  3 1E-07 2E-14 1E-11
[mm] sX sY sZ y‴ 0 4E-07 1E-05 0.0055 Z 0.3 3E-13 8E-10 4E-07  3 4E-10 7E-12 4E-09
√ 0.023 0.023 0.470 √ 0.006 0.006 0.128 √ 0.001 0.001 0.022 √ 0.001 0.001 0.013
Bildmessung Innere Orientierung Translation Rotation
Gesamt
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Ohne Konvergenz, b12=b13=b23=6 mm: 
 
 
Ohne Konvergenz, Anordnung im rechtwinkligen und gleichschenkligen Dreieck mit 
b12=2.828 mm, b13=2.828 mm, b23=4 mm: 
 
 
Ohne Konvergenz, kollineare Anordnung mit b12=2 mm, b13=4 mm, b23=2 mm: 
 
 
[mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ
x ′ 0.0002 3E-06 0.0354 c 1 2E-08 8E-09 6E-06 X 0.1 6E-07 7E-09 8E-05  1 3E-09 1E-07 9E-06
y ′ 3E-06 0.0002 0.0118 c 2 3E-08 1E-08 2E-05 Y 0.1 8E-09 4E-07 3E-05  1 2E-07 3E-09 3E-05
x ″ 9E-05 3E-06 0.0354 c 3 1E-10 4E-08 2E-05 Z 0.1 7E-10 2E-10 2E-07  1 5E-11 1E-10 8E-23
y ″ 3E-06 0.0002 0.0118 x ′0 2E-05 3E-07 0.0028 X 0.2 2E-07 7E-09 8E-05  2 3E-09 1E-07 9E-06
x ‴ 0.0002 5E-18 0 y ′0 3E-07 1E-05 0.0009 Y 0.2 8E-09 4E-07 3E-05  2 7E-08 3E-09 3E-05
y‴ 1E-05 0.0001 0.0472 x ″0 7E-06 3E-07 0.0028 Z 0.2 8E-10 3E-10 5E-07  2 7E-11 6E-10 1E-08
√ 0.023 0.022 0.376 y ″0 3E-07 1E-05 0.0009 X 0.3 4E-07 0 0  3 1E-08 9E-08 4E-05
x ‴0 1E-05 2E-20 2E-16 Y 0.3 3E-08 3E-07 0.0001  3 1E-07 1E-13 5E-11
[mm] sX sY sZ y‴ 0 1E-06 9E-06 0.0038 Z 0.3 3E-12 1E-09 5E-07  3 6E-10 2E-11 1E-08
√ 0.024 0.023 0.392 √ 0.006 0.006 0.107 √ 0.001 0.001 0.018 √ 0.001 0.001 0.011
Bildmessung Innere Orientierung Translation Rotation
Gesamt
[mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ
x ′ 8E-05 5E-07 0.0398 c 1 4E-09 3E-09 9E-06 X 0.1 2E-07 1E-09 9E-05  1 1E-08 1E-07 3E-05
y ′ 1E-05 0.0001 0.0398 c 2 9E-09 3E-09 7E-06 Y 0.1 3E-08 3E-07 9E-05  1 6E-08 4E-10 3E-05
x ″ 0.0004 2E-06 0.1593 c 3 9E-10 1E-08 3E-05 Z 0.1 1E-10 1E-10 3E-07  1 7E-11 1E-10 6E-09
y ″ 1E-05 0.0001 0.0398 x ′0 7E-06 4E-08 0.0032 X 0.2 9E-07 5E-09 0.0004  2 1E-08 1E-07 3E-05
x ‴ 8E-05 5E-07 0.0398 y ′0 1E-06 1E-05 0.0032 Y 0.2 3E-08 3E-07 9E-05  2 3E-07 2E-09 0.0001
y‴ 5E-05 0.0002 0.1593 x ″0 3E-05 2E-07 0.0128 Z 0.2 3E-10 1E-10 2E-07  2 8E-11 3E-11 2E-08
√ 0.025 0.022 0.691 y ″0 1E-06 1E-05 0.0032 X 0.3 2E-07 1E-09 9E-05  3 4E-08 2E-07 0.0001
x ‴0 7E-06 4E-08 0.0032 Y 0.3 1E-07 4E-07 0.0004  3 6E-08 4E-10 3E-05
[mm] sX sY sZ y‴ 0 4E-06 2E-05 0.0128 Z 0.3 3E-11 4E-10 7E-07  3 2E-10 2E-10 5E-08
√ 0.026 0.023 0.720 √ 0.007 0.006 0.196 √ 0.001 0.001 0.033 √ 0.001 0.001 0.019
Bildmessung Innere Orientierung Translation Rotation
Gesamt
[mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ
x ′ 0.0002 0.0001 0.3186 c 1 1E-08 1E-09 3E-05 X 0.1 4E-07 3E-07 0.0007  1 5E-14 1E-07 1E-10
y ′ 0 0.0002 0 c 2 0 5E-09 0 Y 0.1 0 4E-07 1E-16  1 1E-07 9E-08 0.0002
x ″ 0.0002 2E-17 0 c 3 1E-08 1E-09 3E-05 Z 0.1 4E-10 3E-11 8E-07  1 5E-11 3E-10 9E-08
y ″ 0 0.0002 0 x ′0 1E-05 9E-06 0.0256 X 0.2 4E-07 3E-22 4E-19  2 6E-27 1E-07 2E-24
x ‴ 0.0002 0.0001 0.3186 y ′0 0 1E-05 0 Y 0.2 0 4E-07 1E-16  2 1E-07 2E-20 5E-17
y‴ 0 0.0002 0 x ″0 1E-05 2E-19 6E-16 Z 0.2 0 1E-10 1E-19  2 5E-11 2E-25 1E-23
√ 0.022 0.027 0.798 y ″0 0 1E-05 0 X 0.3 4E-07 3E-07 0.0007  3 5E-14 1E-07 1E-10
x ‴0 1E-05 9E-06 0.0256 Y 0.3 0 4E-07 1E-16  3 1E-07 9E-08 0.0002
[mm] sX sY sZ y‴ 0 0 1E-05 0 Z 0.3 4E-10 3E-11 8E-07  3 5E-11 3E-10 9E-08
√ 0.023 0.028 0.831 √ 0.006 0.008 0.226 √ 0.001 0.001 0.038 √ 0.001 0.001 0.022
Bildmessung Innere Orientierung Translation Rotation
Gesamt
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iii. VERANSCHAULICHUNG DES STRAHLENGANGS OHNE UND MIT POLFILTER 
Zahlenwerte haben keinen Bezug zum System dieser Arbeit. 
 
ohne Polfilter 
 
mit Polfilter 
parallel 
 
mit Polfilter 
geneigt 
 
Ray Optics Simulation, An open-source web application to simulate reflection and refraction of 
light. © 2018 Rick Tu, Johnson – https://ricktu288.github.io/ray-optics/simulator/ (26.10.2018) 
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iv. BEISPIELBILDER AUS KALIBRIERUNG 
Ohne Polfilter Mit Polfilter 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mit Polfilter sind die Histogramme überwiegend bimodal, was eine automatische Schwellwert-
bildung für die Segmentierung von Messmarken vereinfacht. Komplexere Bildverarbeitungs-
verfahren ermöglichen auch bei unterschiedlichen Lichtverhältnissen meist eine gute Detektion. 
Fehlerhafte Messungen durch Reflexionen werden im Bündel i.d.R. als Ausreißer erkannt.  
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v. BESTIMMUNG DER INNEREN UND RELATIVEN ORIENTIERUNG MIT REDUZIERTEM 
PARAMETERSATZ FÜR DAS MINIATURISIERTE DREIKAMERASYSTEM 
 
 ohne Polfilter mit Polfilter 
s0 der Bündelausgleichung [µm] 0.193 0.202 
Gesamtredundanz 2190 2252 
Ø RMS der Verbesserungen     vx 0.049 0.051 
der Bildkoordinaten [Pixel]      vy 0.050 0.052 
Ø Strahlen je Objektpunkt 25.38 26.18 
Ø Strahlen je Bild 8.3 8.1 
Orientierte / alle Bilder 150 / 282 159 / 351 
Anteil orientierter Bilder [%] 53 45 
 
 
  
ohne − mit
Wert s 0 Wert s 0  c x′ 0 y′ 0 A 1 A 2 c x′ 0 y′ 0 A 1 A 2
c [mm] -6.045 0.001 -6.054 0.001 0.009 1 1
x′ 0 [mm] -0.030 0.001 -0.028 0.001 -0.002 0.093 1 0.137 1
y′ 0 [mm] -0.165 0.001 -0.168 0.001 0.002 0.270 0.186 1 0.180 0.172 1
A 1 8.82E-04 8.41E-05 9.02E-04 8.65E-05 -2.04E-05 -0.008 -0.025 0.064 1 -0.012 -0.012 0.053 1
A 2 -1.06E-04 3.65E-05 -6.00E-05 3.78E-05 -4.56E-05 -0.002 0.119 0.085 -0.942 1 -0.057 0.114 0.116 -0.932 1
A 3 0.00E+00 fest 0.00E+00 fest
B 1 0.00E+00 fest 0.00E+00 fest
B 2 0.00E+00 fest 0.00E+00 fest
C 1 0.00E+00 fest 0.00E+00 fest
C 2 0.00E+00 fest 0.00E+00 fest
c [mm] -5.975 0.001 -5.988 0.001 0.013 1 1
x′ 0 [mm] 0.075 0.001 0.073 0.001 0.002 0.196 1 0.210 1
y′ 0 [mm] -0.125 0.001 -0.127 0.001 0.002 0.087 -0.086 1 0.122 -0.110 1
A 1 1.41E-03 8.99E-05 1.79E-03 1.08E-04 -3.75E-04 0.058 0.088 0.032 1 0.062 0.012 -0.010 1
A 2 -1.53E-04 3.96E-05 -2.39E-04 5.12E-05 8.62E-05 -0.125 -0.188 0.112 -0.944 1 -0.111 -0.097 0.119 -0.956 1
A 3 0.00E+00 fest 0.00E+00 fest
B 1 0.00E+00 fest 0.00E+00 fest
B 2 0.00E+00 fest 0.00E+00 fest
C 1 0.00E+00 fest 0.00E+00 fest
C 2 0.00E+00 fest 0.00E+00 fest
c [mm] -5.980 0.002 -5.991 0.001 0.011 1 1
x′ 0 [mm] 0.014 0.001 0.017 0.001 -0.004 0.267 1 0.244 1
y′ 0 [mm] 0.019 0.001 0.015 0.001 0.004 0.219 0.011 1 -0.007 0.072 1
A 1 1.58E-03 1.28E-04 2.13E-03 1.47E-04 -5.50E-04 0.011 -0.016 0.055 1 0.030 -0.053 0.032 1
A 2 -2.65E-04 6.08E-05 -4.77E-04 7.58E-05 2.12E-04 -0.020 0.041 -0.092 -0.967 1 -0.050 0.052 -0.079 -0.967 1
A 3 0.00E+00 fest 0.00E+00 fest
B 1 0.00E+00 fest 0.00E+00 fest
B 2 0.00E+00 fest 0.00E+00 fest
C 1 0.00E+00 fest 0.00E+00 fest
C 2 0.00E+00 fest 0.00E+00 fest
X 0 [mm] 7.689 0.003 7.703 0.003 -0.015 -0.154 0.070 -0.023 0.023 -0.022 -0.149 0.063 0.026 0.028 -0.019
Y 0 [mm] -0.653 0.003 -0.635 0.003 -0.018 0.158 -0.012 0.131 -0.020 0.018 0.123 0.009 0.092 -0.004 0.007
Z 0 [mm] 0.104 0.020 0.131 0.018 -0.027 -0.542 -0.095 -0.053 -0.067 0.116 -0.606 -0.106 -0.069 -0.060 0.102
 [°] 0.127 0.011 0.079 0.011 0.049 -0.016 -0.056 0.627 0.031 0.076 0.046 -0.061 0.620 -0.009 0.078
 [°] -0.470 0.010 -0.440 0.011 -0.030 -0.128 -0.660 0.088 -0.044 0.123 -0.159 -0.683 0.110 0.004 0.068
 [°] 0.938 0.001 0.850 0.001 0.088 -0.038 -0.084 -0.003 -0.003 0.016 -0.038 -0.067 -0.014 0.005 0.003
X 0 [mm] 4.515 0.004 4.532 0.003 -0.017 -0.143 0.068 -0.082 -0.022 0.024 -0.113 0.098 -0.016 -0.002 0.013
Y 0 [mm] 5.353 0.004 5.372 0.003 -0.019 0.136 0.014 0.174 -0.006 -0.002 0.186 0.027 0.054 0.016 -0.038
Z 0 [mm] -0.188 0.025 -0.167 0.019 -0.021 -0.718 -0.185 -0.157 -0.019 0.033 -0.644 -0.150 0.012 -0.046 0.070
 [°] 0.344 0.011 0.310 0.012 0.035 0.108 0.008 0.654 0.042 -0.074 -0.041 0.044 0.671 0.011 -0.046
 [°] -0.337 0.011 -0.319 0.011 -0.018 -0.209 -0.697 -0.031 -0.001 -0.010 -0.173 -0.716 -0.064 0.050 -0.043
 [°] -0.162 0.001 -0.203 0.001 0.041 -0.044 -0.028 0.010 0.003 -0.007 -0.034 0.005 0.001 0.001 0.001
Differenz signifikant (3 ): Positive bzw. negative Korrelation: 1 -1
mit Polfilter
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vi. GENAUIGKEITSBETRACHTUNG FÜR DAS REALISIERTE DREIKAMERASYSTEM  
MIT POLFILTER 
 
Analog zu Kap. 3.4.4 werden die Grafiken für die Parameter und Standardabweichungen mit 
Polfilter dargestellt. Die fortgepflanzten Genauigkeiten ähneln denen ohne Polfilter, sind jedoch 
geringfügig schlechter.  
 
 
Varianzfortpflanzung eines Vorwärtsschnittes für das realisierte Dreikamerasystem mit Polfilter; 
Fortpflanzung mit (durchgezogen) bzw. ohne (gestrichelt) Unsicherheiten in der inneren und 
relativen Orientierung; Bildmessgenauigkeiten von 0 bis 2 Pixel (farbig). 
 
 
Fortgepflanzte Varianzen der einzelnen Parameter für den Konvergenz- und Fokuspunkt des 
Dreikamerasystems mit Polfilter mit h = 60 mm und sx(k) = sy(k) = 1 Pixel; Zusammenfassung der 
Kategorien Bildmessung, innere Orientierung, äußere Orientierung (Translation, Rotation) mit 
jeweiliger Farbcodierung großer Werte. 
 
  
[mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ [mm] sX sY sZ
X 0.1 9E-07 7E-09 0.0001  1 4E-07 0.0001 0.0046 c 1 5E-08 8E-09 1E-05 x ′ 0.0002 1E-06 0.0286
Y 0.1 2E-09 7E-07 2E-05  1 0.0002 1E-06 0.0294 c 2 4E-08 1E-08 2E-05 y ′ 4E-07 0.0001 0.0044
Z 0.1 2E-07 3E-08 4E-05  1 5E-10 1E-09 8E-09 c 3 1E-09 6E-08 9E-06 x ″ 0.0001 2E-06 0.0223
X 0.2 5E-07 6E-09 0.0001  2 6E-07 0.0001 0.0085 x ′0 9E-05 7E-07 0.0138 y ″ 4E-07 0.0001 0.0088
Y 0.2 3E-09 6E-07 4E-05  2 0.0001 1E-06 0.023 y ′0 2E-07 6E-05 0.0021 x ‴ 0.0001 1E-08 0.0004
Z 0.2 1E-07 4E-08 5E-05  2 7E-10 2E-09 1E-11 x ″0 5E-05 8E-07 0.0108 y‴ 2E-06 0.0002 0.025
X 0.3 7E-07 1E-10 2E-06  3 2E-06 0.0002 0.0251 y ″0 2E-07 6E-05 0.0043 √ 0.021 0.021 0.299
Y 0.3 1E-08 8E-07 0.0001  3 0.0001 3E-08 0.0004 x ‴0 7E-05 5E-09 0.0002
Z 0.3 4E-09 1E-07 2E-05  3 2E-09 1E-10 7E-09 y‴ 0 9E-07 8E-05 0.0121 [mm] sX sY sZ
√ 0.002 0.002 0.023 √ 0.021 0.021 0.302 √ 0.015 0.014 0.208 √ 0.033 0.033 0.474
BildmessungInnere OrientierungTranslation Rotation
Gesamt
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vii. NUMERISCHE ABLEITUNGEN ALS KONFIGURATIONSBEDINGTE GEWICHTE DER 
UNSICHERHEITEN DER SYSTEMPARAMETER FÜR DIE FEHLERFORTPFLANZUNG 
 
 
Optimiertes trinokulares Endoskop 
 
Realisiertes Dreikamerasystem ohne Polfilter 
 
Zur besseren relativen Vergleichbarkeit enthalten die farbigen Spalten die absoluten und je 
Koordinatenrichtung auf 1 normierten Faktoren. Es ist zu erkennen, dass die Drehwinkel 1, 2 und 
3 konfigurationsbedingt den größten Einfluss auf die Objektpunktgenauigkeit haben. Jedoch 
ergeben sich die anteiligen Unsicherheiten nur im Zusammenhang mit den geschätzten 
Unsicherheiten der Parameter. Zu beachten ist, dass die Winkel rechnerisch mit der Einheit Radiant 
fortgepflanzt werden und deshalb größere Faktoren/numerische Ableitungen erfordern.  
  
df/dXi df/dYi df/dZi df/dXi df/dYi df/dZi
x ′ 0.0055 -0.004 0.2822 0.0002 0.0001 0.0005
y ′ 0.0041 -0.01 -0.163 0.0001 0.0004 0.0003
x ″ 0.0196 0.0041 -0.282 0.0006 0.0001 0.0005
y ″ 0.0041 -0.01 -0.163 0.0001 0.0004 0.0003
x ‴ 0.0125 0 0 0.0004 0 0
y‴ -0.008 -0.017 0.3259 0.0003 0.0006 0.0006
c 1 0.0648 0.0374 7.7778 0.0021 0.0014 0.015
c 2 -0.106 0.1096 2.7778 0.0034 0.004 0.0053
c 3 0.0417 -0.147 2.7778 0.0013 0.0053 0.0053
x ′0 -1.944 1.4434 -100 0.0622 0.0525 0.1923
y ′0 1.4434 -3.611 -57.74 0.0462 0.1312 0.111
x ″0 -6.944 -1.443 100 0.2222 0.0525 0.1923
y ″0 1.4434 -3.611 -57.74 0.0462 0.1312 0.111
x ‴0 -4.444 -1E-06 7E-05 0.1422 4E-08 1E-07
y‴ 0 -2.887 -6.111 115.47 0.0924 0.2221 0.2221
X 0.1 0.1458 -0.108 7.5 0.0047 0.0039 0.0144
Y 0.1 -0.108 0.2708 4.3301 0.0035 0.0098 0.0083
Z 0.1 0.0049 0.0028 0.5833 0.0002 0.0001 0.0011
X 0.2 0.5208 0.1083 -7.5 0.0167 0.0039 0.0144
Y 0.2 -0.108 0.2708 4.3301 0.0035 0.0098 0.0083
Z 0.2 -0.008 0.0082 0.2083 0.0003 0.0003 0.0004
X 0.3 0.3333 -4E-09 0 0.0107 2E-10 0
Y 0.3 0.2165 0.4583 -8.66 0.0069 0.0167 0.0167
Z 0.3 0.0031 -0.011 0.2083 1E-04 0.0004 0.0004
 1 -6.485 16.256 260.99 0.2075 0.5908 0.502
 1 -8.767 6.4854 -452 0.2805 0.2357 0.8695
 1 -0.674 1.1667 -2E-05 0.0216 0.0424 4E-08
 2 -6.511 16.267 260.23 0.2083 0.5912 0.5005
 2 -31.25 -6.491 450.1 1 0.2359 0.8657
 2 -0.998 -0.354 12.99 0.0319 0.0129 0.025
 3 12.986 27.516 -519.9 0.4155 1 1
 3 -20 0.0165 -0.313 0.6401 0.0006 0.0006
 3 0.8059 0.6875 -12.99 0.0258 0.025 0.025
num. Abl. |num. Abl.| / max(.)
df/dXi df/dYi df/dZi df/dXi df/dYi df/dZi
x ′ 0.0136 -0.001 0.1695 0.0006 6E-05 0.0006
y ′ -6E-04 -0.012 -0.066 3E-05 0.0005 0.0002
x ″ 0.0106 0.0013 -0.15 0.0005 6E-05 0.0005
y ″ -6E-04 -0.011 -0.095 3E-05 0.0005 0.0003
x ‴ 0.0118 0.0001 -0.02 0.0005 5E-06 7E-05
y‴ 0.0014 -0.013 0.1585 6E-05 0.0006 0.0006
c 1 0.2253 0.088 3.366 0.0099 0.004 0.0118
c 2 -0.211 0.1121 4.2774 0.0092 0.0051 0.015
c 3 -0.038 -0.239 2.9729 0.0016 0.0109 0.0104
x ′0 -3.768 0.3479 -47.07 0.1648 0.0159 0.1647
y ′0 -0.163 -3.214 -18.41 0.0071 0.1466 0.0644
x ″0 -2.939 -0.362 41.646 0.1286 0.0165 0.1457
y ″0 -0.179 -3.113 -26.35 0.0078 0.1419 0.0922
x ‴0 -3.28 -0.031 5.4216 0.1435 0.0014 0.019
y‴ 0 0.3812 -3.655 44.03 0.0167 0.1667 0.1541
X 0.1 0.3797 -0.035 4.7427 0.0166 0.0016 0.0166
Y 0.1 0.0164 0.3239 1.8553 0.0007 0.0148 0.0065
Z 0.1 0.0227 0.0089 0.3391 0.001 0.0004 0.0012
X 0.2 0.2922 0.0309 -4.187 0.0128 0.0014 0.0147
Y 0.2 0.0226 0.3101 2.5521 0.001 0.0141 0.0089
Z 0.2 -0.019 0.0116 0.4054 0.0008 0.0005 0.0014
X 0.3 0.3282 0.0042 -0.555 0.0144 0.0002 0.0019
Y 0.3 -0.039 0.366 -4.407 0.0017 0.0167 0.0154
Z 0.3 -0.003 -0.021 0.2555 0.0001 0.0009 0.0009
 1 1.0327 19.45 112.01 0.0452 0.8868 0.392
 1 -22.86 2.072 -285.7 1 0.0945 1
 1 -0.71 1.2044 -3.09 0.031 0.0549 0.0108
 2 1.3048 18.666 154.42 0.0571 0.8511 0.5404
 2 -17.64 -1.807 253.28 0.7714 0.0824 0.8864
 2 -0.864 -1.481 -0.608 0.0378 0.0675 0.0021
 3 -2.32 21.932 -264.2 0.1015 1 0.9244
 3 -19.6 -0.274 33.46 0.8572 0.0125 0.1171
 3 1.3207 -0.403 2.8934 0.0578 0.0184 0.0101
num. Abl. |num. Abl.| / max(.)
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viii. KENNWERTE DER VERSUCHSREIHEN TABELLARISCH ZUSAMMENGEFASST 
 
s0 Standardabweichung 
µ Mittlere Abweichung 
Pkt. Prozentuale Punktabdeckung,  
erzeugte Objektpunkte aus Referenzbild (640×640 Pixel), 
aufgrund Überlappung bei 60 mm Aufnahmeabstand max. 55% Abdeckung möglich 
 
 
3 5 7 9 11 13 15 17 19
s0 [mm] 0.2012 0.0961 0.0518 0.0321 0.0231 0.0198 0.0187 0.0179 0.0184
µ [mm] -0.0028 -0.0010 -0.0002 -0.0002 -0.0004 -0.0004 -0.0005 -0.0006 -0.0007
s0 [mm] 0.1236 0.0542 0.0284 0.0209 0.0177 0.0153 0.0144 0.0138 0.0141
µ [mm] -0.0007 0.0000 -0.0002 -0.0003 -0.0004 -0.0005 -0.0006 -0.0006 -0.0007
s0 [mm] 0.0873 0.0510 0.0318 0.0255 0.0224 0.0198 0.0187 0.0178 0.0183
µ [mm] -0.0002 -0.0003 -0.0002 -0.0003 -0.0004 -0.0004 -0.0005 -0.0006 -0.0007
s0 [mm] 0.0782 0.0432 0.0270 0.0208 0.0176 0.0153 0.0143 0.0136 0.0138
µ [mm] -0.0001 0.0000 -0.0002 -0.0003 -0.0004 -0.0005 -0.0006 -0.0007 -0.0008
s0 [mm] 0.0796 0.0301 0.0224 0.0210 0.0218 0.0238 0.0256 0.0276 0.0298
µ [mm] 0.0012 0.0012 0.0011 0.0011 0.0011 0.0011 0.0012 0.0012 0.0012
Pkt. [%] 35.24 39.56 39.24 38.83 38.42 38.00 37.58 37.17 36.75
s0 [mm] 0.0555 0.0261 0.0218 0.0203 0.0213 0.0230 0.0251 0.0277 0.0298
µ [mm] 0.0020 0.0017 0.0017 0.0016 0.0016 0.0016 0.0015 0.0016 0.0015
Pkt. [%] 39.47 39.71 39.30 38.87 38.44 38.02 37.60 37.18 36.77
s0 [mm] 0.0612 0.0290 0.0223 0.0210 0.0218 0.0235 0.0254 0.0275 0.0298
µ [mm] 0.0013 0.0012 0.0010 0.0010 0.0011 0.0011 0.0012 0.0012 0.0012
Pkt. [%] 39.60 39.68 39.28 38.85 38.43 38.01 37.59 37.17 36.75
s0 [mm] 0.0526 0.0260 0.0214 0.0207 0.0215 0.0227 0.0250 0.0276 0.0295
µ [mm] 0.0020 0.0017 0.0017 0.0016 0.0016 0.0016 0.0016 0.0016 0.0015
Pkt. [%] 39.93 39.72 39.30 38.87 38.44 38.02 37.60 37.19 36.77
s0 [mm] 0.3366 0.1601 0.0909 0.0635 0.0518 0.0462 0.0430 0.0414 0.0411
µ [mm] -0.0003 0.0019 0.0021 0.0023 0.0022 0.0024 0.0026 0.0026 0.0027
Pkt. [%] 10.12 25.86 36.13 38.34 38.31 37.95 37.55 37.14 36.73
s0 [mm] 0.2065 0.0983 0.0619 0.0475 0.0411 0.0381 0.0370 0.0366 0.0379
µ [mm] -0.0017 -0.0001 -0.0001 -0.0003 -0.0004 -0.0004 -0.0005 -0.0005 -0.0005
Pkt. [%] 20.10 36.23 39.01 38.83 38.43 38.00 37.59 37.17 36.75
s0 [mm] 0.2569 0.1182 0.0798 0.0611 0.0513 0.0460 0.0430 0.0417 0.0415
µ [mm] 0.0006 0.0025 0.0020 0.0020 0.0021 0.0022 0.0024 0.0024 0.0025
Pkt. [%] 17.19 38.62 39.24 38.83 38.41 37.99 37.57 37.15 36.74
s0 [mm] 0.1658 0.0846 0.0577 0.0462 0.0404 0.0377 0.0365 0.0369 0.0378
µ [mm] -0.0010 -0.0003 -0.0001 -0.0001 -0.0004 -0.0005 -0.0006 -0.0006 -0.0006
Pkt. [%] 29.83 39.60 39.28 38.85 38.43 38.00 37.58 37.17 36.75
s0 [mm] 0.5466 0.4373 0.3001 0.2026 0.1516 0.1233 0.1097 0.1029 0.0991
µ [mm] 0.1148 0.2768 0.3713 0.4057 0.4149 0.4177 0.4175 0.4171 0.4167
Pkt. [%] 4.87 7.47 13.75 22.91 30.43 34.67 36.35 36.78 36.70
s0 [mm] 0.3367 0.2333 0.1648 0.1293 0.1114 0.1014 0.0956 0.0916 0.0886
µ [mm] 0.2842 0.3331 0.3475 0.3508 0.3511 0.3510 0.3506 0.3500 0.3496
Pkt. [%] 15.03 23.34 32.18 36.69 37.97 38.03 37.73 37.35 36.94
s0 [mm] 0.5334 0.3779 0.2149 0.1544 0.1312 0.1176 0.1085 0.1023 0.0981
µ [mm] 0.1471 0.3302 0.4104 0.4183 0.4168 0.4163 0.4162 0.4162 0.4161
Pkt. [%] 5.16 9.95 25.89 37.07 38.31 38.09 37.74 37.36 36.95
s0 [mm] 0.3055 0.1919 0.1395 0.1170 0.1044 0.0974 0.0924 0.0891 0.0868
µ [mm] 0.3090 0.3488 0.3555 0.3555 0.3541 0.3533 0.3517 0.3510 0.3507
Pkt. [%] 18.94 32.02 38.75 39.01 38.61 38.19 37.79 37.38 36.96
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3 5 7 9 11 13 15 17 19
s0 [mm] 0.2424 0.1520 0.1194 0.0950 0.0701 0.0514 0.0409 0.0367 0.0370
µ [mm] 0.0076 0.0066 0.0062 0.0041 0.0028 0.0018 0.0012 0.0007 0.0004
Pkt. [%] 26.30 39.64 44.62 47.06 48.20 48.59 48.64 48.47 48.16
s0 [mm] 0.1938 0.1336 0.1084 0.0842 0.0626 0.0456 0.0380 0.0369 0.0395
µ [mm] 0.0029 0.0024 0.0019 0.0014 0.0009 0.0004 -0.0001 -0.0007 -0.0013
Pkt. [%] 34.48 42.48 45.95 47.71 48.48 48.66 48.63 48.46 48.16
s0 [mm] 0.1951 0.1499 0.1190 0.0888 0.0654 0.0523 0.0497 0.0516 0.0574
µ [mm] 0.0053 0.0090 0.0075 0.0051 0.0038 0.0034 0.0036 0.0035 0.0033
Pkt. [%] 35.61 44.43 47.48 48.56 48.83 48.83 48.72 48.51 48.20
s0 [mm] 0.1719 0.1296 0.1034 0.0753 0.0538 0.0419 0.0383 0.0394 0.0442
µ [mm] 0.0018 0.0030 0.0029 0.0019 0.0011 0.0007 0.0003 0.0003 0.0006
Pkt. [%] 37.10 44.86 47.93 48.74 48.85 48.82 48.71 48.51 48.20
s0 [mm] 0.2216 0.1589 0.1403 0.1286 0.1210 0.1179 0.1187 0.1190 0.1193
µ [mm] 0.0003 -0.0029 -0.0041 -0.0047 -0.0050 -0.0054 -0.0052 -0.0053 -0.0052
Pkt. [%] 30.32 41.09 44.09 45.63 46.36 46.71 46.88 46.97 46.98
s0 [mm] 0.1970 0.1666 0.1579 0.1530 0.1518 0.1531 0.1552 0.1585 0.1625
µ [mm] -0.0031 -0.0057 -0.0076 -0.0086 -0.0091 -0.0092 -0.0096 -0.0102 -0.0110
Pkt. [%] 37.42 43.21 45.29 46.29 46.69 46.87 46.96 46.98 46.94
s0 [mm] 0.1715 0.1365 0.1171 0.1055 0.1000 0.1018 0.1060 0.1108 0.1194
µ [mm] -0.0007 -0.0008 -0.0023 -0.0037 -0.0042 -0.0057 -0.0071 -0.0083 -0.0119
Pkt. [%] 41.73 46.57 47.83 48.17 48.28 48.31 48.33 48.26 48.06
s0 [mm] 0.1672 0.1455 0.1357 0.1340 0.1354 0.1382 0.1395 0.1424 0.1456
µ [mm] -0.0041 -0.0074 -0.0101 -0.0121 -0.0128 -0.0140 -0.0147 -0.0166 -0.0180
Pkt. [%] 41.99 46.42 47.66 47.91 47.98 48.01 48.04 48.01 47.88
s0 [mm] 0.5725 0.5558 0.5351 0.5093 0.4816 0.4587 0.4405 0.4262 0.4112
µ [mm] -0.0311 -0.1137 -0.1754 -0.2351 -0.2803 -0.3090 -0.3310 -0.3481 -0.3611
Pkt. [%] 5.01 6.53 9.05 12.19 15.63 18.94 22.04 24.90 27.22
s0 [mm] 0.5156 0.4695 0.4365 0.4134 0.3943 0.3824 0.3719 0.3619 0.3513
µ [mm] -0.1234 -0.1902 -0.2303 -0.2536 -0.2702 -0.2797 -0.2884 -0.2949 -0.3045
Pkt. [%] 7.81 12.87 18.76 24.36 28.86 32.36 34.94 36.79 38.12
s0 [mm] 0.5688 0.5471 0.5061 0.4553 0.4113 0.3766 0.3567 0.3398 0.3320
µ [mm] -0.0399 -0.1418 -0.2377 -0.3206 -0.3707 -0.4074 -0.4183 -0.4263 -0.4236
Pkt. [%] 5.21 7.36 12.09 19.88 28.57 34.67 38.09 39.71 40.22
s0 [mm] 0.5036 0.4404 0.3902 0.3538 0.3214 0.2972 0.2854 0.2757 0.2728
µ [mm] -0.1405 -0.2325 -0.2819 -0.3159 -0.3421 -0.3569 -0.3602 -0.3579 -0.3611
Pkt. [%] 8.76 16.76 28.52 38.46 43.52 45.50 46.02 45.78 45.42
s0 [mm] 0.3460 0.2167 0.1460 0.1080 0.0886 0.0789 0.0741 0.0712 0.0734
Pkt. [%] 18.55 30.66 37.71 40.08 40.62 40.76 40.78 40.76 40.63
s0 [mm] 0.2761 0.1737 0.1185 0.0910 0.0769 0.0698 0.0661 0.0645 0.0646
Pkt. [%] 28.92 37.59 40.18 40.68 40.76 40.78 40.80 40.77 40.66
s0 [mm] 0.2555 0.1657 0.1217 0.1016 0.0937 0.0947 0.1017 0.1119 0.1229
Pkt. [%] 30.43 39.19 40.62 40.79 40.81 40.81 40.81 40.77 40.65
s0 [mm] 0.2196 0.1385 0.1073 0.0839 0.0760 0.0750 0.0788 0.0836 0.0888
Pkt. [%] 34.77 40.09 40.73 40.79 40.80 40.80 40.81 40.77 40.68
s0 [mm] 0.5432 0.5015 0.4648 0.4354 0.4082 0.3828 0.3626 0.3430 0.3267
µ [mm] 0.0004 -0.0261 -0.0477 -0.0647 -0.0809 -0.0936 -0.1039 -0.1133 -0.1208
Pkt. [%] 5.39 9.09 13.79 18.67 23.44 27.45 30.52 32.81 34.52
s0 [mm] 0.5082 0.4656 0.4308 0.3995 0.3730 0.3491 0.3273 0.3066 0.2878
µ [mm] -0.0116 -0.0450 -0.0623 -0.0843 -0.1033 -0.1196 -0.1319 -0.1416 -0.1488
Pkt. [%] 8.94 15.59 22.08 27.51 31.64 34.42 36.21 37.37 38.03
s0 [mm] 0.5175 0.4797 0.4436 0.4040 0.3751 0.3570 0.3413 0.3340 0.3278
µ [mm] -0.0202 -0.0474 -0.0678 -0.0832 -0.0894 -0.0910 -0.0941 -0.0917 -0.0906
Pkt. [%] 11.31 22.59 31.38 35.53 37.38 38.38 38.79 39.10 39.10
s0 [mm] 0.4955 0.4521 0.4030 0.3534 0.3202 0.3033 0.2874 0.2776 0.2718
µ [mm] -0.0224 -0.0578 -0.0842 -0.1133 -0.1332 -0.1450 -0.1532 -0.1589 -0.1604
Pkt. [%] 12.28 25.89 34.35 37.63 38.93 39.33 39.48 39.57 39.51
Fenstergröße
K
ap
. 5
.1
.3
N
ie
re
bi
tri
bi SG
Sk
ul
pt
ur
bi
tri
tri SG
N
ie
re
 R
ef
le
xi
on
en
bi
tri
bi SG
tri SG
Sy
nt
he
tis
ch
bi SG
tri SG
K
ap
. 5
.2
.4
N
ie
re
bi
tri
bi SG
tri SG
N
ie
re
 R
ef
l. 
B
ild
- &
 O
ri.
-R
au
sc
he
n
bi
tri
bi SG
tri SG
R
ea
l m
it 
R
ef
er
en
z
K
ap
. 5
.2
.1
 
  191 
 
 
DANKSAGUNG 
 
Hiermit möchte ich mich bei allen Personen bedanken,  
die mich während der Promotionsphase begleitet und unterstützt haben. 
Zunächst geht mein Dank an Herrn Prof. Dr. Hans-Gerd Maas,  
Herrn Prof. Dr. Thomas Luhmann und Herrn Prof. Dr. Djordje Lazovic  
für die Betreuung und Begutachtung dieser Arbeit. Durch regelmäßigen Kontakt  
und einen vertrauensvollen, kollegialen und unkomplizierten Umgang  
war stets eine kompetente Betreuung gegeben.  
Besonders danken möchte ich Thomas für das Vertrauen und die Aufnahme in ein 
hervorragendes Umfeld zur Gestaltung meines wissenschaftlichen Werdeganges.  
Mit seinem Institut für Angewandte Photogrammetrie und Geoinformatik (IAPG),  
dem hochschulinternen Programm Jade2Pro und weiteren Projektstellen  
gab er mir die Möglichkeit, meine Promotion als voll beschäftigter  
wissenschaftlicher Mitarbeiter zu bestreiten. Nicht nur auf fachlicher,  
sondern auch auf strategischer und zwischenmenschlicher Ebene hat  
er seine Erfahrungen geteilt und wichtige Ratschläge gegeben. 
Weiterhin bedanke ich mich bei den Kollegen des IAPG  
für die inspirierenden und fachlichen Diskussionen, insbesondere mit  
Oliver Kahmen*, Robin Rofallski*, Martina Göring, Folkmar Bethmann, 
Christian Jepping, Johannes Piechel* und Heidi Hastedt (* Korrekturleser).  
Die Kooperationspartner AXIOS 3D-Services GmbH (Holger Broers),  
Aesculap AG (Tobias Pfeifer) und das Pius Hospital (Djordje Lazovic)  
haben ebenfalls einen wichtigen Beitrag geleistet. Besonders zu erwähnen  
ist die Patentanmeldung, die Organisation, Durchführung bzw. Begleitung  
einiger realitätsnaher Versuche sowie die zahlreichen Projektmeetings.  
Nicht zuletzt möchte ich mich bei meinen Freunden aus Oldenburg  
und natürlich meiner Familie und Freunden aus der Heimat  
für den positiven Zuspruch und das Vertrauen  
während der Promotionsphase bedanken.  
