ABSTRACT Wireless sensor networks are widely used in smart environments to capture and detect the activities of human beings, and achieving reliable transmission between sensor nodes has become one of the main challenges of practical applications. This paper presents a scheme for path planning that is designed to achieve optimal coverage by using active nodes to periodically fill in the blank areas and to replace the failed nodes. This approach can effectively avoid uneven energy consumption while maintaining complete link states. Meanwhile, the curl field of the nodes is used to model the effects of the residual energy and the distance between nodes, thereby effectively relaxing the requirements on the spatial positions of the nodes. Experiments show that in the case of directional transmission, the proposed method demonstrates better performance than other algorithms in terms of the network lifecycle, coverage, and transmission reliability. This method can effectively address the problem of cross-node failure along the transmission paths in complex and dynamic networks.
I. INTRODUCTION
Pervasive sensing technologies embedded in smart environments have provided unprecedented opportunities for health and safety monitoring. Wireless sensor networks (WSNs) are widely used in smart environments to capture and detect the activities of human beings due to their excellent communication performance and low deployment cost [1] , [2] . A WSN contains a large number of sensor nodes that can detect, collect, and process data and then transmit those data to the base station via sink nodes. When hundreds or thousands of sensors are randomly deployed in a WSN, problems regarding shared communication paths and redundancy of the sensor nodes tend to arise [3] , which can result in abnormal links or even signal interruption. Since the death of nodes or node hibernation will cause significant changes in the network topology, it is necessary to use the information on the switching of the node states to maintain and update communication routes [4] - [6] . For example, when natural disasters such as landslides or water pollution events occur, information transmission will be interrupted, and gaps in node coverage will form due to the limited wireless communication distance. This problem will be further exacerbated when hundreds of thousands of sensors are randomly deployed. The sensors in such complex environments can be divided into two types. Nodes of the first type are static nodes, which are sensors in fixed positions that are used for passive monitoring tasks; nodes of the second type are active nodes, which are typically mounted on or carried by mobile objects or agents, e.g., moving cars and pedestrians. We use the active node instead of mobile mode to specify that a mobile sensor node have active interaction behavior with the static nodes nearby. That is when these active nodes roam in an area, they will frequently establish and release connections with surrounding static nodes. To ensure that communications between a mobile node and its surrounding static nodes are not interrupted once established, the communication coverage areas of the static nodes must intersect with each other. Therefore, reliable transmission between sensor nodes has become one of the main challenges faced in deploying WSN-based smart environments.
To find efficient and reliable communication links, control messages broadcast between nodes are typically used [7] . It is assumed that the geographic locations of the sensor nodes can be obtained by GPS receivers. The distances and angles between nodes can also be measured and used to estimate node positions through trilateration, triangulation and maximum likelihood estimation. Examples of indicators that are calculated using this approach include the RSSI (received signal strength indicator), AOA (angle of arrival), TOA (time of arrival) and TDOA (time difference of arrival) [8] . However, this approach is computationally complex and provides limited network accessibility and scalability. To alleviate these problems, it is necessary to establish a communication link that is within the perception range of a node but, at the same time, does not depend on the physical location of the node. Therefore, this paper presents a scheme for path planning that is designed to achieve optimal coverage by using active nodes [9] to periodically fill in blank coverage areas and replace failed nodes. This approach can effectively avoid uneven energy consumption while maintaining complete link states. In addition, the curl field of the nodes is used to model the effects of the residual energy and the distance between nodes, thereby effectively relaxing the requirements on the spatial positions of the nodes.
The remainder of this paper is organized as follows. Section 2 discusses related work. Section 3 presents the proposed method. Section 4 describes the experimental procedure and results, and conclusions are drawn in Section 5.
II. RELATED STUDIES
Currently, the research related to communication through active nodes falls into two main categories: the optimization of network coverage by adjusting node positions and the improvement of the reliability of network transmission by means of mobile nodes.
Data can be collected using either the location-based approach or the multidimensional approach [10] . Locationbased data collection can be used to identify the mode of interaction between an active node and other nodes in the environment and enables the analysis of the network topology to find the cause of and solution to a problem. In multidimensional data collection, sensors with different functions are used to collect multifaceted data, including displacement, luminosity, and vibration frequency, in a given monitoring area. The limitation of this approach, however, is that it does not allow the determination of the correct time stamp and energy consumption when the direction of motion changes. To overcome these shortcomings, authors have proposed the use of mobile nodes to effectively solve the problem of reliable transmission in WSNs [11] , [12] by replacing static nodes that cover fixed areas with mobile nodes. However, the main disadvantage of this strategy is that the data transmitted by the sink node will be lost when the transmission is incomplete. Since the transmission capacity of neighboring nodes is limited, it is difficult to establish complete communication; in addition, the narrowing of communication coverage will significantly affect the stability of the network topology. Thus, many scholars have proposed different solutions. For example, Dini et al. [13] proposed a random motion algorithm (AORDM) for improving network connectivity. Fadlullah et al. [14] proposed a dynamic trajectory control algorithm for improving the throughput and delay of a network by adjusting the coordinates of the center nodes and the radius of the coverage area. Additionally, Taifei et al. [15] proposed a hierarchical region coverage optimization algorithm based on a genetic algorithm (GACOA) to reduce the network deployment cost and increase the coverage area. However, the complexity of these methods is high, their convergence speeds are limited, and it is still difficult to effectively achieve optimal coverage using sensor nodes. Moreover, Colom et al. [16] proposed a routing method called ad hoc on-demand distance vector routing (AODV), in which each mobile node is managed by a dedicated routing protocol. Although this dynamic, self-starting network can repair broken links, this method has serious transmission delay problems.
To achieve optimal coverage, a directional antenna can be used as a wireless base station, and then, circular coverage theory can be used to maximize the total coverage area and time [17] ; additionally, the number of static sensors can be increased to improve the quality of network communication while using a first-order grayscale model to obtain the intrusion detection history of the network [2] . This method can be used to effectively determine which communication links are unstable. The downside is that the multipath phenomenon will occur as the node density increases, which will increase the processing load of the sink nodes. In addition, a method based on a confident information communication model has been developed to obtain the optimal configurations of communication links; this method not only considers cooperative communication between processing sensors but also utilizes the relationship between the path length and the hop count in space [18] . Although these methods optimize node coverage, the resulting transmission reliability, robustness, and complexity are not very satisfactory. To address these shortcomings, we propose a novel path planning method. The main contribution of this paper is that it proposes a method of seeking optimal coverage by directing active nodes along the shortest movement path to replace faulty nodes and fill in blank coverage areas.
III. THE PROPOSED METHOD
Depending on the sensor devices, typical network models include disk models, ring models, probabilistic models, fusion-based monitoring models, and directed overlay models. In the disk perception model, the communication radius of a node is closely related to its transmit power [11] , [12] , [19] . When the distance between nodes exceeds a certain value, an effective communication link cannot be established. We call the maximum distance that can VOLUME 7, 2019 establish an effective communication link the communicable radius. Obviously, the communication range of a node is a circular area with the node as the center and the communication radius as the radius. Although communication links can be established based on the communicable radius, data transmission may be unstable. For stable transmission, we need a node as a relay to perceive the existence of other nodes. Therefore, we call the maximum distance that can perceive other nodes the perception radius. Similarly, the perception range of a node is a circular area with the node as the center and the perception radius as the radius. Let R s , R c and R e represent the perception radius, communication radius and coverage radius, respectively, of a node. Then, the perception range, effective communication range and coverage range of the node are circular areas that are centered on the node and have the corresponding radius R. Assume that all nodes have the same communication range and that the communication radius of a node is larger than its coverage radius, as shown in Fig. 1 . Under these assumptions, an active node can interact with the static nodes that are within its effective communication range and can determine its own movement trajectory using the coverage information of the static nodes. Given randomly distributed static nodes, the larger the communication radius is, the more unstable the communication quality [2] . When the distance between two nodes is greater than the sum of their effective communication radii, communication will be interrupted. At this time, the active node is required to act as a relay node to establish an effective communication link. This process can be accomplished by means of path planning for the active node.
A. PATH PLANNING FOR ACTIVE NODES
To maximize the coverage area, the repeated displacement of the active nodes should be reduced as much as possible, even if a node moves only a small distance. This requires that the union of the coverage areas of the active nodes and static nodes include the entire monitoring area and that the intersection of them be empty. This is equivalent to finding paths with the smallest encircling rate with respect to motion curves on the movement trajectories of the active nodes such that the paths do not intersect with any covered areas and the line of connected covered areas always intersects with the movement path of each active node. To this end, we use a quadtree to record the location information of the subregions. After the quadtree of the monitoring area has been constructed, the subregions can be traversed through a hierarchical search. When an active node moves to the specified area for mobile coverage, the breadth-first search algorithm is used to scan from the root of the tree until the location of the designated area is identified. Note that the depth of the quadtree affects the efficiency of traversal among regions; this depth value is determined by the monitoring area and the communication capacity of the mobile node.
Theorem 1: After division, the depth of the quadtree is d,
, where w and h represent the width and height, respectively, of the monitored area.
Proof: Note that the termination condition for the minimum subregion division is that the area of each subregion must be less than or equal to the area of the inscribed rectangle corresponding to the communication range of the active nodes. Let w and h represent the width and height, respectively, of the monitored area; then, the intersection angle θ can be calculated as arctan h w . Because the subregions are always similar to the whole region regardless of how they are divided, the area of the inscribed rectangle can be calculated as s = 2 sin(2 arctan Using the quadtree structure can enable the effective traversal of all subregions, and the nodes moving between the subregions should avoid the generation of repeated paths. It is easy to prove that if a node traverses the quadtree by means of a breadth-first search, there must be a nonrepeating path that can access each subregion in the area. The goal of movement inside a subregion is to achieve full coverage by moving the least distance.
There are two possible situations: 1) When there is no static node in the subregion, columnrow scanning can be used to achieve the optimal coverage of the subregion. The active node initially moves from top to bottom and then moves a distance of 2R s in the horizontal direction after vertical scanning. The active node repeats this process until the whole area has been completely traversed.
2) When there are static nodes in the subregion, as shown in Fig. 2(a) , it is necessary to determine whether the area that is not covered by those nodes is connected. If it is connected, the remaining areas can be traversed using column-row scanning; otherwise, we can use the following steps to connect all areas.
Step 1: Find the boundary points of the covered areas and connect those points with straight lines until the boundary of the existing coverage area is reached. Mark the middle point of each line segment, as shown in Fig. 2(b) .
Step 2: Find adjacent middle points and connect them sequentially such that the connections do not intersect with the coverage areas, as shown in Fig. 2(c) .
Step 3: Modify the movement trajectory such that it becomes an Euler diagram [20] , as shown in Fig. 2(d) . This is to ensure that the area covered by the movement is connected and disjoint with the area already covered.
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Step 4: Optimize the movement trajectory through the following equation:
where M represents the number of active nodes, A static represents the area covered by the static nodes, A i is the area covered by node i, A i ≤ 2L i R s + π R 2 s , and L i is the movement distance of node i within the monitoring area. L i can be computed as follows:
Step 4 minimizes the sum of the movement distances of all active nodes given the optimal coverage of the network, as shown in Fig. 2(e) and Fig. 2(f) . Note that the optimal movement path is affected by many factors, such as the features of the monitoring area and the positions of the nodes. The algorithm needs to avoid the repeated displacement of active nodes during movement and reduce the overlap with the static coverage areas. This problem can be transformed into a traveling salesman problem [21] to yield the approximate optimal solution.
If nodes fail, die or are separated by a large distance in the monitoring area, network coverage gaps can easily occur, preventing the establishment of reliable transmission links. To address this issue, it is necessary to establish a communication field in the network for effectively sensing variations in the node signals. It is known that the Ampère loop theorem has a mechanism for processing induction information, which can be used to characterize self-identification and mutual excitation and enables the use of a constraint on the strength of radio-frequency (RF) signals to form a dynamic equilibrium network [22] . This provides an alternative idea for optimizing the coverage of WSNs, that is, the establishment of a communication field to allow the active nodes to sense the signal strengths of other nodes in the coverage area. In a steady magnetic field, the magnetic induction B is related to the current I in the coil. When I = 0, a magnetic field exists nearby, which indicates the presence of a communicationcapable node at the edge of the blank coverage area where the active node is located; when the magnetic induction B is zero, there is no current in the space, which suggests that the blank coverage area is large and that multiple active nodes are required to serve as relays to establish a communication link. In this case, a node can use its sensing function to find relay nodes in the communication field, thereby planning its route and determining whether to replace a failed node or fill in a blank coverage area.
B. COMMUNICATION FIELDS IN NETWORKS
The communication field of a node can be represented as a function of the residual energy and node spacing and can be used to obtain the optimal location of the node. In a randomly distributed network, data are transmitted in a multihop manner. However, the distance between two static nodes is sometimes relatively large, such that the communication coverage area between the two points is limited, resulting in unstable communication signals. In this case, an active node can be used as an intermediary cascade node to ensure reliable transmission. Assuming that the motion of the node is a function of time, the motion trajectory equation of the active node can be represented [13] - [15] as:
where c 0 , c 1 , c 2 and c 3 are constant coefficients, and t is the moving time of the active node. According to [11] and [23] , the encircling rate of the motion curve of the active nodes can be calculated as:
Because the encircling rate of the movement curve is related to the encircling radius, i.e., r = 1 k , we can obtain the encircling radius of movement as follows:
Suppose that the distance between two circles is R s + l, where R s is the radius and l is the disjoint distance between the circles. We use a line segment to connect the centers of the circles and mark the middle points of each segment; then, the active nodes should move along a trajectory passing through these middle points. Since the initial position of the trajectory is on the concentric circle of the outermost region, the distance between the active node and the edge nodes is R c /2. Additionally, because the distance between the edge nodes is (2R c + l)/2, the length of the effective movement path of the active node is calculated as:
Now, the communication field can be represented in vector form [20] , [22] :
where x, y and z represent the three-dimensional coordinate axes; i, j and k represent the unit direction vectors; and P, Q and R represent first-order continuous partial derivative functions. Then, the communication range of the edge node of a blank coverage area is a directed surface with a boundary L. According to the Stokes formula [18] , we have:
where the expression inside the integral symbol is the curl of the communication path A, denoted by rotA. Here, the curl represents the density of the lines in the closed field around the node, which is used to simulate the radius of the RF signal. The curl can be divided into an internal curl or an external curl depending on whether the active node can perceive the RF signals of static nodes. If the active node can receive signals from static nodes, we call the corresponding line density in the closed field the internal curl; otherwise, we call it the external curl. Obviously, the internal curl can be used to estimate whether static nodes exist, and the external curl can be used to determine whether redundant active nodes exist. Consider the perception model of the signal strength that is shown in Fig. 3 , where R s is the radius of the spherical range and I is the strength of the signal vector. Additionally, we assume that the signal strength is evenly distributed over the coverage radius; then, the external curl of the effective communication radius of the active node can be calculated as:
An external curl of zero indicates that the RF signals of static nodes cannot be detected. In this case, the path planning of the active node can be used to establish a multihop communication link and fill in a blank area. On the other hand, the internal curl can be computed as:
Obviously, when the internal curl at each point in the effective area covered by the communication radius of the active node is not zero, the signal strength has a constant value of I πR 2 s . This indicates that the active node has detected signals coming from nodes at the edge of the blank coverage area. As a consequence, a communication path is established. The active node becomes a relay node and fills in a blank coverage area. 
IV. EXPERIMENT
At present, many algorithms for studying network optimal coverage are mostly applied in static networks, and are not suitable for dynamic networks and hybrid networks. Since this paper considers a typical dynamic network environment, many algorithms cannot achieve convincing results in terms of coverage, network life cycle, transmission delay, transmission reliability, load balancing and other indicators. Therefore, the AODV, AORDM and GACOA algorithms are chosen for comparison because they are considered to be effective and advanced in a dynamic network environment. All simulations were conducted on a computer with a 2.1 GHz CPU and 8 GB of RAM.
A. SETTINGS
First, 100-500 nodes were randomly deployed in a rectangular area of 500 m × 500 m. Each active node moved for 20 seconds each time. To account for the randomness of the initial topology of the active nodes, a total of 300 simulations were performed in this experiment. The signal transmission model used in this paper is the spatial transmission loss model [18] , [25] . The ideal received signal strength (RSS) of an active node is expressed as:
where P T is the transmit power of the node, η is the path attenuation factor, d is the distance between the active node and the target node, and X σ is the observed noise. Following [13] , the parameters were set to P T = 55dBm, η = 4 (outdoors), mean X σ = 0, and variance σ = 5. In addition, the network delay was set to 3 seconds according to [13] , [26] , and [27] , and the run time was 300 seconds. For consistency with several real applications, e.g., indoor positioning, geological detection and water quality monitoring, the speeds of the mobile nodes were set to 5 m/s, 10 m/s and 15 m/s. Finally, we computed the average values of the simulated results. Fig. 4(a) shows the relationship between the network coverage and the number of nodes. The coverage increases as the number of sensor nodes increases. When the number of sensor nodes is less than 150, the coverage of the algorithm is greatly affected by the number of nodes; however, when the number of nodes is greater than 150, the coverage increases only slowly with the increase in the number of nodes. Overall, the coverage of our method is higher than those of AODV, AORDM and GACOA when a large number of nodes are deployed, but it is lower than that of GACOA when a small number of nodes are deployed. The reason why this happens is that when the number of nodes is less than 150, the coverage area of the node is significantly smaller than the monitoring area; but when the number of nodes is greater than 150, the overall coverage of the network will be significantly improved even if the node coverage is redundant. This may be related to the specific settings of the network, such as the detection area and the effective communication radius of the Zigbee node. Fig. 4(b) shows the simulation results for the coverage ratio. The coverage ratio increases as the node speed increases. However, the proposed method has a higher coverage ratio than the other methods at all three speeds (5 m/s, 10 m/s and 15 m/s). 2) LIFECYCLE Fig. 5 shows the effect of the node density on the network lifecycle. Fig. 5(a) shows the results for the communication round when the first node dies at different node densities, and Fig. 5(b-d) shows the results for the communication rounds when 25%, 50% and 75% of the nodes are dead. These figures show that AORDM and GACOA have the lowest performance in terms of the network lifecycle, whereas AODV has better residual performance than the traditional routing scheme. The proposed method considers the global optimal coverage and the sum of the remaining energy among the nodes. It selects the appropriate active nodes to establish transmission paths. Therefore, the lifecycle of our method is better than those of the other methods. Fig. 6 shows the lifecycles at different node speeds. As the node speed increases, the network lifecycle decreases for VOLUME 7, 2019 all methods. However, the algorithm proposed in this paper is superior to the other methods.
B. RESULTS

1) COVERAGE RATIO
3) TRANSMISSION DELAY
The average end-to-end delays are shown in Fig. 7(a) . The results show that the average delays of GACOA and our method decrease with an increasing number of nodes, whereas the average delays of AODV and AORDM slightly increase as the number of nodes increases. When the network has a low node density, AORDM performs the best in terms of transmission delay. The delay of method is slightly higher than that of AORDM but significantly lower than those of GACOA and AODV. As the node density increases, the delay of our method decreases below that of AORDM; thus, our method becomes the optimal algorithm with respect to the transmission delay. Fig. 7(b) shows that our algorithm's communication delay is lower than that of AODV and is equivalent to those of AORDM and GACOA at node movement speeds of 5 m/s and 10 m/s. Fig. 8(a) shows the effect of the node density on the transmission reliability. This plot shows that the transmission reliability of our method is better than those of AODV and GACOA and is equivalent to that of AORDM. As the number of sensor nodes increases, the number of transmission paths also increases. The increase in the number of paths is generally caused by probabilistic connections between nodes. When the probability is greater than a certain value, the source node will select the optimal path along which to send the packet to the target node. In each round of communication, some nodes on the transmission path will die. Our method uses active nodes as relays to replace dead nodes, thereby ensuring reliable transmission and avoiding information loss. Fig. 8(b) compares the transmission reliabilities at different node movement speeds. The performance of our method is slightly better than that of AODV at a speed of 5 m/s. However, our method is comparable to AODV at higher speeds, i.e., 10 m/s and 15 m/s. In all cases, AORDM and GACOA have lower transmission reliability. Fig. 9(a) and Fig. 9(b) show the load balance after communication, which is measured in terms of the average residual energy among the nodes and the standard deviation of the node energies. As seen in Fig. 9(a) , as the number of communication rounds increases, the proposed algorithm achieves the highest average residual energy. The energy consumption curve of our method is also smoother than those of the other methods. This indicates that the movement paths of the active nodes can be effectively planned. Fig. 9(b) shows that the standard deviation of the residual node energies with the proposed algorithm is also the smallest at the end of each 50 rounds of communication. This is because active nodes replace dead nodes and fill in blank areas through path planning, helping the sensor nodes on the communication paths to consume energy more evenly.
4) RELIABILITY
5) LOAD BALANCE
V. CONCLUSION
This paper proposes an active node communication strategy for optimal coverage, which provides a feasible solution to the problems posed by limited communication radii and a dynamic network topology. The method uses active nodes to transfer data to static nodes and replace failed nodes. The results show that without stringent location requirements, the proposed method can improve communication performance in terms of the network coverage and lifecycle, transmission delay, transmission reliability and load balance. This method can be applied in sensor networks intended for various applications, such as indoor positioning, mountain monitoring and water pollution tracking. In the future, we will expand this work to improve the transmission reliability and energy efficiency in more complex environments, such as wireless mesh networks and ad hoc networks.
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