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Introduction
The main goal of renormalization from a traditional point of view is to determine when
and how the cancellation of ultraviolet (UV) divergences in quantum field theory occurs.
Such a cancellation is essential if a theory has to yield quantitative physical predictions.
What is not obvious is how the quantum fluctuations associated with extremely short
distances (i.e. very high momenta) can be so harmless to affect a theory only through
the values of a few of its parameters, typically the bare masses and coupling constants
or the counterterms in renormalized perturbation theory.
Another picture for renormalization can be conceived, and the idea is due to K. Wilson
[1]. He suggested that all of the parameters of a renormalizable field theory can be thought
of as scale dependent objects and such a scale dependence is described by differential
equations, the so-called renormalization group (RG) equations or flow equations. The
RG method is based on the functional integral approach to field theory and the origin
of the ultraviolet (UV) divergences is perused by isolating in the functional integral the
short-distance degrees of freedom of the field. Actually in the generating functional Z[J ]
the basic integration variables are the Fourier components φ(k) of the field, namely Z[J ]
is expressed by
Z[J ] =
∫
Dφei
∫
[L+Jφ] =
(∏
k
∫
d φ(k)
)
ei
∫
[L+Jφ] .
In order to cure the ultraviolet divergences, a sharp UV cutoffM is imposed. This means
we integrate only over the fields φ(k) with |k| ≤M and set φ(k) = 0 for |k| ≥M so that
in the real space the fields are defined on a lattice of spacing 2 π/M . According to Wilson,
the fundamental fields are replaced by their averages over a certain space-time volume
(blockspin transformations) and thus defined on a coarser lattice. By this averaging
process small scale fluctuations which correspond to high frequencies are eliminated.
Rather than in the discrete Wilson RG, we are interested in the continuous Wilsonian
RG [2]-[4]. The idea behind it is very similar to that of the discrete case: in the generating
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functional (partition function in the Euclidean) we do not integrate over all momenta in
one go, but we first integrate out modes between a cutoff scale Λ0 (UV) and a very
much lower energy scale Λ. What is left over —integration between Λ and zero— may
still be expressed as a generating functional but the bare action is replaced by a very
complicated effective action, Seff, containing an infinite series of non-local terms. This
is naturally interpreted as the high frequency modes of the fields generating effective
couplings for the low-energy modes. However, we expect the behaviour at small scales to
be controlled only by a finite number of parameters, i.e. the “relevant parameters” (with
non-negative mass dimension). Deviations from locality will be of order Λ/Λ0. Thus,
when the relevant parameters have been fixed at low energies, the dependence on Λ0 will
be given by powers of Λ/Λ0 at any order in perturbation theory. Moreover, by requiring
the physical Green functions to be independent of the cutoff Λ, it follows the functional
Seff obeys an evolution equation. Hence, the evolution equation with a suitable set
of boundary conditions —which encode both renormalizability and the renormalization
conditions— can be thought of as an alternative definition of a theory.
From what we have seen so far we should be driven to view the RG formulation as a
natural setting for the analysis of effective theories [5]. Effective theories are very popular
nowadays: Chiral Perturbation Theory [6], Heavy Quark Effective Theory [7], low energy
N = 2 Super Yang Mills [8] are just a few examples. Even though the dream of modern
physics is to achieve a simple understanding of all the observed phenomena in terms
of some fundamental dynamics (unification), assuming a theory of everything appeared
at some point, the description of nature at all physical scales would have little to do
with a quantitative analysis at the most elementary level. Therefore, in order to study a
particular physical system in a huge surrounding world, the key issue is to identify and
pick up the most appropriate variables.
Usually, a physics problem involves widely separated energy scales. The basic idea
is to identify those parameters which are very large (small) compared with the energy
scale of the system and to set them to infinity (zero). A sensible description of the
system would obviously consider the corrections induced by the neglected energy scales
as small perturbations. Effective field theories are the appropriate theoretical tool to
examine low-energy physics, where low is referred to some energy scale M (Λ0 in the
RG). Only the relevant degrees of freedom, i.e. the states with k << M are kept, whereas
the heavier excitations with k >> M are integrated out from the action. The by-
product of such integration is a bunch of non-renormalizable interactions among the
light states, which can be expanded in powers of E/M , E being the energy. Thus the
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information on the heavier degrees of freedom is stored in the couplings of the low-energy
Lagrangian. Although an effective field theory contains an infinite number of interactions,
renormalizability can be trusted since, at a given order in the expansion in E/M (Λ/Λ0
in the RG), the low-energy theory is specified by a finite number of couplings.
We naturally expects the effective theory keeps track of the symmetries of the funda-
mental theory. Global symmetries, such as Lorentz invariance, isotopic spin invariance
and so on, are automatically maintained in the RG method. It is certainly not so for
gauge symmetries. In fact the division of momenta into large or small (according to
some scale Λ) —which is fundamental in the RG approach— is not preserved by gauge
transformations, since in the momentum space the field is mapped into a convolution
with the element of the gauge group. We are forced to conclude that the symmetry of
the fundamental theory is lost at the effective level. Nevertheless, a remainder of the
original invariance survives in the form of an effective symmetry which constraints the
flow of all the couplings of the theory at the scale Λ. Unfortunately, the task of solving
the relations among the couplings coming from those constraints is impossible to carry
out, due to non-linearity. Therefore one is left with two options: either work in non-
perturbative field theory by means of an analytic approximation or solve equations in
the perturbative regime. In the former case we have to face the unpleasant aspect that
there is no known truncation consistent with gauge invariance and the best one can do
is to give a numerical estimate of the symmetry breaking term by using effective Ward
identities [9]. In this thesis we will choose the latter option and the implementation of
symmetries in perturbation theory will be extensively treated.
Even though the topics of the thesis will be discussed at the perturbative level, we must
recall for completeness that the RG formulation is in principle non perturbative. Clearly
analytic approximation methods must be employed in non-perturbative quantum field
theory where there are no small parameters to expand in. In this direction much progress
has been made. Let us just mention the applications to chiral symmetry breaking, phase
transitions, finite temperature, large N limit and to many other sectors. For a review
see [10]. Two major problems affect non-perturbative RG. Of the first of these, that any
known truncation violates gauge invariance, we have already said. The second problem
is the lack of a recipe to evaluate errors in a certain approximation scheme.
We now present the outline of the thesis. In the first chapter we will introduce
the Wilsonian Exact Renormalization Group for a general theory (i.e. containing both
bosons and fermions, scalars and vectors). The procedure of integrating out the modes
with frequency above Λ2 and below Λ20 will be performed multiplying the quadratic part
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of the classical action by a cutoff function which is one between Λ2 and Λ20 and rapidly
vanishes outside this interval. We will then derive the RG flow by requiring the generating
functional of the theory to be independent of the infrared cutoff Λ.
As an example of how the RG method works, in chapter 2 we will apply it to the
massless scalar theory. We will see in details how an iterative solution of the flow equation,
together with a set af suitable boundary conditions, provides the usual loop expansion.
Furthermore we will explicitly compute the one-loop two-point and four-point vertices.
For this theory we will also prove perturbative renormalizability, i.e. the existence of the
Λ0 → ∞ limit, and infrared finiteness, that is the vertex functions at non-exceptional
momenta are finite order by order in perturbation theory.
The third chapter will be devoted to establishing the Quantum Action Principle
(QAP) in the RG and we will show that the Slavnov-Taylor (ST) identities, which com-
pletely characterize the classical theory, can be directly formulated for the cutoff effective
action at any Λ. Afterwards we will use these effective identities to fix the couplings in
the bare action.
In the fourth chapter the QAP will be exploited to analyse the breaking of dilata-
tion invariance occurring in the scalar theory in the RG approach. An analogue of the
Callan-Symanzik equation will be derived for the cutoff effective action and from the
effective Ward identities of dilatation the one-loop beta function for such a theory will
be reproduced.
In the fifth chapter we will address SU(N) Yang-Mills theory. After deriving the
evolution equation, we will treat the key issue of boundary conditions which, in this case,
have also to ensure restoration of symmetry for the physical theory when the cutoffs are
removed (in the limits Λ→ 0 and Λ0 →∞ ). We will then use the effective ST identities
to derive some of the bare couplings (fine-tuning) at the first loop. The next step will
be the extension of the RG method to chiral gauge theory. This will be the subject of
chapter 6. Since in the RG formulation the space-time dimension is four, there is no
ambiguity in the definition of the matrix γ5 and in the regularized action left and right
fermions will not be coupled. Therefore the solution of the fine-tuning procedure we
be simpler than in the standard case (global chiral symmetry is preserved) and will be
explicitly performed. We will then show how the chiral anomaly can be obtained in the
RG.
Having gone through non-supersymmetric theories, chapter 7 will be dedicated to
extending the RG formulation to supersymmetric theories. Regularization will be imple-
mented in such a way that supersymmetry is preserved. Actually, it suffices to write the
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classical action in terms of superfields and multiply the propagators by the same cutoff
function. In components this corresponds to use the same cutoff for all fields. We will
start with the Wess-Zumino model to set up the formalism and then, in chapter 8, we
will approach supersymmetric gauge theories. We will solve the fine-tuning equation at
the first loop and show how the gauge anomaly can be derived. Finally, the appendix
contains the supersymmetric conventions.
8 CONTENTS
Chapter 1
Wilson Renormalization Group
1.1 Wilson effective action
To start with, we will acquaint with the Wilson renormalization group (RG) —or exact
renormalization group— formulation of a theory. The basic idea of Wilson RG [1] is
to regard an interacting field theory as an effective theory, that is to consider the high
frequency modes of the fields of the theory as generating effective couplings for the low
energy modes. In this picture one introduces an UV cutoff Λ0 to make the Green functions
of the theory finite in the ultraviolet region. Then a scale Λ is introduced and the
frequencies between Λ and Λ0 are viewed as generating interactions for the frequencies
lower than Λ.
As we will see throughout the following chapters, the RG approach can be applied to
a wide variety of theories, so that a general formulation is in order. To do so, we will
denote with Φa = {φ, ψ, ψ¯} the fields of the theory (the φ’s are commuting fields while
the ψ¯, ψ are anticommuting, fermions or ghosts) and Ja = {j, χ¯,−χ} the corresponding
sources in the generating functional. Let us suppose the classical action Scl
1 is invariant
under the infinitesimal local transformation of the field Φ
δΦa(x) = η Pa[Φ(x)] , (1.1)
where the Pa[Φ] are (anticommuting) polynomials in the fields and η is an anticommuting
parameter. Introducing the sources γa, associated to the composite operators defining
1Here we mean the classical action contains the gauge-fixing term and the corresponding Faddeev-
Popov term.
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the symmetry transformations of Φa, we can write the BRS action
SBRS[Φ, γ] = Scl[Φ] +
∫
x
γa Pa[Φ] .
In order to quantize the theory one needs a regularization procedure of the ultraviolet
divergences. Such divergences are regularized by assuming that in the path integral
only the fields with frequencies smaller then a given UV cutoff Λ0 are integrated. This
procedure is equivalent to assume the free propagators vanish for p2 > Λ20. The generating
functional is
Z[J, γ] = eiW [J,γ] =
∫
DΦ exp i{−12(Φ, D−1Φ)0Λ0 + (J, Φ)0Λ0 + Sint[Φ, γ; Λ0]} , (1.2)
where the free propagators are collected in the matrix D−1ab and, more generally, we have
introduced the cutoff scalar product between fields and sources 2
(Φ, D−1Φ)ΛΛ0 ≡
∫
p
K−1ΛΛ0(p) Φa(−p)D−1ab Φb(p) ,
∫
p
≡
∫
d4p
(2π)4
,
(J, Φ)ΛΛ0 ≡
∫
p
K−1ΛΛ0(p) Ja(−p) Φa(p) . (1.3)
The cutoff function KΛΛ0(p) is one for Λ
2 ≤ p2 ≤ Λ20 and rapidly vanishes outside this
interval and its introduction can be responsible for a possible loss of the symmetry. Hence
the UV action Sint must contain all possible local, renormalizable interactions which are
needed to compensate the symmetry breaking induced by the regularization.
According to Wilson we integrate over the high energy modes, i.e. the fields with
frequencies Λ2 < p2 < Λ20 and obtain
Z[J, γ] = N [J, γ; Λ,Λ0]
∫
DΦ exp i
{
−12(Φ, D−1Φ)0Λ + (J, Φ)0Λ + Seff[Φ, γ; Λ,Λ0]
}
,
(1.4)
where the coefficient N is given by
logN [J, γ; Λ,Λ0] = − i
2
(J, DJ)0Λ0 +
i
2
(J, DJ)0Λ .
The functional Seff is the Wilsonian effective action and contains the effective interaction
coming from the frequencies p2 > Λ2. We now prove that this functional is equivalent
to a generalization of (1.2), in which the free propagators contain Λ as an infrared cutoff
[11, 12]. The generating functional (1.2) can be rewritten as
N [J, γ; Λ,Λ0]
∫
DΦDΦ1 exp i
{
−12(Φ, D−1Φ)0Λ − 12(Φ1, D−1Φ1)ΛΛ0 + (J,Φ)0Λ
+ Sint[Φ + Φ1, γ; Λ0]
}
, (1.5)
2Summations over internal indices are understood.
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where
K0Λ0(p) = K0Λ(p) + KΛΛ0(p) .
This can be easily seen by performing the change of variables Φ1 = Φ
′−Φ in (1.5), which
gives
N [J, γ; Λ,Λ0]
∫
DΦ′ exp i{−12(Φ′, D−1Φ′)ΛΛ0 + Sint[Φ′, γ; Λ0]} (1.6)
×
∫
DΦ exp i{−12(Φ, D−1Φ)0Λ − 12(Φ, D−1Φ)ΛΛ0 + (J1,Φ)ΛΛ0 + (J,Φ)0Λ} ,
where the source J1(p) is
J1(p) = D
−1(p) Φ′(p) .
Then we carry out the integration over the field Φ, which is gaussian, and get (1.2).
On the other hand, by integrating over the field Φ′ in equation (1.6) we get back the
definition of the Wilsonian effective action Seff given in (1.4).
The comparison between (1.4) and (1.6) provides us with a further definition of Seff
exp i{12(Φ, D−1Φ)ΛΛ0 + Seff[Φ, γ; Λ,Λ0]}
=
∫
DΦ′ exp i{−12(Φ′, D−1Φ′)ΛΛ0 + (J ′,Φ′)ΛΛ0 + Sint[Φ′, γ; Λ0]} , (1.7)
where the source is
J ′(p) = D−1(p) Φ(p) . (1.8)
Finally, (1.2) and (1.7) put together allow us to see the functional Seff in a new per-
spective, that is to say as a generator of the connected Green functions —apart for the
tree-level two-point functions— in which the internal propagators have frequencies in the
range Λ2 < p2 < Λ20. In other words, the functional
3
W [J ′, γ; Λ] ≡ 12(Φ, D−1Φ)ΛΛ0 + Seff[Φ, γ; Λ] (1.9)
J ′a(−p) = K−1ΛΛ0(p) Φb(−p)D−1ba (p)
is the generating functional of the connected amputated cutoff Green function, since the
factor K−1ΛΛ0 D
−1 in W cancels out the external free propagators of the Green functions.
3Here and in the following we explicitly write only the dependence on the cutoff Λ, since we expect
the theory to be renormalizable and we are interested in the limit Λ0 →∞ .
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1.2 The RG flow
By integrating out the modes over a fixed scale Λ we have come to the definition of the
effective action Seff. If we consider such an action as pertaining to a low-energy theory,
we are naturally driven to analyse the evolution of Seff in the infrared cutoff Λ.
The requirement that the generating functional (1.4) is independent of the IR cutoff Λ
gives rise to a differential equation for the Wilsonian effective action, the so-called exact
RG equation [1, 2, 4]
Λ∂Λ
Seff[Φ, γ; Λ]
~
= (2π)8
~
2
∫
p
Λ∂ΛK0Λ(p) e
−i
Seff
~ Dab(p)
δ2
δΦa(−p) δΦb(p) e
i
Seff
~ , (1.10)
which can be translated into an equation for W [J, γ; Λ]
Λ∂ΛW [J, γ; Λ] =
1
2
∫
p
Λ∂ΛK
−1
ΛΛ0
(p)D−1ab (p)
(
δW
δJa(−p)
δW
δJb(p)
− i δ
2W
δJa(−p)δJb(p)
)
.
(1.11)
This equation can be more easily understood taking into account that Λ enters as an IR
cutoff in the internal propagators of the cutoff Green functions. Furthermore, it is non-
perturbative and, together with a set of suitable boundary conditions, can be thought as
an alternative definition of the theory.
As far as one is concerned with its perturbative solution, the usual loop expansion is
recovered by solving iteratively (1.10) or (1.11). The solution of (1.10) is possible since the
evolution equation for the vertex Sn(p1, p2, · · · , pn) of Seff at a given loop ℓ involves lower
loop vertices or, at worse, vertices Sm of the same order but with m < n. Therefore,
in order to perform any perturbative study a filtration [13] (i.e. the introduction of a
field-counting operator) in the space of vertices is required and the analysis at any loop
order must be done by starting from the vertices with lower number of external fields.
Unfortunately this twinned recursive procedure —in the perturbative order and in the
number of fields— proves rather cumbersome. We can get rid of those troublesome
vertices of the same loop order by realizing they are 1P-reducible and so disappear in the
analysis of the generator of the cutoff 1PI functions.
As one expects, from a technical point of view it is simpler to study the Legendre
transform of W [J, γ; Λ]
Γ[Φ, γ; Λ,Λ0] = W [J, γ; Λ,Λ0]−
∫
p
JΦ , (1.12)
which we call “cutoff effective action” and is a generalization of the usual quantum
effective action, since it contains the infrared cutoff Λ in the free propagators [14, 11, 12].
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The functional Γ generates the cutoff vertex functions in which the internal propagators
have frequencies in the range Λ2 < p2 < Λ20 and reduces to the physical quantum effective
action in the limits Λ→ 0 and Λ0 →∞ . In the following we will show in the scalar case
that both these limits can be taken in perturbation theory [2, 4, 11]. For this reason the
dependence on the ultraviolet cutoff Λ0 has been understood.
The evolution equation for the functional Γ[Φ, γ; Λ] can be derived from (1.11) by
using (1.12) and inverting the functional δ
2W
δJδJ
. This inversion can be performed isolating
the full two-point contributions Γ2 in the functional Γ[Φ, γ; Λ]
(2π)8
δ2Γ
δΦb(p) δΦc(k)
= (2π)4Γ2 cb(k; Λ) δ(k + p) + Γ
int
cb [Φ, γ; k, p; Λ]
and W2 in W [J, γ; Λ]
(2π)8
δ2W
δJc(−k) δJa(q) = (2π)
4W2 ac(k; Λ) δ(q − k) +W intac [J ; q,−k; Λ] . (1.13)
Then making use of the identity
δΦa(−q)
δΦb(p)
= δ(q + p) δab
= (2π)8
∫
k
δ2W
δJc(−k) δJa(q)
δ2Γ
δΦb(p) δΦc(k)
we can express W intab in (1.13) as a functional of Φ and γ obtaining
W intab [J(Φ, γ); q, p; Λ] = −Γ−12 db(p; Λ) Γ¯cd[Φ, γ; q, p; Λ] Γ−12 ac(q; Λ) , (1.14)
where the auxiliary functional Γ¯ satisfies the recursive equation
Γ¯ab[Φ, γ; q, p; Λ] = (−)δbΓintab [Φ, γ; q, p; Λ]−
∫
k
Γintcb [Φ, γ; k, p; Λ] Γ
−1
2 dc(k; Λ) Γ¯ad[Φ, γ; q,−k; Λ]
(1.15)
which gives Γ¯ in terms of the proper vertices of Γ. The grassmannian parity δa is one for
a fermionic field and zero otherwise and the factor (−)δb has been introduced to take into
account the possible anti-commuting nature of the fields. A graphical representation of
the functional Γ¯ is given in fig. 1.
Finally, inserting (1.13) in (1.11) and using (1.14), we obtain the evolution equation for
the functional Γ[Φ, γ; Λ]
Λ∂Λ
[
Γ[Φ, γ; Λ]− 12
∫
p
K−1ΛΛ0(p) Φa(−p)D−1ab (p) Φb(p)
]
= − i
2
∫
q
Λ∂ΛK
−1
ΛΛ0
(q)
×Γ−12 db(q; Λ) D−1ba (q) Γ−12 ac(q Λ)Γ¯cd[Φ, γ;−q, q; Λ] . (1.16)
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Figure 1.1: Graphical representation of the auxiliary functional Γ¯. The box and the blob
represent the functionals Γ¯ and Γint, respectively. The dot indicates a cutoff full propagator.
In this case a perturbative solution of (1.16) is simpler since the l.h.s. at a given loop
order depends only on lower loop vertices.
In order to integrate the RG equations —either (1.10) or (1.16)– we have to sup-
ply the boundary conditions. For this reason it is useful to distinguish between relevant
couplings and irrelevant vertices according to their mass dimension. One performs a Tay-
lor expansion of the cutoff vertices around vanishing momenta or around non-vanishing
subtraction points in case there are massless fields (to avoid infrared divergences). The
coefficients of decreasing dimension appearing in the expansion are the couplings of the
theory. The “relevant” part is obtained by keeping the terms with coefficients having
non-negative dimension (relevant couplings)
Πrel[Φ, γ; σi(Λ)] =
∑
i
σi(Λ)Pi[Φ, γ] , (1.17)
where
Π[Φ, γ; Λ] = Γ[Φ, γ; Λ] + 12(Φ, D
−1Φ)ΛΛ0 − (Φ, D−1Φ)0Λ0 . (1.18)
With such a definition, in the Λ0 → ∞ limit the two-point function does not contain
the cutoff function. Should instead the relevant part of the cutoff effective action be
given, we should isolate it only from the interaction part since the two-point function of
Γ[Φ, γ; Λ] contains the cutoff function. The couplings σi(Λ) can be expressed either in
terms of the cutoff vertices at vanishing momenta —if all the fields are massive, or at a
given subtraction point when massless fields are present. When this is the case, for the
two-field components the subtraction point is assumed at p2 = µ2, while for the N -field
components it is assumed at the symmetric point NSP defined by
p¯ip¯j =
µ2
N − 1(Nδij − 1) , N = 3, 4, ... . (1.19)
The operation of extracting the relevant part of a functional of a multicomponent massless
scalar field ψi in four space-time dimensions can be performed via the operator T
(µ)
4 [16]-
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[18]
T
(µ)
4 F [ψ] ≡ F [0] +
∫
d4xψi(x)
{
[
δF
δψi(0)
]ψ=0 +
1
2
ψj(x)[
δ2F
δψ˜j(0)δψi(0)
]ψ=0
+
i
2
∂µψj(x)[
∂
∂pµ
δ2F
δψ˜j(p)δψi(0)
]p=0,ψ=0 +
1
6
ψj(x)ψk(x)[
δ3F
δψ˜j(0)δψ˜k(0)δψi(0)
]ψ=0
− 1
2
∂2ψj(x)[
∂
∂p2
δ2F
δψ˜j(p)δψi(0)
]p2=µ2,ψ=0
+
i
6
ψj(x)∂µψk(x)[
∂
∂p2µ
δ3F
δψ˜j(p1)δψ˜k(p2)δψi(0)
]pi=3SP,ψ=0
+
1
24
ψj(x)ψk(x)ψh(x)[
δ4F
δψ˜j(p1)δψ˜k(p2)δψ˜h(p3)δψi(0)
]pi=4SP,ψ=0 ,
with ψ˜i the Fourier transform of ψi. For the analogous operation at vanishing momenta
see ref. [4].
The remaining part of the cutoff effective action is called “irrelevant”. Since we expect
the theory to be renormalizable, for Λ ∼ Λ0 the dimension of the irrelevant couplings
should be given only by negative powers of Λ0. Thus the simplest boundary condition
for the irrelevant part of the cutoff effective action is
Γirr[Φ, γ; Λ = Λ0] = 0 . (1.20)
For Λ = Λ0, then, the cutoff effective action becomes local and corresponds to the bare
action Sint in (1.2).
The relevant couplings are naturally set in the infrared, when most of the degrees
of freedom have been integrated out (in particular at the physical point Λ = 0, where
the cutoff effective action becomes the physical one, so that the relevant couplings are
related to measurable quantities). In the usual field theory language this corresponds
giving the physical renormalization conditions. In the language of the Wilson RG, this
means that the flow in the infrared is controlled by the relevant couplings. In this way
some of the relevant couplings are related to physical couplings such as the wave function
normalizations and the couplings gi at a subtraction point µ. The remaining are fixed
imposing the symmetry at the physical point. This procedure is highly not trivial since
one has to analyse non-local functionals. Alternatively we can discuss the symmetry at
the ultraviolet scale and determine σi(Λ = Λ0). In this case the discussion is simpler, since
all functionals are relevant, but we have to perform a perturbative calculation (i.e. to
solve the RG equations) to obtain the physical couplings. Notice that while the physical
couplings are independent of the cutoff function, the bare action is generally not.
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An example of how the prescription of the boundary conditions works will be given
in the next chapter, when we implement the RG formulation in our toy model, the scalar
massless theory.
Chapter 2
The massless scalar case
2.1 The RG flow
We consider a four-dimensional massless scalar field theory with a four point-coupling g
at the scale µ, i.e. with the two- and four-point vertex functions satisfying the conditions
Γ2(0) = 0 ,
dΓ2(p
2)
dp2
∣∣∣∣
p2=µ2
= 1 , Γ4(p¯1, p¯2, p¯3, p¯4) = g , (2.1)
where p¯i are the momenta at 4SP .
The generating functional of Green functions is
Z[j] = eiW [j] =
∫
Dφ exp i{−12(φ, D−1φ)0Λ0 + (j, φ)0Λ0 + Sint[φ; Λ0]} , (2.2)
where D(p) = 1/p2 is the free propagator of the massless theory and Sint[φ; Λ0] is the
self- interaction
Sint[φ; Λ0] =
1
2
∫
d4p
(2π)4
φ(−p)
(
σ
(B)
1 p
2 + σ
(B)
2
)
φ(p) +
σ
(B)
3
4!
∫
x
φ4(x) . (2.3)
According to Wilson we derive Seff by integrating over the fields with frequencies Λ
2 <
p2 < Λ20
eiW [j] = N [j; Λ]
∫
Dφ exp i
{
−12(φ, D−1φ)0Λ + (j φ)0Λ + Seff[φ; Λ]
}
. (2.4)
As we have seen previously, in order to study the renormalizability and the infrared finite-
ness of this theory it is more convenient to consider the proper vertices Γ2n(p1, · · · , p2n; Λ)
(see fig. 1) and their generating functional
Γ[φ; Λ] =
∑
n=1
1
(2n)!
∫ 2n∏
i=1
d4pi
(2π)4
φ(pi) Γ2n(p1, · · · , p2n; Λ) (2π)4δ4(
2n∑
i=1
pi) ,
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1 2n
2
.  .  .  .  .
Figure 2.1: Vertices Γ2n(p1, · · · , p2n).
which is given by the Legendre transform of W [j; Λ]
Γ[φ; Λ] = W [j; Λ]−
∫
p
jφ . (2.5)
We know this functional generates the cutoff vertex functions in which the internal prop-
agator has frequencies in the range Λ2 < p2 < Λ20 and satisfies the evolution equation
(1.16)
Λ∂Λ
{
Γ[φ; Λ]− 12
∫
p
D−1ΛΛ0(p)φ(p)φ(−p)
}
(2.6)
= −12
∫
q
Λ∂ΛD
−1
ΛΛ0
(q)
[ 1
Γ2(q; Λ)
]2
Γ¯[q,−q;φ; Λ] ,
with DΛΛ0(p) = KΛΛ0(p)D(p) . In turn the functional Γ¯ satisfies (1.15), whose expansion
provides us with the auxiliary vertices Γ¯2n+2(q, p1, · · · , p2n, q′; Λ) in terms of the proper
vertices (see fig. 2). For n = 1 we find
Γ¯4(q, p1, p2, q
′; Λ) = Γ4(q, p1, p2, q
′; Λ) ,
and in general (see fig. 3)
Γ¯2n+2(q, p1, · · · , p2n, q′; Λ) = Γ2n+2(q, p1, · · · , p2n, q′; Λ)
−
∑
Γ2k+2(q, pi1, · · · , pi2k ,−Q; Λ)
1
Γ2(Q; Λ)
× Γ¯2n−2k+2(Q, pi2k+1 , · · · , pi2n , q′; Λ) , (2.7)
where Q = q + pi1 + · · ·pi2k and the sum is over k = 1 . . . n − 1 and over the
(
2n
2k
)
combinations of (i1 · · · i2n).
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q
1 2n
q,
.  .  .  .  .
Figure 2.2: Auxiliary vertices Γ¯2n+2(q, p1, · · · , p2n, q′; Λ).
q
1 2n
q’
.  .  .  .  .
= +
+ Σ q
i1
.  .  .  .  .
Q
ik i2n
q’
.  .  .  .  .
=
= Σ q
.  .  .  .  .
n1
Qn1
.  .  .  .  .
n2
Qn1 + n2
...
.  .  .  .  .
nk
q’
Figure 2.3: Graphical representation of the equation (2.7) defining the auxiliary vertices
Γ¯2n+2(q, p1, · · · , p2n, q′).
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Let us return to the flow of the cutoff effective action eq. (2.6). After isolating the
interaction part of the two-point function
Γ2(p; Λ) = D
−1
ΛΛ0
(p) + Σ(p; Λ) , (2.8)
the evolution equation for the proper vertices are
Λ∂ΛΣ(q; Λ) =
1
2
∫
d4q
(2π)4
S(q; Λ)
q2
Γ4(q, p,−p,−q; Λ) , (2.9)
and
Λ∂ΛΓ2n(p1, · · · , p2n; Λ) = 12
∫
d4q
(2π)4
S(q; Λ)
q2
Γ¯2n+2(q, p1, · · · , p2n,−q; Λ) , (2.10)
where S(q; Λ) is given by
S(q; Λ)
q2
≡ Λ∂ΛDΛΛ0(q)
[
1
1 +DΛΛ0(q)Σ(q; Λ)
]2
. (2.11)
Notice (2.9) and (2.10) involve vertices at the infrared cutoff Λ with a pair of exceptional
momenta q and −q. For Λ→ 0 these vertices become singular since we are dealing with a
massless theory. Furthermore, when integrating on q = −∑I pI (I ≡ subset of the pi’s),
we encounter vertices with exceptional momenta. We will soon analyse the limit λ→∞
and show that eqs. (2.9), (2.10) allow to derive vertex functions Γ2n with non-exceptional
momenta at the physical point Λ = 0, order by order in perturbation theory.
2.1.1 Physical couplings and boundary conditions
In order to solve the RG flow for the scalar theory we need to supply boundary conditions.
Dimensional analysis suggests us the form of the relevant part of the cutoff effective action
Πrel[φ; Λ] =
1
2
∫
p
φ(−p)[(1 + σ1(Λ))p2 + σ2(Λ)]φ(p) + σ3(Λ)
4!
∫
x
φ4(x) ,
where the “relevant” couplings are so defined
σ1(Λ) =
dΣ(p2; Λ)
dp2
∣∣∣∣
p2=µ2
, σ2(Λ) = Σ(0; Λ) , σ3(Λ) = Γ4(p¯1, p¯2, p¯3, p¯4; Λ) ,
and correspond, for Λ = 0, to the physical couplings introduced in (2.1). We then isolate
the relevant couplings in the two- and four-point vertices
Σ(p2; Λ) = p2σ1(Λ) + σ2(Λ) + Σ2(p
2; Λ) ,
Γ4(p1, p2, p3, p4; Λ) = σ3(Λ) + Σ4(p1, p2, p3, p4; Λ) , (2.12)
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where, by definition, the vertices Σi satisfy the conditions
Σ2(0; Λ) = 0 , dΣ2(p
2; Λ)/dp2
∣∣
p2=µ2
= 0 , Σ4(p1, p2, p3, p4; Λ)|4SP = 0 .
From dimensional analysis we learn
σ1 ∼ σ3 ∼ (Λ)0 , σ2 ∼ (Λ)2 ,
Σ2 ∼ Σ4 ∼ (Λ)−2 .
Notice that in Σ2(p
2; Λ) four powers of momentum are absorbed by the p-dependence
required by the two conditions at p2 = 0 and p2 = µ2. Similarly in Σ4 two powers of
momentum are absorbed by the pi-dependence required by the condition at the symmetric
point. In both cases the remnant has an inverse power dependence on Λ, so that these
vertices, just as Γ2n with n > 2, are irrelevant.
We have already stressed so far the need of boundary conditions to get the vertex
functions from the evolution equations (2.9), (2.10). The conditions for the relevant
couplings σi(Λ) must be such to ensure the physical normalization conditions, i.e. the
masslessness of our particle and the value of the self-coupling (g). Thus at the physical
value Λ = 0 we impose
σ1(Λ = 0) = 0 , σ2(Λ = 0) = 0 , σ3(Λ = 0) = g . (2.13)
The further sensible physical requirement for the remaining vertex functions is that they
are negligible when the ultraviolet cutoff Λ0 is set to infinity. The simplest choice is to
set all these irrelevant vertices to zero at Λ = Λ0
Σ2(p
2; Λ0) = 0 , Σ4(p1, p2, p3, p4; Λ0) = 0 , Γ2n(p1, · · · , p2n; Λ0) = 0 , n ≥ 3 .
(2.14)
With these prescriptions the functional Γ[φ; Λ] has the form (2.3) with the σ
(B)
i ’s given
by the relevant couplings σi evaluated at Λ = Λ0. The bare coupling constant is then
gUV = σ
(B)
3 /(1 + σ
(B)
1 )
2.
The evolution equations (2.9) and (2.10) together with the boundary conditions (2.13),
(2.14) can be converted into a set of integral equations. For the three relevant couplings
σi the boundary conditions (2.13) give
σ1(Λ) =
1
2
∫
q
∫ Λ
0
dλ
λ
S(q;λ)
q2
∂
∂p2
Γ4(q, p,−p,−q;λ)|p2=µ2 ,
σ2(Λ) =
1
2
∫
q
∫ Λ
0
dλ
λ
S(q;λ)
q2
Γ4(q, 0, 0,−q;λ) ,
σ3(Λ) = g +
1
2
∫
q
∫ Λ
0
dλ
λ
S(q;λ)
q2
Γ¯6(q, p¯1, . . . , p¯4,−q;λ) . (2.15)
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As far as the other vertices are concerned, the prescriptions (2.14) give
Σ2(p; Λ) = −12
∫
q
∫ Λ0
Λ
dλ
λ
S(q;λ)
q2
∆Γ4(q, p,−p,−q;λ) ,
Σ4(p1 . . . p4; Λ) = −12
∫
d4q
(2π)4
∫ Λ0
Λ
dλ
λ
S(q;λ)
q2
∆Γ¯6(q, p1, . . . , p4,−q;λ) ,
Γ2n(p1 . . . p2n; Λ) = −12
∫
q
∫ Λ0
Λ
dλ
λ
S(q;λ)
q2
Γ¯2n+2(q, p1, . . . , p2n,−q;λ) , (2.16)
with n > 2. The subtracted vertices ∆Γ4 and ∆Γ¯6 are defined by
∆Γ4(q, p,−p,−q;λ) ≡ Γ4(q, p,−p,−q;λ)− Γ4(q, 0, 0,−q;λ)
− p2 ∂
∂p′2
Γ4(q, p
′,−p′,−q;λ)|p′2=µ2 , (2.17)
∆Γ¯6(q, p1, . . . , p4,−q;λ) ≡ Γ¯6(q, p1, . . . , p4,−q;λ)− Γ¯6(q, p¯1, . . . , p¯4,−q;λ) .
The subtractions in ∆Γ4 and ∆Γ¯6 follow from isolating in eq. (2.12) the relevant couplings
in the two- and four-field vertices and from the different boundary conditions (2.13),
(2.14). We expect they provide the necessary subtractions to make the vertex functions
finite for Λ0 →∞ at any order in perturbation theory.
We should notice the role of the boundary conditions for the relevant couplings at
Λ = 0 and for the irrelevant vertices at Λ = Λ0 → ∞ (see (2.15) and (2.16)). In the
case of the relevant couplings they act in such a way the q-integration is bounded from
above by Λ. This is a crucial requisite to obtain a finite result since, as expected from
dimensional counting, the integrands grow with q2. Hence the bare couplings, recovered
by setting Λ = Λ0, grow with Λ0 and provide the counterterms of the Lagrangian (2.3)
in terms of the physical coupling g. On the other hand for the other vertices the q-
integration is bounded from above by the ultraviolet cutoff Λ0. In order to show the
theory is renormalizable, we must prove that as q2 →∞ the vertices in the integrands in
(2.16) vanish sufficiently fast to allow the limit Λ0 →∞ .
If we choose a sharp cutoff like a step function eq. (2.11) reads
S(q;λ)
q2
= −1
λ
δ(λ−
√
q2)s(λ) , s(λ) =
[
1
1 + 1
λ2
Σ(λ;λ)
]2
, (2.18)
which is independent of Λ0.
2.1.2 Loop expansion
The iterative solution of eqs. (2.15) and (2.16) provides us with the usual loop expansion.
In this section we perform some calculations as an example. If we set Λ0 → ∞ the free
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propagator becomes
DΛ(q) = KΛ∞(q)/q
2 ,
with KΛ∞(q) = 1 for q
2 ≥ Λ2 and vanishing for q2 < Λ2. Clearly the limit Λ→ 0 can be
taken only for non-exceptional momenta.
We start from the zero-loop order (i.e. the tree level) in which the only non-vanishing
vertex is
σ
(0)
3 (Λ) = g ,
and the auxiliary vertices with n ≥ 2 are given by (see fig. 4)
q
1 2n
q’
.  .  .  .  .
0 =  Σ
q
i1 i2 i2n
q’
.  .  .  .  .
Figure 2.4: Graphical representation of the auxiliary vertices at zero loop.
Γ¯
(0)
2n+2(q, p1, · · · , p2n, q′; Λ) = −(−g)n
∑
perm
n−1∏
k=1
DΛ
(
q +
2k∑
ℓ=1
piℓ
)
, (2.19)
where the sum is over the (2n)!/2n terms originating from the permutations of (pi1 , · · · , pi2n)
and the symmetry of the four-point coupling.
2.1.3 One-loop vertices
At this order the only non-vanishing contribution for the two-point function is
σ
(1)
2 (Λ) =
1
2g
∫
q
∆0Λ(q) = − 1
32π2
gΛ2 ,
where
∆0Λ(q) = DΛ(q)−D0(q) = − 1
q2
Θ(Λ2 − q2) .
As to the four-point vertex, from (2.19) we have
σ
(1)
3 (Λ) = −
3
2
g2
∫
q
{DΛ(q)DΛ(q + p¯)−D0(q)D0(q + p¯)} ,
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with p¯ = p¯i + p¯j , i 6= j, and we exploited the symmetry of the subtraction point (1.19).
For large Λ the integration range is bounded by q2∼<Λ2 and we get
σ
(1)
3 (Λ) ≃
3
16π2
g2 ln(Λ/µ) , µ≪ Λ ,
whereas, for small Λ
σ
(1)
3 (Λ) ∼ Λ2 Λ≪ µ .
The remnant Σ4 of the four-point vertex is found in a similar fashion
Σ
(1)
4 (p1, · · · , p4; Λ) = −12g2
∫
q
DΛ(q)
× {DΛ(q + p1 + p2) + · · · − 3DΛ(q + p¯)} ,
where the dots stand for the additional two terms with p2 replaced by p3 and p4. Due to
the subtractions the integral is convergent as q2 →∞, while for a large infrared cutoff it
vanishes as µ2/Λ2 and P 2/Λ2, with P a combination of external momenta. The physical
value is reached at Λ = 0 and reads
Γ
(1)
4 (p1, · · · , p4) =
1
32π2
g2
{
ln
[
(p1 + p2)
2
µ2
]
+ · · ·
}
. (2.20)
We are now left with the vertices Γ
(1)
2n with n ≥ 2. For those we have
Γ
(1)
2n (p1, · · · , p2n; Λ) = −
(−g)n
2n
∫
q
DΛ(q)
∑
perm
n−1∏
k=1
DΛ
(
q +
2k∑
ℓ=1
piℓ
)
. (2.21)
It is easy to see the integral is convergent for large q2. Although at the physical value
Λ = 0 these vertex functions become singular for vanishing momenta, it is known [19] the
effective potential resulting of summing up the vertex functions at vanishing momenta
is infrared finite. We rederive here the one-loop effective potential V (φ) to illustrate the
role of the regularization and the physical conditions (2.1) in this framework. Apart from
a volume factor, V (φ) corresponds to Γ[φ] with the “classical” field φ(p) = (2π)4 δ4(p)φ.
When Λ is non-vanishing we get
V (φ) = 12σ
(1)
2 φ
2 +
1
4!
(g + σ
(1)
3 )φ
4 − 12
∫
q
Θ(q2 − Λ2)
{
∞∑
n=2
1
n
(−gφ2
2q2
)n
− (gφ
2)2
8q2(q + p¯)2
}
.
Even if the various terms diverge at q = 0 for Λ = 0, performing the sum and then taking
Λ = 0, we have
V (φ) =
g
4!
φ4 + 12
∫
q
{
ln
(
1 +
gφ2
2q2
)
− gφ
2
2q2
+
(gφ2)2
8q2(q + p¯)2
}
.
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This expression is free from infrared singularities in q = 0 and the integral is convergent
at large q (see ref. [19]).
Afterwards, using the previous results, we could go further and compute the vertex
functions at the two-loop order and so on. This was done in [11]. Instead, we will
concentrate on proving the perturbative renormalizability and infrared finiteness of the
theory.
2.2 Perturbative renormalizability
The aim of this section is to prove that the theory is perturbative renormalizable, namely
that in (2.16) we can set Λ0 →∞ . To be rigorous, we should study the Λ0 dependence
of the integral equations and prove the existence of the limit via the Cauchy criterion,
as was done in [2, 4, 20, 24]. What we want to do here is to be less rigorous and
stress the role of dimensional analysis by performing the limit Λ0 → ∞ in the integral
equations and showing by induction that the equations so derived produce finite vertex
functions in perturbation theory. This is the reason why the dependence on the UV
cutoff Λ0 has been understood so far —and will be understood. As shown before, the
loop expansion develops from iterating eqs. (2.15) and (2.16). From the vertices Γ
(ℓ)
2n
we can construct the integrands at the same order which give the next loop vertices
upon q-integration. The convergence of the integrals producing Γ
(ℓ+1)
2n will be ensured by
dimensional counting, while showing Σ2 and Σ4 are finite will require the subtractions in
∆Γ4 and ∆Γ¯6 introduced in (2.17). The best way to represent the subtracted vertices ∆Γ4
and ∆Γ¯6 consists in a Taylor expansion as for the Bogoliubov R operators [21]. Since we
are interested in the large λ behaviour we will expand around vanishing momenta. Only
even derivatives need being considered as odd derivative terms vanish due to symmetry,
either directly or after integration. The subtracted vertex ∆Γ¯6 is obtained from the
expansion
Γ¯6(q, p1, · · · , p4,−q;λ) = Γ¯6(q, 0, · · · , 0,−q;λ)
+
∫ 1
0
dx(1− x)
(
3∑
i=1
pi · ∂′i,4
)2
Γ¯6(q, p
′
1, · · · , p′4,−q;λ)|p′i=xpi (2.22)
where ∂′i,4 = ∂/∂p
′
i − ∂/∂p′4. The first term, which represents the most singular contri-
bution, is cancelled in the subtracted quantity ∆Γ¯6. As to ∆Γ4 we have to consider the
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expansion up to four derivatives
∆Γ4(q, p,−p,−q;λ) = 1
3!
∫ 1
0
dx(1− x)3(p · ∂′)4Γ4(q, p′,−p′,−q;λ)|p′=xp
−12(p · ∂′)2 {Γ4(q, p′,−p′,−q;λ)|p′2=µ2 − Γ4(q, p′,−p′,−q;λ)|p′=0} (2.23)
where ∂′ = ∂/∂p′. Notice that also the second term can be expressed in terms of fourth
derivatives of Γ4. Similarly the integrand for σ1 can be expressed as the second derivative
of Γ4 with respect to the momentum components.
In order to prove the theory is perturbatively renormalizable we have to analyse the
behaviour for large λ of the vertices in the integrands and show the integration over λ is
convergent for λ → ∞ (the convergence of the integrals for λ → 0 will be discussed in
the next section). In this analysis we are not interested in the detailed dependence of the
vertices on the external momenta, except for the fact that the integration momentum is
fixed at q2 = λ2 (see (2.18)). To prove perturbative renormalizability it will suffice, as in
[2], to bound the large λ behaviour of the vertices in which all external momenta do not
exceed the cutoff. Then let us introduce the following function which depends only on λ
|f2n|λ ≡
p2
i
≤ cλ2
Max |f2n(p1, · · · , p2n;λ)| (2.24)
where c is some numerical constant and f(p1, · · · , pn;λ) is Γ2n, Γ¯2n+2 or one of their
derivatives. Iterating (2.15) and (2.16) in which we have previously set Λ0 → ∞ , we
obtain the following bounds:
• for the relevant couplings
σ
(ℓ+1)
1 (Λ)∼<
∫ Λ2
0
dλ2s(ℓ−ℓ
′)(λ)|∂2Γ(ℓ′)4 |λ , (2.25)
σ
(ℓ+1)
2 (Λ)∼<
∫ Λ2
0
dλ2s(ℓ−ℓ
′)(λ)|Γ(ℓ′)4 |λ , (2.26)
σ
(ℓ+1)
3 (Λ)∼<
∫ Λ2
0
dλ2s(ℓ−ℓ
′)(λ)|Γ¯(ℓ′)6 |λ ; (2.27)
• for the irrelevant vertices
|Γ(ℓ+1)2n |Λ∼<
∫ ∞
Λ2
dλ2s(ℓ−ℓ
′)(λ)|Γ¯(ℓ′)2n+2|λ , (2.28)
|Σ(ℓ+1)2 |Λ∼<Λ4
∫ ∞
Λ2
dλ2s(ℓ−ℓ
′)(λ)|∂4Γ(ℓ′)4 |λ , (2.29)
|Σ(ℓ+1)4 |Λ∼<Λ2
∫ ∞
Λ2
dλ2s(ℓ−ℓ
′)(λ)|∂2Γ¯(ℓ′)6 |λ ; (2.30)
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• for the derivatives of vertices
|∂mΓ(ℓ+1)2n |Λ∼<
∫ ∞
Λ2
dλ2s(ℓ−ℓ
′)(λ)|∂mΓ¯(ℓ′)2n+2|λ , (2.31)
|∂mΣ(ℓ+1)2 |Λ∼<Λ4
∫ ∞
Λ2
dλ2s(ℓ−ℓ
′)(λ)|∂m+4Σ(ℓ′)4 |λ , (2.32)
|∂mΣ(ℓ+1)4 |Λ∼<Λ2
∫ ∞
Λ2
dλ2s(ℓ−ℓ
′)(λ)|∂m+2Γ¯(ℓ′)6 |λ . (2.33)
where ∂m stands for m partial derivatives with respect to external momenta and the
factors Λ2 and Λ4 in front of integrals come from maximizing the p2 or p4 factors in
(2.22) and (2.23), respectively. Actually ∂m in (2.32)-(2.33) could also act on these p
factors. As we will show in the following all these contributions are of the same order.
Let us now prove, by induction and using the bounds in (2.25)-(2.33), that the theory
is perturbatively renormalizable, namely that the integrals in (2.28)-(2.33) are convergent
for λ→∞.
(i) Assumptions at loop ℓ.
The assumption is dimensional counting —except the logarithmic corrections, and con-
cerns the nine quantities above.
a) Relevant couplings (T = log(Λ/µ))
σ
(ℓ)
1 (Λ) = O(T ℓ−1), σ(ℓ)2 (Λ) = O(Λ2T ℓ−1), σ(ℓ)3 (Λ) = O(T ℓ) . (2.34)
b) Irrelevant vertices
|Γ(ℓ)2n |Λ = O(Λ4−2nT ℓ−1), |Σ(ℓ)2 |Λ = O(Λ2T ℓ−2), |Σ(ℓ)4 |Λ = O(T ℓ−1) . (2.35)
c) Derivative vertices
|∂mΓ(ℓ)2n |Λ = O(Λ4−2n−mT ℓ−1), |∂mΣ(ℓ)2 |Λ = O(Λ2−mT ℓ−2), |∂mΣ(ℓ)4 |Λ = O(Λ−mT ℓ−1) .
(2.36)
These assumptions are satisfied for ℓ = 0 and 1.
(ii) Iteration to loop ℓ+ 1.
We should notice that the powers of Λ in (2.34)-(2.36) are independent of the loop number
since they are dictated by dimensional counting. As in the case of the relevant (irrelevant)
couplings the integrands increase (decrease) with λ, the integrals are dominated by the
upper (lower) limit λ = Λ. For the irrelevant couplings we can thus take the limit
Λ0 → ∞ , removing the ultraviolet cutoff. It is easy to see that the integrals in (2.25)-
(2.33) reproduce at loop ℓ+1 the same dimensional counting behaviours. This is just what
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we need to prove perturbative renormalizability, since logarithmic corrections cannot
change power counting at any finite order. In fact it is relatively simple to control also
the powers of T and in the following we show that the behaviours (2.34)-(2.36) are
reproduced by the iteration.
Before discussing the large Λ behaviours at loop ℓ+1, from (2.34)-(2.36) we will derive
some intermediate results for the integrands at loop ℓ.
a) From the two-point function and (2.18) we have
s(ℓ)(λ) ∼ tℓ−1 ,
where t ≡ log(λ/µ).
b) The leading term of the auxiliary vertices Γ¯2n+2 is given by the contribution of fig. 5
which involves only four-point vertices
|Γ¯(ℓ)2n+2|λ ∼ λ2−2n
n∏
1
σ
(ℓi)
3 (λ) ∼ λ2−2ntℓ ,
where
∑
ℓi = ℓ and we have a factor λ
−2 for each internal propagator. All the con-
tributions coming from higher vertices and from loop corrections in the intermediate
propagators give the same power in λ2 but a lower power in t.
c) The leading term of the derivatives of the auxiliary vertices originates from the con-
tribution of fig. 5 when the derivatives act on the internal propagators
|∂mΓ¯(ℓ)2n+2|λ ∼ λ2−2n−mtℓ .
Again, the contributions from derivatives of higher vertices or from loop corrections of
Σ
q
i1 i2 i2n
-q
.  .  .  .  .
= σ3(Λ)
Figure 2.5: Graphical representation of the leading contribution of auxiliary vertices for
Λ→∞.
internal propagators give lower powers of t.
By implementing these results in (2.25)-(2.33) we reproduce at ℓ + 1 loop order the
behaviours in (2.34)-(2.36). In all cases we have ℓ′ = ℓ, i.e. loop corrections of the
propagator in s(λ) do not contribute to leading terms.
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2.3 Infrared behaviour
In this section we show that for the massless scalar theory we are considering the vertex
functions at non-exceptional momenta are finite order by order in perturbation theory
[11]. For a general analysis of the behaviour in the Λ → 0 limit of vertex functions at
exceptional momenta see refs. [22, 23]. Our aim is to prove that q integration in (2.15) and
(2.16) is convergent in the limit Λ→ 0. As we have done in the case of renormalizability,
this is shown by induction in the number of loops.
The integrands in (2.15) and (2.16) are given by vertices with one pair (q,−q) of
exceptional momenta. Thus, by iteration, one introduces vertices with any number of
soft (i.e. of order Λ) exceptional momenta. In general we say that a momentum pi
in Γ2n(p1, · · · , p2n; Λ) is exceptional if pi = O(Λ). Henceforth we will add the vertex
functions an index to identify the number of exceptional momenta. We write
Γ2n,s(p1, · · · , p2n; Λ) ≡ Γ2n(p1, · · · , p2n; Λ) , for pi1 , · · ·pis = O(Λ) .
where s = 0, . . . , 2n− 1. Clearly for s = 2n− 1 all pairs of momenta are exceptional and
we denote with Γ2n,0 the vertices without exceptional momenta. A similar notation will
be employed for the auxiliary vertices Γ¯2n+2,s with s soft momenta.
(i) Assumptions at loop ℓ
As Λ→ 0 we assume the following behaviours
Γ
(ℓ)
2n,0(Λ)→ finite , (2.37)
Γ
(ℓ)
2n,2(p1, · · · , p2n; Λ) = O(T ℓ) n 6= 1 , (2.38)
Γ
(ℓ)
2n,2s(p1, · · · , p2n; Λ) = O(Λ2−2sT ℓ−1) n ≥ 3, s = 2, · · ·n− 1 , (2.39)
Γ
(ℓ)
2n,2s+1(p1, · · · , p2n; Λ) ∼ Γ(ℓ)2n,2s(p1, · · · , p2n; Λ) n ≥ 2, s = 0, · · ·n− 1, (2.40)
Γ
(ℓ)
2 (p; Λ) = O(Λ2 T ℓ−1) for p2 = O(Λ2) , (2.41)
∂
∂pµ
Γ
(ℓ)
2n,n−1(p,−p, p1, · · · , p2n−2; Λ) = O(Λ4−2nT ℓ−1
pµ
Λ2
) n ≥ 1 , (2.42)
where T = ln(Λ/µ). All these assumptions are satisfied for ℓ = 0 and ℓ = 1 (see sect.
2.1.1). Anyway it is the first equation that states the most important result and it is
our aim to show it holds even at loop ℓ + 1. This is the reason why we need all other
behaviours in the assumptions, and those in turn must be satisfied at loop ℓ+ 1.
(ii) Auxiliary vertices at loop ℓ
30 The massless scalar case
(a) For the auxiliary vertices with just two soft momenta the sum in (2.7) is controlled,
as λ→ 0, by the proper vertex, giving
Γ¯
(ℓ)
2n+2,2(q, p1, · · · , p2n,−q;λ)|q2=λ2 ∼ Γ(ℓ)2n+2,1(λ) ∼ tℓ . (2.43)
Powers of t do not appear if the two soft momenta are inserted in different vertices or in
vertices without soft momenta of order λ.
(b) For an arbitrary even number of soft momenta (s > 0) we find
Γ¯
(ℓ)
2n+2,2s+2(q, p1, · · · , p2n,−q;λ)|q2=λ2 ∼ λ−2stℓ , s = 1, · · · , n− 1 . (2.44)
This behaviour is controlled by the largest number of internal propagators with soft
momentum of order λ, i.e. by the contribution of the graph depicted in fig. 6 in which
the 2s soft momenta are all emitted by the four-point vertices to the left (or right). In this
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Figure 2.6: The leading contribution for Λ → 0 of auxiliary vertices in which the pairs of
momenta in the four-point functions are exceptional.
way we have s internal propagators with momentum q2 = λ2 producing the factor λ−2s
in (2.44). Loop corrections to the internal propagators results in non-leading logarithmic
powers.
In the same way we construct the auxiliary vertices for an odd number of soft mo-
menta. The leading contribution is the same as in fig. 6 since the presence of the last
soft momentum is unimportant. We have then
Γ¯
(ℓ)
2n+2,2s+3(λ) ∼ Γ¯(ℓ)2n+2,2s+2(λ) . (2.45)
(c) Lastly, for the derivatives of the auxiliary vertices with all exceptional momenta we
have
∂
∂pµ
Γ¯
(ℓ)
2n+2,2n+1(q, p,−p, p1 · · · p2n−2,−q;λ) = O(λ4−2ntℓ
pµ
λ4
) , n > 1 . (2.46)
This behaviour can be read from the graphs of fig. 7 when the derivative acts on an
internal propagator with momentum P = p+
∑a
k=1 pik .
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Figure 2.7: The leading contribution for Λ→ 0 of the derivative with respect to p of auxiliary
vertices in which all momenta are soft. The derivative acts on the internal propagator of
momentum P = p+
∑a
k=1 pik .
As noticed above, all the contributions with higher vertices, with loop corrections in the
propagators or with the derivatives acting on vertices lead to lower powers of t.
(iii) Iteration at loop ℓ+ 1
We now deduce the behaviour of the vertices at loop ℓ + 1 for Λ → 0 by inserting the
results for the auxiliary vertices at loop ℓ in the integral equations.
(a) For the two-point function we find
σ
(ℓ+1)
1 (Λ) = O(Λ2T ℓ)→ 0 ,
σ
(ℓ+1)
2 (Λ) = O(Λ2T ℓ)→ 0 ,
and, for a non-soft momentum p
Σ
(ℓ+1)
2 (p; Λ) = O(Λ0) .
This follows from eqs. (2.38) and (2.39).
(b) For the four-point function at non-exceptional momenta eq. (2.43) gives
σ
(ℓ+1)
3 (Λ) = O(Λ2T ℓ)→ 0 , Σ(ℓ+1)4 (p1, · · · , p4; Λ) = O(Λ0) . (2.47)
Again loop corrections in s(λ) do not contribute to the leading terms.
(c) Finally, for Γ
(ℓ+1)
2n,0 with n > 2 we infer from (2.43)
Γ
(ℓ+1)
2n,0 (p1, · · · , p2n; Λ) = O(Λ0) . (2.48)
Thus we conclude from (2.47)-(2.48) that all the physical vertices at Λ = 0 and with
non-exceptional momenta are finite. This verifies at loop ℓ + 1 the main assumption
(2.37).
We then go on to test the additional assumptions.
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(d) To study the behaviour of Σ
(ℓ+1)
2,1 for p
2 = O(Λ2) we need the subtracted integral
∆Γ
(ℓ)
4,3(q, p,−p,−q;λ) with q2 = λ2, p2 ∼ Λ2 and λ > Λ. We appreciate that the last term
in the definition (2.17) of ∆Γ4 can be estimated from (2.38) and, since the λ-integration
is finite, its contribution is proportional to p2 ∼ Λ2, without logarithmic powers. For the
remaining terms, we use the Taylor expansion
Γ
(ℓ)
4,3(q, p,−p,−q;λ)− Γ(ℓ)4,3(q, 0, 0,−q;λ) =
∫ 1
0
dx(p · ∂′)Γ(ℓ′)4,1 (q, p′,−p′,−q;λ)|λ2=q2, p′=xp .
Inserting this expansion and the result (2.46) in the integral equation (2.16), we get
Σ
(ℓ+1)
2 (p; Λ) ∼ O(p2 T ℓ) . (2.49)
This proves (2.41) at loop ℓ+ 1.
(e) For the vertices with pairs of exceptional momenta it is straightforward to prove
(2.38)-(2.39) at loop ℓ+ 1 by using the result (2.44).
(f) For the vertices with all exceptional momenta we show (2.42) holds at ℓ+1-loop order.
For n = 1 this is simply obtained by taking the derivative of eq. (2.49) with respect to
pµ. For n > 1 this can be done by writing
∂
∂pµ
Γ
(ℓ+1)
2n,n−1(p,−p, p1, · · · , p2n−2; Λ)
= 12
∫
Λ
d4q
(2π)4
s(ℓ−ℓ
′)(λ)
q2
∂
∂pµ
Γ¯
(ℓ′)
2n+2,n(q, p,−p, p1, · · · , p2n−2,−q;λ)|λ2=q2
and using (2.46).
Summing up, in this chapter we have exploited the scalar theory as a toy model
to introduce the exact RG formulation and to show how in our language perturbative
renormalizability and infrared finiteness follow from dimensional counting. In the next
chapter we will devote to the implementation of symmetries in this framework.
Chapter 3
The Quantum Action Principle
Implementation of symmetries in the RG formulation is the main subject of this thesis.
We will realize throughout this section such a goal is not really straightforward. As a
matter of fact, in trying to apply the RG method to a theory with local symmetry, we
encounter the problem that the division of momenta into large or small (according to the
scale Λ) is incompatible with gauge invariance. This is easy to appreciate if we consider
the homogeneous gauge transformation
Φ(x) 7→ Ω(x)Φ(x) .
Since in momentum space Φ(p) is mapped into a convolution with the gauge transforma-
tion Ω, any division of momenta into high and low is seen not to be preserved by gauge
transformations. In order to solve this problem, either we break the gauge invariance
in intermediate steps, aiming to recover it at the physical point Λ = 0 by imposition of
some constraints or the RG is generalized in such a way the symmetry is manifestly pre-
served. Clearly, manifest preservation of gauge invariance would be preferable. Although
an attempt in this direction has recently been done in ref. [25], we will not discuss this
option further here, but instead give a detailed study of the former.
We will follow ref. [26] and show an analogue of the Quantum Action Principle (QAP)
exists for the solution of the broken Ward identities. When these are solved, the unbroken
Ward identities are guaranteed to hold once the cutoff is removed. Indeed in this way,
renormalized physical Green functions, with the correct gauge dependence, evaluated at
non-zero subtraction points (when necessary, i.e. when massless particles are present),
may be constructed order by order in the couplings.
In ref. [27, 28] the background field method was used in the RG formulation. This
allows to maintain background gauge invariance by replacing the division of momenta into
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high or low by a division of eigenvalues of the background covariant Laplacian. However,
we should note that background field invariance does not suffice to ensure the quantum
gauge invariance —i.e. BRS invariance in gauge fixed systems. For example, it is the
latter that ensures that longitudinal modes are properly cancelled by ghosts in internal
propagators, i.e. that unitarity is maintained, not the former.
We will now address the problem of the broken Slavnov-Taylor (ST) identities and
discuss the so-called Quantum Action Principle.
3.1 The Quantum Action Principle
The Quantum Action Principle describes the response of a quantum field theory under a
field transformation. Thus it is a quite powerful tool in the construction of field theories
with symmetry properties. Even if it was firstly established in the BPHZ renormaliza-
tion scheme [29], its validity was confirmed independently of the renormalization scheme
[30, 31]. Let us denote by δΦa an infinitesimal variation of the field Φa, by δL the corre-
sponding infinitesimal variation of the lagrangian. At the classical level we can write the
trivial identity ∫
d4y
δ
∫
x
L(x)
δΦa(y)
δΦa(y) =
∫
d4x δL(x) . (3.1)
If we supply the classical Lagrangian L(x) with an additional term coupling the external
source γa(x) to the field variation, eq. (3.1) reads∫
d4y
δ
∫
x
L(x)
δΦa(y)
δ
∫
x
L(x)
δγa(y)
=
∫
d4x δL(x) . (3.2)
The QAP states this identity generalizes to all order in perturbation theory under the
form 1 ∫
d4x
δΓ[Φ, γ]
δΦa(x)
δΓ[Φ, γ]
δγa(x)
= [∆Γ] , (3.3)
where the insertion ∆ is local and a normal product of degree d
d = 4− dimension (Φa) + degree (δΦa) .
Identity (3.3) can be written for Z[J, γ]
Z[J, γ] =
∫
DΦ exp i {SBRS[Φ, γ] + Scounterterms[Φ] + JaΦa} ,
1The presence of a regulator of UV divergences is assumed.
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under the form∫
d4x Ja(x)
δZ[J, γ]
δγa(x)
=
∫
DΦ∆[Φ, γ] exp i {SBRS[Φ, γ] + Scounterterms[Φ] + JaΦa} .
(3.4)
Then the response of the system is given by the insertion of a local operator of dimension
d as above. When removing the regulator (UV limit) ∆ is finite, at least in perturbation
theory, and this ensures that also the insertion of the operator ∆ is finite in the UV limit.
In general one is interested in solving the equation ∆ = 0. On the other hand, since in
perturbation theory [∆Γ] = ∆+O(~), the insertion of ∆ is also local at the first order in
which ∆ itself is non-vanishing. Due to the existence of a finite number of local operators
of the correct dimension, the equation ∆ = 0 gives rise, order by order, to a finite number
of conditions, which can eventually be satisfied by fine-tuning [32] the parameters in the
action SBRS + Scounterterms.
The QAP consists of the relations (3.3) and (3.4), together with locality of ∆, and must
be understood as a general theorem of renormalization theory to be used in any formalism
[33]. However, it is not obvious how the QAP can be obtained for an effective theory. In
fact, the procedure of integrating the high energy degrees of freedom generates effective
non-local interactions —i.e. a series of local interactions of arbitrarily high numbers
of derivatives— and also the field transformations become non-local. We will see that
QAP is an extremely powerful theorem and suffices to discuss ST identities or their
generalizations describing gauge invariance.
3.2 Effective Slavnov-Taylor identities
The gauge symmetry requires that the generating functional Z[J, γ] satisfies the ST
identity [32, 34]
SJZ[J, γ] = 0 , (3.5)
where SJ is the usual ST operator
SJ =
∫
p
Ja(p) (−)δa δ
δγa(p)
.
The ST identity can be directly formulated for the Wilson effective action Seff at any Λ.
Consider the generalized BRS transformation
δΦa(p) = K0Λ(p) η
δSeff
δγa(−p) , (3.6)
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in which η is a Grassmann parameter. Performing such a change of variable in the
functional integral (1.4), we deduce the following identity
SJZ[J, γ] = N [J, γ; Λ]
∫
DΦexp i{−12(Φ, D−1Φ)0Λ + (J,Φ)0Λ + Seff[Φ; Λ]}∆eff[Φ, γ; Λ] .
(3.7)
The operator giving the ST identities violation at the effective level is
∆eff[Φ, γ; Λ] = i
∫
p
K0Λ(p) exp (−iSeff)
{
δ
δΦa(p)
δ
δγa(−p)
}
exp (iSeff)
+i
∫
p
Φa(p)D
−1
ab (p)
δSeff
δγb(p)
.
Whereas the l.h.s of the identity (3.7) arises from the variation of the source term (J,Φ)0Λ,
the functional ∆eff originates from the Jacobian of the transformation (3.6) and from the
variation of the rest of the exponent in (1.4). Restoration of symmetry, SJZ[J, γ] = 0,
translates into
∆eff[Φ, γ; Λ] = 0 for any Λ .
In order to get information about ∆eff, in the following we will study in detail the prop-
erties of the flow of this operator. ∆eff satisfies a linear evolution equation (found by
explicit derivation) [4, 17, 18, 26]
Λ∂Λ∆eff =
∫
p
[Λ∂ΛK0Λ(p)] {L1 + ~L2}∆eff , (3.8)
where the linear operators L1 and L2 are given by
L1 = −(−)δaDab(p) δSeff
δΦa(−p)
δ
δΦb(p)
L2 =
i
2
Dab(p)
δ2
δΦa(−p) δΦb(p) . (3.9)
In eq. (3.8) we restored the powers of ~ in order to show how in the r.h.s. of the flow
equation for ∆eff there are terms at the same loop order of the l.h.s..
Since ∆eff satisfies a linear equation, the gauge symmetry condition ∆eff = 0 is verified
for any Λ if we can set to zero the boundary conditions of (3.8). The main point is to fix
to zero the ones for the relevant part ∆eff,rel of ∆eff for some value ΛR of the IR cutoff.
Normally ∆eff,rel(ΛR) = 0 is a set of constraints which overdeterminates the couplings
in Seff(ΛR). If the boundary conditions are set at ΛR 6= 0, the number of independent
constraints can be reduced by exploiting the so-called consistency conditions, which are a
set of algebraic identities coming from the anticommutativity of the differential operator
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δ
δγ
δ
δΦ
[4]. We can extract ∆eff,rel(ΛR) by expanding the vertices of ∆eff(ΛR) around
vanishing momenta, even though we are considering massless particles. The result is
that the consistency conditions constrain some couplings in ∆eff,rel(ΛR), so that the set
∆eff,rel(ΛR) = 0 can be fulfilled in some cases by tuning the parameters in Seff,rel. Such
an analysis was performed in ref. [4] for the pure gauge SU(2) model.
On the other hand, if the boundary conditions are set at the physical point ΛR = 0, the
consistency conditions follow from the nihilpotency of the ST operator. In a theory with
one or more massless particles, we have to introduce non-vanishing subtraction points
in order to define ∆eff,rel(ΛR = 0). This fact could spoil the power of the consistency
conditions since they now involve also irrelevant vertices of ∆eff(0) evaluated at the
subtraction points [17, 18]. Thus it seems that a case-by-case analysis based on a filtration
of ∆eff is required in order to prove the locality of ∆eff so as to restore the usefulness of the
consistency conditions. However, these nasty irrelevant contributions are of the reducible
type (see the form of L1 in (3.9)), and we expect they will disappear when taking the
Legendre transform, similarly to what happened in passing from the Wilsonian effective
action to the cutoff effective action. Again, from a perturbative point of view, instead
of studying ∆eff it is convenient to introduce [35, 26, 9] its Legendre transform ∆Γ, in
which reducible contributions are absent. Recalling (1.9) which relates Seff[Φ, γ; Λ] to
W [J, γ; Λ], and using (1.12) we find
∆Γ[Φ, γ; Λ] = −
∫
p
[
K0Λ0(p)
δΓ
δΦa(−p)
δΓ
δγa(p)
+
K0Λ(p)
KΛΛ0(p)
D−1ab (p) Φa(p)
δΓ
δγb(p)
]
− i ~
∫
pq
K0Λ(p)
KΛΛ0(p)
D−1ab (p) (−)δa
δ2W
δJa(p)δJc(q)
δ2Γ
δΦc(−q)δγb(−p) , (3.10)
where δ2W/δJδJ is that functional of Φ and γ appearing in the inversion eqs. (1.13) and
(1.14). Finally, after performing such an inversion, the cutoff ST identity reads
∆Γ[Φ, γ; Λ] ≡ ∆¯Γ + ∆ˆΓ = 0 , (3.11)
with
∆¯Γ = −
∫
p
K0Λ0(p)
δΓ
δΦa(−p)
δΓ
δγa(p)
−
∫
p
K0Λ(p)
KΛΛ0(p)
D−1ab (p)Φa(p)
δΓ
δγb(p)
(3.12)
and
∆ˆΓ = i~
∫
pq
K0Λ(p)
{
(−1)δc (Γ−12 (q; Λ) Γ¯(−q,−p; Λ))bc − δbc δ4(p− q)
}
× (Γ−12 (p; Λ)D−1ΛΛ0(p))ca δ2 ΓδΦb(q) δγa(p) . (3.13)
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Notice that at Λ = 0 the cutoff ST identity reduces to ∆¯Γ(0) = 0 and, in the UV limit,
becomes the usual ST identity (3.5). Moreover we have inserted the factor ~ in (3.13) to
put into evidence that ∆ˆΓ vanishes at the tree level.
The expression of ∆Γ is simpler in terms of Π, defined in (1.18). This functional differs
from the cutoff effective action only in the tree-level two-point function, in which the IR
cutoff has been removed. With such a definition, in the Λ0 → ∞ limit the tree-level
contribution to Π(Λ) coincides with SBRS, whereas at the tree level Γ2(Λ) contains the
IR cutoff (see (2.8)). In terms of Π the functional ∆¯Γ can be rewritten as
∆¯Γ[Φ, γ; Λ] = −
∫
p
K0Λ0(p)
δΠ[Φ, γ; Λ]
δΦa(−p)
δΠ[Φ, γ; Λ]
δγa(p)
. (3.14)
Recalling the ST identity for the physical effective action
SΓΓ[Φ, γ] = 0 , (3.15)
where
SΓ =
∫
p
(
δΓ
δΦa(−p)
δ
δγa(p)
+
δΓ
δγa(p)
δ
δΦa(−p)
)
(3.16)
we see that in the Λ0 →∞ limit
∆¯Γ[Φ, γ; Λ]→ SΠ(Λ)Π(Λ) for Λ0 →∞ (3.17)
at any Λ. The existence of such a limit is guaranteed in perturbation theory by the
UV finiteness of the cutoff effective action (perturbative renormalizability). In order to
show this property holds also for ∆ˆΓ, it suffices to recognize that the presence of cutoff
functions having almost non-intersecting supports forces the loop momenta in (3.13) to
be of the order of Λ. Henceforth we will take the Λ0 →∞ limit in ∆Γ.
3.3 Perturbative solution of ∆Γ = 0
The proof of the ST identity (3.11) in the RG formalism, with possible anomalies, is
based on induction in the loop number and is discussed in [16, 17, 18, 26, 35, 36]. Once
again the flow equation for the cutoff ST identity is found by explicit derivation [26]. Its
expression looks quite involved
Λ∂Λ∆Γ = −12
∫
p,q,r
[Λ∂ΛK
−1
ΛΛ0
(p)](−1)δa D−1ab (p)Γ−12 be(−p) Γ¯ef (−p,−r; Λ)
× Γ−12 fd(−r)
δ2∆Γ
δΦc(−q)δΦd(r)Γ
−1
2 cg(q) Γ¯gl (q, p; Λ) Γ
−1
2 la(p) , (3.18)
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but it is easy to grasp its meaning, that is the evolution of the vertices of ∆Γ at the loop
ℓ depends on vertices of ∆Γ itself at lower loop order.
Therefore, if ∆
(ℓ′)
Γ = 0 at any loop order ℓ
′ < ℓ, then
Λ∂Λ∆
(ℓ)
Γ = 0 . (3.19)
We can thus analyse ∆Γ at an arbitrary value of Λ. There are two natural choices
corresponding to Λ = 0 and Λ = ΛR much bigger than the subtraction scale µ, i.e. ΛR =
Λ0. With the former the gauge symmetry condition fixes the relevant part of the effective
action in terms of the physical coupling g(µ) and provides the boundary conditions of
the RG flow, whereas with the latter the gauge symmetry condition determines the
cutoff dependent bare couplings. With this choice the implementation of symmetry is
simplified due to the locality 2 of the functionals involved. Although the computation of
physical vertices is generally cumbersome, this second possibility is more convenient in
the computation of quantities which do not evolve with the cutoff Λ. To show how things
work, in the following chapters we will compute —starting from ∆Γ— the beta function
for the massless scalar theory and the gauge anomaly.
We now discuss the vanishing of ∆Γ. Also for this functional we define its relevant part,
isolating all monomials in the fields, sources and their derivatives with dimension three.
The rest is included in ∆Γ,irr. At the UV scale Λ0 the functional ∆ˆΓ(Λ0) is schematically
represented in fig. 1. At this scale ∆Γ is local, or, more precisely, ∆Γ,irr(Λ0) = O( 1Λ0 ), so
that the irrelevant contributions disappear in the Λ0 →∞ limit. This can be understood
with the following argument. From (3.17), ∆¯Γ(Λ0) is manifestly relevant, since Π(Λ0) =
Πrel(Λ0), while it is easy to convince oneself that ∆ˆΓ(Λ0) = ∆ˆΓ,rel(Λ0) + O( 1Λ0 ). As a
matter of fact, from (3.13) we notice that irrelevant terms may arise from Γ¯[Φ, γ; Λ0]
and the cutoff functions. At Λ0, Γ¯ is given by either a relevant vertex or a sequence of
relevant vertices joint by propagators with a cutoff function KΛ0∞(q + P ), where P is
a combination of external momenta (see (1.15)). Since the integral is damped by these
cutoff functions, only the contributions with a restricted number of propagators survive
in the Λ0 → ∞ limit. We can infer from power counting that they are of the relevant
type. A similar argument holds for the possible irrelevant contributions coming from
K0Λ0(p). Then (3.19) ensures the locality of ∆Γ(Λ) at any Λ.
2Here and in the following a functional is said to be local when it contains only couplings with
non-negative dimension.
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p
q
Figure 3.1: Graphical representation of ∆ˆΓ(Λ0). The box and the circle represent the function-
als Γ¯ and Π respectively. The top line is the cutoff full propagator of the field Φb; the bottom
full line represents the field Φa while the double line is the corresponding source γa. The cross
denotes the product of the two functionals with the insertion of the cutoff function K0Λ0(p).
Integration over the loop momentum is understood.
3.3.1 Solution of ∆Γ = 0 at Λ = Λ0
Once the locality of ∆Γ(Λ) is shown, the solvability of the equation ∆Γ(Λ) = 0 can
be proven using cohomological methods [32, 34, 40]. This is a consequence of the Λ-
independence of ∆Γ and the solvability of the same equation at Λ = 0, where the co-
homological problem reduces to the standard one. Henceforth we will consider the first
loop, the generalization to higher loops being straightforward due to the iterative nature
of the solution. Using (3.17), at Λ = Λ0 and at the first loop (3.11) reads
SΠ(0) Π(1)(Λ0) + ∆ˆ(1)Γ,rel(Λ0) = 0 . (3.20)
This fine-tuning equation allows to fix some of the relevant couplings in Π(1)(Λ0). As a
matter of fact the most general functional Π(1)(Λ0) can be cast into the form (1.17) and
split into two contributions
Π(1)(Λ0) = Π
(1)
inv(Λ0) + Π˜
(1)(Λ0) , (3.21)
where Πinv contains all the independent monomials which are invariant, i.e. SΠ(0) Π(1)inv =
0. The remaining monomials contribute to Π˜. Inserting (3.21) into (3.20), we find
SΠ(0) Π˜(1)(Λ0) = − ∆ˆ(1)Γ (Λ0) ,
which yields the couplings in Π˜(1) since ∆ˆ
(1)
Γ (Λ0) depends only on SBRS. An explicit
calculation shows that the only divergences are powers of Λ0 according to the dimension
of the relative vertex. In particular dimensionless couplings are finite, due to the presence
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in (3.13) of cutoff functions having almost non-intersecting supports. In chapter 5 we
will perform an explicit computation of some of these couplings in QCD.
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Chapter 4
The breaking of dilatation
invariance: the Callan-Symanzik
equation
Let us go back to the massless φ4 theory, defined at the classical level by the classical
action
Scl[φ] = −12
∫
d4p
(2π)4
p2 φ(−p)φ(p) + g
4!
∫
x
φ4(x) . (4.1)
The classical theory is invariant under a dilatation transformation, which, in the infinites-
imal version, reads
δφ(x) = α (1 + xµ∂µ)φ(x) . (4.2)
Notice that this invariance is lost in presence of a mass term; in that case the dilatation
invariance is said to be softly broken. The symmetry expressed in (4.2) is of the global
type, the infinitesimal parameter α being constant. Thus this invariance can be translated
into a classical Ward identity
WDScl ≡
∫
x
(1 + xµ∂µ)φ(x)
δScl
δφ(x)
= 0 . (4.3)
Let us consider the quantum extension of eq. (4.2). We know the effective action Γ[Φ]
has to fulfil the normalization conditions (2.1). Using the Quantum Action Principle eq.
(3.3) for dilatation invariance WD (4.3) we get
WDΓ = [∆Γ] , (4.4)
where ∆ is an even integrated insertion of dimension 4. A basis for [∆Γ] may be provided
by the quantum extension of the terms appearing in the classical action (4.1) plus a mass
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term, or, equivalently, by the three insertions
NΓ ≡
∫
x
φ(x)
δΓ
δφ(x)
, ∂gΓ , ∆mΓ ≡
∫
x
N2[φ
2](x) . (4.5)
The expansion of [∆Γ] in this basis yields the anomalous dilatation Ward identity
WDΓ = (γN − β∂g)Γ + α∆mΓ (4.6)
where α, β, γ are formal power series in ~ starting from the order ~. The term γNΓ
in the r.h.s. may be absorbed in the l.h.s. by renormalizing the dilatation dimension
of φ(x). As a consequence the infinitesimal transformation (4.2) in eq. (4.4) has to be
replaced by
δ′φ(x) = α (1− γ + xµ∂µ)φ(x) , (4.7)
calling γ the anomalous dimension of the field φ. However, even by renormalizing the
dimension of the field, asymptotic invariance, i.e. invariance possibly broken by a soft
mass term, can not be maintained at the quantum level, since the second term in the
r.h.s. of eq. (4.6) is still present.
The anomalous Ward identity (4.6) can be rewritten in the form of a parametric
equation with the help of the following identity arising from dimensional analysis
(µ∂µ +WD)Γ = 0 , (4.8)
with µ the normalization point introduced in (2.1) 1. Combining eqs. (4.6) and (4.8) we
derive the Callan-Symanzik equation [37]
(µ∂µ + β∂g − γN)Γ = α∆mΓ , (4.9)
which controls the asymptotic behaviour of the theory at large euclidean momenta, when
the soft mass insertion ∆mΓ becomes negligible. Moreover, dimensional analysis enables
us to identify β with the Gell-Mann Low beta function for the coupling g [38]
β = µ ∂µg (4.10)
and the anomalous dimension γ with
γ = −12µ ∂µ log z , (4.11)
z being the wave function renormalization of the field φ.
1Recall the introduction of a non-vanishing subtraction point, being φ massless, is required to avoid
IR divergences.
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4.1 Dilatation invariance in the RG
How symmetries can be implemented in the Wilson RG has been extensively discussed
in the previous chapter. We treated there the general case of gauge invariance, that is
invariance of the classical action under a local transformation of the fields. Anyway, it
is straightforward to adapt the derivation of the functional ∆Γ introduced in sect. 3.2 to
dilatation transformations. As we are in presence of a global symmetry, the ST identity
can be replaced by a Ward identity and we may think to the BRS source as a global,
anticommuting parameter.
We now want to formulate an effective dilatation Ward identity for the cutoff effective
action Γ(Λ) (or its relative Π). Let us start from the anomalous Ward identity (4.6). We
expect the presence of the scale Λ in the cutoff effective action will make such a relation
unreliable. In fact what happens is that by requiring the physical effective action to
be independent of the normalization point µ we force the functional Π(Λ) to obey a
modified, effective identity, and this at any scale Λ 2. Since at the physical point Λ = 0
the functional Π coincides with the physical effective action, we demand our modified
identity to reproduce eq. (4.9). We know from chapter 3 that in the RG formulation the
breaking of a symmetry —which in our case is the invariance of Γ under the operator
µ∂µ +WD— is expressed by the functional ∆Γ introduced in sect. 3.2. With the help of
eq. (3.11), the functional ∆Γ can be written as
(µ ∂µ +WD) Π(Λ) + ∆ˆΓ(Λ) = ∆Γ(Λ) . (4.12)
On the other hand the functional WD Π(Λ) can be expanded in the basis (4.5)
WDΓ(Λ) = (−β(Λ) ∂g + γ(Λ)N) Π(Λ) + ∆mΓ(Λ) (4.13)
where β(Λ) and γ(Λ) are suitable coefficients. Taking into account that Π(Λ = 0) = Γ
and ∆ˆΓ(Λ = 0) = 0 (see (3.13)), at the physical point the functions β(Λ) and γ(Λ) equal
the corresponding physical ones
β(Λ = 0) = β , γ(Λ = 0) = γ (4.14)
and the QAP tells us they are determined by physical vertices.
At the UV scale, instead, Π(Λ0) is relevant and has the form (2.3), with the cou-
plings σ
(B)
i given by the relevant couplings σi(Λ) evaluated at Λ = Λ0. At this scale the
2For an alternative derivation see [23].
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symmetry of the physical effective action expressed by (4.9) becomes
(µ ∂µ +WD)
{
1
2
∫
p
φ(−p)[(1 + σ1(Λ0))p2 + σ2(Λ0)]φ(p) + σ3(Λ0)
4!
∫
x
φ4(x)
}
= −∆ˆΓ(Λ0) .
(4.15)
We can extrapolate the values of the “Λ-beta function” β(Λ) and of the “Λ-anomalous
dimension” γ(Λ) at the UV scale. Eq. (4.15) yields
β(Λ = Λ0) = 0 , γ(Λ = Λ0) = 0 .
Thus in this limit it is only the mass insertion ∆mΓ(Λ0) which contributes to ∆ˆΓ(Λ0).
Being allowed to peruse the structure of the functional ∆Γ at an arbitrary scale, we
decide to set Λ = Λ0 and then take the Λ0 →∞ limit. When eq. (4.15) is projected onto
the basis of the monomials appearing in the classical action (4.1) and in the bare action
(2.3), it supplies the set of equations
1
2µ ∂µσ1(Λ0) = ∆ˆ1(Λ0) , (4.16)
1
2µ ∂µσ2(Λ0) + σ2(Λ0) = ∆ˆ2(Λ0) , (4.17)
µ ∂µσ3(Λ0) = ∆ˆ3(Λ0) , (4.18)
where ∆ˆ1, ∆ˆ2, ∆ˆ3 are the coefficient of the monomials
1
2p
2φ2, 12φ
2, 1
4!
φ4, respectively in
∆ˆΓ(Λ0). Eqs. (4.16)-(4.18) can be thought of as the modified Ward identities for the
cutoff effective action.
It would be desirable to compute the physical beta function for the coupling g and
anomalous dimension for the field φ in the RG formulation. Although the set of equations
(4.16)-(4.18) enables us to get closer to the objects we are searching, we still lack a piece
of information, that is we need to know how the functions β and γ are related to the bare
couplings σi(Λ0). At this stage the RG flow enters into the game.
It is acknowledged renormalization pertains to the UV property of the theory. Thus
we expect that µ-RG, governed by eq. (4.9) which expresses the requirement that physical
observables are independent of the specific value of µ, is connected to Λ-RG, governed
by (1.16), when Λ is in the UV region [39]. To find out such a connection, we rewrite eq.
(2.3) as
Π[φ; Λ0] =
1
2
∫
p
φUV(−p) (p2 + σUV2 )φ(p) + gUV4!
∫
x
φ4(x) , (4.19)
where the UV fields and couplings are so defined
φUV =
√
z φ , σUV2 =
σ2(Λ0)
z
, gUV =
σ3(Λ0)
z2
, z = σ1(Λ0) + 1 . (4.20)
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The beta function β(g) can now be inferred either from the second or the third of eqs.
(4.20) by demanding the UV couplings σUV2 and g
UV are independent of the normalization
point µ. Choosing for instance the latter and recalling from dimensional analysis both
σ3 and z are functions of g(µ) and µ/Λ0, we get
β(g) =
Λ0 ∂Λ0 g
UV
∂g gUV
=
Λ0 ∂Λ0 σ3 − 2 σ3 Λ0 ∂Λ0 log z
∂g σ3 − 2 σ3 ∂g log z . (4.21)
Since the loop expansion for z starts at the second order in ~, at the first loop (4.21)
gives
β(1) = Λ0
∂σ
(1)
3
∂Λ0
. (4.22)
Thus dimensional analysis and the Ward identity (4.18) provide us with a recipe to
compute the one loop beta function, since
β(1)(g) = −∆ˆ(1)3 (Λ0) . (4.23)
A thorough perusal of the procedure which has driven us so far should make us realize that
in this perspective the beta function appears as the anomaly of the classical dilatation
invariance, the so-called trace anomaly. However, such an anomaly proves to be harmless,
since the counterterms introduced by ∆ˆΓ are the same monomials the classical action (4.1)
is made of.
In addition to the calculation of the beta function first order coefficient from (4.18),
we will directly verify eq. (4.16) leads to a vanishing one-loop anomalous dimension and
determine the coefficient σ
(1)
2 (Λ0) through (4.17). This will be the topic of the following
section.
4.2 The one-loop beta function
The one-loop coefficient of the beta function is given, according to (4.23), by an explicit
calculation of the dilatation breaking term ∆ˆ
(1)
3 (Λ0), which can be built from eq. (3.13).
Since we are dealing with a Ward identity, the term δ
2 Γ
δΦ(q) δγ(p)
in (3.13) has to be read as
the functional derivative of the variation (4.2) with respect to φ in the momentum space,
which is simply the field independent term (−3 − pµ ∂/∂pµ) δ (p− q). At the first order
this is multiplied by the tree-level vertices of Γ¯. The term proportional to δbc in (3.13)
gives rise to a contribution which, being field independent, will be neglected. Moreover,
the product of the full propagator Γ2(−p; Λ) by DΛΛ0 is δLi at this order. To extract
the φ4 component of ∆ˆΓ, in eq. (3.13) we have to insert the second term in the iterative
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expansion of the functional Γ¯(0) in vertices of Γ(0) (see fig. 2.3). Finally, the φ4 component
of ∆ˆ
(1)
Γ (Λ0) reads∫
p1 p2 p3
∆ˆ
(1)
3 (p1, p2, p3, p4; Λ0)φ(p1)φ(p2)φ(p3)φ(p4)
= i g2
∫
p1 p2 p q k
φ(p1)φ(p2)φ(−p1 − p− k)
× δ(p− q)K0Λ0(p)
KΛ0∞(k)
k2
(
−3− pµ ∂
∂qµ
) [
KΛ0∞(q)
q2
φ(−p2 + q + k)
]
+ permutations , (4.24)
where we have used pµ ∂ δ(p − q)/∂ pµ = −pµ ∂ δ(p − q)/∂ qµ and then integrated by
parts. By performing a translation over integration momenta, (4.24) becomes
i
g2
16π2
∫
p1 p2 p3 p4
δ
(∑
i
pi
)
φ(p1)φ(p2)φ(p4)
∫
d4pK0Λ0(p)
KΛ0∞(p+ p1 + p4)
(p+ p1 + p4)2
×
(
−3− pµ ∂
∂p3µ
)[
φ(p3)
KΛ0∞(p+
∑
i pi)
(p+
∑
i pi)
2
]
+ permutations .
This contribution to ∆ˆ
(1)
3 is represented in fig. 1. As we work in the limit Λ0 → ∞ ,
p1 p4 p2 p3
p+Σpi
Figure 4.1: Graph contributing to ∆ˆ(1)3 .
the next step consists in expanding into the external momenta pi the cutoff functions.
Afterwards, taking into account the K’s are truly functions of p2/Λ20 and exploiting the
symmetry p→ −p, the previous expression can be written as
g2
16π2
∫
p1 p2 p3
φ(p1)φ(p2)φ(p4)
4.3 Computation of γ(1) and σ
(1)
2 (Λ0) via ∆ˆ
(1)
2 (Λ0) 49
×
{∫ ∞
0
K0Λ0(x)KΛ0∞(x)
dKΛ0∞(x)
d x
[
2 + 12(p1 + p4)µ
∂
∂p3µ
]
φ(p3)
−
∫ ∞
0
K0Λ0(x)
K2Λ0∞(x)
x
[
−1 + 12(p1 + p4)µ
∂
∂p3µ
]
φ(p3)
+O(P 2/Λ20)
}
+ permutations , (4.25)
where p4 = −p1−p2−p3, x = p2/Λ20, P is a combination of the momenta pi. Notice that
whereas the second line of eq. (4.25) yields a cutoff independent result, the integral over
x in the third line could generate a cutoff dependent contribution. Nevertheless, after
adding the other five contributions from permutations in the momenta pi, so that 1→ 6
and 1/2 (p1 + p4)µ → −2 p3µ, the “would-be” cutoff-dependent part disappears due to
classical dilatation invariance of the quartic term in the fields∫
p1 p2 p3
φ(p1)φ(p2)φ(p4)
(
−3 − pµ ∂
∂p3µ
)
φ(p3) = 0 . (4.26)
At the same time, implementing (4.26) in (4.25) and taking the Λ0 →∞ limit, we find 3∫
p1 p2 p3
∆ˆ
(1)
3 (p1, p2, p3, p4; Λ0)φ(p1)φ(p2)φ(p3)φ(p4) ∼
g2
16π2
1
4!
∫
p1 p2 p3
φ(p1)φ(p2)φ(p3)φ(p4) · 18 ·
(
1
2
− 1
3
)
=
3 g2
16 π2
1
4!
∫
x
φ4(x) . (4.27)
As a matter of fact, the result of the integration over x in the second line of (4.25)
is determined only by the values KΛ0∞(0) = 0 and KΛ0∞(∞) = 1 and therefore is
independent of the choice of the cutoff function. As a consequence, recalling (4.23), in
the UV limit we recover the one-loop beta function for the massless scalar theory
β(1)(g) =
3 g2
16 π2
. (4.28)
4.3 Computation of γ(1) and σ
(1)
2 (Λ0) via ∆ˆ
(1)
2 (Λ0)
We now compute the φ2 one-loop coefficient of ∆ˆ(Λ0). To extract such a term, we
appreciate that it originates from the tree-level irreducible vertex of Γ¯, i.e. the four-point
vertex of Γ. At the first order and in the UV limit, eq. (3.13) gives∫
p1
∆ˆ
(1)
2 (p1, p2; Λ0)φ(p1)φ(p2) = −
ig
2
∫
p1 p q
δ(p− q)K0Λ0(p)φ(p1)
3The correct normalization factor 1/4!, following after symmetrization, is inserted.
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×
(
−3− pµ ∂
∂qµ
)[
φ(−p1 − p+ q)KΛ0∞(q)
q2
]
(4.29)
where again we have used pµ ∂ δ(p− q)/∂ pµ = −pµ ∂ δ(p − q)/∂ qµ and then integrated
by parts. After a translation over integration momenta, (4.29) becomes
−ig
2
∫
p1 p2 p
δ (p1 + p2)φ(p1)K0Λ0(p) (4.30)
×
(
−3 − pµ ∂
∂p2µ
)[
φ(p2)
KΛ0∞(p+ p1 + p2)
(p+ p1 + p2)2
]
.
Such a contribution to ∆ˆ
(1)
2 is depicted in fig. 2. Notice that in (4.30) when the derivative
p1 p2
p
Figure 4.2: Graph contributing to ∆ˆ(1)2 .
with respect to p2µ acts on the field, the p-integration vanishes due to Lorentz covariance.
Thus eq. (4.30) becomes
− ig
2
∫
p1
φ(p1)φ(−p1)
∫
p
K0Λ0(p)
(
−3− pµ ∂
∂pµ
)
KΛ0∞(p)
p2
. (4.31)
We immediately recognize from the expression above that ∆ˆ(1)(Λ0) = 0. Hence, by
using the Ward identity (4.16) and with the help of dimensional analysis we find out
that the anomalous dimension γ vanishes at this order. The integral (4.31) produces a
cutoff-dependent result which, together with (4.17), enables us to determine the coupling
σ2(Λ0). If a sharp cutoff is employed, we get
σ2(Λ0) = − g
32π2
Λ20 (4.32)
to be compared with the one-loop two-point function found in sect. 2.1.3 by solving the
RG equation (1.16).
Chapter 5
SU(N) Yang-Mills theory
As widely discussed in chapter 3, the challenging problem with gauge theories is that
local gauge symmetry typically conflicts with the presence of a momentum cutoff. What
we have to show is that the Slavnov-Taylor identities can be implemented perturbatively
by appropriately fixing the boundary conditions on the RG flow. Thus the key issue
is to constrain the finite number of relevant parameters in Γrel[φ, γ; Λ]. Actually it is
at this stage we implement both the physical parameters (such as masses, couplings,
wave-function normalizations) and the symmetry, i.e. ST identities.
In ref. [4] the exact RG is formulated for the SU(2) Yang-Mills theory and the bound-
ary conditions for the relevant parameters in Seff,rel[φ, γ; Λ] are imposed at a non-physical
point Λ = Λ′ 6= 0, so that the relevant parameters can be defined by expanding the ver-
tices around vanishing momenta. Although with this choice the relevant parameters are
not directly related to the physical couplings in the effective action Γ[φ, γ], the analysis
of relevant parts of the ST identities becomes easy.
On the other hand, in ref. [16, 17] the boundary conditions for the same theory are
given at the physical point Λ = 0. In this case the procedure of extracting the relevant
parameters becomes rather involved, since non-vanishing subtraction points appear when
massless particles are present. The fine-tuning equation is explicitly solved, that is the
relevant parameters which are not fixed by the physical couplings and wave-function
normalizations are expressed in terms of physical vertices.
We propose here an alternative procedure, based on the solution of the fine-tuning
equation at the ultraviolet scale. This will be the topic of the chapter.
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5.1 RG flow for SU(N) Yang-Mills theory
In this section we introduce the cutoff effective action for the SU(N) Yang-Mills theory
and deduce the RG flow equations. In the SU(N) gauge theory the classical Lagrangian
in the Feynman gauge is
SYM =
∫
d4x
{
−1
4
F aµν F
aµν − 1
2
(
∂µAaµ
)2 − c¯a∂µDabµ cb
}
, (5.1)
where the gauge stress tensor and the covariant derivatives are given by F aµν = ∂µA
a
ν −
∂νA
a
µ + g f
abcAbµA
c
ν and D
ab
µ c
b = ∂µc
a + g fabcAbµ c
c. Let τa be the SU(N) generator in
the adjoint representation, such that [τa, τ b] = fabcτ c and Tr [τaτ b] = 12δ
ab. This action
is invariant under the BRS transformations [32]
δAaµ =
1
g
εDabµ c
b , δca = −12 ε fabccb cc , δc¯a = −
1
g
ε ∂µAaµ , (5.2)
with ε a Grassmann parameter. Introducing the sources uaµ and v
a, associated to the
variations of Aaµ and c
a, respectively, we write the BRS action
SBRS[ΦI , γi] = Scl +
∫
d4x
{
1
g
uaµD
ab
µ c
b − 12fabcva cb cc
}
, (5.3)
where we have denoted by ΦI and γi the fields and the BRS sources
ΦI = {Aaµ, ca, c¯a} , γi = {waµ, va} ,
and waµ = u
a
µ+ g ∂µc¯
a (no source is introduced for c¯a). In fact SBRS depends on u
a
µ and c¯
a
only through the combination waµ. We expect this property will hold also for the cutoff
effective action.
We now come to the definition of the cutoff effective action. We have already appre-
ciated that in order to quantize the theory we need a regularization procedure of the UV
divergences. We regularize these divergences by assuming that in the path integral only
the fields with frequencies smaller than a given UV cutoff Λ0 are integrated out. This
procedure is equivalent to assume the free propagators vanish for p2 > Λ20. Then the
physical theory is recovered in the limit Λ0 → ∞ . The generating functional is defined
in eq. (1.2)
Z[J, γ] = eiW [J,γ] =
∫
DΦ exp i{−12(Φ, D−1Φ)0Λ0 + (J,Φ)0Λ0 + Sint[Φ, γ; Λ0]} , (5.4)
with the cutoff scalar products between fields and sources given by
1
2(Φ, D
−1Φ)ΛΛ0 ≡
∫
p
K−1ΛΛ0(p) p
2
[
1
2A
a
µ(−p)Aaµ(p)− c¯a(−p) ca(p)
]
, (5.5)
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(J,Φ)ΛΛ0 ≡
∫
p
K−1ΛΛ0(p){jaµ(−p)Aaµ(p)
+ [χ¯a(−p)− i
g
pµu
a
µ(−p)] ca(p) + c¯a(−p)χa(p)} . (5.6)
The introduction of the cutoff function in the propagators breaks the gauge invariance,
therefore the UV action Sint must contain all possible renormalizable interactions which
are needed to compensate the symmetry breaking induced by the regularization. These
are given by the monomials in the fields, BRS sources and their derivatives which have
dimension not larger than four and are Lorentz and SU(N) scalars, since Lorentz and
global gauge symmetries are preserved by the cutoff regularization. The independent
monomials of the Yang-Mills sector are
Tr (AµAµ) , Tr (∂νAµ ∂νAµ) , Tr (∂µAµ ∂νAν) , Tr (wµ ∂µc) ,
Tr (AµAµ ∂νAν) , Tr (AµAν ∂µAν) , Tr (wµ cAµ) , Tr (v c c) ,
Tr (AµAν AµAν) , Tr (AµAµAν Aν) ,
Tr (AµAν) Tr (AµAν) , Tr (AµAµ) Tr (Aν Aν) , (5.7)
where Aµ = A
a
µ τ
a, c = ca τa, wµ = w
a
µ τ
a, v = va τa and the trace is over the adjoint
representation. Notice that in the SU(2) case there are only one monomial with three
gauge fields and two independent monomials with four gauge fields, while for SU(3) only
three monomials with four gauge fields are independent. All these interactions appear
in Sint with couplings of non-negative dimension (relevant parameters) which depend
on Λ0. In order to obtain the physical theory we have to show not only that these
relevant parameters can be fixed in such a way that the Λ0 → ∞ limit can be taken by
fixing the physical parameters such as the masses, the coupling g and the wave function
normalization constant at a subtraction point µ, but also that in the Λ0 → ∞ limit the
Slavnov-Taylor identities are satisfied. Perturbative renormalizability ensures the first
requirement can be fulfilled [2, 4, 15, 16].
According to Wilson, we then integrate the fields with frequencies Λ2 < p2 < Λ20 and
define the Wilsonian effective action Seff[Φ, γ; Λ]. The requirement that the generating
functional (1.2) is independent of Λ gives rise to a flow equation (1.10), (1.16) for Seff
or for its Legendre transform Γ[Φ, γ; Λ], respectively. All this procedure was studied in
detail in sect. 1.1, 1.2.
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5.1.1 Relevant parameters
In order to set the boundary conditions it is useful to separate relevant vertices from
irrelevant ones. The relevant couplings are involved in the SU(N) singlets vertices with
nA + nc + 2nw + 2nv ≤ 4 ,
where ni is the number of fields of type i. In the case we will mainly concentrate upon,
that is SU(2), the most general form of the relevant part of the functional Π is contained
in
Π[Φ, γ; Λ] =
1
2
∫
p
Π(AA)µν (p; Λ)A
a
µ(−p)Aaν(p) +
1
3!
εabc
∫
p
∫
q
Γ(3A)µνρ (p, q, r; Λ)A
a
µ(p)A
b
ν(q)A
c
ρ(r)
+
1
4!
∫
p
∫
q
∫
r
Γ(4A)abcdµνρσ (p, q, r, h; Λ)A
a
µ(p)A
b
ν(q)A
c
ρ(r)A
d
σ(h)
+
∫
p
Γ(wc)µ (p; Λ)w
a
µ(−p)ca(p) + εabc
∫
p
∫
q
Γ(wcA)µν (p, q, r; Λ)w
a
µ(p)c
b(q)Acν(r)
+
1
2
εabc
∫
p
∫
q
Γ(vcc)(p, q, r; Λ)va(p)cb(q)cc(r) , (5.8)
where r = −p− q, h = −p− q − r (recall that the functionals Π and Γ differ only in the
tree-level two-point function). In (5.8) the relevant couplings are defined as follows.
1) The vector propagator has the structure
Πµν(p; Λ) = −gµν p2 + gµνΠL(p; Λ) + tµν(p) ΠT (p; Λ) , (5.9)
with
tµν(p) ≡ gµν p2 − pµpν .
The three relevant couplings are defined by
ΠL(p; Λ) = σm(Λ) + p
2σα(Λ) + ΣL(p; Λ) , ΣL(0; Λ) = 0 ,
∂ΣL(p; Λ)
∂p2
|p2=µ2 = 0 ,
(5.10)
and
ΠT (p; Λ) = σA(Λ) + ΣT (p; Λ) , ΣT (p; Λ)|p2=µ2 = 0 , (5.11)
From these conditions we can factorize a dimensional function of p in the vertices ΣL,T .
Thus they are irrelevant and contribute to Γirr(Λ).
2) The contribution to Γ(Λ) due to three vectors can be written as
Γ(3A)µνρ (p, q, r; Λ) = [(p− q)ρgµν + (q − r)µgνρ + (r − p)νgµρ] [σ3A + Σ(3A)(p, q, r)]
+ Γ˜(3A)µνρ (p, q, r) . (5.12)
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In the last term all the three Lorentz indices are carried by external momenta. Hence,
after these have been factorized, the remnant is a function of dimension −2. Then the
vertex Γ˜
(3A)
µνρ (p, q, r; Λ) is irrelevant. Also Σ(3A)(p, q, r; Λ) is irrelevant, being defined by
Σ(3A)(p, q, r; Λ)|3SP = 0 .
3) The contribution of the four vectors to Γ(Λ) is given by two different SU(2) scalars
Γ(4A)abcdµνρσ (p, q, r, h) = t
abcd
1;µνρσ[σ4A + Σ
(4A)
1 (p, q, r, h)] + t
abcd
2;µνρσ[σ
′
4A + Σ
(4A)
2 (p, q, r, h)]
+ Γ˜(4A)abcdµνρσ (p, q, r, h) , (5.13)
where
ta1···a41;µ1···µ4 = (ε
a1a2cεca3a4 − εa1a4cεca2a3) gµ1µ3gµ2µ4 + (2↔ 3) + (3↔ 4)
is the four-vector SU(2) structure appearing in the BRS action and
tabcd2;µνρσ = (δ
abδcd + δacδbd + δadδbc) (gµνgρσ + gµρgνσ + gµσgνρ) .
In the vertex Γ˜
(4A)abcd
µνρσ at least two Lorentz indices are carried by external momenta and
thus it is irrelevant. The two relevant couplings σ4A(Λ) and σ
′
4A(Λ) are defined by
Σ
(4A)
1 (p, q, r, h)|4SP = 0 , Σ(4A)2 (p, q, r, h)|4SP = 0 .
4) The w-c vertex reads
Π(wc)µ (p) =
pµ
g
[−i+ σwc + Σ(wc)(p)] , (5.14)
with a relevant coupling defined through
Σ(wc)(p)|p2=µ2 = 0 .
As to the ghost propagator, it can be expressed in terms of the vertex Π
(wc)
µ (p)
Π(c¯c)(p) = p2 + ip2[σwc + Σ
(wc)(p)] . (5.15)
5) The contribution of w-c-A to Γ(Λ) is given by the SU(2) scalar
Γ(wcA)µν (p, q, r) = gµν [σwcA + Σ
(wcA)(p, q, r)] + Γ˜(wcA)µν (p, q, r) . (5.16)
The vertex Γ˜
(wcA)
µν (p, q, r; Λ) is irrelevant since the two Lorentz indices are carried by
external momenta. Thus the relevant coupling σwcA(Λ) is defined by
Σ(wcA)(p, q, r; Λ)|3SP = 0 .
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Due to the fact that Γ depends on c¯ and uµ only through the combination wµ, the
coefficient of c¯-c-A is
Γ(c¯cA)ν (p, q, r) = −ig pµ Γ(wcA)µν (p, q, r) . (5.17)
6) Finally, the only vertex involving the source v and containing a relevant coupling is
Γ(vcc)(p, q, r) = σvcc + Σ
(vcc)(p, q, r) , Σ(vcc)(p, q, r; Λ)|3SP = 0 . (5.18)
At the tree level Π(0) = SBRS, so that the relevant couplings in the tree approximation
have the following values
σ(0)m (Λ) = σ
(0)
α (Λ) = σ
(0)
A (Λ) = σ
(0)
wc (Λ) = σ
′(0)
4A (Λ) = 0 ,
σ
(0)
3A(Λ) = −ig , σ(0)4A(Λ) = −g2 , σ(0)wcA(Λ) = σ(0)vcc(Λ) = −1 . (5.19)
All the remaining vertices, being coefficients of monomials with dimension higher than
four, are irrelevant and therefore belong to Γirr(Λ).
5.1.2 Boundary conditions
As discussed in chapter 1, for the irrelevant vertices we assume the following boundary
condition
Γirr[Φ, γ; Λ0] = 0 , (5.20)
since, due to dimensional reasons, they must vanish at the UV scale to ensure pertur-
bative renormalizability. Then at Λ = Λ0 the cutoff effective action becomes local and
corresponds to the bare action.
As regards the relevant part, we first have to address the fundamental issue of sym-
metry. That will be done in the next section.
5.2 Effective ST identities
The gauge symmetry of the classical action (5.1) translates into the ST identity for the
effective action Γ[Φ, γ] ≡ Γ[Φ, γ; Λ = 0], which reads
SΓ′Γ′[Φ, γ] = 0 ,
where Γ′[Φ, γ] = Γ[Φ, γ]− ∫ d4x 1
2
(∂µAaµ)
2 and the Slavnov operator [34] SΓ′ was defined
in (3.16).
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In the context of RG, the ST identities are recovered by imposing the constraint
(3.11), which is exploited to set the boundary conditions for the couplings in the cutoff
effective action (or Π). For the gauge theory we are considering, eqs. (3.14) and (3.13)
specialize into
∆¯Γ[Φ, γ; Λ] = −
∫
d4p K0Λ0(p)
δΠ′[Φ, γ; Λ]
δΦi(−p)
δΠ′[Φ, γ; Λ]
δγi(p)
(5.21)
and
∆ˆΓ[Φ, γ; Λ] = i~
∫
p,q
K0Λ(p)
{
(−1)δL
(
1
Γ2(q; Λ)
Γ¯[−q,−p; Λ]
)
JL
− δJL δ4(p+ q)
}
×
(
1
Γ2(−p; Λ)DΛΛ0(−p)
)
Li
δ2
δΦJ(q)δγi(p)
(
Π[Φ, γ; Λ]− 1
g
∫
x
uµ∂µc
)
, (5.22)
where Π′ is the expression obtained by removing the gauge fixing term in (1.18). We
should observe that eq. (5.22) differs from its analogue (3.13) in a twofold way. First, in
the former the index i does not run on the antighost c¯ due to the fact we did not introduce
a BRS source for it, contrary to summation over J which includes c¯ (it propagates in the
loop). Second, the price we have to pay to eliminate the BRS source for c¯ is the removal
of the tree level of Π
(wc)
µ in the argument of δ2/δΦ δγ in (5.22).
Again we notice that at Λ = 0 and in the UV limit the gauge symmetry condition
(3.11) reduces to the usual ST identities, since Π′ becomes Γ′ and ∆ˆΓ vanishes.
At this stage we are ready to discuss the solution of the effective ST identity at the
ultraviolet scale.
5.3 Solution of the fine-tuning at Λ = Λ0
We have described in the previous section how the ST identities can been directly for-
mulated for the cutoff effective action (or Π) at any Λ. In this context the ST identities
are recovered by imposing the condition (3.11), which, at the first loop and at Λ = Λ0
becomes eq. (3.20). In the following we discuss the solution of this fine-tuning equation
at Λ = Λ0 and at the first loop order. Under these conditions, the functional ∆¯
(1)
Γ is the
standard Slavnov operator applied to Π
∆¯
(1)
Γ (Λ0) = SΠ(0) Π(1)(Λ0) .
Let us analyse in detail the various vertices of ∆¯Γ, which can be inferred from eq. (3.16).
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(i) With two fields we have just one vertex
∆¯
(Ac)
Γ,µ (p; Λ0) = Π
′(AA)
µν (p; Λ0) Γ
(wc)
ν (p; Λ0) . (5.23)
That (3.15) holds at the tree level trivially follows from the transversality of Π′(AA)µν (p).
At the first loop the term with tµν cancels out for the same reason as above and what we
get is
∆¯
(Ac,1)
Γ,µ (p; Λ0) = −
i
g
pµ [σ
(1)
m (Λ0) + σ
(1)
α (Λ0) p
2] . (5.24)
This is no surprise, since we expected the breaking of gauge invariance. On the other
hand, we can match the values of the couplings σ
(1)
m (Λ0)/Λ
2
0 and σ
(1)
α (Λ0) with the finite
coefficients of the corresponding monomials in ∆ˆΓ. This is the meaning of the fine-tuning.
We just have to prove the numbers coming out from ∆ˆΓ are finite. This topic will be
addressed in the following section.
There are two different vertices with three fields, ∆¯
(AAc)
Γ,µν and ∆¯
(wcc)
Γ,µ .
(ii) The former reads
∆¯
(AAc)
Γ,µν (p, q, k; Λ0) = Π
(wc)
ρ (k; Λ0) Γ
(3A)
µνρ (p, q, k; Λ0)−Π′(AA)µρ (p; Λ0) Γ(wcA)ρν (p, k, q; Λ0)
+ Π′
(AA)
νρ (q; Λ0) Γ
(wcA)
ρµ (q, k, p; Λ0). (5.25)
At the tree level it vanishes since Γ
(3A)
µνρ saturated with kρ is proportional to tµν(p)−tµν(q).
At the first loop, exploiting the previous observation, we have
∆¯
(AAc,1)
Γ,µν (p, q, k; Λ0) =
[
i
(
σ(1)wc +
σ
(1)
3A
g
)
+ σ
(1)
A + σ
(1)
wcA
]
(tµν(p)− tµν(q))+gµνσ(1)α (p2−q2) .
(5.26)
Due to the UV finiteness of ∆ˆΓ and σα at this order, the ST identity can be recovered
only if the following relation among the divergent part of the coupling constants at loop
one —which will be denoted by σ∗i (Λ0)— holds
iσ∗wc +
i
g
σ∗3A + σ
∗
A + σ
∗
wcA = 0 . (5.27)
The finite part of the functional, instead, enters the fine-tuning equation, which allows
to determine the finite parts of the σ
(1)
i ’s at the UV scale.
(iii) The further contribution to ∆¯Γ with three fields is given by
∆¯
(wcc)
Γ,µ (p, q, k; Λ0) = Π
(wc)
µ (p; Λ0) Γ
(vcc)(p, q, k; Λ0) + Π
(wc)
ν (q; Λ0) Γ
(wcA)
µν (p, k, q; Λ0)
+ Π(wc)ν (k; Λ0) Γ
(wcA)
µν (p, q, k; Λ0) . (5.28)
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At the tree level momentum conservation tells us this vertex vanishes. On the contrary,
at the first loop
∆¯
(wcc,1)
Γ,µ (p, q, k; Λ0) = −
i
g
pµ(σ
(1)
vcc − σ(1)wca) , (5.29)
so that gauge invariance requires
σ∗vcc = σ
∗
wcA . (5.30)
The functional ∆¯Γ has the two four-point vertices ∆
(wAcc)abcd
Γ,µν and ∆
(3Ac)abcd
Γ,µνρ . The former
automatically vanishes at one loop once eq. (5.29) is satisfied. In fact we should observe
there exists a consistency condition relating ∆
(wAcc)abcd
Γ,µν to (5.28).
(iv) Finally, the last vertex of ∆¯Γ we have to consider is
∆
(3Ac)abcd
Γ,µνρ (p, q, k, h; Λ0) = Π
(wc)
σ (h; Λ0) Γ
(4A)abcd
µνρσ (p, q, k, h; Λ0) (5.31)
+ εedaεebcΓ(wcA)σµ (q + k, h, p; Λ0) Γ
(3A)
σνρ (p+ h, q, k; Λ0)
+ εedbεeacΓ(wcA)σν (p+ k, h, q; Λ0) Γ
(3A)
σµρ (q + h, p, k; Λ0)
+ εedcεebaΓ(wcA)σρ (q + p, h, k; Λ0) Γ
(3A)
σνµ (k + h, q, p; Λ0) .
Using (5.8) and the definitions of the vertices of Π, we have
∆
(3Ac)abcd
Γ,µνρ (p, q, k, h; Λ0) = hµ gνρ
[
B1
(
δabδcd + δacδbd
)
+B2 δ
adδbc
]
+ hν gµρ
[
B1
(
δabδcd + δadδbc
)
+B2 δ
acδcd
]
+ hρ gµν
[
B1
(
δacδbd + δadδbc
)
+B2 δ
abδcd
]
, (5.32)
where
B1 =
σ′4A
g
(−i+ σwc)− σ4A
g
(−i+ σwc) + σwcAσ3A (5.33)
B2 =
σ′4A
g
(−i+ σwc) + 2
[
σ4A
g
(−i+ σwc)− σwcAσ3A
]
Recalling (5.19), it is easy to verify B1 = B2 = 0 at the tree level, whereas at the first
loop order eq. (5.33) provides two independent relations among the couplings
σ
′∗
4A = 0 , −
i
g
σ∗4A − g σ∗wc = −σ∗3A − ig σ∗wcA . (5.34)
Hence from (5.34) we learn σ′4A is finite at this order and we earn a further constraint to
add to eqs. (5.27), (5.30). In the whole the relevant part of the cutoff effective action
for the SU(2) gauge theory contains nine couplings. The divergent contributions of six
of those, namely σ∗wc, σ
∗
A, σ
∗
3A, σ
∗
wcA, σ
∗
vcc and σ
∗
4A, are related by three equations, which
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express the BRS invariance of the divergent part of Π(Λ0), whereas the counterterms
necessary to restore gauge symmetry are finite and non-invariant. It follows only three
of the divergent couplings are independent, let us say σ∗A, σ
∗
wc, and σ
∗
wcA, and we ascribe
them the role of wave function renormalization for the vector field, z1, for the ghost field,
z2 and of the coupling z3 g. Hence the functional Π(Λ0) can be split into two contributions
Π(1)(Λ0) = Π
(1)
inv(Λ0) + Π˜
(1)(Λ0) , (5.35)
where Πinv contains all the independent monomials which are invariant, i.e. SΠ(0) Π(1)inv =
0. The explicit form of Πinv is
Π
(1)
inv(zi(Λ0)) =
∫
d4x
[
−1
4
z1 Faµν Faµν + z2 z3
(
1
g z3
waµDabµ cb −
1
2
fabc va cb cc
)]
(5.36)
with Faµν = ∂µAaν − ∂νAaµ + g z3 fabcAbµAcν and the covariant derivative given by Dabµ cb =
∂µc
a + g z3 f
abcAbµ c
c. The key to pass from (5.8) to (5.36) is
z1 = 1− σ∗A , z2 = 1 + iσ∗wc , z3 =
σ∗wcA
1 + iσ∗wc
.
The remaining monomials contribute to Π˜ which contains the finite couplings ρi = σi−σ∗i
evaluated at Λ = Λ0. In the following section we will determine the couplings ρi(Λ) via
fine-tuning. As to the couplings in (5.36), they are not involved in the fine-tuning, so
that they are free and can be fixed at the physical point Λ = 0.
5.3.1 Solution of the fine-tuning at the first loop
We stated in the previous section we would demonstrate the finiteness of the functional
∆ˆΓ at the first loop. In fact we will do more than that, in the sense we will also explicitly
compute some of the finite parts of the relevant couplings, i.e. ρi, through the fine-tuning
eq. (3.20). Let us now build up the vertices of ∆ˆ
(1)
Γ . We start from (5.22), which at the
first loop and in the Λ0 →∞ limit has the form
∆ˆΓ[Φ, γ; Λ0] = i~
∫
p,q
K0Λ(p) (−1)δi KΛΛ0(q)DJL(q)
δ2Γ¯(0)
δΦi(−p)δΦL(−q)
× δ
2
δΦJ (q)δγi(p)
(
Π(0) − 1
g
∫
x
uµ∂µc
)
. (5.37)
To get such an expression we should notice that in (5.22) the term proportional to δJL
does not contribute since in Π[Φ, γ; Λ0] diagonal interactions between a field and its own
source are absent. Moreover the product of the full propagator Γ2(−p; Λ) by DΛΛ0 in
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(5.22) is simply δLi at this order. As the second derivative of the functional Π
(0) in (5.37)
is concerned, we have just two possibilities, that is either
δ2
(
Π(0) − 1
g
∫
x
uµ∂µc
)
δΦJ (q) δwaµ(p)
(5.38)
which in turn splits into
δ2
(
Π(0) − 1
g
∫
x
uµ∂µc
)
δcb(q) δwaµ(p)
,
δ2Π(0)
δAbν(q) δw
a
µ(p)
(5.39)
or we derive with respect to the source v
δ2Π(0)
δcb(q) δva(p)
. (5.40)
These three vertices are represented in fig. 5.1.
Figure 5.1: Vertices contributing to the second line of eq. (5.37). The curly and dashed line
denotes the gluon and the ghost field, respectively; the double lines represent the BRS source
associated to the field depicted by the top line.
Going back to (5.37), we can sum up the three different contributions and obtain
∆ˆΓ[Φ, γ; Λ0] = i~
∫
p,q
εabcK0Λ0(p)
KΛ0∞(q)
q2{
− δ
2Γ¯(0)
δAaµ(−p) δc¯b(−q)
Γ(wcA)µν (p, q, r; Λ0)A
c
ν(r)
− δ
2Γ¯(0)
δAaµ(−p) δAbν(−q)
Γ(wcA)µν (p, r, q; Λ0) c
b(r)
+
δ2Γ¯(0)
δca(−p) δc¯bν(−q)
Γ(vcc)(p, q, r; Λ0) c
c(r)
}
. (5.41)
Implementing the relation δ/δc¯a(p) = −ig pµ δ/δwaµ(p), which follows from the definition
of waµ, and arresting at the first term in the expansion (1.15) of Γ¯ in terms of vertices of
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Γ —so that Γ¯ coincides with Γ up to a sign, eq. (5.41) supplies the A-c component of
∆ˆ
(1)
Γ
∆ˆ
(Ac,1)
Γ (Λ0) =
∫
p
Aaµ(−p) ca(p) ∆ˆ(Ac,1)Γ,µ (p; Λ0) =
∫
p
Aaµ(−p) ca(p)
×
∫
q
K0Λ0(p− q)
KΛ0∞(q)
q2
2g
{−qν Γ(wcA)νρ (q, p,−p− q) Γ(wcA)ρµ (q + p,−q,−p)
+
i
g
Γ(wcA)ρν (−p− q, p, q) Γ(3A)νρν (−q, p+ q,−p)
− qν Γ(wcA)νµ (q, p− q,−p) Γ(vcc)(q − p, p,−q)
}
, (5.42)
where the vertices of Γ —in which the dependence on the UV cutoff Λ0 has been removed
since we are at the tree level— can be read from eqs. (5.12), (5.16), (5.18) and (5.19).
The contributions to ∆ˆ
(Ac,1)
Γ (Λ0) are depicted in fig. 2.
a
p
µ, a
-p
q
µ, a
-p
a
p
q
µ, a
-p
a
p
q
Figure 5.2: First loop contributions to ∆ˆ(Ac)Γ,µ . All momenta are incoming.
The final expression of the vertex ∆ˆ
(Ac,1)
Γ,µ (p; Λ0) defined in (5.42) is
∆ˆ
(Ac,1)
Γ,µ (p; Λ0) = 2 g
∫
q
K0Λ0(p− q)
KΛ0∞(q)
q2
(3pµ − 4qµ) . (5.43)
When discussing the topic of symmetry, we stated this integration produces a finite result,
to be compared with (5.24), so that the requirement of gauge invariance forces us to fix
some of the relevant couplings. We can perform the q-integration in (5.43) with different
choices of the cutoff function. In any case we have to expand the integrand in powers of
p2/Λ20, and we are allowed to do so since p≪ Λ0
∆ˆ
(Ac)
Γµ (p; Λ0) = pµ [δˆ1 Λ
2
0 + δˆ2 p
2 + O(p4/Λ20)] . (5.44)
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If we adopt a sharp cutoff, i.e. KΛ0∞(q) = Θ(q
2−Λ20), only the divergent part can be
calculated and we have 1
δˆ1 = −2i g
16π2
.
On the contrary, if a smooth cutoff is used both δˆ1 and δˆ2 can be determined. We are
obviously led to pick up a cutoff which is advantageous from the computational point of
view. The possibility of performing Feynman parametrization, for example, is definitely
appealing. With this in mind, we can employ the following cutoff functions
K0Λ0(q) =
Λ40
(q2 + Λ20)
2
, KΛ0∞(q) = q
2 q
2 + 2Λ20
(q2 + Λ20)
2
. (5.45)
The essential ingredients are Feynman parametrization and the fundamental integral∫ ∞
0
ts−1
(t + 1)ν
dt =
Γ(s) Γ(ν − s)
Γ(ν)
.
Finally, for the coefficients δˆi in (5.44) we get
δˆ1 =
2
3
i g
16π2
, δˆ2 = − 7
30
ig
16π2
.
Another manageable cutoff is the exponential function
K0Λ0(q) = e
−q2/Λ20 , KΛ0∞(q) = 1− e−q
2/Λ20 . (5.46)
In this case Feynman parametrization is replaced by the representation
1
q2 +m2
=
∫ ∞
0
dα
Λ20
e
− α
Λ20
(q2+m2)
and the integration is easily carried out by using∫
d2ωq
(2π)2ω
exp (−x q2 + 2q · b) =
(π
x
)ω eb2/x
(2π)2ω
, x > 0 .
At the end we find
δˆ1 = 0 , δˆ2 = − 1
12
ig
16π2
.
Hence, restoration of the ST identity for the physical effective action at the first loop
order implies, at Λ = Λ0, the following constraints on two of the relevant coupling in
Π
(AA)
µν (Λ0)
σ(1)m (Λ0) = i gΛ
2
0 δˆ1 , σ
(1)
α (Λ0) = i g δˆ2 .
In a following section we will test the correctness of our results by comparing the values
of σ
(1)
m (Λ0), σ
(1)
α (Λ0) determined via the fine-tuning with those obtained [16] by solving
the RG flow (1.16).
1We should keep in mind there is a factor i coming from integration over q.
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5.3.2 Vertices of ∆ˆΓ with more than two fields
If we want to analyse the vertices of ∆ˆ
(1)
Γ with more than two fields we have first to go
back to eq. (5.41) and then through the cutoff function K0Λ0 glue the vertices (5.39),
(5.40) with higher terms in the iterative expansion of Γ¯(0) in vertices of Γ(0). We start
from the second order of the expansion of Γ¯(0); a graphical representation is given in
fig. 3.
Figure 5.3: Graphical representation of the contribution to Γ¯ obtained in its expansion to the
second order in vertices of Γ.
When we build all possible combinations of vertices of Γ¯ and Π we obtain the contribution
to ∆ˆ
(1)
Γ with three fields, that is ∆ˆ
(AAc)
Γ,µν and ∆ˆ
(wcc)
Γ,µ , except one term which originates from
the irreducible four-vector vertex of Γ¯.
Fig. 4 and fig. 5 represent the contributions to ∆ˆ
(AAc)
Γ,µν and ∆ˆ
(wcc)
Γ,µ , respectively. Obviously
some of the graphs could also be excluded by Lorentz covariance and gauge invariance.
This is the case for example for the term mentioned above and corresponding to the
graph of fig. 4(e). In order to clarify how things work, we compute —up to a constant
factor— one of the contribution to ∆ˆ
(wcc)
Γ,µ given by the graph of fig. 5(a). From eq. (5.41)
we deduce
∆ˆ
(wcc,1)
Γ,µ (p, q,−p− q; Λ0) ∼
∫
k
DΛΛ0(k) Γ
(c¯cA)
ρ (−k, q, k − q)DΛΛ0(p+ k) (5.47)
× Γ(wcA)µρ (p, k,−p− k) Γ(wcA)ρν (q − k,−p− q, p+ k)
∼ g
∫
k
K0Λ0(q − k)
KΛ0∞(k)
k2
KΛ0∞(p+ k)
(p+ k)2
kµ
= i g
[(
−11
96
+O(P 2/Λ20)
)
pµ +
(
37
240
+O(P 2/Λ20)
)
qµ
]
,
where P is some combination of the momenta p and q. It should be clear at this point
that the finiteness of the integrals (5.43), (5.47) is due to the presence of cutoff functions
having almost non intersecting supports.
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(a) (b)
(c) (d)
(e)
Figure 5.4: Graphs contributing to ∆ˆ(AAc)Γ,µν . The graph (e) originates from the expansion of Γ¯
to the first order in vertices of G.
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w c c
(a)
c w c
(b)
c w c
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Figure 5.5: Graphs contributing to ∆ˆ(wcc)Γ,µ
When adding the contribution which arises from the graph of fig. 5(b) what we obtain
is a symmetric —in a proper sense— result, i.e. a term proportional to pµ. As we did for
σm and σα, this result, together with all other contributions coming from the graphs of
fig. 5, can be used to fix the combination ρvcc − ρwcA in (5.29), via eq. (3.20).
We can now carry on with the perusal of the functional ∆ˆ
(1)
Γ . Experience suggests
us our attention must be devoted to two kinds of vertices, i.e. ∆ˆ
((nA)c,1)
Γ and ∆ˆ
(w(nA)cc,1)
Γ ,
with n the number of vector fields. Qualitatively, the behaviour of the leading term of
the two vertices can be inferred from power counting.
The former can be either of the type represented in fig. 6 or of the type of fig. 4(a)
with the insertion of n three-vector vertices. In any case, the cutoff function K0Λ0 —
let us consider (5.45) just to fix ideas— brings a factor Λ40/k
4, k being the integration
momentum; there are n propagators producing a factor (1/k2)n, n three-vector vertices
(or n − 1 three-vector vertices and a c¯-c-A vertex) contributing at most with kn and
finally the integration measure goes like k4. The presence of the factor Λ40 implies only
with integrands behaving at least like (1/k4) we will end up with finite, relevant vertices
of ∆ˆΓ. Hence, taking into account the powers of momentum, the possible value of n is
restricted by
−4− 2n+ n+ 4 ≥ −4 =⇒ n ≤ 4 .
In fact n = 4 is excluded by Lorentz and gauge covariance.
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. . .
n-1
Figure 5.6: One of the prototype of graphs contributing to ∆ˆ((nA)c,1)Γ
On the other hand, the vertex ∆ˆ
(w(nA)cc,1)
Γ is of the type of fig. 5(a) with the insertion of
n three-vector vertices. Its behaviour for large Λ0 is dictated by the factor Λ
4
0/k
4 brought
by K0Λ0 ; factors (1/k
2)(n+2) and k(n+1) are due to the propagators and to the vertices,
respectively and the integration measure goes like k4. Therefore, in the Λ0 →∞ limit a
non-vanishing result will be obtained only if
−4 − 2(n+ 2) + (n + 1) + 4 ≥ −4 =⇒ n ≤ 1 .
5.4 Comparison with the fine-tuning at Λ = 0
So far our direction has been to discuss the symmetry at the ultraviolet scale and deter-
mine the cutoff-dependent ρi(Λ0). An alternative point of view is to set the boundary
conditions for these couplings at the physical point Λ = 0 [16, 17]. In this way some of
the relevant couplings (i.e. the zi’s) are related to physical couplings such as the wave
function normalizations and the three-vector coupling g at a subtraction point µ. The
remaining are fixed imposing the symmetry at the physical point.
In order to show the equivalence of the two formulations, we have to compute the
couplings ρ
(1)
i (Λ0) starting from their boundary conditions at Λ = 0 [16] and letting
them evolve via eq. (1.16) to the UV scale. Even though this will be done only for the
couplings σm(Λ0) and σα(Λ0), the argument can be generalized to all the couplings σi.
The fine-tuning at Λ = 0 provides for the two couplings we are examining the boundary
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conditions, which, due to gluon transversality, are simply
σm(0) = σα(0) = 0 .
From eq. (1.16) we can now derive the loop expansion [16] and, at the first loop we have
σ(1)m (Λ0) =
∫ Λ
0
dλ
λ
IL(0;λ)
σ(1)α (Λ0) =
∫ Λ
0
dλ
λ
∂
∂p¯2
IL(p¯;λ) ,
where
IL(p; Λ) = −ig2Λ∂Λ
[∫
q
KΛΛ0(q)KΛΛ0(p+ q)
q2 (p+ q)2
(2q2 + 10pq + 3p2 + 8
(pq)2
p2
)− 6
∫
q
KΛΛ0(q)
q2
]
.
When we choose the sharp cutoff function only the first integral can be computed, whereas
with the cutoffs (5.45), (5.46) both σ
(1)
m (Λ0) and σ
(1)
α (Λ0) can be found. In all cases the
results coincides with those obtained in sect. 5.3.1.
Chapter 6
Chiral gauge theories and anomalies
The problem of finding a consistent renormalization procedure of a chiral gauge theory
(CGT) is still an active field of investigation, both in the framework of perturbation the-
ory [41]-[45] and in lattice regularization [46, 47]. In the presence of chiral fermions no
regularization is known to preserve chiral symmetry. This is not a technical problem but
it is related to the fact that chiral symmetry is anomalous [48]. In dimensional regulariza-
tion with minimal subtraction [41]-[44] the correct definition of the matrix γ5 produces
chiral breaking terms [49], although they formally vanish for d → 4. The appearance
of these breaking terms is necessary to reproduce the anomaly for external currents. In
order to ensure the Slavnov-Taylor identities of the local chiral symmetry for the renor-
malized theory, the minimal subtraction procedure must be supplemented by additional
finite non-invariant counterterms [41]-[50]. Similarly, in lattice regularization one must
introduce the Wilson term in order to avoid the fermion doubling and reproduce the
correct anomaly. This term explicitly breaks chiral invariance and one adds all possible
counterterms to the naive action to compensate the explicit symmetry breaking induced
by the Wilson term [46]. We should notice that in both approaches the regularized La-
grangian couples left and right fermions and therefore also global chiral symmetry is
broken.
Proving that it is possible to compensate the breaking due to the regularization by a
suitable choice of non-invariant counterterms in the Lagrangian is an essential ingredient
of the renormalization procedure. If the fermionic content of the theory ensures the
cancellation of the one-loop chiral anomaly, this fine-tuning problem has a solution. Its
solvability is independent of the regularization procedure since the classification of all
possible anomalies is an algebraic problem [32]-[34].
We have appreciated in the previous chapters that the Wilson renormalization group
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formulation can be used to deduce the ST identities in the Yang-Mills theory. We know
that, by properly fixing the boundary conditions of the RG equation, the ST identities
for the pure Yang-Mills theory with gauge group SU(N) can be satisfied when all cutoffs
are removed (at least in perturbation theory). This has been shown both in terms of
the “bare” couplings of the effective action at the ultraviolet scale [4] and of the phys-
ical couplings [16]-[18]. In this case the possibility of solving the fine-tuning problem
is guaranteed by the fact that, once the renormalization conditions are imposed and all
cutoffs are removed, the renormalized Green functions are independent of the regular-
ization procedure and, in particular, they coincide with those obtained via dimensional
regularization.
In this chapter we address the extension of the RG formulation to chiral gauge the-
ories. As in this case there is no regularization which preserves the symmetry, the RG
formulation has no disadvantages with respect to other procedures. As a matter of fact,
in the RG approach the space-time dimension is d = 4 so that there is no ambiguity in
the definition of the matrix γ5 and in the regularized action left and right fermions are
not coupled. Therefore the solution of the fine-tuning procedure is simpler than in the
standard cases (i.e. dimensional or lattice regularization), since the possible counterterms
must be globally chiral invariant. Although there is no left-right coupling, we will show
that we obtain the correct chiral anomaly (if the matching conditions for the anomaly
cancellation are not fulfilled).
6.1 Renormalization group flow and effective action
Let us consider the SU(N) chiral gauge theory described by the classical Lagrangian (in
the Feynman gauge)
Scl = SYM + SF , (6.1)
where
SF =
∫
d4x
(
ψ¯L i /D ψL + ψ¯R i /∂ ψR
)
(6.2)
and SYM was defined in eq. (5.1). The fermions ψL, ψR are in the fundamental rep-
resentation of the gauge group SU(N). The action (6.1) is invariant under the BRS
transformations [32] eq. (5.2) and
δψL = −ε cata ψL , δψ¯L = −ε ψ¯L cata , δψ¯R = δψR = 0
with ε a Grassmann parameter.
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Introducing the sources λ¯ and λ associated to the variations of ψ and ψ¯, respectively
we get the BRS action
SBRS[ΦI , γi] = Scl +
∫
d4x
{
1
g
uaµD
ab
µ c
b − 12fabcva cb cc + λ¯ ca ta ψL + ψ¯L ca ta λ
}
(6.3)
where we have denoted by ΦI and γi the fields and the BRS sources
ΦI = {Aaµ, ca, c¯a, ψ¯, ψ} , γi = {waµ, va, λ¯, λ} .
We now implement the RG method. As usual the generating functional is given by
(1.2) and the cutoff scalar products between fields and sources, introduced in eq. (1.3),
read
1
2(Φ, D
−1Φ)ΛΛ0 ≡
∫
p
K−1ΛΛ0(p){p2
[
1
2A
a
µ(−p)Aaµ(p)− c¯a(−p) ca(p)
]
−ψ¯L(−p) /pψL(p)− ψ¯R(−p) /p ψR(p)} , (6.4)
(J,Φ)ΛΛ0 ≡
∫
p
K−1ΛΛ0(p){jaµ(−p)Aaµ(p) + [χ¯a(−p)−
i
g
pµu
a
µ(−p)] ca(p) + c¯a(−p)χa(p)
+ψ¯(−p)η(p) + η¯(−p)ψ(p)} . (6.5)
Due to the breaking of gauge invariance caused by the cutoff function in the prop-
agators, the UV action Sint must contain all possible renormalizable interactions which
are needed to compensate the symmetry breaking induced by the regularization. These
are given by the monomials in the fields, BRS sources and their derivatives which have
dimension not larger than four and are Lorentz and SU(N) scalars, since Lorentz and
global chiral gauge symmetries are preserved by the cutoff regularization. The indepen-
dent monomials of the Yang-Mills sector have been given in eq. (5.7). Here we just recall
that in the SU(2) case there are only one monomial with three gauge fields and two in-
dependent monomials with four gauge fields, while for SU(3) only three monomials with
four gauge fields are independent. In the fermionic sector one has the five monomials
ψ¯L /∂ ψL , ψ¯R /∂ ψR , ψ¯L /A
ata ψL , λ¯ c ψL , ψ¯L c λ . (6.6)
All these interactions appear in Sint with couplings of non-negative dimension (relevant
parameters) which depend on Λ0. In order to obtain the physical theory we have to show
that these relevant parameters can be fixed in such a way that:
(1) the Λ0 →∞ limit can be taken by fixing the physical parameters such as the masses,
the coupling g and the wave function normalization constant at a subtraction point µ.
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Perturbative renormalizability ensures that this can be done [2, 4, 16] (for this reason the
dependence on the ultraviolet cutoff Λ0 has been and will be sometimes understood).
(2) in the Λ0 → ∞ limit the Slavnov-Taylor identities must be satisfied. For a chiral
gauge symmetry this requires that the gauge group is anomaly free or, more generally,
constrains the fermionic content of the theory. This is the crucial point we want to discuss
in this chapter.
6.1.1 Boundary conditions: physical parameters and symmetry
The relevant part of the cutoff effective action involves only monomials in the fields and
sources with dimension not larger than four
Πrel[Φ, γ; σi(Λ)] =
∑
i
σi(Λ)Pi[Φ, γ] , (6.7)
where the sum is over the monomials Pi(Φ, γ) given in (5.7) and (6.6). The couplings σi(Λ)
can be expressed in terms of the cutoff vertices at a given subtraction point. Thus we
need to extract the relevant part from a given functional with a non-vanishing subtraction
point. In chapter 2 and 5 we faced this problem for the scalar theory and the pure gauge
case, respectively. For the extraction of the relevant part of a given functional in a theory
with fermions see [51].
The remnant of the cutoff effective action is the irrelevant part. Since we expect the
theory to be renormalizable, the simplest boundary condition for it is
Γirr[Φ, γ; Λ = Λ0] = 0 .
For Λ = Λ0, then, the cutoff effective action becomes local and corresponds to the bare
action Sint in (1.2), with the bare couplings given by σi(Λ0).
In refs. [16, 17] the boundary conditions for these couplings are set at the physical
point Λ = 0. In this way some of the relevant couplings are related to physical couplings
such as the wave function normalizations and the three-vector coupling g at a subtraction
point µ. The remaining are fixed imposing the symmetry at the physical point. This
procedure is highly not trivial since one has to analyse non-local functionals.
Alternatively, we can discuss the symmetry at the ultraviolet scale and determine the
cutoff-dependent σi(Λ = Λ0)’s. This idea was described in details in chapter 3. In this
case the discussion is simpler, since all functionals are relevant and we have to perform a
perturbative calculation (i.e. to solve the RG equations) to obtain the physical couplings.
Although the couplings σi(Λ) are determined at Λ = Λ0, we still set the wave function
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normalizations and the gauge coupling g at a subtraction point µ at Λ = 0. As a matter
of fact there are combinations of the monomials in (6.7) which are not involved in the fine-
tuning, so that the corresponding couplings are free and can be fixed at the physical point
Λ = 0. Since we are already familiar with the implementation of the gauge symmetry in
the RG formulation, we jump to the solution of the fine-tuning at the UV scale.
6.2 Solution of ∆Γ = 0 at Λ = Λ0
In section 3.3 we showed that if ∆
(ℓ′)
Γ = 0 at any loop order ℓ
′ < ℓ, then ∆
(ℓ)
Γ is constant
and we can analyse it at an arbitrary value of Λ. We also chose to perform such an
analysis at the UV point, where the gauge symmetry condition determines the cutoff-
dependent bare couplings. In fig. 3.1 we represented the functional ∆ˆΓ(Λ0) at the UV
scale Λ0. A prominent feature of the SU(N) theory is that in (5.22) the term proportional
to δJL does not contribute since in Π[Φ, γ; Λ0] diagonal interactions between a field and
its own source are absent.
We have seen before that the equation ∆
(1)
Γ (Λ0) = 0 can solved by tuning some of
the relevant couplings in Π(1)(Λ0) and we gave a practical example in sect. 5.3.1. As
a matter of fact, the fine-tuning equation (3.20) allows to compute the couplings in
Π(1)(Λ0) since ∆ˆ
(1)
Γ (Λ0) depends only on Π
(0). At this loop order the line with the crossed
circle in fig. 3.1 contributes only through a cutoff function K0Λ0 , since the additional full
propagator associated to this line cancels at this order (see (5.37)).
As in the pure YM case, the most general functional Π(Λ0) contains the relevant
monomials given in (5.7) and (6.6) and can be split into two contributions
Π(1)(Λ0) = Π
(1)
inv(Λ0) + Π˜
(1)(Λ0) , (6.8)
where Πinv contains all the independent monomials which are invariant, i.e. SΠ(0) Π(1)inv =
0. The explicit form of Πinv is
Π
(1)
inv(zi(Λ0)) =
∫
d4x
{
−1
4
z1Faµν Faµν + z2 z3
(
1
g z3
waµDabµ cb −
1
2
fabc va cb cc
)
(6.9)
+ z4 ψ¯L i /D ψL + z5 ψ¯R i/∂ ψR + z2 z3
(
λ¯ c · t ψL + ψ¯L c · t λ
)}
,
with Faµν = ∂µAaν − ∂νAaµ + g z3 fabcAbµAcν and the covariant derivatives given by Dabµ cb =
∂µc
a + g z3 f
abcAbµ c
c and Dµ ψL = (∂µ + z3 g Aaµ ta)ψL. The remaining monomials con-
tribute to Π˜ which can be written as
Π˜(1)[Φ, γ; σi(Λ0)] ≡
∫
d4x
{
σ1 Λ
2
0Tr (AµAµ) + σ2 Tr (∂µAµ ∂νAν) + σ3 Tr (∂µAµAν Aν)
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+ σ4 Tr (AµAµAν Aν) + σ5Tr (AµAν AµAν) + σ6 Tr (AµAµ) Tr (Aν Aν)
+ σ7 Tr (AµAν) Tr (AµAν) + σ8 Tr (wµAµ c) + σ9 Tr (v c c)
+ σ10 ψ¯L i /A
a ta ψL + σ11 λ¯ c · t ψL + σ12 ψ¯L c · t λ
}
. (6.10)
However, for SU(2) only nine and for SU(3) only 11 of the monomials above are inde-
pendent. Inserting (6.8) into (3.20), we find
SΠ(0) Π˜(1)(Λ0) = − ∆ˆ(1)Γ (Λ0) . (6.11)
which fixes the σi(Λ0)’s whose finiteness is shown by explicit calculation in the next
section. On the contrary the couplings zi(Λ0) are not fixed by the fine-tuning, so that
we are allowed to set them equal to their physical values at Λ = 0, i.e. zi(0) = 1. In the
standard language this corresponds to the renormalization prescriptions.
6.2.1 Explicit solution of ∆
(1)
Γ (Λ0) = 0
In this section we solve the fine-tuning equations at the first loop order and at the UV
scale, Λ = Λ0. In this case ∆¯Γ contains the UV couplings of Π˜
(1)(Λ0), while the vertices
of ∆ˆΓ are given by the product of the tree-level vertices of Γ¯ (obtained from (1.15)) and
those of Π.
We first consider the A-c vertex of ∆Γ. From (5.21) and (6.10) it is easy to realize
that ∆¯
(Ac)
Γµ (p; Λ0) is given by
∆¯
(Ac)
Γµ (p; Λ0) = −
i
g
pµ [σ1(Λ0) Λ
2
0 + σ2(Λ0) p
2] . (6.12)
On the other hand, the pure YM contribution to ∆ˆ
(Ac)
Γµ (p; Λ0) was calculated in sect. 5.3.1
and is given in (5.43). We now derive the total fermionic (F) contribution, which is
represented in fig. 1.
Using the vertices of SBRS we have
− 2 g
∫
q
1
q2
K0Λ0(p− q)KΛ0∞(q) Tr [/q γµ (1− γ5)/2] . (6.13)
For p≪ Λ0, we can write
∆ˆ
(Ac)
Γµ (p; Λ0) = pµ [δˆ1 Λ
2
0 + δˆ2 p
2 + O(p4/Λ20)] . (6.14)
where the values of δˆ1 and δˆ2 can be obtained from (5.43) and (6.13) once the cutoff
function is specified. As in sect. 5.3.1, we have performed their calculation using three
different forms of K0Λ0.
We sum up the results (in units of ig
16π2
) in the following table
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µ, a
-p
a
p
q
µ, a
-p
a
p
q
Figure 6.1: First loop contributions to ∆ˆ(Ac)Γµ from the fermionic sector. The curly, dashed and
full line denotes the gluon, ghost and fermion field respectively; the double lines represent the
BRS source associated to the field depicted by the top line. All momenta are incoming.
K0Λ0(p) δˆ
(YM)
1 δˆ
(F)
1 δˆ
(YM)
2 δˆ
(F)
2
Θ(1− p2/Λ20) 2 1 - -
Λ40
(p2+Λ20)
2
2
3
5
3
− 7
30
−1
3
exp
(
− p2
Λ20
)
0 3
2
− 1
12
−1
3
The fine-tuning equation (3.20), together with the results (6.12) and (6.14), allows to find
the values of σ1(Λ0) and σ2(Λ0) which as a consequence depend on the cutoff function.
The finiteness of the results is due to the presence in (5.43) and (6.13) of the two cutoff
functions having almost non-intersecting supports (i.e. q2 & Λ20, (q − p)2 . Λ20).
Also in this case, in order to check our calculation we have computed these relevant
couplings at the physical point Λ = 0 using the evolution equation (1.16) and the corre-
sponding cutoff function. In the limit Λ0 →∞ we find σ1(0) = σ2(0) = 0, as required by
the fine-tuning equation at the physical point Λ = 0 [16]-[18].
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The same analysis can be repeated for the other vertices of ∆Γ in order to fix the
remaining couplings σi(Λ0) in (6.10). Also these couplings are finite, thanks to the same
argument discussed above. However, we prefer to concentrate to the computation of
the one-loop chiral anomaly, which yields a cutoff-independent result. This will be the
subject of the following section.
6.3 The ABJ anomaly
The ABJ anomaly represents the breaking of the classical chiral symmetry at the quan-
tum level. One is obviously interested in theories where anomalies which affect currents
coupled to propagating gauge fields cancel. Nevertheless they have to be computed in or-
der to test the consistency of the regularization procedure. In this section we concentrate
upon a single left fermion (recall that in our formulation right fermions are not coupled
to the gauge field).
As the anomaly is absent at the tree-level, the flow equation (3.19) guarantees the
Λ-independence of ∆Γ at one loop. Hence it may be convenient to compute the anomaly
at Λ = Λ0. There are two relevant monomials of ∆Γ, ε
µνρσ
∫
d4xTr [c ∂µ (Aν ∂ρAσ)] and
εµνρσ
∫
d4xTr [c ∂µ (Aν AρAσ)], which are absent in ∆¯Γ but may be present in ∆ˆΓ. This
is due to the locality of Π(Λ0), which in turn implies that ∆¯Γ is a trivial cocycle of the
cohomology of the BRS operator. In other words a violation of the ST identity results
in the impossibility of fixing the relevant couplings σi(Λ0) in Π
(1)(Λ0) in such a way the
symmetry is restored, or, equivalently, some of the relevant parameters in ∆Γ cannot
be set to zero. Nevertheless, a consistency condition for them still holds (Wess-Zumino
condition).
In the following we compute the fermionic contribution to ∆ˆΓ at one-loop order which
gives rise to the anomaly. Taking the Λ0 → ∞ limit in (5.37) and setting Λ = Λ0, ∆ˆΓ
becomes
∆ˆΓ = ∆ˆ
YM
Γ + i
∫
p q
KΛ0∞(q)
q2
[
/qγβ
δ2Γ¯(0)
δψα(−p)δψ¯β(−q)
δ2Π(0)
δψγ(q)δλ¯α(p)
K0Λ0(p) (6.15)
+ψ → ψ¯, λ¯→ λ
]
.
In order to compute this functional we need only the tree-level vertices of Γ, i.e. those of
SBRS , and in particular
Γ
(ψ¯Aψ)
µαβ (p, q, −p− q) = ig
(
γµ
1− γ5
2
)
αβ
, (6.16)
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Γ
(λ¯cψ)
αβ (p, q, −p− q) =
(
1− γ5
2
)
αβ
, Γ
(ψ¯cλ)
αβ (p, q, −p− q) =
(
1 + γ5
2
)
αβ
.
The fermionic contribution to the c-A-A vertex of ∆ˆΓ is shown in fig. 6.2.
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Figure 6.2: Fermionic contribution to the c-A-A vertex of ∆ˆΓ.
Notice that the line with the crossed circle in fig. 6.2 contributes only through the cutoff
function K0Λ0 . From (6.15) and (1.15) the anomalous part (i.e. the part giving rise to
the antisymmetric tensor εµνρσ) of this vertex reads∫
p k
ca(p)Abν(k)A
c
ρ(r)
[
Tr (ta tb tc)A′(cAA)νρ (p, k, r) + Tr (ta tc tb)A′′(cAA)νρ (p, k, r)
]
, (6.17)
where r = −p− k and
A′(cAA)ν ρ (p, k, r) = −A′′(cAA)ρ ν (p, k, r)
=
(ig)2
2
∫
q
Tr [γ5(−/q) γν (/q + /k) γρ ] KΛ0∞(q)
q2
KΛ0∞(q + k)
(q + k)2
K0Λ0(p− q) .
Performing the trace over Dirac matrices, one finds
A′(cAA)ν ρ (p, k, −p− k) = 2 i g2 εανβρ
∫
q
(qα qβ + qα kβ)
KΛ0∞(q)
q2
KΛ0∞(q + k)
(q + k)2
K0Λ0(p− q) .
(6.18)
By expanding in the external momenta and taking into account the symmetry properties,
we obtain
A′(cAA)νρ (p, k, −p− k) =
g2
16π2
εανβρ pα kβ
[∫ ∞
0
dxK2Λ0∞(x)
∂K0Λ0(x)
∂x
+O(P 2/Λ20)
]
,
(6.19)
with x = q2/Λ20 and P some combination of the external momenta. Notice that the result
of the integral in (6.19) is determined only by the values KΛ0∞(0) = 0 and KΛ0∞(∞) = 1
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and therefore is independent of the choice of the cutoff function. As a consequence,
in the Λ0 → ∞ limit, we recover the usual contribution to the anomaly, which is reg-
ularization independent. In the RG formulation this fact can be understood from the
Λ−independence of ∆(1)Γ , so that the same result is obtained if one computes the anomaly
at the physical point Λ = 0. In this case the anomaly comes from ∆¯Γ and is computed
in terms of the physical vertices of Γ[Φ, γ; Λ = 0], which are regularization independent.
The fermionic contribution to the c-A-A-A vertex of ∆ˆΓ is shown in fig. 6.3.
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Figure 6.3: Fermionic contribution to the c-A-A-A vertex of ∆ˆΓ.
According to (6.15) and (1.15) the anomalous part of this vertex reads
∫
p k r
ca(p)Abν(k)A
c
ρ(r)A
d
σ(s)
[
Tr (ta tb tc td)A′(cAAA)ν ρ σ (p, k, r, s) (6.20)
+ Tr (ta td tc tb)A′′(cAAA)ν ρ σ (p, k, r, s)
]
,
where s = −p− k − r and
A′(cAAA)ν ρ σ (p, k, r, s) = −A′′(cAAA)σ ρ ν (p, −(s+ p), r, −(k + p)) (6.21)
=
(ig)3
2
∫
q
Tr [γ5(−/q) γν (/q + /k) γρ (/q + /k + /r) γσ]
×KΛ0∞(q)
q2
KΛ0∞(q + k)
(q + k)2
KΛ0∞(q + k + r)
(q + k + r)2
K0Λ0(p− q) .
Performing the trace over the Dirac matrices, we get
A′(cAAA)ν ρσ (p, k, r, s) = g3 ενρασ
∫
q
q2 (2 qα + 2 kα + rα) (6.22)
× KΛ0∞(q)
q2
KΛ0∞(q + k)
(q + k)2
KΛ0∞(q + k + r)
(q + k + r)2
K0Λ0(p− q) .
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Again, exploiting symmetry properties and expanding into external momenta, we have
A′(cAAA)ν ρ σ (p, k, r, s) = (6.23)
i g3
16π2
ενρασ
∫ ∞
0
dx
[
1
3
(2 k + r)α
∂K3Λ0∞(x)
∂x
K0Λ0(x) − pα
∂K0Λ0(x)
∂x
K3Λ0∞(x)
]
,
where x = q2/Λ20 (terms of order O(P 2/Λ20) are omitted). As previously discussed, the
integral over x is independent of the specific cutoff function and in the Λ0 → ∞ limit is
easily proven to give
A′(cAAA)ν ρ σ (p, k, r, s) =
i
192 π2
g3 ενρασ (2 k + r + 3 p)α . (6.24)
Combining the two contributions as in (6.20), the c-A-A-A part of the anomaly reads
i
48 π2
g3 εµνρσ
∫
p k r
ca(p)Abν(k)A
c
ρ(r)A
d
σ(s) Tr (t
a tb tc td) pµ . (6.25)
There could be in principle a c-A-A-A-A vertex in ∆ˆΓ (this monomial is also relevant),
but it is straightforward to show that the graphs which could give rise to such a term
vanish because of the γ-trace. Finally, in the coordinate space the anomaly has the
well-known form [48]
A = g
2
24 π2
εµνρσ
∫
d4xTr
[
c ∂µ(Aν ∂ρAσ +
g
2
Aν AρAσ)
]
. (6.26)
To sum up, in this chapter we have shown that, despite the loss of chiral gauge
invariance induced by the cutoff, the Slavnov-Taylor identities can be perturbatively
recovered 1 by solving, at the UV scale, a fine-tuning equation which fixes all the couplings
in the bare action except the five zi’s. Then we could exploit such a freedom by fixing these
undetermined couplings at the physical point Λ = 0. In order to recover the complete
UV action, in addition to the fine-tuning procedure we have explicitly computed some
of the couplings which, apart from the zi’s, have turned out to be finite. This is similar
to what happens in dimensional regularization where the definition of the matrix γ5
explicitly breaks the chiral symmetry by a term which lives in ε dimensions (the so-
called evanescent vertex). Once this vertex is inserted in primitively divergent Feynman
diagrams (i.e. generating poles in ε) it produces a finite contribution as ε → 0. Thus
additional finite counterterms must be introduced in order to restore the ST identities.
This fine-tuning involves all possible relevant interactions, since the matrix γ5 couples
left to right fermions. On the contrary in our formulation the regularization breaks local
1As long as the theory is anomaly-free!
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gauge invariance but preserves global chiral symmetry, so that only globally invariant
monomials are involved in the fine-tuning, which, though unavoidable, is thus simplified
(the situation is even worse with lattice regularization due to the additional breaking of
Lorentz invariance).
Finally, with a simple one-loop calculation, we have reproduced the chiral anomaly,
which has proven to be universal, i.e. independent of the choice of the cutoff function, as
it should.
Chapter 7
The Wess-Zumino model
The aim of this chapter is the extension of the RG formulation to supersymmetric theories.
Our basic model will be the simplest supersymmetric theory that can be conceived,
namely the Wess-Zumino model [52].
As in non-supersymmetric theories, perturbative calculations in field theories require
a regularization procedure to deal with ultraviolet divergences. A powerful and simple
method is that of dimensional regularization which has the remarkable feature of preserv-
ing gauge symmetry. However, it is clear that this regularization breaks supersymmetry,
since fermionic and bosonic degrees of freedom match only in fixed dimensions. The only
modification of dimensional regularization compatible with supersymmetry (the so-called
dimensional reduction [53]) turns out to be inconsistent [54]. The lack of a consistent
regularization scheme which manifestly preserves supersymmetry implies, in particular,
that superspace formalism can be used only with some care since naive manipulations
may lead to ambiguities [55]. Although dimensional reduction does not seem to cause any
practical difficulty and is extensively used [56] to perform perturbative calculations, it is
worthwhile to look for manifestly supersymmetric regularizations which take advantage
of the superspace technique [57] and are free of ambiguities.
Now that the RG method has been successfully applied in a large variety of non-
supersymmetric models, our goal will be its generalization to supersymmetric theories,
implementing the regularization in such a way that supersymmetry is preserved. That
this program is practicable is easily understood recalling how the cutoffs are introduced
in the RG formulation: we split the classical action into two parts, the quadratic and
the interacting one, and then multiplies the former by a cutoff function KΛΛ0(p). Hence,
in the supersymmetric case it suffices to write the classical action in terms of superfields
and follow the same procedure (in components this corresponds to use the same cutoff
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function for all fields). As our formulation works in d = 4, supersymmetry is maintained
and, from the very beginning, we can exploit the superspace technique, which simplifies
perturbative calculations and is now unambiguous.
We begin with the set up the RG formalism for the massless WZ model and then, as an
example of how to perform perturbative calculations, we compute the one-loop two-point
function and discuss the boundary conditions for the flow equation. Our conventions are
given in Appendix A.
7.1 The RG flow for the Wess-Zumino model
The massless WZ model is described by the classical Lagrangian [52]
Scl = S2 + S
(0)
int
where
S2 =
1
16
∫
z
φ¯ φ ,
∫
z
=
∫
d4x d2θ d2θ¯ ,
S
(0)
int =
λ
48
∫
d4x d2θ φ3 + h.c. (7.1)
and φ (φ¯) is a chiral (anti-chiral) superfield satisfying D¯α˙φ = 0 (D
αφ¯ = 0).
As we have done a number of times so far, we regularize ultraviolet divergences by
integrating out the fields with frequencies smaller than a given UV cutoff Λ0 in the path
integral or, equivalently, we modify the free action to make the free propagators vanish
for p2 > Λ20.
The generating functional of the theory is
Z[J ] = eiW [J ] =
∫
DΦ exp i{12(Φ, D−1Φ)0Λ0 + (J,Φ)0Λ0 + Sint[Φ; Λ0]} , (7.2)
where we have collected the fields and the sources in Φi = (φ, φ¯) and Ji = (J, J¯) respec-
tively, and introduced the general cutoff scalar products between fields and sources
1
2(Φ, D−1Φ)ΛΛ0 ≡
1
16
∫
p
K−1ΛΛ0(p) φ¯(−p, θ)φ(p, θ) ,
∫
p
≡
∫
d4p
(2π)4
d2θ d2θ¯ (7.3)
(J,Φ)ΛΛ0 ≡
1
16
∫
p
K−1ΛΛ0(p)
{
J(−p, θ) D
2
p2
φ(p, θ) + J¯(−p, θ) D¯
2
p2
φ¯(p, θ)
}
,(7.4)
with KΛΛ0(p) a cutoff function which is one for Λ
2 < p2 < Λ20 and rapidly vanishes out-
side 1. The introduction of such a cutoff function in (7.3) yields a regularized propagator
1The factors D2/(16p2), D¯2/(16p2) are needed to write the chiral and anti-chiral superspace integral
respectively, as integrals over the full superspace (see the appendix A ).
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which preserves supersymmetry, this being a global, linearly realized transformation.
Hence the UV action Sint[Φ; Λ0] in (7.2) contains all possible renormalizable supersym-
metric interactions, i.e. superspace integrals of superfields and their covariant derivatives
which are local in θ. Dimensional analysis tells us that they are given by the monomials
φφ¯, φ , φ2 , φ3, φ¯ , φ¯2 , φ¯3, properly integrated.
Following Wilson, we then integrate over the fields with frequencies Λ2 < p2 < Λ20
and rewrite the generating functional in terms of the Wilsonian effective action Seff[Φ; Λ]
eiW [J ] = N [J ; Λ]
∫
DΦ exp i{12(Φ, D−1Φ)0Λ + (J,Φ)0Λ + Seff[Φ; Λ]} , (7.5)
where N [J ; Λ] contributes to the quadratic part of W [J ]. As usual, here and in the
following we explicitly write only the dependence on the cutoff Λ, since the theory is
renormalizable and we are interested in the limit Λ0 → ∞ . As the regularization
preserves supersymmetry, the functional Seff contains all possible supersymmetric inter-
actions. We are well aware Seff can be interpreted as the generating functional of the
connected amputated cutoff Green functions — except the tree-level two-point function
— in which the free propagators contain Λ as an infrared cutoff [11]. That is to say, the
functional
W [J ′; Λ] = Seff[Φ; Λ] +
1
2(Φ, D−1Φ)ΛΛ0 , (7.6)
with the sources J ′ given by
J ′i(−p, θ) = K−1ΛΛ0(p)D2εj(θ)Φj(−p, θ)D−1ji (p) , (7.7)
is the generator of the cutoff connected Green functions. The matrix D−1ij is defined
through (7.3) and its entries are D−1ij = 1/16 if i 6= j and zero otherwise. Moreover,
in order to keep formulas more compact, we have introduced the two-component vector
εk = (1,−1) and the shortened notation D−2 ≡ D¯2 which allow to treat simultaneously
chiral and anti-chiral fields.
7.1.1 Evolution equation
From a conceptual point of view there is nothing to add to the procedure outlined in
sections 1.1, 1.2 to derive the RG flow for a supersymmetric model. However, if on
one side the introduction of covariant derivatives, projectors, etc. enables us to have
compact equations —which will be directly exported in supersymmetric gauge theories,
on the other side some care must be taken in writing them. The requirement that the
generating functional (7.5) is independent of the IR cutoff Λ gives rise to a differential
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equation for the Wilsonian effective action, the well known exact RG equation [2, 4],
which can be translated into an equation for W [J ; Λ]
Λ∂ΛW [J ; Λ] =
1
2
∫
p
Λ∂ΛK
−1
ΛΛ0
(p)D−1ij (p)
(
δW
δJi(−p, θ)
δW
δJj(p, θ)
− i δ
2W
δJi(−p, θ)δJj(p, θ)
)
.
(7.8)
The following step consists in introducing the cutoff effective action which is given by
the Legendre transform of W [J ; Λ]
Γ[Φ; Λ] = W [J ; Λ]−
∫
d4x d2θ Jφ−
∫
d4x d2θ¯ J¯ φ¯ . (7.9)
This functional generates the cutoff vertex functions in which the internal propagators
have frequencies in the range Λ2 < p2 < Λ20 and reduces to the physical quantum effective
action in the limits Λ→ 0 and Λ0 →∞ [11, 12, 14].
The evolution equation for the functional Γ[Φ; Λ] can be derived from (7.8) by us-
ing (7.9) and inverting the functional δ
2W
δJδJ
. As in (1.13), (1.14), this inversion can be
performed isolating the full two-point contributions Γ2 in the functional Γ[Φ; Λ]
(2π)8
δ2Γ
δΦj(p, θ1) δΦk(k, θ)
= (2π)4Γ2 kj(k; Λ)D
−2εk(θ)D−2εj(θ1) δ
8(k + p)
+ Γintkj [Φ; k, p; Λ]
and W2 in W [J ; Λ]
(2π)8
δ2W
δJk(−k, θ) δJi(q, θ2) = (2π)
4W2 ik(k; Λ)D
−2εi(θ2)D
−2εk(θ) δ8(q − k)
+W intik [J ; q,−k; Λ] , (7.10)
where the dependence on Grassmann variables in Γint andW int is understood. Henceforth
we will prefer writing all integrals in the full superspace, so that we have to cope with
factors like D
2(θ)
16k2
and D¯
2(θ)
16k2
originating from chiral and anti-chiral projectors, respectively.
These two factors can be simultaneously treated with the help of the vector εk and
identifying
(
D2(θ)
16k2
)−1
with D¯
2(θ)
16k2
.
Then making use of the identity
δΦi(−q, θ2)
δΦj(p, θ1)
= D−2εi(θ1) δ
8(q + p) δij
= (2π)8
∫
k
δ2W
δJk(−k, θ)δJi(q, θ2)
(
D2(θ)
16k2
)εk δ2Γ
δΦj(p, θ1)δΦk(k, θ)
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we can express W intij in (7.10) as a functional of Φ obtaining
W intij [J(Φ); q, p; Λ] = −Γ−12 lj(p; Λ)
(
D2(θ2)
16 q2
)εk (D2(θ1)
16 p2
)εl
Γ¯kl[Φ; q, p; Λ] Γ
−1
2 ik(q; Λ) ,
(7.11)
where the auxiliary functional Γ¯ satisfies the recursive equation
Γ¯ij [Φ; q, p; Λ] = (−)δjΓintij [Φ; q, p; Λ]−
∫
k
(
1
16k2
)|εk|
Γintkj [Φ; k, p; Λ] Γ
−1
2 lk(k; Λ) Γ¯il[Φ; q,−k; Λ]
(7.12)
which gives Γ¯ in terms of the proper vertices of Γ. The grassmannian parity δj is zero for
the (anti)chiral superfield and the factor (−)δj has been introduced to take into account
the possible anti-commuting nature of the field (it will be needed in SYM).
Finally, inserting (7.10) in (7.8) and using (7.11), we obtain the evolution equation
for the functional Γ[Φ; Λ]
Λ∂Λ
[
Γ[Φ; Λ]− 12
∫
p
K−1ΛΛ0(p) Φi(−p, θ)D−1ij (p) Φj(p, θ)
]
= − i
2
∫
q
Λ∂ΛK
−1
ΛΛ0
(q)
×Γ−12 lj(q; Λ) D−1ji Γ−12 ik(q Λ)
(
D2(θ)
16 q2
)εk (D2(θ)
16 q2
)εl
Γ¯kl[Φ; q, −q; Λ] . (7.13)
This equation, together with a set of suitable boundary conditions, can be thought as
an alternative definition of the theory which in principle is non-perturbative. As far as
we are concerned with its perturbative solution, the usual loop expansion is recovered
by solving iteratively (7.13). We have already pointed out such a solution is possible
since the l.h.s. of (7.13) at a given loop order depends only on lower loop vertices. The
proof of perturbative renormalizability, i.e. that the Λ0 → ∞ limit can be taken, is a
straightforward generalization of that given in sec. 2.2 for non-supersymmetric theories
[2, 4, 11] .
7.2 Relevant couplings and boundary conditions
We are familiar enough to relevant couplings to appreciate via dimensional analysis they
originate from the monomials φφ¯, φ , φ2 , φ3, φ¯ , φ¯2 , φ¯3, properly integrated.
The massless chiral multiplet two-point function (i.e. the φφ¯-coefficient of the cutoff
effective action)
Γ2 ij(p; Λ) = D−1ij K−1ΛΛ0(p) + Σ2 ij(p; Λ) (7.14)
contains the relevant coupling
Zij(Λ) = Σ2 ij(p; Λ) |p2=µ2 ,
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where µ is some non-vanishing subtraction point, whose introduction, being φ a massless
field, is required to avoid the IR divergences. Additional relevant couplings are con-
tained in the φ3, φ¯3-coefficients of the cutoff effective action, i.e. Γ3φ(p, q,−p− q; Λ) and
Γ3φ¯(p, q,−p− q; Λ), and are defined by
σ3(Λ) = Γ3φ(p, q,−p− q; Λ) |3SP , σ¯3(Λ) = Γ3φ¯(p, q,−p− q; Λ) |3SP .
We need not define the remaining relevant couplings since the corresponding monomials
are not generated in perturbation theory.
All the vertices appearing with a number of φφ¯ larger than one are irrelevant. Fur-
ther contributions to the irrelevant part of Γ comes from the two-point and three-point
functions, and are given by
Σirr2 ij(p; Λ) ≡ Σ2 ij(p; Λ)− Zij(Λ) ,
Γirr3φ(p, q,−p− q; Λ) ≡ Γ3φ(p, q,−p− q; Λ)− σ3(Λ)
and
Γirr3φ¯(p, q,−p− q; Λ) ≡ Γ3φ¯(p, q,−p− q; Λ)− σ¯3(Λ) .
We assume that at the UV scale Λ = Λ0 all irrelevant vertices vanish. As a matter
of fact Γ[Φ; Λ = Λ0] reduces to the bare action, which must contain only renormalizable
interactions in order to guarantee perturbative renormalizability.
As to the relevant couplings, they are fixed at the physical point Λ = 0 in terms of
the physical couplings, such as the wave function normalization, the three-point coupling
and the mass. Hence the boundary conditions to be imposed on the relevant couplings
are
Zij(Λ = 0) = 0 , σ3(Λ = 0) = σ¯3(Λ = 0) = λ . (7.15)
7.2.1 Loop expansion
(i) Tree level
The starting point of the iteration is the tree-level interaction
Γ
int(0)
ij [Φ; q, p; Λ] =
λ
8
δij
∫
p′
δ4(θ1 − θ′)D(θ′)−2εiδ4(θ2 − θ′) Φj(p′) δ4(p+ q + p′) (7.16)
together with the tree-level two-point function Γ
(0)
2 ij(p; Λ) = D−1ij K−1ΛΛ0(p). Inserting these
expressions in (7.12) one obtains the tree-level functional Γ¯
(0)
ij [Φ].
(ii) One-loop calculations
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The evolution equation for the functional Γ[Φ] at one-loop order can be derived by writing
the r.h.s of (7.13) in terms of the known objects Γ¯
(0)
ij [Φ] and Γ
(0)
2 ij. One immediately realizes
that only the vertices with an equal number of φ and φ¯ are generated at this order.
As an example we compute the one-loop two-point function. The evolution equation
for this vertex is determined by the φφ¯-coefficient in (7.13) which, at the tree level,
originates only from the second term in the r.h.s. of (7.12), i.e.
−
∫
k
Γ
int(0)
ml [Φ; k, q; Λ]
KΛΛ0(k)
16k2
Dnm(k) Γint(0)kn [Φ;−q, −k; Λ] .
Next, substituting (7.16) in the expression above and carrying out some standard D-
algebra manipulations (reported in the appendix), we find∫
p
φ¯(−p, θ) Λ∂ΛΣ(1)2 (p; Λ)φ(p, θ) =
i
64
λ2
∫
pq
KΛΛ0(p+ q)Λ∂ΛKΛΛ0(q)
q2(p+ q)2
× φ¯(−p, θ1)φ(p, θ2) δ4(θ1 − θ2) D¯2D2(q, θ2) δ4(θ1 − θ2) . (7.17)
Notice that eq. (7.13) describes only the evolution of the interacting part of Γ, since the
tree level in (7.14) cancels out.
Recalling the property
δ4(θ1 − θ2) D¯2D2 δ(4)(θ1 − θ2) = δ4(θ1 − θ2) , (7.18)
we get
Λ∂ΛΣ
(1)
2 (p; Λ) =
i
128
λ2
∫
d4q
(2π)4
Λ∂Λ(KΛΛ0(q)KΛΛ0(p+ q))
q2 (p+ q)2
. (7.19)
Implementing the boundary conditions (7.15), the solution of (7.19) at the physical point
Λ = 0 and in the Λ0 →∞ limit is
Σ
(1)
2 (p; Λ = 0) =
i
128
λ2
∫
d4q
(2π)4
(
1
q2 (p+ q)2
− 1
q2 (p + q)2
∣∣∣∣
p2=µ2
)
.
Notice the crucial role of the boundary condition for Zij , i.e. Z
(1)
ij (0) = 0, which naturally
provides the necessary subtraction to make the vertex function Σ2 ij finite for Λ0 →∞ .
Conversely we can see from power counting that the remaining irrelevant vertices (i.e. the
coefficients of (φφ¯)n with n > 1) are finite, and no subtraction is needed. This property
holds at any order in perturbation theory [11].
Before switching to the analysis of the N = 1 super Yang-Mills theory, we should
comment on non-renormalization theorem for the WZ model. In our framework it can
be derived with no substantial modification with respect to the standard proof [58].
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At the first loop it is straightforward recognizing that chiral superfield interactions of
the type
∫
d4x d2θ (ζ φ+mφ2 + λφ3) do not receive any finite or infinite perturbative
contributions. As a matter of fact, inserting (7.12) at the tree level in (7.13) we can see
that only vertices with an equal number of chiral and anti-chiral fields acquire one-loop
corrections. However in the massless case there are violations to this theorem. In ref.
[59] it was explicitly shown that the chiral interaction φ3 receives a finite contribution at
the two-loop level. In fact elementary power counting tells that this vertex stays finite
at any loop order. The same result can be derived in our formalism.
Chapter 8
Supersymmetric Gauge Theories
and Gauge Anomalies
The previous chapter was devoted to the implementation of the RG formalism in super-
symmetric theories. The WZ model was our laboratory and we were able to regularize the
theory in such a way supersymmetry is preserved. This holds also for a supersymmetric
gauge theory, but in this case gauge symmetry is explicitly broken by the regulariza-
tion. As for non-supersymmetric gauge theories, we will show that by properly fixing the
boundary conditions of the RG flow the ST identity associated to the gauge symmetry
is recovered, when the matter representation is anomaly free. However, if the matching
conditions for the anomaly cancellation are not fulfilled, we will be able to reproduce the
chiral anomaly.
8.1 N = 1 Super Yang-Mills
The super Yang-Mills (SYM) action reads [60] (the conventions are those of [61])
SSYM = − 1
128g2
Tr
∫
d4x d2θ WαWα , Wα = D¯2
(
e−gVDαe
gV
)
,
where V (x, θ) is the N = 1 vector supermultiplet which belongs to the adjoint represen-
tation of the gauge group G. In the matrix notation V = V aτa, with the matrices τa
satisfying [τa, τb] = ifabcτc , Tr τaτb = δab. The classical action is invariant under the gauge
transformation
egV
′
= e−iχ¯egV eiχ , D¯α˙χ = 0 , D
αχ¯ = 0 , (8.1)
where χ = χaτa.
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In order to quantize the theory we have to fix the gauge and choose a regularization
procedure. From what we have seen so far it should be manifest that the introduction
of the cutoff does not spoil global symmetries as long as they are linearly realized. If
this is not the case the transformation of the quadratic part of the action mixes with the
transformation of the rest (recall that the cutoff function multiplies only the quadratic
part of the classical action). Therefore, we shall choose a supersymmetric gauge fixing
instead of the familiar Wess-Zumino one in which the supersymmetry transformation is
not linear.
As described in ref. [57], we add to the action a gauge fixing term which is a super-
symmetric extension of the Lorentz gauge and the corresponding Faddeev-Popov term
Sgf = − 1
128α
Tr
∫
z
D2V D¯2V
SFP = −1
8
Tr
∫
z
(c− + c¯−)
[
1
2LgV (c+ + c¯+) +
1
2 (LgV coth(LgV /2)) (c+ − c¯+)
]
= −1
8
Tr
∫
z
(c− + c¯−)
[
c+ − c¯+ + 12g [V, c+ + c¯+] + · · ·
]
, (8.2)
where the ghost c+ and the anti-ghost c− are chiral fields, like the gauge parameter χ,
and LgV · = [gV, ·]. The classical action
Scl = SSYM + Sgf + SFP
is invariant under the BRS transformation
δV = η
[
1
2LgV (c+ + c¯+) +
1
2 (LgV coth(LgV /2)) (c+ − c¯+)
]
,
δc+ = −η c2+ , δc¯+ = −η c¯2+ ,
δc− = −η 1
16α
D¯2D2V , δc¯− = −η 1
16α
D2D¯2V
with η a Grassmann parameter. Introducing the sources γi = (γV , γc+, γc¯+), associated
to the BRS variations of the respective superfields, the BRS action in the Fermi-Feynman
gauge (α = 1) reads
SBRS = Scl +
∫
z
γV
[
1
2LgV (c+ + c¯+) +
1
2 (LgV coth(LgV /2)) (c+ − c¯+)
]
−
∫
d4x d2θ γc+c
2
+ −
∫
d4x d2θ¯ γc¯+ c¯
2
+
= S2 + S
(0)
int (8.3)
with
S2 =
∫
z
[
1
16
V ∂2V +
1
8
(c−c¯+ − c¯−c+)
]
.
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Notice that in (8.3) we did not introduce the BRS sources for c− and c¯− since one can
show that the effective action depends on these fields and the source γV only through the
combination
γ˜V = γV − 1
8
(c− + c¯−) .
As described in the previous section for the WZ model —and for non-supersymmetric
theories, we regularize the UV divergences multiplying the free propagators by a cutoff
function KΛΛ0 , so that the generating functional Z[J, γ] can be written as in (7.2) with
Φi = (V, c+, c¯−, c−, c¯+) , Ji = (JV , ξ− + D¯
2γV , −ξ¯+, −ξ+, ξ¯− −D2γV )
and the cutoff scalar product between fields and sources given by
(Φ, D−1Φ)ΛΛ0 =
∫
p
K−1ΛΛ0(p)
{
− 1
16
V (−p, θ) p2V (p, θ)
+
1
8
[c−(−p, θ)c¯+(p, θ)− c¯−(−p, θ)c+(p, θ)]
}
(8.4)
and
(J,Φ)ΛΛ0 =
∫
p
K−1ΛΛ0(p)
{
JV (−p, θ) V (p, θ) + 1
16
[(
ξ− + D¯
2γV
)
(−p, θ) D
2
p2
c+(p, θ)
+
D¯2
p2
c¯−(−p, θ) ξ¯+(p, θ) + D
2
p2
c−(−p, θ) ξ+(p, θ)
+
(
ξ¯− −D2γV
)
(−p, θ) D¯
2
p2
c¯+(p, θ)
]}
. (8.5)
The UV action Sint[Φ, γ; Λ0] contains all possible relevant interactions written in terms
of Φi, γi and superspace derivatives, which are invariant under Lorentz and global gauge
transformations. Notice that at the tree level all quadratic contributions in the fields and
sources are gathered in (8.4) and (8.5).
Afterwards we integrate over the fields with frequencies Λ2 < p2 < Λ20 and the
result is the analogue of (7.5) where the Wilsonian effective action Seff[Φ, γ; Λ] de-
pends also on the BRS sources. The generating functional of the cutoff connected
Green functions W [J, γ; Λ] is given by (7.6) and (7.7) with εk the five-component vector
εk = (0, 1,−1, 1,−1) and the matrix D−1ij defined through (8.4). This matrix turns out
to be block-diagonal and its entries are 1/8(−p2, εAB, εAB), A = (+,−), with εAB = −εBA
and ε+− = 1. The derivation of the evolution equation for the functional W exactly
follows that of the WZ model presented in sect. 7.1.1. Finally the cutoff effective action
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Γ
Γ[Φ, γ; Λ] = W [J, γ; Λ]−
∫
z
JV V −
∫
d4x d2θ (ξ−c+ + c−ξ+)
−
∫
d4x d2θ¯
(
ξ¯−c¯+ + c¯−ξ¯+
)
(8.6)
evolves according to (7.13) with the appropriate vertices, Dij and εk.
8.1.1 Matter fields
When adding matter fields to the pure super Yang-Mills action one gets SQCD, the su-
persymmetric generalization of QCD. Matter is described by a set of chiral superfields
φI(x, θ) which belong to some representation R of the gauge group. Their BRS transfor-
mation reads
δφI = −η ca+ TaIJ φJ ≡ −η(c+φ)I , δφ¯I = η φ¯J TaJI c¯a+ ≡ η(φ¯ c¯+)I ,
where the hermitian matrices Ta are the generators of the gauge group in the represen-
tation R.
The BRS action for the matter fields is
Smatter =
1
16
∫
z
φ¯ egV
aTaφ−
∫
d4x d2θ γφ c+ φ+
∫
d4x d2θ¯ γφ¯ φ c¯+ (8.7)
plus a possible superpotentialW having the general formW (φ) = 1
8
m(IJ)φ
IφJ+λ(IJK)φ
IφJφK,
the mass matrix mIJ and the Yukawa coupling constants λIJK being invariant symmetric
tensors in the representation R.
Developing the RG formalism in presence of matter fields is straightforward once we
have replaced the sets of fields and sources with
Ψi = (V, c+, c¯−, c−, c¯+ φ, φ¯) , γi = (γV , γc+ , γc¯+ , γφ , γφ¯) ,
Ji = (JV , ξ− + D¯
2γV , −ξ¯+, −ξ+, ξ¯− −D2γV , J, J¯) . (8.8)
The evolution equation for the effective action has the usual form (7.13), with a natural re-
definition of εk andD−1ij to take into account matter fields (e.g. εk = (0, 1, 1, −1, −1, 1,−1)).
8.1.2 Boundary conditions
As discussed in subsect. 7.2 we first distinguish between relevant and irrelevant vertices.
The relevant part of the cutoff effective action involves full superspace integrals of mono-
mials in the fields, sources and derivatives local in θ and with dimension not larger than
8.1 N = 1 Super Yang-Mills 93
two
Γrel[Ψ, γ; σi(Λ)] =
∑
i
σi(Λ)Pi[Ψ, γ] , (8.9)
where the sum is over the monomials Pi[Ψ, γ] invariant under Lorentz and global gauge
transformations. Due to the dimensionless nature of the field V this sum contains infinite
terms which can be classified according to the number of gauge fields. The couplings σi(Λ)
can be expressed in terms of the cutoff vertices at a given subtraction point, generalizing
the procedure used in subsect. 7.2 to define the coupling Zij(Λ) (see also [16]-[18] for the
technique of extracting the relevant part from a given functional with a non-vanishing
subtraction point in the non-supersymmetric Yang-Mills case).
As usual, the boundary condition we impose on the irrelevant part of the cutoff
effective action, i.e. the remnant, is that it vanishes at Λ = Λ0. For Λ = Λ0, then, the
cutoff effective action becomes “local”, i.e. an infinite sum of local terms, and corresponds
to the UV action Sint[Ψ, γ; Λ0], with the bare couplings given by σi(Λ0).
The way in which the boundary conditions for the relevant couplings σi(Λ) are deter-
mined is not straightforward and closely follows the procedure introduced in chapter 6
for chiral gauge theories. In sect. 7.2 we fixed them at the physical point Λ = 0 in terms
of the value of the physical couplings (such us the normalization of the chiral field). We
have seen that in the case of a gauge theory, as the one we are considering, there are
interactions in (8.9) which are not present in SBRS, so that only some of the relevant cou-
plings are connected to the physical couplings (such as the wave function normalizations
and the three-vector coupling g at a subtraction point µ). For instance the contribution
to (8.9) with two gauge fields consists of three independent monomials∫
z
Tr
[
σ1 V V + σ2 V D
α D¯2Dα V + σ3 V D
2 D¯2 V
]
instead of the two in SBRS. Therefore, in order to fix the boundary conditions for all
the relevant couplings, we need the additional fine-tuning procedure which implements
the gauge symmetry at the physical point. However, this analysis involves non-local
functionals and is highly not trivial. Alternatively we can discuss the symmetry at
the ultraviolet scale and determine the cutoff-dependent σi(Λ = Λ0)’s. In this case
the discussion is simpler, since all functionals are relevant, but we have to perform a
perturbative calculation (i.e. to solve the RG equations) to obtain the physical couplings.
As we did for the chiral gauge theory, we consider the second possibility, although the
wave function normalizations and the gauge coupling g at a subtraction point µ are still
set at Λ = 0. As a matter of fact there are combinations of the monomials in (8.9) which
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are not involved in the fine-tuning, so that the corresponding couplings are free and can
be fixed at the physical point Λ = 0. Before explaining the details of the fine-tuning
procedure we recall how to implement the gauge symmetry in the RG formulation.
8.2 Effective ST identity
The gauge symmetry requires that the physical effective action satisfies the ST identity
[32, 34]
SΓ′Γ′[Ψ, γ] = 0 , (8.10)
where Γ′[Ψ, γ] = Γ[Ψ, γ] + 1
128
Tr
∫
z
D2V D¯2V and 1
SΓ′ =
∫
p
[(
D2
16p2
)εi δΓ′
δΨi(−p)
δ
δγi(p)
+
(
D2
16p2
)εi δΓ′
δγi(p)
δ
δΨi(−p)
]
(8.11)
is the Slavnov operator. In sect. 3.2 we showed the ST identity can be directly formulated
for the Wilson effective action Seff at any Λ. We give here a sketchy derivation for the
specific case of N = 1 SYM. Consider the generalized BRS transformation
δΨi(p) = K0Λ(p) η
δStot
δγi(−p) , δc− = −η
1
16
D¯2D2V , δc¯− = −η 1
16
D2D¯2V , (8.12)
where η is a Grassmann parameter and Stot is the total action (i.e. Seff plus the source
and the quadratic terms in (7.5)). Performing such a change of variable in the functional
integral (7.5), one deduces the following identity
SJZ[J, γ] = N [J, γ; Λ]
∫
DΨexp i{12(Ψ,D−1Ψ)0Λ + (J,Ψ)0Λ + Seff[Ψ; Λ]}∆eff[Ψ, γ; Λ] ,
(8.13)
where SJ is the usual ST operator
SJ =
∫
p
Ji(p) (−)δi δ
δγi(p)
+
1
16
∫
p
[
D2ξ+(p) + D¯
2ξ¯+(p)
] δ
δJV (p)
with δi the source ghost number, and the functional ∆eff reads:
∆eff[Ψ, γ; Λ] = i
∫
p
K0Λ(p) exp (−iSeff)
{
δ
δΨi(p)
δ
δγi(−p)
}
exp (iSeff)
−i
∫
p
[
Ψi(p)D−1ij (p)
δ
δγj(p)
+ (c+ − c¯+)(p) δ
δV (p)
− 1
16
V (p)
(
D2
δ
δc−(p)
+ D¯2
δ
δc¯−(p)
)]
Seff .
1From now on the sum over the fields in Ψ will not include c
−
and c¯
−
.
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Whereas the l.h.s of the identity (8.13) arises from the variation of the source term
(J,Ψ)0Λ, the functional ∆eff originates from the Jacobian of the transformation (8.12)
and from the variation of the rest of Stot. Restoration of symmetry, SJZ[J, γ] = 0,
translates into
∆eff[Ψ, γ; Λ] = 0 for any Λ .
However, an analogous condition can be formulated in terms of ∆Γ, the Legendre trans-
form of Seff, in which reducible contributions are absent. Recalling (7.6) and (7.7) which
relate Seff[Ψ, γ; Λ] to W [J, γ; Λ], and using (7.9), (8.6) we find
∆Γ[Ψ, γ; Λ] = −
∫
p
[
K0Λ0(p)
(
D2(θ1)
16 p2
)εi δΓ′
δΨi(−p)
δΓ′
δγi(p)
− K0Λ(p)
KΛΛ0(p)
D−1ij (p) Ψi(p)
δΓ′
δγi(p)
]
−i ~
∫
pq
K0Λ(p)
KΛΛ0(p)
D−1ij (p)
(
D2(θ2)
16q2
)εk
(−)δi δ
2W
δJi(p)δJk(q)
× δ
2
δΨk(−q)δγj(−p)
(
Γ−
∫
z
γV (c+ − c¯+)
)
, (8.14)
where δ2W/δJδJ is that functional of Ψ and γ appearing in the inversion (7.10) and
(7.11). Finally, after performing such an inversion, the cutoff ST identity reads
∆Γ[Ψ, γ; Λ] ≡ ∆¯Γ + ∆ˆΓ = 0 , (8.15)
with
∆¯Γ = −
∫
p
K0Λ0(p)
(
D2(θ1)
16p2
)εi δΓ′
δΨi(−p)
δΓ′
δγi(p)
+
∫
p
K0Λ(p)
KΛΛ0(p)
D−1ij (p)Ψi(p)
δΓ′
δγi(p)
(8.16)
and
∆ˆΓ = i~
∫
pq
K0Λ(p)
(
D2(θ1)
16p2
)εl { (−1)δl
(16q2)|εj |
(
Γ−12 (q; Λ) Γ¯(−q,−p; Λ)
)
jl
− δjl δ8(p− q)
}
× (Γ−12 (p; Λ)D−1(p)K−1ΛΛ0(p))li δ2δΨj(q) δγi(p)
(
Γ−
∫
z
γV (c+ − c¯+)
)
. (8.17)
Notice that at Λ = 0 the cutoff ST identity reduces to ∆¯Γ(0) = 0 and, in the UV limit,
becomes the usual ST identity (8.10). Moreover we have inserted the factor ~ in (8.17)
to put into evidence that ∆ˆΓ vanishes at the tree level.
In terms of the already familiar functional Π, expressed by (1.18), the functional ∆¯Γ
can be rewritten as
∆¯Γ[Ψ, γ; Λ] = −
∫
p
K0Λ0(p)
(
D2(θ1)
16 p2
)εi δΠ′[Ψ, γ; Λ]
δΨi(−p)
δΠ′[Ψ, γ; Λ]
δγi(p)
,
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where Π′ is the expression obtained by removing the gauge fixing term in Π. Thus, in
the Λ0 →∞ limit, with the help of (3.16) we have
∆¯Γ[Ψ, γ; Λ]→ SΠ′(Λ)Π′(Λ) for Λ0 →∞ (8.18)
at any Λ. The existence of such a limit is guaranteed in perturbation theory by the
UV finiteness of the cutoff effective action (perturbative renormalizability). In order to
show this property holds also for ∆ˆΓ, it suffices to recognize that the presence of cutoff
functions having almost non-intersecting supports forces the loop momenta in (8.17) to
be of the order of Λ. Henceforth we will take the Λ0 →∞ limit in ∆Γ.
8.2.1 Perturbative solution of ∆Γ = 0
The proof of the ST identity (8.15) in the RG formalism, with possible anomalies, is
based on induction in the loop number and closely follows that of non-supersymmetric
gauge theories discussed in chapters 3, 5, 6 [35, 36]. For the sake of completeness we
resume here the key issues.
We have shown that the evolution of the vertices of ∆Γ at the loop ℓ depends on
vertices of ∆Γ itself at lower loop order [26], so that if ∆
(ℓ′)
Γ = 0 at any loop order ℓ
′ < ℓ,
then
Λ∂Λ∆
(ℓ)
Γ = 0 . (8.19)
Thus we can analyse ∆Γ at an arbitrary value of Λ. There are two natural choices
corresponding to Λ = 0 and Λ = ΛR much bigger than the subtraction scale µ, i.e. ΛR =
Λ0. With the former the gauge symmetry condition fixes the relevant part of the effective
action in terms of the physical coupling g(µ) and provides the boundary conditions of
the RG flow, whereas with the latter the gauge symmetry condition determines the
cutoff dependent bare couplings. With this choice the implementation of symmetry is
simplified due to the locality 2 of the functionals involved. Although the computation of
physical vertices is generally cumbersome, this second possibility is more convenient in
the computation of quantities which do not evolve with the cutoff Λ, such as the gauge
anomaly. This is the reason why we will adopt the second possibility.
We now discuss the vanishing of ∆Γ. Also for this functional we define its relevant
part, isolating all supersymmetric monomials in the fields, sources and their derivatives
with ghost number one and dimension three. The rest is included in ∆Γ,irr.
2Here and in the following locality means that each term in the expansion of the functionals in the
gauge field V contains only couplings with non-negative dimension.
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At the UV scale ∆Γ is local, or, more precisely, ∆Γ,irr(Λ0) = O( 1Λ0 ), so that the
irrelevant contributions disappear in the Λ0 → ∞ limit. This can be understood with
the same argument we gave in the non-supersymmetric case (see sec. 3.3). Then (8.19)
ensures the locality of ∆Γ(Λ) at any Λ.
Once the locality of ∆Γ(Λ) is shown, the solvability of the equation ∆Γ(Λ) = 0
can be proven using cohomological methods [32, 34, 40]. This is a consequence of the
Λ-independence of ∆Γ and the solvability of the same equation at Λ = 0, where the
cohomological problem reduces to the standard one.
Henceforth we will consider the first loop, the generalization to higher loops being
straightforward due to the iterative nature of the solution. Using (8.18), at Λ = Λ0 and
at the first loop (8.15) reads
SΠ(0) Π(1)(Λ0) + ∆ˆ(1)Γ,rel(Λ0) = 0 . (8.20)
This fine-tuning equation allows to fix some of the relevant couplings in Π(1)(Λ0). As a
matter of fact the most general functional Π(1)(Λ0) can be cast into the form (8.9) and
split into two contributions
Π(1)(Λ0) = Π
(1)
inv(Λ0) + Π˜
(1)(Λ0) , (8.21)
where Πinv contains all the independent monomials which are invariant, i.e. SΠ(0) Π(1)inv =
0. The explicit form of Π
(1)
inv is obtained from SBRS in (8.3) and (8.7) with the replacement
(V , γi , c+ , c¯+ , g , φ , φ¯)→ (√z1 V , √z2 γi , √z2 c+ , √z2 c¯+ , z3g , √z4 φ , √z4 φ¯) .
The remaining monomials contribute to Π˜. Inserting (8.21) into (8.20), we find
SΠ(0) Π˜(1)(Λ0) = − ∆ˆ(1)Γ (Λ0) ,
which yields the couplings in Π˜(1) since ∆ˆ
(1)
Γ (Λ0) depends only on SBRS. An explicit
calculation shows that the only divergences are powers of Λ0 according to the dimension
of the relative vertex. In particular dimensionless couplings are finite, due to the presence
in (8.17) of cutoff functions having almost non-intersecting supports 3.
As to the couplings zi(Λ0), which are not involved in the fine-tuning, we are allowed to
set them equal to their physical values at Λ = 0, i.e. zi(0) = 1. In the standard language
this corresponds to the renormalization prescriptions.
Instead of solving the fine-tuning equation and determine the (cutoff-dependent) cou-
plings of the UV action, in the next section we will deal with the computation of the
3See sec. 5.3.1 for the explicit computation of some of these couplings in non-supersymmetric QCD.
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gauge anomaly, which well illustrates how the method works and meanwhile is a cutoff
independent result. At one loop such independence is guaranteed by the absence of the
anomaly at the tree level and by the evolution equation (8.19).
8.3 Gauge anomaly
For N=1 SYM within the superspace approach it has been demonstrated [40] that the
only possible anomaly is the supersymmetric extension of the standard Adler-Bardeen
anomaly [48] and its explicit form is given in ref. [62, 63]. As well known, its structure
is non-polynomial [62, 64] and can be expressed as an infinite series in the gauge field
V . In the following we restrict ourselves to the first term of this expansion, since higher
order polynomials can be inferred [64] using the consistency condition [32, 34] which, at
this order, forces the one-loop anomaly A(1) to obey SΠ(0)A(1) = 0.
In our framework a violation of the ST identity results in the impossibility of fixing the
relevant couplings σi(Λ0) in Π
(1)(Λ0) in such a way that (8.20) is satisfied. In other words,
this happens when there are relevant monomials in ∆ˆΓ which are not trivial cocycles of
the cohomology of the BRS operator.
As a first step we write ∆ˆΓ at one loop order. Performing the Λ0 →∞ limit in (8.17)
and setting Λ = Λ0, we have
∆ˆ
(1)
Γ = i
∫
pq
K0Λ0(p)
[(
1
16q2
)|εj |
KΛ0∞(q)(−)δiDjk(q)Γ¯(0)ki (−q,−p; Λ)− δijδ8(p− q)
]
×
(
D2(θ1)
16p2
)εi δ2
δΨj(q) δγi(p)
(
SBRS −
∫
z
γV (c+ − c¯+)
)
. (8.22)
Then we isolate the matter contribution in ∆ˆ
(1)
Γ which, depending on the representation
of the matter fields, can possibly give rise to the anomaly
∆ˆ
(1)
Γ = ∆ˆ
SYM (1)
Γ + i
∫
pq
K0Λ0(p)
KΛ0∞(q)
q2
[
δ2Γ¯(0)
δφ(−p)δφ¯(−q)
D2(θ1)
16p2
δ2SBRS
δφ(q)δγφ(p)
+D → D¯, φ→ φ¯, γφ → γφ¯
]
. (8.23)
Inserting (1.15) in (8.23) and extracting the tree-level vertices of Γ¯ from SBRS, we see
that the matter contribution to the c+-V -V vertex of ∆ˆΓ is made of two pieces, as shown
in fig. 1. The first, originating from the irreducible part of the φ¯-V -V -φ vertex of Γ¯, is
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Figure 8.1: Matter contribution to the c+-V -V vertex of ∆ˆΓ. The wavy, dashed and full line
denotes the vector, ghost and matter fields respectively; the double line represents the BRS
source associated to the matter field. The cross denotes the insertion of the cutoff function
K0Λ0 in the product of the c+-φ-γφ vertex of SBRS with: (a) the irreducible φ¯-V -V -φ vertex of
Γ¯; (b) the reducible φ¯-V -V -φ vertex of Γ¯. All external momenta are incoming and integration
over the loop momentum is understood.
given by
−ig
2
32
∫
pq
Tr [c+(−p− q, θ1)V (p, θ2)V (q, θ2)]
∫
d4k
(2π)4
K0Λ0(k)KΛ0∞(p+ q − k)
(p+ q − k)2
× δ4(θ1 − θ2) D¯2D2δ4(θ1 − θ2) (8.24)
and, as suggested from the graph depicted in fig. 1a which is not typically triangle-
shaped, does not contribute to the anomaly. As a matter of fact, by restricting to the
Yang-Mills sector, we immediately recognize that the anti-symmetric tensor εµνρσ can not
be generated from such a term. Indeed using (7.18) and performing the loop integration,
the expression in (8.24) becomes
g2
∫
d4p d4p d4θ
(2π)8
{
(a1 Λ
2
0 + a2 (p+ q)
2) Tr [c+(−p− q, θ)V (p, θ)V (q, θ)] +O((p+ q)4/Λ20)
}
where the ai’s are finite cutoff-dependent numbers which can be explicitly computed
once the cutoff function is specified. The finiteness of such coefficients is due to the
presence of cutoff functions having almost non-intersecting supports, i.e. k2 . Λ20 and
(p+ q−k)2 & Λ20. These two monomials belong to the trivial cohomology of SΓ and their
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coefficients, together with those stemming from analogous monomials of ∆ˆSYMΓ , fix the
parameters in Π˜(1) via (8.20).
We turn now to the contribution associated to the graph represented in fig. 1b, which
originates from the second term in the iterative expansion of Γ¯ in vertices of Γ. It reads
i
g2
256
∫
pq
∫
d4k
(2π)4
Tr [c+(−p− q, θ2)V (p, θ1)V (q, θ2)] K0Λ0(k − q)KΛ0∞(p+ k)KΛ0∞(k)
k2(k + p)2
× D¯2D2(k, θ1) δ4(θ1 − θ2)D2D¯2(k + p, θ1) δ4(θ1 − θ2) . (8.25)
After integrating the D¯2D2 derivatives by parts and using the algebra of covariant deriva-
tives (reported in Appendix A) and (7.18), we find that the only non-vanishing terms in
(8.25) are
i
g2
256
∫
d4p d4q d4θ
(2π)8
∫
d4k
(2π)4
K0Λ0(k − q)KΛ0∞(k)KΛ0∞(p+ k)
k2(k + p)2
(8.26)
× Tr [c+(−p− q, θ) ((D¯2D2 + 8kαα˙D¯α˙Dα + 16k2)V (p, θ)) V (q, θ)] .
By performing the loop integration we find out that the first and the third term in the
trace generate only monomials which belong to the trivial cohomology of SΓ, i.e.
g2
∫
d4p d4q d4θ
(2π)8
{
a3 Tr
[
c+(−p− q, θ)
(
D¯2D2V (p, θ)
)
V (q, θ)
]
+(a4 Λ
2
0 + a5 P
2) Tr [c+(−p− q, θ)V (p, θ)V (q, θ)] +O(P 4/Λ20)
}
where P is some combination of the momenta p and q and the ai’s are finite cutoff-
dependent numbers. We are now left with the second term in the trace in (8.26). Ex-
ploiting symmetry properties and expanding into external momenta we obtain
g2
1024 π2
∫
d4p d4q d4θ
(2π)8
Tr [c+(−p− q, θ)
(
D¯α˙DαV (p, θ)
)
V (q, θ)] (qαα˙ I1 + pαα˙ I2) (8.27)
where
I1 =
∫ ∞
0
dxK2Λ0∞(x)
∂K0Λ0(x)
∂x
+O(P 2/Λ20)
I2 =
∫ ∞
0
dx
[
K2Λ0∞(x)
∂K0Λ0(x)
∂x
+
K2Λ0∞(x)
x
K0Λ0(x)
]
+O(P 2/Λ20)
with x = k2/Λ20 and P as above. Notice that in the Λ0 → ∞ limit I1 yields a cutoff
independent number, i.e. −1/3, since it is determined only by the values KΛ0∞(0) = 0
and KΛ0∞(∞) = 1. On the contrary I2 depends on the choice of the cutoff function.
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In (8.27) the structure proportional to pαα˙ does not contribute to the anomaly, basi-
cally because, in the coordinate space, all derivatives act on the same superfield. On the
other hand, had it played a role in determining the anomaly, like all other contributions
analyzed above, our method would have led to an inconsistent result, as I2 and the ai’s
depend on the cutoff function. Hence, only the term with qαα˙ can generate a genuine
anomaly. By setting I1 = −1/3 in (8.27) we get
g2
3072 π2
∫
d4p d4q d4θ
(2π)8
Tr [c+(−p− q, θ)
(
D¯α˙DαV (p, θ)
)
qαα˙ V (q, θ)] (8.28)
which has the true structure of the anomaly.
The c¯+-V -V vertex of ∆ˆΓ can be derived repeating the steps described above. Also in
this case we can identify the anomalous contribution by isolating its cutoff independent
part, which turns out to be
− g
2
3072 π2
∫
d4p d4q d4θ
(2π)8
Tr [c¯+(−p− q, θ)
(
DαD¯α˙V (p, θ)
)
qαα˙ V (q, θ)] . (8.29)
Finally, summing up (8.28) and (8.29), and switching to the coordinate space, the
anomaly has the well-known form
A = g
2
6144 π2
∫
z
(
Tr [c+ D¯
α˙DαV {Dα, D¯α˙}V ]− Tr [c¯+DαD¯α˙V {Dα, D¯α˙}V ]
)
. (8.30)
As a remark, we notice that in order to reproduce the standard abelian anomaly in non-
supersymmetric QCD we should perform the integration over the grassmannian variables,
identify the ghost c with c+ + c¯+ and replace g with 2g to recover the usual gluon-
fermion coupling (see eq. (8.7)). Then we would find that the coefficient of the monomial
εµνρσ Tr [∂µc ∂ρAνAσ] is exactly g
2/(24π2).
In this chapter we have considered supersymmetric (gauge) theories within the RG
approach. Although we restricted to the WZ model and N=1 SYM, the formalism is
developed in such a way it can be applied to any supersymmetric theory with an arbitrary
field content and with extended supersymmetry. An advantage of the RG formulation
is that the regularization is implemented by introducing a cutoff in the loop momenta
which makes all the Green functions UV finite. This means one need not analytically
continue the Feynman integrals in the space-time dimension d, which is kept fixed (in
our case d = 4). Therefore both the equality of bosonic and fermionic degrees of freedom
is safe –a necessary condition for supersymmetry– and the superspace technique presents
no ambiguity, for instance in handling the algebra of covariant derivatives, traces of σ
matrices and using Fierz identities.
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Unfortunately, in the RG approach the presence of the cutoff explicitly breaks gauge
symmetry. This is an unavoidable consequence of the absence of a regularization scheme
that manifestly preserves both supersymmetry and BRS invariance, which in turn is in-
timately related to the existence of the chiral anomaly. However, we showed that the
Slavnov-Taylor identity for the physical effective action of an anomaly-free theory is per-
turbatively recovered by solving the fine-tuning equation (8.15) at the UV scale. Such
a procedure was sketched in subsect. 8.2.1. On the other hand, in case of unfulfilled
matching conditions for the anomaly cancellation, we have reproduced the supersymmet-
ric chiral anomaly by a simple one-loop calculation. We performed a one-loop analysis,
but the procedure systematically generalizes to higher order.
As well known, in the superspace formulation of SYM one has to face with the problem
of infrared singularities, due to the appearance of the pseudoscalar field C(x), the θ = 0
component of the gauge superfield (this difficulty is obviously circumvented in the Wess-
Zumino gauge [65], where the field C is absent). To avoid this problem one can assume
[61] that all fields are made massive by adding suitable supersymmetric mass terms in
the action. Since these masses break BRS invariance, the corresponding Slavnov-Taylor
identity holds only in the asymptotic region of momentum space.
A prominent feature of our formulation is the presence of the IR cutoff Λ which natu-
rally makes all cutoff vertices IR finite for Λ 6= 0. Furthermore, for a non-supersymmetric
massless theory we have proven in sec. 2.3, by induction in the number of loops [66], that
the vertex functions without exceptional momenta are finite for Λ→ 0, once the relevant
couplings are defined in terms of cutoff vertices evaluated at some non-vanishing subtrac-
tion points. In this proof the convergence of loop integrals for Λ→ 0 is simply controlled
by the number of soft momenta in the vertices which appear in the iterative solution of
the RG equation (7.13). Therefore we believe its generalization to the supersymmetric
case presents no difficulty.
Finally, though we restricted our analysis to the perturbative regime, the RG formu-
lation is in principle non-perturbative and provides a natural context in which to clarify
the connection between exact results and those obtained in perturbation theory. In par-
ticular, it would be interesting to consider issues such as the anomaly puzzle and the
violation of holomorphicity [67] and reinterpret the recent results on these topics [68] in
the RG approach.
Appendix A
Supersymmetric conventions
The notations and conventions are those of [61]. Given a Weyl spinor ψα, α = 1, 2, indices
can be raised and lowered as follows
ψα = εαβψβ , ψα = εαβψ
β ,
with
εαβ = −εβα , ε12 = 1 , εαβ = −εaβ , εαβεβγ = δαγ ,
(the same for dotted indices). The summation convention is ψχ = ψαχα and ψ¯χ¯ = ψ¯α˙χ¯
α˙.
The matrices σµ with lower indices are
σµ
αβ˙
= (1 , σi)αβ˙ ,
where the σi’s are the Pauli matrices, whereas those with upper indices are
σ¯α˙βµ = σ
βα˙
µ = ε
βαεα˙β˙σµαβ˙ .
A vector superfield V (x, θ, θ¯) has the following expansion
V (x, θ, θ¯) = C(x) + θχ(x) + θ¯χ¯(x) + 12θ
2M(x) + 12 θ¯
2M¯(x)
+ θσµθ¯Aµ(x) +
1
2 θ¯
2θλ(x) + 12θ
2θ¯λ¯+
1
4
θ2θ¯2D(x) , (A.1)
where the components are ordinary space-time fields. A chiral (anti-chiral) superfield φ
(φ¯) expanded in component fields is
φ(x, θ, θ¯) = e−iθσ
µθ¯∂µ
(
φ(x) + θψ(x) + θ2F (x)
)
φ¯(x, θ, θ¯) = eiθσ
µθ¯∂µ
(
φ¯(x) + θ¯ψ¯(x) + θ¯2F¯ (x)
)
. (A.2)
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The components of a vector superfield transform under supersymmetry as
δαC = χ δ¯α˙C = χ¯
δαχ
β = δβαM δ¯α˙χ¯
β˙ = −δβ˙α˙M¯
δαξ¯α˙ = σ
µ
αα˙(Aµ + i∂µC) δ¯α˙ξα = −σµαα˙(Aµ − i∂µC)
δαM = 0 δ¯α˙M¯ = 0
δαM¯ = λα − i(σµ∂µχ¯)α δ¯α˙M = λ¯α˙ + i(∂µχσµ)α˙
δαAµ =
1
2(σµλ¯)α − i2(σν σ¯µ∂νχ)α δ¯α˙Aµ = 12(λσµ)α˙ + i2(∂ν χ¯σ¯µσν)α˙
δαλ
β = δβαD + i(σ
ν σ¯µ)α
β∂νAµ δ¯α˙λ¯
β˙ = −δβ˙α˙D + i(σ¯µσν)β˙ α˙∂νAµ
δαλ¯α˙ = iσ
µ
αα˙∂µM δ¯α˙λα = iσ
µ
αα˙∂µM¯
δαD = −i(σµ∂µλ¯)α δ¯α˙D = i(∂µλσµ)α˙ .
(A.3)
For the components of the chiral and anti-chiral superfields one has
δαφ = ψα δ¯α˙φ¯ = ψ¯α˙
δαψ
β = 2δβαF δ¯α˙ψ¯
β˙ = −2δβ˙α˙F¯
δαF = 0 δ¯α˙F¯ = 0
δαφ¯ = 0 δ¯α˙φ = 0
δαψ¯α˙ = 2iσ
µ
αα˙∂µφ¯ δ¯α˙∂α = 2iσ
µ
αα˙∂µφ
δαF¯ = −i(σµ∂µψ¯)α δ¯α˙F = i(∂µ∂σµ)α˙ .
(A.4)
The covariant derivatives, defined such as to anti-commute with the supersymmetry
transformation rules, are given by
Dα =
∂
∂θα
− iσµαα˙θ¯α˙∂µ , D¯α˙ = −
∂
∂θ¯α˙
+ iθασµαα˙∂µ . (A.5)
They obey the algebra {
Dα, D¯α˙
}
= 2iσµαα˙∂µ (A.6)
(the other anti-commutators vanish). Useful relations these covariant derivatives satisfy
are
[Dα, D¯
2] = 4i(σµD¯)α∂µ , [D¯α˙, D
2] = −4i(Dσµ)α˙∂µ
[D2, D¯2] = 8iDσµD¯∂µ + 16∂
2 = −8iD¯σ¯µD∂µ − 16∂2
DD¯2D = D¯D2D¯
DD¯α˙D = −12D¯α˙D2 − 12D2D¯α˙ , D¯DαD¯ = −12DαD¯2 − 12D¯2Dα . (A.7)
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The superspace integral of a superfield V , or of a (anti)chiral superfield φ (φ¯) is given
by ∫
z
V =
∫
d4xD2 D¯2V ,
∫
d4x d2θ φ =
∫
d4xD2φ ,
∫
d4x d2θ¯ φ¯ =
∫
d4x D¯2φ¯ ,
(A.8)
the integral with respect to the Grassmann variable θ being defined by the derivative
∂/∂θ.
The following operators
PT =
DD¯2D
8∂2
, P L = −D
2D¯2 + D¯2D2
16∂2
(A.9)
are projectors. In particular, P L can be used to write integrals of chiral (or anti-chiral)
superfields as integrals over the full superspace measure (recall that only for this measure
the integration by parts holds). For instance
∫
d4p d2θ
(2π)4
φ =
∫
p
D2
16p2
φ.
The delta function is defined by
δ8(z1 − z2) = δ4(θ1 − θ2) δ4(x1 − x2) = 1
16
(θ1 − θ2)2 (θ¯1 − θ¯2)2 δ4(x1 − x2) .
The functional derivatives are
δV (z1)
δV (z2)
= δ8(z1 − z2) , δφ(z1)
δφ(z2)
= D¯2δ8(z1 − z2) , δφ¯(z1)
δφ¯(z2)
= D2δ8(z1 − z2) . (A.10)
Finally, in order to separate the trivial cocycles from the anomaly in (8.23), it can
be useful to switch to components. Then for the non-supersymmetric YM sector the
anomaly is proportional to εµνρσ, which is generated by the following trace
Tr [σµσ¯νσρσ¯τ ] = 2 (gµνgρτ + gνρgµτ − gµρgντ − iεµνρτ ) .
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