Introduction
This rst part has two main purposes. The rst is to review some mathematical prerequisites needed for the numerical solution of di erential equations, including material from calculus, linear algebra, numerical linear algebra, and approximation of functions by (piecewise) polynomials. The second purpose is to introduce the basic issues in the numerical solution of di erential equations by discussing some concrete examples. We start by proving the Fundamental Theorem of Calculus by proving the convergence of a numerical method for computing an integral. We then introduce Galerkin's method for the numerical solution of di erential equations in the context of two basic model problems from population dynamics and stationary heat conduction. 6 
Galerkin's Method
It is necessary to solve di erential equations. (Newton)
Ideally, I'd like to be the eternal novice, for then only, the surprises would be endless. (Keith Jarret) In Chapters 3 and 5, we discussed the numerical solution of the simple initial value problem u 0 (x) = f(x) for a < x b and u(a) = u 0 , using piecewise polynomial approximation. In this chapter, we introduce Galerkin's method for solving a general di erential equation, which is based on seeking an (approximate) solution in a ( nite-dimensional) space spanned by a set of basis functions which are easy to di erentiate and integrate, together with an orthogonality condition determining the coe cients or coordinates in the given basis. With a nite number of basis functions, Galerkin's method leads to a system of equations with nitely many unknowns which may be solved using a computer, and which produces an approximate solution. Increasing the number of basis functions improves the approximation so that in the limit the exact solution may be expressed as an in nite series. In this book, we normally use Galerkin's method in the computational form with a nite number of basis functions. The basis functions may be global polynomials, piecewise polynomials, trigonometric polynomials or other functions. The nite element method in basic form is Galerkin's method with piecewise polynomial approximation. In this chapter, we apply Galerkin's method to two examples with a variety of basis functions. The rst example is an initial value problem that models population growth and we use a global polynomial approximation. The second example is a boundary value problem that models the ow of heat in a wire and we use piecewise polynomial approximation, more precisely piecewise linear approximation. This is a classic example of the nite element method. For the second example, we also discuss the spectral method which is Galerkin's method with trigonometric polynomials.
The idea of seeking a solution of a di erential equation as a linear combination of simpler basis functions, is old. Newton and Lagrange used power series with global polynomials and Fourier and Riemann used Fourier series based on trigonometric polynomials. These approaches work for certain di erential equations posed on domains with simple geometry and may give valuable qualitative information, but cannot be used for most of the problems arising in applications. The nite element method based on piecewise polynomials opens the possibility of solving general di erential equations in general geometry using a computer. For some problems, combinations of trigonometric and piecewise polynomials may be used. 6 .1. Galerkin's method with global polynomials 6 
.1.1. A population model
In the simplest model for the growth of a population, like the population of rabbits in West Virginia, the rate of growth of the population is proportional to the population itself. In this model we ignore the e ects of predators, overcrowding, and migration, for example, which might be okay for a short time provided the population of rabbits is relatively small in the beginning. We assume that the time unit is chosen so that the model is valid on the time interval 0; 1]. We will consider more realistic models valid for longer intervals later in the book. If u(t) denotes the population at time t then the di erential equation expressing the simple model is _ u(t) = u(t), where is a positive real constant and _ u = du=dt. This equation is usually posed together with an initial condition u(0) = u 0 at time zero, in the form of an initial value problem:
( _ u(t) = u(t) for 0 < t 1; u(0) = u 0 : (6.1) The solution of (6.1), u(t) = u 0 exp( t), is a smooth increasing function when > 0.
Galerkin's method
We now show how to compute a polynomial approximation U of u in the set of polynomials V (q) = P q (0; 1) on 0; 1] of degree at most q using Galerkin's method. We know there are good approximations of the solution u in this set, for example the Taylor polynomial and interpolating polynomials, but these require knowledge of u or derivatives of u at certain points in 0; 1]. The goal here is to compute a polynomial approximation of u using only the information that u solves a speci ed di erential equation and has a speci ed value at one point. We shall see that this is precisely what Galerkin's method achieves. Since we already know the analytic solution in this model case, we can use this knowledge to evaluate the accuracy of the approximations.
Because ft j g q j=0 is a basis for V (q) , we can write U(t) = P q j=0 j t j where the coe cients j 2 R are to be determined. It is natural to require that U(0) = u 0 , that is 0 = u 0 , so we may write
where the \unknown part" of U, namely P q j=1 j t j , is in the subspace V (q) 0 of V (q) consisting of the functions in V (q) that are zero at t = 0, i.e. in V We determine the coe cients by requiring U to satisfy the di erential equation in (6.1) in a suitable \average" sense. Of course U can't satisfy the di erential equation at every point because the exact solution is not a polynomial. In Chapter 4, we gave a concrete meaning to the notion that a function be zero on average by requiring the function to be orthogonal to a chosen subspace of functions. The Galerkin method is based on this idea. We de ne the residual error of a function v for the equation (6.1) by
The residual error R(v(t)) is a function of t once v is speci ed. R(v(t)) measures how well v satis es the di erential equation at time t. If the residual is identically zero, that is R(v(t)) 0 for all 0 t 1, then the equation is satis ed and v is the solution. Since the exact solution u is not a polynomial, the residual error of a function in V (q) that satis es the initial condition is never identically zero, though it can be zero at distinct points.
The Galerkin approximation U is the function in V (q) satisfying U(0) = u 0 such that its residual error R(U(t)) is orthogonal to all functions in V (q) 0 , i.e.,
This is the Galerkin orthogonality property of U, or rather of the residual R(U(t)). Since the coe cient of U with respect to the basis function 1 for V (q) is already known ( 0 = u 0 ), we require (6. This is asystem of equations that has a unique solution if the matrix A = (a ij ) with coe cients a ij = j j + i ? j + i + 1 ; i; j = 1; :::; q; is invertible. It is possible to prove that this is the case, though it is rather tedious and we skip the details. In the speci c case u 0 = = 1 and q = 3, the approximation is U(t) 1 + 1:03448t + :38793t Plotting the solution and the approximation for q = 3 in Fig. 6 .1, we see that the two essentially coincide.
Since we know the exact solution u in this case, it is natural to compare the accuracy of U to other approximations of u in V (q) . In of u computed at t = 0. The error of U compares favorably with the error of the interpolant of U and both of these are more accurate than the Taylor polynomial of u in the region near t = 1 as we would expect. We emphasize that the Galerkin approximation U attains this accuracy without any speci c knowledge of the solution u except the initial data at the expense of solving a linear system of equations. Stimulated by the accuracy achieved with q = 3, we compute the approximation with q = 9. We solve the linear algebraic system in two ways: rst exactly using a symbolic manipulation package and then approximately using Gaussian elimination on a computer that uses roughly 16 digits. In general, the systems that come from the discretization of a di erential equation are too large to be solved exactly and we are forced to solve them numerically with Gaussian elimination for example.
We obtain the following coe cients i in the two computations: 
We notice the huge di erence, which makes the approximately computed U worthless. We shall now see that the di culty is related to the fact that the system of equations (6.4) is ill-conditioned and this problem is exacerbated by using the standard polynomial basis ft i g q i=0 .
Problem 6. It is not so surprising that solving a system of equations A = b, which is theoretically equivalent to inverting A, is sensitive to errors in the coe cients of A and b. The errors result from the fact that the computer stores only a nite number of digits of real numbers. This sensitivity is easily demonstrated in the solution of the 1 1 \system" of equations ax = 1 corresponding to computing the inverse x = 1=a of a given real number a 6 = 0. In Fig. 6 .3, we plot the inverses of two numbers a 1 and a 2 computed from two approximationsã 1 andã 2 of the same accuracy. We see that the corresponding errors in the approximations x = 1=ã i of the exact values x = 1=a i vary greatly in the two cases, since In general, linear systems of algebraic equations obtained from the discretization of a di erential equation tend to become ill-conditioned as the discretization is re ned. This is understandable because re ning the discretization and increasing the accuracy of the approximation makes it more likely that computing the residual error is in uenced by the nite precision of the computer, for example. However, the degree of ill conditioning is in uenced greatly by the di erential equation and the choice of trial and test spaces, and even the choice of basis functions for these spaces. The standard monomial basis used above leads to an ill-conditioned system because the di erent monomials become very similar as the degree increases. This is related to the fact that the monomials are not an orthogonal basis. In general, the best results with respect to reducing the e ects of ill-conditioning are obtained by using an orthogonal bases for the trial and test spaces. As an example, the Legendre polynomials, f' i (x)g, with ' 0 1 and
form an orthonormal basis for P q (0; 1) with respect to the L 2 inner product. It becomes more complicated to formulate the discrete equations using this basis, but the e ects of nite precision are greatly reduced.
Another possibility, which we take up in the second section, is to use piecewise polynomials. In this case, the basis functions are \nearly orthogonal". Problem 6.6. (a) Show that ' 3 and ' 4 are orthogonal.
Galerkin's method with piecewise polynomials
We start by deriving the basic model of stationary heat conduction and then formulate a nite element method based on piecewise linear approximation.
A model for stationary heat conduction
We model heat conduction a thin heat-conducting wire occupying the in- Problem 6.7. Determine the solution u of (6.9) with a(x) = 1 by symbolic computation by hand in the case f(x) = 1 and f(x) = x.
We want to determine the temperature u in the wire by solving the heat equation (6.8) with given f, boundary conditions, and heat conductivity a(x). To compute the solution numerically we use the Galerkin nite element method.
The Galerkin nite element method
We consider the problem (6.8) and formulate the simplest nite element method for (6.9) based on continuous piecewise linear approximation.
We let T h : 0 = x 0 < x 1 < ::: < x M+1 = 1; be a partition or (triangulation) of I = (0; 1) into sub-intervals I j = (x j?1 ; x j ) of length h j = x j ? x j?1 and let V h = V (1) h denote the set of continuous piecewise linear functions on T h that are zero at x = 0 and x = 1. We show an example of such a function in Fig. 6.6 . In Chapter 4, we saw that V h is for all functions v such that v(0) = v(1) = 0. We refer to (6.11) as a weak form of (6.10).
The Galerkin nite element method for (6.9) is the following nitedimensional analog of (6.11): nd U 2 V h such that
fv dx for all v 2 V h : (6.12) We note that the derivatives U 0 and v 0 of the functions U and v 2 V h are piecewise constant functions of the form depicted in Fig. 6 .7 and are not de ned at the nodes x i . However, the integral with integrand U 0 v 0 is nevertheless uniquely de ned as the sum of integrals over the subintervals. This is due to the basic fact of integration that two functions that are equal except at a nite number of points, have the same integral. We illustrate this in Fig. 6 .8. By the same token, the value (or lack of The matrix A is a sparse matrix in the sense that most of its entries are zero. In this case, A is a banded matrix with non-zero entries occurring only in the diagonal, super-diagonal and sub-diagonal positions. This contrasts sharply with the coe cient matrix in the rst example which is \full" in the sense that all of its entries are non-zero.
The bandedness of A re ects the fact that the basis functions f' i g for V h are \nearly" orthogonal, unlike the basis used in the rst example. Moreover, A is a symmetric matrix since and we may easily compare the approximation with the exact solution.
In this example, f varies quite a bit over the interval. We plot it in h 1 = h 16 :2012 h 2 = h 15 :0673 h 3 = h 14 :0493 h 4 = h 13 :0417 h 5 = h 12 :0376 h 6 = h 11 :0353 h 7 = h 10 :0341 h 8 = h 9 :0335
This partition is the result of applying an adaptive algorithm based on information obtained from the data f and the computed approximation U, and does not require any knowledge of the exact solution u. We will present the adaptive algorithm in Chapter 8 and explain how it is possible to get around the apparent need to know the exact solution.
In Fig. 6 .11, we plot the exact solution u and the Galerkin nite element approximation U together with their derivatives. Notice that :01. If we perform the computation using a mesh with uniform spacing we need to take M = 24 to obtain the same accuracy for the derivatives.
This disparity increases as the number of elements is increased and may be much more substantial for more complex problems. We will meet many examples below.
Galerkin's method with trigonometric polynomials
We noted at the very end of Chapter 3 that for n = 1; 2; :::; the trigonometric function sin(n x) solves the boundary value problem u 00 +n Eigenvalue problems play an important role in mathematics, mechanics and physics and we will study such problems in more detail below. This gives a di erent perspective on the trigonometric functions sin(n x) as the eigenfunctions of the particular boundary value problem (6.16). In particular the mutual orthogonality of the functions sin(n x) on (0; 1) re ect a general orthogonality property of eigenfunctions. The general idea of the spectral Galerkin method is to seek a solution of a given boundary value problem as a linear combination of certain eigenfunctions. The given boundary value and the eigenvalue problem do not have to be directly related in the sense that the di erential operators involved are the same, but the boundary conditions should match. As an example we consider the application of the spectral Galerkin method to the model (6.8) of stationary heat ow with variable heat conductivity . By (6.19), the Galerkin approximation U is the function in V (q) whose residual error is orthogonal to all functions in V (q) . Using integration by parts, we can rewrite this as
; (6.20) which is the usual formulation of a Galerkin method for the boundary value problem (6.17). As before, we substitute the expansion (6. In this problem, we are able to compute these integrals exactly using a symbolic manipulation program, though the computations are messy. For a general problem we are usually unable to evaluate the corresponding integrals exactly. For these reasons, it is natural to also consider the use of quadrature to evaluate the integrals giving the coe cients of A and d. We examine three quadrature rules discussed in Chap- From the discussion in Chapter 5, we expect the composite midpoint and trapezoidal rules to be more accurate than the composite rectangle rule on a given partition. In Fig. 6 .12, we plot the results obtained by using the four indicated methods. In this case, using the lower order accurate rectangle rule a ects the results signi cantly. We list the coe cients obtained by the four methods below. Figure 6 .12: On the left, we plot four approximate solutions of (6.17) computed with q = 9. U was computed by evaluating the integrals in (6.21) exactly. U r is computed using the composite rectangle rule, U m is computed using the composite midpoint rule, and U t is computed using the composite trapezoidal rule with M = 20 to evaluate the integrals respectively. On the right, we plot the errors versus x for U, U m , and U t .
whether the approximation converges as we increase q. Moreover, we would also like to know the e ects of choosing di erent quadrature rules on the accuracy. Moreover, since a = (1 + x) and f(x) = 1 + (1 + 3x ? x 2 )e ?x vary through 0; 1], it would be better to adapt the mesh used for the quadrature rules in order to achieve the desired accuracy in the coe cients (6.21). This also requires knowledge of the e ects of quadrature error on the accuracy of the approximation. Problem 6.17. Formulate a Galerkin approximation method using trigonometric polynomials for (6.9). Note in this case that the linear system giving the coe cients of the approximation is trivial to solve because it is diagonal. Why didn't this happen when we discretized (6.17)? Interpret the formula for the coe cients of the data vector in terms of Fourier series. Problem 6.18. Use the spectral method to discretize ?u 00 + u 0 = f in (0; 1) with u(0) = u(1) = 0.
Comments on Galerkin's method
We have considered Galerkin's method for three kinds of approximations: the q-method (6.2) with global polynomials of order q (this method is also often referred to as the p-method), the h-method (6.12) with continuous piecewise linear polynomials on a partition T h of mesh size h, and the spectral method (6.20) with global trigonometric polynomials. In rough terms, we can distinguish di erent Galerkin approximations by the following properties of the basis functions:
local or global support (near) orthogonality or non-orthogonality. The support of a function is the set of points where the function is different from zero. A function is said to have local support if it is zero outside a set of small size in comparison to the domain, while a function with global support is non-zero throughout the domain except at a few points. The h-method uses basis functions with local support, while the basis functions of the q-method in Section 6.1 or the spectral method are polynomials or trigonometric polynomials with global support. The basis functions used for the spectral method are mutually orthogonal, while the basis functions used in Section 6.1 for the global polynomials was not. Using orthogonal basis functions tends to reduce the e ects of rounding errors that occur when computing the approximation. For example, in the spectral method in Section 6.3, the matrix determining the approximation is sparse with roughly half the coe cients equal to zero. The basis functions used in the h-method in Section 6.2 are not orthogonal, but because they have local support, they are \nearly" orthogonal and again the matrix determining the approximation is sparse. Recent years have seen the development of wavelet methods, which are Galerkin methods with basis functions that combine L 2 orthogonality with small support. Wavelets are nding increasing applications in image processing, for example.
In Galerkin's method, we expect to increase accuracy by increasing the dimension of the trial and test spaces used to de ne the approximation. In the h-method this is realized by decreasing the mesh size and in the q ? method by increasing the degree of the polynomials. More generally, we can use a combination of decreasing the mesh size and increasing the polynomial degree, which is called the (h; q)-method. Finally, in the spectral Galerkin method, we try to improve accuracy by increasing the degree of the trigonometric polynomial approximation.
Galerkin was born in 1871 in Russia and was educated at the St. Petersburg Technological Institute and in the Kharkhov locomotive works. He began doing research in engineering while he was in prison in 1906-7 for his participation in the anti-Tsarist revolutionary movement. He later made a distinguished academic career and had a strong in uence on engineering in the Soviet Union. This was due in no small part to the success of Galerkin's method, rst introduced in a paper on elasticity published in 1915. From its inception, which was long before the computer age, Galerkin's method was used to obtain high accuracy with minimal computational e ort using a few cleverly chosen basis functions. Galerkin's method belongs to the long tradition of variational methods in mathematics, mechanics and physics going back to the work by Euler and Lagrange, and including important work by e.g. Hamilton, Rayleigh, Ritz and Hilbert. The nite element method, rst developed in aerospace engineering in the 1950s, may be viewed as the computer-age realization of this variational methodology. In the advanced companion volume we give a more detailed account of the development of the nite element method into the rst general technique for solving di erential equations numerically, starting with applications to elasticity problems in the 1960s, to the di usion problems in the 1970s and to uid ow and wave propagation in the 1980s.
Important issues
The examples we have presented raise the following questions concerning a nite element approximation U of the solution u of a given di erential equation:
How big is the discretization error u ?U or u 0 ?U 0 in some norm?
How should we choose the mesh to control the discretization error u ? U or u 0 ? U 0 to a given tolerance in some norm using the least amount of work (computer time)? How can we compute the discrete solution U e ciently and what is the e ect of errors made in computing U?
This book seeks to answer these questions for a variety of problems.
Between my nger and my thumb The squat pen rests I'll dig with it. (Heaney)
The calculus ratiocinator of Leibniz merely needs to have an engine put into it to become a machina ratiocinatrix. The rst step in this direction is to proceed from the calculus to a system of ideal reasoning machines, and this was taken several years ago by Turing. (Wiener) Figure 6 .13: Proposal by Leibniz for a \ball-computer" for the multiplication of binary numbers.
Part II The archetypes
In this part, we explore some basic aspects of Galerkin's method by applying it in three kinds of problems: scalar linear two-point boundary value problems, scalar linear initial value problems, and initial value problems for linear systems of ordinary di erential equations. Using these three types of problems, we introduce the three basic types of differential equations: elliptic, parabolic, and hyperbolic problems typically modelling stationary heat conduction, nonstationary heat conduction, and wave propagation respectively. In doing so, we set up a framework that we apply to linear partial di erential equations in the third part of this book and to nonlinear systems of di erential equations in the companion volume.
Part III Problems in several dimensions
In the last part of this book, we extend the scope to the real world of two and three dimensions. We start by recalling some basic results from calculus of several variables including some facts about piecewise polynomial approximation. We then consider the basic types of linear partial di erential equations including the elliptic Poisson equation, the parabolic heat equation, the hyperbolic wave equation, and the mixed parabolic/elliptic-hyperbolic convection-di usion equation. We also consider eigenvalue problems and conclude with an abstract development of the nite element method for elliptic problems. 
