Abstract. We obtain formulas for the growth rate of the numbers of certain paths in infinite graphs built on the two-dimensional Eulerian graph. Corollaries are identities relating Stirling numbers of the first and second kinds.
Introduction
Denote by e 1 = (1, 0, . . . , 0), . . . , e n+1 = (0, . . . , 0, 1) ∈ Z n+1 the ordinary basis vectors in R n+1 . Let c ∈ Z n+1 ≥0 . We define the graph E c to be the graph with vertices i ∈ Z n+1 ≥0 and the following directed multiple edges (the number being the weight of the edge). Each vertex i is connected just to n + 1 vertices: to vertex i + e j by an edge of weight c j + i n+1 if j < n + 1 and to i + e n+1 by an edge of weight c n+1 + i 1 + i 2 + · · · + i n .
Such a graph models a random walk on the graph G n+1 consisting of n + 1 loops based at a single vertex, with a special kind of opposite reinforcement: when the walker takes a step in the direction of e n+1 , the numbers of edges in all the other directions (e j for j = 1, . . . , n) are incremented by 1; but when the walker takes a step in the direction of e j for some j = 1, . . . , n, only the number of edges in the direction of e n+1 is incremented by 1 (cf. [6] ). Such graphs give rise to interesting Bratteli-Vershik, or adic, dynamical systems. When n = 1 and c = (1, 1), E c is the two-dimensional Eulerian graph. The corresponding two-dimensional Eulerian adic system was introduced in [1] and studied further in [5] and [8] ; see also [2, 4, 7] .
For each i ∈ Z ≥0 denote by A c (i) the number of paths in the graph E c from 0 to i. The standard Eulerian numbers (see [3, 8] ) are the numbers A(i 1 , i 2 ) = A (0,0) (i 1 , i 2 ). The asymptotic growth rate of A c (i) and related quantities as i n+1 → ∞ are of interest for dynamical reasons explained in [8] . In this paper, we give a formula for the leading term of the growth rate. We show that if m = i 1 + · · · + i n , then as i n+1 → ∞ and
where F denotes the set of all maps f : {1, . . . , m} → {1, . . . , n} such that |f −1 (j)| = i j for j = 1, . . . , n.
As a corollary we obtain a new formula relating Stirling numbers of the first and second kinds; for 1 ≤ k ≤ n, 0 ≤ r ≤ k, we get
where s 1 , s 2 are Stirling numbers of the first and second kinds: see Theorem 3.10 and Corollary 3.11.
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Path counts and limits
2.1. Finding the leading term. The numbers A c (i) of paths in the graph E c from 0 to i satisfy the recurrence relation
We are interested in the limit
Proof. To form a path from 0 to i = (1, . . . , 1, i n+1 ) in E c , we need to take one step in the direction of each e k , k = 1, . . . , n, and i n+1 steps in the direction of e n+1 . Thus each such path will correspond to a permutation ξ of 1, 2, . . . , n which will determine when the step in the direction of each e k , k = 1, . . . , n, is taken, together with a partition i n+1 = j 1 + · · · + j n + j n+1 of i n+1 into nonnegative integers, which will determine how many consecutive steps are taken in the e n+1 direction between steps in other directions. Each time that j steps are taken in the e n+1 direction, all the c k , 1 ≤ k ≤ n, are incremented by 1; and each time that a step is taken in a direction other than e n+1 , c n+1 is incremented by 1. Therefore, (2.4)
This reasoning gives Formula (2.3). Clearly, B c (u) is a convergent sum.
Similarly, existence of the limit in Formula (2.2) for any (i 1 , . . . , i n ) can be shown as follows. Let m, F , be the same as in Section 1. Then (2.5)
Dividing by (c n+1 + m) in+1 and letting i n+1 → ∞ again leaves a sum of convergent series. Thus we get
We shall give two formulas for B c (u). In this section we evaluate B c (u) using a two-dimensional formula from [8] . In Section 3.1 another formula is obtained by using derivatives of geometric series. Comparing the two formulas we get new identities involving Stirling numbers of the first and second kinds (Corollary 3.11).
Theorem 2.2. We have
Proof of Theorem 2.2.
Denote by σ i (c), i = 1, . . . , n, the elementary symmetric functions in c,
Denote σ 0 (c) = 1. Clearly, the function B c (u) is a symmetric polynomial in c of the form
where α i,n (c n+1 ), i = 0, . . . , n, are suitable functions in c n+1 . For example, (2.10)
and so on.
Our goal is to calculate all the coefficients α i,n (c n+1 ) and show that the result gives Formula (2.7). To do so let us calculate the number
The function B c1,c2 (n) has the form:
where the functions α i,n , i = 0, . . . , n, are the same functions of one variable as in (2.9). (To see this, note the identical form of the two products in formulas (2.3) and (2.13), and note that the sum over the symmetric group is absorbed into the coefficients that do not involve c n+1 .)
Example 2.4. We have
(
To calculate the functions α i,n and prove Theorem 2.2 it is enough to calculate B c1,c2 (n).
Lemma 2.5. We have
Proof. Let us use formula (1.1) of [8] to evaluate
Formula (1.1) for A c1,c2 (n, i) has n + 1 summands and the leading summand is (2.18)
This term after division by (c 2 + n) i gives the right hand side of (2.17). The lemma is proved. Lemma 2.5 gives Theorem 2.2.
2.3. Formula for B c (i). Formula (2.7) for B c1,...,cn+1 (1, . . . , 1) easily gives a formula for B c1,...,cn+1 (i 1 , . . . , i n ) for any (i 1 , . . . , i n ) . Proposition 2.6. Let m, F , be the same as in Section 1. Then
Stirling numbers and related polynomials
Theorem 2.2 has as corollaries interesting identities involving Stirling numbers of the first and second kinds.
Theorem 2.2 in new notation. Denote
Then Theorem 2.2 says that for arbitrary numbers c 1 , . . . , c n we have (3.1)
(c σ(a) + q − a).
Example 3.1. For n = 2, Formula (3.1) says
This statement is equivalent to the identities
Formula for (u∂
We make some observations that are useful for handling expressions such as the left side of Formula (3.1).
Let q be a variable, a a positive integer. Set
Let A(i, j) = A 0,0 (i, j) be the standard Eulerian numbers as in Section 1.
Theorem 3.2. For any positive integer k we have
Example 3.3.
(3.4)
Theorem 3.2 follows by induction from the following lemma.
Lemma 3.4. We have
Proof of Theorem 3.2.
3.3. Γ-polynomials. We shall reformulate Theorem 3.2 in terms of a slight variation of Eulerian polynomials (see [3, p. 244]), which we call Γ-polynomials.
Let s 2 (k, m) denote Stirling numbers of the second kind,
We have
We will be interested in the polynomials
Example 3.5.
Theorem 3.6 (Frobenius, [3, p. 244]). We have
3.4. ∆-polynomials. We will also need ∆-polynomials.
Looking at the right side of Formula (3.1) suggests investigating related polynomials and Stirling numbers of the first kind.
Stirling numbers of the first kind are the coefficients in the expansion
where (q) n is the falling factorial
For natural numbers 1 ≤ k < n, define a polynomial
Define ∆ n,n (q) = 1. We have ∆ n,1 (q) = (q − 1) . . . (q − n + 1) and
3.5. Relation between Γ and ∆ polynomials.
Example 3.8. We have the following identity:
In other words, we have 2 1
Example 3.9. We have the following identity
In other words, we have 3 1
More generally, we have the following relation.
Theorem 3.10. For any 1 ≤ k ≤ n we have
Proof. Recall the notations u b and D b defined at the beginning of Section 3.1. Denote (3.6)
For example,
Denote σ i (c), i = 1, . . . , n, the elementary symmetric functions in c = (c 1 , . . . , c n ) as before.
The left hand side of Formula (3.1) equals
The right hand side equals
By comparing coefficients of the symmetric polynomials in these two equations we get
The left hand side of (3.7) is
The right hand side of (3.7) equals
(n − 1)! ∆ n,n−j (q) q(q − n) n k−j+1 Γ n−j (q, n).
These two equations prove Theorem 3.10.
Since ∆ n,n (q) = 1 and Γ 1 (q, n) = 1 for all n, identity (3.5) allows us to express the polynomials ∆ n,k (q) in terms of polynomials Γ k (q, n) and vice versa -see the examples above.
3.6. Identities involving Stirling numbers. The conclusion of Theorem 3.10 can be written in the following form: Comparing coefficients of q r of the two sides yields identities involving the Stirling numbers s 1 (n, k) and s 2 (n, k) of the first and second kinds, indexed with 1 ≤ k ≤ n (and equalling 0 outside this range). For r = 0, this says s 1 (n, n − k) = n − k n s 1 (n, n − k) + This contains the known formulas s 1 (n, n − 1) = − n 2 and s 1 (n, n − 2) = 1 24 n(n − 1)(n − 2)(3n − 1).
