The maximum amplitude cost functional in linear systems  by Artstein, Zvi
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 50, 341-349 (1975) 
The Maximum Amplitude Cost Functional in Linear Systems 
ZVI ARTSTEIN * 
Lefschetz Center for Dynamical Systems, Division of Applied Mathematics, 
Brown University, Providence, Rhode Island 02912 
Submitted by J. P. LaSalle 
The maximum amplitude cost of a control function u(t) taken to be 
ess sup g(t, u(t)), where g(t, u) is a given function. (A particular example is 
g(t, U) = the norm of u.) We consider linear systems with this cost functional. 
The existence of optimal control is proved, and it is shown that the ess sup is 
uniformly essential with respect to the optimal controls. Properties of the 
extended attainable set are discussed and compared with the case of an integral 
cost. Finally, we show in what sense a cost functional of the form (Jg(t, u(t))*)“” 
approximates the ess sup cost functional. 
1. INTRODUCTION 
We shall consider the linear control system described by the equation 
k = &)x + $(C u), (*) 
where x E E,, the n-dimensional euclidean space, and the control u(t) can 
be selected out of a restraint set Q(t) in E, . (The precise assumptions will 
be given in Section 2 below.) For a given function g(t, u) of the time t and 
the control u, we take the value g(t, u(t)) to be the amplitude of u(t). When a 
control u = u(t) is used along the time interval t, < t .< t, , its maximum 
amplitude is 
c(u) = ess sup g(t, u(t)). 
t,stst, 
The optimal control problem that will be discussed here is to minimize 
the maximum amplitude while steering a given initial state to a given moving 
target. Thus we shall also refer to c(u) as being the cost of u. 
As a model for this kind of problem one can think of the situation where 
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a satellite has to be steered from one place in state space to another in a given 
period of time while minimizing the maximum thrust available to the gas 
jet. 
Some aspects of the problem have been extensively investigated. 
Neustadt [3] proved an existence theorem in the case where c(u) is the L, 
norm of u and presented a method of computing the optimal cost. The work 
of Neustadt has been generalized mainly by considering the space of controls 
to be a Banach space and then applying functional analytic methods. Refer- 
ences [4] and [5] are only some and not the most recent and abstract results 
in this direction. In this paper we shall discuss some aspects that the Banach 
space approach does not cover, and that are typical of the maximum amplitude 
cost. In particular, we shall see that the classical techniques which are 
used for linear systems with a cost functional given in an integral form 
J: h(t, u(t)) dt are not applicable here. We shall discuss this in detail and 
will compare the related results. 
In Section 3 we shall give an existence theorem. The conditions on the 
system are weaker than those used by Neustadt [3]. 
In Section 4 we show that the essential supremum in the definition of the 
cost is uniformly essential with respect to the optimal controls. Intuitively 
speaking, this means that if every control, which steers the satellite from the 
initial state to the target must sometime use thrust of magnitude /3, then 
the measure of this “sometime” is bounded from zero uniformly with respect 
to all such controls. 
In Section 5 we shall discuss properties of the attainable set of the system. 
In the integral cost case the extended attainable set is convex, compact, and 
varies continuously in time. This leads to an easy derivation of existence 
results, necessary and sufficient conditions for optimality and other properties 
(see, for instance, [2]). In our system the extended attainable set is generally 
neither convex nor compact and does not move continuously in time. We 
shall give examples and will find some properties that the system does 
have. 
The convexity of the attainable set in the integral cost case implies that 
the optimal cost as a function of the final state (in a fixed final time) is convex, 
lower semicontinuous and continuous in those final states which belong to 
the relative interior of the attainable set. We show in Section 6 that, if the 
maximum amplitude is the cost functional, then the optimal cost is 
still lower semicontinuous but that the other two properties do not 
hold. 
Already from this introduction it is clear that it is easier to deal with an 
integral cost than with a maximum amplitude cost. In Section 7 we shall 
see how the latter can be approximated by a cost functional in an integral 
form. 
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2. ASSUMPTIONS 
The function t + A(t) is assumed to be integrable on bounded intervals. 
We assume that +(t, U) and g(t, U) are Bore1 measurable in (t, zl), that +(t, U) 
is continuous in u and that g(t, U) is lower semicontinuous in u (i.e., if uK ---, u 
then lim inf g(t, ZP) > g(t, u)). Every set Q(t) is compact while the set-valued 
function t --f Q(t) has a Borel-measurable graph in E,+1 . This is equivalent 
to the condition (t: Q(t) n C # ,0> is Bore1 measurable for every compact C 
in E,, . Finally we assume that +(t, U) is integrably bounded on bounded 
intervals (i.e., there exists a function f(t) which is integrable on bounded 
intervals such that /I +(t, u)II <j(t) for u E Q(t)) and that g(t, U) is bounded 
on bounded intervals. 
3. AN EXISTENCE THEOREM 
An initial time t, and an initial state x(t,) = x,, are given. Also a finite 
final time T and a continuously moving target z(t) defined on [to, T] are 
given. A control function u = u(t) is admissible if u is measurable and 
u(t) E Q(t) for almost every t in the domain of definition of u. For a given 
control function u = u(t) defined on [t 0 , tr] there is a unique solution 
x(t, u) to the equation (*) with the initial condition ~(t, , u) = x0 , and this 
solution is defined on the whole interval [t ,, , ti]. This solution will be called 
the response to the control u. We also say that u steers x0 to x(t, u) in the 
time t. If x(t, u) = z(t) at a certain time t, we say that the response x(t, u) 
hits the target z(t). 
The optimization problem we consider is to find an admissible control 
function u defined on [t,, , ti] where t, < T, which steers x,, to z(tJ in t, 
and such that c(u) is the minimum among all the admissible controls whose 
responses hit the target. Such a control will be called an optimal control. 
THEOREM 3.1. If there is an admissible control whose response hits the 
target, then an optimal control exists. 
Proof. Suppose /3 is the infimum of the problem. This means that the 
target can be hit by using controls selected out of Qy(t) = (U E Q(t): g(t, a) < y> 
where y > /3. We will be able to show that the target can be hit by using 
selections from Q(t). Let {uK}~=i b e admissible controls which steer x,, to 
z(tK) in the time t, , and such that uK is a selector of D’ for y = p + l/K. 
Without loss of generality (tK} converges, say to t. We shall show below that 
(a) There exist admissible controls vK defined on [to, t,] such that 
each vK is a selector of QB and such that ]I UK(t) - v”(t)11 = min(// u”(t) - II I/: 
u E i-F(t)). 
(b) /j x(tK , v”) - x(tK , uK)]i + 0 when K -+ co. 
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This will then complete the proof. Statement (b) implies that 
,z(tK , vK) -+ z(t). Since Sza(t) is compact it follows that the attainable set K(s) 
associated with it (K(s) = { x: x,, can be steered to x in the time s}) is compact 
and moves continuously in time (see [2]). Since x(tK , v”) E K(t,J this implies 
that z(t) E K(t) and this will establish the existence of an optimal control. 
In order to prove (a) notice that Q@(t) is compact and has a measurable 
graph. The compactness follows from the lower semicontinuity of g and the 
measurability is implied by the measurability condition on g. Denote 
&(t) = min{ll u”(t) - u 11: II E kP(t)}. 
Then d*(t) is measurable, see [I, Theorem 2.31. This implies that 
s(t) = {u: 11 u - uK(t)ll < &(t)} has a measurable graph, and thus any 
selector of s(t) n P(t) can be the desired vK. Selectors are guaranteed since 
s(t) r\ Qfi(t) is not empty and has a measurable graph, see [I, Lemma 2.51. 
Condition (b) is implied now by the lower semicontinuity of g. Indeed 
for a fixed t the lower semicontinuity of g(t, ZJ) in u implies that d+(t) -+ 0 
when K-+ co. This implies that for a fixed t we have +(t, u”(t)) - &t, v”(t)) --f 0 
when K --P 00. The variation of parameters formula for x(t, , uK) and x(& , v”) 
will give (by application of the Lebesgue bounded convergence theorem) 
the desired estimation. 
Remarks. It is easily seen that our proof is valid with almost no changes 
for the case where the moving target is a compact set-valued function and 
where there is a compact set of possible initial states. Also the time of the 
hit can be limited to a compact subset of [to, 2’1. 
The finiteness of T is needed. Indeed let the system be 3i = u where x 
and u are scalars and let g(t, u) = u. Suppose we want to steer x,, = 0 to 
x1 = 1 and the contraints are 0 < u < 1. The optimal cost when t,, and T 
are given is obviously (T - t&l. If there is no bound on the period of time 
permitted for completing the steering, then no optimal control exists. 
The lower semicontinuity of g(r, u) in u is also needed for the existence. 
Indeed the system A = u with T = 2, to = 0, g(t, u) = u for u # 4 and 
g(t, 4) = 1, u E [0, I] has no optimal control steering the system from x0 = 0 
to x1 = 1. 
4. THE ESS SUP FOR OPTIMAL CONTROLS IS UNIFORMLY ESSENTIAL 
THEOREM 4.1. Let /3 be the optimal cost of steering x0 to the moving target 
z(t). (This means that if the response to the control u hits the target then 
ess supg(t, u(t)) > /3.) Then for every E > 0 there is a 6 > 0 such that, if u 
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steers x0 to the target, then g(t, u(t)) > /3 - E for a t-set of measure greater 
than or equal to 6. 
Proof Suppose that for a certain E > 0 the conclusion is false. Let 
L?,(t) = {u E Q(t): g(t, u) < /3 - G}. As before we know that the attainable 
set K(s) associated with Q,(t) is compact and moves continuously with time. 
We shall find vectors X, E K(t,J such that 1~ z(t,J - x, 1~ - 0. Then if t, ---)r t 
it follows that z(t) E K(t), which means that the target can be hit by using 
controls out of Q,(t), which contradicts the assumption that /I is the optimal 
cost. 
In order to find the sequence {xK} let {u”} be a sequence of controls, each 
of which steers x0 to z(tJ in time t and such that h({t: g(t, u”(t)) > /3 - c}) + 0 
when K -+ co. (X is Lebesgue measure on the time.) Let u be a fixed admissible 
control such that u(t) E Q(t) for almost every t. The set Q,(t) cannot be 
empty for a t-set of positive measure since A({t: g(t, u”(t)) > /3 - c}) ---f 0, 
and thus such a u exists. Define the control vK by 
o”(t) = v(t) if g(t, u”(t)) < p - E 
= u(t) otherwise. 
Notice that vK is defined on [to, tJ. Our assumptions on uK imply that 
// v”(t) - UK(t)\1 converges in measure to zero. Thus I/ $(t, v”(t)) - $(t, uK(t))lj 
converges in measure to zero, and again the Lebesgue bounded convergence 
theorem together with the variation of parameters formula will imply that 
if x, = x(tM , v”) then, since z(t,J = x(tK , uK), j] x, - z(t,Jj + 0. This com- 
pletes the proof. 
5. ON THE EXTENDED ATTAINBLE SET 
Recall that the attainable set K(t) of the system consists of all the vectors 
x(t, u) where u is an admissible control; i.e., K(t) consists of those vectors 
in En to which x0 can be steered by an admissible control defined in [to , t]. 
The extended attainable set K,(t) consists of all the vectors (x(t, u), c(u)) 
in -h where u is an admissible control; i.e., to each x(t, u) in K(t) we 
associate the cost c(u). (If u is not unique, then we associate several costs 
with the same vector.) Both sets K(t) and K,(t) are defined for t > t, . 
The geometry of the attainable set and the extended attainable set plays 
an important role in control theory (see for instance [2]). The attainable set 
of a linear system is convex and compact and moves continuously with 
time. If the cost functional is of the form j-2 h(t, u(t)) dt, then we can add 
to the system of equations (*) the equation ff,+.i = h(t, u) and get the extended 
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attainable set satisfying the same properties. The continuity and compactness 
of the attainable set give immediately the existence of optimal controls, and 
the convexity yields in an easy way necessary and sufficient conditions. We 
shall see now that K,(t), where the maximum amplitude is the cost func- 
tional, does not have the above nice properties. 
EXAMPLE 5.1. Let k = zc where x and u are scalars. Let x(O) = 0 be the 
initial state. Let Q(t) = [0, l] f or every t and g(t, u) = u. Then K,(t) is the 
noncompact set given by ((0,O)) u ((x, Y): t > x > 0, 1 2 r > x/t}. 
EXAMPLE 5.2. Let Q(t) = (0, 4, l} in the above example. Then K,(t) is 
the nonconvex set ((0,O)) U {(x, 4): t/2 > x > 0} U {(x, 1): t 3 x > 0}, see 
Figure I(a). 
EXAMPLE 5.3. Change Example 5.1 by letting Q(t) = [0, $1 for 0 < t < 4 
and Q(t) = [0, l] for 4 < t. Then t = 4 is a point of discontinuity for K,(t). 
A certain sort of continuity does exist for IQt). If t, 7 t and if (x, r) 
belongs to l&(t), then there exists a sequence (xK , rK) which converges to 
(x, r) and such that (x, , rJ E K,(t,). In order to see this suppose that 
(3, r> = @(t, 4, c(u)) f or a certain u. Let uK be the restriction of u to [t, , t,], 
Obviously c(uK) converges to c(u) and thus (x(tK , uK), c(u”)) converges to 
(x, r). If Q(t) and g(t, u are continuous in t and u, then the same conclusion ) 
holds even for t, L t. In this case we can extend u to the slightly greater 
interval [to , tJ with only a little change of c(u). Thus in the case of continuity 
of g and Q we conclude that K,(t) is lower semicontinuous. 
Upper semicontinuity of K,(t) d oes not hold. Indeed K,(t) is not even closed 
in general. What can be shown is that if t, 7 t and (xK , I,) ---f (x, r) where 
(XK > r,) E K,(t,) then (x, r) is in the closure of KJt). To see this notice that 
there is a control v defined on [to , t] with c(v) < Y. Now extend uK to [t, , t] 
by letting u”(s) = B(S) for t, < s < t. Obviously x(t, uK) and x(tK , u”) have 
the same limit, and thus (x(t, w), C(W)) converges to (x, r). Similar arguments 
will show that the same conclusion will hold in the case t, L t provided 
Q(t) and g(t, u) are continuous, and in this case we conclude the closure of 
K,(t) is upper semicontinuous. 
6. THE OPTIMAL COST AS A FUNCTION OF THE FINAL STATE 
Suppose we want to steer x0 to the vector z in the (fixed) time T. This is 
possible only if z belongs to K(T). The minimum cost is then given by 
min(r: (a, r) E K,(T)}, i.e., by the lower boundary of K,(T). 
If the cost functional is given in an integral form, then K,(T) is convex 
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and compact. This immediately implies that the optimal cost as a function 
of the final state (in a fixed final time) is a convex function, lower semi- 
continuous and continuous in the relative interior of K(T). (We shall give 
below an example of discontinuity at the boundary.) The situation is different 
when the maximum amplitude is the cost functional. Let us consider again 
Example 5.2, i.e., 3i = u where x and I( are scalars, p(t, u) = U, u G {0, 4, I}. 
For T = 1 we have K(1) = [0, 11. The optimal cost is 0 for x = 0, is 4 for 
0 < z < 4 and is 1 for $ < x < 1 (see the lower boundary of K,(l) in 
Fig. I(a)). The optimal cost is neither convex nor continuous in (0, 1) (= the 
I I- I 
(a) Cb) ICI 
FIGURE 1 
relative interior of K(1)). Th e 1 ower semicontinuity of the optimal cost still 
holds in this example and we shall see now that this is true in general. In fact, 
we shall show that the optimal cost is lower semicontinuous as a function 
of the moving target z(t), where we consider the target as a continuous 
function with the maximum norm. The proof will obviously include the case 
of a fixed final time. The related result for systems with integral cost follows 
easily from the “nice” properties of the extended attainable set. 
PROPOSITION 6.1. For a given moving target z = z(t) let h(z) be the 
optimal cost of steering x0 to the target z. Then h(z) is a lower semicontinuous 
function, where z is endowed with the maximum norm, i.e., ~1 z // = maxt 11 z(t)lj. 
Proof. The proof is nothing but a careful reproduction of the proof to 
the existence Theorem 3.1. Let zK converge to z and suppose h(z”) -+ p. 
We have to show that h(z) < /3. Let uK be a sequence of controls, defined 
on [to, t,] which are optimal with respect to zK, i.e., c(uK) = h(z”) and 
X(k 3 UK) = zK(tK). The control UK is a selection of CP(t) for y = h(z”). 
Without loss of generality t, --f t and then zK(t,J -+ z(t). We have seen in the 
proof of Theorem 3.1 that a selection of Qs(r) exists, say u, such that 
x(t, u) = z(t). This means that h(z) < 13, and the proof is completed. 
We shall give now an example where the optimal cost has a discontinuity 
in the final state even when the cost is in an integral form. Of course, this 
discontinuity can occur only at a boundary point of K(T). Let x E E, and 
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u E Es . Suppose that the system of equations is ff, = ur and 4 = ua . Let 
the cost functional be c(u) = J”: pa dt. Finally let Q(t) be the (fixed) set in Es 
consisting of the point (0, 0,O) and the disc ((ur , u2 , I): (ur - 1)2 + ua2 < I>. 
(The convex hull of the two parts can be taken as well.) The optimal cost of 
reaching z = 0 from the initial point x(0) = 0 in time T = 1 is zero, while 
reaching any of the points z = (OL, (1 - (a - 1)2)1/2) for 01 > 0 costs at 
least 1. 
7. THE APPROXIMATION OF THE COST FUNCTIONAL 
We shall approximate the cost functional C(U) = ess ~up~,~~~~,g(t, u(t))
by the cost functionals 
c,(u) = ( Jt: g(t, u(t))” dt)l”l. 
This approximation is motivated by the fact that the L, norm of a function 
is an approximation for the L, norm for 4 large enough. Thus for a fixed 
control u the cost c,(u) is a good approximation to c(u) for 4 large enough. 
We shall see that the approximation has a certain kind of uniformity, and 
will point out in what senses c, does not approximate c. Another goal achieved 
by this kind of approximation is that by applying a monotonic transformation 
on c, , namely by considering the qth power of it, we get the cost functional 
e&l> = flg(t, u(t))” dt. 
to 
The latter is in integral form and thus the extended attainable set associated 
with it has all the nice properties mentioned. In particular, we can apply 
the classical techniques and get easy necessary and sufficient conditions for 
optimality. Also the optimal cost is much more easily computed in this case 
and in the remark below we note how to use it. 
Figure I gives the extended attainable sets for Example 5.2. Here ti = Y 
are scalars, g(t, u) = U, u E (0, g, I} and x(0) = 0. The extended attainable 
set for time 1 and the cost functional c is given in (a), while (b) and (c) give 
the extended attainable sets for c, and ea , respectively. 
Examination of this example shows that C~ is not a uniform approximation 
to c as a functional on the space of controls. Indeed c takes on only three 
values while the range of cQ is convex. Furthermore, even if only an approxi- 
mation of optimal values is desired, it is not uniform with respect to the 
attainable set. We see in the example that the optimal cost related to co is 
continuous while that related to c is not. What we have here, and will prove 
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in general, is that the optimal cost related to cp is a good approximation to 
the optimal cost related to c for a fixed final state (or a fixed moving target). 
THEOREM 7.1. Let z = z(t) be a fixed moving target. The optimal cost of 
steering x,, to the target with cq as a cost functional converges to the optimal cost 
when c is the cost functional. 
Proof. Let /? be the optimal cost related to c. Let E > 0. Theorem 4.1 
gives a S > 0 such that, if u steers x,, to the target, then g(t, u(t)) 2 /3 - E 
for a t-set of measure greater than 6. Then co(u) >, (S(/3 - ~)*)~/a and the 
right side tends to /3 - E when q + co. Since this is uniform in u, we have 
lim, inf cp(u) > jI uniformly with u, and this proves that the lim inf of the 
optimal costs related to cp is greater than or equal to j3. For the reversed 
inequality let u be an optimal cost related to c. Then C&U) + c(u) which 
proves that the lim sup of the optimal costs related to cp is less than or equal 
to fi. This completes the proof. 
Remark. The approximation of c by cq cannot be directly used to find 
optimal or almost optimal controls. That the optimal cost related to c9 is 
near the optimal cost related to c does not mean that a control which is 
optimal related to c, is almost optimal related to c. We can use the approxi- 
mation in order to find optimal controls as following. Once we know the 
optimal cost, say /3, then every control u which is a selection of 
Q@(t) = (U E Q(t): g(t, U) < /3} and which steers x0 to z(t) is optimal. Every 
control which is a selection of &P(t) is almost optimal where the “almost” 
is measured by y - /3. Thus we can use cQ in order to compute /3 (or to get 
near /3) and then the solution of the boundary value problem x(t, , u) = x,, , 
x(t, u) = z(t) where the restraints on u will be C’(t), will give an optimal 
control. 
REFERENCES 
1. M. Q. JACOBS, Measurable multivalued mappings and Lusin’s theorem, Trans. 
Amer. Math. Sot. 134 (1968), 471-481. 
2. E. B. LEE AND L. MARKUS, “Foundation of Optimal Control Theory,” Wiley, New 
York, 1967. 
3. L. W. NEUSTADT, Minimum effort control systems, SIAM 1. ControI 1 (1962). 
16-31. 
4. W. A. PORTER AM) J. P. WILLIAMS, Extensions of the minimum effort control 
problem, /. Math. Anal. Appl. 13 (1966), 536-549. 
5. J. M. SWINGER, Application of the theory of minimum-normed operators to 
optimum-control-system problems, in “Advances in Control Systems” (C. T. 
Leondes, Ed.), Academic Press, New York, 1966. 
409/50/a-9 
