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vRe´sume´
La Recherche par Coordonne´es (CS), la Recherche par Motifs Ge´ne´ralise´e (GPS) et la
Recherche Directe sur Treillis Adaptatif (MADS) sont des exemples d’algorithmes robustes
en optimisation non line´aire et non lisse. Afin d’ame´liorer la solution courante, ces me´thodes
utilisent des directions d’exploration qui affectent soit une seule variable a` la fois (CS),
soit plusieurs variables a` la fois (GPS et MADS). Nous nous proposons ici de formaliser et
ge´ne´raliser ces approches, a` travers le concept de “groupes” de variables : chaque groupe,
ge´re´ par l’algorithme de manie`re e´volutive, ge´ne`re des points d’essai en ne modifiant
que les variables le concernant. Cela permet la construction d’un voisinage particulier
potentiellement fructueux : dans le cas de variables de positionnement par exemple, cela
permet de de´placer des objets ou des collections d’objets de manie`re individuelle. On
utilise pour cette e´tude le logiciel NOMAD de´veloppe´ par Le Digabel (2009), qui est une
imple´mentation e´crite en C++ des tout derniers algorithmes de ce type, a` savoir BIMADS
et ORTHOMADS, respectivement introduits par Audet et al. (2008d) et Abramson et al.
(2009b). Ces me´thodes sont conc¸ues pour l’optimisation de boıˆtes noires : les e´valuations
des fonctions relatives aux objectifs et contraintes sont le re´sultat d’un processus opaque,
typiquement un code informatique. Par conse´quent, ces fonctions peuvent eˆtre non lisses,
non line´aires, non convexes ou discontinues, avec possiblement des domaines de de´finition
tre`s fragmente´s.
Nous souhaitons e´galement nous atteler a` la re´solution de proble´matiques concre`tes lie´es
a` ce type d’optimisation : nous traiterons en particulier le cas d’un proble`me de localisation
de balises a` rayonnement gamma, sur des cartes en deux dimensions a` domaines re´alisables
tre`s fragmente´s. Ce projet, mene´ en collaboration avec l’Institut de recherche d’HYDRO-
QUE´BEC (IREQ), vise a` ame´liorer la pre´cision de l’estimation du manteau neigeux et de
l’e´quivalent Eau-Neige, afin de ge´rer les pre´visions hydriques tout au long de l’anne´e, et
plus particulie`rement aux moments critiques tels que la fonte des neiges printanie`re.
vi
Abstract
Coordinate Search (CS), Generalized Pattern Search (GPS) and Mesh Adaptive Direct
Search (MADS) are examples of robust algorithms for nonsmooth nonlinear optimization.
To improve the current solution, these methods use exploratory directions that affect either
a single variable at a time (CS), or several variables at once (GPS and MADS). We will
formalize and generalize these approaches, through the concept of “groups” of variables :
each group, managed by the algorithm dynamically, generates trial points by only changing
the variables concerning them. This allows the construction of a particular and potentially
fruitful neighborhood : for example, in the case of positioning variables, the algorithm can
move objects or collections of objects sequentially. We use for this research the software
NOMAD developed by Le Digabel (2009), which is an C++ implementation of the very
latest MADS algorithms, namely BIMADS and ORTHOMADS, respectively introduced
by Audet et al. (2008d) and Abramson et al. (2009b). These methods are designed for
blackbox optimization : the evaluations of the objective and constraint functions are the
result of an opaque process, typically a computer code. Therefore, these functions may
be nonsmooth, non-linear, non-convex or discontinuous, with possibly highly fragmented
domains.
We aim to solve practical issues linked to this type of optimization : we will focus
on the case of a gamma-monitoring beacons location problem, on two-dimensional maps
with very fragmented domains. This project, in collaboration with the Research Institute
of HYDRO-QUEBEC (IREQ), aims to improve the snowpack estimate accuracy in order to
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1Chapitre 1
INTRODUCTION
L’art de l’optimisation d’un syste`me re´side dans la de´termination, en termes de pa-
rame`tres, du compromis ide´al, au vu de contraintes et de crite`res e´tablis. En inge´nierie,
bien souvent, le proble`me est complexe : les fonctions utilise´es pour le mode´liser ne
ve´rifient pas d’hypothe`ses de line´arite´, de de´rivabilite´ ou meˆme de continuite´, et meˆme si les
de´rive´es existent, celles-ci sont difficiles a` approximer avec pre´cision. En fait, tel qu’indique´
par Stephens et Baritompa (1998), il n’existe, sauf cas particuliers 1, aucun algorithme
assurant la convergence vers un optimum global. Et quand bien meˆme on parviendrait a`
atteindre ce dernier, prouver qu’il est effectivement global est en ge´ne´ral un de´fi non trivial
et consommateur en ressources.
De fait, il est ne´cessaire de diviser notre examen en deux e´tapes e´troitement lie´es : la
recherche locale, qui consiste a` chercher, a` partir d’une solution re´alisable, un optimum
local aux alentours de celle-ci, et la recherche globale, qui consiste essentiellement a`
effectuer un bilan des re´sultats des recherches locales et a` en relancer sur diverses parties du
domaine re´alisable, de fac¸on a` ne ne´gliger aucun des espaces de solutions potentiellement
fructueux. Parmi les classes de me´thodes efficaces n’utilisant pas de de´rive´es, on retrouve
notamment la recherche directe sur treillis adaptatifs. Celle-ci, nomme´e MADS pour “Mesh
Adaptive Direct Search”, est conc¸ue pour re´soudre les proble`mes d’optimisation non lisse
difficiles dits en boıˆtes noires. Ces algorithmes visitent le voisinage d’une solution candidate
(avec l’espoir de l’ame´liorer) graˆce a` des directions d’exploration e´volutives. Ces dernie`res,
jusqu’a` pre´sent, reposent sur des crite`res inde´pendants du proble`me traite´.
Cependant, certains proble`mes comportent une structure telle que certaines variables
sont lie´es entre elles a priori. Ceci arrive par exemple lorsqu’un sous-ensemble des variables
1Dans le cas d’un programme convexe, par exemple, tout optimum local est global, ce qui facilite les
choses.
2repre´sente les coordonne´es d’un objet re´el. Ce genre de cas est fre´quent, puisqu’il englobe
au moins tous les proble`mes de localisation. S’il est e´vident que le mode´lisateur sait a` quels
parame`tres correspondent chaque objet, on n’exploite cependant pas ou peu le lien qui
unit ces variables descriptives. Il peut eˆtre inte´ressant, comme nous le verrons, de modifier
certains objets ou groupes d’objets se´quentiellement.
Toutefois, il arrive tre`s souvent qu’on ne posse`de aucune information a priori sur la
structure du proble`me, et on ne connaıˆt donc pas a` l’avance quelles sont les variables
possiblement lie´es. Il existe des me´thodes d’analyse de sensibilite´ destine´e a` de´terminer s’il
existe des groupes de variables ayant certaines affinite´s ou corre´lations.
Nous avons pour objectif de de´terminer des me´thodes de recherche directe qui “ajustent”
le voisinage explore´ en fonction non seulement du proble`me traite´ mais e´galement du
de´roulement de l’algorithme. La solution que nous proposons est de ne modifier qu’un
sous-ensemble de variables a` la fois, en adaptant les directions de recherche. La principale
taˆche consiste a` choisir de fac¸on pertinente les sous-ensembles ou groupes de variables a`
de´placer individuellement.
Nous allons nous inte´resser, dans ce me´moire, a` la de´termination et a` l’exploitation
des liens existants entre les groupes de variables, notamment dans le cas ou` ces dernie`res
ont une structure de positionnement. En bref, il s’agit de l’e´tude de la gestion des groupes
de variables dans le cadre de la recherche directe. Nous allons tout d’abord commencer
par formuler le proble`me et les hypothe`ses, puis nous entamerons un tour d’horizon des
algorithmes conc¸us pour l’optimisation de boıˆtes noires.
1.1 L’optimisation de boıˆtes noires
On conside`re ici l’optimisation de boıˆtes noires dans un contexte ge´ne´ral. Dans cette
approche, l’optimiseur se place exte´rieurement au proble`me, comme s’il “enfermait” ce
dernier dans une boıˆte noire. Ceci est utile par exemple lorsque le fonctionnement interne du
syste`me est soit inaccessible, soit de´libe´re´ment omis. Le caracte`re inaccessible est fre´quent
en inge´nierie, par exemple pour des raisons physiques (codes informatiques opaques,
processus complexes) ou commerciales (secret technologique, proprie´te´ industrielle). On
s’emploie essentiellement a` varier les entre´es et analyser les sorties de fac¸on a` identifier le
3plus rapidement possible les parame`tres d’entre´e qui produisent les meilleures sorties.





ou` Ω = {x ∈ X : cj(x) ≤ 0, j ∈ J} ⊂ Rn, f, cj : X → R ∪ {∞} pour tout j ∈ J =
{1, 2, . . . ,m}, et X est un sous-ensemble de Rn.
La minimisation n’est pas restrictive, dans la mesure ou` minimiser la fonction objectif
f revient a` maximiser g = −f . Dans notre contexte, les e´valuations de f et des fonctions
de contraintes cj sont habituellement le re´sultat d’un code informatique opaque, dit boıˆte
noire. Le domaine de de´finition de f , note´ Ω, est de´fini au travers de l’ensemble X et des
fonctions cj , ce qui nous permet de distinguer :
1. Les contraintes non relaxables de´finissentX et ne peuvent eˆtre viole´es par aucun point
d’essai. Par exemple, une valeur boole´enne indique si la simulation peut s’exe´cuter.
2. Les contraintes relaxables cj(x) ≤ 0 peuvent eˆtre viole´es, et la simulation sera
exe´cute´e, mais cj(x) fournit une mesure de la violation.
3. Les contraintes cache´es sont un terme pratique pour de´finir l’ensemble des points
dans la re´gion re´alisable pour les contraintes non relaxables a` laquelle la boıˆte noire
e´choue a` renvoyer une valeur pour l’une des fonctions du proble`me. Un exemple
typique est lorsque la simulation e´choue inopine´ment.
Ces contraintes, comme nous allons le voir au chapitre 4, peuvent eˆtre ge´re´es de manie`re
spe´cifique. Enfin, pour des raisons explicite´es ci-apre`s, les de´rive´es des fonctions f et cj
sont indisponibles et difficiles a` approximer avec une pre´cision suffisante.
1.1.1 Hypothe`ses
Pour caracte´riser ces boıˆtes noires, on se place dans le cas ge´ne´ral du proble`me de
conception issu de l’inge´nierie.
4Premie`rement, les fonctions de´finissant le proble`me sont en ge´ne´ral le produit de codes
informatiques, qui peuvent renvoyer des valeurs binaires (tests boole´ens), contenir des
conditions (if , else , or , . . .) ou encore des sauts (goto ). De plus, l’acquisition et/ou le
calcul des valeurs des fonctions peuvent introduire un certain bruit et des perturbations, qui
empeˆchent l’utilisation de de´rive´es ou d’approximations de de´rive´es. Troisie`mement, dans
les cas concrets ou` le mode`le n’est pas abusivement simplifie´, les fonctions sont en ge´ne´ral
couˆteuses a` e´valuer, et les re´ponses peuvent reque´rir de quelques secondes a` plusieurs jours
d’attente. Finalement, les e´valuations des fonctions peuvent e´chouer inopine´ment meˆme
pour x ∈ Ω et seules quelques valeurs correctes sont assure´es.
Ces conside´rations nous me`nent aux hypothe`ses suivantes :
1. f, cj peuvent eˆtre non lisses, non line´aires, non convexes et discontinues.
2. Le domaine X peut eˆtre irre´gulier, non convexe et fragmente´.
3. L’approximation pre´cise des de´rive´es est proble´matique.
4. L’e´valuation des fonctions peut e´chouer meˆme pour x ∈ Ω.
5. Les fonctions sont couˆteuses a` e´valuer.
Tout d’abord, nous allons introduire les principaux concepts employe´s dans la suite du
me´moire. Il s’agit ici de donner au lecteur un avant-gouˆt du principe de la recherche par
motifs.
1.1.2 Concepts-cle´s en Recherche Directe
Les algorithmes de recherche directe par motifs s’articulent a` notre sens autour de quatre
notions fondamentales et intimement lie´es qu’il convient d’introduire : les bases positives,
le treillis, l’e´tape de sonde, et l’e´tape de recherche. De plus, dans le contexte ge´ne´ral de
l’optimisation de boıˆtes noires, il nous semble pertinent d’ajouter a` la liste pre´ce´dente le
tre`s utile concept de fonction substitut.
Base positive Une base positive est une famille de vecteurs engendrant l’espace Rn
par des combinaisons line´aires positives, telle qu’aucun sous-ensemble propre n’a cette
proprie´te´. Ces bases servent a` ge´ne´rer les directions d’exploration du point courant. Il est
5le´gitime de se poser la question : pourquoi introduire un tel concept alors que la notion de
base est univoque en alge`bre line´aire ? La re´ponse est un peu technique : leur importance
vient du fait qu’elles contiennent au moins un e´le´ment dans tout demi-espace ouvert. De fait,
les algorithmes d’optimisation qui les utilisent sont assure´s de posse´der toujours au moins
une direction de descente parmi leurs possibilite´s (voir Figure 1.1), ce qui permet de re´aliser
une analyse de convergence the´orique hie´rarchique de´pendant du degre´ de re´gularite´ de la
fonction. Rappelons enfin que l’exploitation de cette notion en analyse de convergence a e´te´
faite a posteriori, et qu’il ne s’agit donc pas d’un compromis entre the´orie et performance
pratique, mais bien d’une justification pertinente de l’efficacite´ de tels algorithmes sur les
proble`mes d’inge´nierie re´els.
FIGURE 1.1 Exemples bidimensionnels de bases positives : 1 est une base mais non une
base positive, tandis que 2 et 3 le sont. Enfin, 4 et 5 ne le sont pas, car l’un n’engendre pas
positivement R2, et l’autre n’est pas minimal.
Treillis Le treillis est une grille de points quadrillant un espace Rn. Il s’agit d’un sous-
ensemble discret de Rn, dont la finesse (i.e. la distance entre deux points) a` l’ite´ration
k de´pend du parame`tre de taille du treillis. Pour assurer la cohe´rence de l’analyse de
convergence, tous les points e´value´s doivent impe´rativement appartenir au treillis. Celui-ci
se ramifie lorsque l’algorithme e´choue a` trouver des points meilleurs que le candidat actuel,
et croıˆt ou stagne dans le cas contraire. Ainsi, en conside´rant un crite`re d’arreˆt base´ sur
la taille du treillis, l’algorithme converge (sous certaines conditions que nous pre´ciserons
6ulte´rieurement) vers un point satisfaisant des conditions d’optimalite´ de premier ordre.
E´tape de sonde (Poll step) C’est de cette e´tape, reposant sur des re`gles strictes et aboutis-
sant en cas d’e´chec a` une diminution de la taille du treillis, que de´coulent les proprie´te´s
de convergence hie´rarchiques. Soit une base positive de Rn pre´de´finie. A` chaque ite´ration,
nous construisons avec les vecteurs de cette base, au prix e´ventuellement de transformations
plus ou moins complexes, une nouvelle famille constituant les directions de sonde. Le
voisinage de sonde est alors compose´ de points sur le treillis avoisinant l’ite´re´ courant dans
les directions de sonde. C’est-a`-dire que nous ge´ne´rons un nombre fini de points d’essai
autour de notre candidat courant avec pour objectif d’en trouver un diminuant la valeur
de la fonction objectif. En cas de succe`s, cette solution remplace le candidat courant et la
taille du treillis est augmente´e ou conserve´e. Dans le cas contraire, on raffine le treillis, et
le candidat solution actuel est dit “optimimum local du treillis”.
Bref, la base positive de´finit la direction de sonde et les parame`tres du treillis de´finissent
la norme du vecteur, de fac¸on a` former les points candidats voisins qui vont eˆtre teste´s lors
de l’e´tape de sonde.
E´tape de recherche (Search step) Dans l’e´tape de recherche, la fonction objectif est
e´value´e en un nombre fini de points sur le treillis courant, avec l’objectif d’obtenir un
candidat ame´liorant la meilleure valeur objectif courante. Si un tel point est trouve´, il
peut imme´diatement remplacer le centre de sonde actuel. Cette e´tape, libre de re`gles
pourvu qu’elle soit d’une dure´e finie, est ge´ne´ralement d’une grande importance au sein du
processus d’optimisation.
En effet, si l’e´tape de sonde garantit en the´orie des proprie´te´s de convergence fortes, il
est important, en pratique, d’effectuer une e´tape de recherche pertinente et efficace, afin de
garantir d’une part une convergence rapide et d’autre part, une possible e´vasion des optima
locaux dans laquelle la sonde pourrait eˆtre pie´ge´e du fait de sa porte´e re´duite.
Ainsi, lorsque le de´tenteur du proble`me d’optimisation connaıˆt a priori une strate´gie
permettant de guider l’algorithme vers les re´gions fructueuses (e.g., ou` les minima locaux
sont de bonne qualite´), il est inte´ressant de l’inclure au sein de MADS.
7Fonction substitut Les proble`mes que nous de´sirons traiter comprennent des fonctions
couˆteuses a` e´valuer. Or, la convergence des algorithmes de recherche directe est ge´ne´-
ralement lente, du fait pre´cise´ment de l’indisponibilite´ des de´rive´es (qui empeˆche toute
approximation locale par de´veloppement de Taylor). Nous pouvons alors introduire l’emploi
de fonctions subsituts, servant a` choisir soigneusement les candidats a` e´valuer a` moindre
couˆt, avec l’espoir de diminuer significativement le nombre d’e´valuations ne´cessaire a`
l’obtention d’une bonne solution.
La fonction substitut n’a pas besoin d’eˆtre une excellente approximation de la fonction
originale. Elle doit simplement posse´der une structure relativement semblable, de`s lors que
son utilisation se base sur l’hypothe`se implicite qu’un optimum local pour le surrogate
doit eˆtre e´galement une solution de qualite´ pour le proble`me original. On de´cline deux
sortes de substituts, a` savoir les mode`les non adaptatifs (non recalibre´s) et les mode`les
adaptatifs (recalibre´s en fonction des valeurs des fonctions originales obtenues au fur et a`
mesure du de´roulement de l’algorithme), qui posse`dent chacun leurs propres avantages. Les
mode`les fixes, non e´volutifs, sont ge´ne´ralement plus simples a` mettre en place lorsqu’on
dispose d’information sur la boıˆte noire et requie`rent moins de temps de calcul. L’approche
adaptative, plus sophistique´e, permet de corriger les substituts de mauvaise qualite´, ce qui
peut parfois eˆtre salutaire.
Nous allons voir, dans ce me´moire, que l’emploi de fonctions substitut est souvent
ne´cessaire (par exemple losque la boıˆte originale est inaccessible), et qu’elle peut permettre
l’obtention d’une solution de qualite´ tout en re´alisant une e´conomie substantielle en termes
d’e´valuations.
1.2 Objectifs
Nous cherchons a` couvrir les proble`mes avec groupes de variables, incluant ceux de
localisation, qui ont les caracte´ristiques suivantes :
1. Dimension relativement faible (n ≤ 100).
2. E´valuations des fonctions via des boıˆtes noires (voir hypothe`ses a` la section 1.1.1).
3. Sous-domaines de de´finition pour les groupes :
8– 2D : de “non fragmente´” a` “tre`s fragmente´”.
– 3D et supe´rieur : “non fragmente´”.
Pour situer le lecteur parmi les acronymes, nous utilisons dans notre cas un algorithme
de la classe MADS (Mesh Adpative Direct Search pour Recherche Directe sur Treillis
Adaptatif ), qui est une extension de GPS (Generalized Pattern Search pour Recherche
par Motifs Ge´ne´ralise´e), qui est lui-meˆme une ge´ne´ralisation de CS (Coordinate Search
pour Recherche par Coordonne´es). MADS posse`de des proprie´te´s de convergence hie´rar-
chique fortes, reposant sur le calcul non lisse de Clarke (1983), qui seront explicite´es a` la
section 4.2.3.
1.2.1 Motivations
La version de l’algorithme MADS que nous de´veloppons a pour objectif de re´soudre des
proble`mes d’optimisation d’une forme en ade´quation avec les hypothe`ses pre´ce´dentes. La
flexibilite´ de cette approche “boıˆte noire” nous permet l’adoption d’une de´marche ge´ne´rale
de re´solution, fonctionnant aussi bien sur des domaines fragmente´s que re´guliers. Plus
pre´cise´ment, nous traitons dans ce me´moire le cas ge´ne´ral des groupes de variables (a` la
section 4) et nous e´tudions un proble`me de localisation particulier, puisque les variables de
position sont incluses dans le cadre plus ge´ne´ral des groupes de variables. Dans beaucoup
de cas concrets ou` les fonctions d’e´valuation sont couˆteuses, les me´thodes MADS sont
extreˆmement efficaces lorsqu’utilise´es avec des fonctions substitut. Bien suˆr, cela requiert
une fonction substitut approprie´e mode´lisant le comportement de la boıˆte noire originale,
sans quoi nous pourrions introduire un biais inde´sirable.
Les proble`mes de localisation
Il existe de nombreux cas ou` les variables repre´sentent les positions d’objets concrets
dans l’espace a` deux ou trois dimensions. Renouer avec ce caracte`re concret en ne de´plac¸ant
non pas des ensembles de variables de fac¸on ale´atoire, mais des objets de fac¸on se´quentielle
et intelligente, permet en ge´ne´ral un meilleur re´sultat. Dans l’exemple de la localisation
9des GMON pour l’estimation du manteau neigeux (de´crit a` la section 3), l’utilisation de
fonctions substitut nous permet a` la fois d’acce´le´rer la recherche d’optima et d’e´viter les
nombreux calculs de modules de krigeage, qui sont couˆteux en temps et en ressources
humaines.
Les proble`mes avec variables pre´dominantes
Dans de nombreux proble`mes, certaines variables (ou certains groupes de variables)
ont une influence pre´ponde´rante sur le syste`me. Si ce dernier est parame´tre´ par un grand
nombre de facteurs, l’identification des variables principales permet la gestion d’une pre´-
optimisation salutaire en termes d’e´valuations. Cela repose sur une analyse de sensibilite´
au fur et a` mesure du de´roulement de l’algorithme, qui oriente ses recherches de fac¸on
a` acce´le´rer la convergence. Souvent, le proprie´taire de la boıˆte noire posse`de une ide´e
ge´ne´rale, si ce n’est meˆme parfois pre´cise, des facteurs influents, ce qui, dans notre cas,
facilite la de´marche de l’optimiseur et appuie l’inte´reˆt d’un tel travail.
En s’appuyant sur le travail qui a de´ja` e´te´ accompli dans le domaine, on souhaite pro-
longer et renforcer l’e´tude des algorithmes de la classe MADS dans le cas des groupements
de variables, tout en s’assurant que les proprie´te´s fondamentales de convergence hie´rarchi-
que sont conserve´es. Nous pre´cisons ici les objectifs, qui nous permettront de re´aliser une
revue de la litte´rature pertinente en identifiant les proble`mes similaires a` ceux e´tudie´s.
1.2.2 Plan
L’accomplissement de l’objectif principal passe par la re´alisation de plusieurs e´tapes.
Tout d’abord, nous allons effectuer une revue de la litte´rature pour les proble`mes de
localisation de type boıˆte noire, i.e., en optimisation non lisse et non line´aire, avec une
pre´sentation informelle de MADS, ORTHOMADS (la toute dernie`re instanciation de MADS),
ainsi que NOMAD (l’imple´mentation logicielle utilise´e). Ensuite, nous de´crirons de manie`re
pre´liminaire le proble`me de localisation de l’IREQ qui a motive´ ce travail afin d’en saisir la
logique. A` la section 4, nous formaliserons et ge´ne´raliserons le proble`me the´oriquement,
en pre´sentant notamment plus en de´tail l’algorithme MADS ainsi que l’extension de son
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analyse de convergence, puis nous verrons quelles sont les modifications a` apporter pour
conserver les proprie´te´s de convergence hie´rarchiques.
Finalement, nous en viendrons a` la pratique a` la section 5. Une imple´mentation algorith-
mique et des tests empiriques mene´s sur une “boıˆte noire” substitut a` celle de l’IREQ, servira
alors a` obtenir d’une part un ensemble de re´sultats nume´riques pre´liminaires constituant
un premier banc d’essai, et d’autres part des directions de travail pour la cre´ation d’outils,
de fonctions et de parame´trisations adapte´s a` la gestion des groupes de variables. On fera
ensuite une synthe`se pour les directions fructueuses qui permettront ensuite a` NOMAD
d’eˆtre plus efficace sur le le proble`me concret de positionnement des balises gamma pour
l’IREQ a` la section 3, afin d’obtenir un excellent compromis entre qualite´ de solution (au
vu des crite`res qui seront de´finis) et nombre d’e´valuations de boıˆte noire.





Nous cherchons ici a` identifier, de fac¸on non exhaustive, des proble`mes similaires traite´s
dans des travaux ante´rieurs, afin de dresser un bilan des directions et ide´es teste´es jusqu’ici,
de saisir les fondements de nos motivations et d’exhiber les (nombreuses) applications
possibles de ce travail. Nous allons tout d’abord pre´senter quelques algorithmes d’optimisa-
tion sans de´rive´es, en insistant un peu plus particulie`rement sur ceux qui nous concernent
(MADS et son instanciation ORTHOMADS), en mentionnant notamment les principaux
re´sultats d’analyse de convergence. Ensuite, nous nous concentrerons sur les travaux et
me´thodes traitant des groupes de variables.
2.1 Les algorithmes de recherche directe pour boıˆte noire
Une importante caracte´ristique commune aux algorithmes de recherche directe re´side
dans leur capacite´ a` traiter uniquement avec les valeurs nume´riques des fonctions, sans
avoir recours au calcul ou meˆme a` l’estimation des de´rive´es. Ces algorithmes, a` partir
d’une solution initiale, se de´placent ite´rativement vers une (meilleure) solution voisine,
graˆce a` diffe´rentes directions d’exploration, e´ventuellement variables et base´es sur des
transformations ge´ome´triques. Bien suˆr, cela sous-entend que la notion de voisinage a un
sens pour le proble`me conside´re´, et qu’on est capable de de´finir explicitement au moins
une solution voisine pour un candidat donne´.
2.1.1 Re´trospective en recherche directe
On pourra noter tout d’abord, a` titre d’exemples de premie`res me´thodes efficaces, la
me´thode e´volutionnaire de Box (1957), l’algorithme original de recherche par motifs de
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Hooke et Jeeves (1961), la me´thode de Spendley et al. (1962) (inspire´e de Box) introduisant
l’utilisation de simplexes en recherche directe, la me´thode base´e sur les directions con-
jugue´es de Powell (1964) et enfin le fameux algorithme de Nelder et Mead (1965) base´ sur
des transformations simpliciales. GPS, de´veloppe´ par Torczon (1997), MADS introduit par
Audet et Dennis, J. E., Jr. (2006a), DIRECT issu de Jones et al. (1993) et DFO cre´e´ par
Conn et al. (1998) sont des exemples d’algorithmes re´cents.
Ces me´thodes ne fonctionnent en ge´ne´ral qu’en faible dimension (bien que certains
de´veloppements re´cents, comme l’algorithme PSDMADS de Audet et al. (2008b), permet-
tent de ge´rer jusqu’a` plusieurs centaines de variables), et partagent sensiblement les meˆmes
avantages et inconve´nients. Ils sont commune´ment reconnus pour leur robustesse, leur
(relative) simplicite´ de mise en oeuvre, ainsi que leur efficacite´ sur un grand nombre de
proble`mes “de terrain” en inge´nierie. Toutefois, de`s lors qu’on traite avec des structures
connues exploitables, telles que celles line´aires, convexes, diffe´rentiables ou lisses, de
telles me´thodes sont (sauf exceptions) lentes et inaproprie´es. Il sera alors e´videmment
pre´fe´rable d’utiliser des algorithmes plus spe´cialise´es, comme les me´thodes du Simplexe
(programmation line´aire), de Branch-and-Cut (line´aire en nombres entiers), de Newton ou
encore celle de Broyden-Fletcher-Goldfarb-Shanno dite BFGS (non line´aire diffe´rentiable).
Enfin, a` l’origine base´s sur la pratique, les algorithmes de recherche directe ne disposaient
pas, avant 2002, d’analyse de convergence compatible avec les proble`mes traite´s. Cette
lacune tend depuis a` eˆtre comble´e graˆce (entre autres) au de´veloppement de la the´orie du
calcul non lisse. Citons quelques exemples de me´thodes notables.
L’agorithme DFO est base´ sur une me´thode de re´gion de confiance. Le lecteur inte´resse´
pourra se reporter a` sa description aux articles Conn et al. (1997a), Conn et al. (1997b) et
pourra trouver quelques exemples d’applications pratiques dans l’article Conn et al. (1998).
L’algorithme DIRECT est une me´thode d’e´chantillonnage de´terministe pour l’opti-
misation avec contraintes de bornes, base´e sur la division ge´ome´trique de l’espace en
rectangles (ge´ne´ralise´s a` des hyper-rectangles en dimension n), renforce´e par une analyse
de convergence dans Finkel et Kelley (2004).
L’algorithme Nelder-Mead progresse graˆce a` des ope´rations simpliciales telles que les
re´flexions, en se de´plac¸ant dans la direction oppose´e au point ayant la pire valeur. Il trouve
de nombreux exemples d’applications en inge´nierie et microtechnologie, tel qu’indique´
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dans Dennis, J. E., Jr. et Woods (1987). Bien qu’il ait e´te´ montre´ des faiblesses en matie`re
de convergence dans McKinnon (1998), des preuves pour le cas en faible dimension,
telles que celle de Lagarias et al. (1998) et des variantes renforce´es dans divers domaines
de la conception d’inge´nierie ont vu le jour, parmi lesquelles Kelley (1999), Price et al.
(2002), Nazareth et Tseng (2002) ou encore Luersen (2004).
Les algorithmes de type MADS, qui sont une ge´ne´ralisation de GPS, utilisent quant a`
eux la notion de base positive, ainsi que celles de treillis adaptatifs quadrillant l’espace de
recherche.
Nous pouvons en fait cate´goriser ces diffe´rentes approches issues de la recherche
directe en deux familles. La premie`re regroupe les me´thodes tentant de baˆtir un mode`le de
la fonction a` optimiser, ce qui est souvent effectue´ par approximation polynoˆmiale a` partir
de points obtenus graˆce a` un e´chantillonnage. On retrouve dans cette cate´gorie l’algorithme
DFO, ainsi que les algorithmes qui tentent d’approximer le gradient de f pour de´terminer
les zones prometteuses a` explorer.
La seconde famille contient les algorithmes qui ne tentent pas directement d’approximer
de gradients ou de construire de mode`les de f , qui comptent (entre autres) les me´thodes
base´es sur la ge´ome´trie du simplexe (Nelder-Mead et variantes), celles reposant sur un
e´chantillonnage se´quentiel de l’espace (DIRECT et variantes), et finalement les me´thodes
de recherche par motifs ge´ne´ralise´e (GPS et variantes). Nous allons nous inte´resser par la
suite a` cette dernie`re cate´gorie, dont les algorithmes MADS, pre´sente´s a` la section 4.2, font
partie.
Notons pour finir qu’il existe un grand nombre d’applications pratiques destine´es aux
algorithmes de recherche directe, tel que mentionne´ dans Conn et al. (2009), en physique,
inge´nierie (conception me´canique, optimisation des proce´de´s), chimie (ge´ome´trie mole´cu-
laire, pollution de l’air), e´lectronique (nanotechnologie, conception de circuit), ou encore
en e´conomie (tarification dynamique). Tel que montre´ dans Audet et Orban (2006), il est
meˆme possible d’optimiser les parame`tres algorithmiques propres aux algorithmes destine´s
a` re´soudre un proble`me d’optimisaton !
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2.1.2 De GPS a` MADS
Les algorithmes GPS ont e´te´ de´finis par Torczon (1997), puis renforce´s par une analyse
dans Lewis et Torczon (1999) et Lewis et Torczon (2000) respectivement pour l’optimisa-
tion sous contraintes de bornes et sous contraintes line´aires. A` l’origine, ces algorithmes
puisaient leurs directions de recherche dans des ensembles pre´de´finis, et posse´daient a` ce
titre un nombre restreint de de´placements possibles, ce qui constituait un inconve´nient
majeur au niveau de l’analyse de convergence the´orique. Ce cadre a e´te´ plus tard unifie´e
par Audet et Dennis, J. E., Jr. (2003), ce qui a donne´ naissance aux algorithmes de la
classe MADS. Sous ce paradigme, les algorithmes peuvent de´sormais ge´ne´rer (possiblement
ale´atoirement) des combinaisons entie`res de directions, e´largissant le champ des possibilite´s.
Tous ces algorithmes sont caracte´rise´s par une se´rie de de´placements exploratoires autour
du point courant, formant des motifs (patterns), selon les directions d’une base positive. A`
chaque ite´ration, la fonction objectif est e´value´e sur un sous-ensemble des points du motif.
Si une ame´lioration est trouve´e, le point associe´ est accepte´ comme nouveau point courant,
et la taille du prochain motif est conserve´e ou augmente´e. Sinon, un nouveau motif, de
taille re´duite, est ge´ne´re´ autour de l’ancien point courant.
On pourra notamment citer divers exemples de renforts et d’adaptation des me´thodes
pattern search pour l’optimisation sans de´rive´es : couplages avec du recuit simule´ par
Hedar et Fukushima (2004), avec des algorithmes de se´lection stochastiques par Sriver et al.
(2004), controˆle de la pre´cision par Polak et Wetter (2006), techniques d’exploitation selon
la structure des proble`mes par Price et Toint (2004), ou encore leur mise en paralle`le par
Hough et al. (2001).
Pour e´viter de noyer le lecteur sous un flot de notations, nous reportons la description
technique de l’algorithme MADS ainsi que son analyse de convergence a` la section 4.2.3.
Ainsi, l’analyse du cas classique sera directement confronte´e a` celle dans le cas des
groupes de variables. Nous allons ne´anmoins pre´senter superficiellement la toute dernie`re
imple´mentation des algorithmes de cette classe par Abramson et al. (2009b), ORTHOMADS,
ainsi que le logiciel NOMAD que nous avons employe´ tout au long de notre travail.
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2.1.3 Une instanciation particulie`re : ORTHOMADS
Contexte de naissance De´butons tout d’abord par la premie`re instanciation de MADS,
nomme´e LTMADS. Avec celle-ci, les directions de sonde sont ge´ne´re´es de fac¸on non
de´terministe par l’interme´diaire d’une matrice triangulaire infe´rieure ale´atoire. Ainsi, LT-
MADS posse`de a` la limite un nombre infini de directions de sonde et l’union sur toutes les
directions normalise´es et sur l’ensemble des ite´rations devient dense dans la sphe`re unite´
avec une probabilite´ e´gale a` un. En contrepartie cependant, on peut observer (cf. Custo´dio
et Vicente (2007)), a` une ite´ration donne´e, des angles importants entre les directions de
sonde de LTMADS, inde´sirables car laissant de larges zones insonde´es et donc ralentissant
la convergence. C’est afin de pallier ces lacunes qu’une nouvelle version a e´te´ de´veloppe´e
par Abramson et al. (2009b) : ORTHOMADS.
Avantages La diffe´rence entre cette version et LTMADS repose sur leur fac¸on de ge´ne´rer
les directions de sonde. Avec ORTHOMADS, ces dernie`res sont ge´ne´re´es quasi-ale´atoire-
ment et orthogonalement les unes aux autres. Il y a deux avantages a` cela. Premie`rement,
leur caracte`re orthogonal leur permet d’eˆtre bien re´parties dans l’espace et de ne pas laisser
inexplore´es de larges portions de domaine. Deuxie`mement, leur caracte`re quasi-ale´atoire
permet des exe´cutions de´terministes et donc reproductibles sur n’importe quelles machines
de calcul.
Exemple 2.1.1 Avec ORTHOMADS, a` chaque ite´ration k, une direction est choisie selon
une suite quasi-ale´atoire de Halton (1960), a` partir de laquelle une base positive ortho-
gonale norme´e forme´e de 2n directions est construite. On obtient ainsi un ensemble de
candidats voisins Pk tels que les pi, i ∈ {1, ..., 2n} sur la Figure 2.1. Dans celle-ci, nous
avons modifie´ chacune des composantes du point xk pour ge´ne´rer les points candidats
voisins. Par la suite, et c’est l’objet de ce me´moire, nous aimerions ge´ne´rer des directions
ne de´plac¸ant que certaines variables choisies, afin de structurer davantage le de´roulement
de l’algorithme.
Finalement, il a e´te´ montre´ dans Abramson et al. (2009b) que les performances
nume´riques d’ORTHOMADS sont en ge´ne´ral tre`s bonnes pour l’optimisation lisse et non
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FIGURE 2.1 Exemple de directions de sonde en deux dimensions (n = 2) avec OR-
THOMADS. Issu de la pre´sentation Mesh Adaptive Direct Searches for Constrained Opti-
mization, Dennis, 2008.
lisse, que les proble`mes soient contraints ou non. A` pre´sent, pre´sentons le logiciel NOMAD,
dont l’imple´mentation est base´e sur les pre´ce´dents algorithmes.
2.2 Le logiciel NOMAD
NOMAD est une imple´mentation C++ des algorithmes MADS, de´veloppe´e par Abram-
son et al. (2003) et code´e par Le Digabel (2009), conc¸ue pour l’optimisation sous contraintes
de boıˆtes noires de la forme de´crite dans l’introduction 1.1. Pour e´viter une certaine re-
dondance dans la pre´sentation des travaux sur MADS, j’introduis ici des extensions lie´es a`
MADS tout en listant quelques fonctionnalite´s notables de NOMAD.
17
Variables de cate´gorie L’analyse de MADS a e´te´ e´tendue par Abramson et al. (2009a)
au cas des variables de cate´gorie 1, montrant que l’algorithme conserve ses proprie´te´s de
convergence. NOMAD, depuis la version 3.3 sortie en novembre 2009, ge`re ce type de
variables de manie`re spe´cifique.
Variables pe´riodiques NOMAD ge`re les variables pe´riodiques en projetant les points
d’essai hors de la pe´riode dans l’intervalle de´fini graˆce a` une ope´ration de modulo. Il est
montre´ dans Audet et Le Digabel (2009) que les conditions algorithmiques de convergence
sont respecte´es et que cette me´thode he´rite directement de l’analyse de convergence de
MADS.
Optimisation biobjectif NOMAD utilise dans ce cas l’algorithme BIMADS de´crit dans
Audet et al. (2008d), capable de re´soudre les proble`mes de la forme :
min
x∈Ω
F (x) = (f1(x), f2(x))
L’algorithme lance une suite d’exe´cutions de MADS sur des reformulations mono-objectif
du proble`me. Le front de Pareto, compose´ de la liste des points non domine´s, est progres-
sivement approche´ graˆce aux e´valuations re´alise´es au cours de ces exe´cutions.
Couplage avec VNS Dans Audet et al. (2008a), les auteurs proposent de coupler l’al-
gorithme MADS avec un algorithme de type VNS (en e´tape de recherche), pour offrir un
certain e´quilibre entre recherche locale et diversification globale. Le principe consiste a`
cre´er un ou des nouveaux points de de´part en perturbant la solution courante avec une
certaine amplitude et a` relancer l’algorithme de descente locale (MADS) a` partir de ces
points. Cette perturbation permet (e´ventuellement) d’e´chapper aux minima locaux. En effet,
si la descente e´choue a` ame´liorer la solution courante, l’amplitude est augmente´e, et ce
jusqu’a` un certain seuil qui constitue le crite`re d’arreˆt. Dans le cas contraire, l’amplitude
est re´initialise´e a` son plus faible niveau, et le nouveau minimum atteint devient la solution
courante.
1Les variables sont dites cate´goriques ou qualitatives nominales, lorsqu’elles ne peuvent eˆtre hie´rarchise´es
ou classe´es selon une gradation logique.
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Groupes de variables Des groupes de variables peuvent eˆtre de´finis. Par la suite, a`
chaque e´tape de sonde de l’algorithme MADS, des directions diffe´rentes seront ge´ne´re´es
pour chaque groupe (ces directions ne modifiant que les variables appartenant au groupe).
Chaque groupe sera ensuite de´place´ se´quentiellement selon ses directions. Par exemple,
pour un proble`me de localisation, si on partitionne l’ensemble des variables de fac¸on a`
ce que chaque groupe repre´sente un objet spatial 3D unique, ceux-ci seront de´place´s sur
leur domaine de de´finition 3D respectif de manie`re individuelle (un par un). L’e´tude des
groupes de variables constitue l’objet de ce me´moire.
Par ailleurs, les parame`tres constants a` caracte`re (relativement) arbitraire, tels que les
conditions d’arreˆt, la taille du treillis initiale, les points de de´parts, la graine de Halton, le
type d’algorithme MADS ou le type des directions, sont manipulables par l’utilisateur. Il
est de la responsabilite´ de ce dernier de conside´rer l’influence de ces facteurs, mais, e´tant
donne´s le nombre de parame`tres possiblement modifiables et le type de proble`me traite´
(optimisation de boıˆte noire a` e´valuation couˆteuse), il serait illogique de s’y attarder avec
une “vraie” boıˆte noire. On peut alors utiliser une fonction substitut pour faire ces choix. Un
cadre rigoureux a d’ailleurs e´te´ e´tabli pour l’utilisation de fonctions substituts par Booker
et al. (1999). Il faut donc de´gager les principaux parame`tres susceptibles d’avoir une
influence significative sur la qualite´ du re´sultat (aptitude de MADS a` de´terminer l’optimum
global) et la convergence algorithmique (nombre d’e´valuations de boıˆte noire et temps
ne´cessaire pour obtenir cet optimum).
2.3 Analyse des groupes de variables
Qu’il s’agisse de classifier, de repe´rer des motifs communs, de former des agre´gats, de
mettre a` jour des anomalies ou des corre´lations, l’analyse des variables ou des groupes de
variables offre des possibilite´s riches. Elle est d’ailleurs de´ja` utilise´e dans de nombreux
domaines, comme en traitement d’images, en exploration de donne´es, en e´conome´trie, en
sondage, et plus ge´ne´ralement de`s lors qu’on se livre a` des statistiques sur des e´chantillons
de population. Cependant, ici, le cadre d’utilisation est tout a` fait original. Nous nous
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servons des groupes de variables pour “aider” un algorithme de recherche locale a` ge´ne´rer
des directions de sonde fructueuses. Notre proble`me n’a pas de structure a priori : aucune
hypothe`se d’inde´pendance, de normalite´ des valeurs ou de line´arite´. Il s’agit simplement
d’utiliser les donne´es (valeurs des variables et objectif), afin de baˆtir un algorithme qui
va ge´rer des groupes de variables. L’analyse de sensibilite´ offre a` cet e´gard des outils
inte´ressants qu’il convient de mentionner.
2.3.1 Analyse de sensibilite´
On souhaite e´tudier les conse´quences des perturbations des parame`tres d’entre´e sur la
valeur de la fonction objectif. On peut conside´rer les entre´es comme des variables ale´atoires
inde´pendantes. On pourra citer les nombreuses contributions de Sobol et Saltelli sur le
sujet, notamment Sobol (1993), Saltelli et Scott (1997), Saltelli et al. (2000), qui ont
introduit des me´thodes de de´composition de la variance, ainsi que le livre de Saporta
(2006), constituant une excellente introduction a` l’application de me´thodes probabilistes et
statistiques a` l’analyse de donne´es, et la the`se de Jacques (2005) qui re´fe´rence clairement
un grand nombre d’importants travaux. Enfin, le livre de Saltelli et al. (2004) consitue un
tutorial concret inte´ressant.
On peut de´finir deux types de me´thodes d’analyse de sensibilite´, celles dites locales,
et celles dites globales, qui, comme leur nom l’indique, tentent de de´terminer localement
(e.g., dans le voisinage d’un point donne´) ou globalement (sur l’ensemble du domaine)
les relations entre facteurs. Parmi celles locales, on peut noter l’utilisation du Gradient
Simplexe, qui a e´te´ introduite dans les me´thodes de recherche directe par Custo´dio et
Vicente (2007), puis a e´te´ approfondie par Custo´dio et al. (2008) pour lui fournir un support
et une justification the´orique dans le cas non contraint. Parmi celles globales qui nous
semblent adapte´es au contexte pre´sent, on peut citer la re´gression multiple, l’utilisation
de ratios de corre´lation standardise´s, le partitionnement de donne´es (clustering), ainsi que
les me´thodes de de´composition de variance telle que ANOVA (ANalysis Of VAriance) ou
FAST (Fourier Amplitude Sensitivity Test). On peut alors de´river des indices de sensibilite´
standards, e´ventuellement multidimensionnels, associe´s aux variables et aux groupes de
variables. Toutefois, la de´composition de la variance et la plupart des me´thodes statistiques
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ne´cessitent soit des e´chantillons de taille significative (par exemple dans le cas de me´thodes
non parame´triques), soit des hypothe`ses sur le mode`le que nous ne pouvons eˆtre certains de
ve´rifier de`s lors qu’une boıˆte noire posse`de, par de´finition, une structure inconnue a priori.
2.3.2 Les proble`mes propices aux groupes
Voici les deux cate´gories de proble`mes qui semblent (au premier abord) inte´ressants de
traiter par l’approche de groupement de variables : les cas ou` certains groupes de variables
jouent des roˆles relativement syme´triques ; ceux ou`, au contraire, les roˆles sont fortement
assyme´triques. La premie`re cate´gorie contient entre autres la classe des proble`mes de
localisation, tandis que la seconde englobe tous les proble`mes illustrant par exemple la loi
de Pareto, selon laquelle une minorite´ de parame`tres est a` l’origine d’une majorite´ d’effets.
Rappelons tout d’abord que le groupement des variables dans le cas de MADS a
de´ja` e´te´ aborde´ par Audet et al. (2008b) avec la conception de l’algorithme paralle`le
PSDMADS. Dans cet article, il est question de re´aliser un algorithme MADS paralle`le
efficace pour les proble`mes de boıˆte noire avec un grand nombre de variables, de fac¸on a`
palier a` la difficulte´ de MADS a` traiter des proble`mes de plus d’une centaine de variables.
L’ensemble des variables est partitionne´ ale´atoirement en groupes de taille assez proche par
un processus maıˆtre, qui attribue ces groupes a` des processus esclaves. Ainsi, chacun de ces
derniers travaille en modifiant seulement le sous-ensemble de variables qui lui a e´te´ assigne´.
PSDMADS fonctionne de manie`re asynchrone, et c’est au processus maıˆtre d’assurer la
liaison entre les processus esclaves et la cohe´rence de l’algorithme en fonction des re´sultats
obtenus. Un processus tournant en paralle`le sur le proble`me complet permet d’assurer la
convergence sur le plan the´orique.
Les proble`mes de localisation Par le passe´, notre e´quipe a travaille´ a` deux reprises avec
des variables de positionnement. Dans Fowler et al. (2008), nous avons e´tudie´ la question du
placement de pompes afin d’extraire un contaminant re´pandu dans une nappe sous-terraine.
Dans Audet et al. (2005), nous avons e´tudie´ le de´ploiement de boue´es de de´tection de
tsunamis dans le Pacifique afin de minimiser le temps d’avertissement aux villes coˆtie`res
menace´es, et il fut notamment e´voque´ dans la discussion le de´placement individuel de
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boue´es.
Par ailleurs, dans Alberto et al. (2004), un algorithme GPS est employe´ pour des
proble`mes de ge´ome´trie mole´culaire, ou` l’e´tape de recherche repose sur de faibles perturba-
tions ale´atoires sur l’ensemble des positions, avec pour but de de´terminer la configuration
des atomes de fac¸on a` minimiser l’e´nergie totale. Des comparaisons de me´thodes d’optimi-
sation sans de´rive´es ont e´te´ effectue´es dans Fowler et al. (2008), ou` le proble`me re´sidait au
niveau de l’approvisionnement de nappe souterraine relatives a` des proble`mes de collectivite´
en hydrologie.
Notons e´galement l’atelier pre´liminaire Audet et al. (2008c) qui introduit le proble`me
de localisation de balises GMON, que nous traiterons dans ce travail. Dans ce projet concret
de localisation, la recherche locale sera assure´e par MADS. Cependant, afin de s’e´vader
d’un optimum local, il faut habituellement recourir a` une me´taheuristique (inte´gre´e dans
l’e´tape de recherche), dont le travail consiste essentiellement a` relancer des recherches
locales a` travers le domaine de solutions afin de comparer des optima locaux.
Les proble`mes avec variables pre´ponde´rantes Il existe en fait un grand nombre de
proble`mes ou` les variables ne jouent pas un roˆle syme´trique, a` l’inverse des proble`mes de
localisation ou` on tente (ge´ne´ralement) au contraire d’obtenir une configuration e´quilibre´e.
Il s’agit alors d’identifier les variables ou les groupes de variables qui ont une influence
notable.
Par exemple, au cours d’un projet ae´ronautique mene´ en collaboration avec Boeing,
l’e´quipe de Booker et al. (1998) a travaille´ sur un proble`me d’optimisation en boıˆte noire
comportant 31 variables. Apre`s une analyse de sensibilite´, il a e´te´ re´ve´le´ que seulement
11 variables parmi celles en jeu e´taient pre´ponde´rantes. Ainsi, en se concentrant sur ces
dernie`res en priorite´ (par exemple en fixant les autres variables), il a e´te´ possible de re´soudre




LOCALISATION DE BALISES GMON
POUR LA MESURE DE
L’E´QUIVALENT EAU-NEIGE
Nous allons pre´senter de`s ce chapitre le proble`me de l’IREQ (Institut de recherche
d’HYDRO-QUE´BEC), afin de permettre au lecteur de mieux cerner nos motivations. Le
travail sur les groupes de variables a tre`s nettement e´te´ articule´ autour de cette application,
c’est pourquoi nous avons cru bon de l’introduire avant d’en venir a` des aspects plus
techniques. De´crivons tout d’abord pre´cise´ment le contexte et les enjeux de notre travail.
3.1 Contexte e´nerge´tico-e´conomique
Selon le Ministe`re des Ressources Naturelles et de la Faune (2004), l’hydroe´lectricite´
repre´sente 97% de l’ensemble de l’e´nergie produite au Que´bec, ou` la socie´te´ d’E´tat HYDRO-
QUE´BEC (en situation de quasi-monopole) est responsable de la production, du transport
et de la distribution de l’e´lectricite´. L’unite´ qui nous concerne, relative a` la production, se
nomme “Pre´vision et Qualite´ des donne´es Hydroe´lectriques”. Elle est charge´e de produire
les pre´visions d’apports d’eau pour plus de 90 bassins au Que´bec, qui s’e´tendent sur un
vaste territoire d’environ 550 000 km2.
Ces pre´visions influencent significativement l’efficacite´ de la gestion des centrales
hydro-e´lectriques, ce qui n’est pas ne´gligeable de`s lors que l’eau repre´sente 95% de la
puissance de production d’HYDRO-QUE´BEC. De plus, la production, si ge´re´e ade´quatement,
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peut ge´ne´rer un surplus d’e´lectricite´ qu’HYDRO-QUE´BEC peut ensuite vendre aux provinces
environnantes et aux E´tats-Unis. Rappelons que, selon Audet et al. (2008c), les transactions
ge´ne´re´es par la vente de seulement 5% de son e´lectricite´ aux E´tats-Unis repre´sentent 25%
des profits de la compagnie.
3.1.1 L’estimation du manteau nival
Par ailleurs, la neige repre´sente environ 30% de la variation des de´bits sur l’ensemble
du territoire, et cette valeur valeur atteint 40% si l’on se limite aux re´gions nordiques. On
entrevoit ici l’importance d’effectuer une estimation pre´cise du manteau nival. De plus,
selon Alarie et Garnier (2009), durant la fonte printanie`re, dans les re´servoirs les plus
larges, la plupart de l’eau requise pour la production annuelle d’e´nergie est rec¸ue en deux a`
trois semaines. Si un re´servoir n’est pas dimensionne´ de fac¸on aproprie´e, il peut y avoir de
graves inondations, pouvant entraıˆner des dommages environnementaux et des gaspillages
e´nerge´tiques colossaux, engendrant ultimement des pertes e´conomiques substantielles (cf.
Environnement Canada (2009) pour des donne´es chiffre´es). Finalement, la capacite´ des
centrales au cours de l’eau peut eˆtre exce´de´e si celles-ci ne sont pas ge´re´es convenablement,
entraıˆnant pertes et risques supple´mentaires.
Pour e´viter tout proble`me, nous devons re´pondre a` deux questions inde´pendantes :
“ou` la neige fond-elle ?” et “quelle est la quantite´ de neige qui fond ?”. L’estimation de
l’e´quivalent eau-neige concerne cette dernie`re interrogation et nous fournit une indication
pre´cieuse sur les flux d’eau re´sultant de la fonte des neiges.
3.1.2 Les re´seaux de mesure actuels
Pour parvenir aux pre´visions d’apports d’eau, HYDRO-QUE´BEC dispose de plusieurs
me´thodes de collecte (voir Fig. 3.1). Cependant, le re´seau des observations hydrome´te´oro-
logiques est actuellement lacunaire et le demeurera vraisemblablement, en raison de la tre`s
grande taille du territoire a` couvrir et du couˆt e´leve´ de l’installation d’appareils. En outre,
l’actuel re´seau des mesures in situ est base´ sur le pre´le`vement manuel et ponctuel de carottes
de glace, ce qui ne permet pas d’effectuer des mesures de manie`re comple`te et re´gulie`re
sur l’ensemble du territoire. Enfin, combiner ces re´seaux a` des me´thodes ge´ostatistiques ne
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suffit pas a` atteindre une pre´cision satisfaisante (HYDRO-QUE´BEC souhaite obtenir une
erreur infe´rieure a` 20%).
FIGURE 3.1 Chaıˆne de gestion des pre´visions hydriques au sein d’HYDRO-QUE´BEC.
Pour corriger cela, d’autres initiatives ont e´te´ teste´es ou sont actuellement de´ploye´es,
notamment base´es sur la te´le´de´tection, le rayonnement cosmique ou encore les e´missions
gamma. Si, a` l’heure actuelle, aucune de ces me´thodes (prises individuellement) n’est a`
la fois satisfaisante et capable de couvrir l’ensemble du territoire (pour des raisons pra-
tiques, technologiques ou financie`res), la combinaison de plusieurs technologies pourraient
permettre de surmonter ces difficulte´s.
25
3.1.3 Les GMON
La mesure du rayonnement gamma in situ est effectue´e graˆce au de´ploiement de balises,
nomme´es GMON pour “Gamma MONitoring” (Fig. 3.2), sur le territoire que´becois. Plus
pre´cise´ment, l’intensite´ du rayonnement gamma terrestre perc¸u par le panneau recepteur
de la balise, atte´nue´e par la pre´sence d’eau entre le sol et la balise, permet d’en mesurer la
quantite´ (tout e´tat confondu) localement.
FIGURE 3.2 Une balise GMON destine´e a` affiner l’estimation de l’e´quivalent eau-neige.
Issu de Alarie et Garnier (2009).
La te´le´de´tection, quant a` elle, permet de de´terminer entre autres l’e´tat (liquide, solide)
de l’eau. Les informations recueillies peuvent alors eˆtre recoupe´es et comple´te´es par les
stations me´te´orologiques et les sonars de´ja` en place. Ces derniers permettent entre autres
de mesurer l’e´paisseur du manteau nival. Enfin, une me´thode de krigeage avec de´rive
externe, propose´e par Tapsoba et al. (2005), permet l’interpolation des mesures locales sur
l’ensemble du territoire.
Ainsi, l’estimation globale de l’e´quivalent eau-neige passe par la connaissance locale
de la hauteur, l’e´tat et la quantite´ d’eau du manteau nival : il est alors possible de de´duire la
densite´, ce qui permet d’avoir une ide´e pre´cise du phe´nome`ne de fonte (lieu, vitesse, quan-
tite´), et plus particulie`rement de pre´voir la crue, partie majeure de la fonte se de´roulant sur
seulement une dizaine de jour. Une ame´lioration de la pre´cision conduirait a` de meilleures
connaissances de l’apport hydrique a` venir en pe´riode de fonte, a` un suivi efficace du stock
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d’e´nergie, ainsi qu’a` une gestion plus fine des ouvrages hydroe´lectriques, ce qui serait a`
terme be´ne´fique aux niveaux se´curitaire et e´conomique.
Or, la localisation des balises GMON, dont les couˆts de de´placements ne sont pas
ne´gligeables, influence de manie`re pre´ponde´rante la pre´cision de l’estimation de l’e´quivalent
eau-neige, dont la qualite´ des pre´visions de´pend largement : les positions des balises GMON
sont donc a` choisir avec soin.
3.2 Le proble`me
Le proble`me qui nous concerne re´side dans le positionnement optimal de balises
GMON sur les cartes de certains bassins ge´re´s par HYDRO-QUE´BEC, avec pour objectif
de minimiser l’erreur sur l’estimation de l’e´quivalent eau-neige, parame`tre essentiel a`
l’approximation du manteau neigeux. Le nombre de balises a` placer, bien qu’inconnu, n’est
pas directement conside´re´ comme une variable du syste`me pour des raisons e´voque´es a` la
section 3.2.2.
3.2.1 Le domaine
HYDRO-QUE´BEC de´sire positionner les balises GMON sur certains bassins appartenant
au territoire que´becois. Cependant, pour des raisons physiques, celles-ci ne peuvent eˆtre
pose´es que sur une fraction du domaine total conside´re´. Rappelons que HYDRO-QUE´BEC
ge`re quelques 565 barrages, 75 re´servoirs et 56 centrales hydro-e´lectriques, situe´s sur 90
bassins. Le territoire (et par la` meˆme le domaine de de´finition du proble`me de localisation)
est de fait immense. Les GMON ne peuvent donc eˆtre dispose´s qu’en certains sites pre´cis.
Plusieurs banques de donne´es sont disponibles pour chaque bassin, que nous utiliserons
pour de´finir a` la fois le domaine re´alisable (ou` il est possible de poser un GMON), et
celui estime´ (ou` l’on estime par krigreage le manteau neigeux, d’apre`s entre autres les
mesures des GMON). Cependant, ces re´gions sont fortement fragmente´es et discontinues.
Il s’agit d’un proble`me qui est, de par sa nature, propice au groupement de variables. A`
titre d’exemple, la Figure 3.3 repre´sente les domaines estime´ et re´alisable du bassin de
“Saint-Maurice”. Les pixels noirs repre´sentent les points ou` on peut positionner des GMON.
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FIGURE 3.3 La carte du bassin de Saint-Maurice (STM ) avec une re´solution de 1 km : a`
gauche le domaine total avec les diffe´rentes composantes physiques, a` droite le domaine
re´alisable (en noir) uniquement.
Les proble`mes de positionnement ne peuvent eˆtre traite´es inde´pendamment pour chaque
carte de bassin que si les interactions entre les GMON d’un bassin et la fonction objectif
d’un autre bassin sont juge´es ne´gligeables. Cela pose la question de l’e´chelle de re´solution
du proble`me et des e´ventuels regroupements de cartes.
L’e´chelle du proble`me
Nous pouvons conside´rer uniquement un bassin a` la fois, en de´coupant le de´ploiement
global en sous-proble`mes inde´pendants, ou encore regrouper des ensembles de bassins. Il
semble certain que l’ide´al serait de conside´rer le proble`me a` la plus grande e´chelle possible,
pour entrevoir les interactions entre les GMON des diffe´rents bassins, et qu’il pourrait eˆtre
ne´faste pour les solutions de ne se mettre qu’a` l’e´chelle d’un bassin uniquement. En effet,
imaginons deux bassins ayant une frontie`re commune (ou suffisamment proches), alors
une balise de GMON pose´e proche de la frontie`re d’un bassin sera conside´re´ comme une
mauvaise solution si jamais nous nous concentrons sur un bassin uniquement. Cependant,
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en conside´rant les deux bassins en meˆme temps, une balise frontalie`re pourrait couvrir les
deux bassins et permettre d’obtenir une bonne solution.
On pourrait donc soit se placer a` la plus grande e´chelle possible, soit, au vu de la
porte´e des GMON (leur zone d’influence sur les mesures), de´terminer si certains groupes
de bassins doivent eˆtre traite´s ensemble ou non. Ainsi, nous regrouperons les cartes des
bassins proches et nous pourrons traiter se´pare´ment les bassins isole´s.
Toutefois, si la gestion par les clients de l’IREQ se fait par bassin, une inter-de´pendance
pourrait poser des difficulte´s d’ordre pratique.
3.2.2 Mode´lisation pre´liminaire
Les hypothe`ses
Apre`s concertation avec les experts de l’IREQ, nous supposons que le nombre de GMON
par carte varie de 5 a` 10. Ces derniers peuvent eˆtre place´s partout sur leur carte de re´gion
re´alisable (de´finie par certaines composantes physiques). Les positions de certains GMON
sont fixe´es a priori, notamment pour assurer la continuite´ des mesures issues du re´seau in
situ.
La valeur de la re´solution des cartes est finalement fixe´e a` 1 km, afin que les re´sultats
soient exploitables. On se laisse la possibilite´ de regrouper les cartes des bassins. Le
proble`me a` optimiser, conc¸u a` l’interne par l’IREQ, n’est pas accessible de l’exte´rieur. De
plus, le processus menant au calcul des valeurs de fonction objectif est le re´sultat d’un
code informatique complexe et opaque base´ sur l’utilisation de me´thodes de krigeage et la
ge´ne´ration de variogrammes : ce processus peut donc eˆtre conside´re´ de notre point de vue
comme une “boıˆte noire”. Il n’est pas du ressort de l’optimiseur de concevoir cette dernie`re,
et nous laisserons l’IREQ de´cider de la fonction objectif : la de´pendance entre la porte´e
d’un GMON et son lieu d’implantation et le couˆt d’implantation des GMON (e´ventuellement
fonction du lieu) y seront directement inte´gre´s. Notons que, sans prise en compte des couˆts,
l’erreur de mesure est une fonction monotone de´croissante du nombre de GMON : ce dernier
ne peut alors constituer une variable du proble`me d’optimisation, sans quoi l’algorithme
pre´coniserait syste´matiquement l’emploi du plus grand nombre de GMON possibles.
E´tant donne´e la faible plage de variation du nombre des GMON (n ∈ {5, 6, . . . , 10}), une
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strate´gie commode consiste a` de´terminer pour chaque configuration potentielle donne´e (n
GMON, dont ` fixes) le positionnement optimal. Nous pourrons alors laisser de´cider HYDRO-
QUE´BEC, qui connait le couˆt de l’implantation des GMON, a` partir de quel nombre de GMON
cela est rentable. Toutefois, il est tout a` fait envisageable de prendre en compte ce couˆt (qui
devra alors eˆtre mode´lise´ par HYDRO-QUE´BEC) pour re´aliser le travail d’optimisation avec
un nombre variable de GMON.
Formulation des objectifs
Nous souhaitons a` l’origine minimiser l’erreur relative a` l’estimation de l’e´quivalent
eau-neige. Bien suˆr, l’incorporation de pe´nalite´s propres aux couˆts de de´ploiement est
envisage´e, mais pour rester simple, e´nonc¸ons clairement l’objectif du travail :
Objectif primaire E´tant donne´s n GMON, dont ` sont fixes, quelle est la position optimale
des n− ` GMON libres qui minimise l’erreur sur les mesures ?
3.2.3 Plan pre´liminaire
Ce proble`me de positionnement de balises sur des cartes connues offre une structure
propice au groupement de variables, notion que nous avons jusqu’ici survole´e. Au prochain
chapitre, nous allons de´finir et de´velopper le cadre ge´ne´ral des groupes de variables ainsi
qu’une discussion sur le caracte`re potentiellement fragmente´ du domaine. Au chapitre
suivant, nous allons baˆtir un mode`le substitut pour se livrer a` des tests pre´liminaires, avec
l’objectif de de´terminer une strate´gie de groupement satisfaisante en vue de la re´solution
du proble`me original que nous venons de de´crire. Ainsi, le prochain chapitre abordera les
groupes de variables de fac¸on conceptuelle, le suivant explicitera la constitution d’un banc
d’essais, et le dernier traitera de la re´solution du proble`me de l’IREQ.
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Chapitre 4
LES GROUPES DE VARIABLES
Bien que MADS soit a` l’origine une me´thode conc¸ue pour re´soudre les proble`mes
d’optimisation de´pourvus de structure particulie`re, nous allons nous attaquer ici a` la de´ter-
mination et a` l’exploitation des liens existants entre les variables, notamment dans le cas ou`
ces dernie`res ont une structure de positionnement 1. Pour ce faire, nous allons conside´rer
une strate´gie additionnelle qui pourrait avoir une influence be´ne´fique sur la convergence
algorithmique : le groupement de variables.
Au cours de l’algorithme MADS, lors de la constitution de l’ensemble de recherche
globale ou de sonde, se pose le proble`me du choix du nombre k de variables parmi les n
constituant le vecteur x ∈ Rn qui vont varier simultane´ment, i.e., du nombre de variables
affecte´es par chaque direction a` chaque ite´ration de NOMAD, avant d’e´valuer la fonction
objectif. Faut-il que ce soit toutes les variables ou seulement un sous-ensemble d’entre
elles ?
Pre´ce´demment, NOMAD modifiait toutes les variables simultane´ment, mais il est possi-
ble, depuis la version 3.1 (sortie en fe´vrier 2009), de varier seulement des sous-ensembles
de ces variables pour ge´ne´rer nos points d’essai. A` l’origine, nous e´tions motive´s par
le fait que, dans les proble`mes de localisation par exemple, les variables indiquent des
coordonne´es pour un seul et meˆme objet dans l’espace. Modifier un groupe de variables
repre´sentant un objet ou un ensemble d’objets aurait donc un sens plus concret pour ce
type de proble`me que varier simultane´ment les n variables ensemble (MADS classique)
ou se´pare´ment (Recherche par Coordonne´es). Cette me´thode serait susceptible de guider
l’algorithme non seulement vers une meilleure solution mais surtout en un nombre re´duit
d’e´valuations. De plus, dans les cas ou` la fragmentation du domaine Ω est importante, il
1I.e., lorsque toutes ou une partie des variables correspondent aux coordonne´es d’une collection d’objets a`
positionner.
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peut eˆtre difficile de de´finir des configurations voisines proches re´alisables en de´plac¸ant
toutes les variables en meˆme temps. Il est alors judicieux d’opter pour une approche moins
agressive, en ne changeant qu’un sous-ensemble des variables a` la fois.
Dans le contexte de cette e´tude, nous avons raffine´ une approche de´veloppe´e pre´ce´-
demment en permettant a` l’algorithme de partitionner les variables en groupes, et de varier
les variables d’un seul groupe a` la fois. Cette structure de groupe a ensuite e´te´ inte´gre´e
de fac¸on ge´ne´rique dans NOMAD. On peut observer sur la Figure 4.1 les de´placements
typiques de trois balises selon les strate´gies GPS, MADS et la nouvelle. GPS utilise un seul
parame`tre du treillis et ne de´place les balises que selon les directions d’une base positive
pre´de´finie (ici une seule variable varie), tandis que MADS en posse`de deux et de´place toutes
les balises a` la fois, disposant d’un plus large e´ventail de possibilite´s. La nouvelle strate´gie
permet quant a` elle de de´placer les balises individuellement, tout en disposant pour chaque






















FIGURE 4.1 Les petits cercles repre´sentent le positionnement initial de trois balises, et les
autres signes ⊗ repre´sentent le positionnement obtenu par une sonde locale de NOMAD.
Pour la nouvelle strate´gie, dans cet exemple, chaque balise constitue un groupe de deux
variables. De cette manie`re, une seule balise est de´place´e a` la fois.
Nous conservons ici uniquement les hypothe`ses admises a` la section 1.1.1, meˆme
si les strate´gies pratiques propose´es supposent implicitement la structure du proble`me
adapte´e aux regroupements de variables (e.g., avec variables de positionnement ou variables
pre´ponde´rantes). Les premie`res observations nume´riques sur des boıˆtes noires artificielles
(voir section 5.4) tendent a` montrer que la gestion des groupes de variables comportent
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des aspects prometteurs, tout en conservant les re´sultats de l’analyse de convergence
(section 4.3).
4.1 Formulation
Nous allons dans un premier temps proposer une formulation que nous pensons adapte´e
a` la gestion des groupes de variables, afin de mettre en place une terminologie commune et
rigoureuse.
L’extension de MADS au cas des groupes est en fait une ge´ne´ralisation du cas classique.
Nous choisissons ici de ge´ne´rer les points de sonde en ne modifiant qu’un sous-ensemble
de variables donne´ (ou groupe) a` la fois. Nous listons alors tous les points de sonde obtenus
pour chacun des groupes, construisant Pk, afin de proce´der aux e´valuations. Ainsi, en cas
de succe`s, nous ne pouvons modifier (ou de´placer) qu’un groupe de variables a` la fois.
4.1.1 Notations pour les groupes
Pour des raisons de clarte´, on se place ici a` ite´ration fixe (sauf mention contraire), ce
qui nous e´vite l’ajout d’indice k associe´ au nume´ro des ite´ration. Notons que graˆce a` la
barrie`re progressive (de´finie plus loin a` la section 4.2.1), il est possible e´galement de traiter
les candidats x hors de Ω. On introduit les notations suivantes :
– Soit un candidat x ∈ Rn.
– Soit N l’ensemble des entiers {1, 2, . . . , n}.
– Soit Nq ⊆ N , q ∈ Q un sous-ensemble ordonne´ d’indices de variables, que l’on
appellera groupe de variables ou plus simplement groupe.
– Soit nq = |Nq| la cardinalite´ du groupe Nq.
– Soit Nq = N\Nq l’ensemble des indices de N n’appartenant pas a` Nq.
Par abus de langage, nous emploierons par la suite les expressions commodes “une
ou des variables forment un groupe” ou “un groupe contient une ou des variables” pour
signifier respectivement “les indices relatifs a` une ou des variables forment un groupe” ou
“un groupe contient les indices relatifs a` une ou des variables”.
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Dans le cas ge´ne´ral, nous disposons de |Q| groupes de variables, dont l’union constitue
la totalite´ des indices des variables, i.e.
⋃
q∈Q
Nq = N . Notons e´galement que l’intersection
entre les groupes peut eˆtre non nulle, c’est-a`-dire qu’une variable peut tout a` fait appartenir
a` plusieurs groupes diffe´rents.
Remarque 4.1.1 Dans l’instanciation classique de MADS (avant la version 3.1 de NO-
MAD), toutes les variables sont modifie´es en meˆme temps. C’est-a`-dire que l’ensemble des
variables forment un seul groupe Nq = N , donc nq = n et |Q| = 1. De plus, dans le cas
particulier d’ORTHOMADS, il y a 2n points de sonde a` tester.
4.2 L’algorithme MADS
Nous allons dans un premier temps rappeler rigoureusement le de´roulement de l’al-
gorithme MADS ainsi que son analyse de convergence dans le cas classique. Les notions
importantes (base positive, treillis, e´tape de sonde, e´tape de recherche) ont de´ja` e´te´ e´voque´es
dans l’introduction, nous ne reviendrons donc dessus que brie`vement. La gestion des con-
traintes n’ayant pas encore e´te´ aborde´e, nous allons la pre´senter ici.
4.2.1 Gestion des contraintes
On se propose de de´finir les trois strate´gies propres a` la gestion des contraintes pour
MADS, a` savoir la barrie`re extreˆme (EB), la barrie`re progressive (PB) et la barrie`re progres-
sive-a`-extreˆme (PEB).
La barrie`re extreˆme (EB) Dans l’instanciation originale de MADS issue de Audet et
Dennis, J. E., Jr. (2006b), toutes les contraintes sont traite´es par barrie`re extreˆme. Cette
approche peut eˆtre interpre´te´e de cette manie`re : nous traitons le proble`me sans contraintes
en remplac¸ant la fonction objectif f par fΩ, de´finie ainsi :
fΩ(x) :=
{
f(x) si x ∈ Ω,
∞ sinon.
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Cette approche ne nous permet pas de partir d’un point qui ne satisfait pas les contraintes
non relaxables. Cependant, comme nous le verrons, il est possible d’utiliser cette me´thode
en deux phases.
La barrie`re progressive (PB) MADS-PB, issu de Audet et Dennis, J. E., Jr. (2009), traite
les contraintes relaxables cj(x) ≤ 0 diffe´remment des non relaxables de´finissant X . On
utilise ici une fonction de violation de contraintes non ne´gative h : Rn → R ∪ {∞} :
h(x) :=
{ ∑
j∈J (max (cj(x), 0))
2 si x ∈ X ,
∞ sinon.
Les fonctions de violation de contrainte dans ce contexte servent a` l’application de
me´thodes de filtre, introduites originellement par Fletcher et al. (1998), et e´tendue au cas
de l’optimisation non lisse dans Audet et Dennis, J. E., Jr. (2004). Une revue peut-eˆtre
trouve´e dans Fletcher et al. (2006). Une proprie´te´ de la fonction de violation de contrainte
est que x ∈ Ω si et seulement si h(x) = 0. De plus, si 0 < h(x) <∞ alors x satisfait les
contraintes non relaxables mais pas toutes les relaxables : x ∈ X\Ω. Un seuil hmaxk ≥ 0 est
impose´ sur la valeur de violation de contrainte. La valeur de ce seuil suit une simple fonction
de´croissante avec le nombre d’ite´rations k. Le seuil est utilise´ pour rejeter les points d’essai
x ∈ Rn ge´ne´re´s a` l’ite´ration k tel que h(x) > hmaxk . On appelle cela l’approche avec
barrie`re progressive.
La barrie`re progressive-a`-extreˆme (PEB) Dans le cas ou` aucun des points initiaux
n’est irre´alisable, mais que l’on souhaite utiliser la barrie`re extreˆme en seconde phase,
nous introduisons une troisie`me strate´gie pour ge´rer les contraintes relaxables : la barrie`re
progressive-a`-extreˆme (PEB) consiste a` traiter initialement les contraintes par barrie`re
progressive. Dans ce cas, si le sondage autour du point irre´alisable ge´ne`re un nouveau
point irre´alisable qui satisfait une contrainte viole´e par le centre de sonde, alors cette
contrainte sera a` l’avenir traite´e non plus comme une barrie`re progressive mais comme
une barrie`re extreˆme. De meˆme, le lecteur souhaitant plus de pre´cisions, notamment au
niveau de l’analyse de convergence, est invite´ a` se re´fe´rer aux articles Audet et al. (2010),
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Abramson et al. (2009b) et Audet et Dennis, J. E., Jr. (2009).
4.2.2 Aspects algorithmiques
Posons tout d’abord les notations suivantes :
– Soit k un entier non ne´gatif repre´sentant le compteur d’ite´rations.
– Soit Mk le treillis a` l’ite´ration k.
– Soit xk ∈ Ω ∩Mk le centre de sonde a` l’ite´ration k.
– Soit ∆mk le parame`tre de taille du treillis a` l’ite´ration k.
– Soit ∆pk le parame`tre de taille de sonde a` l’ite´ration k.
– Soit D un ensemble de directions ge´ne´rant positivement Rn.
– Soit Dk l’ensemble des directions de sonde a` l’ite´ration k, construite par une combi-
naison entie`re non ne´gative des colonnes de D.
– Soit Pk le voisinage de sonde a` l’ite´ration k.
– Soit Sk l’ensemble de recherche a` l’ite´ration k.
– Soit fΩ la fonction objectif avec barrie`re, ou` Ω est le domaine re´alisable.
L’algorithme MADS (Algorithme 1) est de´crit en utilisant les pre´ce´dentes notations.
Treillis Le treillis, sous-ensemble discret de Rn dont la finesse est parame´tre´e par ∆mk ,





k Dz : z ∈ Z |D|+
}
ou` Z+ est l’ensemble des entiers non ne´gatifs.
E´tape de recherche La fonction objectif avec barrie`re fΩ est e´value´e en un nombre
fini de points sur le treillis courant Mk, avec l’objectif d’obtenir un y faisant de´croıˆtre f .
Cette e´tape est libre de re`gles, pourvu qu’elle soit d’une dure´e finie. Si y ∈Mk est trouve´
satisfaisant f(y) < f(xk), alors on peut poser xk+1 := y et aller a` l’e´tape de mise a` jour.
Dans le cas contraire, on passe a` l’e´tape de sonde.
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Algorithme 1 Un algorithme MADS ge´ne´ral
Initialisation :
1: Point de de´part : x0 tel que fΩ(x0) <∞
2: Base positive : D
3: Finesse du treillis M0 : ∆m0 > 0
4: Compteur : k ← 0
5: Taille du treillis limite : ∆mlim > 0
E´tape de recherche (optionnelle, de´finie par l’utilisateur) :
1: Ge´ne´rer Sk, un ensemble fini de points d’essai sur le treillis Mk
2: E´valuer fΩ sur un sous-ensemble de points de Sk
E´tape de sonde :
1: Ge´ne´rer Dk
2: E´valuer fΩ sur un sous-ensemble non vide des points de Pk
Mises a` jour des parame`tres :
1: Si les e´tapes de recherche ou sonde fournissent un point y meilleur que xk alors
2: xk ← y
3: Mettre a` jour ∆mk+1 ≥ ∆mk
4: Sinon




7: Si ∆mk+1 < ∆mlim alors
8: STOP
9: Sinon
10: k ← k + 1
11: Retourner a` l’e´tape de recherche
12: Fin si
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E´tape de sonde Nous construisons avec des combinaisons entie`res non ne´gatives des
colonnes de D une matrice Dk, utilise´e pour baˆtir le voisinage de sonde, de´fini ainsi :
Pk := {xk + ∆mk d : d ∈ Dk} ⊂Mk .
Cet ensemble de points constitue le voisinage Pk que l’on va e´valuer, caracte´rise´ par les
directions de Dk (formant une base positive) et le treillis Mk.
Mise a` jour des parame`tres La mise a` jour du treillis se fait ainsi : ∆mk+1 = τωk∆mk pour
0 < τωk < 1, ou` τ > 1 est un nombre rationnel constant de l’ite´ration, ωk ≤ 1 est un entier
borne´ infe´rieurement par ω− ≤ −1.
Si l’e´tape de recherche ou de sonde produit un meilleur point, i.e., un ite´re´ re´alisable
xk+1 ∈ Mk ∩ Ω pour lequel fΩ(xk+1) < fΩ(xk) ∈ Mk ∩ Ω, on augmente la taille du
treillis ∆mk+1 ≥ ∆mk en prenant ωk ∈ {0, 1, . . . , ω+}. On passe a` l’ite´ration suivante (retour
a` l’e´tape de recherche) en conside´rant le nouveau (meilleur) centre de sonde.
Sinon fΩ(xk) ≤ fΩ(xk + ∆mk d) pour tout d ∈ Dk, et donc xk est un optimum
local du treillis. On diminue alors la taille du treillis ∆mk+1 < ∆
m
k en prenant ωk ∈
{ω−, ω− + 1, . . . ,−1}. On passe a` l’ite´ration suivante (aux e´tapes de recherche et de
sonde) en conservant le meˆme centre de sonde.
Nous allons a` pre´sent nous attaquer a` l’analyse de convergence de cet algorithme.
4.2.3 Analyse de convergence de MADS
Voici dans un premier temps l’analyse de convergence inhe´rente au cas classique, puis
nous traiterons le cas des groupes de variables a` la section 4.3. Les preuves concernant
ces proprie´te´s peuvent eˆtre consulte´es dans les articles Audet et Dennis, J. E., Jr. (2006b)
et Abramson et al. (2009b). Il est tout d’abord ne´cessaire d’introduire quelques notions
propres au calcul non lisse.
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De´finitions d’analyse non lisse
Un fonction est dite Lipschitz si son taux d’accroissement est borne´ partout. Plus
formellement :
De´finition 4.2.1 Soient I un sous-ensemble non vide de Rn et k un re´el strictement positif.
La fonction f : I → R est dite k-lipschitzienne ou k-Lipschitz si :
∀(x, y) ∈ I2, ‖f(x)− f(y)‖ ≤ k‖x− y‖ .
Une fonction f est dite lipschitzienne ou Lipschitz s’il existe k > 0 tel que f est
k-lipschitizienne.
Voici maintenant la de´finition du coˆne hypertangent issue de Rockafellar (1980) :
De´finition 4.2.2 Un vecteur v ∈ Rn est dit hypertangent a` l’ensemble Ω ⊂ Rn au point
x ∈ Ω s’il existe un scalaire  > 0 tel que :
y + tw ∈ Ω, ∀y ∈ Ω ∩B(x), w ∈ B(v), et 0 < t <  .
L’ensemble des vecteurs hypertangents a` Ω en x est appele´ le coˆne hypertangent a` Ω en x
et se note THΩ (x).
On introduit la de´rive´e directionnelle ge´ne´ralise´e de Clarke (1983) :
De´finition 4.2.3 Soit une fonction f localement Lipschitz autour d’un point x ∈ Rn, un
vecteur v ∈ Rn et un scalaire positif t ∈ R+. La de´rive´e directionnelle ge´ne´ralise´e de f en
x dans la direction v, note´e f ◦(x; v), est de´finie ainsi :
f ◦(x; v) = lim
y → x
t ↓ 0
f(y + tv)− f(y)
t
.
Voici enfin deux de´finitions spe´cifiques aux algorithmes de recherche par motifs :
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De´finition 4.2.4 Une sous-se´quence d’ite´re´s de MADS forme´e de centres de sonde in-
fructueux, {xk}k∈K pour un sous-ensemble d’indices K, est appele´e sous-suite raffinante
si {∆pk}k∈K converge vers 0.




existe pour un sous-ensemble L ⊆ K avec des directions de sonde dk ∈ Dk, et si xk +
∆pkdk ∈ Ω pour un nombre infiniment grand de k ∈ L, alors la limite est appele´e direction
raffinante pour xˆ.
Principaux re´sultats pour le cas classique
Nous notons f ◦(x; v) la de´rive´e ge´ne´ralise´e directionnelle de Clarke de f en x dans la
direction v, et THΩ (x) le coˆne hypertangent en x sur le domaine Ω.
Hypothe`se(s) 4.2.1
– Un point initial x0 ∈ X est fourni.
– La valeur initiale de la fonction objectif f(x0) est finie.
– Tous les ite´re´s {xk} ge´ne´re´s par MADS se trouvent dans un ensemble compact.
The´ore`me 4.2.2 The´ore`me de convergence pour MADS :
Soit xˆ ∈ Ω la limite de centres de sonde re´alisables infructueux {xk}k∈K sur des
treillis qui tendent a` eˆtre infiniment fins. Si f est Lipschitz localement autour de xˆ, alors
f ◦(xˆ; v) ≥ 0 pour tout v ∈ THΩ (xˆ).
Corollaire 4.2.3 De plus, si f est strictement diffe´rentiable autour de xˆ, et si Ω est re´gulier




Enfin, notons que des re´sultats similaires tiennent pour les limites des centres de sonde
irre´alisables.
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4.3 Analyse de convergence : le cas des groupes
Nous allons maintenant proce´der a` une analyse de convergence dans le cas ge´ne´ral des
groupes de variables, qui est une ge´ne´ralisation du cas classique. En effet, le cas classique
repre´sente le sous-cas ou` toutes les variables sont contenues dans un seul groupe et sont donc
de´place´es simultane´ment a` chaque ite´ration. Nous rappelons au lecteur que les principaux
re´sultats de convergence pour ce dernier ont de´ja` e´te´ re´capitule´s a` la section 4.2.3.
4.3.1 Se ramener au MADS classique
La premie`re ide´e repose sur la tentative de se ramener au de´roulement d’un algo-
rithme MADS classique, afin d’he´riter directement des proprie´te´s de convergence e´voque´es
pre´ce´demment.
Ajouter un groupe N a` chaque ite´ration
La technique de premier abord consiste a` se baser sur l’ide´e du PSDMADS de´crit
dans Audet et al. (2008b), ou` il est question d’e´tablir un algorithme MADS paralle`le
efficace pour les proble`mes de boıˆte noire a` nombreuses variables. La convergence est ici
assure´e par un processus fonctionnant en paralle`le. Ainsi, nous pourrions ajouter syste´mati-
quement (i.e., a` chaque ite´ration) aux groupements de variables de´finis par l’utilisateur
un groupe N contenant toutes les variables. Par ce fait, nous he´ritons de l’analyse de
convergence the´orique du cas classique.
Terminer par un MADS classique
Dans un second temps, on peut penser re´aliser une optimisation heuristique avec plu-
sieurs types de groupements successifs, puis exe´cuter un algorithme MADS classique pour
he´riter de ses proprie´te´s de convergence.
Fusionner progressivement les groupes Enfin, on peut imaginer quelque chose de plus
e´volutif, c’est-a`-dire que la taille des groupes augmente (les groupes fusionnent) au fur et
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a` mesure du de´roulement de l’algorithme, pour finir avec un unique groupe compose´ de
toutes les variables, ce qui revient au cas classique.
Premie`res conclusions
La premie`re approche (avec N ) paraıˆt conceptuellement brutale, car elle conduit a`
l’ajout d’e´valuations supple´mentaires afin de conserver l’analyse de convergence classique.
L’approche suivante de´finit un cadre algorithmique ge´ne´ral tre`s souple : il est possible
d’exe´cuter n’importe quel algorithme heuristique (de dure´e finie) pourvu que l’on ter-
mine par l’exe´cution d’un algorithme MADS classique. Elle peut cependant conduire a`
des e´valuations supple´mentaires si l’heuristique n’est pas de´finie de fac¸on optimale (peu
efficiente ou trop longue).
Enfin, on propose une instanciation particulie`re e´le´gante au sein de ce cadre : la fusion
progressive des groupes, reposant sur une relaxation progressive des contraintes de groupes 2.
A priori, il paraıˆt logique de “guider” le syte`me au de´part par l’interme´diaire des groupes,
puis de lui ajouter progressivement des degre´s de liberte´ pour lui permettre de se raffiner
localement. Nous avons teste´ ces approches (voir section 5.3) et les premiers re´sultats
tendent a` corroborer cette hypothe`se et a` montrer que les deux dernie`res approches sont
meilleures que la premie`re et le cas classique.
4.3.2 Utiliser uniquement les groupes
Nous allons ici mener l’analyse de convergence de MADS dans le cas des groupes, sans
essayer de se ramener au cas classique (a` l’inverse de la section pre´ce´dente 4.3.1). Cepen-
dant, nous allons voir qu’il en re´sulte un affaiblissement des proprie´te´s de convergence. On
se place par la suite a` l’e´tape de sonde, car c’est sur cette e´tape que reposent les proprie´te´s
ge´ne´rales de convergence des algorithmes MADS. Supposons les hypothe`ses 4.2.1 (cf.
section 4.2.3) ve´rifie´es et posons les notations supple´mentaires suivantes :
– Soit un centre de sonde xˆ ∈ Ω ⊂ Rn, a` partir duquel on construit des groupes Nq,
q ∈ Q.
2En effet, les groupes repre´sentent des contraintes supple´mentaires (sous la forme de variables fixe´es) pour
le syste`me, qui doit se de´placer dans un espace re´duit, comme nous allons le voir a` la prochaine section 4.3.2.
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– Soit une direction de sonde vq ∈ Rnq pour chaque groupe Nq.
De plus, nous pouvons comple´ter ce vecteur vq ∈ Rnq en un vecteur v˜q ∈ Rn en ajoutant
des ze´ros pour les variables xˆi ∈ Nq.
Un groupe a` la fois
Lorsque l’on modifie un seul groupe Nq a` la fois selon la direction v˜q, on fixe toutes les
variables appartenant a` Nq = N\Nq sur le centre de sonde actuel xˆ. Seules les variables
appartenant a` Nq sont libres. En de´plac¸ant un groupe a` la fois, on travaille donc a` l’ite´ration






x ∈ Ω | xi = xˆi ∀i ∈ Nq
}
.
Ce sous-proble`me comporte nq = |Nq| variables libres. Il s’agit d’une projection du
proble`me global sur un espace a` nq dimensions. L’ensemble Ωq(xˆ) est appele´ sous-domaine
de Ω propre au groupe Nq au point xˆ. Conside´rons le sous-espace dans lequel va travailler
l’algorithme a` ite´ration fixe´e (c’est-a`-dire l’ensemble des directions de sonde possibles pour
le groupe Nq) :
Fq(xˆ) =
{
x ∈ Rn | xi = xˆi ∀i ∈ Nq
}
.
Par convention, nous noterons Fq le sous-espace vectoriel Fq(O), ou` O est l’origine de Rn.
Assertion 4.3.1 Tout point de sonde xˆ ge´ne´re´ par un groupe Nq a` ite´ration k donne´e est a`
l’inte´rieur d’un sous-espace affine de dimension nq, passant par xˆ, dont la direction est le
sous-espace vectoriel Fq.
Assertion 4.3.2 Pour tout xˆ ∈ Rn, Fq(xˆ) ∩ Ω = Ωq(xˆ).
Lemme 4.3.3 Soit Nq ⊆ N un groupe de variables, et Ωq le sous-domaine pre´ce´demment
de´fini. Si seul le groupe Nq est autorise´ a` varier a` chaque ite´ration, l’algorithme MADS
converge vers un point xˆ satisfaisant :
f ◦Ω(xˆ; v) ≥ 0,∀v ∈ THΩq(xˆ)(xˆ)
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ou` THΩq(xˆ)(xˆ) est le coˆne hypertangent a` Ωq(xˆ) en xˆ.
Preuve. Par le the´ore`me 4.2.2, l’algorithme MADS est assure´ de converger vers un tel
point (stationnaire au sens de Clarke dans le sous-espace). 
On retrouve en corrolaire, lorsque Nq = N , le the´ore`me de l’algorithme MADS clas-
sique (car alors Ωq(xˆ) = Ω). Cependant, si Nq 6= N , Fq(xˆ) ne forme au maximum qu’un
hyperplan de Rn (ceci est le cas lorsque Nq contient n − 1 variables), ce qui est loin
de garantir qu’il n’existe aucune direction v′ ∈ THΩ (xˆ) diminuant la fonction objectif,
c’est-a`-dire telle que f ◦Ω(xˆ; v
′) < 0.
Ge´ne´ralisation
Sans perte de ge´ne´ralite´ et par souci de simplification, supposons par la suite que
Q est l’ensemble (non vide) des indices des groupes que l’on peut modifier a` toutes les
ite´rations et que le centre de sonde xˆ coı¨ncide avec l’origine. Ces hypothe`ses ne sont pas
restrictives : la premie`re permet d’e´viter l’introduction d’indices propres aux ite´rations ;
graˆce a` la seconde, nul besoin de distinguer sous-espace affine passant par xˆ de direction Fq
et sous-espace vectoriel Fq, puis tous deux se confondent. Enfin, e´tant donne´s les re´sultats
de la section pre´ce´dente, posons les notations suivantes :
– Soit FQ l’union des sous espaces vectoriels Fq, q ∈ Q.
– Soit Hi l’hyperplan de Rn orthogonal au i-e`me vecteur de la base canonique.
Assertion 4.3.4 Le nombre de fac¸ons de cre´er un groupe avec n variables est fini et vaut
2n.
Assertion 4.3.5 Soit q1, q2 ∈ Q. Si Nq1 ⊆ Nq2 , alors Fq1 ⊆ Fq2 .
Assertion 4.3.6 Tout point de sonde xˆ, ge´ne´re´ par les groupes Nq, q ∈ Q, est a` l’inte´rieur
de FQ, l’union de sous-espaces Fq, q ∈ Q.
Proposition 4.3.7 Le sous-espace vectoriel Fqi associe´ au groupe contenant toutes les
variables sauf celle d’indice i est e´gal a` l’hyperplan Hi.
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Preuve. Soit Hi ∈ Rn l’unique hyperplan de Rn orthogonal au i-e`me vecteur de la
base canonique. Par contradiction, on peut montrer que Hi contient exactement toutes les
directions ne modifiant pas la i-e`me coordonne´e. Par de´finition, il en est de meˆme pour
l’espace Fqi ou` Nqi = N − {i}. Donc Hi = Fqi . 








Preuve. Les plus grands groupes ne formant pas de recouvrement contiennent n − 1
variables, et ont donc une unique variable qui reste fixe. Cette famille de groupes, qui
contient exactement n e´le´ments diffe´rents, est note´e {Nqi}i∈N , ou` chaque groupe d’indice
qi ne contient pas la i-e`me variable. A` chaque groupe Nqi est associe´ son sous-espace
vectoriel Fqi . Donc, puisque tous les groupes possibles ne contenant pas la i-e`me variable









Ainsi, tous les groupements possibles sans recouvrement ne permettent de visiter au
maximum que n hyperplans orthogonaux car chacun des espaces vectoriels engendre´s par
un groupe Nq 6= N est contenu dans l’un des e´le´ments de la famille {Hi}i∈N . On est donc
bien loin d’eˆtre en mesure d’explorer l’ensemble Rn.
Lorsque l’on cre´e des points de sonde pour chacun des groupes Nq, q ∈ Q, a` l’ite´ration
k, on ge´ne`re |Pk| points de sonde dans des directions w ∈ FQ.
The´ore`me 4.3.9 Soit un ensemble de groupesNq, q ∈ Q. Soit xˆ ∈ Ω la limite de centres de
sonde re´alisables infructueux {xk}k∈K sur des treillis qui tendent a` eˆtre infiniment fins. Si
f est Lipschitz localement autour de xˆ, en modifiant tous les groupes de fac¸on individuelle
a` chaque ite´ration, l’algorithme MADS converge vers un point xˆ ve´rifiant :





Preuve. En appliquant le lemme 4.3.3 a` tous les groupes Nq, q ∈ Q, on montre que
l’algorithme MADS converge vers un point satisfaisant :




THΩq(xˆ)(xˆ), on aboutit a` l’expression du the´ore`me. 
Nous retrouvons, en corollaire, le re´sultat du the´ore`me 4.2.2 : si l’un des groupes Nq
forment un recouvrement de N (MADS classique), alors THΩq(xˆ) = T
H
Ω (xˆ). Mentionnons
que l’ajout a` l’algorithme MADS classique (formant un groupe N ) de groupes plus petits





Cela vient du fait que la non-convexite´ du domaine dans le voisinage du point limite diminue
drastiquement le coˆne hypertangent (parfois jusqu’a` l’ensemble vide). Lorsqu’on cre´e des
groupes, on ne conside`re plus qu’une fraction du domaine. E´ventuellement, l’intersection
entre le sous-espace et le voisinage re´alisable peut alors eˆtre convexe, rendant non vide le
coˆne hypertangent au sous-domaine.
Notons e´galement que, lorsque Nq 6= N , ∀q ∈ Q, l’algorithme converger vers une
sorte d’e´quilibre local, possiblement sous-optimal, ou` aucun groupe n’a inte´reˆt a` subir de
variation (infinite´simale) si tant est que les autres groupes conservent leur position actuelle.
Cependant, encore ici, cela ne garantit pas qu’il n’existe pas une direction w′ ∈ THΩ (xˆ) telle
que f ◦Ω(xˆ;w
′) < 0.
4.3.3 Conclusions sur la convergence
En fait, en cre´ant des groupes de variables, l’algorithme est contraint d’utiliser moins de
possibilite´s de directions qu’il n’en a dans le cas classique. D’apre`s la section 4.3.2, nous
pouvons de´duire de fac¸on ge´ne´rale qu’un groupe ne formant pas un recouvrement de N
ne permet de visiter au maximum qu’un hyperplan de Rn. De plus, la proposition 4.3.8
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FIGURE 4.2 Soit Ω ⊂ R2 l’union des quatre aires triangulaires (ferme´es) apparentes.
Nous avons N = {1, 2}. Cre´ons deux groupes additionnels N1 = {1} et N2 = {2},
et supposons que l’algorithme MADS converge vers le point xˆ situe´ a` l’intersection des
coˆnes. Le coˆne hypertangent THΩ (xˆ) est vide, tandis que l’union des coˆnes hypertangents
THΩq(xˆ)(xˆ), ∀q ∈ {1, 2} est forme´e de deux segments ouverts, chacun correspondant au
domaine Ωq = Ω ∩ Fq prive´ de ses extre´mite´s.
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rame`ne a` n hyperplans orthogonaux l’union de tous les sous-espaces explorables par tous
les groupes possibles dans le cas sans recouvrement total. On pourra voir par analogie avec
les cas 2D et 3D que cela est relativement peu : deux droites dans un plan, ou trois plans
dans l’espace. Par ce fait, il est certain que nous ne parviendrons pas a` obtenir une analyse
de convergence e´quivalente au cas classique : en effet, nous ne pouvons aspirer a` construire
un espace de directions normalise´es dense dans la sphe`re unite´ avec seulement l’union d’un
nombre fini d’hyperplans.
Pour conclure, tant qu’il n’existe pas, a` partir d’un certain nombre fini d’ite´rations,
un groupe formant un recouvrement de N appele´ a` chaque ite´ration, nous ne retombons
pas dans le cas de l’analyse de convergence classique de MADS de´finie a` la section 4.2.3.
C’est pourquoi nous allons chercher a` nous y ramener par des me´thodes de groupements
dynamiques, qui seront aborde´es a` la section 4.4.2.
4.4 Discussion ge´ne´rale sur la gestion des groupes
A` la lumie`re des pre´ce´dentes conclusions, nous allons maintenant voir les diffe´rentes
approches pour la gestion des groupes. Il s’agit de baˆtir une strate´gie pour se ramener au
cas classique (ou` toutes les variables sont dans un seul groupe) de fac¸on intelligente.
4.4.1 Gestion statique
NOMAD 3.1 ge`re les groupes de fac¸on statique, i.e., la cre´ation des groupes se fait
uniquement au de´but de son lancement, et il conserve ce groupement tout au long de
l’algorithme.
Exemple 4.4.1 Soit un vecteur de variables x = (xi)1≤i≤6. Si nous de´finissons trois
groupes N1 = (1, 2, 3), N2 = (3, 4) et N3 = (5, 6), NOMAD va ge´ne´rer a` chaque ite´ration
des directions pour chaque groupe. Il va ge´ne´rer des directions pour N1, puis il passera a`
N2, et enfin, ce sera au tour de N3. Ensuite, NOMAD e´valuera la liste des points de sonde
(constitue´e ici de 14 points si on utilise une base positive maximale), dans un certain ordre
(a` de´finir) et se de´placera selon les re´sultats. Finalement, il bouclera en recommenc¸ant,
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et ceci jusqu’a` ve´rification d’un crite`re d’arreˆt. Evidemment, puisque dans le cas ge´ne´ral
ou` aucun groupe ne forme un recouvrement de N , l’union des directions normalise´es est
loin d’eˆtre dense dans la sphe`re unite´, il en est de meˆme pour cet exemple de groupement
statique. En effet, nous n’explorons jamais l’espace R6 en modifiant (entre autres) x1 et x6
ensemble.
Cette approche, qui a le me´rite de sa simplicite´, manque de flexibilite´. En effet, ima-
ginons que l’on de´finisse un ensemble de groupes propres a` un sous-domaine commun,
chaque groupe correspondant a` un objet. On peut alors rencontrer le proble`me suivant :
les objets forment une configuration sous-optimale, mais, si l’on de´place les groupes
individuellement, on de´grade la solution actuelle : tous les groupes sont “pie´ge´s” dans un
minimum local de leur sous-espace. Ainsi, avec un groupement statique, la configuration
ne peut e´voluer, tel qu’illustre´ a` la Figure 4.3.
De fait, s’il est empiriquement inte´ressant de constituer des groupes de variables de
faible taille (par exemple en les groupant par objets) pour acce´le´rer la progression de
l’algorithme, il n’en demeure pas moins ne´cessaire de se de´bloquer des situations ou` la
cre´ation de groupes entrave cette dernie`re. La solution re´side dans le compromis : ne
pas bloquer trop de degre´s de liberte´ de`s le de´but pour ne pas empeˆcher l’algorithme de
progresser, mais en bloquer suffisamment pour diriger l’algorithme vers une ame´lioration
significative en peu d’ite´rations. Ainsi, il est ne´cessaire, pour se de´bloquer des situations
sous-optimales, de constituer, modifier et de´truire dynamiquement les groupes.
4.4.2 Gestion dynamique
Nous souhaitons raffiner l’approche pre´ce´dente en proposant de modifier les groupes
dynamiquement tel qu’on le laissait entrevoir dans la section 4.3.1, afin d’explorer le
plus d’espace possible tout en conservant une certaine cohe´sion dans notre de´marche
d’utilisation des groupes.
Exemple 4.4.2 Par exemple, dans l’algorithme PSDMADS de´fini dans Audet et al. (2008b),
un processus maıˆtre confie un groupe de variables (donc un sous-domaine a` explorer) a`
chacun de ses processus esclaves. De`s lors que l’un d’eux a termine´ sa taˆche, le maıˆtre
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FIGURE 4.3 Mouvement global requis : aucune ame´lioration de la valeur objectif f(x) n’est
possible si l’on ne de´place qu’un seul groupe a` la fois.
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rede´finit le groupe associe´ a` l’esclave pour le relancer sur un nouveau domaine. Les esclaves
fonctionnent donc de manie`re asynchrone sur des sous-domaines, et seul un processus
esclave particulier tournant en paralle`le assure l’exploration (de fac¸on the´orique) dans
toutes les directions de l’espace Rn.
Au niveau conceptuel, la gestion dynamique des groupes va se faire selon l’Algorithme 2,
qui se de´compose en quatre e´tapes principales : l’initialisation, l’exe´cution, la ve´rification
et la reconfiguration.
Algorithme 2 Gestion dynamique des groupes ide´ale
1: Initialisation :
– Cre´ation des groupes, crite`re d’arreˆt, X0
2: Exe´cution :
– Lancement de NOMAD avec les parame`tres de´finis a` l’e´tape pre´ce´dente.
3: Ve´rification :
– Analyse de la structure des groupes, du crite`re d’arreˆt de l’e´tape pre´ce´dente
– Si on a atteint notre but, alors STOP, sinon aller a` l’e´tape 4
4: Reconfiguration :
– Ope´rations sur les groupes
– Changement du crite`re d’arreˆt, de X0, de la taille du treillis
– Retour a` e´tape 2
On rappelle que pour he´riter de l’analyse de convergence the´orique du cas classique, il
ne peut y avoir qu’un nombre fini d’ite´rations ou` aucun groupe ne forme un recouvrement
de l’ensemble des variables. Cela revient a` imposer la condition pratique suivante : “A`
partir d’un certain nombre fini d’ite´rations, un groupe contient toutes les variables.”
Ainsi, nous avons deux possibilite´s pour construire les variantes d’algorithmes possi-
bles :
– Une gestion terminant par un MADS classique (Algorithme 3).
– Une gestion avec groupe N a` chaque ite´ration (Algorithme 4).
Cependant, pour l’Algorithme 4, de´terminer quand cre´er le groupe N et combien de
points de sonde sont a` ge´ne´rer est un proble`me en soi : il s’agit d’un compromis entre
restreindre l’espace explore´ (k grand, p petit) et augmenter le nombre d’e´valuations (k petit,
p grand). Nous nous limiterons, pour cette version, au cas ou` p = 2n et k = 0.
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Algorithme 3 Gestion ge´ne´rale en terminant par un MADS classique
1: Ge´rer les variables selon une heuristique quelconque jusqu’a` ce que l’un des groupes
contienne toutes les variables
2: Lancer une exe´cution “classique” a` partir de la`
Algorithme 4 Gestion ge´ne´rale avec groupe N
1: Ge´rer les variables selon une heuristique quelconque jusqu’a` un certain crite`re d’arreˆt
2: Apre`s k ≥ 0 ite´rations, cre´er un groupe N contenant toutes les variables, qui ge´ne`rera
p > 0 point(s) de sonde supple´mentaires a` chaque ite´ration
Enfin, nous allons comparer les performances des algorithmes issus des deux structures.
Cependant, pour plus de facilite´ d’imple´mentation concernant la ve´rification, on peut
supposer que l’algorithme est capable d’identifier s’il s’agit ou non de la dernie`re exe´cution
avant de l’effectuer. On peut alors utiliser un boole´en indiquant si oui (1) ou non (0),
il s’agit de la dernie`re exe´cution de NOMAD. Ainsi, on concentre les difficulte´s sur la
reconfiguration. Nous allons nous employer a` de´crire ce nouvel algorithme, baptise´ GM-
MADS (Group Management with MADS), dont une instanciation pratique sera de´crite a` la
section 5.
4.4.3 Les outils d’analyse
Afin de ge´rer les groupes de variables de fac¸on logique, il est ne´cessaire de les analyser.
Nous pourrions effectuer des calculs spe´cifiques sur les objets concrets, tels que la distance
inter-objets, leurs de´placements relatifs, ou encore leur voisinage, afin d’envisager, par
exemple, des regroupements par proximite´ ou mobilite´. Ou bien, on peut privile´gier une
approche plus abstraite en re´alisant des statistiques sur les donne´es recueillies au fur et
a` mesure du de´roulement de l’algorithme, de fac¸on a` de´gager des liens ou une relation
d’ordre entre les variables.
Les avantages des calculs spe´cifiques aux objets concrets sont qu’ils sont aise´s a` mettre
en oeuvre et ne ne´cessitent que peu de calculs supple´mentaires. L’analyse de sensibilite´,
quant a` elle, est une approche plus ge´ne´rale, mais qui ne´cessite souvent d’e´tablir des
hypothe`ses sur les interactions entre les variables pour eˆtre efficace, e.g. inde´pendance,
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normalite´, line´arite´ ou monotonie. De plus, de`s lors que l’on souhaite obtenir des re´sultats
sophistique´s, les de´marches deviennent tre`s vite lourdes a` mettre en place (calcul matriciel,
de´termination des mode`les et coefficients de re´gression, de´composition de variance).
4.4.4 Comment cre´er des groupements concre`tement ?
Avec les calculs spe´cifiques
L’objectif est d’identifier, lorsqu’on traite avec des variables de´crivant des objets, une
manie`re d’exploiter directement les donne´es sans passer par un proce´de´ ge´ne´ral d’analy-
se de sensibilite´. Par exemple, lorsque plusieurs objets sont de´finis sur un sous-domaine
commun, on peut former des groupes de variables pour lesquels les distances, voisinages
et mouvements relatifs ont un sens concret : peut-on utiliser ces grandeurs pour baˆtir un
algorithme de groupement fructueux ? Peut-on exploiter la notion de voisinage de chacun
des objets qui constituent xk ou vaut-il mieux conserver la notion de voisinage globale ?
Remarquons e´galement que si le terrain sur lequel sont de´finis les objets est fragmente´, il
est difficile de de´terminer un point y ∈ Ω re´alisable dans le voisinage de xk en modifiant la
position de tous les objets simultane´ment. D’ou` la solution de de´placer un sous-ensemble
des objets a` la fois et donc la ne´cessite´ de de´finir un voisinage pour chacun des objets.
Par distance Si l’ide´e d’un groupement par objets semble naturelle, on peut y ajouter
un groupement par distance reposant sur l’hypothe`se implicite que deux objets “proches”
interagissent entre eux. Ce n’est pas toujours le cas, y compris dans un contexte de posi-
tionnement : par exemple, en te´le´communications, deux antennes peu distantes mais de
fre´quences suffisamment diffe´rentes ne s’influencent pas mutuellement. Cependant, dans
de nombreuses applications, la distance constitue une mesure cohe´rente des interactions,
et c’est notamment le cas dans notre proble`me de localisation : les de´placement groupe´s
peuvent alors permettre de se de´bloquer d’une situation sous-optimale.
Par absence de mouvement Le groupement par immobilite´ repose quant a` lui sur l’hy-
pothe`se qu’un objet deumeurant fixe est vraisemblablement proche de sa position optimale
(pour son sous-espace). Il peut alors eˆtre inte´ressant de se concentrer davantage sur les
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autres objets mobiles, en groupant les objets mouvants se´pare´ment et les objets immobiles
ensemble. Non seulement, cela donne une priorite´ de de´placement aux objets mouvants
(donc vraissemblablement loin de leur position d’e´quilibre), mais cela permet e´galement aux
objets immobiles d’eˆtre de´place´s ensemble (et donc d’accroitre l’ensemble des directions
possibles), afin de les de´bloquer de situations sous-optimales.
Avec l’analyse de sensibilite´
On souhaite de´terminer quels sont les variables ou les groupes de variables importants
et quand est-ce qu’ils le sont. Ceci peut permettre a` la fois d’ordonner les candidats a`
l’e´valuation de fac¸on pertinente et de cre´er des groupements judicieux.
Grouper les variables a posteriori L’ide´e serait ici de mener dans un premier temps
une analyse de sensibilite´ sur les dernie`res ite´rations, afin d’identifier les variables actuelle-
ment pre´ponde´rantes (i.e., celles qui modifient significativement la fonction objectif et les
contraintes relaxables au regard des autres variables) et de constituer des groupements
pertinents (Algorithme 5).
Algorithme 5 Former des groupes a posteriori
1: De´terminer une relation d’ordre entre les variables
2: Former des groupes a` partir de celles-ci
Cre´er des petits groupes avec les variables importantes Les re`gles de ce groupe-
ment sont simples :
– Cre´er des groupes de petites tailles avec les variables importantes.
– Cre´er des groupes de plus grande taille avec les variables restantes.
En effet, il semble judicieux de de´placer en priorite´ les variables actuellement influentes,
au risque de de´laisser momentane´ment les autres. En cre´ant des groupes de petite taille avec
une variable importante, on est suˆr de de´placer cette variable significativement au cours
des prochaines ite´rations (Figure 4.4), ce qui peut permettre d’acce´lerer la progression de
l’algorithme.
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FIGURE 4.4 Directions de sonde d1, d2, d12, d21 pour une ite´ration donne´e sur un exemple
a` deux variables (x1, x2), ou` ∆p est le parame`tre de sonde. En cre´ant un groupe de petite
taille, on fait varier plus significativement (en moyenne) chaque variable du groupe le long
de son axe, que si on cre´e un groupe de grande taille.
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Mode`les pour les fonctions de score
On souhaite estimer une ou des fonctions caracte´risant l’influence des variables con-
tenues dans un groupe et/ou de ce groupe sur la variation de la fonction objectif de fac¸on a`
pouvoir, d’une part, ordonner e´ventuellement les candidats a` e´valuer et d’autre part, grouper
les variables de manie`re ade´quate.
Soit un groupe de variables Nq (Nq peut eˆtre e´ventuellement compose´ d’une unique
variable). Soit un e´chantillon d’e´valuations S. De chaque e´le´ment de S, on peut extraire
entre autres les valeurs des variables xs, la valeur de la fonction objectif f(xs), ainsi que la
valeur de la violation des contraintes relaxables h(xs) (a` valeur dans R+).
Une fonction d’influence U assigne a` un couple (Nq, S) une valeur re´elle ou utilite´.
On pourra alors e´tablir, pour une fonction d’influence donne´e, une relation d’ordre entre
l’ensemble des groupes possibles, puis les classer, et de´cider de les ge´rer en conse´quence.
Par exemple, un groupe Nq peut eˆtre conside´re´ comme fructueux pour un e´chantillon S, s’il
fournit, sans de´grader ou en de´gradant le´ge`rement h(xk), beaucoup de points diminuant
la valeur courante f(xk), ou encore un ou plusieurs points diminuant significativement la
valeur courante f(xk).
Gestion des e´checs Lorsque nous souhaitons effectuer des statistiques sur les valeurs
de fonctions (objectifs, contraintes et variables), il se pose le choix de prendre en compte
ou non les e´checs d’e´valuation dus au domaine X de´fini par les contraintes non relaxables.
Cependant, en les conside´rant, la diffe´rence d’ame´lioration entre un point irre´alisable et un
point re´alisable sera quasi-infinie, ce qui aura pour effet de mettre en avant les groupes qui
ont des voisinages largement re´alisables, et non les groupes qui ont des voisinages fructueux.
L’ajout d’une pe´nalite´ pour les points x /∈ X pose le proble`me de son estimation nume´rique.
Nous avons donc e´vince´ cette difficulte´ en ne conside´rant que les points appartenant a` X .
Une question de me´moire Il est a` noter que si un groupe de variables est fructueux
ou influent a` un moment donne´ dans l’algorithme, il se peut tre`s bien qu’il ne le soit
plus quelques ite´rations plus tard. Il faut certes tenir compte des e´ve`nements passe´s pour
e´tablir des statistiques pertinentes, mais faut-il effectuer les statistiques sur l’ensemble
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des e´valuations passe´es ou seulement sur la dernie`re exe´cution ? Nous ne conside´rerons
que les points obtenus au cours de l’exe´cution pre´ce´dente pour e´viter que les premie`res
e´valuations (dont les ame´liorations vont force´ment eˆtre significatives puisque le syste`me
n’est en ge´ne´ral pas proche d’une configuration optimale) n’influencent de´finitivement
l’ensemble des futures configurations.
Re´gression line´aire multiple Pour chaque point xs de l’e´chantillon S, on suppose que




aixi,s + b+ s
ou` s est l’erreur empirique associe´e au point xs. On recherche les coefficients ai, b tels













Ainsi, on peut voir l’influence relative des variables sous une hypothe`se (probablement
fausse) de relation line´aire. Bien que le mode`le soit trop simple pour mode´liser fide`lement
la re´alite´, cela nous donne cependant des indications pre´cieuses sur les variables a` influence
forte et faible. Enfin, si le coefficient de corre´lation sous l’hypothe`se line´aire est trop faible,
nous pouvons ope´rer une transformation des rangs en vue d’ame´liorer la robustesse du
mode`le e´tant donne´ que les relations sont non line´aires. Introduite originellement par Iman
et Conover (1979), une telle me´thode permet, selon Jacques (2005), d’affaiblir l’hypothe`se
de line´arite´ en la remplac¸ant par la monotonie de la fonction objectif par rapport a` chaque
variable.
4.4.5 Re´alisabilite´ : le cas du domaine fragmente´
Nous avons vu a` la section 3.2.1 un exemple d’applications ou` le domaine de de´finition
Ω est hautement fragmente´. Dans de tels cas, il est inte´ressant (lorsque cela est possible) de
modifier la me´thode d’optimisation pour assurer son efficacite´, notamment par le biais d’un
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pre´traitement. En effet, l’irre´alisabilite´, d’un point de vue algorithmique, ne pose pas de
proble`me particulier a` MADS : apre`s avoir e´value´ le candidat y non re´alisable, il posera
f(y) = +∞ (dans un contexte de minimisation) et changera de candidat. Cependant, si Ω
est tre`s fragmente´, il est tre`s probable qu’un grand nombre de points d’essai teste´s soient
de´clare´s irre´alisables et que MADS amorce autour de la solution de de´part une sous-suite
raffinante. Au final, cela risque d’entraver la progression de l’algorithme ou meˆme de le
faire e´chouer a` se de´placer de sa position initiale.
Tout d’abord, avant d’e´valuer un candidat, s’il est possible de tester sa re´alisabilite´ a`
faible couˆt, il est judicieux de le faire a` l’avance, afin d’e´conomiser une e´valuation de boıˆte
noire peu e´difiante. Bien suˆr, il existe des cas ou` aucune information n’est connue a priori sur
le domaine X de´fini par les contraintes non relaxables, auquel cas on proce`dera directement
a` l’e´valuation sans pre´traitement possible. Cependant, nous allons nous inte´resser ici au cas
ou` il est possible de tester de fac¸on non couˆteuse (avant l’e´valuation de f et des fonctions
de contraintes relaxables cj) l’appartenance de y a` X .
Notons qu’il faudra dans tous les cas adapter son pre´traitement au domaine : lorsqu’un
point d’essai est de´clare´ irre´alisable, si cela est possible et relativement non couˆteux, on
peut tenter de rechercher dans son voisinage un point re´alisable. Pour conserver la logique
MADS, l’ide´al serait d’eˆtre capable de de´terminer, pour tout y ∈ Mk, le point y¯ ∈ Mk
re´alisable le plus proche.
Il est a priori difficile de trouver un point re´alisable dans un domaine fragmente´ en n
dimensions car cela impose de tester un ensemble de points qui croit exponentiellement avec
le nombre de variables. On ne peut aspirer a` de´crire exhaustivement comment de´terminer un
point re´alisable voisin dans un espace a` n dimensions, car cela de´pend de la pre´sence de sous-
domaines et de la densite´ de l’espace Ω dans Rn. Il est donc ne´cessaire d’adapter une telle
recherche au proble`me. Dans le contexte de variables de positionnement, nous travaillons
souvent avec des groupes propres a` un sous-domaine commun de faible dimension : il
semble alors naturel de chercher a` assurer la re´alisabilite´ d’un point en assurant tout d’abord
celle de chacune des positions des groupes.
Il y a deux fac¸ons de voir les choses en pratique : soit on suppose inte´gre´e la recherche
d’un point re´alisable au sein de la boıˆte noire, soit on essaie d’inte´grer la recherche au sein
du cadre algorithmique de MADS.
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Inte´gration de la recherche dans la boıˆte noire Le plus simple est certainement de
supposer directement inte´gre´e la recherche d’un point re´alisable au sein de la boıˆte noire,
e´ventuellement en confiant au client la taˆche de baˆtir un pre´traitement de´terministe en
fonction du proble`me conside´re´. Ainsi, d’un point de vue optimiseur, a` un point e´value´ va
correspondre une unique valeur de fonction objectif, et on retombe alors dans le cas usuel.
Inte´gration de la recherche dans l’e´tape de recherche Nous pouvons e´galement con-
side´rer que le pre´traitement est controˆle´ par l’optimiseur : assurons-nous simplement de sa
cohe´rence the´orique dans le cadre de l’algorithme MADS.
On va supposer que chaque e´valuation est pre´ce´de´e d’un traitement de´terministe de
la forme de l’Algorithme 6. Ce dernier ne modifie que les points irre´alisables en tentant
de leur associer un point re´alisable quelconque. Lorsqu’un tel point est trouve´, le point
d’essai original est remplac¸e´ par ce dernier. Dans le cas contraire, l’algorithme de´clare
simplement un e´chec et efface le point d’essai initial de liste des e´valuations a` effectuer. Il
peut eˆtre au premier abord frappant de constater que l’on peut tout aussi bien effacer un
point irre´alisable ou encore le remplacer par un point re´alisable quelconque, sans de´grader
l’analyse de convergence the´orique. Cela est duˆ a` la souplesse du cadre algorithmique de
MADS, puisqu’on peut conside´rer chaque e´valuation de ce type (appartenant e´ventuellement
a` l’e´tape de sonde) comme appartenant a` l’e´tape de recherche. En effet, tous les points
modifie´s e´tant initialement des e´checs de toute fac¸on, l’e´tape de sonde est bel et bien
effectue´e entie`rement.
Toutefois, si l’on he´rite en the´orie de l’analyse de convergence classique, on peut
remarquer que, lorsque le domaine re´alisable est tre`s fragmente´, le coˆne hypertangent sera
souvent vide, rendant peu significatifs les the´ore`mes pre´ce´demment e´voque´s.
De plus, pour limiter le nombre de tests de re´alisabilite´, on peut imaginer borner
notre recherche a` un pe´rime`tre fini de largeur ∆sk. Dans cette dernie`re approche, on ne
de´connecte pas la recherche d’un point re´alisable de la logique de MADS. En effet, si l’on
substitut a` chaque fois un point (trop) e´loigne´ au point y qui devait eˆtre initialement teste´, la
notion de voisinage “proche” propre aux algorithmes de descente locale n’est pas respecte´e.
Toutefois, en pratique, un pre´traitement sur une large portion de domaine peut avoir un roˆle
diversificateur inte´ressant en de´terminant des points d’essai prometteurs e´loigne´s, comme
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Algorithme 6 Pre´traitement pour corriger l’irre´alisabilite´ (Cas pratique)
1: L← Pk ∪ Sk
2: Pour chaque y ∈ L faire
3: Si y /∈ Ω alors
4: Essayer de trouver y¯ ∈Mk ∩ Ω
5: Si Succe`s alors







On peut imaginer enfin compliquer un peu le tout, en appliquant la meˆme logique au
pre´traitement qu’a` l’e´tape de sonde, c’est-a`-dire en imposant au point teste´ au cours d’une
e´tape de sonde d’eˆtre a` l’inte´rieur d’un pe´rime`tre qui tendra vers 0 si notre centre de sonde
est un e´le´ment d’un suite raffinante. Cependant, le proble`me serait que les valeurs objectif
des points e´voluent avec le de´roulement de l’algorithme. C’est-a`-dire qu’a` un point donne´
peuvent correspondre deux valeurs objectifs : finie lorsque le pe´rime`tre de recherche du
pre´traitement permet de trouver un point voisin re´alisable, et infinie sinon. L’algorithme
n’est alors plus de´terministe et complique notablement l’analyse de convergence. Enfin, il
semble e´vident qu’une recherche dans un voisinage trop petit n’apporterait techniquement
rien, puisqu’aucun point re´alisable voisin ne sera de´termine´.
Seul le cas particulier ou` il existe un sous-domaine commun a` deux dimensions sera





Nous allons traiter ici un proble`me particulier de localisation de balises sur un sous-
domaine commun fragmente´ en deux dimensions, sans contraintes relaxables. Cette boıˆte
noire artificielle a e´te´ conc¸ue en tant que substitut du proble`me original de l’IREQ. En
effet, l’acce`s a` la boıˆte noire originale e´tant limite´, nous avons e´te´ contraint de recourir a`
ce mode`le (simplifie´) afin de re´aliser une batterie de tests pre´liminaires. L’algorithme que
nous proposons va illustrer plusieurs principes : pre´traiter la re´alisabilite´ afin d’e´viter que
la fragmentation du domaine entrave la progression, baˆtir des groupements e´volutifs afin de
ge´ne´rer des directions d’exploration fructueuses et ordonner les candidats pour l’e´valuation
dans une optique opportuniste. Les choix pour construire les groupements interviennent
dans notre cas a` trois niveaux : un groupement initial, un algorithme de reconfiguration et
enfin une re`gle de groupement secondaire.
5.1 Aspects combinatoires
Comme le laissait entendre le chapitre pre´ce´dent, le proble`me de de´terminer une
technique de groupement optimale est tre`s fortement combinatoire, et ceci pour plusieurs
raisons. Tout d’abord, le proble`me de de´terminer, a` groupement fixe´, une solution optimale
a` l’une des instances conside´re´es est de´ja` en lui-meˆme combinatoire. Ensuite, le nombre
de groupes de variables (non vides) possibles pour un ensemble de n e´le´ments est e´gal a`
2n − 1, et ces groupes de variables peuvent se fusionner, se diviser, se recombiner a` peu
pre`s n’importe comment. Se limiter aux cas ou` l’on traite uniquement avec des groupes
formant une partition de l’ensemble des variables n’arrange pas e´norme´ment les choses,
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puisque le nombre de partitions possibles d’un ensemble de cardinalite´ n, e´gal au nombre









Par exemple, pour a` peine quinze variables, on peut cre´er 1 382 958 545 partitions ! Enfin,
ajoutons a` cela la diversite´ des re´glages des parame`tres algorithmiques, ainsi que le nombre
d’instances, et nous obtenons, dans une perspective exhaustive, une quantite´ de tests de´fiant
toute raison.
Il est donc ne´cessaire de restreindre ces travaux a` quelques cas particuliers que l’on
juge pertinents. Rappelons que le principal objet de ce travail est de prouver ou re´futer
l’hypothe`se selon laquelle l’utilisation des groupes de variables peut eˆtre be´ne´fique. Dans
le cas positif, nous proposerons une ou des manie`res de grouper les variables efficacement
pour les instances conside´re´es. De´terminer une fac¸on optimale, meˆme a` instance fixe´e, est
un de´fi non trivial qui sort du cadre de ce me´moire.
5.2 La boıˆte noire : substitut pour les balises GMON
Cette boıˆte noire a e´te´ baˆtie dans le but de mode´liser, en premie`re approximation, le
comportement des balises GMON (Gamma-MONitoring) qui servent a` l’interpolation par
ge´ostatistique du manteau neigeux, proble`me qui a de´ja` e´te´ pre´sente´ au chapitre 3. Les
variables implique´es dans ce proble`me sont des variables de positionnement.
5.2.1 Le domaine
Le domaine ou` les variables peuvent eˆtre place´es est repre´sente´ par un ensemble de
points sur une carte en deux dimensions. Les diffe´rentes composantes physiques font en
sorte que le domaine est largement fragmente´. De par cette fragmentation, l’application
directe d’une me´thode d’optimisation (que ce soit MADS ou une autre) est voue´e a` l’e´chec.
E´tant donne´ que la carte de´finissant le proble`me nous est connue, nous avons pu modi-
fier l’algorithme pour que les points d’essai soient de´place´s afin de coı¨ncider avec un
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point re´alisable avoisinant. Cette projection sur le domaine, de´crite plus en de´tail a` la
section 5.3.5, n’est pas couˆteuse e´tant donne´ que le bassin est repre´sentable dans un espace
a` deux dimensions.
5.2.2 La fonction objectif
L’information dont nous disposons est incomple`te. En particulier, nous n’avons pas
acce`s au logiciel interne a` l’IREQ permettant de calculer les mesures d’erreurs associe´es
a` un positionnement de GMON. Pour contourner cette difficulte´, nous avons conc¸u une
fonction substitut, en accord avec le cadre de´fini par Booker et al. (1999).
Nous avons utilise´, pour la mode´lisation de l’erreur de mesure, une fonction potentielle








avec (Ni, Nj) les dimensions de la carte et x ∈ N2g un vecteur comportant les positions de
g GMON. La valeur eij(x) correspond a` la fiabilite´ de la mesure au point (i, j) en fonction
d’une configuration de GMON. Cette valeur varie entre 0 (pire erreur) et 1 (aucune erreur)
et est calcule´e selon :
eij(x) =

1 si dij(x) ≥ 1,
dij(x) si 0.030 ≤ dij(x) < 1,
(dij(x))
1.2 si 0.025 ≤ dij(x) < 0.03,
(dij(x))
1.5 si 0.020 ≤ dij(x) < 0.025,
(dij(x))









 1 si xu = i et xv = j,0.8√
(xu−i)2+(xv−j)2
sinon.
Ansi, la fiabilite´ brute spe´cifique a` la balise (xu, xv) au pixel (i, j), note´e cij(xu, xv),
varie directement inversement proportionellement a` la distance a` la balise. On somme
ensuite sur l’ensemble des GMON pour obtenir la fiabilite´ brute totale dij(x). Ensuite, on
recadre les valeurs trop grandes a` 1, puis on met les dij(x) a` la puissance β ∈ {1, 1.2, 1.5, 2},
ce qui nous permet d’obtenir les valeurs de fiabilite´ finales eij(x) (voir Figure 5.1). L’erreur
locale pour une configuration x au pixel (i, j) est e´gale a` l’inverse de la racine carre´e de
la fiabilite´ eij(x) : un pixel posse`de donc une valeur d’erreur locale minimale lorsqu’il a
une fiabilite´ maximale, c’est-a`-dire lorsqu’il coı¨ncide avec la position d’une balise GMON
(ce qui est cohe´rent). Enfin, on somme sur l’ensemble des pixels de la carte l’erreur pour
obtenir l’erreur totale f(x). Les valeurs des constantes ont e´te´ ajuste´es afin d’obtenir des
solutions visuellement satisfaisantes, qui ont e´te´ ensuite valide´es par des experts de l’IREQ.
5.3 Ensemble de proble`mes tests
Nous cherchons ici a` de´finir un banc d’essai de re´fe´rence : diffe´rentes me´thodes
de groupements de variables seront produites, puis teste´es sur un ensemble d’instances
donne´. Leurs performances seront ensuite compare´es et analyse´es. Cela nous permettra de
se´lectionner les meilleurs algorithmes en vue de re´soudre efficacement le proble`me original
issu de l’IREQ.
5.3.1 Les instances
Les domaines sont de´finis a` partir de cartes de bassins que´becois fournies par l’IREQ.
Nous en conside´rerons trois, respectivement nomme´s Gatineau (GAT ), Saint-Maurice
(STM ) et La Grande (LG). Ces domaines (Figure 5.2) sont de diffe´rentes densite´s : GAT
est tre`s fragmente´, tandis que LG l’est peu et STM est interme´diaire.
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FIGURE 5.1 Valeurs de fiabilite´ en fonction de la position : le centre du puits de potentiel
caracte´rise la position de l’unique balise GMON.
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Le nombre de GMON que nous utilisons varie de 5 a` 10 (10 a` 20 variables). Tous les
GMON, sauf mention contraire, sont suppose´s libres.
Cela fait un total de 18 instances a` tester pour chaque me´thode de groupement.
FIGURE 5.2 Les trois cartes utilise´es (de gauche a` droite respectivement GAT , STM et
LG) : on a repre´sente´ la zone globale ou` est calcule´e l’erreur (en clair), sur laquelle on a
superpose´ le sous-domaine commun re´alisable pour les balises GMON (en fonce´).
5.3.2 L’initialisation
Nous allons ici pre´senter tous les crite`res initiaux choisis, a` savoir la solution initiale, le
groupement initial et les instances conside´re´es.
Solution initiale
Nous avons teste´ diffe´rentes approches dont la ge´ne´ration ale´atoire de solutions ini-
tiales (pratique car automatisable). Toutefois, cette dernie`re empeˆche les re´sultats d’eˆtre
re´ellement significatifs dans la mesure ou` ame´liorer une solution ale´atoire est “facile”. De
plus, cela risque de biaiser les comparaisons et de permettre aux reconfigurations “violentes”
d’eˆtre davantage performantes a` court terme, alors meˆme qu’elle ne seront peut-eˆtre pas
efficaces sur les instances re´elles qui disposent de´ja` de solutions initiales de bonne qualite´.
Pour pallier ces de´fauts, nous choisirons pour solutions initiales des configurations faites “a`
la main” de fac¸on relativement pertinente, a` raison d’une pour chaque instance.
66
Groupement initial
Les groupements initiaux peuvent eˆtre choisis parmi les partitions suivantes :
– I : Variable individuelle (n groupes d’une seule variable).
– X : Paires par GMON (x2i, x2i+1) en coordonne´es carte´siennes.
– P : Paires de coordonne´es alterne´es (de´crite ci-dessous).
– A : Abscisses et ordonne´es (2 groupes de n/2 variables).
– T : Toutes ensemble (un seul groupe de n variables).
Lorsque le nombre d’objets est pair, le groupement P groupe les variables (x2i, x2i+2),
(x2i+1, x2i+3). Dans le cas impair, P groupe la premie`re et la dernie`re variable, et reproduit,
pour le nombre de variables restantes (formant un nombre pair de paires), le groupement
propre au cas pair.
I de´place les balises (individuellement) uniquement verticalement ou horizontalement.
X modifie la position d’une seule balise a` la fois (il s’agit de l’approche la plus naturelle). P
de´place simultane´ment deux balises diffe´rentes selon chacune un axe vertical ou horizontal.
A affecte les positions de la moitie´ des balises, selon leur axe vertical, puis selon leur axe
horizontal. T modifie l’ensemble des variables, donc toutes les positions des balises : il
s’agit du MADS classique.
Les groupements I et X ont e´te´ conc¸us en exploitant la structure du proble`me. Nous
nous attendons a` ce qu’ils produisent de meilleurs re´sultats que A et P , qui ont e´te´ conc¸us
arbitrairement, a` titre comparatif.
Crite`re d’arreˆt
Afin de faire de´croıˆtre le plus rapidement possible la valeur de la fonction objectif, on
aimerait pouvoir reconfigurer les groupes lorsque l’algorithme peine a` trouver de nouvelles
solutions. De plus, il est ne´cessaire, pour des raisons pratiques, de limiter le temps de calcul
total.
Les crite`res suivants sont disponibles :
1. Nombre d’e´checs successifs : Lorsqu’un point est plusieurs fois d’affile´e le centre de
sonde et donc vraissemblablement un e´le´ment d’une suite raffinante, on reconfigure.
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2. Nombre d’e´valuations : Au bout d’un certain nombre d’e´valuations.
3. Nombre d’ite´rations : Au bout d’un certain nombre d’ite´rations.
4. Temps de calcul : Au bout d’un certain temps.
5. Valeur limite de la taille du treillis : Lorsque la taille de treillis passe en dessous d’un
certain seuil.
Le crite`re 1 renseigne sur l’incapacite´ de l’algorithme a` ame´liorer (meˆme le´ge`rement) le
candidat actuel. Fixer une valeur e´voluant avec le nombre d’exe´cutions (de fac¸on croissante)
permet d’assurer des reconfigurations re´gulie`res tout en prenant en compte la progression
algorithmique.
Les crite`res 2 et 4 sont habituellement dicte´s par les limitations pratiques du budget.
Comme souvent, les crite`res 2, 3 et 4 comportent le de´savantage du choix explicite de
parame`tres influents (nombres d’e´valuations, ite´rations ou temps).
Le crite`re 5 est celui qui peut permettre d’assurer la convergence the´orique puisque,
par construction, la taille du treillis va tendre vers ze´ro lorsqu’on se trouve en un point
ve´rifiant des conditions d’optimalite´ de premier ordre. Il peut eˆtre e´galement utilise´ pour
identifier des e´checs de fac¸on subtile, avec des re`gles du type : “Si la taille du treillis passe
en dessous de sa valeur initiale, on reconfigure.”
Nous limiterons nos travaux en choisissant un crite`re d’arreˆt total base´ sur le nombre
d’e´valuations, inde´pendant de l’instance, fixe´ a` 1000 e´valuations de boıˆtes noires maximum
sur l’ensemble de l’algorithme. Cette valeur est raisonnable en termes de temps de calcul,
et permet de re´ve´ler de fac¸on pertinente l’e´volution des diffe´rents algorithmes, a` la fois sur
le proble`me de l’IREQ et sur notre mode`le substitut.
Parame`tres algorithmiques de NOMAD
Nous choisissons de de´finir la graine de Halton comme le n-ie`me nombre premier, ce
qui permet, selon Abramson et al. (2009b), de de´corre´ler les directions de sonde. La taille du
treillis initiale ∆m0 est multidimensionnelle et de´pend de la taille de la carte conside´re´e : ses
composantes associe´es aux variables d’indice pair et d’indice impair sont respectivement
fixe´es au dixie`me de la longueur et la largeur maximales du domaine concerne´. Dans
toute la suite, nous supposons, sauf mention contraire, que la recherche est opportuniste,
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c’est-a`-dire que de`s lors qu’un candidat y meilleur que le centre de sonde actuel xk est
de´couvert, l’ite´ration courante k s’ache`ve, et une nouvelle ite´ration commence avec pour
centre de sonde le point y. Ces trois choix correspondent au valeurs par de´faut du logiciel
NOMAD.
5.3.3 La reconfiguration
La reconfiguration est a` l’origine base´e sur la fusion progressive des groupes de variables.
On peut raffiner cette vision, en donnant aux groupes la possibilite´ de se diviser ou d’eˆtre
conserve´s. Rappelons que pour conserver intacte la convergence the´orique, les crite`res
doivent eˆtre tels, qu’une se´quence d’ite´re´s raffinante (i.e., engendre´e par une suite d’e´checs
a` partir d’un centre de sonde), doit conduire a` terme a` la fusion totale des variables (dans
un seul groupe).
On souhaite e´tablir quand et comment re´aliser la reconfiguration. Pour ce faire, on
cherche a` exhiber :
– Des crite`res d’arreˆt, de´pendants ou non de la progression de l’algorithme (voir
section 5.3.2).
– Des fonctions d’influence, caracte´risant l’efficacite´ actuelle ou le potentiel futur de
tel point ou tel groupe de variables sur la progression de l’algorithme.
– Des crite`res, e´ventuellement base´s sur les fonctions d’influence, servant a` de´cider
quels groupes conserver, fusionner ou diviser.
Ainsi, a` chaque de´but d’e´tape de reconfiguration, on pourra de´terminer une relation d’or-
dre entre les points et/ou les groupes et de´cider lesquels pre´dominent. On va se concentrer
par la suite sur les fonctions d’influence et les crite`res de fusion, division et conservation
qui y sont associe´s.
Quand reconfigurer ?
Les reconfigurations doivent eˆtre assez fre´quentes pour avoir une utilite´, mais ne doivent
pas non plus entraver la progression de l’algorithme. Tous les crite`res d’arreˆt pre´sente´s a` la
section 5.3.2 son envisageables, pourvu qu’ils soient correctement ajuste´s. Cependant, afin,
d’une part, de limiter le nombre de tests a` effectuer, et d’autre part, de ge´ne´rer des re´sultats
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exploitables pour le proble`me concret de l’IREQ, nous nous consacrerons dans la suite des
tests a` un unique crite`re d’arreˆt, portant sur le nombre d’e´checs conse´cutifs :
– EC : Reconfigurer apre`s r ite´rations non fructueuses conse´cutives, r e´tant le nume´ro
de l’exe´cution actuelle (initialise´ a` 1 a` la premie`re exe´cution).
Ce crite`re a e´te´ choisi apre`s des tests portant sur le nombre d’e´valuations, sur la valeur
de la taille de treillis et le nombre d’e´checs successifs. Il est relativement souple dans la
mesure ou` il fait intervenir les performances de l’algorithme sans avoir a` fixer a` l’avance
des parame`tres arbitraires pre´ponde´rants.
Comment reconfigurer ?
Un ensemble de re`gles de fusion, division et conservation qui forment un tout cohe´rent
est appele´ algorithme de reconfiguration. Voici un re´capitulatif des algorithmes de reconfig-
uration qui ont e´te´ utilise´s, de´crits plus pre´cise´ment a` la section 5.3.4 :
– S : Statique.
– D : Dynamique avec fusion par distance.
– K : Dynamique par distance avec une me´thode de classe K-means.
– M : Dynamique avec gestion par mouvement.
– F : Dynamique avec fusion par mouvement.
– V : Dynamique par sensibilite´ avec une me´thode de type re´gression
line´aire multiple.
– W : Dynamique par sensibilite´ avec une me´thode de type re´gression
line´aire multiple avec transformation des rangs.
Re`gle secondaire Certains algorithmes de reconfiguration ne groupent pas directement
l’ensemble des variables. C’est-a`-dire qu’ils agissent uniquement sur un sous-ensemble des
variables. Les re`gles secondaires servent a` de´finir comment ge´rer les variables restantes.
Nous distinguons trois re`gles possibles (la lettre “R” est ajoute´e pour diffe´rencier les re`gles
secondaires des groupements initiaux) :
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– XR : Paires par GMON (x2i, x2i+1) en coordonne´es carte´siennes.
– IR : Variable individuelle (un groupe par variable).
– TR : Toutes ensemble.
Continuite´ entre les exe´cutions Chaque e´tape d’exe´cution (indice´e par r) influence
l’e´tape de reconfiguration qui suit. La meilleure solution courante sert de point de de´part
a` l’exe´cution suivante. L’index de Halton est syste´matiquement incre´mente´ d’une unite´ a`
partir de sa valeur a` la fin de l’exe´cution pre´ce´dente, de fac¸on a` de´corre´ler les directions
d’exploration teste´es sur l’ensemble des exe´cutions. Le treillis est mis a` jour de fac¸on
logique, sa taille e´tant recalcule´e a` partir de la valeur courante de l’indice du treillis. En
fonction de l’algorithme de reconfiguration utilise´, l’e´tat des groupes et le crite`re d’arreˆt
sont e´ventuellement modifie´s.
5.3.4 Les algorithmes de reconfiguration
Toutes les me´thodes de groupement sont initialise´es de manie`re semblable (Algo-
rithme 7). Un fois spe´cifie´s l’instance, le groupement initial, la re`gle secondaire de groupe-
ment par de´faut et le crite`re d’arreˆt pour la reconfiguration, il ne reste plus qu’un seul
choix (le plus important) : l’algorithme de reconfiguration. Nous allons nous employer
ici a` de´crire ceux que nous avons utilise´s. Rappelons que les ide´es sous-jacentes a` ces
algorithmes ont de´ja` e´te´ explicite´es a` la section 4.4.4.
Utiliser la distance
Les algorithmes par distance se base sur l’hypothe`se que, dans notre contexte, les objets
peu distants vont davantage interagir entre eux, et que la modification simultane´e d’un
ensemble d’objets proches pourrait permettre de de´bloquer des situations sous-optimales.
Fusionner les objets proches avec me´moire (D) Le groupe G, initialement vide, va
progressivement grossir en absorbant un objet supple´mentaire a` chaque exe´cution (Algo-
rithme 8). Cet objet est choisi en tant que plus proche de l’ensemble G selon une distance
euclidienne. Lorsque tous les objets ont e´te´ absorbe´s, on effectue une dernie`re exe´cution,
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Algorithme 7 Initialisation commune
1: Carte : c ∈ {GAT, STM,LG}
2: Nombre de GMON : g ∈ {5, 6, . . . , 10}
3: Groupes initiaux cre´e´s : t ∈ {I,X, P,A, T}
4: Re`gle secondaire : l ∈ {IR,XR, TR}
5: Crite`re d’arreˆt pour reconfiguration : CR← EC (e´checs conse´cutifs)
6: Nombre maximum d’e´valuations total : CT ← 1000
7: Point de de´part : x0 ← x0(c, g)
8: Taille du treillis initiale : ∆m0 ← ∆m0 (c)
9: Approche opportuniste active´e
10: Nombre de variables : n← 2g
11: Graine de Halton : H ← H(n)
12: Algorithme MADS (types de directions) : a← ORTHOMADS 2n
avec toutes les variables groupe´es ensemble (MADS classique). L’algorithme effectuera au
maximum g se´quences.
Partitionner l’ensemble des objets par proximite´ (K) Identifier les objets qui sont
proches peut se faire par classification automatique (clustering) en utilisant un algorithme
de type K-means. Il s’agit de de´couper en K classes (clusters) un ensemble d’e´le´ments,
de fac¸on a` minimiser la somme sur l’ensemble des e´le´ments des carre´s des distances de
chaque e´le´ment au centre de gravite´ de sa partition. Ce proble`me, en termes de complexite´,
est prouve´ NP-complet meˆme avec seulement deux classes par Aloise et al. (2009).
D’un point de vue pratique, nous utilisons la fonction kmeans() (Hartigan et Wong
(1979)) du logiciel libre de statistiques R (R Development Core Team (2010)) en faisant des
appels a` l’interpre´teur R au milieu du code C++ de NOMAD, graˆce a` la fonction system().
Le nombre de classes, dans notre cas, varie au cours du de´roulement de l’algorithme. Ce
dernier est initialise´ avec g classes, puis diminue a` chaque nouvelle exe´cution le nombre
de classes, ce qui permet de converger vers une fusion de l’ensemble des variables. Ce
nombre doit bien entendu eˆtre entier, mais n’importe quelle fonction de´croissante en escalier
associant au nume´ro de l’exe´cution un nombre de classes convient. Pour rester simple,
nous diminuerons ce nombre incre´mentalement a` chaque nouvelle exe´cution, ce qui fait
converger en g exe´cutions maximum en une fusion comple`te (Figure 5.3).
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1: Exe´cuter a (ORTHOMADS) jusqu’a` ve´rification de CR ou CT
2: Si G = ∅ alors
3: Ajouter a` G les variables associe´es aux deux objets les plus proches
4: Sinon
5: Ajouter a` G les variables associe´es a` l’item le plus proche de G
6: Fin si
7: Si G forme un recouvrement de l’ensemble des variables alors
8: Aller a` l’e´tape 2
9: Sinon
10: Former un groupe avec l’ensemble des variables de G
11: Grouper les autres variables selon la re`gle secondaire
12: Fin si
13: Aller a` l’e´tape 1
E´tape 2 :
1: Former un groupe avec l’ensemble des variables de N
2: Exe´cuter a jusqu’a` ve´rification de CT
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FIGURE 5.3 Fusion par l’algorithme K-means avec 10 objets : les objets proches sont




On stocke la solution de de´part xstartr au de´but de l’exe´cution r, puis on la compare avec
la solution obtenue xendr a` la fin de l’exe´cution r. La reconfiguration agit alors comme suit
pour chaque objet gi : si la position de gi a e´volue´, ses variables sont candidates a` former
un groupe ; sinon, le groupe est candidat a` la fusion (explicite´e ci-apre`s). Tel qu’e´voque´ a`
la section 4.4.4, un objet ne se de´plac¸ant pas est tre`s problablement proche de sa position
optimale, et il peut alors eˆtre inte´ressant de se concentrer prioritairement sur les autres
candidats. En groupant les objets immobiles ensemble et les autres par groupes de plus
petites tailles, on modifie principalement ces derniers. Deux variantes de cette solution ont
e´te´ e´tudie´es : avec me´moire et sans me´moire.
Tout fusionner sans me´moire (M) Elle de´coule simplement des re`gles pre´ce´demment
de´finies, les objets candidats a` la fusion sont fusionne´s ensemble, les objets candidats
a` former un groupe forment un groupe (Algorithme 9). Cela converge vers une fusion
comple`te car, a` terme, la configuration des objets va s’approcher d’un optimum local,
et donc il arrivera un instant ou` aucun objet ne parviendra a` se de´placer. Le nombre
d’exe´cutions pour parvenir a` une fusion comple`te ne peut eˆtre controˆle´ a` l’avance.
Tout fusionner avec me´moire (F) Les objets candidats a` la fusion ou qui ont e´te´ candi-
dats a` la fusion sont fusionne´s ensemble, et seuls les objets candidats a` former un groupe
qui n’ont jamais e´te´ fusionne´s forment un groupe. Ainsi, une entite´ croıˆt en absorbant a`
chaque exe´cution les objets immobiles. Il s’agit d’une simple variante de (M ) ou` l’on ne
re´initialise pas G entre chaque exe´cution. Cela peut converger tre`s rapidement vers une
fusion comple`te des variables.
Utiliser l’analyse de sensibilite´
On se propose ici de de´finir des me´thodes tentant de de´terminer et d’exploiter l’influence
des variables sur la valeur de la fonction objectif, en analysant l’ensemble de l’e´chantillon
ge´ne´re´ au cours de la pre´ce´dente exe´cution.
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1: Exe´cuter a (ORTHOMADS) jusqu’a` ve´rification de CR ou CT
2: G← ∅
3: Ajouter a` G les variables associe´es aux objets qui ne se sont pas de´place´s
4: Si G forme un recouvrement de l’ensemble des variables alors
5: Aller a` l’e´tape 2
6: Sinon
7: Former un groupe avec l’ensemble des variables de G
8: Grouper les autres variables selon la re`gle secondaire
9: Fin si
10: Aller a` l’e´tape 1
E´tape 2 :
1: Former un groupe avec l’ensemble des variables de N
2: Exe´cuter a jusqu’a` ve´rification de CT
Re´gression line´aire multiple a posteriori (V) Nous proposons un mode`le the´orique de
re´gression line´aire multiple, qui de´ja` e´te´ de´crit a` la section 4.4.4, en conside´rant uniquement
pour e´chantillon les e´valuations effectue´es au cours de l’exe´cution pre´ce´dente. Nous utili-
sons le paradigme a posteriori (Algorithme 5). Nous inte`grons a` notre code C++ un appel
a` la fonction lm() du logiciel R (R Development Core Team (2010)) de manie`re semblable
a` la section 5.3.4. Les variables sont classe´es par ordre de´croissant de valeur absolue de
coefficient de re´gression. Les premie`res variables sont conside´re´es prioritaires et groupe´es
individuellement, tandis que les autres sont groupe´es toutes ensemble. A` chaque nouvelle
exe´cution, l’ensemble des variables prioritaires est diminue´ de deux e´le´ments, ce qui a pour
effet d’aboutir a` la fusion comple`te des variables en g exe´cutions (Algorithme 10).
Re´gression line´aire multiple a posteriori avec transformation des rangs (W) Nous
reproduisons le traitement de l’algorithme V , en ope´rant une transformation des rangs,
introduite par Iman et Conover (1979), sur l’ensemble des donne´es : la fonction objectif
et les valeurs des variables d’entre´e sont substitue´es a` leur rang dans l’e´chantillon, ce qui
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Algorithme 10 Re´gression line´aire multiple a posteriori (V)
Initialisation :
1: G← ∅
2: z ← 0
E´tape 1 :
1: Exe´cuter a (ORTHOMADS) jusqu’a` ve´rification de CR ou CT
2: G← ∅
3: z ← z + 2
4: Effectuer une re´gression line´aire multiple sur l’e´chantillon d’e´valuations ge´ne´re´ au
cours de la pre´ce´dente exe´cution
5: Classer les variables par ordre de´croissant de valeur absolue de coefficient de re´gression
6: Ajouter a` G les z dernie`res variables
7: Si G forme un recouvrement de l’ensemble des variables alors
8: Aller a` l’e´tape 2
9: Sinon
10: Former un groupe avec l’ensemble des variables de G
11: Grouper les autres variables selon la re`gle I
12: Fin si
13: Aller a` l’e´tape 1
E´tape 2 :
1: Former un groupe avec l’ensemble des variables de N
2: Exe´cuter a jusqu’a` ve´rification de CT
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permet the´oriquement de re´duire la sensibilite´ de la me´thode a` l’hypothe`se line´aire.
5.3.5 Pre´traitement
Re´alisabilite´
A` la lumie`re de la pre´ce´dente discussion (voir section 4.4.5), notre recherche de re´alisa-
bilite´, borne´e a` un pe´rime`tre carre´, s’effectue via une marche de´terministe en spirale sur
l’ensemble des pixels. Celle-ci de´pend de la direction de sonde originale et va des points les
plus proches aux plus e´loigne´s, tel qu’illustre´ aux Figures 5.4 et 5.5. Sur ces dernie`res, on
constate que la recherche borne´e a` 10 pixels (A) se solde dans certains cas par un e´chec (i.e.,
aucun point re´alisable n’est de´termine´ dans le voisinage explore´), tandis que la recherche a`
25 pixels (B) se solde syste´matiquement par un succe`s, e´ventuellement e´loigne´ du point
d’essai original. Les points de´ja` re´alisables ne sont bien suˆr pas modifie´s. Apre`s des tests
portant sur les valeurs {5, 10, 15, 20, 25}, la demi-largeur limite de la spirale est finalement
fixe´e a` 15 pixels. Ce choix permet de progresser en de´pit de la fragmentation du domaine
tout en e´vitant les e´valuations de points abusivement e´loigne´s des points d’essai originaux.
Ordre d’e´valuation
Nous ne classons pas les groupes, mais uniquement les points d’e´valuation, selon une
fonction d’utilite´ base´e sur les valeurs de la carte d’erreur obtenue avec le centre de sonde
actuel xk. En reprenant l’expression de la fonction objectif (cf. section 5.2.2), on peut
interpre´ter l’inverse de
√
eij(xk) comme l’erreur courante associe´e au pixel de coordonne´es
(i, j). Chaque point d’essai a` e´valuer y se voit attribuer un score e´gal a` la somme des erreurs







Nous classons ainsi les points d’e´valuation (par ordre d’utilite´ de´croissante), pour privile´gier
les de´placements de balises vers les lieux ou` l’erreur courante est maximale, ce qui devrait
permettre, intuitivement, de la re´duire davantage.
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FIGURE 5.4 Une me´thode de recherche en spirale pour 5 balises (donc 10 variables et 20
points d’essai), avec une demi-largeur de 10 pixels.
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FIGURE 5.5 Une me´thode de recherche en spirale pour 5 balises (donc 10 variables et 20
points d’essai), avec une demi-largeur de 25 pixels.
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5.4 Re´sultats nume´riques avec la fonction substitut
L’ensemble des me´thodes pouvant eˆtre obtenues par combinaisons entre les diffe´rentes
possibilite´s pre´ce´demment de´crites ont e´te´ teste´es (Figure 5.6) et vont eˆtre compare´es dans
cette section. Pour faciliter au lecteur l’assimilation des de´nominations algorithmiques,
ces dernie`res et leur signification ont e´te´ re´capitule´es a` la page xx de la section “Sigles,
abre´viations et notations” pre´ce´dant le chapitre 1.
FIGURE 5.6 A` gauche, une vision haut-niveau du banc d’essai. A` droite, un exemple
d’algorithme ge´ne´rique, intitule´ “X M XR” (le crite`re d’arreˆt EC n’est pas mentionne´ car
pris par de´faut) et base´ sur une gestion dynamique par mouvement.
5.4.1 Me´thodologie
Pour chaque strate´gie, on a effectue´ des tests sur 18 instances. Il y a plus d’une centaine
d’algorithmes a` comparer si l’on se tient avec rigueur aux possibilite´s de´finies par le banc
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d’essai. Cela repre´sente donc une grande quantite´ de donne´es a` analyser, qu’il va eˆtre
ne´cessaire de synthe´tiser en agre´geant l’information.
Rappelons que nous avions fixe´ pour les tests effectue´s un budget d’e´valuation max-
imal a` 1000 e´valuations de boıˆte noire. Nous allons de´finir deux types de budgets d’e´-
valuations : les budgets d’e´valuations totaux (BET), inde´pendant de l’instance, et les
budgets d’e´valuations par GMON (BPG), fonction du nombre de GMON. Pour chacun
de ces types, nous allons conside´rer trois budgets arbitraires : BET ∈ {250, 500, 1000}
et BPG ∈ {30, 70, 100}. Par exemple, pour une configuration a` 8 GMON, un budget
d’e´valuations par GMON e´gal a` 30 donnerait un budget total d’e´valuations de 8× 30 = 240,
et ceci inde´pendamment de la carte conside´re´e. Afin de comparer toutes nos strate´gies,
nous allons utiliser deux me´thodes comple´mentaires : le calcul de moyennes base´es sur
les ame´liorations relatives, ainsi que les profils de performance, ces derniers ayant e´te´
originalement introduits par Dolan et More´ (2002). La premie`re va nous permettre d’extraire
les meilleurs algorithmes par l’estimation nume´rique des performances, puis la seconde
nous aidera a` visualiser ces dernie`res afin de conclure de manie`re pertinente. Rappelons
tout d’abord comment les obtenir, afin d’eˆtre en mesure de les exploiter par la suite.
Ame´lioration relative
Supposons qu’un algorithme a, inclus dans un ensemble A d’algorithmes a` comparer,
renvoit une valeur objectif positive vp(a, b) lorsqu’il est e´xe´cute´ sur une instance p incluse
dans un ensemble de proble`mes P , avec un budget d’e´valuations b inclus dans un ensemble
de budgets B, a` partir d’une solution initiale xp0 de valeur f(x
p
0) > 0.
Le principe est simple : on va effectuer une moyenne des ame´liorations relatives
sur l’ensemble des instances pour assigner un score η(a, b) a` un algorithme a pour un
budget fixe´ a` b. Ensuite, la moyenne sur l’ensemble des budgets η¯(a) servira a` classer les

















Ces deux indices sont adimensionnels et positifs, de`s lors que f(xp0) ≥ vp(a, b), ∀a, b, p
dans un contexte de minimisation : a` budget b fixe´, l’algorithme ayant le score η(a, b) le plus
e´leve´ est le meilleur en moyenne sur l’ensemble des instances P . Notons que η(a, b) est une
fonction croissante de b. Ainsi, si les budgets sont suffisamment bien re´partis, un algorithme
a1 atteignant de`s les premie`res e´valuations son optimum aura une valeur η¯(a1) > η¯(a2), si
a2 atteint plus lentement un optimum de meˆme valeur, ce qui est cohe´rent.
Profils de performance (Dolan et More´ (2002))
Supposons qu’un algorithme a, inclus dans un ensemble A d’algorithmes a` comparer,
renvoit une valeur objectif positive vp(a) lorsqu’il est e´xe´cute´ sur une instance p incluse dans
un ensemble de proble`mes P . Dans un contexte de minimisation, le meilleur algorithme
pour l’instance p ∈ P renvoit la valeur objectif la plus faible v∗p. De´finissons pour tout
v, v∗ ≥ 0 et α ≥ 1, la fonction de score :
s(v, v∗, α) =
{
1 si v ≤ αv∗,
0 sinon.
Le profil de performance d’un algorithme a ∈ A est la fonction associant a` une valeur









Remarquons d’emble´e qu’en tant que moyenne de valeurs binaires, 0 ≤ ζa(α) ≤ 1.
De plus, pour tout a ∈ A, ζa(1) correspond au pourcentage d’instances ou` l’algorithme
a est le meilleur, ζa(2) correspond au pourcentage d’instances ou` l’algorithme a est a` un
facteur 2 du meilleur, et limα→∞ ζa(α) correspond au pourcentage d’instances sur lequel
l’algorithme a re´ussi. Ici, puisque nous partons d’une solution re´alisable, cette limite sera
toujours e´gale a` 1. Enfin, notons que la fonction ζa est monotone croissante sur [1,+∞[.
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Organisation des re´sultats
Nous allons dans un premier temps analyser les performances des algorithmes statiques
avec et sans pre´traitement, puis nous choisirons en fonction des re´sultats de poursuivre
avec la totalite´ ou une partie des pre´traitements. Nous tenterons ensuite de nous ramener
“brutalement” au cas classique, par l’ajout d’un algorithme MADS classique soit a` la fin de
l’algorithme, soit “en paralle`le” (il ne s’agit pas de paralle´lisme informatique a` proprement
parler, mais simplement d’un abus de langage pour signifier l’ajout d’un groupeN contenant
toutes les variables a` chaque ite´ration).
Enfin, nous passerons aux groupements dynamiques e´volutifs. Les re`gles secondaires
IR, XR et TR, destine´es au groupement des variables n’e´tant pas directement ge´re´es par
l’algorithme de reconfiguration, sont explicitement mentionne´es dans le nom de l’algorithme
lorsqu’elles sont active´es. Nous allons conside´rer toutes les combinaisons possibles en trois
mouvements. Tout d’abord, nous allons nous inte´resser aux algorithmes principaux qui ne
groupent qu’un sous-ensemble des variables, et ne´cessitent l’emploi d’une re`gle secondaire.
Nous allons de´buter avec l’algorithme D, base´ sur une fusion progressive par distance
simple et intuitive. Puis, nous verrons les algorithmes base´s sur l’absence de mouvement, a`
savoir M et sa variante F . Enfin, nous traiterons ensemble les algorithmes K, V et W , qui
ne requie`rent pas de re`gle secondaire et groupent l’ensemble des variables. Nous extrairons
finalement les champions de chaque classe et les comparerons.
Rappelons par ailleurs que nous avons re´sume´ la signification des diffe´rentes de´nomina-
tions utilise´es a` la page xx (au de´but du me´moire).
5.4.2 Pre´-traitement
Voici les re´sultats dans le cas statique pour diffe´rents budgets d’e´valuation :
– Sans aucun pre´traitement (Tableau 5.1).
– Avec pre´traitement sur la re´alisabilite´ (Tableau 5.2).
– Avec pre´traitement sur la re´alisabilite´ et sur l’ordre d’e´valuation (Tableau 5.3).
On observe globalement trois re´sultats inte´ressants. Premie`rement, pre´traiter pour
corriger la re´alisabilite´ et ordonner les points a` e´valuer selon la valeur de l’erreur courante
sont deux ajouts be´ne´fiques. Notons qu’en accord avec l’intuition, de`s lors que nous traitons
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TABLEAU 5.1 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme statique, pour plusieurs budgets d’e´valuations totaux (BET) ou par
GMON (BPG) donne´s, sans aucun pre´traitement.
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
X S 0.89 0.92 0.92 0.80 0.92 0.92 0.89
T S 0.77 0.77 0.77 0.77 0.77 0.77 0.77
A S 0.77 0.78 0.78 0.73 0.78 0.78 0.77
P S 0.65 0.67 0.68 0.65 0.68 0.68 0.67
I S 0.42 0.42 0.42 0.42 0.42 0.42 0.42
TABLEAU 5.2 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme statique, pour plusieurs budgets d’e´valuations totaux (BET) ou par
GMON (BPG) donne´s, avec pre´traitement pour corriger la re´alisabilite´ des points d’essai.
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
X S 1.31 1.60 1.71 1.27 1.53 1.68 1.52
P S 1.29 1.55 1.73 1.15 1.52 1.64 1.48
T S 1.23 1.55 1.71 1.18 1.50 1.66 1.47
I S 1.25 1.53 1.70 1.20 1.51 1.59 1.46
A S 1.05 1.43 1.69 0.88 1.32 1.52 1.31
TABLEAU 5.3 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme statique, pour plusieurs budgets d’e´valuations totaux (BET) ou par
GMON (BPG) donne´s, avec pre´traitement pour corriger la re´alisabilite´ des points d’essai
et priorite´ d’e´valuation base´e sur l’erreur courante.
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
I S 1.40 1.65 1.74 1.34 1.61 1.71 1.57
X S 1.36 1.61 1.70 1.29 1.59 1.67 1.54
P S 1.31 1.54 1.71 1.28 1.55 1.61 1.50
A S 1.35 1.55 1.65 1.24 1.55 1.63 1.49
T S 1.30 1.54 1.64 1.25 1.53 1.63 1.48
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avec des domaines fragmente´s, il y a une nette diffe´rence entre le cas sans pre´traitement
et celui avec correction de la re´alisabilite´. Une exploration plus en de´tail des valeurs
nume´riques montrent que pour plusieurs instances, le nombre d’e´valuations effectue´es a
e´te´ tre`s faible (notamment pour la carte GAT ou` le nombre d’e´valuations effectue´es, tout
algorithme statique confondu, n’a jamais de´passe´ 31).
Deuxie`mement, grouper les variables est utile : l’algorithme MADS classique (T S)
est ici tre`s souvent domine´ (deuxie`me dans le cas sans pre´traitement, troisie`me avec
pre´traitement pour la faisabilite´, dernier avec pre´traitement pour la faisabilite´ et priorite´
d’e´valuation). Mentionnons cependant que nous travaillons ici avec une fonction substitut
qui est une repre´sentation tre`s simplifie´e de la boıˆte noire originale : nous ne pouvons
e´videmment pas postuler que T S sera syste´matiquement domine´ et nous le conserverons
comme base de comparaison par la suite.
Troisie`mement, avec tous les pre´traitements, les groupements base´s sur des groupes de
petite taille sont plus efficaces que les autres : en effet, les algorithmes apparaissent classe´s
par ordre de taille. Le groupement initial I offre des performances irre´gulie`res (dernier,
avant-dernier, premier), tandis que l’algorithme X apparaıˆt robuste (premier, premier,
second). Les groupements les plus intuitifs (I et X) dominent les autres (P , A et T ). Enfin,
notons que la combinaison de l’algorithme I S avec les pre´traitements apparaıˆt la strate´gie
dominante pour les algorithmes statiques.
Gardons a` l’esprit que d’apre`s la pre´ce´dente section 4.3, les groupements statiques (a`
l’exception de T S) ne disposent pas de proprie´te´s de convergence aussi fortes que le cas
classique, ce a` quoi nous allons tenter de reme´dier.
5.4.3 Ajout d’un MADS classique
L’expression “ajouter un MADS classique” est un terme commode (qui n’a pas d’autre
vocation que d’alle´ger le texte) pour signifier que l’on e´xe´cute l’algorithme MADS classique
a` la suite d’une heuristique, a` partir de la meilleure solution trouve´e.
Par la suite, on conside`re que le pre´traitement (re´alisabilite´ et priorite´ d’e´valuation)
est be´ne´fique : il n’est plus remis en question et est applique´ par de´faut a` l’ensemble des
algorithmes (sauf mention contraire).
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A` la fin
Nous proce´dons ici au rajout d’un MADS classique a` partir d’un certain nombre d’e´xe´-
cutions, la transition s’effectuant graˆce a` l’utilisation du crite`re d’arreˆt EC pre´ce´demment
e´voque´ base´ sur les e´checs conse´cutifs. L’algorithme termine par un MADS classique au
bout d’un nombre de phases d’exe´cutions e´gal au nombre de GMON, avec pre´traitement
pour la re´alisabilite´ et l’ordre d’e´valuation (Tableau 5.4). On ajoute la lettre “G” aux
de´nominations des algorithmes pour permettre une distinction avec les pre´ce´dents.
TABLEAU 5.4 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme statique, pour un nombre d’exe´cutions e´gal au nombre de GMON
(G), pour plusieurs budgets d’e´valuations totaux (BET) ou par GMON (BPG).
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
I S G 1.40 1.65 1.75 1.34 1.61 1.71 1.58
X S G 1.39 1.61 1.71 1.32 1.61 1.68 1.55
P S G 1.39 1.60 1.71 1.32 1.60 1.66 1.55
T S G 1.33 1.55 1.74 1.25 1.55 1.64 1.51
A S G 1.31 1.55 1.74 1.24 1.54 1.63 1.50
S G : En ajoutant simplement un MADS classique apre`s g − 1 exe´cutions (g e´tant le
nombre de GMON), on obtient assez logiquement un classement peu diffe´rent du pre´ce´dent
Tableau 5.3, ou` les strate´gies de groupements de faible taille (I en teˆte, puis X et P )
dominent. Viennent ensuite les groupements T etA, de performances moyennes semblables.
Bien qu’ayant des difficulte´s dans les premie`res centaines d’ite´rations, celles-ci affichent
un score honorable pour le budget maximum. Notons que nous he´ritons ici des proprie´te´s
the´oriques de convergence inhe´rentes au cas classique.
Cependant, les groupes de variables ne peuvent se de´placer que dans leur sous-espace
associe´ jusqu’a` ce qu’on de´clenche le MADS classique, ce qui semble peu optimal. Cette
relaxation est cependant be´ne´fique, puisqu’on constate que toutes les moyennes ont aug-
mente´es, la meilleure valeur atteinte e´tant de´sormais 1.75 (au lieu du pre´ce´dent 1.74). La
continuite´ entre deux exe´cutions n’est apparemment pas totale, de`s lors que T S et T S G
n’ont pas eu des de´roulements identiques.
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En paralle`le
Le groupe N contenant toutes les variables est ajoute´ a` chaque ite´ration de l’exe´cution.
E´tant donne´ que nous utilisons une approche opportuniste avec un ordre d’e´valuation
particulier, les points de sonde rajoute´s peuvent permettre de converger vers une solution
d’excellente qualite´ sans trop souffrir d’un exce`s d’e´valuations. L’inconve´nient est que, dans
certains cas (par exemple, si l’ordre d’e´valuation est peu pertinent), ce surplus d’e´valuations
sera net et couˆteux par rapport au cas sans ajout. On ajoute la lettre “N” aux de´nominations
des algorithmes pour rendre aise´e la distinction avec les pre´ce´dents re´sultats. On peut
observer les re´sultats statiques avec N au Tableau 5.5.
TABLEAU 5.5 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme statique, avec groupe N (N), pour plusieurs budgets d’e´valuations
totaux (BET) ou par GMON (BPG) donne´s.
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
X S N 1.28 1.54 1.75 1.21 1.54 1.65 1.49
P S N 1.29 1.55 1.74 1.22 1.52 1.64 1.49
T S N 1.30 1.54 1.64 1.25 1.53 1.63 1.48
A S N 1.28 1.54 1.66 1.20 1.53 1.63 1.47
I S N 1.26 1.53 1.70 1.18 1.49 1.63 1.46
S N : Le groupement X domine avec P , tandis que I est rele´gue´ a` la dernie`re place,
montrant une grande irre´gularite´. On constate que la moyenne pour les budgets conside´re´s
est faible compare´e au cas sans ajout N , car le de´roulement est lent. Cependant, la solution
pour un budget de 1000 e´valuations est parfois d’excellente qualite´. En effet, l’algorithme
ayant e´norme´ment de possibilite´s de directions, il va converger en ge´ne´ral vers un minimum
local de qualite´, au de´triment du nombre d’e´valuations. Logiquement, on observe que les
cas T S et T S N sont identiques puisque les groupes “doublons” sont efface´s par NOMAD
avant l’exe´cution.
A` la fin et en paralle`le
Le groupe N est ajoute´ a` chaque ite´ration de l’algorithme statique durant g − 1
exe´cutions, puis on lance un algorithme MADS classique. On peut observer les re´sultats
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nume´riques pour les algorithmes statiques avec g exe´cutions finissant par un algorithme
MADS classique au Tableau 5.6).
TABLEAU 5.6 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme statique, pour un nombre d’exe´cutions e´gal au nombre de GMON
(G), avec groupe N (N), pour plusieurs budgets d’e´valuations totaux (BET) ou par GMON
(BPG) donne´s.
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
X S G N 1.30 1.59 1.76 1.26 1.54 1.66 1.52
P S G N 1.32 1.57 1.76 1.21 1.56 1.70 1.52
T S G N 1.33 1.55 1.74 1.25 1.55 1.64 1.51
A S G N 1.30 1.54 1.69 1.20 1.53 1.64 1.49
I S G N 1.26 1.53 1.71 1.18 1.49 1.63 1.47
S G N : Le classement est identique au cas S N , mais les valeurs nume´riques ont
e´volue´. La performance moyenne a augmente´, ainsi que la qualite´ des solutions pour le
budget maximal qui plafonne de´sormais a` 1.76.
5.4.4 Avec distance (D)
Rappelons que le crite`re d’arreˆt pour reconfiguration retenu (pour passer d’une phase
d’exe´cution a` l’autre) est EC. On peut observer les re´sultats nume´riques dans le cas
dynamique pour diffe´rents budgets d’e´valuations :
– Avec distance D (Tableau 5.7).
– Avec distance D N (Tableau 5.8).
D : Globalement, le groupement initial X apparaıˆt clairement dominant, tandis que
I affiche des performances irre´gulie`res, A et P sont moyens, et T est domine´. La re`gle
secondaire XR est bonne, la re`gle IR, bien qu’ayant permis l’obtention de la meilleure
strate´gie, est irre´gulie`re, et toutes deux dominent TR.
D N : Les re`gles externes apparaissent par taille de´croissante : TR domine globalement
XR, et toutes deux dominent largement la re`gle IR. Les groupements initiaux X et P
semblent dominer T , A et finalement I .
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TABLEAU 5.7 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme dynamique, base´ sur la distance, pour plusieurs budgets d’e´valuations
totaux (BET) ou par GMON (BPG) donne´s.
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
X D IR 1.36 1.61 1.76 1.30 1.57 1.69 1.55
I D XR 1.38 1.59 1.72 1.28 1.60 1.69 1.54
P D TR 1.33 1.58 1.75 1.28 1.58 1.66 1.53
A D IR 1.35 1.59 1.73 1.29 1.56 1.66 1.53
X D XR 1.33 1.60 1.71 1.27 1.60 1.68 1.53
P D XR 1.32 1.58 1.76 1.26 1.56 1.67 1.52
X D TR 1.35 1.58 1.71 1.26 1.58 1.67 1.52
A D XR 1.36 1.58 1.68 1.27 1.60 1.65 1.52
T D XR 1.30 1.59 1.73 1.26 1.56 1.67 1.52
I D IR 1.36 1.58 1.69 1.28 1.55 1.65 1.52
P D IR 1.35 1.58 1.69 1.27 1.56 1.65 1.52
A D TR 1.33 1.57 1.69 1.25 1.56 1.67 1.51
T D IR 1.30 1.59 1.72 1.24 1.56 1.65 1.51
T D TR 1.30 1.57 1.74 1.25 1.53 1.65 1.51
I D TR 1.29 1.55 1.76 1.24 1.50 1.64 1.50
TABLEAU 5.8 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme dynamique, base´ sur la distance, avec groupe N (N), pour plusieurs
budgets d’e´valuations totaux (BET) ou par GMON (BPG) donne´s.
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
P D TR N 1.29 1.59 1.75 1.25 1.56 1.67 1.52
X D TR N 1.34 1.56 1.72 1.26 1.56 1.66 1.52
P D XR N 1.31 1.57 1.75 1.23 1.52 1.66 1.51
T D TR N 1.33 1.56 1.68 1.25 1.55 1.64 1.50
A D TR N 1.29 1.57 1.68 1.23 1.56 1.65 1.50
A D XR N 1.29 1.55 1.71 1.22 1.54 1.64 1.49
I D TR N 1.30 1.55 1.68 1.21 1.56 1.65 1.49
P D IR N 1.31 1.53 1.75 1.19 1.52 1.64 1.49
X D XR N 1.26 1.56 1.70 1.23 1.54 1.65 1.49
T D XR N 1.29 1.54 1.70 1.21 1.54 1.64 1.49
I D XR N 1.29 1.52 1.71 1.22 1.51 1.62 1.48
X D IR N 1.28 1.53 1.70 1.19 1.52 1.62 1.47
T D IR N 1.26 1.52 1.70 1.20 1.51 1.63 1.47
I D IR N 1.25 1.50 1.68 1.17 1.49 1.63 1.45
A D IR N 1.27 1.50 1.68 1.16 1.50 1.62 1.45
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5.4.5 Avec mouvement (M et F)
On peut observer les re´sultats nume´riques dans le cas dynamique pour diffe´rents budgets
d’e´valuations :
– Avec mouvement M et F (Tableau 5.9).
– Avec mouvement M N et F N (Tableau 5.10).
TABLEAU 5.9 Ame´lioration relative (valeur absolue en %) de la fonction objectif
pour chaque algorithme dynamique base´ sur le mouvement, pour plusieurs budgets
d’e´valuations totaux (BET) ou par GMON (BPG) donne´s.
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
I M IR 1.40 1.60 1.75 1.28 1.59 1.67 1.55
I F IR 1.37 1.58 1.74 1.29 1.58 1.68 1.54
X M IR 1.38 1.60 1.70 1.25 1.59 1.68 1.53
P F IR 1.39 1.57 1.71 1.29 1.57 1.67 1.53
P M IR 1.39 1.56 1.70 1.29 1.56 1.66 1.53
P F XR 1.36 1.58 1.68 1.30 1.59 1.65 1.53
P M XR 1.36 1.57 1.68 1.29 1.58 1.65 1.52
X M TR 1.35 1.58 1.72 1.26 1.57 1.65 1.52
X F XR 1.35 1.57 1.71 1.27 1.56 1.66 1.52
A M XR 1.35 1.57 1.69 1.27 1.58 1.66 1.52
A M IR 1.34 1.58 1.69 1.23 1.58 1.67 1.51
X F TR 1.34 1.57 1.71 1.26 1.56 1.65 1.51
I M XR 1.35 1.57 1.68 1.26 1.56 1.66 1.51
I F TR 1.34 1.56 1.73 1.25 1.55 1.64 1.51
I M TR 1.34 1.55 1.73 1.25 1.55 1.64 1.51
I F XR 1.35 1.56 1.69 1.25 1.55 1.65 1.51
A F XR 1.35 1.56 1.67 1.26 1.57 1.64 1.51
T M XR 1.34 1.56 1.69 1.25 1.54 1.65 1.51
A F IR 1.32 1.56 1.69 1.23 1.56 1.66 1.50
X M XR 1.30 1.55 1.72 1.27 1.52 1.63 1.50
T F IR 1.34 1.55 1.67 1.23 1.57 1.65 1.50
X F IR 1.33 1.55 1.70 1.25 1.53 1.62 1.50
P F TR 1.32 1.54 1.68 1.29 1.53 1.61 1.50
P M TR 1.32 1.54 1.68 1.28 1.53 1.62 1.50
T M TR 1.29 1.53 1.75 1.26 1.51 1.61 1.49
T M IR 1.30 1.54 1.71 1.23 1.54 1.63 1.49
A F TR 1.31 1.55 1.66 1.23 1.55 1.64 1.49
T F TR 1.30 1.54 1.65 1.25 1.52 1.63 1.48
T F XR 1.30 1.54 1.65 1.25 1.51 1.62 1.48
A M TR 1.28 1.53 1.67 1.23 1.52 1.62 1.48
91
M et F : La re`gle secondaire IR apparaıˆt dominante, suivie de XR, puis de TR.
Globalement, les groupements initiaux en ordre de performance de´croissante sont I , puis
P et X , et enfin A et T . Notons que l’on ne peut pas extraire de domination claire entre les
algorithmes de groupements principaux M et F , et ces algorithmes affichent des valeurs de
fonction objectif stables et relativement peu disperse´es.
TABLEAU 5.10 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme dynamique base´ sur le mouvement, avec groupe N (N), pour plusieurs
budgets d’e´valuations totaux (BET) ou par GMON (BPG) donne´s.
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
P M XR N 1.36 1.58 1.76 1.24 1.57 1.69 1.53
P F IR N 1.36 1.57 1.74 1.25 1.57 1.68 1.53
X M XR N 1.37 1.57 1.72 1.26 1.57 1.66 1.53
P M TR N 1.32 1.57 1.75 1.24 1.54 1.67 1.52
P F TR N 1.33 1.56 1.69 1.24 1.55 1.66 1.50
A M XR N 1.32 1.56 1.70 1.24 1.54 1.65 1.50
T M TR N 1.33 1.55 1.68 1.24 1.54 1.63 1.50
A M TR N 1.30 1.56 1.72 1.24 1.51 1.65 1.50
T F XR N 1.33 1.55 1.66 1.25 1.55 1.64 1.50
T M XR N 1.28 1.56 1.69 1.25 1.54 1.65 1.49
X F IR N 1.31 1.54 1.67 1.27 1.53 1.64 1.49
A F TR N 1.32 1.56 1.67 1.24 1.53 1.65 1.49
T F IR N 1.30 1.54 1.68 1.22 1.53 1.66 1.49
A F IR N 1.28 1.54 1.71 1.23 1.53 1.65 1.49
X M TR N 1.30 1.54 1.70 1.26 1.50 1.63 1.49
I F TR N 1.29 1.54 1.70 1.22 1.53 1.63 1.49
X F XR N 1.31 1.54 1.69 1.25 1.52 1.61 1.49
X F TR N 1.31 1.52 1.68 1.26 1.51 1.61 1.48
X M IR N 1.28 1.53 1.67 1.26 1.52 1.63 1.48
I M TR N 1.30 1.54 1.70 1.21 1.53 1.62 1.48
P F XR N 1.32 1.51 1.65 1.25 1.54 1.62 1.48
A F XR N 1.29 1.54 1.68 1.24 1.51 1.63 1.48
T F TR N 1.29 1.54 1.66 1.24 1.51 1.62 1.48
I F XR N 1.29 1.52 1.68 1.20 1.51 1.64 1.47
I M XR N 1.30 1.52 1.67 1.21 1.51 1.64 1.47
T M IR N 1.25 1.52 1.68 1.22 1.51 1.63 1.47
I F IR N 1.27 1.50 1.72 1.20 1.51 1.61 1.47
A M IR N 1.25 1.51 1.68 1.23 1.50 1.63 1.47
I M IR N 1.27 1.50 1.72 1.20 1.50 1.60 1.46
P M IR N 1.28 1.50 1.67 1.25 1.48 1.60 1.46
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M N et F N : La re`gle secondaire XR, puis TR dominent clairement IR (si l’on ex-
cepte l’excellente performance de P F IR N ). Sept des dix strate´gies ayant les meilleures
moyennes sont obtenues avec M , et les cinq premie`res utilisent des groupements initiaux
par paires (P et X). Les groupements initiaux P dominent (bien que P soit e´galement dans
la pire strate´gie), X , T , A apparaissent dans le peloton et I semblent globalement le moins
bon.
5.4.6 Avec classification et sensibilite´ (K, V et W)
On peut observer les re´sultats nume´riques dans le cas dynamique pour diffe´rents budgets
d’e´valuations :
– Avec classification K, et sensibilite´ V et W (Tableau 5.11).
– Avec classification K N , et sensibilite´ V N et W N (Tableau 5.12).
TABLEAU 5.11 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme dynamique base´ sur la classification et la sensibilite´, pour plusieurs
budgets d’e´valuations totaux (BET) ou par GMON (BPG) donne´s.
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
X V 1.44 1.66 1.76 1.36 1.65 1.72 1.60
A V 1.42 1.63 1.77 1.35 1.59 1.72 1.58
T V 1.40 1.62 1.77 1.34 1.60 1.70 1.57
I V 1.42 1.63 1.70 1.34 1.60 1.68 1.56
P V 1.35 1.60 1.76 1.30 1.58 1.68 1.55
P K 1.32 1.59 1.76 1.27 1.58 1.67 1.53
P W 1.34 1.60 1.74 1.27 1.55 1.66 1.53
X K 1.34 1.60 1.70 1.28 1.58 1.67 1.53
X W 1.37 1.56 1.74 1.29 1.54 1.65 1.53
A K 1.34 1.60 1.70 1.26 1.59 1.66 1.52
I K 1.33 1.59 1.70 1.27 1.58 1.67 1.52
T W 1.33 1.57 1.75 1.28 1.55 1.66 1.52
I W 1.35 1.59 1.69 1.28 1.57 1.65 1.52
A W 1.33 1.58 1.72 1.26 1.56 1.65 1.52
T K 1.29 1.56 1.75 1.27 1.50 1.65 1.50
K, V et W : A` groupement initial fixe´, l’algorithme de reconfiguration V apparaıˆt claire-
ment comme la meilleure strate´gie, suivi de K puis de W . A` algorithme de reconfiguration
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fixe´, les groupements initiaux par paires X et P apparaissent nettement dans les meilleurs
a` une irre´gularite´ pre`s (premier, second, second pour X et dernier, premier, premier pour
P ). Notons que X V est dominant sur l’ensemble des strate´gies conside´re´es jusqu’ici.
Enfin, mentionnons que A V et T V posse`dent une valeur objectif finale dominante pour
le budget maximum.
TABLEAU 5.12 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme dynamique base´ sur la classification et la sensibilite´, avec groupe N
(N), pour plusieurs budgets d’e´valuations totaux (BET) ou par GMON (BPG) donne´s.
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
P K N 1.31 1.57 1.74 1.22 1.52 1.66 1.50
P W N 1.33 1.55 1.72 1.22 1.53 1.65 1.50
A W N 1.28 1.55 1.73 1.23 1.53 1.65 1.50
X V N 1.25 1.57 1.71 1.20 1.57 1.65 1.49
X W N 1.29 1.55 1.68 1.23 1.55 1.65 1.49
P V N 1.31 1.53 1.72 1.22 1.49 1.63 1.48
T V N 1.28 1.54 1.71 1.22 1.53 1.63 1.48
A V N 1.28 1.55 1.69 1.20 1.53 1.64 1.48
T K N 1.27 1.55 1.73 1.21 1.51 1.63 1.48
T W N 1.28 1.53 1.69 1.24 1.51 1.62 1.48
I V N 1.25 1.56 1.69 1.18 1.54 1.65 1.48
X K N 1.28 1.54 1.68 1.23 1.50 1.63 1.48
A K N 1.25 1.54 1.70 1.21 1.52 1.63 1.47
I K N 1.29 1.51 1.68 1.22 1.51 1.62 1.47
I W N 1.25 1.53 1.67 1.17 1.52 1.61 1.46
K N , V N et W N : Les algorithmes principaux K et W sont tre`s irre´guliers (dans
les premiers et derniers), tandis que V , s’il ne fait pas partie du trio de teˆte, offre des
performances bonnes et stables. Les groupements initiaux par paires (P puis X) dominent
les autres, I et T se partageant les pires scores.
Finalement, on peut observer les profils de performance pour l’ensemble des algo-
rithmes dynamiques sur la Figure 5.7. Cette dernie`re, d’apparence tre`s charge´e, n’est pas
destine´e a` exposer clairement chacune des performances algorithmiques, mais simplement
a` illustrer deux faits notables : l’algorithme X V se distingue nettement tandis que T S est
globalement domine´ par les strate´gies dynamiques.
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FIGURE 5.7 Profils de performances pour chaque algorithme dynamique (les N , T et A,
peu performants, ont e´te´ retire´s pour ne pas abusivement de´te´riorer la lisibilite´) sur 108
proble`mes (18 instances × 6 budgets).
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5.4.7 Strate´gies retenus pour l’IREQ
L’IREQ nous accorde des ressources informatiques pour appliquer huit strate´gies al-
gorithmiques sur le proble`me original. Nous cherchons donc a` effectuer un tri parmi
l’ensemble des me´thodes teste´es.
En premier lieu, nous de´laissons les strate´gies avec groupe N pour leurs performances
peu convaincantes et leur gourmandise en e´valuations, ainsi que les me´thodes statiques ter-
minant par une exe´cution de MADS classique (G) pour leur faible rapport gain/complexite´.
Bien que l’algorithme de reconfiguration V ait livre´ d’excellentes performances nume´-
riques, nous ne souhaitons pas nous limiter a` ses de´clinaisons et pre´fe´rons varier davantage
les strate´gies : nous se´lectionnons donc, pour chaque type d’algorithme de reconfiguration
dynamique, le meilleur candidat en moyenne. En tant qu’e´le´ments de re´fe´rence pour nos
comparaisons, les algorithmes statiques I S et T S sont ajoute´s a` la se´lection (Tableau 5.13
et Figure 5.8).
TABLEAU 5.13 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme se´lectionne´ pour plusieurs budgets d’e´valuations totaux (BET) ou par
GMON (BPG) donne´s (cf. Figure 5.8).
BET = 250 BET = 500 BET = 1000 BPG = 30 BPG = 70 BPG = 100 Moy.
Dynamiques
X V 1.44 1.66 1.76 1.36 1.65 1.72 1.60
X D IR 1.36 1.61 1.76 1.30 1.57 1.69 1.55
I M IR 1.40 1.60 1.75 1.28 1.59 1.67 1.55
I F IR 1.37 1.58 1.74 1.29 1.58 1.68 1.54
P K 1.32 1.59 1.76 1.27 1.58 1.67 1.53
P W 1.34 1.60 1.74 1.27 1.55 1.66 1.53
Statiques
I S 1.40 1.65 1.74 1.34 1.61 1.71 1.57
T S 1.30 1.54 1.64 1.25 1.53 1.63 1.48
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FIGURE 5.8 Profils de performances pour chaque algorithme se´lectionne´ sur 108 proble`mes
(18 instances × 6 budgets) (cf. Tableau 5.13).
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Chapitre 6
RE´SOLUTION DU PROBLE`ME DE
LOCALISATION DE BALISES GMON
POUR LA MESURE DE
L’E´QUIVALENT EAU-NEIGE
Nous en venons a` pre´sent a` la re´solution pratique du proble`me original de position-
nement de balises GMON sur les cartes de l’IREQ. Notre travail a jusqu’ici consiste´ a`
comparer et filtrer me´thodiquement plus d’une centaine de variantes d’algorithmes dy-
namiques et statiques, ce qui a permis de distinguer six algorithmes de groupements
dynamiques efficaces pour le proble`me substitut. Nous allons de´sormais comparer sur
le proble`me original les performances des te´moins statiques T S (MADS classique) et
I S (Recherche par Coordonne´es) aux meilleurs algorithmes dynamiques base´s sur le
groupement de variables, afin de de´montrer ou re´futer l’utilite´ des groupes de variables sur
ce type de proble`me.
6.1 La boıˆte noire de l’IREQ
Au moment de l’e´criture de ce me´moire, l’aboutissement de la conception de la boıˆte
noire n’est pas pre´vu avant plusieurs mois. De nombreuses ide´es sont en cours de de´velop-
pement : prises en compte des couˆts d’implantation, e´ventuellement fonction de la distance
au re´seau routier ; coefficient de ponde´ration des erreurs par sous-bassin, de`s lors qu’il
existe des zones ou` l’erreur est peu influente sur les processus de´cisionnels ; prise en compte
de l’altitude et de la longitude pour l’interpolation ge´ostatistique ; fusion de donne´es entre
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plusieurs dates re´parties sur l’anne´e pour obtenir des valeurs n’e´tant pas biaise´es par des
e´ve`nements ponctuels.
Cependant, des mode`les de couˆt, de ponde´ration et de fusion reposant sur des estimations
expertes sont absents, et peu de ces initiatives sont actuellement exploitables. L’IREQ
dispose d’une unique licence pour le logiciel ISATIS, essentiel aux calculs des modules de
krigeages (et donc a` l’obtention de la carte d’erreur), ce qui empeˆche la mise en paralle`le
des processus. De plus, seule la carte associe´e au bassin Saint-Maurice (STM ) est pour
l’instant utilisable avec ISATIS, ce qui nous oblige a` restreindre notre plan d’expe´rience a`
celle-ci.
Mentionnons finalement que l’e´valuation d’un point d’essai avec la boıˆte noire courante
prend entre une et deux secondes. Le processus d’optimisation avec l’approche “boıˆte noire”
est synthe´tise´ au graphique 6.1.
6.2 Re´sultats nume´riques
6.2.1 Me´thodologie
Le temps maximal imparti pour effectuer les tests a` l’IREQ (comprenant essais pre´limi-
naires, mise en place des tests et temps de calcul) est d’une semaine. Nous allons travailler
avec la seule carte disponible (STM ), en reprenant pour celle-ci le domaine et les points de
de´part utilise´s au chapitre 5. Ainsi, nous re´pe´tons exactement la meˆme parame´trisation et
de´marche que pour le proble`me substitut, a` ceci pre`s que l’appel pour le calcul de la valeur
objectif se fait dore´navant a` la boıˆte noire de l’IREQ.
Concernant la priorite´ d’e´valuation dans une optique opportuniste (ou` tout succe`s
termine imme´diatement l’ite´ration courante), nous allons exploiter la fonction objectif du
chapitre 5 : cette dernie`re jouera de´sormais le roˆle de fonction substitut pour notre proble`me
re´el. Ainsi, a` chaque ite´ration, la liste des points d’essai est au pre´alable e´value´e via la
fonction substitut, puis les points sont re´ordonne´s par valeur de fonction objectif substitut
croissante (dans un contexte de minimisation), et enfin l’ensemble des points est e´value´
dans cet ordre avec la vraie fonction.
Nous avons e´te´ tributaires des ale´as de l’optimisation pratique dans le monde industriel
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FIGURE 6.1 Processus d’optimisation sur le proble`me des GMON.
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re´el, qui sont apparus sous la forme d’erreurs de conception, de pannes, de paniques de
noyaux et de limitations propres a` la disponibilite´ des ressources (personnel, licences de
logiciels, processeurs, cartes et temps). Ces impre´vus ont freine´ la mise en place des tests
durant une pe´riode non ne´gligeable de la visite a` l’IREQ.
6.2.2 Optimisation de la fonction re´elle avec la fonction substitut
Il est possible que la fonction substitut ne soit pas un indicateur de qualite´ pour l’ordre
d’e´valuation, auquel cas le nombre d’e´valuations risque d’augmenter significativement, le
classement des algorithmes refle`tant principalement leur robustesse. En effet, nous avons
vu au chapitre 5 que la priorite´ d’e´valuation peut crucialement modifier les performances
d’un algorithme avec des groupes statiques et il n’y a aucune raison de penser que ce n’est
pas e´galement le cas avec les groupements dynamiques.
Nous testons les 8 algorithmes se´lectionne´s sur les 6 instances disponibles avec un
budget de 1000 e´valuations, en utilisant la fonction substitut pour ordonner les points a`
e´valuer. Cela devrait prendre selon nos estimations environ 1.33 jours de calcul.
E´tant donne´ que seule la solution finale pre´sente un inte´reˆt dans le cadre du projet re´el,
nous nous concentrons uniquement sur la valeur objectif obtenue pour le budget maximal
de 1000 ite´rations (Tableau 6.1).
TABLEAU 6.1 Ame´lioration relative (valeur absolue en %) de la fonction objectif pour
chaque algorithme se´lectionne´, avec priorite´ d’e´valuation base´e sur la fonction substi-
tut, pour le budget maximal de 1000 ite´rations, avec un nombre de GMON g variant de 5 a`
10.
g = 5 g = 6 g = 7 g = 8 g = 9 g = 10 Moy.
P K 1.35 1.23 1.13 1.20 1.09 1.52 1.25
I M IR 1.33 1.27 1.13 1.16 1.10 1.52 1.25
P W 1.34 1.24 1.14 1.16 1.08 1.51 1.25
X D IR 1.33 1.18 1.10 1.19 1.08 1.50 1.23
I F IR 1.31 1.27 0.97 1.17 1.10 1.51 1.22
T S 1.31 1.22 0.99 1.16 1.08 1.51 1.21
X V 1.32 1.27 1.06 1.12 0.91 1.23 1.15
I S 1.02 1.17 1.12 1.11 0.91 1.22 1.09
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Les algorithmes statiques (S) apparaissent assez clairement domine´s en moyenne :
les trois algorithmes ayant obtenu le meilleur score sont dynamiques, cinq des six algo-
rithmes dynamiques ont devance´ le MADS classique (T S), et tous ont livre´ une meilleure
performance que l’algorithme I S, qui se retrouve de´sormais dernier. De manie`re sur-
prenante, l’algorithme X V , qui e´tait largement dominant sur le mode`le substitut, apparaıˆt
en bas du classement (juste devant I S), de´voilant une grande irre´gularite´. Notons finale-
ment que, pour chaque nombre de GMON conside´re´, le ou les meilleurs algorithmes sont
syste´matiquement dynamiques (cf. cellules grise´es du Tableau 6.1).
6.3 Synthe`se
Depuis la section 5.4, nous avons entrepris de comparer un ensemble de strate´gies plus
ou moins pertinentes, exploitant ou non la structure du proble`me.
La taille des groupes Il apparaıˆt que les groupements initiaux par paires (P et X)
semblent les plus ade´quats (X domine sur le proble`me substitut, tandis que P domine
sur celui re´el). En outre, les algorithmes ge´rant les variables avec des groupes initiaux
ne contenant qu’une variable (I) et ceux avec groupement principal V , W ou avec re`gle
secondaire IR semblent globalement assez irre´guliers (ils ame`nent d’excellentes strate´gies
sur les mode`les substituts et re´els, mais e´galement les pires dans le cas re´el), tandis que ceux
utilisant des groupes de grandes tailles (i.e., avec groupement initial T ou A, ou avec re`gle
secondaire TR) n’offrent pas de bonnes performances sur le proble`me substitut. Ayant e´te´
contraint de limiter l’ensemble des tests, nous ne pouvons conclure avec certitude quant au
mauvais comportement du groupement initial A ou de la re`gle TR sur le proble`me re´el,
d’autant que l’algorithme T S obtient des re´sultats honorables (mais domine´s) sur la vraie
boıˆte noire.
Les algorithmes de reconfiguration On peut difficilement exhiber une relation d’ordre
claire entre les algorithmes de reconfiguration, mais il semblerait qu’en moyenne, les
algorithmes les plus prometteurs pour ce type de proble`mes (re´els) soient K, M et W .
Remarquons que les algorithmes utilisant la notion de me´moire (D et F ) ne livrent en
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ge´ne´ral pas de meilleures performances que leur homologue (K et M ), ce qui tend a`
montrer qu’il faut fournir a` l’algorithme la capacite´ d’“oublier” les e´ve`nements passe´s au
cours de son de´roulement. La me´diocre performance de V peut s’expliquer par la forte
non-line´arite´ du proble`me re´el. En effet, il est probable que ce soit le caracte`re relativement
lisse du proble`me substitut, qui ait permis a` la re´gression line´aire “simple” de s’illustrer.
Sur le proble`me original, la version W avec transformation des rangs, plus robuste, s’est
alors distingue´e.
Par ailleurs, contrairement a` l’intuition, le groupement initial peut influencer grandement
le de´roulement de la re´solution a` algorithme de reconfiguration fixe´. Ce fait peut eˆtre en
partie attribue´ au crite`re d’arreˆt EC, dont la premie`re validation peut ne´cessiter plusieurs
centaines d’e´valuations.
Exploiter la structure de positionnement A` l’inverse de ce qu’on pouvait attendre, nous
n’avons pas retrouve´ de domination distincte entre les algorithmes exploitant la structure
du proble`me et les autres. En effet, le groupement initial P et les me´thodes base´es sur
des re´gressions line´aires (V et W ) ne l’exploitent pas directement. Toutefois, notons que
deux des trois me´thodes les plus performantes sur le proble`me original de l’IREQ (K et M )
conside`rent toujours les variables par paires relatives aux coordonne´es des GMON et tirent
donc profit des variables de positionnement.
Le potentiel des algorithmes dynamiques Si l’on fait abstraction de la performance
de I S sur le proble`me substitut (qui s’est finalement re´ve´le´e eˆtre la pire strate´gie parmi
celles teste´es sur la vraie boıˆte noire), les algorithmes statiques (S ou S N ) ont toujours e´te´
clairement domine´s par ceux dynamiques. En observant les valeurs des ame´liorations rela-
tives pour les diffe´rents budgets, on constate que les groupes permettent (ge´ne´ralement) de
progresser plus vite, tout en obtenant une solution aussi bonne, si ce n’est meilleure, qu’avec
l’algorithme MADS classique. Plus pre´cise´ment, cinq des six algorithmes dynamiques teste´s
sur l’instance originale de l’IREQ ont devance´ en moyenne le MADS classique (pour un
budget de 1000 e´valuations), et, pour chaque nombre de GMON teste´, la meilleure solution
obtenue a toujours e´te´ produite par un ou des algorithmes dynamiques.
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Mise en perspective Par ailleurs, les re´sultats obtenus sur la boıˆte noire de l’IREQ, en
cours de conception, sont a` nuancer. En effet, l’indisponibilite´ des cartes GAT et LG
pour ISATIS a limite´ nos tests a` la seule carte STM , ce qui a re´duit de deux tiers le plan
d’expe´riences que nous avions de´veloppe´ au chapitre 5 avec le mode`le substitut. De plus,
la boıˆte noire originale ne prend en compte a` pre´sent que peu de parame`tres, ce qui la
rend finalement relativement aise´e a` re´soudre : les valeurs objectif sont tre`s peu disperse´es,
ce qui rend difficile les distinctions entre les performances algorithmiques. Certes, nous
avons e´tabli des moyennes sur plusieurs instances, avec diffe´rents budgets, pour tenter
de rendre significatives les diffe´rences mineures, mais ils restent que ces diffe´rences sont
intrinse`quement faibles.
Observons toutefois que les strate´gies, bien que fournissant des valeurs d’ame´liorations
relatives moyennes tre`s semblables, offrent parfois des configurations significativement
diffe´rentes au vu des dimensions du proble`me (Figure 6.2 avec 5, 7 et 9 GMON, Figure 6.3
avec 8 GMON). Notons e´galement que les diffe´rences minimes entre les solutions obtenues
par P K, I M IR, P W et T S avec 10 GMON montrent que la diversite´ des solutions
produites n’augmente pas force´ment (et tend meˆme a` diminuer) avec le nombre de GMON.
La qualite´ du subsitut Nous pouvons voir sur la Figure 6.4 la diffe´rence entre les
solutions obtenues avec notre fonction substitut et avec la boıˆte noire originale de l’IREQ,
pour l’algorithme T S avec un budget de 1000 e´valuations. Les solutions apparaissent
nettement distinctes, ce qui laissent supposer que la fonction subsitut n’e´tait pas une
re´pre´sentation (simplifie´e) fide`le a` l’orignale. Elle nous a ne´anmoins permis de de´terminer
une solution d’excellente qualite´ pour le budget conside´re´.
Rappelons finalement que les strate´gies dynamiques teste´es n’ont pas e´te´ spe´cialement
optimise´es pour obtenir de bonnes performances : dans l’optique de de´fricher le terrain des
groupes de variables et de de´tecter un potentiel, nous avons de´cide´ de couvrir plusieurs
tailles de groupes, ces derniers e´tant ge´re´s selon diffe´rentes logiques (par mouvement,
distance ou sensibilite´), avec un crite`re de reconfiguration particulie`rement arbitraire, sans
ve´ritablement chercher a` obtenir une unique technique optimale. Cela laisse a` penser que
ces me´thodes dynamiques, de´ja` prometteuses, peuvent encore eˆtre largement ame´liore´es.
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FIGURE 6.2 Comparaisons des configurations finales de balises GMON obtenues par les
algorithmes T S et P K sur la boıˆte noire de l’IREQ sur la carte STM , apre`s 1000
ite´rations, pour un nombre de GMON e´gal a` 5, 7, 9 et 10.
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FIGURE 6.3 Comparaisons des configurations finales de balises GMON obtenues par les
trois meilleures strate´gies (P K, I M IR et P W ) sur la boıˆte noire de l’IREQ sur la carte
STM , apre`s 1000 ite´rations, pour un nombre de GMON variant de 7 a` 10.
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FIGURE 6.4 Comparaisons des configurations finales de balises GMON obtenues par l’algo-
rithme T S avec le mode`le substitut et la boıˆte noire de l’IREQ sur la carte STM , apre`s




Inde´niablement, l’aptitude a` optimiser des structures inconnues est extreˆmement pre´cieu-
se et constitue une pre´occupation majeure de la communaute´ industrielle. L’optimisation de
boıˆte noire, qui trouve son support the´orique dans l’analyse non lisse de Clarke, constitue
donc un cadre utile et riche, dont les limites sont sans cesse repousse´es par les e´volutions
technologiques. Ce travail, mene´ sur une classe particulie`re d’algorithmes de recherche
directe, avait pour objectif initial de prouver ou re´futer l’utilite´ d’une strate´gie de gestion
des variables particulie`re a` la fois simple et fertile, que nous avons nomme´e “groupement
de variables”. A` mesure que nous avanc¸ions, ils nous a paru souhaitable et meˆme ne´cessaire
de lier e´troitement cette recherche a` l’application qui l’avait motive´e, a` savoir la localisation
de balises GMON pour l’estimation de l’e´quivalent eau-neige au Que´bec.
7.1 Synthe`se des travaux
Nous avons e´tudie´ une extension de l’algorithme MADS : le groupement de variables,
qui consiste en la gestion des sous-ensembles de variables modifie´s (individuellement) a`
chaque ite´ration. L’e´tude the´orique des groupes de variables nous a permis d’exhiber deux
architectures ge´ne´riques d’algorithmes MADS conservant les proprie´te´s de convergence
hie´rarchique de l’algorithme MADS classique : l’une est base´e sur l’ajout en paralle`le d’un
algorithme MADS classique et l’autre sur la fusion progressive des groupes de variables.
Afin de prouver l’existence d’un potentiel re´sidant dans le groupement de variables,
nous avons par la suite de´veloppe´ une centaine de variantes d’algorithmes de reconfiguration
destine´s a` re´soudre un proble`me de localisation de balises issu de l’IREQ, base´es sur trois
logiques distinctes : la distance entre les groupes de variables, le mouvement des groupes
de variables, et l’analyse de sensibilite´ des groupes de variables.
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Les deux premiers concepts se preˆtent aise´ment aux cas des variables de positionnement :
il est en effet possible d’adapter les algorithmes qui ont e´te´ de´crits dans ce me´moire a`
n’importe quel proble`me de localisation. Le troisie`me concept, quant a` lui, est plus ge´ne´ral
encore. Bien que nous n’en ayons e´tudie´ qu’une infime fraction (la re´gression line´aire),
il s’est re´ve´le´ performant, alors meˆme qu’il n’exploitait pas directement la structure du
proble`me.
L’acce`s a` la boıˆte noire de l’IREQ e´tant fortement limite´, nous avons conc¸u un mode`le
substitut pour effectuer un grand nombre de tests pre´liminaires qui nous ont permis de trier
et se´lectionner un sous-ensemble d’algorithmes a priori efficaces.
Nous avons finalement applique´ ces algorithmes au proble`me original de positionnement
de l’IREQ. Disposant d’un budget en temps restreint et d’une boıˆte noire en cours de con-
ception, nous n’avons pu explorer que quelques unes des possibilite´s e´tudie´es. Cependant,
sur les six algorithmes dynamiques teste´s, cinq ont permis l’obtention d’une solution de
meilleure qualite´ qu’avec un algorithme MADS classique et tous ont e´te´ meilleurs que
la Recherche par Coordonne´es. Le groupement de variables a donc fourni des re´sultats
encourageants.
7.2 Limitations de la solution propose´e
Ces re´sultats pratiques sont a` nuancer pour plusieurs raisons. Premie`rement, si le cadre
algorithmique propose´ est ge´ne´ral, ces re´sultats ne sont pertinents que pour la gamme de
proble`mes e´tudie´s, a` savoir les proble`mes de localisation en deux dimensions avec domaine
fragmente´. Ensuite, du fait de limitations propres a` la boıˆte noire originale, le nombre de
tests re´alise´s deumeure faible, risquant de rendre les re´sultats peu significatifs.
Soulignons e´galement que les parame`tres des algorithmes dynamiques pre´sente´s n’ont
pas e´te´ particulie`rement optimise´s pour obtenir des performances. En effet, nous avons
essaye´ de fournir un e´ventail d’algorithmes convergeant vers une fusion comple`te des
variables en un nombre de se´quences fixe´ arbitrairement (e´gal au nombre de balises GMON
a` positionner). L’obtention de re´sultats favorables n’en est que plus satisfaisante.
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7.3 Ame´liorations futures
Nous souhaitons continuer, dans des travaux a` venir, a` mener des tests en collaboration
avec l’IREQ, de fac¸on a` confirmer l’efficacite´ des me´thodes que nous avons de´veloppe´es.
Nous espe´rons d’ailleurs que l’IREQ pourra concevoir une boıˆte noire libe´re´e des contraintes
inhe´rentes au logiciel ISATIS, e´ventuellement accessible a` l’ensemble de la communaute´
mathe´matique.
Le vaste terrain des choix algorithmiques comporte un nombre exponentiel de possi-
bilite´s, nous contraignant a` restreindre nos travaux a` quelques cas spe´cifiques. Toutefois, il
serait inte´ressant, puisqu’il est possible d’optimiser les parame`tres algorithmiques graˆce
a` l’algorithme MADS classique (cf. Audet et Orban (2006)), de tenter d’optimiser, dans
de futurs travaux, les diffe´rents crite`res que nous avons conside´re´s fixes, tels que le crite`re
d’arreˆt pour reconfiguration, le nombre d’exe´cutions menant a` la fusion comple`te des
groupes de variables, la mise a` jour du treillis ou encore le choix du point de de´part entre
deux se´quences de reconfiguration.
Il serait e´galement profitable de de´velopper davantage le cadre de l’analyse de sensibilite´
(re´gression, statistiques descriptives, classification, de´composition de variances, analyse
en composantes principales, re´seau de neuronnes) ainsi que les mode`les de fonctions de
score destine´s a` e´tablir une relation d’ordre entre les groupes de variables. Nous nous
sommes limite´s ici au cas sans me´moire (seule la dernie`re phase d’exe´cution est utilise´e
pour effectuer les statistiques), avec quelques fonctions de score (base´es sur la re´gression
line´aire).
Nous aspirons finalement a` e´tendre notre e´tude, dans des travaux ulte´rieurs, a` des
proble`mes sensiblement diffe´rents, tels que ceux avec variables pre´ponde´rantes ou les
proble`mes de localisation sur des domaines (relativement) continus.
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