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The semilinear parabolic system that describes the evolution of the gene
frequencies in the diffusion approximation for migration and selection at a
multiallelic locus is investigated. The population occupies a ﬁnite habitat of arbitrary
dimensionality and shape. The selection coefﬁcients depend on position; the drift and
diffusion coefﬁcients may do so. For two alleles (the scalar case), the global analysis
of D. Henry (1981, ‘‘Geometric Theory of Semilinear Parabolic Equations,’’ Lecture
Notes in Mathematics, Vol. 840, Springer-Verlag, Berlin) is extended from
homogeneous, isotropic migration (corresponding to the Laplacian) to arbitrary
migration (corresponding to an arbitrary elliptic operator). For multiple alleles,
sufﬁcient conditions are given for the global loss of an allele that is nowhere the
ﬁttest. In the case of no dominance with at least one change in the direction of
selection, sufﬁcient conditions are established for global convergence to a stable
equilibrium with all the intermediate alleles absent and one or two extreme alleles
present. Sufﬁcient conditions on the migration pattern for casting the elliptic
operator into variational form are proved; in this case, the above results become
more explicit. # 2002 Elsevier Science (USA)1. INTRODUCTION
Population genetics concerns the genetic structure and evolution of
populations. The major theme of theoretical population genetics is the study
of the amount and pattern of genetic variability under sundry combinations
of evolutionary forces. Observations of such patterns and their comparison388
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LOU AND NAGYLAKI389with theory may yield inferences about the relative signiﬁcance and domain
of action of evolutionary forces in natural populations.
For a brief description of the required genetic background, deﬁnitions of
common terms, and an exposition of the basic theory, the reader may
consult Nagylaki [18].
Since many, perhaps most, natural populations are distributed in space
and mate at random only locally, it is important to investigate the spatial
patterns in gene frequencies due to the joint action of migration and
selection. The conditions for the maintenance of polymorphism at a single
diallelic locus under a wide variety of migration schemes have been studied
extensively in the discrete-space, discrete-time model (see Karlin [12],
Nagylaki [18, Chap. 6], and the references therein). A continuous-space,
continuous-time model, however, is sometimes biologically more appro-
priate and generally yields more transparent and explicit results for the
evolution of the gene frequencies. The extensive literature on the diallelic
case can be traced from Nagylaki [17, 19, 20]. In this paper, we begin the
analysis of the much more difﬁcult multiallelic case.
In Sections 2 and 3 we investigate the asymptotic behavior of the gene
frequencies at diallelic and multiallelic loci, respectively. The results in
Section 2 are not only of independent interest, but are also required in
Section 3. In Section 4, we derive more explicit results in some biologically
natural and important special cases. We discuss the range of biological
applicability of our results and present some conjectures in Section 5.
In this section, we state our assumptions and main results biologically.
We offer more precise statements in Subsections 2.1, 3.1, and 4.1; proofs are
in the following subsections.
For biological clarity and generality and for mathematical convenience
and rigor, it is best to start with a discrete model based on the following
assumptions. We suppose that generations are discrete and nonoverlapping.
The monoecious population is subdivided into randomly mating colonies
(or demes) at the points of a lattice in d dimensions; these demes exchange
migrants independently of genotype. Selection acts solely through viability
differences: we assume that all fertilities are the same. We neglect mutation
and random genetic drift and analyze a single locus with alleles Ai; where
i 2 N  f1; 2; . . . ; ng: Consult Nagylaki [18, Chap. 6] for a much more
detailed description of this model.
One can derive a continuous approximation of this discrete model by
positing that migration and selection are both weak and that migration
satisﬁes the standard assumptions for a diffusion process [17, 19]. We denote
position in the ﬁnite habitat O Rd with the vector x ¼ ðx1; . . . ; xdÞ and
measure time, t; in generations. The population density at x is rðxÞ: LetMaðxÞ
and VabðxÞ designate the mean displacement in direction xa and the
covariance of the displacements in directions xa and xb per generation;
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symmetric, positive deﬁnite matrix V ðxÞ: Note that i and j refer to alleles,
whereas a and b refer to spatial components.
Let piðx; tÞ signify the (relative) frequency of Ai at position x at time t; the
vector pðx; tÞ must satisfy
piðx; tÞ50; Qðx; tÞ 
Xn
j¼1
pjðx; tÞ ¼ 1 ð1:1Þ
for every i; x; and t: To avoid the trivial case of essentially absent alleles, we
suppose Z
O
piðx; 0Þdx > 0 ð1:2Þ
for every i: The selection coefﬁcient of the genotype AiAj is rijðxÞ; the
dependence on x; which we assume to be smooth, is an essential feature of
our problem. Let riðx;pÞ and %rðx;pÞ represent the selection coefﬁcient of Ai
and the mean selection coefﬁcient of the population, respectively: i.e.,
riðx;pÞ ¼
Xn
j¼1
rijðxÞpj; %rðx;pÞ ¼
Xn
i¼1
riðx;pÞpi: ð1:3Þ
The contribution of selection turns out to be
Siðx;pÞ  piðri 	 %rÞ; ð1:4Þ
in general, this is a cubic in p:
We deﬁne the divergence of an arbitrary symmetric matrix W as the
vector with components (a ¼ 1; 2; . . . ; d)
ðr  W Þa ¼
Xd
b¼1
Wab; xb ; ð1:5Þ
where the subscript xb indicates partial differentiation. We introduce the
vector
bðxÞ ¼ r	1r  ðrV Þ 	M ð1:6Þ
and the operators L and B deﬁned by
Lu ¼
1
2
Xd
a;b¼1
Vabuxaxb þ b  ru; ð1:7aÞ
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 Vru; ð1:7bÞ
where n denotes the unit outward normal vector on the boundary @O:
The gene frequencies pðx; tÞ satisfy the semilinear parabolic system [17, 19]
pi;t ¼ Lpi þ Siðx;pÞ in O ð0;1Þ; ð1:8aÞ
Bpi ¼ 0 on @O ð0;1Þ; ð1:8bÞ
piðx; 0Þ50; Qðx; 0Þ ¼ 1 in %O; ð1:8cÞ
for every i 2 N : Here, L describes migration and (1.8b) speciﬁes that no
individuals cross the boundary. We are given rðxÞ; MðxÞ; V ðxÞ; rijðxÞ; and
pðx; 0Þ; we seek the asymptotic behavior of pðx; tÞ at t !1: In Subsection
3.1, we shall show that this problem makes sense, i.e., that (1.1) holds.
Consider ﬁrst (1.8) for two alleles (n ¼ 2). To simplify the notation, we set
pðx; tÞ ¼ p1ðx; tÞ; Sðx;pÞ ¼ S1ðx;pÞ: ð1:9Þ
The condition (1.2) reduces to
05
1
jOj
Z
O
pðx; 0Þdx51: ð1:10Þ
We posit that all the selection coefﬁcients have the same spatial dependence:
rijðxÞ ¼ *rijgðxÞ ð1:11Þ
for every i and j; where the *rij are constants and gðxÞ is a genotype-
independent spatial function. Then (1.4) and (1.3) yield
Sðx;pÞ ¼ gðxÞpð1	 pÞ½*r1ðpÞ 	 *r2ðpÞ; ð1:12aÞ
where
*riðpÞ ¼
X2
j¼1
*rijpj: ð1:12bÞ
With the convenient parametrization [15]
*r11 ¼ l; *r12 ¼ kl; *r22 ¼ 	l; ð1:13Þ
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degree of dominance, respectively, we ﬁnd directly that
Sðx;pÞ ¼ lgðxÞpð1	 pÞð1þ k	 2kpÞ: ð1:14Þ
Were *rij not constant but a function of p; then the last factor in (1.14)
would be generically nonlinear. This suggests the form studied by Fleming
[9] and Henry [10],
Sðx;pÞ ¼ lgðxÞf ðpÞ: ð1:15Þ
Following Henry [10], we posit that f is twice differentiable in ½0; 1;
f ð0Þ ¼ f ð1Þ ¼ 0; f 0ð0Þ > 0 > f 0ð1Þ; ð1:16aÞ
f 00ðpÞ40 in ½0; 1: ð1:17bÞ
If (1.14) applies, these restrictions are equivalent to jkj4 1
3
: Thus, for two
alleles we have the scalar problem
pt ¼ Lp þ lgðxÞf ðpÞ in O ð0;1Þ; ð1:17aÞ
Bp ¼ 0 on @O ð0;1Þ; ð1:17bÞ
pðx; 0Þ ¼ p0ðxÞ; 04p0ðxÞ41 in %O: ð1:17cÞ
The crucial assumption in the investigation of (1.17) is that environmental
diversity is reﬂected in at least one change in the direction of selection. Thus,
gðxÞ changes sign at least once in the habitat O: The main result of Section 2,
Theorem 2.1, shows that there is always a globally attracting equilibrium (i.e.,
steady-state solution) and determines when it is p ¼ 0; p ¼ 1; or a poly-
morphic (i.e., internal) equilibrium. Generically, the last case applies if
selection is sufﬁciently strong relative to migration, i.e., if l is sufﬁciently large.
Theorem 2.1 extends the result of Henry [10] from homogeneous,
isotropic migration, in which case L is the Laplacian (r2) and B is the
outward normal derivative (@=@n), to arbitrary migration. Our general-
ization is partly based on the work of Senn [26] and Senn and Hess [27]. For
investigations of the inﬁnite-habitat case, see Fife and Peletier [7, 8],
Pauwelussen and Peletier [23], Tertikas [28], Brown et al. [3, 4], Brown and
Tertikas [5], Tertikas and Toland [29], and the references therein.
We now return to the multiallelic (n53) system (1.8). We assume that
(A1) there exist i 2 N and a constant gi 2 ½0; 1 such that
gir1jðxÞ þ ð1	 giÞrnjðxÞ5rijðxÞ ð1:18Þ
LOU AND NAGYLAKI393for every x 2 %O and every j 2 N ; and that the inequality (1.18) is strict for
some x 2 %O and some j 2 N :
There are three nonempty cases in (1.18). If i ¼ 1 and g151; then (1.18) is
equivalent to
rnjðxÞ5r1jðxÞ; ð1:19aÞ
which means that A1Aj is never ﬁtter than AnAj: If i ¼ n and gn > 0; then
(1.18) is equivalent to
r1jðxÞ5rnjðxÞ; ð1:19bÞ
which means that AnAj is never ﬁtter than A1Aj: If 24i4n	 1; then (1.18)
means that the ﬁtness of AiAj is never greater than a suitably weighted
average of the ﬁtnesses of A1Aj and AnAj:
Averaging (1.18) over p yields the condition
gir1ðx;pÞ þ ð1	 giÞrnðx;pÞ5riðx;pÞ ð1:20Þ
for every x 2 %O and every p: Choosing pj ¼ 1 demonstrates that (1.20)
implies (1.18).
Theorem 3.1 informs us that the assumption (A1) implies the elimination of
Ai from the population: piðx; tÞ ! 0 uniformly in x as t !1:
If 24i4n	 1 and gi ¼ 1; then (1.20) reduces to r1ðx;pÞ5riðx;pÞ:
Therefore, if some allele is ﬁtter than Ai; then Ai is eliminated. Consequently,
if A1 is ﬁtter than every other allele, then A1 is ﬁxed.
The other results in Section 3 are based on the hypothesis that there is no
dominance: there exist smooth selection coefﬁcients siðxÞ such that
rijðxÞ ¼ siðxÞ þ sjðxÞ ð1:21Þ
for every i; j 2 N and x 2 %O: Thus, the allelic contributions siðxÞ to the
genotypic selection coefﬁcients rijðxÞ are additive. From (1.3) and (1.4) we
obtain
riðx;pÞ ¼ siðxÞ þ %sðx;pÞ; %rðx;pÞ ¼ 2%sðx;pÞ; ð1:22Þ
%sðx;pÞ ¼
Xn
i¼1
siðxÞpi; Siðx;pÞ ¼ pi½siðxÞ 	 %sðx;pÞ: ð1:23Þ
Equation (1.18) now simpliﬁes to
gis1ðxÞ þ ð1	 giÞsnðxÞ5siðxÞ ð1:24Þ
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some x 2 %O: We posit that
(A2) the selective difference sðxÞ  s1ðxÞ 	 snðxÞ changes sign;
(A3) there exist constants gi 2 ð0; 1Þ such that (1.24) holds for every
i 2 *N  f2; 3; . . . ; n	 1g and every x 2 %O:
Then Theorems 3.2 and 3.3 show that there is always a globally attracting
equilibrium and determine when it is p1 ¼ 1; pn ¼ 1; or a diallelic
polymorphism with p1 > 0 and pn > 0: Thus, piðx; tÞ ! 0 as t !1 for every
i 2 *N :
This conclusion is intuitively unsurprising if
siðxÞ4min½s1ðxÞ; snðxÞ ð1:25Þ
for every i 2 *N and every x 2 %O: It is far less obvious, however, if (1.24) holds
with
min½s1ðxÞ; snðxÞ4siðxÞ4max½s1ðxÞ; snðxÞ ð1:26Þ
for every i 2 *N and every x 2 %O: Together with (A2), the inequality (1.26)
means that the habitat has the nontrivial decomposition O ¼ O1 [ On;
where no allele is ﬁtter than A1 and less ﬁt than An in O1 and the opposite
holds in On: In this case, we may call the alleles A1 and An extreme and
Ai ði 2 *NÞ intermediate. Then Theorem 3.2 states that the intermediate alleles
are eliminated. As an example, by analogy with (1.11), suppose that
siðxÞ ¼ *sigðxÞ for every i 2 N ; where the *si are constants and gðxÞ changes sign;
label the alleles so that *s1 > *s2 >    > *sn; and choose gi ¼ ð*si 	 *snÞ=ð*s1 	 *snÞ
for every i 2 *N in (1.24). In this example, (A1) fails but (A2) and (A3) hold.
Since each extreme allele is the best in a part of the habitat and the worst
everywhere else, whereas the intermediate alleles are neither the best nor the
worst anywhere, we can interpret the former as specialists and the latter as
generalists. Thus, under our assumptions, the generalists are eliminated.
The elimination of intermediate alleles can provide a mechanism for
sympatric speciation. Suppose that recurrent mutation introduces new
alleles into the population, but at such a low rate that it need not be included
in (1.8). If a new mutant is intermediate relative to the alleles already in the
population, then it will be eliminated; if it is extreme, then it may survive
and an intermediate allele will be eliminated. Thus, the difference between
the selection coefﬁcients of the alleles present is increasing, and if this reﬂects
increasing phenotypic differentiation, then reproductive isolation may evolve.
Finally, we note that, according to Theorems 2.1, 3.2, and 3.3, the
asymptotic behavior of the gene frequencies depends on the function cðxÞ
deﬁned in Subsection 2.1. Theorem 4.1 shows how to ﬁnd c if (1.8) can be
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possible (see Anderson and Duchamp [1]). In Theorem 4.4 we identify ﬁve
special cases that lead to variational form.
2. TWO ALLELES
2.1. Introduction
In this section, we study the problem (1.17) under the assumption (1.16).
The d  d matrix V ðxÞ is positive deﬁnite for every x 2 %O; and the elements
VabðxÞ and baðxÞ belong to Crð %OÞ for some r 2 ð0; 1Þ: The function gðxÞ also
belongs to Crð %OÞ; and it changes sign in O:
We assume also that the initial condition p0 satisﬁes (1.10). By the Strong
Maximum Principle [24] and the standard existence theory of evolution
equations, the problem (1.17) has a unique classical solution pðx; tÞ that
exists for all time, and 05pðx; tÞ51 for all x 2 %O and t > 0:
The main goal of this section is to determine the asymptotic behavior of
pðx; tÞ as t !1: To this end, we introduce the following operators.
Let L0 be the operator induced by L and B; with its domain given as
DðL0Þ ¼ fu 2 C2;rð %OÞ : Bu ¼ 0 on @Og; ð2:1Þ
where r 2 ð0; 1Þ: Let L1 be the closure of L0 in Cð %OÞ: Since the constant
function 1 belongs to the kernel of L1; we have 1 ¼ ðL1 þ IÞ
	11; where I is
the identity map from Cð %OÞ to itself. Since ðL1 þ IÞ
	1 is compact and strictly
positive in Cð %OÞ; the Krein–Rutman Theorem [14] implies that the spectral
radius of ðL1 þ IÞ
	1 is 1, and that 1 is a simple eigenvalue of the
corresponding adjoint operator,
½ðL1 þ IÞ
	1w : ½Cð %OÞw ! ½Cð %OÞw; ð2:2Þ
which has a positive eigenfunction c 2 ½Cð %OÞw: It is easy to check that Lw1c ¼
0; and c can be identiﬁed with some function in LqðOÞ for some q > 1: (See
Senn [26] and Senn and Hess [27] for details.) Hence, the integral
K ¼
Z
O
cðxÞgðxÞdx ð2:3Þ
is well deﬁned.
The main result of this section is
Theorem 2.1. ðaÞ Suppose that K50: There exists ln > 0 such that if
05l4ln; then pðx; tÞ ! 0 uniformly as t !1; if l > ln; then (1.17) has a
unique equilibrium pn that satisfies 05pn51: Moreover, pn is asymptotically
stable and pðx; tÞ ! pnðxÞ uniformly as t !1:
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pðx; tÞ ! 1 uniformly as t !1; if l > lnn; then (1.17) has a unique
equilibrium pnn that satisfies 05pnn51: Moreover, pnn is asymptotically
stable and pðx; tÞ ! pnnðxÞ uniformly as t !1:
ðcÞ Suppose that K ¼ 0: Then for every l > 0; the problem (1.17) has a
unique equilibrium pnnn that satisfies 05pnnn51: Moreover, pnnn is
asymptotically stable and pðx; tÞ ! pnnnðxÞ uniformly as t !1:
2.2. Proof of Theorem 2.1
We start this subsection with the following nondegeneracy result.
Lemma 2.2. Let #p be any equilibrium of (1.17) that satisfies 05 #p51:
Then #p is nondegenerate.
Proof. It sufﬁces to show that the problem
Lfþ lgðxÞf 0ð #pÞf ¼ 0 in O; Bf ¼ 0 on @O ð2:4Þ
has only the trivial solution f ¼ 0: Set w ¼ f=f ð #pÞ: It is easy to check that w
satisﬁes
Lwþ
f 0ð #pÞ
f ð #pÞ
ðr #pÞ  Vrwþ
f 00ð #pÞ
2f ð #pÞ
ðr #pÞ  ðVr #pÞw ¼ 0 in O; ð2:5aÞ
Bw ¼ 0 on @O: ð2:5bÞ
Since f 0040 and V is positive deﬁnite, we have that
f 00ð #pÞ
f ð #pÞ
ðr #pÞ  Vr #p40 in %O: ð2:6Þ
By (2.5), (2.6), and the Strong Maximum Principle, we see that w ¼ 0; and
hence f ¼ 0:
Remark 2.3. The idea of the above proof is due to Henry [10], who
treated the case L ¼ r2 and B ¼ @=@n:
Proposition 2.4. ðaÞ Suppose that K50: There exists ln > 0 such that if
05l4ln; then (1.17) has no equilibrium p that satisfies 05p51; if l > ln;
then (1.17) has a unique equilibrium pn that satisfies 05pn51; and pn is
asymptotically stable.
ðbÞ Suppose that K > 0: There exists lnn > 0 such that if 05l4lnn; then
(1.17) has no equilibrium p that satisfies 05p51; if l > lnn; then (1.17) has a
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stable.
ðcÞ Suppose that K ¼ 0: Then for every l > 0; the problem (1.17) has a
unique equilibrium pnnn that satisfies 05pnnn51; and pnnn is asymptotically
stable.
Proof. We shall prove only (a) because the proofs of (b) and (c) are
similar. By Theorem 3.2, Proposition 3.9, and Theorem 3.9 of Senn [26], we
see that (1.17) has an unbounded connected branch of equilibria bifurcating
from ðp; lÞ ¼ ð0; lnÞ and consisting (except for the bifurcation point ð0; lnÞ)
of equilibria ðp; lÞ of (1.17) with l > 0 and 05p51: We denote this branch
of solutions by G:
We ﬁrst show that G consists of all possible equilibria of (1.17) that satisfy
l > 0 and 05p51: To this end, we argue by contradiction: Suppose that
there exists ð*l; *pÞ; where *l > 0; 05 *p51; and *p is an equilibrium of (1.17)
with l ¼ *l; but ð *p; *lÞ =2 G: By Lemma 2.2 and the Implicit Function
Theorem, for l sufﬁciently close to *l; there is a connected branch of
equilibria of (1.17) given by ðpðlÞ; lÞ with pð*lÞ ¼ *p: We denote this branch
by *G: Again by Lemma 2.2, we can extend *G in the direction of decreasing l
until it hits one of the three curves
G1 ¼ fð0; lÞ : l > 0g;
ð2:7aÞ
G2 ¼ fð1; lÞ : l > 0g; ð2:7bÞ
G3 ¼ fðp; 0Þ : 04p41g: ð2:7cÞ
Since K50; from Senn [26] we see that (1.17) has no equilibrium between
0 and 1 for sufﬁciently small l, and that 1 is always an unstable equilibrium
of (1.17). Therefore, the extension of *G (for the sake of simplicity still
denoted by *G) will intersect neither G2 nor G3: From Senn [26] we know also
that ð0; lnÞ is the only possible bifurcation point on G1: Thus, ð *p; *lÞ must be
connected to ð0; lnÞ by *G: Since ð *p; *lÞ =2 G; by Lemma 2.2 we know that *G
never intersects G: Therefore, there are two connected branches of solutions
bifurcating from ð0; lnÞ: However, this is impossible because, by a
bifurcation result for simple eigenvalues (see, e.g., Chow and Hale [6]), all
possible positive equilibria of (1.17) near the bifurcation point ð0; lnÞ lie on a
single connected curve. This shows that such a ð *p; *lÞ does not exist, and
hence G consists of all equilibria of (1.17) between 0 and 1.
Next, we show that G can be parametrized by l in ½ln;1Þ: Again, by
bifurcation results for simple eigenvalues, we know that G can be
parametrized by l near ð0; lnÞ; moreover, again by results from Senn [26],
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Lemma 2.2 and the Implicit Function Theorem, we know that no solution
on G will become degenerate, and thus there are no turning points on G (i.e.,
points where the tangent to G is vertical), because a turning point on the
solution branch must be degenerate. Therefore, G can be parametrized by l
and extended to l ¼ 1:
This argument shows also that all solutions on G are stable, and that the
projection of G on the l axis is exactly ½ln;1Þ: Since G consists of all
possible equilibria of (1.17) between 0 and 1, we see that the conclusion of
Part a of Proposition 2.4 holds.
We now turn to consider the parabolic problem
pt ¼ Lp þ lgðxÞf ðpÞ þ hðx; tÞp in O ð0;1Þ; ð2:8aÞ
Bp ¼ 0 on @O ð0;1Þ: ð2:8bÞ
Although here it would sufﬁce to take h  0; in Section 3 we shall need the
full generality of
Lemma 2.5. Suppose that hðx; tÞ ! 0 uniformly as t !1; and that 05
pðx; tÞ51 for t > 0: Assume also that the principal eigenvalue m1 of the linear
eigenvalue problem
Lfþ lgðxÞf 0ð0Þf ¼ 	mf in O; Bf ¼ 0 on @O ð2:9Þ
is negative. Then either pðx; tÞ ! 1 as t !1, or (1.17) has a unique
equilibrium pnðxÞ with 05pn51 and lim inf t!1 pðx; tÞ5pnðxÞ:
Proof. Set *hðx; tÞ ¼ supt5t jhðx; tÞj: It is easy to see that *h is monotone
decreasing in t, and that *h ! 0 uniformly as t !1: Let *p be the solution of
*pt ¼ L *p þ lgðxÞf ð *pÞ 	 *hðx; tÞ *p in O ðT ;1Þ; ð2:10aÞ
B *p ¼ 0 on @O ðT ;1Þ; ð2:10bÞ
*pðx; T Þ ¼ df1 in %O; ð2:10cÞ
where T > 0 and d > 0 are some constants to be chosen later, and the
principal eigenfunction f1 satisﬁes f1 > 0 and
Lf1 þ lgðxÞf
0ð0Þf1 ¼ 	m1f1 in O; Bf1j@O ¼ 0; max
x2 %O
f1 ¼ 1: ð2:11Þ
Claim 1. If d4infx2O pðx; T Þ; then pðx; tÞ5 *pðx; tÞ for t5T and x 2 %O:
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*pt4L *p þ lgðxÞf ð *pÞ þ hðx; tÞ *p in O ðT ;1Þ; ð2:12aÞ
B *p ¼ 0 ¼ Bp on @O ðT ;1Þ; ð2:12bÞ
*pðx; T Þ ¼ df14d4 inf
y2O
pðy; T Þ4pðx; T Þ in O: ð2:12cÞ
Then it follows from the Comparison Principle [24] that pðx; tÞ5 *pðx; tÞ for
all t5T :
Claim 2. There exist d1 > 0 and T > 0 such that if d4d1 and t5T ; then *p
is monotone increasing in t:
To establish our assertion, we ﬁrst show that for sufﬁciently small d and
large T ; df1ðxÞ is a subsolution of (2.10). First, we note from (2.11) that
ðL	 @tÞðdf1Þ þ lgðxÞf ðdf1Þ 	 *hðx; tÞðdf1Þ
¼ df1f	m1 þ lgðxÞ½ðdf1Þ
	1f ðdf1Þ 	 f
0ð0Þ 	 *hðx; tÞg: ð2:13Þ
Since *h ! 0 uniformly, there exists T > 0 such that *hðx; tÞ4	 m1=2 for all
t5T ; there exists also d1 > 0 such that if d4d1; then
	1
2
m1 þ lgðxÞ½ðdf1Þ
	1f ðdf1Þ 	 f
0ð0Þ50: ð2:14Þ
From (2.13) and (2.14) we see that df1 is a subsolution of (2.10). Therefore,
by the Comparison Principle, *pðx; tÞ5df1ðxÞ for t5T : In particular,
*pðx; T þ tÞ5df1ðxÞ for all t50:
Suppressing the dependence on t; we set P ðx; tÞ ¼ *pðx; t þ tÞ for t5T :
Since *hðx; tÞ is monotone decreasing in t; from (2.10a) we see that
Pt5LP þ lgðxÞf ðP Þ 	 *hðx; tÞP ð2:15Þ
for t5T : Since P ðx; T Þ5df1ðxÞ ¼ *pðx; T Þ; it follows again from the
Comparison Principle that P ðx; tÞ5 *pðx; tÞ for t5T ; i.e., *pðx; t þ tÞ5 *pðx; tÞ
whenever t5T and d4d1: This proves our assertion.
Since *pðx; tÞ is monotone increasing in t; the limit limt!1 *pðx; tÞ  #pðxÞ
exists for each x: Since *hðx; tÞ ! 0 uniformly, one can show that #p is a
positive equilibrium of (1.17). Since pðx; tÞ51; we have #pðxÞ41: By
Proposition 2.4, there are only two possibilities: either #p  1 or #pðxÞ is the
(unique) equilibrium pn of (1.17) between 0 and 1. Therefore, either *pðx; tÞ !
1 or *pðx; tÞ ! pn:
Set d ¼ minfd1; infx2O pðx; T Þg: By Claim 1, we have *pðx; tÞ4pðx; tÞ41 for
t5T : Therefore, either pðx; tÞ ! 1 pointwise, or (1.17) has a unique positive
equilibrium pn51 and lim inf t!1 pðx; tÞ5pnðxÞ: This proves Lemma 2.5.
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Proof of Theorem 2.1. We shall prove only Part a because the proofs of
Parts b and c are similar. Therefore, we may assume that K50: We ﬁrst
consider the case l > ln: Then p ¼ 0 is unstable, so the principal eigenvalue
of the operator Lþ lf 0ð0ÞgðxÞ with the boundary condition Bu ¼ 0 is
negative. Note also that h ¼ 0 in this case. Therefore, Lemma 2.5 can be
applied to p; i.e., either p ! 1 pointwise or lim inf t!1 p5pn:
Furthermore, since K50; the principal eigenvalue of the operator Lþ
lf 0ð1ÞgðxÞ with the boundary condition Bu ¼ 0 is also negative. Therefore,
we can apply Lemma 2.5 to 1	 p to obtain that either 1	 p ! 1 or
lim inf t!1ð1	 pÞ51	 pn; i.e., p ! 0 or lim supt!1pðx; tÞ4p
n: Thus, the
only possibility is
lim inf
t!1
p5pn5 lim sup
t!1
p: ð2:16Þ
Hence, pðx; tÞ ! pn pointwise. Since 04p41; it is well known that
sup
t5d
jjpð; tÞjjC2;rð %OÞ51 ð2:17Þ
for some r > 0 and for every d > 0: By the Arzela–Ascoli Lemma, Eq. (2.17),
and the pointwise convergence pðx; tÞ ! pn; we have pðx; tÞ ! pn in C2ð %OÞ:
This proves Theorem 2.1 when l > ln: When l4ln; a similar argument
shows that p ! 0 in C2ð %OÞ:
3. MULTIPLE ALLELES
3.1. Introduction
In this section, we investigate the asymptotic behavior of the system (1.8),
with Si given by (1.4) and Q by (1.1), under the assumption (1.2).
By the Strong Maximum Principle, piðx; tÞ > 0 for every x 2 %O and
t > 0: Therefore, without loss of generality, we may assume that piðx; 0Þ > 0
in %O: We claim that Qðx; tÞ ¼ 1 for every x 2 %O and t > 0: To establish
this assertion, we sum (1.8) over i to show that Q satisﬁes the scalar
problem
Qt ¼ LQþ %rð1	 QÞ in O ð0;1Þ; ð3:1aÞ
BQ ¼ 0 on @O ð0;1Þ; ð3:1bÞ
Qðx; 0Þ ¼ 1 in O: ð3:1cÞ
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bolic equations [24]. Hence, the ﬂow generated by (1.8) occurs on the simplex
D ¼ ðp1; . . . ;pnÞ 2 Rn : pi50 8i;
Xn
j¼1
pj ¼ 1
( )
; ð3:2Þ
and (1.8) has a unique classical solution that exists for all time.
Theorem 3.1. If assumption ðA1Þ holds, then piðx; tÞ ! 0 uniformly in x
as t !1:
We now turn to the case of no dominance, i.e., the system (1.8) with Si
given by (1.23).
To describe the asymptotic behavior of pðx; tÞ; we need some information
about solutions of the semilinear elliptic problem
Lyþ lgðxÞyð1	 yÞ ¼ 0 in O; By ¼ 0 on @O: ð3:3Þ
Suppose that g changes sign and l > 0: It follows from Theorem 2.1 that
when K50; (3.3) has a (unique) nonconstant solution satisfying 05y51 if
and only if l > ln; when K ¼ 0; (3.3) has a (unique) nonconstant solution
satisfying 05y51 for every l > 0; when K > 0; (3.3) has a (unique)
nonconstant solution satisfying 05y51 if and only if l > lnn: Set
*lðgÞ ¼
ln if K50;
0 if K ¼ 0;
lnn if K > 0:
8><
>: ð3:4Þ
By the Maximum Principle, the deﬁnition of *lðgÞ; and Theorem 2.1, we
see that (3.3) has a (unique) nonconstant solution between 0 and 1 if and
only if g changes sign and l > *lðgÞ: Whenever it exists, we denote this
(unique) nonconstant solution of (3.3) by yðx; g; lÞ:
For 14k5l4n; set
yklðxÞ ¼ yðx; sk 	 sl; 1Þ if *lðsk 	 slÞ51; ð3:5Þ
pðklÞi ¼
ykl if i ¼ k;
1	 ykl if i ¼ l;
0 if i=k; l;
8><
>: ð3:6Þ
pðklÞ ¼ ðpðklÞ1 ; . . . ;p
ðklÞ
n Þ: ð3:7Þ
It is easy to see that for every k and l such that 14k5l4n; the vector
pðklÞðxÞ is always a nonconstant equilibrium of (1.8) if *lðsk 	 slÞ51: We shall
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nonconstant equilibria of (1.8) that lie in the simplex D: Of course, each
pðklÞ lies on an edge of D:
We now posit (A2) and (A3) and state the second main result of this
section. Let
*K ¼
Z
O
cðxÞsðxÞdx; ð3:8Þ
where cðxÞ and sðxÞ are as deﬁned in Subsection 2.1 and assumption (A2),
respectively.
Theorem 3.2. Suppose that Si is given by (1.23) and that ðA2Þ and ðA3Þ
hold. Let p ¼ ðp1; . . . ;pnÞ denote any solution of (1.8).
ðaÞ Suppose that *K50: Then as t !1; pðx; tÞ ! ð0; . . . ; 0; 1Þ uniformly
if *lðsÞ51; and pðx; tÞ ! pð1nÞðxÞ uniformly if *lðsÞ51:
ðbÞ Suppose that *K > 0: Then as t !1; pðx; tÞ ! ð1; 0; . . . ; 0Þ uniformly
if *lðsÞ51; and pðx; tÞ ! pð1nÞðxÞ uniformly if *lðsÞ51:
ðcÞ Suppose that *K ¼ 0: Then pðx; tÞ ! pð1nÞðxÞ uniformly as t !1:
A consequence of Theorem 3.2 is that the set fpðklÞg14k5l4n consists of all
nonconstant equilibria of (1.8) that lie in the simplex D: Further
consequences of Theorem 3.2 are that each pðklÞ is unstable unless k ¼ 1
and l ¼ n, and that the vertices pi ¼ 1 are unstable unless i ¼ 1 or n: It
remains to determine the stability of pð1nÞ and the vertices ð1; 0; . . . ; 0Þ and
ð0; . . . ; 0; 1Þ: Theorem 3.2 suggests but does not imply that pð1nÞ is
asymptotically stable whenever it exists. Theorem 3.3 fully describes the
stability of the edge and vertex equilibria.
Theorem 3.3. ðaÞ The equilibrium pðklÞ is asymptotically stable if and only
if k ¼ 1 and l ¼ n ðpð1nÞ exists if and only if *lðsÞ51Þ:
ðbÞ If *K50 and *lðsÞ > 1; then ð0; . . . ; 0; 1Þ is the only stable vertex; if
*K > 0 and *lðsÞ > 1; then ð1; 0; . . . ; 0Þ is the only stable vertex; if *K ¼ 0; then
every vertex is unstable.
We shall prove Theorems 3.1, 3.2, and 3.3 in Subsections 3.2, 3.3, and 3.4,
respectively.
3.2. Proof of Theorem 3.1
For any positive solution pðx; tÞ of (1.8) and any gi 2 R
1; set
ui ¼ p
gi
1 p
1	gi
n =pi; 14i4n: ð3:9Þ
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ð@t 	 LÞui 	 ðr ln piÞ  Vrui
¼ 1
2
gið1	 giÞ r ln
p1
pn
	 

 Vr ln
p1
pn
þ ½gir1 þ ð1	 giÞrn 	 ri
 
ui: ð3:10Þ
Proof. For any positive function wðx; tÞ; direct calculation from (1.7a)
yields
wð@t 	 LÞ ln w ¼ ð@t 	 LÞwþ 12 wðr ln wÞ  Vr ln w: ð3:11Þ
Choosing w ¼ pj and recalling (1.8a) and (1.4), we obtain (j 2 N )
ð@t 	 LÞ ln pj ¼ 12ðr ln pjÞ  Vr ln pj þ rj 	 %r: ð3:12Þ
From (3.9) and (3.12) we get
ð@t 	 LÞ ln ui ¼ 12 giðr ln p1Þ  Vr ln p1 þ
1
2
ð1	 giÞðr ln pnÞ  Vr ln pn
	 1
2
ðr ln piÞ  Vr ln pi þ ½gir1 þ ð1	 giÞrn 	 ri
¼ 1
2
gið1	 giÞ r ln
p1
pn
	 

 Vr ln
p1
pn
þ ½gir1 þ ð1	 giÞrn 	 ri þ D; ð3:13Þ
where
D ¼ 	 1
2
gið1	 giÞ r ln
p1
pn
	 

 Vr ln
p1
pn
þ 1
2
giðr ln p1Þ  Vr ln p1
þ 1
2
ð1	 giÞðr ln pnÞ  Vr ln pn 	
1
2
ðr ln piÞ  Vr ln pi
¼ 1
2
ðr ln pgi1 Þ  Vr ln p
gi
1 þ
1
2
ðr ln p1	gin Þ  Vr ln p
1	gi
n
þ ðr ln pgi1 Þ  Vr ln p
1	gi
n 	
1
2
ðr ln piÞ  Vr ln pi
¼ 1
2
½r lnðpgi1 p
1	gi
n piÞ  Vr lnðp
gi
1 p
1	gi
n =piÞ
¼ 12 ðr ln uiÞ  Vr ln ui þ ðr ln piÞ  Vr ln ui: ð3:14Þ
Substituting (3.14) into (3.13) and the result into (3.11) with w ¼ ui leads
to (3.10), which proves Lemma 3.4.
Lemma 3.5. Suppose that assumption ðA1Þ holds. Then minx2 %O uiðx; tÞ is
strictly increasing.
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minx2 %O uiðx; t2Þ for some 04t15t2: Then there exists some %x 2 %O and %t 2
ðt1; t2 such that
uið %x; %tÞ ¼ min
x2 %O; t14t4t2
uiðx; tÞ: ð3:15Þ
Lemma 3.4 informs us that ui satisﬁes (3.10). By (1.20) and the positive
deﬁniteness of V ; the right-hand side of (3.10) is nonnegative. Moreover,
Bui ¼ 0 on @O ð0;1Þ: Therefore, by the Strong Maximum Principle and
the Hopf Boundary Lemma [24], we see that uiðx; tÞ  uið %x; %tÞ for every x 2 %O
and t4%t: Furthermore,
gir1 þ ð1	 giÞrn 	 ri  0 ð3:16Þ
for every x and t4%t; i.e.,
Xn
j¼1
½gir1j þ ð1	 giÞrnj 	 rijpj  0 ð3:17Þ
for every x 2 %O and every t4%t: Since pj > 0 for every j 2 N ; from (1.18) and
(3.17) we get
gir1j þ ð1	 giÞrnj 	 rij ¼ 0 ð3:18Þ
for every x 2 %O and every j 2 N ; which contradicts (A1).
Proof of Theorem 3.1. Pick any sequence ftkg
1
k¼1 such that tk !1 as
k !1: Since 04pj41; the estimate (j 2 N )
sup
t5d
jjpjð; tÞjjC2;rð %OÞ4C151; ð3:19Þ
where r 2 ð0; 1Þ and d > 0; is well known (see Redlinger [25]). Passing to a
subsequence if necessary, we may assume that pðx; tkÞ ! #pðxÞ as k !1: We
claim that #piðxÞ  0: Suppose not; i.e., suppose #piðxÞ50 and #pic0:
We ﬁrst consider the case #piðxÞ > 0 in %O and derive a contradiction.
Since piðx; tkÞ ! #piðxÞ > 0; we see from (3.9) that the sequence fminx2 %O
uiðx; tkÞg
1
k¼1 is bounded above. By Lemma 3.5, minx2 %O uiðx; tÞ is increasing.
Therefore,
lim
t!1
min
x2 %O
uiðx; tÞ ¼ %ui > 0: ð3:20Þ
Set
pðkÞðx; tÞ ¼ pðx; t þ tkÞ; k51: ð3:21Þ
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(j 2 N )
jjpðkÞj jjC2þr;1þ12rð %O½d;1ÞÞ4C251; ð3:22Þ
where C2 is independent of k: By the Arzela–Ascoli Lemma and a standard
diagonal process, passing to a subsequence if necessary, we may assume that
pðkÞðx; tÞ ! *pðx; tÞ; ð3:23aÞ
pðkÞt ðx; tÞ ! *ptðx; tÞ; ð3:23bÞ
pðkÞxa ðx; tÞ ! *pxaðx; tÞ; ð3:23cÞ
pðkÞxaxbðx; tÞ ! *pxaxbðx; tÞ; ð3:23dÞ
as k !1; uniformly in every compact subset of %O ½d;1Þ and pointwise in
%O ½d;1Þ; where (1.8), (3.21), and (3.23) imply that *pðx; tÞ satisﬁes
*pj;t ¼ L *pj þ Sjðx; *pÞ in O ð0;1Þ; ð3:24aÞ
B *pj ¼ 0 on @O ð0;1Þ; ð3:24bÞ
*pjðx; 0Þ ¼ #pjðxÞ;
Xn
l¼1
*plðx; 0Þ  1 in O: ð3:24cÞ
Since *piðx; 0Þ ¼ #piðxÞ > 0; the Maximum Principle informs us that *pi
ðx; tÞ > 0 for all t > 0: Since minx2 %O uiðx; tÞ is increasing and #piðxÞ > 0; both
#p1ðxÞ and #pnðxÞ are positive. Therefore, *p1ðx; tÞ > 0 and *pnðx; tÞ > 0; so we can
deﬁne *uiðx; tÞ by
*uiðx; tÞ ¼
*p
gi
1 ðx; tÞ *p
1	gi
n ðx; tÞ
*piðx; tÞ
: ð3:25Þ
Lemma 3.5 shows that minx2 %O *uiðx; tÞ is strictly increasing. In particular,
there exists e > 0 such that
min
x2 %O
*uiðx; 1Þ5min
x2 %O
*uiðx; 0Þ þ e ¼ %ui þ e: ð3:26Þ
On the one hand, since uiðx; 1þ tkÞ converges uniformly to *uiðx; 1Þ as
k !1; we see that
min
x2 %O
uiðx; 1þ tK Þ5 %ui þ 12e ð3:27Þ
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increasing, we ﬁnd
%ui5min
x2 %O
uiðx; 1þ tK Þ; ð3:28Þ
which contradicts (3.27). Therefore, the case #pi > 0 cannot occur.
If #piðxÞ50 and #pic0; the Maximum Principle implies that *piðx; tÞ > 0
for t > 0: Choose d1 > 0 and set %pðx; tÞ ¼ *pðx; t þ d1Þ: Note that %pðx; tÞ
also satisﬁes (3.24). Since %piðx; 0Þ > 0; we can argue as above to reach a
contradiction. Therefore, passing to a subsequence if necessary, we can
conclude that piðx; tkÞ ! 0 as tk !1:
Since the sequence ftkg
1
k¼1 is chosen arbitrarily and supt5t0 jjpið; tÞjjC2;rð %OÞ
51 for every t0 > 0; a standard compactness argument shows that
piðx; tÞ ! 0 uniformly as t !1: This proves Theorem 3.1.
3.3. Proof of Theorem 3.2
The ﬁrst step in establishing Theorem 3.2 is to show that pi ! 0 for every
i 2 *N : However, Theorem 3.1 cannot be directly applied if we assume (A2)
and (A3). The reason is that (A2) and (A3) imply that (1.18) holds for every
j; but not that (1.18) is strict for some j: However, in the proof of Theorem
3.1, the only place where we used that (1.18) is strict for some j is in the
proof of Lemma 3.5. Hence, it sufﬁces to prove Lemma 3.5 under the
assumptions (A2) and (A3).
Lemma 3.6. Suppose that Si is given by (1.23) and that (A2) and (A3)
hold; let pðx; tÞ be a positive solution of (1.8). Then minx2 %O uiðx; tÞ is strictly
increasing for every i 2 *N:
Proof. We argue as in the proof of Lemma 3.5: Suppose that minx2 %O
uiðx; t1Þ5minx2 %O uiðx; t2Þ for some 04t15t2: Then there exists some %x 2 %O
and %t 2 ðt1; t2 such that
uið %x; %tÞ ¼ min
x2 %O; t14t4t2
uiðx; tÞ: ð3:29Þ
By Lemma 3.4 and (1.22), the function ui satisﬁes (3.10) with rj replaced by
sj for every j: From (A3) we have gis1 þ ð1	 giÞsn 	 si50; and we recall that
V is positive deﬁnite. Hence, by the Strong Maximum Principle and the
Hopf Boundary Lemma, we obtain uiðx; tÞ  uið %x; %tÞ for all x 2 %O and t4%t:
Then (3.10) yields
r ln
p1
pn
	 

 Vr ln
p1
pn
¼ 0 ð3:30Þ
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function of t: Substituting p1 ¼ C3ðtÞpn into the equation of p1 in (1.8a), we
get
C03ðtÞpn þ C3ðtÞpn;t ¼ C3ðtÞ½Lpn þ pnðs1 	 %sÞ: ð3:31Þ
But (1.8a) implies that
pn;t ¼ Lpn þ pnðsn 	 %sÞ; ð3:32Þ
and subtracting C3 times (3.32) from (3.31) yields
C03ðtÞ
C3ðtÞ
¼ sðxÞ; ð3:33Þ
which contradicts (A2) because the left-hand side is independent of x: This
completes the proof of Lemma 3.6.
In view of the proof of Theorem 3.1, the following is an immediate
consequence of Lemma 3.6 and assumptions (A2) and (A3).
Corollary 3.7. Suppose that Si is given by (1.23) and that ðA2Þ and ðA3Þ
hold. Let p be any solution of (1.8). Then pi ! 0 uniformly as t !1 for
every i 2 *N:
Proof of Theorem 3.2. We shall prove only Part a because the proofs of
Parts b and c are similar.
Deﬁne
h1ðx; tÞ ¼
Xn	1
i¼2
ðsn 	 siÞpi; hnðx; tÞ ¼
Xn	1
i¼2
ðs1 	 siÞpi: ð3:34Þ
Then p1 and pn satisfy
p1;t ¼ Lp1 þ sðxÞp1ð1	 p1Þ þ h1ðx; tÞp1 in O ð0;1Þ; ð3:35aÞ
Bp1 ¼ 0 on @O ð0;1Þ; ð3:35bÞ
pn;t ¼ Lpn 	 sðxÞpnð1	 pnÞ þ hnðx; tÞpn in O ð0;1Þ; ð3:36aÞ
Bpn ¼ 0 on @O ð0;1Þ: ð3:36bÞ
By Corollary 3.7, both h1 and hn converge to zero uniformly as t !1:
We ﬁrst consider the case *K50 and *lðsÞ51: When *lðsÞ51; Theorem
2.1(a) implies that the principal eigenvalue of the operator Lþ sðxÞ; with the
boundary condition Bu ¼ 0; is negative. Hence, Lemma 2.5 can be applied
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y1n exists if and only if *lðsÞ51:
Since *K50; the principal eigenvalue of the operator L	 sðxÞ; with
the boundary condition Bu ¼ 0; is also negative. Therefore, we can also
apply Lemma 2.5 to pn to obtain that either pn ! 1 or lim inf t!1
pnðx; tÞ51	 y1nðxÞ: Since
Pn
i¼1 pi ¼ 1; either p1 ! 0 or lim supt!1
p1ðx; tÞ4y1n:
We conclude that
y1n4 lim inf
t!1
p14 lim sup
t!1
p14y1n: ð3:37Þ
Therefore, the only possibility is that limt!1 p1 ¼ y1n and limt!1 pn ¼
1	 y1n pointwise. By (3.19) and a standard compactness argument, we have
limt!1p1 ¼ y1n and limt!1pn ¼ 1	 y1n uniformly. Hence, pðx; tÞ ! pð1nÞðxÞ
uniformly if *lðsÞ51:
For the case *K50 and *lðsÞ51; Theorem 2.1 implies that (3.3) with l ¼ 1
and g ¼ s has no solution y satisfying 05y51: Then it follows from Lemma
2.5 that pn ! 1: Since
Pn
i¼1 pi ¼ 1; from (3.19) we see that p
ð1nÞ ! ð0; . . . ; 1Þ
uniformly as t !1:
3.4. Proof of Theorem 3.3
We start this subsection with some preliminary results. Let mðaÞ and f
denote the principal eigenvalue and eigenfunction of the linear eigenvalue
problem
Lfþ lgðxÞ½a	 yðx; lÞf ¼ 	mf in O; Bf ¼ 0 on @O; ð3:38Þ
where a is a real parameter and yðx; lÞ is the unique nonconstant solution of
(3.3) with l > *lðgÞ: The following result is the key ingredient in the proof of
Theorem 3.3.
Proposition 3.8. The principal eigenvalue mðaÞ is a concave function of a;
i.e, mðza1 þ ð1	 zÞa2Þ5zmða1Þ þ ð1	 zÞmða2Þ for all z 2 ½0; 1:
For Dirichlet boundary conditions, concavity was proved by Kato [13]
and Beltramo and Hess [2]. For Neumann conditions, the proof is in Hess
[11]. We present an alternative proof that will be used later.
Proof of Proposition 3.8. Let fl denote the positive eigenfunction
corresponding to mðalÞ; where l ¼ 1; 2; and let #f denote the positive
eigenfunction corresponding to
#m  mðza1 þ ð1	 zÞa2Þ: ð3:39Þ
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1	z
2 and establish the identity
L *f
*f
¼
L #f
#f
þ #m	 ½zmða1Þ þ ð1	 zÞmða2Þ
	 1
2
zð1	 zÞ r ln
f1
f2
	 

 Vr ln
f1
f2
: ð3:40Þ
If wðx; tÞ is independent of t; the identity (3.11) simpliﬁes to
w	1Lw ¼ L ln wþ 1
2
ðr ln wÞ  Vr ln w: ð3:41Þ
We choose w ¼ *f in (3.41), calculate L ln fl from (3.41) and (3.38), use the
equation
L #fþ lgðxÞ½za1 þ ð1	 zÞa2 	 yðx; lÞ #f ¼ 	 #m #f; ð3:42Þ
and simplify. This leads straightforwardly to (3.40).
To prove Proposition 3.8, we argue by contradiction: Suppose that
#m5zmða1Þ þ ð1	 zÞmða2Þ for some z 2 ð0; 1Þ and some a1=a2: It follows
from (3.40) that
L *f
*f
	
L #f
#f
5	 1
2
zð1	 zÞ r ln
f1
f2
	 

 Vr ln
f1
f2
40: ð3:43Þ
Now set v ¼ #f= *f: We choose w ¼ v in (3.41), use it to calculate L ln #f and
L ln *f; and simplify, using the symmetry of V : We ﬁnd
Lvþ ðr ln *fÞ  Vrv ¼ v
L #f
#f
	
L *f
*f
 !
50: ð3:44Þ
On the boundary @O; we have Bv ¼ 0: Choose x0 2 %O such that
vðx0Þ ¼ maxx2 %O vðxÞ: By the Hopf Boundary Lemma, x0 =2 @O; by (3.44),
x0 =2 O: Therefore, we reach a contradiction. This proves Proposition 3.8.
Corollary 3.9. The principal eigenvalue mðaÞ > 0 if 05a51, and mðaÞ
50 if a > 1 or a50:
Proof. The deﬁnition of yðx; lÞ implies that mð0Þ ¼ 0 and the corre-
sponding eigenfunction is 1	 yðx; lÞ, and that mð1Þ ¼ 0 and the correspond-
ing function is yðx; lÞ: We ﬁrst show that mðaÞ > 0 if a 2 ð0; 1Þ: Since
mð0Þ ¼ mð1Þ ¼ 0; Proposition 3.8 implies that mðaÞ50: Suppose that there
exists *a 2 ð0; 1Þ such that mð *aÞ ¼ 0: Then by the concavity of mðaÞ; we have
mðaÞ  0 for all a 2 ½0; 1: Choosing a1 ¼ 0; a2 ¼ 1; and z 2 ð0; 1Þ in (3.40),
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L *f
*f
	
L #f
#f
þ 1
2
zð1	 zÞ r ln
f1
f2
	 

 Vr ln
f1
f2
¼ 0: ð3:45Þ
As in the proof of Proposition 3.8, by the Maximum Principle and the
Hopf Boundary Lemma, Eq. (3.45) holds if and only if *f= #f is a constant
and
r ln
f1
f2
	 

 Vr ln
f1
f2
¼ 0 in O: ð3:46Þ
By (3.46), the ratio f1=f2 is equal to some constant. Since f1 ¼ 1	 y and
f2 ¼ y; we conclude that y is equal to some constant, which is a
contradiction. Therefore, mðaÞ > 0 for all a 2 ð0; 1Þ: Similarly, by the
concavity of mðaÞ; we can show that mðaÞ50 for all a > 1 or a50: This
proves Corollary 3.9.
We are now ready to prove the main result of this subsection.
Proof of Theorem 3.3. (a) By Theorem 3.2, to prove Part a, we need to
consider only the stability of pð1nÞ whenever it exists. We rewrite (1.8a) as
pi;t ¼ Lpi þ pi si 	 sn 	
Xn	1
k¼1
ðsk 	 snÞpk
" #
; 14i4n	 1: ð3:47Þ
It sufﬁces to consider the stability of ðp1; . . . ;pn	1Þ ¼ ðy1n; 0; . . . ; 0Þ as an
equilibrium of (3.47). To this end, it sufﬁces to show that the linear
eigenvalue problem derived from (3.47), viz.,
Lf1 þ sð1	 2y1nÞf1 þ y1n
Xn	1
k¼2
ðsn 	 skÞfk ¼ 	mf1 in O; ð3:48aÞ
Lfj þ ðsj 	 sn 	 sy1nÞfj ¼ 	mfj; 24j4n	 1; in O; ð3:48bÞ
Bfi ¼ 0; 14i4n	 1; on @O; ð3:48cÞ
has no nonzero solution with the corresponding eigenvalue m satisfying Re
m40: The restrictions 14i4n	 1 and 24j4n	 1 will apply until the end
of this section. We shall argue by contradiction: Suppose that (3.48) has a
nonzero solution with Re m40: For each j; consider the linear eigenvalue
problem
Lwj þ sðgj 	 y1nÞwj ¼ 	mjwj in O; Bwj ¼ 0 on @O; ð3:49Þ
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Corollary 3.9 implies that mj > 0 for every j:
Rewrite (1.24) as
sj 	 sn4gjs: ð3:50Þ
By (3.48b), (3.49), (3.50), and the Comparison Principle for principal
eigenvalues [24], we see that Re m5mj > 0 unless fj  0: Since we have
assumed that Re m40; the only possibility is that fj  0 for every j: Hence,
by (3.48a), f1 satisﬁes
Lf1 þ sð1	 2y1nÞf1 ¼ 	mf1 in O; Bf1 ¼ 0 on @O: ð3:51Þ
By Theorem 2.1, we know that f1 ¼ 0 if Re m40: This shows that fi ¼ 0 for
every i; which contradicts our assumption that ðf1; . . . ;fn	1Þ is a nontrivial
solution of (3.48). Therefore, pð1nÞ is linearly stable, from which it follows
that it is asymptotically stable. This proves Part a of Theorem 3.3.
(b) For the proof of Part b, let us consider only the case where *K50
and *lðsÞ > 1 because the other two cases are similar. In view of Part a of
Theorem 3.2, it sufﬁces to show that ð0; . . . ; 0Þ is a linearly stable equilibrium
of (3.47); i.e., the linear eigenvalue problem
Lfi þ ðsi 	 snÞfi ¼ 	mfi in O; Bfi ¼ 0 on @O ð3:52Þ
has no eigenvalue m with Re m40: By assumption, *lðsÞ > 1; from (3.50) and
Senn and Hess [27], we obtain
*lðsj 	 snÞ5*lðgjsÞ ¼ *lðsÞ=gj > 1: ð3:53Þ
We know from Senn [26] that *lðgÞ > 1 if only if the principal eigenvalue of
the linear eigenvalue problem
Lfþ gðxÞf ¼ 	mf in O; Bf ¼ 0 on @O ð3:54Þ
is positive. Hence, (3.52) has no eigenvalue m with Re m40: This completes
the proof of Theorem 3.3.
4. VARIATIONAL FORM
4.1. Introduction
In Sections 2 and 3 we saw that the asymptotic behavior of the gene
frequencies pðx; tÞ as t !1 depends on the function cðxÞ deﬁned in
Subsection 2.1. In this section, we evaluate c explicitly in some biologically
natural and important special cases that yield variational form for the
system (1.8).
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	1w; c is the
corresponding eigenfunction, and Lw1c ¼ 0: Therefore, at least formally, the
function c satisﬁes
1
2
X
a;b
ðVabcÞxaxb 	r  ðbcÞ ¼ 0 in O; ð4:1aÞ
n  ½1
2
r  ðV cÞ 	 bc ¼ 0 on @O: ð4:1bÞ
First, we wish to determine when (1.8) can be written in the variational
form
pi;t ¼
1
cðxÞ
r  ½AðxÞrpi þ Siðx;pÞ in O ð0;1Þ; ð4:2aÞ
n  Arpi ¼ 0 on @O ð0;1Þ; ð4:2bÞ
where cðxÞ is a positive function, and AðxÞ is a strictly positive deﬁnite matrix
for every x 2 %O: Our ﬁrst result exhibits the connection between c and
variational form.
Theorem 4.1. If (1.8) can be written in the variational form (4.2), then c
can be chosen as the function cðxÞ in (4.2).
Theorem 4.1 follows by integration by parts from the fact that Lw1c ¼ 0:
The next two theorems provide conditions for reduction to variational
form; for their proofs, consult Anderson and Duchamp [1]. We deﬁne the
vectors
xðxÞ ¼ MðxÞ 	 1
2
r  V ðxÞ; ð4:3aÞ
ZðxÞ ¼ 2V 	1ðxÞxðxÞ: ð4:3bÞ
Theorem 4.2. The system (1.8) can be expressed in the variational form (4.2)
if and only if one of the following equivalent conditions holds:
ðaÞ There exists a scalar function oðxÞ such that ro ¼ Z in %O:
ðbÞ There exists a positive scalar function mðxÞ such that
Mm	 12r  ðV mÞ ¼ 0 in
%O: ð4:4Þ
In that case, one can choose
m ¼ eo; c ¼ r2=m; A ¼ 1
2
cV : ð4:5Þ
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diffusion coefﬁcientsM and V has a stationary probability density, then that
density satisﬁes (4.4).
Theorem 4.3. A necessary condition for the solvability of the equation
rw ¼ Z is that Za; xb ¼ Zb; xa for every a; b; and x 2
%O: If O is simply connected,
this condition is also sufficient.
Finally, we identify ﬁve special cases that lead to the variational form:
(a) Unidimensionality means that either the habitat O is actually one-
dimensional or all the functions in the problem depend on only a single
spatial variable.
(b) Uniform migration means that M and V are independent of x in %O:
(c) Isotropic, uncorrelated migration means that MðxÞ  0 and
V ðxÞ ¼ V0ðxÞI ; where V0ðxÞ is a positive scalar function and I denotes the
d  d identity matrix.
(d) Conservative migration [16] means that migration does not change
the population density.
(e) Symmetric migration [17] means that the underlying discrete
migration pattern is described by a symmetric forward migration matrix.
Theorem 4.4. Each of the following conditions suffices for the validity of
the variational form (4.2): ðaÞ unidimensionality, ðbÞ uniform migration, ðcÞ
isotropic, uncorrelated migration, ðdÞ conservative migration, and ðeÞ
symmetric migration.
4.2. Proof of Theorem 4.4
First, we derive the relation between the drift and diffusion coefﬁcients for
symmetric migration. The unidimensional special case of Proposition 4.5 is
due to Fife (see Nagylaki [17]).
Proposition 4.5. If the underlying forward migration matrix is
symmetric, then
M ¼ 1
2
r  V : ð4:6Þ
Proof. Under pure diffusion, the ﬂux of individuals is [17]
J ¼ Mr	 1
2
r  ðV rÞ; ð4:7Þ
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rt ¼ 	r  J ¼
1
2
X
a;b
ðVabrÞxaxb 	r  ðMrÞ: ð4:8Þ
Now consider the discrete pure-migration model with colonies located at
the points of a lattice in d dimensions and labeled by multi-indices g ¼
ðg1; g2; . . . ; gdÞ and d: Let the constant *mgd designate the probability of
migrating from g to d: Thus, *mgd50 and
P
d *mgd ¼ 1; and we assume that
*mgd ¼ *mdg for every g and d: Denoting the number of individuals in colony g
in generation t ð¼ 0; 1; 2; . . .Þ by NgðtÞ; we have
Ngðtþ 1Þ ¼
X
d
NdðtÞ *mdg ¼
X
d
NdðtÞ *mgd: ð4:9Þ
The method in Subsection 2.1a of Nagylaki ([17], where t and t
correspond, respectively, to t and t here) yields the diffusion limit of (4.9),
rt ¼
1
2
X
a;b
Vabrxaxb þM  rr: ð4:10Þ
Equating the right-hand sides of (4.8) and (4.10), simplifying, and recalling
(4.3a), we ﬁnd that
ðr  xÞrþ 2x  rr ¼ 0: ð4:11Þ
Since rðx; 0Þ is arbitrary, therefore (4.11) must hold for all positive r; and
hence we conclude that x ¼ 0; which is precisely (4.6).
Proof of Theorem 4.4. (a) In one dimension, Part a of Theorem 4.2 and
Eq. (4.3) yield
oðxÞ ¼ 	ln V ðxÞ þ 2
Z x MðyÞ
V ðyÞ
dy; ð4:12aÞ
whence (4.5) gives
mðxÞ ¼
1
V ðxÞ
exp 2
Z x MðyÞ
V ðyÞ
dy
 
; ð4:12bÞ
cðxÞ ¼ ½rðxÞ2V ðxÞ exp 	2
Z x MðyÞ
V ðyÞ
dy
 
; ð4:12cÞ
AðxÞ ¼ 1
2
½rðxÞV ðxÞ2 exp 	2
Z x MðyÞ
V ðyÞ
dy
 
: ð4:12dÞ
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ZðxÞ ¼ 2V 	1M ; oðxÞ ¼ Z  x; mðxÞ ¼ eZx; ð4:13aÞ
cðxÞ ¼ ½rðxÞ2e	Zx; AðxÞ ¼ 1
2
½rðxÞ2e	ZxV : ð4:13bÞ
(c) If M ¼ 0 and V ðxÞ ¼ V0ðxÞI ; then
xðxÞ ¼ 	12rV0ðxÞ; ZðxÞ ¼ 	r ln V0ðxÞ; ð4:14aÞ
oðxÞ ¼ 	ln V0ðxÞ; mðxÞ ¼ 1=V0ðxÞ; ð4:14bÞ
cðxÞ ¼ ½rðxÞ2V0ðxÞ; AðxÞ ¼ 12 ½rðxÞV0ðxÞ
2I : ð4:14cÞ
(d) For conservative migration, the ﬂux J in (4.7) must be zero, so (4.4)
holds with
mðxÞ ¼ rðxÞ; cðxÞ ¼ rðxÞ; AðxÞ ¼ 1
2
rðxÞV ðxÞ: ð4:15Þ
(e) If migration is symmetric, Proposition 4.5 reveals that (4.4) holds
with m ¼ 1: Therefore,
cðxÞ ¼ ½rðxÞ2; AðxÞ ¼ 1
2
½rðxÞ2V ðxÞ: ð4:16Þ
5. DISCUSSION
Here, we consider the range of biological applicability of our results and
present some conjectures.
Our assumption that the population is monoecious is far less restrictive
than it might appear. The most important extensions of the theory are to
autosomal and X -linked loci in a dioecious population and to plants; the
boundary-value problems in these situations were derived in Nagylaki
[19, 20]. It was demonstrated there that, with appropriate averaging of the
drift and diffusion coefﬁcients and, in the dioecious case, of the allelic
frequencies, the migration operator always has the form given by (1.6) and
(1.7). In a dioecious population, with appropriately deﬁned selection
coefﬁcients, the selection term is still (1.4), so the entire theory developed in
this paper applies unaltered (see also [18, pp. 166–167]). For plants, the
selection term is still cubic in p; but not necessarily of the form (1.4). That
form applies if there is either no self-fertilization or no dominance; for two
alleles, results can always be derived from Section 2 by reparametrization.
Next, we present some conjectures, starting with two alleles. Consider ﬁrst
the island model in Nagylaki [15], which is conceptually analogous to Part
a of Theorem 2.1. The island, on which A1 has frequency p; exchanges
A SEMILINEAR PARABOLIC SYSTEM 416migrants at rate m with a continent on which all individuals are A2A2:
Therefore,
dp
dt
¼ 	mp þ lf ðpÞ; ð5:1Þ
which informs us immediately that if an internal equilibrium exists, then a
necessary and sufﬁcient condition for its uniqueness for all m and l is the
monotonicity of f ðpÞ=p (cf. Pao [22, p. 106]). If f ðpÞ is given by the cubic in
(1.14) with jkj41; then 	1=34k41 sufﬁces for the monotonicity of f ðpÞ=p;
whereas the concavity of f ðpÞ in Theorem 2.1 requires jkj41=3: Indeed, in
Nagylaki [15], uniqueness was proved for 	1=34k41 for homogeneous,
isotropic migration in a semi-inﬁnite linear habitat with a step-function gðxÞ:
These considerations suggest
Conjecture 5.1. In Theorem 2.1, the concavity assumption (1.16b) can
be weakened to monotonicity of f ðpÞ=p if K50 and to monotonicity of
f ð1	 pÞ=ð1	 pÞ if K > 0:
It is easy to see that concavity implies the monotonicity of f ðpÞ=p: The
second part of the conjecture follows at once from the ﬁrst by rewriting
(1.17) for q  1	 p:
Other analyses of discrete-colony models suggest that if K ¼ 0; it might be
possible to weaken the concavity assumption (1.16b) to the uniqueness of
the stationary point of f ðpÞ in ð0; 1Þ: For the cubic in (1.14), this would yield
Theorem 2.1c for jkj41 instead of jkj41=3:
We now turn to the multiallelic problem. In Section 3, we found that
under assumption (A1) only edge and vertex equilibria can occur. It is
important to ask whether, when selection alone cannot maintain all the
alleles in the population, migration and selection jointly can do so. It is
natural to study (1.8) without dominance (so that (1.23) holds) under the
assumption of intermediacy without (A3). Preliminary analyses of special
cases indicate that a unique internal equilibrium can exist, and that it can be
stable or unstable. Those analyses and investigations of the discrete-space,
discrete-time model [21] indicate also that an intermediate allele can become
ﬁxed; i.e., its frequency can converge to one.
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