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Abstract
Given a set of matrices, modeled as samples of a matrix-valued function, we suggest a method to
approximate the underline function using a product approximation operator. This operator extends
known approximation methods by exploiting the structure of the matrices in the samples set, and based
on decomposition theorems. We introduce our approach in detail and discuss its advantages using a
few examples. In addition, we provide basic tools for analyzing properties of the matrix functions
generated by our approximation operators.
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1 Introduction
Matrices are ubiquitous in various fields of mathematics, engineering and science, and so are the variety
of related mathematical concepts. In particular, many applications from classical geophysics [12] through
computer graphics [6] to modern medical imaging [3], use matrix-valued functions (MVFs) that have to
be approximated from a finite set of samples.
A matrix-valued function is a mapping f : Rd → M, whereM is a class of matrices. In this paper we ad-
dress the problem of approximating univariate MVFs (d = 1). Specifically, we interest in approximations
of MVFs which retain some of the special properties of the matrix class M.
Interpolation of MVFs is not a new concept. In [4, 8], several smooth solutions are presented and
analyzed. The analysis includes many important results such as conditions for existence and uniqueness,
but with only a minor focus on the algebraic and geometric features of the interpolant. Additional papers
formulate the analogous of classical approximation tools, such as Taylor approximation for MVFs [20],
and the study of the polynomial interpolation and Guassian curvature for MVFs [26]. Approximation of
MVFs is also popular in other fields of applied research. For instance, in the design of electronic circuits,
[13] study an adaptation of Pade´ approximation for matrices to compute models of linear circuits.
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For matrix classes equipped with the structure of a Riemannian manifold, many more approximation
methods are available as the approximation of manifold-valued data have become popular in recent years,
e.g., [25, 28, 29]. These papers use different techniques for adapting advanced approximation operators,
such as subdivision schemes, from numbers to elements on a manifold. Inspired by the variety of solutions,
we wish to use the available operators, typically defined on special structured matrix classes or matrix
manifolds, and to extend them to additional matrix classes using matrix decompositions.
Applying matrix decomposition to problems in approximation of MVFs is not a new concept. An
important example for such an application is the construction of a continuous extension for the SVD
decomposition presented in [5]. This paper opened the door for many computational techniques for
calculating this continuous extension and its use for approximation too, e.g. see [17] and reference
therein. Additional examples are in [9] where they use several types of matrix decompositions to construct
smooth continuous extensions, and in [7] where thay apply the spectral decomposition for the analysis
of a certain class of MVFs. In computer graphics, [1] introduces the notion of “as-rigid-as-possible”
for transforming shapes. One interpretation of this approach is the ability of factorizing the matrix that
represents a transformation by the polar decomposition for applying a linear interpolation which describes
the transition between this matrix and the unit matrix. By doing so, they utilize matrix decomposition
to control certain properties related to the matrices in use. This approach best resembles the spirit of our
construction.
1.1 Problem formulation and our approach
The problem discussed in this paper is as follows. Let A = {A(i)}i∈J , J ⊂ Z, be a sequence of matrices
from the matrix class M, sampled from a MVF, f : R→ M, on a compact segment I ⊂ R. Namely,
f(ti) = A
(i), i ∈ J , ti ∈ I,
with ti < ti+1, i ∈ J . Fit a continuous MVF, Γ: I→ M such that
1. (Approximation)
Γ(t) ≈ f(t), t ∈ I.
2. (Preservation of properties) The matrices Γ(t), t ∈ I have a set of predetermined properties of the
matrices A(i), i ∈ J . For example, positive determinant det(A(i)) > 0, i ∈ J leads to det(Γ(t)) > 0,
t ∈ I.
We address this problem from a high-level point of view, as we construct our approximation operators
based on other approximation operators that are available on other, potentially simpler domains. This is
done using matrix decompositions.
Matrix decompositions are powerful tools in any practical area that involves matrices. For a given
problem, we choose a specific decomposition to satisfy two main requirements. First is to preserve the
invariant found in the sampled MVF. Second, the decomposition needs to reduce the approximation
problem by solving it for each component separately. The assumption is that on these domains we
are equipped with well-established approximation operators. The resulting operator is termed product
approximation operator. We study its construction, demonstrate it on several cases, and develop tools
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for analysis. In our approach the quality of Γ(t) should not measured solely by the distance to f(t) (the
approximation error) but also by the invariant properties of f(t) that are being preserved in Γ(t).
In addition, we show one variant of our construction, where we use matrix decomposition to reduce the
approximation problem to easier domain, not in a product fashion but rather in a ”square root“ manner.
By doing it we manage to relax a challenging task as approximating MVFs over triangular matrices by
mapping it to a much easier space.
1.2 Outline
The paper is organized as following. Section 2 provides the notation and theoretical background, including
a short survey on some of the available approximation operators for MVFs. In Section 3 we introduce our
construction of product approximation operators, to be discussed throw examples in Section 4 where we
describe the specific construction of three such operators. In Section 5 we provide some fundamental tools
for analysis of our product operators. We conclude the paper in Section 6 with an interesting variant of
our method for triangular matrices.
2 Theoretical background
2.1 Notation
We begin with a few elementary notations and definitions related to matrices that we give here. We denote
by A∗ the standard transpose, A∗i,j = (Aj,i)
∗. The standard trace operator is given by tr(A) =
∑n
i=1Ai,i,
and diag(A) = (A1,1, . . . , An,n) is the vector of the diagonal elements of A. For a square n × n matrix
A, the determinant is det(A). In Table 1 we include the notation we use for several important classes
of matrices. Unless otherwise stated, we consider matrices with real elements. A general matrix class is
denoted by M, usually consists of square matrices. If we want to emphasize the order we use M(n) or
M(n,m) for non-square matrices of order n×m.
Throughout the paper, we use the bold notation A for the sequence of data {A(i)}i∈J from the matrix
class M. Similarly, when two or more matrix classes are discussed, we use the notation Aj = {A
(i)
j }i∈J
for the data in the class Mj.
The notation The class of
SPD(n) symmetry positive definite matrices
SO(n) special orthogonal matrices with determinant 1
GL(n) invertible matrices
L(n) (U(n)) invertible, lower (upper) triangular matrices
D(n) diagonal matrices
Table 1: Notation for special classes of square matrices of order n.
2.2 Approximation of MVFs
The classical computation methods for the approximation of a univariate function from its samples, such
as polynomial or spline interpolation, are linear. These methods cannot cope with most of MVFs defined
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over non-linear classes of matrices, e.g., the class (cone) of positive define matrices. Thus, the available
methods for such matrix-valued data are based on different adaptations of the linear methods.
There are several different methods for the adaptation of a sampled based linear approximation oper-
ator to matrix-valued samples. Here we present three “popular” methods, all “intrinsic” to the underline
matrix class, which means that the generated matrices in the approximation are guaranteed to belong to
the same original matrix class.
First is the log-exp mappings, defined for the classes of matrix Lie groups, e.g., [28]. This method
consists of three steps: projecting the samples into the corresponding Lie algebra, applying the linear
operator to the projected samples in the Lie algebra, and projecting the approximant back to the Lie
group. There are several computational difficulties in the realization of this “straightforward” idea, mainly
in the evaluation of the logarithm and exponential of a matrix, see e.g., [25]. We briefly discuss these
issues in Section 6.
A similar idea applies for local approximations, such as the output of subdivision schemes, where
the approximant at a given point depends only on samples in the neighborhood of the point. In such a
setting, the exp-log method applies, with the Lie algebra replaced by the tangent space at a point on the
manifold, where an inherent difficulty in this approach is the choice of the location of the tangent space,
e.g., [29].
The third method is by using repeated binary geodesic averages. To be specific, a linear sampled based
approximation operator of the form A(f)(t) =
∑n
j=1 aj(t)f(tj) with
∑n
j=1 aj(t) = 1, can be rewritten
in terms of repeated weighted binary averages in several ways [28]. Then, equipped with one of these
representations of A(f) and an intrinsic average (average that is closed on the matrix class), we can replace
each average between numbers with that intrinsic average of matrices. An example of such a representation
is the de Casteljau algorithm for the evaluation of the approximating Bernstein polynomials, e.g., [24].
3 Approximation operators based on matrix decomposition
Let M, M1, and M2 be matrix classes such that for any matrix A ∈ M there exists a unique decomposition
A = A1A2, A1 ∈ M1, A2 ∈ M2. (1)
M is the product space of M1 and M2. There is a handful of such matrix decomposition available, for
example consider the QR-decomposition [14, Chapter 5], where M = GL(n), M1 = SO(n), and M2 is the
class of n-th order upper triangular matrices with positive diagonal elements (in the context of Lie groups
this decomposition is known as Iwasawa decomposition).
Another example is the LU decomposition [14, Chapter 3] over M = GL(n), where M1 = {L ∈ L(n) |
diag(L) = (1, . . . , 1)} andM2 = U(n). Two variants of this decomposition will be discuss in Subsection 4.3
and in Section 6.
Remark 3.1. The matrix relation (1) and product space M can be regarded as a special case of Cartesian
product and Cartesian product space. Throughout this paper, we focus on the matrix properties and
operators on MVFs. This focus is different from the perspective of classical, topological studies of Cartesian
products. Thus, we did not use the classical terminology and notations.
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Remark 3.2. A general decomposition is of the form
A = Πmj=1Aj, Aj ∈ Mj.
Here, for brevity we only use m = 2. However, all the general results we obtain can be easily extended for
m > 2. In fact, we do discuss a few important and interesting special cases of m = 3 in Section 4.
In the context of approximation, we require our matrix class to be associated with a metric. Some
global metrics such as the Euclidean metric induced by the Frobenius norm,
d(A,B) = ‖A−B‖F , A,B ∈ R
n×m, (2)
are always available, where‖X‖F =
√
tr(XX∗). However, they usually do not reflect the special geometry
of each matrix space in use. For example, in matrix spaces that have the structure of Riemannian
manifolds, such as SO(n) or SPD(n), one can use a Riemannian metric.
As assumed, M1 and M2 are special structured matrix classes or matrix manifolds, and denote by d1
and d2 the metrics associated with M1 and M2, respectively. Then, we define a product metric associated
with the product space M, based on d1 and d2, and their induced geodesics. These geodesics are defined
on metric spaces via the concept of metric property.
The metric property in metric spaces characterizes a geodesic, denote by γ(t). This path is termed
geodesic although it is not defined as the solution of Euler-Lagrange equations (there is not enough
structure to do so) since it locally minimizes the distance between two points in the space A,B with
respect to a given metric d. The metric property is
d(γ(t), B) = (1− t)d(A,B), 0 ≤ t ≤ 1. (3)
Clearly, we have γ(0) = A and γ(1) = B. Furthermore, in neighborhoods (or spaces) where the geodesic
is unique we get by symmetry and the triangle inequality that the above is equivalent to d(A, γ(t)) =
td(A,B). In the following discussion we assume uniqueness of this geodesic (or a canonical way to choose
one).
We suggest a method to construct a homogeneous product metric for M based on an auxiliary function
and the metrics d1, d2. Let Aj and Bj, j = 1, 2 be two pairs of matrices, connected by two geodesics with
respect to dj that satisfy (3),
γj : [0, 1]→ Mj, γj(0) = Aj , γj(1) = Bj , j = 1, 2.
Then, we define a product geodesic by
γ : [0, 1]→ M, γ = γ1γ2, γ(0) = A = A1A2, γ(1) = B = B1B2.
The following results shows how to construct a metric for M that satisfies the metric property (3).
Proposition 3.1. Let (M1, d1),(M2, d2) be two metric spaces of matrices, and define a product matrix
space by (1). Assume ψ : R+ × R+ → R+ is a continuous function satisfying
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1. ψ ≥ 0, and ψ(x1, x2) = 0 if and only if x1 = x2 = 0.
2. ψ is monotone in every variable.
3. ψ is Jensen-convex, that is
ψ
(
(
1
2
x1,
1
2
x2) + (
1
2
y1,
1
2
y2)
)
≤
1
2
(
ψ(x1, x2) + ψ(y1, y2)
)
.
4. ψ is homogeneous i.e., ψ(αx1, αx2) = αψ(x1, x2).
Then,
dψ(A,B) = ψ(d1(A1, B1), d2(A2, B2)) (4)
is a product metric, and the product geodesic γ = γ1γ2 in M has the metric property related to dψ.
Proof. We first need to show that dψ is indeed a metric. The positivity is ensured by the first property
of ψ, combined with the fact that d1 and d2 are metrics. The letter also implies the symmetry. For the
triangle inequality, note that the Jensen-convexity and the homogeneity suggest
ψ
(
(x1, x2) + (y1, y2)
)
≤ ψ (x1, x2) + ψ (y1, y2) . (5)
Thus, for any A,B,C ∈ M we have
dψ(A,C) = ψ(d1(A1, C1), d2(A2, C2))
≤ ψ(d1(A1, B1) + d1(B1, C1), d2(A2, B2) + d2(B2, C2))
≤ ψ(d1(A1, B1), d2(A2, B2) + ψ(d1(B1, C1), d2(B2, C2)) = dψ(A,B) + dψ(B,C),
where for the first inequality we use the monotonicity of ψ and for the second we use (5) together with
the positivity of ψ. The notations are as in (1) with C = C1C2.
The metric property of the product geodesic is derived by the homogeneity of ψ. Indeed, with the
notation of the above discussion, for the product geodesic γ,
dψ(A, γ(t)) = ψ(d1(A1, γ1(t)), d2(A2, γ2(t))) = ψ(td1(A1, B1), td2(A2, B2)) = tdψ(A,B).
Note that by the Euler equation for homogeneous functions of order n, ∂ψ∂x1x1 +
∂ψ
∂x2
x2 = nψ and so
if ψ is twice differentiable then the kernel of the Hessian of ψ contains the vector (x1, x2) (our case is
n = 1). Therefore, we can only have a weak inequality in the Jensen-convex condition of Proposition 3.1.
A classical example for product metric is the p-product metric
dp(A,B) = (d1(A1, B1)
p + d2(A2, B2)
p)1/p, A = A1A2, B = B1B2, (6)
with 1 ≤ p ≤ ∞. These examples are a special case of Proposition 3.1, with ψ(x, y) =
(
xp + yp
) 1
p , where
the conditions on ψ follow from the Minkowski inequality.
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The product metric will have an important role in our analysis of product operators, as we will see
next in Section 5.
In many cases, M1 and M2 are well-structured matrix classes (e.g, Lie groups) having several known
approximation operators available. To define the product approximation operator denote BY S1 and S2
two approximation operators on M1 and M2, respectively. Furthermore, denote by Γj = Sj(Aj), j = 1, 2,
their generated MVFs. Now, a product approximation operator S on M is defined as
S(A) = S1(A1)S2(A2), (7)
where the sequence {A(i)}i∈J is defined as A
(i) = A
(i)
1 A
(i)
2 for Aj = {A
(i)
j }i∈J , j = 1, 2. It is worth
mentioning that we do not assume that the operators are different (in cases where M1 = M2).
4 Three examples of constructing product approximation operator
The vast variety of matrix decompositions enables to design many types of product approximation oper-
ators for many scenarios. We demonstrate how to construct such operators according to given invariant
or matrix properties to be preserved.
4.1 Preserving positive determinant
We start with a simple example to illustrate the general setting. Consider we have data over M =
GL(n), consists of matrices of positive determinant. Since M is a Lie group, one can apply directly an
approximation operator such as geodesic subdivision schemes [11]. We describe an alternative which
guarantee the preservation of positive determinants and also facilitate bounding the specific behavior of
the determinant in the generated MVF.
One generalization of the polar representation of a complex number z = reiθ is the polar decomposition
of a matrix A,
A = PAQA, PA ∈ SPD(n), QA ∈ SO(n). (8)
For invertible A we have PA = (AA
∗)
1
2 , and QA = P
−1
A A (orthogonality of QA is guaranteed as well
as det(QA) = 1). This unique decomposition implies that a product operator is well-defined with one
operator on SPD(n) and a second operator on SO(n). Both classes are well-studied manifolds, having
many approximation operators available, see e.g., [24] and [25] on SPD(n) and on SO(n), respectively.
Define the approximation separately on SPD(n) and on SO(n) ensures positive determinants in the
generated MVF. Furthermore, bounds on the determinants are equivalent to bound the determinants of
the generated MVF over SPD(n). However, over SPD(n) this kind of bounds are easier to calculate and
in some cases even available directly, e.g., in [16].
4.2 Controlling a geometrical artifact in approximation of ellipsoids
The set of symmetric positive definite (SPD) matrices has several interesting geometrical interpretations.
One is derived by associating each SPD matrix to a centered ellipsoid (the orthogonal eigenvectors as
its axes and the corresponding eigenvalues as their lengths). This map is injective which means that
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(a) A transition of the matrices by rotation
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(b) A transition on the geodesic connecting the most left anf right matrices, with respect
to the Riemannian metric in SPD(3)
Figure 1: Two possible transitions between a positive definite matrix and its 90 degrees rotation, appear
as the first and last ellipsoids of every sequence.
The set of SPD matrices coincides with the set of centered ellipsoids. Other interpretation comes from
the structure of a Riemannian manifold, which includes all of its “natural” inherent geometry, such as
the geodesic distance and geodesics. In particular, the geodesics on a Riemannian manifold induce an
intrinsic average, where the mid-point of the geodesic connecting two matrices is defined as their average,
see e.g. [10]. The geodesics in SPD(n), with respect to the Riemannian metric, have a closed form [2].
Therefore, they are used as an average in the construction of approximation operators, e.g. [16]. These
approximation operators based upon geodesics have many important (algebraic, spectral, etc.) properties.
However, as will see next, using this natural geometry of SPD(n) might lead to unnatural, geometric
artifact in the first interpretation of SPD(n).
Figure 1 demonstrates the geometric artifact of averaging positive definite matrices using their Rie-
mannian geodesic, where two possible transition matrices between a matrix and its 90 degrees rotation
are presented. The matrices are shown by their interpretation as ellipsoids. In the first one, depicted
in Figure 1(a), only rotations are “allowed” and we naturally connect the two matrices (ellipsoids) by
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rotating them. In Figure 1(b) we use the matrices on a geodesic of SPD(n) that connects the matrix and
its 90 degrees rotation, with respect to the Riemannian metric. By doing so, we first “ball” the ellipsoid,
and then stretch it to reach its rotated version.
To overcome such a phenomenon, we have to impose the use of rotations, also known as “rigid-as-
possible”, see e.g., [27]. This approach is related to the spectral decomposition. The spectral decomposi-
tion of a matrix A ∈ SPD(n) can be written as
A = Q∗DQ, Q ∈ SO(n), D ∈ D(n), (9)
where the diagonal elements of D are in non-decreasing order.
Golumb and Van Loan [14, Chapter 12.4.1] discuss the following problem of subspace rotation
min
Q∈SO(n)
‖A−BQ‖F , A,B ∈ R
m×n,
using the Frobenius norm (2). This problem is known as the “orthogonal Procrustes problem” and is
solved via the SVD decomposition of B∗A. However, for data consisting of matrices in SPD(n), we are
interested in a variant of this problem which preserves symmetry. Schonemann called it the “two-sided
orthogonal Procrustes problem” [23]. This problem is to find the minimizer Q ∈ SO(n) of
dS(A,B) = min
Q∈SO(n)
‖A−Q∗BQ‖F , A,B ∈ SPD(n). (10)
The solution of (10) is Q = P ∗1 P2 such that P1, P2 ∈ SO(n) and P1 and P2 diagonalize A and B,
respectively, with non-decreasing eigenvalues on the diagonal. Note that dS(A,B) is a pseudo-metric
which induces the partition of SPD(n) into equivalence classes where X ∼ Y if and only if dS(X,Y ) = 0,
that is X and Y are orthogonal similar.
We define the product operator based on the spectral decomposition (9) as
S = (S1)
∗S2S1, (11)
where S1 is an operator on SO(n), S2 is an operator on D(n), and (S1)
∗ is the transpose of the output of
S1. From the ellipsoid point of view, the operator S1 rotates the axes while the operator S2 scales them.
Therefore, one can verifies that the product operator (11) can be used to solve the geometric artifact
problem described above by interpolating the rotations. To see it, consider a consistent S2, that is an
operator that returns a constant function for constant input samples. Then, if all the data matrices are
similar i.e., share the same eigenvalues, then so are all the matrices of the function generated by S. One
meaning of the last observation is that if we use a local operator (say a subdivision scheme) and apply
the product operator to a neighborhood of data which consists of similar matrices, the product operator
will rotate the ellipsoids in this neighborhood while keeping the rigid structure of them. Moreover, if also
S1) is consistent, we have that any operator of the form (11) is closed on data from the same equivalence
class of dS .
Remark 4.1. When the matrices of the data approach scalar matrix, that is a matrix of the form αI,
the output of the operator for SO(n) may not be continuous. The reason is that the orthogonal part of
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the spectral decomposition is not unique for scalar matrices. However, this is not reflected in the output
of the product operator, since the SO(n) operator on the transpose is canceling out the discontinuity. In
the sense of the upcoming analysis, the product metric is not majorized by any dense metric of SPD(n)
(more on Section 5).
Remark 4.2. The geometry motivation presented above, illustrates two different types of geometry, defined
by the two distances. The first is the distance derived from the geodesics in the Riemannian manifold of
SPD(n), denoted by dR, and the second is the distance by the pseudo-metric dS of (10). Nevertheless,
an intermediate geometry, obtained from a hybrid metric is possible. That is,
dH(A,B) = dR(A,B) + βdS(A,B), A,B ∈ SPD(n).
For β ∈ (0,∞), dH is a metric. This parameter describes the “freedom” to use rotations in the geodesic
that connect the two matrices with respect to dH .
Such operators, based on the geometry of the hybrid metric, can be calculated numerically and allow to
control the above geometrical phenomenon in a continuous fashion between the two approaches of geodesic
based operators (dR geometry) versus the product operators based on the spectral decomposition (the “rigid”
dS geometry).
4.3 Preserving signs of principle minors
Assume the data A consists of a sequence of matrices with nonzero principle minors and we require to
generate a continuous MVF that preserves this property in each of its parametric points. In addition,
assume that the vector of signs of the principle minors is the same for all the data matrices (otherwise,
due to Bolzano’s Theorem, any continuous MVF that fits to the data will break the required property of
nonzero principle minors. How can we address such a problem?
Nonzero principle minors of a matrix guarantee that we can apply Gaussian elimination process
without pivoting. Thus, we exploit this structure by addressing the above problem with a product
operator based on the matrix decomposition that related to the Gaussian elimination process – this is the
LDU decomposition, see e.g, [14, Chapter 4].
Let A be an invertible matrix with nonzero principle minors. Then, the LDU decomposition (a variant
of the LU factorization) defines three matrices A = LADAUA where LA is a unit lower triangular matrix
(with all diagonal elements equal to 1), UA is a unit upper triangular matrix, and DA is a diagonal
matrix with elements (DA)ii =
pi(A)
pi−1(A)
i = 1, . . . , n, where pi(A) is the principle minor of A of order i and
p0(A) = 1 [14, Chapter 3].
We use the product operator S = S1S2S3, where S1 and S3 are operators on unit lower and upper
triangular matrices, respectively. The class of unit triangular matrices (upper or lower) is called the
Heisenberg group, and it is a Lie groups, where approximation operators are well-studied, see for example
[28]. Furthermore, we propose in Section 6 an alternative for designing such operators in the spirit of
product operators.
We choose the operator S2 on D(n) as an element-wise operator (this is trivial since any operator
based on matrix multiplication is such), that also preserves sign. Since in this problem we know that
all scalar data consists of the same sign, this is equivalent to having a positivity preserving operator
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for scalars. Preserving positivity can be done for example by applying a logarithm to the (scalar) data,
applying any approximation operator on numbers and mapping back using the exponential, see e.g., [16].
By retaining the signs of the diagonal elements and since p0(A) = 1 for all A, the signs of the principle
minors of the MVF Γ(t) = S(A)(t) are the same as those of the data matrices, as required.
Note that the class of SPD(n) is a special case of data, corresponding to positive principle minors.
5 Notes on analysis of product approximation operators
5.1 Regularity of product MVFs
We start by providing basic definitions of the regularity for MVFs, given an intrinsic metric d.
Definition 5.1 (Continuity). Let Γ: I→ M be a matrix-valued function satisfying,
lim
△t→0
d(Γ(t),Γ(t +△t)) = 0, t ∈ I.
Then Γ is called a continuous MVF (C0) on I.
Definition 5.2 (α-Ho¨lder). Let Γ: I→ M be a continuous MVF. Γ is termed α-Ho¨lder continuous on I
(C0,α) if there exist constants C > 0 and 0 < α ≤ 1 such that
d(Γ(t),Γ(t+△t)) ≤ C|△t|α, t, t+△t ∈ I.
Remark 5.1. It is possible to define a higher order of smoothness by the limit
d
dt
Γ(t) = lim
△t→0
Γ(t+△t)− Γ(t)
△t
, t ∈ I.
In the case where this limit exists and ddtΓ(t) is continuous for every t ∈ I, we can define the MVF to be
C1, and recursively define smoothness higher than C1. Nevertheless, two important issues should arise
here. First, what is the matrix class to which the MVF ddtΓ(t) belongs to? Second, if M has a special
structure such as the structure of a manifold embedded in Rn×n, then the continuity and the Ho¨lder
condition are measured intrinsically, while the derivative is measured extrinsically. So on this paper we
do not consider higher smoothness.
Let Γ, Γ1, and Γ2 be three MVFs, which in the view of (1) satisfy
Γ(t) = Γ1(t)Γ2(t), Γ(t) ∈ M, Γ1(t) ∈ M1, Γ2(t) ∈ M2, t ∈ R. (12)
We study the regularity of Γ(t) with respect to the given regularity of Γ1(t) and Γ2(t), where these
regularities depend on the metrics in use. Therefore, we examine the relation between the metrics.
Let d and d¯ be two metrics, defined on a common space V . We say that d¯ is majorized by d if there
exists a positive constant C such that
d¯(u, v) ≤ Cd(u, v), u, v ∈ V. (13)
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Two metrics are equivalent if they majorize each other. Using the above majorization we have,
Lemma 5.1. Let Γ : I 7→ M be a continuous (α-Ho¨lder) MVF, under the metric d, where I ⊂ R is
a finite interval. If the product metric dψ of Proposition 3.1 is majorized by d, then Γ(t) is continuous
(α-Ho¨lder) under dψ as well.
The proof is a straightforward use of the rules for the arithmetic of limits, Definition 5.1, Definition 5.2,
and the compactness of I.
While matrix norms in finite dimensional spaces are equivalent, the metrics in general are not. To
illustrate this claim we provide a counter example.
Example 5.1. Let M = GL(2). Consider the QR-decomposition and the MVF
γ : [0, 1] → GL(2),
defined by
γ(t) = Q(t)R(t) =

 cos(t) sin(t)
− sin(t) cos(t)



exp(t) 0
0 exp(t)

 .
For M we use the following metric, also known as the British Railway metric,
dBR(A,B) =


0 A = B,
‖A‖+ ‖B‖ otherwise.
On the one hand we have,
lim
t→0
Q(t) = lim
t→0
R(t) = I,
on the other hand, there is no limt→0 γ(t) under the metric dBR. Namely, dBR cannot be majorized by
the standard Euclidean metric (2) or any other equivalent metric of it. This example illustrates that the
metric dBR is not equivalent to the metric (2).
We aim to inherit the regularity from the decomposition components to the product function. However,
Example 5.1 implies that extra conditions must be posed. In the following definition we introduce such a
condition.
Definition 5.3. A metric space (V, d) is called metric dense if for any x ∈ V and any ε > 0 there exist
y ∈ V , y 6= x such that d(x, y) < ε.
The significance of the latter definition is illustrated in the next lemma.
Lemma 5.2. Let (V, d1) and (V, d2) be two metric dense matrix spaces. Then, in any compact neighbor-
hood, the metrics d1 and d2 are equivalent.
Proof. Let Bj(A, r) = {X ∈ V | dj(A,X) ≤ r}, j = 0, 1 be the closed ball of radius r around A, using
the metric dj . Since V is of finite dimensions and the metrics are dense, these balls are well defined.
Furthermore, we can find a positive constant ρ such that B2(A, 1) ⊂ B1(A, ρ). The opposite inclusion is
analogous. Due to the compactness of the domain the claim follows.
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The next conclusion is followed from the last discussion.
Corollary 5.3. Let Γ1 and Γ2 be continuous MVFs such that the metrics of each space is metric dense.
Then, the product function Γ(t) is a continuous MVF under any dense metric d.
5.2 Properties of product operators directly inherited from their factory
A fundamental question for iterative approximation operators (for example subdivision schemes) is the
regularity of the generated approximation (see e.g., [28]). Thus, as a conclusion from the previous sub-
section we have the following.
Corollary 5.4. Suppose S1 and S2 generate continuous (α-Ho¨lder) MVFs, and assume the metric d of
M is majorized (see (13)) by some product metric dψ. Then, S generates continuous (α-Ho¨lder) MVFs.
In such a case, we say that S is a C0 (C0,α) product operator.
One method of measuring the quality of an approximation is the approximation order. We say that
the approximation S has a ν order of approximation if the generated function Γ(t) = S(A)(t) satisfies
d(F (t),Γ(t)) ≤ CFh
ν , (14)
where CF is a constant independent of h, but usually depends on F and the matrix metric space (M, d).
Here h = maxi{ti+1 − ti}, where ti < ti+1 and Ai = F (ti), i ∈ J .
A general approximation order for a product approximation operator is as follows.
Theorem 5.5. Assume d of M is majorized by some product metric dψ, and consider a product operator
of the form (7), with S1 and S2 having approximation orders ν1 and ν2, with constants C1 and C2,
respectively. Then, S has approximation order ν = min{ν1, ν2} with a constant C = max{C1, C2}ψ(1, 1).
Proof. By the homogeneity and monotonicity of ψ we have
dψ(F (t),Γ(t)) = ψ(d1(F1(t),Γ1(t)), d2(F2(t),Γ2(t))) ≤ ψ(C1h
ν1 , C2h
ν2) ≤ Chν .
where F (t) = F1(t)F2(t) is the unique decomposition of the sampled MVF. The claim follows since d is
majorized by dψ.
There are several other matrix properties that we get directly from the definition of product operators.
For example, the maximal eigenvalue of the matrices {S(A)(t) | t ∈ I} is bounded by the maximal
eigenvalues of the matrices in {S1(A1)(t),S2(A2)(t) | t ∈ I}, and in general,
‖S(A)(t)‖ ≤ ‖S1(A1)(t)‖‖S2(A2)(t)‖,
for any sub-multiplicative matrix norm ‖ · ‖.
We end this subsection by considering two additional properties: commuting with determinant, and
homogeneity. We define them and show that having those on each component of approximation implies
that the product operator also satisfies them.
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Definition 5.4 (Commutativity with determinant). Let S be an operator defined on a class of matrices
M = M(n) of a given order n. We say that S commutes with the determinant if the following holds:
1. For any M ∈ M(n), det(M) ∈ M(1).
2. For each t ∈ I,
S(det(A))(t) = det(S(A)(t)).
To illustrate Definition 5.4 consider the following two examples. First, any matrix in SPD(n) has a
positive determinant. Such a determinant is positive definite matrix of order 1. Thus, any scheme on
SPD(n) can be tested for its commutativity with the determinant operator, see [16]. Second, any matrix
in SO(n) is orthogonal and has determinant 1, which is in SO(1).
Next we introduce a homogeneity property.
Definition 5.5 (Homogeneity). Let S be an operator defined on a class of matrices M = M(n) of any
order n, and let α = {α(i)}i∈J be such that α ⊂ M(1) and αA = {α
(i)A(i)} ⊂ M(n). We say that S is
homogeneous if for any t ∈ I
S(αA)(t) = S(α)(t)S(A)(t).
The above two properties are “inherited” by the product operator, as is claimed next.
Proposition 5.6. Let S be an approximation operator of the form (7).
1. If S1 and S2 commute with the determinant, then, S also commutes with the determinant.
2. If S1 and S2 are homogeneous so is S.
Proof. In this proof we use the shorthand notation without the variable t. To prove 1 , we note that since
the determinant commutes with S1 and S2, we have
det(S(A)) = det(S1(A1)S2(A2)) = det(S1(A1)) det(S2(A2))
= S1(det(A1))S2(det(A2)) = S(det(A)).
For the homogeneity, we assume α ⊂ M(1). Thus, we can decompose any scalar to two scalars α(i) =
α
(i)
1 α
(i)
2 such that αj ⊂ Mj(1), j = 1, 2. Therefore, claim 2 follows since
S(αA) = S1({α
(i)
1 A
(i)
1 })S2({α
(i)
2 A
(i)
2 }).
6 “Square root” operators
We conclude the paper with a variant of the product operators which we term product data. We present
the method by an example which demonstrates how product data may reduces a relatively difficult
approximation problem to easier one, based on matrix decomposition. In this example we examine the
problem of approximation on the class of triangular matrices.
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6.1 Approximation of MVFs over triangular matrices
The class of triangular matrices appears in both theory and applications, e.g., the transformation matrix
between the standard basis to the Bernstein Basis [15]. Here, we consider square, lower triangular matrices
of full rank, which forms a Lie group and is denoted by L(n). For Lie groups data, approximation operators
are available, see e.g., [28]. Nonetheless, many of these operators might be difficult to apply in practice
(details to follow). Therefore, we look for a relaxation of this problem using an appropriate matrix
decomposition.
The Cholesky decomposition [14, Chapter 4] is defined for any positive semi-definite matrix and has
the form A = LL∗ where L is a lower triangular matrix. This decomposition is merely one variant of the
LU decomposition, restricted to positive semi-definite matrices. The Cholesky decomposition is unique
when A ∈ SPD(n), and then L ∈ L(n).
Note that following the notion of product approximation operators (as presented so far), one might
use the Cholesky decomposition to define operators on SPD(n) based upon known Lie groups operators
on L(n). However, it turns out that the construction of operators on L(n) is more complicated than
on SPD(n). Following are several arguments to support this statement. For geodesics based operators,
such as in [16], the Riemannian metric on SPD(n) provides a simple formula for the geodesics there,
whereas the analogue in L(n) is hard to compute, see e.g., [18, 19]. For operators based on the exp-log
mapping, for example [22], the exponential and its inverse are relatively easy to evaluate for any SPD(n)
matrix, while the analogues in L(n) are challenging to compute, see e.g., [21]. Moreover, product schemes
on L(n) are not invariant under orthogonal coordinate change. At last, it is worth mentioning that a
matrix in the class of triangular matrices might not be diagonalizable which result in many additional
computational difficulties compared to diagonalizable matrices such as SPD(n) matrices. Therefore,
constructing product operator for approximation on SPD(n) using the Cholesky decomposition is not a
good idea.
We suggest a variant to our approach which also based both on matrix decomposition and the idea of
using it to reduce the problem to easier domain. We do it by mapping the data from L(n) to SPD(n).
According to Cholesky decomposition this is a straightforward (and invertible) step, done by taking the
product of any matrix with its transpose. Then, we apply an SPD(n) operator on the new data and
evaluate our approximation by back-mapping the result based on the Cholesky decomposition. This
procedure is summarized in Algorithm 1.
Algorithm 1 Product data approach for data on L(n)
Require: The data {Li}i∈J ⊂ L(n).
S, an approximation operator on SPD(n).
An evaluation point, t ∈ I ⊂ R.
Ensure: ΓL(t), where ΓL : I→ L(n).
1: for i ∈ J do
2: Ai ← LiL
∗
i .
3: end for
4: Γ(t)← S({Ai}i∈J )(t).
{Denote by chol(Γ(t)) the unique matrix L ∈ L(n) such that Γ(t) = LL∗}
5: ΓL(t) = chol(Γ(t)).
6: return ΓL(t)
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In view of Proposition 5.6, we can further deduce the analogues extra properties in our example.
First, if the SPD(n) operator commutes with the determinant, so is its induced L(n) operator. Second,
the homogeneity is inherited from the SPD(n) operator to the induced L(n) operator. Moreover, the
operator on L(n) is invariant to orthogonal change of coordinates when the SPD(n) operator is and when
the data is closed under such orthogonal coordinate changes. The formal proofs of these claims are in the
spirit of the proof of Proposition 5.6, and thus are omitted.
6.2 Product data approach and its approximation order
The general approach of product data assumes we have a (unique) matrix decomposition of the form
(1) where the given data is the sequence A1 = {A
(i)
1 }i∈J ⊂ M1 and and mapping to and back from
A = {A(i)}i∈J ⊂ M is done based on the matrix decomposition. As in the above example, the motivation
is for cases where the available approximation operator on M is simpler than applying a direct operator
on M1.
To conclude this part we show that the approximation order can be “translated” from a known result
on the operator of M to the approximation in a product data fashion on M1.
Proposition 6.1. Consider an approximation operator S, defined on (M, d), with approximation order
ν. If dψ is majorized by d in M, for any ψ, then the operator S1 based on the product data approach on
(M1, d1) has approximation order ν.
Proof. Denote by F1(t) the sampled MVF on M1. We use the fact that d1 is always majorized by dψ since
d1(S1(A1)(t), F1(t)) ≤ dp(S(A)(t), F (t)) ≤ cdψ(S(A)(t), F (t)),
where dp the p-metric (6) on M. The first inequality is by definition of dp and the second is based on
metric equivalence with a constant c. This equivalent is deduced from the continuity of ψ, Lemma 5.2, and
the compactness (approximation order is measured asymptotically for small neighbourhoods). Combining
the latter with the majorization assumption we get for some constants c˜ and C, independent of h, that
d1
(
S1(A1)(t), F1(t)
)
≤ c˜d
(
S(A)(t), F (t)
)
≤ Chν .
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