A drawback of extremum seeking-based control is the introduction of a high frequency oscillation into a system's dynamics, which prevents even stable systems from settling at their equilibrium points. In this paper, we develop extremum seeking-based controllers whose control efforts, unlike that of traditional extremum seeking-based schemes, vanish as the system approaches equilibrium. Because the controllers that we develop are not differentiable at the origin, in proving a form of stability of our control scheme we start with a more general problem and extend the semiglobal practical stability result of Moreau and Aeyels to develop a relationship between systems and their averages even for systems which are nondifferentiable at a point. More specifically, in order to apply the practical stability results to our control scheme, we extend the Lie bracket averaging result of Kurzweil, Jarnik, Sussmann, Liu, Gurvits, and Li to non-C 2 functions. We then improve on our previous results on model-independent semiglobal exponential practical stabilization for linear time-varying single-input systems under the assumption that the time-varying input vector, which is otherwise unknown, satisfies a persistency of excitation condition over a sufficiently short window.
Introduction
1.1 Motivation. The extremum seeking (ES) method, a realtime non-model-based optimization approach, has seen significant theoretical advances during the past decade, including the proof of local convergence [1] , with extension to semiglobal convergence [2] . The method has also been extended to state constrained systems [3] , decentralized control systems [4] , and gradient climbing in formation [5] . Recent work by D€ urr et al. [6] , where an innovative combination of certain Lie bracket-based averaging results of Gurvits and Li [7] [8] [9] was combined with results of Moreau and Aeyels [10] , provided a technique for Lyapunov function based ES analysis. By employing a modified ES scheme for minimization of a known Lyapunov function for an unknown system, the problem of model-independent semiglobal exponential practical stabilization as well as ultimately bounded trajectory tracking for any linear time-varying single-input system was solved [11] [12] [13] .
Extremum seeking has been used in diverse applications with unknown/uncertain systems [14] [15] [16] [17] [18] , such as steering vehicles toward a source in GPS-denied environments [19] [20] [21] , active flow control [22, 23] , aeropropulsion [24] , cooling systems [25, 26] , wind energy [27] , photovoltaics [28, 29] , electromagnetic valve actuation [30] , human exercise machines [31] , controlling Tokamak plasmas [32] , PID gain tuning [33] , enhancing mixing in magnetohydrodynamic channel flows [34] , beam matching [35] , axial flow compression [36] , and laser pulse shaping [37] .
One of the main limitations faced by all extremum seeking schemes is the presence of a persistent controller-induced perturbation term which prevents even stable systems from settling at their equilibrium points. In this work, by introducing a nonsmooth ES scheme we are able to reduce the introduced perturbations as the system settles toward equilibrium.
Results of the Paper.
We start by extending the semiglobal practical stability result of Moreau and Aeyels [10] , to develop a relationship between systems and their averages even for systems which are nondifferentiable at a point. Next, we consider the general Lie bracket averaging result of Kurzweil, Jarnik, Sussmann, and Liu [38] [39] [40] , which unlike the results of Gurvits and Li, are not artificially constrained to periodic systems. We extend these averaging results to non-C 2 vector fields. We then develop non-C 2 ES-based controllers which achieve the same stability results for the same family of systems as in Refs. [11] [12] [13] . Our newly developed controllers allow a system to settle at its equilibrium point if it is ever reached, removing the always present perturbation of typical ES schemes.
In extending the results of Moreau and Aeyels [10] , in Theorem 1 we consider systems of the form _ x ¼ f ðx; tÞ (1)
where the original system f e ðx; tÞ : R n Â R ! R n , for a fixed time s is only assumed to satisfy f e ðx; sÞ 2 C 2 R n nB ð Þ, for some subset B & R n , while the averaged system satisfies f ðx; sÞ 2 C 2 R n ð Þ, where C 2 ðXÞ has the usual meaning of being twice continuously differentiable over the domain X. We first establish a practical stability result relating the stability of the averaged system (1) to that of system (2) . Our stability result is based on the two systems satisfying a closeness of trajectories property, that is the property that, if for any given distance D and time length T there exists someê such that, for all e 2 ð0;êÞ, whenever the trajectory of system (2) is outside of the set B, this trajectory is within D of the trajectory of the averaged system (1). We show that if the two systems (1) and (2) satisfy such a closeness property then the convergence of (1) to the set B implies the practical convergence of (2) to the same set.
Having extended practical stability results for nondifferentiable systems we consider, for r 2 ½0; 1Þ, systems and controllers of the form
which give us the same C 2 Lie bracket averaged systems as in Refs. [11] [12] [13] 
for which we have proven practical stability results for r ¼ 0 in Ref. [11] .
Recognizing that these new controllers, (4), for almost all values of r, are not differentiable at the origin, we are motivated to extend the result of Kurzweil, Jarnik, Sussmann, and Liu [38] [39] [40] to non-C 2 functions in order to prove a closeness of trajectories property, with which we establish the extended practical stability results of Moreau and Aeyels [10] .
In what follows we consider, for open sets B & R n , systems of the form
where the functions f ðx;tÞ : R n Â R ! R n ; f i ðx;tÞ : R n Â R ! R n ; u i;k ðtÞ : R ! R;k 2 N are continuous, continuously differentiable, and bounded over compact sets D ¼ R n nB. Furthermore, all functions are bounded relative to t, that is, for any such compact set D, all functions are bounded over the set ðx; tÞ 2 D Â ½0; 1Þ. Furthermore, the integrals of the functions u i;k ðtÞ satisfy, for all t 0
and for any T ! 0, there exists measurable functions k i;j ðtÞ :
We show, as in Refs. [38] [39] [40] , that the two systems satisfy the property that for any t 0 ; T > 0 and d > 0, there exists k ? such that for all k > k ? ; 8t 2 t 0 ; t 0 þ T ½ for all xðtÞ 2 D, the sequence of solutions of (6) satisfies a closeness of trajectories property with the trajectory of
k i;j ðtÞ @f i ð x; tÞ @ x f j ð x; tÞ; xð0Þ ¼ x 0
namely max ðx;tÞ2DÂ½t0;t0þT
In Theorem 4, by utilizing the condition (8), we apply Theorem 1 to relate the stability of the origin of system (7) to the practical stability of system (6) . In Proposition 1 and Theorem 5, we utilize Theorem 4 in order to establish practical stability results of scalar and vector LTV systems respectively, utilizing the nonsmooth controllers.
We consider systems which are not assumed to be globally C 2 , but only in C 2 ðDÞ, for some D & R n . We show that even if a system's trajectory leaves D at some time t 2 t 0 ; t 0 þ T ½ at which time it may no longer be well defined, and therefore, we can no longer associate with it an averaged system, the averaging relationship is re-established with the same choice of e ? once the system's trajectory re-enters D. This allows us to develop non-C 2 controllers which achieve the same stability results as in Refs. [11, 12] , but have the advantage that control effort settles to zero when the system reaches equilibrium.
In the case that the average system (7) is approaching a single point, B ¼ p f g we extend the averaging result of Moreau and Aeyels, [10, Theorem 1] which state that if p is an asymptotically stable equilibrium point of (7) then in a sense p is also an equilibrium point of (6).
1.3 Organization. In Sec. 2, we define forms of semiglobal practical boundedness inspired by the definitions of Moreau and Aeyels [10] which will be utilized in Sec. 5 for stability results. In Sec. 3, we prove our main averaging results for systems which are not differentiable at a point. In Sec. 4, we prove our main Lie bracket averaging results and apply them, together with the results of Sec. 3 to prove practical stability results for a class of Lie bracket averaged systems which are not differentiable at a point. In Sec. 5, we apply our results to a family of linear time varying systems and in Sec. 6 demonstrate, through simulation, the superiority of the non-C 2 controller over typical C 2 ES-based controllers.
Background on Semiglobal Practical Uniform Ultimate Boundedness
We start by making the following definitions similarly to Moreau and Aeyels [10] . In what follows, given a system
wðt; t 0 ; x 0 Þ denotes the solution of Eq. (9) which passes through the point x 0 at time t 0 . DEFINITION 1. Global uniform asymptotic stability (GUAS): An equilibrium point of Eq. (9) is said to be GUAS if it satisfies the following three conditions:
Uniform Stability: For every c 2 2 ð0; 1Þ there exists c 1 2 ð0; 1Þ such that for all t 0 2 R and for all x 0 2 R n with kx 0 k < c 1 kwðt; t 0 ; x 0 Þk < c 2 8t 2 ½t 0 ; 1Þ Uniform Boundedness: For every c 1 2 ð0; 1Þ there exists c 2 2 ð0; 1Þ such that for all t 0 2 R and for all x 0 2 R n with kx 0 k < c 1 kwðt; t 0 ; x 0 Þk < c 2 8t 2 ½t 0 ; 1Þ Global Uniform Attractivity: For all c 1 ; c 2 2 ð0; 1Þ there exists T 2 ð0; 1Þ such that for all t 0 2 R and for all x 0 2 R n with kx 0 k < c 1 ,
In conjunction with Eq. (9), we consider systems of the form
whose trajectories are denoted as w e ðt; t 0 ; x 0 Þ. We then define the following forms of stability for system (10) . DEFINITION 2. e-Semiglobal practical uniform ultimate boundedness with ultimate bound d (ðe; dÞ-SPUUB): The origin of Eq. (10) is said to be ðe; dÞ-SPUUB if there exists d > 0 such that the following three conditions are satisfied:
ðe; dÞ-Uniform Stability: For every c 2 2 ðd; 1Þ there exists c 1 2 ð0; 1Þ andê 2 ð0; 1Þ such that for all t 0 2 R and for all x 0 2 R n with kx 0 k < c 1 and for all e 2 ð0;êÞ, kw e ðt; t 0 ; x 0 Þk < c 2 8t 2 ½t 0 ; 1Þ ðe; dÞ-Uniform Ultimate Boundedness: For every c 1 2 ð0; 1Þ there exists c 2 2 ðd; 1Þ andê 2 ð0; 1Þ such that for all t 0 2 R and for all x 0 2 R n with kx 0 k < c 1 and for all e 2 ð0;êÞ kw e ðt; t 0 ; x 0 Þk < c 2 8t 2 ½t 0 ; 1Þ
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Transactions of the ASME ðe; dÞ-Global Uniform Attractivity: For all c 1 ; c 2 2 ðd; 1Þ there exists T 2 ð0; 1Þ andê 2 ð0; 1Þ such that for all t 0 2 R and for all x 0 2 R n with kx 0 k < c 1 and for all e 2 ð0;êÞ kw e ðt; t 0 ; x 0 Þk < c 2 8t 2 ½t 0 þ T; 1Þ DEFINITION 3. e-Semiglobal Practical Uniform Asymptotic Stability (e-SPUAS): The origin of Eq. (10) is said to be e-SPUAS if it is ðe; dÞ-SPUUB for all d > 0, in which case all of the conditions of Definition 2 are replaced with a lower bound of 0 on c 2 , instead of d.
Averaging for Systems not Differentiable at a Point
Throughout the paper, we use the standard notation for a ball or radius d centered at a point y 2 R n :
S we denote the closure of S, such that every convergent sequence of points s i f g & S has a limit point in S, in particular:
We start with a definition relating the trajectory of a system with the trajectory of its average system on a given set. The motivation for this definition is to perform analysis of a system which is only C 2 on a subset of R n . We want to prove stability results about the original system by relating it to the averaged system, which is C 2 on all of R n . DEFINITION 4. D-Convergence of Trajectories on a set X (D-CT on X): For any D > 0 and any set X & R n , the trajectory wðt; t 0 ; x 0 Þ of system (9) is D-CT relative to the trajectory w e ðt; t 0 ; x 0 Þ of system (10) on X if for any x 0 2 X; t 0 2 R þ and anyT > 0 there exists e ? such that for all e 2 ð0; e ? Þ, for all t 2 t 0 ; t 0 þT Â Ã for which w e ðt; t 0 ; x 0 Þ 2 X
uniformly with respect to t 0 . Remark 1. The order of terms is important in Definition 4. Saying that the trajectory of system S 1 is D-CT relative to the trajectory of system S 2 on some set X places an emphasis on the second system, S 2 , relative to which S 1 must satisfy the said property (11) only when the trajectory of S 2 is within X. At times when the trajectory of S 2 is not contained in X the definition does not guarantee any relationship between the trajectories of S 1 and S 2 . THEOREM 1. Consider the systems
whose trajectories, passing through the common point x 0 at time t 0 are denoted, respectively, as wðt; t 0 ; x 0 Þ and w e ðt; t 0 ; x 0 Þ. Consider functions f and f e such that for every fixed s 2 R; f ðx; sÞ 2 C 2 R n ð Þ and f e ðx; sÞ 2
If, for all d > 0; wðtÞ is D-CT relative to w e ðtÞ on D ¼ R n nBð0; dÞ ¼ fx 2 R n : jxj ! dg, then if the origin is a GUAS equilibrium point of system (12), it is also a e-SPUAS equilibrium point of system (13) .
Remark 2. The following proof is similar to the approach of Moreau and Aeyels in their proof of [10,Theorem 1].
Proof of e; d
ð Þ-Uniform Stability. For the given d > 0, for any c 2 2 ðd; 1Þ, choose D 2 ð0; c 2 Þ. Because the origin of system (12) is Uniformly Stable, there exists c 1 2 ð0; 1Þ such that 8t 0 2 R and jwðt 0 Þj < c 1 kwðt; t 0 ; x 0 Þk < c 2 À D; 8t 2 ½t 0 ; 1Þ
(note that by Eq. (14), c 1 < c 2 ). Because the origin of system (12) is Globally Uniformly Attractive there exists T 2 ð0; 1Þ such that 
When w e ðtÞ is not in D then kw
and therefore, by Eq. (14) we can repeat the above argument, extending the time interval indefinitely. Therefore, for all c 2 2 ðd; 1Þ there existsê 1 and c 1 such that for all e 2 ð0;ê 1 Þ, for kw e ðt 0 Þk < c 1 ; 8t 2 t 0 ; 1 ½ Þ; kw e ðtÞk < c 2 , which proves that the origin of Eq. (13) (12) is uniformly bounded, for every c 1 2 ð0; 1Þ there existsĉ 2 2 ð0; 1Þ such that 8t 0 2 R and kxðt 0 Þk < c 1 kwðtÞk <ĉ 2 ; 8t 2 ½t 0 ; 1Þ
Choose D 1 > 0 and define c 2 as c 2 ¼ĉ 2 þ D. Again, because the origin of system (12) is globally uniformly attractive there exists T 2 ð0; 1Þ such that
We choose D 2 2 ð0; minfD 1 ; c 1 ; c 2 gÞ; wðtÞ is D 2 -CT relative to w e ðtÞ on D, and therefore for anyT > T there existsê 2 such that for all e 2 ð0;ê 2 Þ, for all t 2 t 0 ; t 0 þT Â Ã for which kw e ðtÞk > d; kw e ðtÞ À wðtÞk < D 2 . Therefore, for all kwðt 0 Þk < c 1 ;
and therefore, by Eq. (16) 
Because the origin of system (12) is globally uniformly attractive there exists T 2 ð0; 1Þ such that for all t 0 2 R and jwðt 0 Þj < c 1 
Lie Bracket Averaging for Systems Not Differentiable at a Point
We have established in Theorem 1 a stability relationship (GUAS! e-SPUAS) between two general systems (12) and (13) . We now apply this result to a more specific class of systems. We start by recalling the Lie bracket averaging results of Kurzweil, Jarnik, Sussmann, and Liu.
Averaging
Results of Kurzweil, Jarnik, Sussmann, and Liu. Theorem 2. For T 2 ½0; 1Þ, and a compact set K & R n , consider the differential equation (without loss of generality, we assume that t 0 ¼ 0, the result holds uniformly with respect to
where the functions f ðx; tÞ : 
and there exists measurable functions k i;j ðtÞ : ½0; T ! R such that for all s; t 2 ½0; T 
where 1 À d < c 1. Then, for all t 2 ½0; T such that solutions exist, and x 2 K, the sequence of solutions of Eq. (20)
converges uniformly with respect to k, over ðx; tÞ 2 K Â ½0; T to the solution xðtÞ satisfying _ x ¼ f ð x; tÞ À X n i;j¼1 k i;j ðtÞ Df i ð x; tÞ ð Þ f j ð x; tÞ; xð0Þ ¼ x 0 (26) COROLLARY 1. For T 2 ½0; 1Þ, and any compact set K & R n such that the functions f ðx; tÞ; f i ðx; tÞ satisfy the assumptions of Theorem 2, for any ; d > 0, there exists M such that for all k > M, the trajectory x(t) of the system
and the trajectory xðtÞ of the system where k 2 N; k i 2 R such thatk i 6 ¼k j , and f i ð x; tÞ; g j ð x; tÞ
Proof. All of the conditions of Theorem 2 are satisfied with d ¼ ð1=2Þ; c ¼ 1
: mixed terms u i;k U j;k ;û i;k U j;k s:t: i ¼ j 0 : mixed terms u i;kÛj;k ;û i;k U j;k s:t: i 6 ¼ j 0 : all non-mixed terms u i;k U j;k ;û i;kÛj;k
4.2 Extended Lie Bracket Averaging. We start by establishing the convergent trajectories property between a system that may not be everywhere differentiable and its Lie bracket averaged version. 
We note that the existence of k ? above is independent of t re1 , as it depends on the supremum over the entire compact set to which our analysis is confined, D Â t 0 ; t 0 þT Â Ã , and therefore, for all
Therefore, there exists a possibly infinite set of times ft em ; t rem g, at which either one of x(t) or x emÀ1 ðtÞ exit and then x(t) possibly re-enters the set D as 
where each u i ðtÞ and allû i;k ðtÞ È É k2N are bounded as functions of t and there exist function k i;j ðtÞ satisfying the conditions of Theorem 2. Consider also the Lie bracket averaged system
, namely, assume that the average system (44) is smooth despiteb i ðx; tÞ being possibly nondifferentiable at the origin. If the origin of Eq. (44) is GUAS then the origin of system (43) is e-SPUAS, where e ¼ ð1=kÞ.
Proof. Due to the origin of Eq. (44) being GUAS, for any R > 0, there exists R 2 such that for all xð0Þ ¼ xð0Þ 2 B R ð0Þ; xðtÞ 2 B R2 ð0Þ for all t. By Theorem 3, we have that for any such R 2 and any d > 0 the trajectory of system (44) is D-CT relative to the trajectory of Eq. (43) on 
where the last inequality holds due to the origin of Eq. (44) being GUAS. Therefore, trajectories x(t) starting in 
Before, we state our n-dimensional linear results we introduce the notation
for Z : R ! R, and note that, for any column vector B; BB T kBk 2 I. PROPOSITION 1. For r 2 ½0; 1Þ, consider the system 48) is ð1=xÞ-SPUAS with a lower bound on the average decay rate given by
Proof. System (47), (48) in closed loop form is
which is C 2 on R n nf0g and has a Lie bracket average 
where x 2 R n ; A 2 R nÂn ; B 2 R n ; u 2 R, and let there exist The origin of system (54), Eq. (55) is 1=x-SPUAS with a lower bound on the average decay rate given by
where
under either of the two conditions (i) Given ka > 0 and D > 0; a ? is in the interval ð0; a ? Þ, where
For a given a ? , the window D satisfies D 2 ð0; DÞ, where 
with r ¼ ð1=2Þ, in which case the control is given by
with the performance of the same system in which r ¼ 0, in which case the control is given by
In both cases, we choose control parameters k ¼ 10; a ¼ 0:5; x ¼ 100. The first 3 s of the simulation results are shown in Fig. 1 . In  Fig. 2 , the last second of simulation is shown where both the state and control effort for system (70) with the r ¼ 0:5 controller have converged toward zero, while the trajectory of the same system with r ¼ 0 control experiences persistent oscillations.
Remark 4. For the simulations shown here, in the r ¼ 0:5 case, a zero forcing condition fIf jxj < 10 À8 ; x ¼ 0g was implemented to force the trajectory x(t) to reach the origin, without which numerical limitations of the simulation never let x(t) actually reach zero, it will always jump through zero, causing a discontinuous jump of the derivative _ uðtÞ. This was confirmed by the zero forcing condition fif jxj < 10 À30 ; x ¼ 0g, in which case the system never settled at the origin.
6.2 Two-Dimensional Linear Time Varying System. We compare the C 2 and non-C 2 controllers' performances for a 2-dimensional system. Consider a velocity actuated mobile robot attempting to reach the position ðx; yÞ ¼ ð0; 0Þ, which is the top of a hill with height zðx; yÞ. The robot's dynamics are described by the following system of differential equations: persists, which shows up in both a persistent control effort and in the system's inability to settle at the origin, which for jx ðtÞj ( 1 settles to a steady state of x ðtÞ % ða= ffiffiffi ffi x p Þ sinðxtÞ, in the r 5 0:5 case both jx ðtÞj and control effort settle to zero. Fig. 2 As the trajectory of system (70) with the r 5 ð1=2Þ controller approaches the origin the control effort also approaches zero
where m is the mass of the robot, g is gravitational acceleration near the earth's surface, 9:8ðm=s 2 Þ, and b is the coefficient of friction. We consider a case of a vehicle that is light compared to the friction coefficient (in a nondimensional sense), i.e., m ( b and the hill is steep. We rewrite the vehicle dynamics as
we consider a situation in which the angular velocity actuator u 2 ðtÞ has failed and is stuck at an oscillation frequency of 2p Â 10ðradians=secondÞ, namely, 10 Hz, and therefore, the vehicle has to be stabilized to the origin using the forward velocity input u(t) only. We consider an example where the height of the unknown terrain is given by zðx; yÞ ¼ 15 À 10 9:8
(all position dimensions in meters), as shown in Fig. 3 . If, the vehicle mass and friction coefficient are given by m ¼ ð1=10Þ kg; b ¼ 10 ðkg=sÞ, the robot's dynamics (77), (78) are given by (with g ¼ 10 % 9:8) The system considered in this example is a generalization of the type of system considered in Ref. [21] for nonholonomic source seeking, with the cost function being minimized given by Jðx; yÞ ¼ kðx; yÞk 2 and with the addition of the destabilizing term Ax. Furthermore, in this case the control effort decreases as the system approaches the origin.
Remark 6. We emphasize that this system is facing two uncertainties, the first is an unknown terrain, zðx; yÞ. The second uncertainty is due to the velocity actuator's failure. The vehicle is unaware of its own orientation, which can be seen in the controller's lack of use of the value h.
To cope with the described instability and uncertainties we apply, to system Eqs. (80) In both cases, we choose k ¼ 5; a ¼ 20; x ¼ 100 ðradians=secondÞ % 16 Hz. In both cases, the system has initial conditions xð0Þ ¼ 1; yð0Þ ¼ À1. Figure 4 compares the systems' behavior over 5 s. Figure 5 shows vehicle position (trajectory) and zooms in on the last half second, where the systems' dynamics are drastically different, due to the nonsmooth controller's reduced dither near the origin. Figure 6 compares the systems' control efforts.
Conclusions
Our analysis extends the averaging techniques of Kurzweil, Jarnik, Sussmann, and Liu [38] [39] [40] to non-C 2 systems which allows us to design non-C 2 extremum-seeking based controllers. The advantage of these non-C 2 controllers is that their efforts settle to zero if the system ever reaches its equilibrium and when the system does not reach, but is within some small neighborhood of equilibrium the control effort is reduced. We are able to stabilize unknown, unstable, control direction-varying systems using timevarying nonlinear high-gain feedback whose persistent oscillations are decreased relative to those present in typical ES control schemes. Fig. 6 The initial effort of controller u is greater than that ofũ due to the 2 k term, which dominates for large values of jðx; yÞj. The advantages of controller u are seen in the great reduction of control effort once the system has reached a neighborhood of the origin as seen here in the last 3 s of simulation. . Even with the nonsmooth controllers, the system may never settle to equilibrium at the origin, this would only be achieved if x(t) and y(t) reached the origin simultaneously.
