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CONVEX-TRANSITIVITY OF BANACH ALGEBRAS VIA
IDEALS
JARNO TALPONEN
Abstract. We investigate a method for producing concrete convex-transitive
Banach spaces. The gist of the method is in getting rid of dissymmetries of
a given space by taking a carefully chosen quotient. The spaces of interest
here are typically Banach algebras and their ideals. We also investigate the
convex-transitivity of ultraproducts and tensor products of Banach spaces.
1. Introduction
In this paper we study and construct Banach algebras with a rich isometry
group, which, in a sense, comes close to acting transitively on the unit sphere. To
facilitate the discussion, let us recall some basic notions. We denote the closed
unit ball of a Banach space X by BX and the unit sphere of X by SX. A Banach
space X is called transitive if for each x ∈ SX the orbit GX(x)
·
= {T (x)| T : X →
X is an isometric automorphism} is SX. In other words, the isometry group acts
transitively on the unit sphere. If GX(x) = SX (resp. conv(GX(x)) = BX) for
all x ∈ SX, then X is called almost transitive (resp. convex-transitive). It was
first reported by Pelczynski and Rolewicz in 1962 [17] that the space Lp is almost
transitive for p ∈ [1,∞) and convex-transitive for p = ∞ (see also [20]). These
concepts are motivated by Mazur’s rotation problem appearing in [1, p.242], which
remains open. We refer to [3] for a survey and discussion on the matter.
By applying categorical methods one can verify the existence of a rich class of
almost transitive Banach spaces (see e.g. the above survey). However, not so many
concrete almost transitive or even convex-transitive spaces are known. Specimens
of such spaces can be found for example in [5], [6], [13], [18] and [19]. The purpose
of this paper is to investigate a method for producing concrete convex-transitive
Banach algebras.
In many apparently ’fairly homogenous’ Banach algebras there exists an obvious
obstruction for the convex-transitivity of the space. For example, in ℓ∞, whose
isometry group has the anticipated form ([16, 2.f.14]), there exist both finitely and
infinitely supported vectors. The cardinality of the supports of the vectors are
preserved under the isometries, thus y /∈ conv(Gℓ∞(x)) for y ∈ ℓ∞ \ c0, x ∈ c0,
and therefore ℓ∞ fails to be convex-transitive. Here we consider a natural remedy
to the non-convex-transitivity by removing the obstruction caused be the finitely
supported vectors, while roughly retaining the structure of the space. Namely,
ℓ∞/c0 = C(βω \ ω) is a convex-transitive space, as was observed by Cabello ([5]).
In fact, this was established mainly from topological considerations, but here we
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obtain an alternative route to this result, without any reference to βω, by observing
that c0 is a suitable ideal of ℓ
∞ (see Section 3.1).
For another type of example, recall the standard Calkin algebra
C(H) = B(H)/K(H),
H a separable complex Hilbert space, is a quotient of bounded linear operators on
H (i.e. B(H)) by the ideal of compact operators, K(H). The Calkin algebra is
convex-transitive, as was observed by Becerra-Guerrero and Rodriguez-Palacios in
[2]. In B(H) there appear intuitively two ’levels’ of operators: the operator norm
closure of finite-rank operators, i.e. the ideal of compact operators K(H), and the
SOT-closure of these operators, i.e. the ideal of all operators B(H). Clearly, in
B(H) the compact operators are not suitable for approximating general operators
in the operator norm but in passing to the Calkin algebra this particular problem
ceases to exist. An optimistic philosophy behind this example is that dividing out
the compact operators homogenizes the space B(H), as there will be in a sense only
a single ’level’ left, and the high degree of symmetry of the Hilbert space takes care
of the rest in achieving convex-transitivity.
For general Banach algebras the situation is different, as there can exist more
natural ideals and less symmetry. Still, the convex-transitive examples C(H) and
ℓ∞/c0 are fairly different. This suggests that the described rationale for the exis-
tence of convex-transitive spaces could be applicable in various settings.
In fact, it turns out that this kind of approach is fruitful in connection with sur-
prisingly many kinds of unital Banach algebras. The main results here are about
constructing convex-transitive Banach spaces by taking a quotient with respect to a
carefully chosen subspace, which is typically an ideal. We will study symmetries of
function spaces on some known topological spaces and on infinite trees. We investi-
gate the symmetries of Banach algebras with ideals defined in terms of ultrafilters
and ideals on sets. We will give examples of convex-transitive Corona type algebras
related to the previous Calkin algebra example. At the end of the paper we com-
ment on the symmetries of projective tensor products. To conclude, by using our
method, we obtain various natural examples of convex-transitive spaces, and in the
constructions we also observe some connections to other branches of mathematics,
such as Ergodic theory, or ideals on regular cardinals.
1.1. Preliminaries. We denote by X, Y and Z real Banach spaces. The closed
unit ball and the unit sphere are denoted by BX and SX, respectively. We denote
by
GX
·
= {T | T : X→ X is an isometric automorphism}
the isometry group of X. We refer to [9], [7], [8], [10], [11], [14], [15] and [20] for
suitable background information.
Given a set Γ we denote by P(Γ) = {A ⊂ Γ} the power set of Γ. Given a compact
space K we will denote by M(K) the space of regular Borel measures with the total
variation norm. If f ∈ Lp = Lp([0, 1],m), where m is the Lebesgue measure and
A ⊂ [0, 1] is measurable set with m(A) > 0, we write E(f |A) = 1m(A)
∫
A
f dm.
We denote by B(X,Y) the space of bounded linear operators X→ Y. We write
B(X) = B(X,X) and I is the identity operator. If X is a Banach algebra, we
sometimes consider B(X) as a left X-Banach module, where the operation x · T is
given by (x · T )[y] = xT [y] for T ∈ B(X) and x, y ∈ X. In the case where X is a
function space, say, on Ω, we will adopt the notation 1A · I, where I is the identity
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mapping and 1A is the characteristic function (or indicator function) supported on
A ⊂ Ω in a sensible way depending on the setting.
As customary, we will denote by C(X) the Calkin type of Banach algebra B(X)/K(X).
We denote by S(X) ⊂ B(X) the (2-sided) ideal of operators with a separable range.
Given a Banach space X with a locally convex topology τ and a subspace Y ⊂ X,
we sometimes consider X/Y in topology τ . This is a slight abuse of notation and
is to be understood in the sense that X/Y has a locally convex topology consisting
of sets of the form U +Y, U ∈ τ . Of course, the subspace Y need not be τ -closed,
a priori, and in this case the singletons in X/Y are not τ -closed.
An example of a locally convex topology on B(X) appearing here is the topology
of uniform convergence on separable subspaces. This topology τ is generated by a
basis of sets of the following form:
{T ∈ B(X) : ‖T1|Y−T |Y‖B(Y,X), ‖T2|Y−T |Y‖B(Y,X), . . . , ‖Tn|Y−T |Y‖B(Y,X) < ǫ},
where T1, T2, . . . , Tn ∈ B(X), Y ⊂ X is a separable subspace and ǫ > 0. For
example, in B(ℓp(ω1)), 1 ≤ p < ∞, the operators x 7→ 1[0,α) · x converge to I as
α → ω1 in the above topology τ , but not in the operator norm topology. If X
is separable itself, then τ coincides with the operator norm topology. The strong
operator topology (SOT) on B(X,Y) is the topology inherited from YX with the
product topology.
Suppose that Γ is a set, I is an ideal on Γ, {xα : α ∈ Γ} is a subset of a Hausdorff
topological space X and x ∈ X . If for each open neighbourhood U of x it holds
that {α ∈ Γ : xα /∈ U} ∈ I, then we say that xα converges to x with respect to
the ideal I, or limα,I xα = x in short. In this case, given F = {Γ \ I : I ∈ I}, the
dual filter of I, we alternatively denote limα,F xα = x.
If T is a topological space we denote by CB(T ) the space of continuous bounded
functions on T with the sup norm. Given an ideal I on T , we denote by CB0(T, I) ⊂
CB(T ) the closed subspace of functions f such that limt,I |f(t)| = 0. This is truly
a closed subspace, indeed, fix u ∈ CB0(T, I) and ǫ > 0. Let v ∈ CB0(T, I) such
that ‖u− v‖ < ǫ/2 and I ∈ I such that |v(t)| < ǫ/2 for t ∈ T \ I. By the triangle
inequality |u(t)| < ǫ for t ∈ T \ I and thus limt,I u(t) = 0.
An element x ∈ SX is called a big point if conv(G(x)) = BX. Given a lo-
cally convex topology τ on X, the space X is said to be τ -convex-transitive if
convτ (G(x)) = BX for each x ∈ SX.
In order to check the convex-transitivity of a vector-valued function space one
often wishes to run approximations by convex combinations simultaneously in in-
finitely many coordinate spaces. In such a case a uniformity for the convergence of
the approximations is required. For this purpose the uniformly convex-transitive
Banach spaces were introduced in [19], and they are defined as follows. Provided
that the space X under discussion is understood, we denote
Cn(x) =
{
n∑
i=1
aiTi(x)| T1, . . . , Tn ∈ GX, a1, . . . , an ∈ [0, 1],
n∑
i=1
ai = 1
}
for n ∈ N and x ∈ SX. We call a Banach space X uniformly convex-transitive if for
each ε > 0 there exists n ∈ N satisfying the following condition:
(1.1) dist(y, Cn(x)) ≤ ε for all x, y ∈ SX,
4 JARNO TALPONEN
that is,
lim
n→∞
sup
x,y∈SX
dist(y, Cn(x)) = 0.
For each ε > 0 we denote by K(ε) the least integer n, which satisfies (1.1) and such
K(ε) is called the constant of uniform convex transitivity of X.
The following elementary fact is applied here frequently.
Fact 1.1. For each x, y, z ∈ SX we have dist(x,Cn+m(z)) ≤ dist(x,Cn(y)) +
dist(y, Cm(z)).
Recall that a contractive linear projection P : X → Y is called an isometric
reflection projection if I− 2P ∈ GX, or equivalently, if ‖I− 2P‖ = 1. If Z ⊂ X is a
subspace such that there is an isometric reflection projection P : X∗∗ → Z⊥⊥, then
Z is a u-ideal of X. For discussion on u-ideals we refer to [12], where they were first
introduced.
2. Some concrete convex-transitive Banach algebras
Recall that the Sorgenfrey line S is the set R with the topology generated by
half open intervals [a, b) ⊂ R. Observe that these intervals are clopen and thus S
is not locally compact.
Theorem 2.1. Let S be the Sorgenfrey line, n ∈ N, and let I be the ideal of sets
I ⊂ Sn such that I ⊂ [−k, k]n for some k ∈ N. Then CB0(Sn, I) is uniformly
convex-transitive.
Lemma 2.2. Let T be a Hausdorff, 0-dimensional topological space. Let f : T → R
be a continuous function and a, b ∈ R, a < b. Then there exists a clopen set C ⊂ T
such that f−1((a,∞)) ⊃ C ⊃ f−1([b,∞)).
Proof. Let βT be the Czech-Stone compactification of T . Since T is completely
regular, we have that T is embedded densely in βT . Denote by f˜ : βT → R the
unique continuous extension of f . Let K be the closure of f−1([b,∞)) in βT . By
using the fact that T is 0-dimensional fix a set F of clopen subsets of T such that
f−1([a+b2 ,∞)) ⊂
⋃
F ⊂ f−1((a,∞)). By studying f˜ we observe that T \
⋃
F∩K =
∅. Thus K ⊂
⋃
F .
Given A ∈ F , the characteristic function 1A : T → {0, 1} is continuous and
admits a continous extension βT → R. In fact the image of this extension is still
{0, 1}, since T is dense in βT . Thus A is clopen in βT .
Consequently, the set {A ⊂ βT : A ∈ F} is an open cover of K. Thus the
compactness K yields that there exists a finite set F0 ⊂ F such that {A ⊂ βT :
A ∈ F0} is an open cover of K. Since the sets A ∈ F0 are already closed in T , we
have that f−1([b,∞)) ⊂
⋃
F0. Now
⋃
F0 is clopen in T as a finite union of clopen
sets. Note that
⋃
F0 ⊂ f−1((a,∞)) by the construction of F . 
Proof of Theorem 2.1. Fix f0, g0 ∈ SCB0(Sn,I) and ǫ > 0. We may assume without
loss of generality, possibly by multiplying f0 with −1, that supt∈Sn f0(t) = 1. Then
one can find intervals [ai, bi), [ci, dd) ⊂ S, 1 ≤ i ≤ n, such that |g0(t)| < ǫ for
t ∈ Sn \
∏
i[ai, bi) and f0(s) > 1− ǫ for s ∈
∏
i[ci, di).
Note that
∏
i[ai, bi) ⊂ S
n is a clopen subset and thus 1∏
i[ai,bi)
∈ SCB0(Sn,I).
Let hi : S → S be homeomorphisms such that hi([ai, bi)) = [ci, di) for 1 ≤ i ≤ n.
Putting h =
∏n
i=1 hi defines a homeomorphism S
n → Sn. Since
∏
i[ai, bi) is a
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clopen set, we may define rotations T1, T2 ∈ GCB0(Sn,I) by defining T1(f) = f ◦ h
and T2(f)(t) = (1∏
i[ai,bi)
(t) − 1Sn\
∏
i[ai,bi)
(t))(f ◦ h)(t) for f ∈ CB0(Sn, I) and
t ∈ Sn. Now ‖1∏
i[ai,bi)
− T1(f0)+T2(f0)2 ‖ < ǫ. Since ǫ was arbitrary, we conclude
that 1∏
i[ai,bi)
∈ convGCB0(Sn,I)(f).
Finally, we will apply Lemma 2.2 as follows. Note that if C ⊂ Sn is any clopen
set, then the mapping Sn → {−1, 1}, t 7→ 1Sn\C − 1C is continuous.
By combining the proofs of Lemma 2.2 and [19, Lemma 2.3] recursively one can
find for each k ∈ N a partition of Sn by disjoint clopen sets {Ci : 0 ≤ i ≤ 2k − 1}
such that g0(Ci) ⊂ [−1+(2i−1)/2k,−1+(2i+3)/2k] for 0 ≤ i ≤ 2k−1. Similarly
as in the proof of [19, Thm. 2.4] we put Bi =
⋃
j≥i Cj and define Ri ∈ GCB0(Sn,I)
by Ri(f)(t) = (1Bi(t)− 1Bci (t))f(t) for 0 ≤ i ≤ 2k − 1, t ∈ S
n. Then∥∥∥∥∥g0 − 12k
2k−1∑
i=0
Ri1∏
i[ai,bi)
∥∥∥∥∥ ≤ 12k .
Thus we have the claim according to Fact 1.1. 
Remark 2.3. Similar arguments as employed in the proof of Theorem 2.1 yield that
C(K) is convex-transitive for Alexandroff’s double-arrow space K.
Recall that the double-arrow space K = [0, 1] × {0, 1} is a closed subspace of
[0, 1]2 in the order topology, where the order is the lexicographic order. Then K is
non-metrizable, separable, compact and a typical counterexample space in topology.
This example could be of interest because the corresponding C(K) space has some
peculiar properties as a Banach space. Namely, it has been previously studied
extensively in connection with some branches of functional analysis other than the
isometric theory, for example, in the study of non-separable Banach spaces and
approximation theory, see e.g. [25], [23]. The fact that C(K) is convex-transitive
can also be recovered from [5] and [19].
2.1. Functions on infinite trees. Here we consider infinite trees T = κ<λ ∪ κλ
where κ is a cardinal and λ is a limit ordinal. This has a natural partial order given
by x ≤ y if x is an initial segment of y. We endow T with the order topology. Note
that T may be non-compact. We will study spaces CB(T ) and CB0(T, I) where I
is an ideal on T given by I =
⋃
α<λ P(κ
<α).
For example, in the case where κ = 2 and λ = ω, κλ = 2ω is homeomorphic to the
Cantor set ∆. The relevance to this discussion is that C(∆) = C(T )/CB0(T, I)
isometrically, and that C(∆) is a classical example of a convex-transitive space
([20]).
We will obtain a method for producing other concrete examples of convex-
transitive spaces, namely, C(kω) is convex-transitive for k < ω. This is obtained by
modifying the proof of Theorem 2.4. The similar statement holds for continuous
bounded functions on the Baire space ωω, as the following result shows.
Theorem 2.4. Let κ be an infinite cardinal and λ be a limit ordinal such that
|κ<λ| = |κ|. Suppose that T = κ<λ ∪ κλ is topologized similarly as above and let
I =
⋃
α<λ P(κ
α). Then the space
CB(κλ) = CB(T )/CB0(T, I)
is uniformly convex-transitive.
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Proof of Theorem 2.4. Let f˜ , g˜ ∈ CB(T )/CB0(T, I), ‖g‖ ≤ ‖f‖ = 1. Fix repre-
sentatives f, g ∈ CB(T ), respectively. Without loss of generality we may assume
that supt∈κλ f(t) = 1. Given ǫ > 0 there exists according to the definition of the
order topology of T an ordinal α < λ and an element s ∈ κα such that f(t) > 1− ǫ
for each extension t ≥ s.
Let φ1 : T \ {1} → T \ κ<α+1 be an order preserving homeomorphism such that
φ1({(1, k) : k ∈ κ}) = {t ∈ κα+1 : s 6≤ t} and φ1(κ \ {1}) = {t ∈ κα+1 : s ≤
t}. Indeed, here we apply the assumption that |κ<λ| = |κ|. Similarly, we define
homeomorphisms φi : T \ {i} → T \ κ<α+1 for i < ω such that φi({(i, k) : k ∈
κ}) = {t ∈ κα+1 : s 6≤ t} and φi(κ \ {i}) = {t ∈ κα+1 : s ≤ t}.
It is easy to verify that x+CB0(T, I) 7→ x◦φi+CB0(T, I), x ∈ CB(T ), defines
an isometric automorphism on CB(T )/CB0(T, I) for each i. Note that
(2.1)
1
m
m∑
i=1
f ◦ φi(r) ≥ 1− ǫ − 2/m for r ∈ T \ κ, m < ω.
Since the selection of ǫ was arbitrary, we conclude that
1T\κ + CB0(T, I) ∈ conv(GCB(T )/CB0(T,I)(f˜)).
Finally, recalling Fact 1.1, it suffices to check that
(2.2) g ∈ conv({T (1CB(T )) : T ∈ GCB(T ), T (CB0(T, I)) = CB0(T, I)}).
By studying the behaviour of g at the limit nodes we observe that for each ǫ > 0
the tree T can be decomposed into a family of compact clopen subsets {Cγ}γ such
that maxt∈Cγ g(t)−mint∈Cγ g(t) < ǫ for each γ. The claim (2.2) is accomplished by
applying an average of continuous changes of signs similarly as in Theorem 2.1. 
3. Large banach algebras, ideals and convex-transitivity
Perhaps ’Sweeping problems under the rug’ would have served as a more intuitive
title for this section, as we wish to cover some undesirable parts of the space in an
orderly fashion. Namely, our aim is to fade dissymmetries of the space by taking
a quotient with respect to a suitable ideal. The ideal must be chosen carefully in
such a way that, on one hand, it covers the sources of dissymetry that one wishes to
get rid of, and, on the other hand, dividing out the ideal does not spoil the existing
symmetries.
3.1. Banach ideals from ideals on sets.
Theorem 3.1. Let X be a uniformly convex-transitive Banach space and let κ
be an infinite regular cardinal. Let I be an ideal on κ such that I ( P(κ) and
each subset A ⊂ κ with |A| < κ is included in I. Let us assume that I has the
following homogeneity properties: For each A,B ⊂ κ, A,B /∈ I, and ǫ > 0 there
are φi : κ→ κ, 1 ≤ i ≤ n, such that
(i) φ−1i (I) ∈ I if and only if I ∈ I for 1 ≤ i ≤ n.
(ii) 1n
∑n
i=1 1φi(B)(x) > 1− ǫ for x ∈ A.
Then the Banach space
ℓ∞(κ,X) / {(xα)α<κ ∈ ℓ
∞(κ,X) : lim
α,I
‖xα‖ = 0}
is uniformly convex-transitive.
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Let us make a few comments before the proof. Recall that ℓ∞ itself is far
from being convex-transitive in view of the characterization of its onto isome-
tries (see [16, 2.f.14]) as we discussed in the introduction. As regards the ti-
tle of this paper, we note that if X should be additionally a Banach algebra,
then ℓ∞(κ,X) becomes, with the pointwise multiplication, a Banach algebra and
{(xα)α ∈ ℓ∞(κ,X) : limα,I ‖xα‖ = 0} is its (closed, 2-sided) ideal. We note that
the technical homogeneity property on I is motivated by considerations in [19]. For
example, the condition holds if I is the ideal of sets of cardinality < κ, or, even
for n = 1, if I is the dual ideal of an ultrafilter, which does not contain any sets of
cardinality < κ (see the proof of Lemma 3.2 in [22]). If κ = ω, then the above result
contains the result appearing in [19], namely that ℓ∞(X)/c0(X) is convex-transitive
for uniformly convex-transitive X.
Proof of Theorem 3.1. Denote
NI = {(xα)α<κ ∈ ℓ
∞(κ,X) : lim
α,I
‖xα‖ = 0}.
The fact that this is closed follows by similar argument as in the case BC0(T, I).
Note that the norm on ℓ∞(κ,X) / NI is given by ‖xˆ‖ = infI∈I ‖1κ\I(α)(xα)‖ for
xˆ = (xα) +NI .
Let φ : κ→ κ be a mapping satisfying (i). We wish to verify that
(3.1) Φ: (xα)α<κ +NI 7→ (xφ(α))α<κ +NI
defines an isometric automorphism on ℓ∞(κ,X) / NI . Clearly Φ is linear. Since
φ−1(I) ∈ I for I ∈ I, we obtain that Φ is contractive, and it follows from assump-
tion (i) that Φ is really an isometry. To show that Φ is onto, we will find I, J ∈ I
such that φ|κ\I is a bijection κ \ I → κ \ J . One can deduce from (i) that
(3.2) κ \ φ(κ \ I) ∈ I if and only if I ∈ I.
By the Hausdorff maximality principle let {Cβ}β be a maximal increasing chain of
subsets of κ such that φ|Cβ is injective for each β. Then, by putting Γ =
⋃
β Cβ ,
we have that φ|Γ is injective and φ(Γ) = φ(κ). Since ∅ ∈ I, we obtain by (3.2) that
J = κ \ φ(Γ) = κ \ φ(κ) ∈ I and by (i) that I = κ \ Γ ∈ I.
Let xˆ, yˆ ∈ Sℓ∞(κ,X) / NI . We wish to check that xˆ ∈ conv({RT yˆ : RT }) ⊂
ℓ∞(κ,X) / NI , where T ranges over isometries of the form (3.1) and R ranges
in
∏
α<κ GX. Towards this, let (xα)α<κ, (yα)α<κ ∈ ℓ
∞(κ,X) be the corresponding
representatives. Fix z0 ∈ SX. Since X is uniformly convex-transitive, we obtain
that
(xα)α<κ ∈ conv({R[(‖xα‖z0)α<κ] : R}) ⊂ ℓ
∞(κ,X)
and
(‖yα‖z0)α<κ ∈ conv({S[(yα)α<κ] : S}) ⊂ ℓ
∞(κ,X)
where R and S range in
∏
α<κ GX. It is easy to see that this type of isometries on
ℓ∞(κ,X) define in a natural way also isometries on ℓ∞(κ,X) / NI .
Thus, it suffices to verify that
(‖xα‖z0)α<κ +NI ∈ conv({T [(‖yα‖z0)α<κ +NI)] : T }) ⊂ ℓ
∞(κ,X) / NI ,
where T ranges over isometries of the type (3.1). Let ǫ′ > 0. Put A = {α ∈ κ :
‖yα‖ > 1− ǫ′} and B = {α ∈ κ : ‖xα‖ > ǫ′}. Note that A,B /∈ I by the selection
of x and y.
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It follows from assumption (ii) by using isometries of the form (3.1) that there
is (cα) ∈ ℓ∞(κ) such that (cαz0) + NI ∈ conv({T [(‖yα‖z0)α<κ + NI)] : T }) ⊂
ℓ∞(κ,X) / NI , where cα ∈ [1 − ǫ′, 1] for α ∈ B. Since ǫ′ was arbitrary, we obtain
by applying suitable convex combinations with changes of signs, that
(1B(α)z0)α<κ +NI ∈ conv({T [(‖yα‖z0)α<κ +NI)] : T }) ⊂ ℓ
∞(κ,X) / NI ,
and further that
(‖xα‖z0)α<κ +NI ∈ conv({T [(‖yα‖z0)α<κ +NI)] : T }) ⊂ ℓ
∞(κ,X) / NI .

The following example is an application of the above result. Let X be the Banach
algebra of all bounded functions f : [0, 1] → R with pointwise operations and the
sup norm. Let I ⊂ X be the ideal consisting of functions, whose support has
cardinality strictly less than the continuum. Assuming CH would translate to the
statement that their support is countable or finite, but this is not essential here.
Now, Theorem 3.1 yields that X/I is uniformly convex-transitive (regardless of the
verity of CH). If one considers Y to be the Banach algebra of measurable functions
g : [0, 1]→ R instead, again with the sup norm, and J is the ideal of the functions,
whose support has Lebesgue measure 0, then Y/J = L∞ isometrically, a classical
example of a convex-transitive space ([20]).
Let us denote
ℓ∞σ (κ,X) = {{xα}α<κ ∈ ℓ
∞(κ,X) : |supp(x)| ≤ σ} ⊂ ℓ∞(κ,X),
where κ, σ are infinite cardinals, and σ ≤ κ.
Let κ and λ be cardinals of uncountable cofinality. Next, we will study the Ba-
nach algebra ℓ∞(κ+, ℓ∞(λ+)), where the algebra operation is the natural pointwise
multiplication. We denote by
I = ℓ∞κ (κ
+, ℓ∞(λ+)) + ℓ∞(κ+, ℓ∞λ (λ
+)) ⊂ ℓ∞(κ+, ℓ∞(λ+))
depending on the fixed κ, λ, and we note that this is an ideal of the Banach algebra
ℓ∞(κ+, ℓ∞(λ+)). The fact that I is closed follows from the uncountable cofinality
of κ and λ. By modifying the proof of Theorem 3.1 we obtain the following result.
Theorem 3.2. Let κ, λ and I be as above. Then the Banach algebra ℓ∞(κ+, ℓ∞(λ+))/I
is convex-transitive.

3.2. Corona type algebras. In what follows all Hilbert spaces are considered
over the complex field. Becerra and Rodriguez proved ([2, Corollary 4.6]) that the
Calkin algebra C(ℓ2) = B(ℓ2)/K(ℓ2) is convex-transitive. Next we will give a variant
of this result.
Theorem 3.3. The algebra B(ℓ2(ω1))/S(ℓ2(ω1)) is convex-transitive. The algebra
C(ℓ2(κ)) is τ-convex-transitive, where κ is any infinite cardinal and τ is the topology
of uniform convergence in separable subspaces.
Proof. The proof is a modification of the proof of [2, Theorem 4.5], which states that
BB(ℓ2) ⊂ conv(GB(ℓ2)(T )), whenever T ∈ B(ℓ
2) satisfies ‖T +K(ℓ2)‖B(ℓ2)/K(ℓ2) = 1.
We denote by {eγ}γ<κ the canonical orthonormal basis of ℓ2(κ). The case where κ
is countable is known from the above reference.
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Observation 1. Given T ∈ B(ℓ2(κ)) such that ‖T+K(ℓ2(κ))‖B(ℓ2(κ))/K(ℓ2(κ)) = 1,
and a separable subspace Y ⊂ ℓ2(κ), there is a countable subset Γ ⊂ κ such that
T (ℓ2(Γ)) ⊂ ℓ2(Γ) ⊃ Y, and ‖T |ℓ2(Γ) + K(ℓ
2(Γ))‖B(ℓ2(Γ))/K(ℓ2(Γ)) = 1. Indeed, this
can be obtained as follows. We select a countable subset Γ0 ⊂ κ such that Y ⊂
ℓ2(Γ0) and ‖T |ℓ2(Γ0)+K(ℓ
2(Γ0))‖B(ℓ2(Γ0))/K(ℓ2(Γ0)) = 1. Then we define recursively
Γn+1 to be the union of Γn and the countable support of T (ℓ
2(Γn)) for n < ω.
Then the set Γ =
⋃
n<ω Γn is as required. Clearly T |ℓ2(Γ) is positive if T is such.
Observation 2. Let P be an orthogonal projection on L2 with infinite-dimensional
range. Then for each n ∈ N there are rotations R1, R2, . . . , Rn ∈ GL2 such that
‖I−
1
n
n∑
i=1
R−1i PRi‖ ≤
1
n
.
Indeed, by rotating L2 we may assume without loss of generality that the range
of P contains that of 1[0,1/2] · I. We may select the isometries Ri in such a way
that the range of R−1i PRi contains that of 1[0,1−2−i]∪[1−2−i−1,1] · I, which yields the
claim.
Next we will indicate the required changes to the proof of [2, Theorem 4.5] in
order to verify the first part of the statement. We fix T˜ ∈ B(ℓ2(ω1))/S(ℓ2(ω1)) with
‖T˜‖ = 1. By using the regularity of ω1 we may select a representative T ∈ B(ℓ2(ω1))
having the same norm. We treat only the case where T is positive.
We apply recursion of length ω1 to construct a partitioning of ω1 into countable
subsets Γα, α < ω1, such that
‖PαT |ℓ2(Γα) +K(ℓ
2(Γα))‖B(ℓ2(Γα))/K(ℓ2(Γα)) = 1 for α < ω1.
Here Pα is the orthogonal projection onto ℓ
2(Γα). Indeed, this can be obtained
by applying Observation 1. and the fact that the countable segments of ω1 are
negligible in calculating the quotient norm ‖ · ‖B(ℓ2(ω1))/S(ℓ2(ω1)).
Let us consider self-adjoint idempotents πα ∈ B(ℓ2(Γα)), more precisely, orthog-
onal projections to infinite-dimensional subspaces provided by the spectral theorem,
similarly as in the proof of [2, Theorem 4.5], such that ‖πα−παPαT |ℓ2(Γα)‖B(ℓ2(Γα)) <
ǫ for α < ω1. Denote by π
⊥
α the coprojection of πα. By considering the averages of
PαT and (I− 2π⊥α )PαT we observe that
πα ∈
{
1
2
(PαT |ℓ2(Γα) +RPαT |ℓ2(Γα)) : R ∈ GB(ℓ2(Γα))
}
.
By Observation 2. we have that∏
α<ω1
Iℓ2(Γα) ∈ conv({ {R
(1)
α PαTR
(2)
α }α : {R
(1)
α }α, {R
(2)
α }α ∈
∏
α
GB(ℓ2(Γα))}.
By using the Russo-Dye Theorem we obtain that BB(ℓ2(ω1)) = conv(Gℓ2(ω1)). Thus
BB(ℓ2(ω1)) = conv(GB(ℓ2(ω1))(T )).
It is clear that all the isometries of B(ℓ2(ω1)) applied above are realized as mul-
tiplications x 7→ axb. Thus these isometries preserve the multiplicative structure
of the space. This yields that all 2-sided ideals are preserved by these isometries.
In particular, this holds for the ideal S(ℓ2(ω1), and thus the isometries consid-
ered induce isometries on B(ℓ2(ω1))/S(ℓ2(ω1)). This justifies the first part of the
statement.
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To verify the second part of the statement, fix T, T1, U1, . . . Un ∈ B(ℓ2(κ)) with
‖T1‖B(ℓ2(κ)) ≤ ‖T + K(ℓ
2(κ))‖B(ℓ2(κ))/K(ℓ2(κ)) = 1, a separable subspace Y ⊂ ℓ
2(κ)
and ǫ > 0 such that ‖T1|Y − U1|Y‖B(Y,ℓ2(κ)), . . . , ‖T1|Y − Un|Y‖B(Y,ℓ2(κ)) < ǫ. We
have just fixed a τ -open neighbourhood of T1, see (3.3).
By using the argument of Observation 1. we get that there is a countable subset
Γ ⊂ κ such that
(i) Y ⊂ ℓ2(Γ).
(ii) T (ℓ2(Γ)), T1(ℓ
2(Γ)), U1(ℓ
2(Γ)), . . . , Un(ℓ
2(Γ)) ⊂ ℓ2(Γ).
(iii) ‖T |ℓ2(Γ) +K(ℓ
2(Γ))‖B(ℓ2(Γ))/K(ℓ2(Γ)) = 1.
Note that our considerations reduce to the space ℓ2(Γ) by applying the average
of the isometries I and 1ℓ2(Γ) · I − 1ℓ2(κ\Γ) · I. Note that multiplication with these
isometries gives isometries on B(ℓ2(κ)) and also preserve the ideal K(ℓ2(κ)).
Now we may apply [2, Theorem 4.5], which yields that
T1|ℓ2(Γ) ∈ conv(GB(ℓ2(Γ))(T |ℓ2(Γ))) ⊂ B(ℓ
2(Γ)).
This means that the set of mappings conv(GB(ℓ2(Γ))(T |B(ℓ2(Γ)))), embedded in B(ℓ
2(κ))
in a natural way, intersects the τ -open neighbourhood
(3.3) {U ∈ B(ℓ2(κ)) : ‖U |Y − U1|Y‖B(Y,ℓ2(κ)), . . . , ‖U |Y − Un|Y‖B(Y,ℓ2(κ)) < ǫ}
of T1. Since T1 and the neighbourhood were arbitrary, we have that
BB(ℓ2(κ)) = conv
τ (GB(ℓ2(κ))(T )).
The ideal K(ℓ2(κ)) is invariant under the rotations applied, as mentioned in the
proof of [2, Corollary 4.6] and thus we have the claim. 
Next we will study the Banach algebra B(L∞), where the composition of maps
is the algebra operation.
We denote by I a (non-unital) left ideal of B(L∞) consisting of elements T such
that limt→1 ‖T ◦ 1[t,1] · I‖ = 0. Let M be the Stone space of Bor([0, 1])/Ker(m) and
we regard C(M) = L∞ isometrically. Recall that C(K)∗ = M(K) for any compact
K by the Riesz theorem. Let us considerM =
∧
t<1 ¬[0, t] ⊂M under natural iden-
tifications. This set consists of continuum many ultrafilters on Bor([0, 1])/Ker(m).
We define a subalgebra A ⊂ B(L∞) by
A = B(L∞) ∩ I⊥⊥ ⊂ B(L∞)∗∗.
It is easy to see that A contains the space B∗(L∞) of the dual (i.e. ω∗-ω∗-
continuous) operators, e.g. IL∞ . An essential point here is that A does not contain
any operators T ∈ B(L∞), T 6= 0, such that T ◦ 1[0,t] · I = 0 for all t < 1.
Simple examples of such operators T on C(M) are the finite-rank operators f 7→∑
i x
∗
i (f)yi, where yi ∈ C(M) and x
∗
i are the point evaluations δki for points ki
in the compact set M . In fact, for all T ∈ B(L∞) and all x∗ ∈ C(M)∗ it holds
that x∗ ◦ T ∈ M(M) is supported outside of M (see Proposition 3.6). We denote
I∗ = I ∩ B∗(L∞).
Observe that fixing a positive functional f ∈ Sc⊥
0
⊂ (ℓ∞)∗ and writing
F (T ) = f({E(T (1[n,n+1]) | 1[n,n+1])}n∈N), T ∈ B(L
∞)
defines a SOT-continuous functional in SB(L∞)∗ such that F (I) = {0} and F (I) = 1.
Theorem 3.4. The algebras A/I and B∗(L
∞)/I∗ are SOT-convex-transitive.
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We will apply inverse systems of suitable approximations in the proof, which
closely resembles a rather usual application of Markov chain discretization in Er-
godic theory. Also, one recognizes a martingale condition in the formula (3.4). On
the other hand, the philosophy of the construction is very similar to the one dis-
cussed in connection with the continuous functions on the Cantor set in Section
2.1.
Proof of Theorem 3.4. The proofs for the claims are similar, except that the case
of B∗(L∞)/I∗ is a bit easier, so we will restrict our attention to the algebra A/I.
We will work with finite decompositions coming from Bor([0, 1])/Ker(m), writ-
ten ρ, or so, and the square ρ × ρ is denoted by ρ˜. Let Λ be the lattice of all
such decompositions ρ˜. It has the operation ρ˜1 ∨ ρ˜2 of taking the unique common
refinement of the decompositions, and ρ˜1 ∧ ρ˜2 is the finest decomposition such that
both ρ˜1 and ρ˜2 refine it. This lattice is bounded below by the element [0, 1]
2.
For all T ∈ B(L∞), x ∈ L∞ we define an inverse system {Mρ˜}ρ˜∈Λ of square
matrices of reals, essentially of mappings {1, . . . , n}2 → R under suitable identifi-
cations, but it is more convenient write them asMρ˜ =Mρ˜(T )[x]. These are defined
as follows: given ρ˜ ∈ Λ we put Mρ˜ = [cA,B](A,B)∈ρ˜, where
cA,B(T, x) = E(T (E(x | B)1B) | A), x, 1B ∈ L
∞.
The corresponding finite-rank approximation of T and x are
Tρ˜[x] =
∑
A∈ρ
(
∑
B∈ρ
cA,B(T, x))1A, Aρ(x) =
∑
B∈ρ
E(x | B)1B,
and it is easy to verify that Tρ˜(x) = AρTAρ(x). Clearly Aρ is a contractive projec-
tion.
The binding maps are given as follows: if ρ˜1 ≤ ρ˜2 then φ
ρ˜2
ρ˜1
: Mρ˜2 7→Mρ˜1 is given
by
[φρ˜2ρ˜1(Mρ˜2)](A,B)∈ρ˜1(T )[x] = [ E(Tρ˜2(E(x | B)1B) | A) ](A,B)∈ρ˜1 .
Observe that the corresponding operators then satisfy
(3.4) 1A · Tρ˜2 [1Bx] = 1A · Tρ˜1 [1Bx], for (A,B) ∈ ρ˜1.
Since the simple functions are dense in L∞, we observe that the net (Aρ(x))ρ
converges to x in the norm. Similarly, the net (Aρ(Tx))ρ converges to T (x). Given
x ∈ L∞ and ρ˜1, we obtain according to the compatibility condition (3.4) that
Aρ1(T −Tρ˜2)Aρ1x = Aρ1(T −Aρ2T )Aρ1x for any ρ˜1 ≤ ρ˜2. Now, we we deduce from
the convergence of the above nets that limρ˜2 ‖Aρ1(T − Tρ˜2)x‖ = 0 for any x and
ρ1. By using the fact that the simple functions are dense in L
∞ we conclude that
(3.5) SOT− lim
ρ˜
Tρ˜ = T.
We claim that for each T ∈ A it holds that limt→1 ‖T ◦ 1[s,t] · I‖ = ‖T ◦ 1[s,1] · I‖
for 0 < s < 1. Indeed, assume to the contrary that
(3.6) lim
t→1
‖T ◦ 1[s,t] · I‖ = ‖T ◦ 1[s,1] · I‖ − δ
for a given s and δ > 0. Let f ∈ SL∞ be such that ‖T ◦ 1[s,1] · I(f)‖ > ‖T ◦ 1[s,1] ·
I‖ − δ/2. Then fix F ∈ SA∗ such that F (T ◦ 1[s,1] · I(f)) > ‖T ◦ 1[s,1] · I(f)‖ − δ/2.
Thus F (T ◦1[s,1] · I(f)) > ‖T ◦1[s,1] · I‖−δ. Recall that F ◦T is supported outside of
M , see Proposition 3.6. Since t 7→ F ◦ T (1[s,t] · f) is not continuous at 1 according
to (3.6), we have a contradiction.
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Fix T̂ , Ŝ ∈ SA/I , and we will pick their representatives T, S ∈ B(L
∞), respec-
tively. To verify the SOT-convex-transitivity, our strategy is to apply rotations R
on B(L∞) fixing the subspace I as a subset (and thus also A = B(L∞)∩I⊥⊥) such
that T ∈ convSOT(RS : R). We may assume without loss of generality, possibly
by applying approximation later, that ‖T ‖ = ‖S‖ = 1. Actually, according to (3.5)
we are only required to show that Tρ˜ ∈ conv
SOT(RS : R) for each ρ˜ ∈ Λ.
We claim that for each ǫ > 0 there exists a sequence (Ai) of successive open
intervals Ai ⊂ [0, 1] such that ‖S ◦ 1Ai · I‖ > 1 − ǫ. Indeed, the function t 7→
‖S ◦ 1[0,t] · I‖ has the value 1 at t = 1, where the function is continuous. Therefore
we may pick s1 < 1 such that ‖S ◦ 1[0,s1] · I‖ > 1 − ǫ. Put A1 = (0, s1). It
follows from the definition of the ‖ · ‖A/I norm that ‖S ◦ 1[s1,1] · I‖ = 1. We
apply the above continuity observation again to obtain a real s2 ∈ (s1, 1) such that
‖S ◦ 1[s1,s2] · I‖ > 1− ǫ. Then we put A2 = (s1, s2). We proceed recursively in this
fashion to get the required sequence of intervals Ai+1 = (si, si+1).
Since the sets Ai are disjoint, we have ‖S ◦ 1Ai · I‖ ≥ 1− ǫ for all i. For each i let
Bi =
∨
y
[{t ∈ [0, 1] : |y(t)| ≥ 1− ǫ}] (mod Ker(m))
where y ranges in elements of L∞ having the form y = S(1Aix), x ∈ L
∞. Observe
that
(3.7) ‖1Bj · S ◦ 1Ai · I‖ ≤ ǫ for i 6= j.
Fix a decomposition ρ˜ ∈ Λ. Let us enumerate ρ in the following way: ρ ∋ Ci ⊂
[0, 1], 1 ≤ i ≤ k, such that ess sup Ci = 1 and ρ ∋ Ci ⊂ [0, 1], k + 1 ≤ i ≤ m,
such that ess sup Ci < 1. We rotate B(L∞) by permuting the measure algebra
Bor([0, 1])/Ker(m) in such a way that we may identify Ck+1 = A1, . . . , Cm =
Am−k and Ci =
∨
n∈NAi+nm−k for 1 ≤ i ≤ m. Here the careful selection of the
correspondences is required to maintain A and I. On the other hand, since these
are only left ideals, such restrictions do not apply on mapping the sets Bi. We
collect and enumerate the sets Bi according to the same rule by which we treated
the sets Ai such that (3.7) holds.
By applying obvious rotations R induced by L∞ = ℓ∞(L∞), which is a uniformly
convex-transitive space, we obtain that there is S0 ∈ conv({RS : R}) such that
1(2i−1,2i)(t)S01(2j−1,2j)x = δi,j a.e. Indeed, the set [0, 1] \
∨
Bi can be neglected by
applying an averaging sliding hump argument with similar idea as in (2.1) (or in
the argument of [19, Thm. 3.4] involving sets ∆n) and ǫ in (3.7) can be taken to 0,
since we take the closure.
By applying the above sets we aim to find S1 ∈ conv(GA/I(S0)) such that
‖Aρ(T − S1)Aρ‖ < ǫ. We claim that {Gρ˜ : G ∈ conv(GA/I(S0))} contains all
norm-1 finite-rank operators of the form
(3.8) f 7→
∑
i
E(f | Ci)1Ei ,
where the sets Ei are disjoint and formed by taking unions of sets Ci. We do not
assume that
∨
i Ei = [0, 1]. Indeed, this is obtained by applying obvious rotations
on L∞ and by applying the abovementioned averaging sliding hump argument.
Let Mρ˜∈ Rn×n be the matrix corresponding to Tρ˜. The absolute values of
reals on each row sum up to 1 at most. This matrix can be thought of as a
linear operator on the finite-dimensional space of simple functions determined by
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the partition ρ. We must show that Mρ˜ can be approximated by taking averages
of matrix representations of operators of the form (3.8). In doing this, we may
assume without loss of generality that each entry of Mρ˜ is of the form ±k/n with
k ∈ {0, 1, . . . , n}, since n can be taken to be large.
We form a ’3-dimensional matrix’ N : {1, . . . , n}3 → R as follows: For each i we
put N(i, 1,m) = 1 for m ≤ |ki,1| and N(i, 1,m) = 0 for m > |ki,1| where ki,1/n =
Mρ˜(i, 1). In general, we define N(i, j,m) = 1 for
∑j−1
l=1 |ki,l| < m ≤
∑j
l=1 |ki,l| and
0 for other values of m. Then the approximation for Tρ˜ is obtained as the average
x 7→
1
n
n∑
m=1
∑
i,j
N(i, j,m)E(x |Cj)1Ci , x ∈ L
∞
of operators, which can be realized in the form (3.8).
We conclude that T ∈ convSOT(RS : R). Since the rotations R applied preserve
I and A, this means that A/I is SOT-convex-transitive. 
We do not know if the Calkin algebra C(L∞) = B(L∞)/K(L∞) is (SOT-)convex-
transitive. We note that the above ideals A and I are in fact u-ideals, as the
following result shows.
Theorem 3.5. Let X be a unital Banach algebra with a sequence of idempotents
πi, i ∈ N, such that ‖πi‖ = ‖1X − 2πi‖ = 1 for i and πiπj = πjπi = πj for j > i.
Consider the left ideal
I = {x ∈ X : lim
i→∞
‖xπi‖ = 0} ⊂ X.
Then I is a u-ideal.
Proof. We will define an isometric reflection projection P : X∗ → I⊥. Then (I −
P )∗ : X∗∗ → I⊥⊥ is such as well and we have the claim.
Let U be a non-principal ultrafilter on N. For all x∗ ∈ X∗ and x ∈ X we define
P (x∗)[x] = limi,U x
∗(xπi). Clearly P is a bounded linear operator. Observe that
P (x∗)[xπn] = lim
i,U
x∗(xπnπi) = lim
i,U
x∗(xπi) = P (x
∗)[x],
for x ∈ X. Thus P 2(x∗)[x] = limn,U P (x∗)(xπn) = P (x∗)[x], so that P is a projec-
tion.
Note that
|(I− 2P )(x∗)[x]| = | lim
i,U
x∗(x) − x∗(x2πi)| = lim
i,U
|x∗(x(1X − 2πi))| ≤ ‖x
∗‖ ‖x‖,
so that ‖I− 2P‖ ≤ 1. The last condition characterizes isometric reflection projec-
tions among projections P .
Let us verify that I⊥ is the image of P . Note that x(1X − πi) ∈ I for all x ∈ X.
Thus x∗ ∈ I⊥ implies that x∗(x(1X − πi)) = 0 holds for all x ∈ X and i ∈ N. This
yields x∗ = P (x∗), so that I⊥ ⊂ Im(P ).
To check the converse inclusion, pick x∗ ∈ X∗\I⊥. Then there is y ∈ I such that
x∗(y) = δ > 0. However, P (x∗)[y] = limn,U x
∗(yπn) = 0 and hence x
∗ 6= P (x∗).
Thus Im(P ) ⊂ I⊥. 
Proposition 3.6. The left ideal A = B(L∞)∩I⊥⊥ ⊂ B(L∞) appearing in Theorem
3.4 satisfies that for all T ∈ A and all x∗ ∈ C(M)∗ it holds that x∗ ◦ T ∈ M(M) is
supported outside of M .
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Proof. We will apply the proof of the previous theorem. Let P : B(L∞)∗ → I⊥,
P (x∗)[T ] = limn,U x
∗[T ◦ 1[1−2−n,1] · I]. Suppose that x
∗
0 ∈ (L
∞)∗ and T0 ∈ A.
If µ = x∗0 ◦ T0 ∈ C(M)
∗ = M(M) has a strictly positive variation on M then we
may select a Borel set A ⊂ M such that µ(A) = δ 6= 0. Define F ∈ B(C(M))∗ by
setting F (T ) = νT (A) where νT ∈ M(M) is given by νT = x∗0 ◦T ∈ M(M). Observe
that P (F ) = F , so that F ∈ I⊥. Now, F (T0) = δ. Thus T0 /∈ I⊥⊥. 
3.3. Cabello’s transitive abstract M-space. Recall that the non-trivial ultra-
product of countably many almost transitive spaces is transitive, see e.g. [3] for
discussion. In [4] Cabello studied a particular case of this, namely, an abstract
M-space, which is defined as follows: Putting
Y =
∞⊕
i=1
Li (direct sums in ℓ∞ − sense)
and NU = {(yi) ∈ Y : limi,U ‖yi‖ = 0}, where U is a non-principal ultrafilter on N,
yields a transitive quotient space M = Y/NU .
The space M can be endowed with the Banach lattice structure by defining
x ∨ y = [{max(xi, yi)}i∈N] and x ∧ y = [{min(xi, yi)}i∈N] for x, y ∈ M where
the maximum and the minimum are taken pointwise almost everywhere in Li for
i ∈ N. Let us write |x|M = x∨−x for x ∈M. In fact this construction produces an
abstract M-space as observed in [4] and this was later exploited in [6] in constructing
almost transitive spaces of the type C(K,X). By substituting the spaces Li with L∞
we obtain an ultrapower of L∞ and we will denote it by (L∞)U . Let J : (L∞)U →M
be the canonical identification [(xi)](L∞)U 7→ [(xi)]M, which is non-expansive but
not injective or onto.
Next we will make a digression and considerM as a special Banach module. We
define · to be a bilinear operation (L∞)U ×M→M such that
(a) (M, ·) is a unital commutative Banach (L∞)U -bimodule.
(b) (ab) · 1M = a · J(b) for a, b ∈ (L∞)U .
(c) ‖a · x‖ ≤ ‖a‖ ‖x‖ for a ∈ (L∞)U , x ∈M.
(d) |a · x|M = |a|(L∞)U · |x|M for a ∈ (L
∞)U , x ∈M.
(e) |a · x|M = 0 if and only if |J(a)|M ∧ |x|M = 0 for a ∈ (L∞)U , x ∈M.
Indeed, given representatives (ai) ∈ ℓ∞(L∞) and (xi) ∈
⊕
Li of a ∈ (L∞)U and
x ∈ M, respectively, we define a · x as [(aixi)] ∈ M, and it is straight-forward to
check that the operation · is well defined. On the other hand, this type of operation
ab 7→ [(aibi)] applied on (L∞)U makes it a unital commutative Banach algebra.
The conditions (a)-(d) are easily verified, and next we will check (e). Indeed,
fix representatives (ai) ∈ ℓ∞(L∞) and (xi) ∈
⊕
Li of a ∈ (L∞)U and x ∈ M,
respectively. Note that |a · x|M = 0 if and only if limi,U ‖ |aixi| ‖Li = 0 and then
limi,U ‖(|ai|∧|xi|)2‖Li = 0, which implies limi,U ‖ |ai|∧|xi| ‖Li = 0. In the opposite
direction, we may assume that the representatives are chosen in such a way that
|ai| ∧ |xi| = 0 for i, in which case it is clear that a · x = 0.
Define a space M(X) by using Bochner spaces Li(X) in place of Li in the con-
struction of M. Thus, this is a natural ’vector-valued version’ of M.
Theorem 3.7. If X is almost transitive, then M(X) is transitive. If X is uni-
formly convex-transitive, then M(X) and XU are uniformly convex-transitive. In
particular, (L∞)U is uniformly convex-transitive.
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Proof. The argument follows the considerations in [13], [4] and [19]. Namely, the
Bochner spaces Lp(Lr) are almost transitive for p, r < ∞ (see e.g. [13]), and it is
well known that the ultraproduct of such spaces is transitive (see e.g. [4]).
On the other hand, one can easily check that in the space
Y =
⊕
n∈N
Ln(X), (summation in ℓ∞−sense),
given two elements x = (xn)n∈N and y = (yn)n∈N such that ‖xn‖Ln(X) = ‖yn‖Ln(X)
for n ∈ N, we have x ∈ conv(R(y) : R) with rotations R = ΠRn, where Rn ∈
GLn(X). Here we apply the fact that the spaces L
n(X) are ’equi-convex-transitive’,
that is, they have a common finite upper bound Cǫ for constants of uniform convex-
transitivity depending on ǫ.
Actually, this follows from the fact that the spaces Lp(X), p < ∞, have the
same constant K(ǫ) as X itself. Indeed, the convex-transitivity of Lp(X) can be
established by applying an approximation with an outer rotation of Lp and convex
combinations of inner rotations of X via simple functions, exploiting similar ideas as
in [13] and [19]. Since the simple functions are dense, and we applied approximation
with one outer rotation, their use will not affect the value of K(ǫ).
The argument is completed by picking suitable representatives for xˆ, yˆ ∈ SM(X),
as above. The existence of such representatives follows by inspecting the properties
of the ultralimit, since limn,U ‖xn‖ = limn,U ‖yn‖ = 1. Then we apply the above
approximation of x. The rotations R used above fix NU , so that we have the claim.
The statement regarding XU follows by similar reasoning. 
The above argument yields that if (Yn) is a sequence of Banach spaces that is
equi-convex-transitive in the above sense, then the corresponding ultraproduct is
uniformly convex-transitive as well.
4. Final remarks
We do not know what is the relationship (if any) between the following two
conditions of a Banach space X:
(i) (X, ‖ · ‖) has a maximal norm ([24]), that is, for any equivalent norm ||| · |||
on X the condition G(X,‖·‖) ⊂ G(X,|||·|||) implies that G(X,‖·‖) = G(X,|||·|||).
(ii) G(X,‖·‖) does not admit any non-trivial invariant subspace.
4.1. Convex-transitivity of tensor products. Recall that the projective tensor
norm || · ||π on X
⊗
Y is defined as follows:
||u||π = inf
{∑
i
||xi||X||yi||Y : u =
∑
i
xi ⊗ yi
}
.
Then X
⊗̂
πY is the completion of the space X
⊗
Y in the || · ||π norm.
It is a natural question to ask whether convex-transitivity is preserved in taking
tensor products and this problem implicitly appeared in [19].
Lemma 4.1. Let x ∈ SX and y ∈ SY be big points. Then x ⊗ y is a big point in
X
⊗̂
πY.
Proof. By density considerations it suffices to check that elements of the form u =∑
i xi⊗yi are contained in conv(GX
⊗̂
piY
(x⊗y)), where ||yi|| = 1 for i and
∑
i ||xi|| =
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1. Moreover, since the set conv(G
X
⊗̂
piY
(x ⊕ y)) is invariant under taking convex
combinations, it suffices to check that {v ⊗ w : (v, w) ∈ SX × SY} is contained
in conv(G
X
⊗̂
piY
(x ⊗ y)). By using the fact that y is a big point, we get that
x ⊗ w ∈ conv({(IX ⊗ T )(x ⊗ y) : T ∈ GY}). Similarly, we get that v ⊗ w ∈
conv({(T ⊗ IY)(x ⊗ y) : T ∈ GX}), which gives the claim. 
For convenience we will label a property of normed spaces. We say that X is
L-like if the following condition is satisfied: For each ǫ > 0, and x1, x2, . . . , xn ∈ X
there are z1, z2, . . . , zk ∈ X and L1-projections P1, P2, . . . , Pk such that
dist(xm, span(zi : 1 ≤ i ≤ k)) < ǫ,
and Pizi − zi = Pizj = 0 for 1 ≤ i ≤ k, i 6= j. Recall the well-known fact that L
1
projections commute.
An example of an L-like almost transitive space, apart from L1, is its non-
complete subspace of functions f satisfying limt→1 f(t) = 0.
Theorem 4.2. Let X and Y be convex-transitive normed spaces, and suppose that
X is additionally L-like. Then X
⊗̂
πY is convex transitive.
Proof. First we will verify that for each L1-projection P on X and rotation T on
Y we have that operators of the form R = (IX − P ) ⊗ IY + P ⊗ T are rotations
on X
⊗̂
πY. Clearly this mapping defines a linear bijection on X
⊗
Y, and it is
required to check that it is an isometry. In fact, by symmetry it suffices to prove
that R is contractive. Towards this, given ǫ > 0, fix
∑n
i=1 xi ⊗ yi ∈ X
⊗
Y such
that
∑n
i=1 ‖xi‖ ‖yi‖ ≤ ‖
∑n
i=1 xi ⊗ yi‖+ ǫ. Then∥∥∥∥∥R
(
n∑
i=1
xi ⊗ yi
)∥∥∥∥∥ ≤
∥∥∥∥∥(IX − P )⊗ IY)
(
n∑
i=1
xi ⊗ yi
)∥∥∥∥∥+
∥∥∥∥∥(P ⊗ T )
(
n∑
i=1
xi ⊗ yi
)∥∥∥∥∥
≤
n∑
i=1
‖(I− P )xi‖ ‖yi‖+
n∑
i=1
‖Pxi‖ ‖yi‖ =
n∑
i=1
‖xi‖ ‖yi‖.
Thus we have the claim.
Next, we wish to check that given any norm-1 element v ∈ X
⊗̂
πY it holds that
x ⊗ y ∈ conv(G
X
⊗̂
piY
(v)). By using multiple times the triangle inequality and the
L-likeness condition this task reduces to checking the following statement (while
retaining the notations of L-likeness formulation). Namely, that the closed convex
hull of any vector v0 =
∑
m
∑
i ai,mzi ⊗ ym of norm-1 rotated with rotations type
R is the whole unit ball. Here we may assume that
∑
i
‖zi‖
∥∥∥∥∥∑
m
ai,mym
∥∥∥∥∥+ ǫ ≤
∥∥∥∥∥∑
m
∑
i
ai,mzi ⊗ ym
∥∥∥∥∥ for i.
By tensor calculus rules we may normalize the previous presentation in such a
way that ‖zi‖ = 1 for i. By the convex transitivity of Y we get ‖
∑
m ai,mym‖y ∈
conv(GY(
∑
m ai,mym)) for each i and y ∈ SY. Fix y ∈ SY and for each i let
T1,i, T2,i . . . , TN,i ∈ GY be rotations such that∥∥∥∥∥
∥∥∥∥∥∑
m
ai,mym
∥∥∥∥∥ y − 1N
N∑
l=1
Tl,i
(∑
m
ai,mym
)∥∥∥∥∥ ≤ ǫ.
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Then it can be seen that
S = N−1
N∑
l=1
((IX −
∑
i
Pi)⊗ IY + P1 ⊗ Tl,1 + P2 ⊗ Tl,2 + . . .+ Pk ⊗ Tl,k)
is an average of N many rotatations, which are obtained by composing k many
rotations of type R. Moreover,∥∥∥∥∥∑
i
zi ⊗
(∥∥∥∥∥∑
m
ai,mym
∥∥∥∥∥ y
)
− Sv0
∥∥∥∥∥ ≤ ǫ.
Write z =
∑
i ‖
∑
m ai,mym‖zi. Note that z ⊗ y ∈ conv(GX
⊗̂
piY
(v0)). Since ‖z‖ ≥
1− ǫ we obtain by using Lemma 4.1 that X
⊗̂
πY is convex-transitive. 
4.2. Some ’known’ symmetric spaces. Consider hp(B) spaces of harmonic func-
tions, where B is the open unit ball of Rn. For 1 < p <∞ there exists by applying
the Poisson kernel an isometric isomorphism from hp(B) onto Lp(S), where S is the
unit sphere, see [21]. Similarly, for open half-space Rn+ and 1 < p < ∞ the space
hp(Rn+) is isometric to L
p(Rn−1). Thus in both cases the harmonic Hardy space is
almost transitive, being isometric to Lp. We do not know if some other common
function theory motivated function spaces (ibid. reference) are convex-transitive.
Let X be the space of absolutely continuous functions f : [0, 1]→ R with bounded
variation and vanishing at the boundary {0, 1}. Then X endowed with the total
variation norm is almost transitive. Indeed, X is isometric to the 1-codimensional
subspace of L1 of all the functions with average 0. It was pointed out in [22] that
this subspace is in turn almost transitive, even though it is neither isometric to L1,
nor contractively complemented in it.
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