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ABSTRACT
RAS subfamily proteins regulates cell growth and differentiation by cycling between active (GTP-
bound) and inactive (GDP-bound) states. Mutations intervening normal Ras functioning are associated
with several human cancers and developmental disorders. The three RAS isoforms in human HRAS,
KRAS, and NRAS are the most common oncogene found in human cancers. Despite considerable ex-
perimental and computational efforts, it has remained difficult to achieve a therapeutic grip on RAS
proteins mainly due to the incomplete understanding of the intermediate structures in RAS GDP-GTP
transitions. Identifying the distinct features of intermediate states in RAS signaling processes is thus
highly desirable for the design of small molecule inhibitors. The primary focus of this work was to
develop a generic coarse-grained model of proteins, use it to study conformational transitions in RAS
proteins with the goal to identify the critical structural features controlling the intrinsic conformational
transitions, and complement the results using all-atom simulations. Knowledge of such critical features
is bound to provide invaluable understanding of the ways in which these processes would be catalyzed
by regulatory proteins. Thus, the present work also lays the foundation for future works involving
coarse-grained modeling of RAS conformational switch mechanisms in the presence of regulatory pro-
teins.
In the first part of the thesis, we developed a coarse-grained model that successfully folded nineteen
different proteins into their native states (containing β -sheet, α-helix, and mixed α/β ) starting from
completely random configurations. The model is sensitive to small changes in protein sequence, and
more importantly, the results obtained from the coarse-grained model were shown to complement very
well with results from all-atom molecular dynamics. Using coarse-grained simulations in combination
with all-atom simulations (total of 3.02µs) of HRAS, we identified the structural features that regulate
the intrinsic nucleotide (GDP) exchange reaction. Our results suggests that dissociation of GDP/Mg
from the nucleotide binding pocket is initiated by a loss of interaction between GDP and the base
binding region of RAS. Further, we provide the first simulation study showing displacement of GDP/Mg
xxviii
away from the nucleotide pocket in both mutant and wild-type RAS. Both SwitchI and SwitchII, the
known critical elements in RAS signaling, delay the escape of displaced GDP/Mg in the absence of
guanine nucleotide exchange factors (GEFs). A model for the mechanism of GEF in accelerating the
exchange process is presented. We also provided a comprehensive comparison of the dynamics of all the
three RAS isoforms using extensive molecular dynamics simulations in both the GDP- (total of 3.06µs)
and GTP-bound (total of 2.4µs) states. We identified a new pocket on RAS structure, which opens
transiently during MD simulations, and can be targeted to regulate the nucleotide exchange reaction
or possibly interfere with membrane localization. Furthermore, we have identified a new cluster of
wild-type GTP-bound structures that potentially represents an intermediate conformation in the GTP
hydrolysis process.
1CHAPTER 1. INTRODUCTION
1.1 Review of Literature
RAS proteins, product of RAS proto-oncogenes [1], belong to the RAS superfamily of small GT-
Pases that can bind and hydrolyze GTP [2]. These proteins act as molecular switches during sig-
nal transduction and control the cellular process associated with growth, differentiation, and survival
[2, 3]. Hyperactive RAS signaling is associated with several human cancers and developmental disor-
ders [4, 5]. The three RAS isoforms in human: HRAS, KRAS (K-Ras4A and K-Ras4B), and NRAS
are the most common oncogenes found in human cancer.
RAS proteins act as molecular switches by cycling between GDP- and GTP-bound forms. These
proteins undergo conformational changes depending on the type of nucleotide bound (GDP or GTP)
which defines the active (GTP-bound) and inactive (GDP-bound) state of the protein [6]. In its active
state, RAS proteins interact with several downstream effector molecules controlling different cellular
pathways (Figure 1.1)[2, 3]. RAS proteins are activated by the exchange of GDP by GTP (present at
higher concentration in the cell), and the inactive state is regenerated by the hydrolysis of GTP to GDP.
The intrinsic low rate of interconversion between the two states is enhanced by interactions with two
regulatory proteins. While guanine nucleotide exchange factors (GEFs) catalyze the exchange of GDP
to GTP [7], the hydrolysis of GTP to GDP is accelerated by a GTPase activating protein (GAP) [8, 9].
1.1.1 Structure of RAS proteins
RAS proteins are small monomeric proteins (≈20-25 kD) the structure of which can be divided into
two domains: the G-domain (≈170 residues), which forms the bulk of the protein and is the catalytic
unit, and the hyper-variable region (HVR), consisting of a linker domain and a C-terminal part that un-
dergoes lipid modification, which targets these proteins to specific compartments of plasma membranes
2Figure 1.1: Major RAS effector proteins and their associated biological response. Active RAS (RAS-
GTP) interacts with multitude of downstream effector proteins and regulate different cellular processes
(shown in green box). Image taken from [1].
[10]. The catalytic domain, which is common among different members of the superfamily, is an α/β
fold composed of 5 α-helices, 6 β -strands, and 10 loops (Figure 1.2A)[6]. The catalytic domain can be
divided into two lobes; lobe 1 (residues 1-86) and lobe 2 (residues 86-170) (Figure 1.2A) [11]. Lobe
1 spans the N-terminal part of the protein, and can be termed as the effector lobe as it consists of the
structural elements that interact with effector proteins. Lobe 2, on the other hand, forms interactions
with the membrane and has been termed as the allosteric lobe [12]. The three isoforms have a highly
homologous sequence (with over 90% sequence identity) with 100% conserved effector lobe, and small
changes in the sequence present in the allosteric lobe.
The surface loop regions (loops L1, L2, L4, L8, and L10), consist of five conserved sequence motifs,
and form the nucleotide pocket where these proteins bind with guanine nucleotides. Structural compar-
ison of the active and inactive forms identified two functional regions (known as SwitchI (residues 25 to
40; loop L2) and SwitchII (residues 59 to 75; L4 and α2); Figure 1.2B), which undergo nucleotide de-
pendent conformational change during switch mechanism [6]. Except for the γ-phosphate, GDP/GTP
share same set of interactions with RAS. The P-loop (phosphate binding loop (L1); residues 10-17),
GXXXXGKS/T motif, together with the bound conserved magnesium ion (Mg) stabilizes the negative
charge of the phosphate groups of the nucleotide. Mg is also coordinated by the sidechain of Ser17
and Asp57 (water-mediated) in the inactive state. In the case of GTP-bound form, Mg forms additional
3Figure 1.2: Structural regions in RAS protein. A. N-terminal effector lobe (cyan) and C-terminal al-
losteric (pinks) lobes in HRAS (PDB id: 4Q21). B. HRAS-GDP (PDB id: 4Q21) and HRAS-GTP
(PDB id: 5P21) structures superimposed. Nucleotide dependent structural transition in RAS involve
changes in surface regions referred to as SwitchI (residues 25-40; L2; in blue) and SwitchII (residues
59-75; L4 and α2; in red) that are present in the effector lobe 1.
interactions with Thr35 (SwitchI) and γ-phosphate. SwitchII-L4 only interacts with the γ-phosphate.
Loops L8 (residues 118-125) and L10 (145-150), N/TKXD and SAK motif, interacts with the guanine
base.
1.1.2 Conformational transition in RAS: Switch mechanism
RAS proteins have been a subject of intense scrutiny, both experimentally and computationally,
mainly due to their involvement in human cancers. The dynamic nature of the two switch regions and
their participation in regulation of inactive/active state transitions has been long established [6, 13, 14,
15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26]. Both SwitchI and SwitchII forms the primary interaction
site for the downstream effector, GAP, and GEF proteins.
Structure-based mutagenesis studies established the specific role of SwitchII in anchoring the GEF
and SwitchI in GDP dissociation [21]. Kinetic studies of the RAS GEF interactions demonstrated
that the GEF-mediated exchange mechanisms involved formation of an intermediate ternary complex
(HRAS-GDP-GEF), and proposed a reaction scheme in which the binding of GEF to RAS-GDP results
in formation of a ternary complex, the structural changes in the ternary complex results in reduced
affinity for the nucleotide inducing its dissociation and formation of nucleotide-free RAS-GEF binary
4complex [27]. As seen in the nucleotide-free HRAS-GEF crystal complex (PDB id: 1BKD), GEF forms
an extensive interface with the two switch regions, distorting their conformation such that it no longer
favors the nucleotide binding [14]. Specifically, GEF binding opens up the nucleotide binding pocket
by insertion of an α-helix that displaces SwitchI, further it also sterically occludes the Mg-binding site
by repositioning of the Ala59 sidechain and perturbing the phosphate binding region. Simulation of a
number of small G proteins performed in the Mg-free state showed increased tendency for formation
of open SwitchI conformations during simulation [28]. However, as suggested by the structure of the
binary complex and shown by experimental studies, disruption of the Mg binding site is not the only
factor in the GEF-catalyzed nucleotide exchange [27]. Interestingly, similar structural rearrangements
as seen in the HRAS-GEF complex were also observed in the ternary complex of a plant G protein Rop4
in complex with GDP and its GEF [29].
Both intrinsic and GAP-assisted GTPase reactions depend on Gln61 and involves nucleophilic at-
tack of a water molecule on the γ-phosphate of GTP [30, 13]. The water molecule is positioned for at-
tack by interaction with Gln61 which is stabilized by GAP. Further, an arginine residue of GAP, known
as arginine finger, stabilizes the transition state by neutralizing negative charge at the γ-phosphate.
Mutations at residue positions 12, 13, or 61 results in a constitutively active RAS characterized by
an impaired GAP action or reduced/no intrinsic GTP hydrolysis [8, 31]. Although the classic picture
of switch mechanism focuses on two different states inter-converting among themselves, experimental
studies have shown the GTP-bound form to exists in a dynamical equilibrium between weakly populated
conformational state 1 and a dominant conformational state 2 [32, 18, 19, 20]. State 1 is characterized
by a weak coordination of T35 with γ-phosphate and Mg resulting in a displacement of SwitchI away
from the nucleotide binding pocket. Further, state 1 has low affinity for effectors, reduced GTPase
activity and is recognized by GEF [18, 19, 26, 20]. RAS T35 mutants, such as T35S and T35A, pre-
dominantly exists in state 1 conformation [18]. State 1 is also suggested to be a transient intermediate
for nucleotide exchange after GTP loading but before the final state 2 conformation is reached [24].
In contrast, state 2 is the active form of the RAS with high affinity for effectors and a higher GTPase
activity.
51.1.3 RAS isoforms
The three RAS isoforms in human HRAS, KRAS, and NRAS are the most common oncogenes
found in human cancer [33]. These proteins were initially considered to be functionally redundant
based on several observations such as their ubiquitous expression, broad conservation across eukaryotic
species, common effector and regulator proteins, and highly homologous sequences with differences
mostly concentrated in the HVR region and to some extent in the sequence of the C-terminal allosteric
lobe [34](and references therein). However, over the years, several experimental studies have shown
these proteins to exhibit functional specificity [34](and references therein). Not only these isoforms
display prevalent occurrences in specific tumor types with KRAS mutations occurring frequently in
pancreatic, colon, or lung cancer, whereas NRAS being more frequent in acute leukemia, and HRAS in
bladder carcinomas [34, 33], but the location of mutations on a specific isoform varies in frequency as
well [35]. The most common mutations resulting in oncogenesis are found at residues 12, 13, or 61 of
the three isoforms. However, mutation of residue 12 is observed with higher frequency in KRAS than
in the other isoforms, while residue 61 is more frequently mutated in HRAS and NRAS than KRAS.
Some of the other observations that support the notion of functional specificities include differential
pattern of expression for the three isoforms, localization in different microdomains on the membrane or
subcellular compartments, and differential sensitivity towards different effector and regulator proteins.
Due to differences in HVR sequence, the isoforms undergo different posttranslational modifications
that directs them to different microdomains on the plasma membrane. While the functional specificity
of the isoforms have been explained mainly on the basis of their different localizations on the membrane
and subcellular compartments [36, 37, 38], selective interaction of the catalytic domain with effector
and regulator proteins have also been suggested to contribute to this specificity [39, 40]. RAS GEF
RAS-GRF, for example, selectively activates HRAS and not NRAS or KRAS. Interestingly, the non-
palmitoylated HRAS mutant (HVR mutation) was also activated by RAS-GRF [41]. RAS-GRP2 has
been shown to activate NRAS and KRAS but not HRAS [42]. In addition, RAS GEF SOS activates all
three isoforms but with different potency (in the order HRAS>NRAS >KRAS) [43]. Similarly, there
are quantitative differences in the ability of RAS isoforms to activate downstream effector pathways.
While KRAS is a more potent activator of Raf-1 than HRAS, PI3K is activated more efficiently by
6HRAS, and more importantly, this effect was not limited to their differences at the hypervariable region
[44]. Moreover, mutation of specific SwitchI residues in HRAS is shown to shift specificity towards
specific effectors [45]. Even though the different isoforms have a very similar catalytic domain, the mu-
tations in the lobe 2 can lead to differences in the dynamic patterns resulting in distinct conformational
populations of each isoforms, thereby altering their interaction with regulator and effector proteins.
Classical molecular dynamics (CMD) simulations of RAS isoforms in nucleotide free and GTP-bound
states have shown these isoforms to differ in their dynamic behaviors [11, 46]. These studies have sug-
gested enhanced flexibility for nucleotide-free KRAS relative to other isoforms, and GTP-bound KRAS
to be more flexible than HRAS-GTP.
1.2 Motivation and Primary Objectives of This Study
Mutations in RAS proteins are associated with a variety of cancers and developmental disorders.
Despite decades of efforts, it has remained difficult to target oncogenic RAS proteins therapeutically
[47]. For instance, efforts to inhibit RAS localization by inhibitors of farnesyl transferases failed due
to alternative prenylation by geranylgeranyl transferases [48, 49]. Inhibition of upstream regulators or
downstream effectors also provide limited therapeutic benefits as RAS proteins are activated by and in-
teract with several regulator/effector proteins. Moreover, both the wild-type (WT) and mutant RAS pro-
teins have very similar structures, consequently structure-based drug design methods cannot be applied
directly to target RAS oncogenic mutants. Thus, the knowledge of intermediate structures providing
detailed sequence of events involved in RAS conformational switching is essential for understanding
how mutations may alter such events and for the design of small molecule inhibitors that directly target
RAS.
Detailed characterization of the GDP-GTP cycle (the interconversion between the active and inac-
tive states) have remained mostly elusive due to the difficulty in crystalizing the intermediate structures.
Molecular dynamics simulations have played a substantial role in advancing our knowledge of the RAS
dynamics. For instance, simulations have shown the WT and mutant HRAS to differ in their dynam-
ics [11, 46]. Recent studies have identified several transient pockets on RAS structures (not readily
observed in crystal structures) suitable for small-molecule binding [50, 51, 52, 53, 54, 55]. The inter-
7conversion between the GDP-GTP bound form, in the absence of regulatory proteins, has also been
studied computationally using targeted molecular dynamics [22] or accelerated molecular dynamics
[23], and also through classical molecular dynamics (CMD) of HRAS-G12V [11]. Recently, a combi-
nation of steered molecular dynamics (SMD) and CMD was used to study the activation mechanism by
replacing the GDP with GTP in the inactive structure [56]. These studies have shown that the transition
process involve substantial rearrangements in the orientation of SwitchI and SwitchII residues, in partic-
ular Y32, R68, and Y71, and involve changes in the structural regions distal from the nucleotide binding
site, such as in α3-L7. Interestingly, some of the intermediates identified in these simulations show sim-
ilarity to mutant crystal structures such as HRASA59G, which has been suggested as an intermediate
in GTP hydrolysis [16]. However, these transition studies have largely relied upon simulations of RAS
by swapping GTP with GDP in the active state and vice versa, and thus does not represent faithfully the
real system in which such transitions occur by exchange and hydrolysis reactions rather than swapping.
It is possible that the transition process may advance through different intermediates not recognized
in these studies. Moreover, normal mode analysis of active (GTP-bound), inactive (GDP-bound), and
nucleotide-free RAS (RAS conformation in complex with GEF) have indicated direct transitions be-
tween active and inactive state to be energetically unfavorable [57].
The long-term focus of our lab is to simulate the entire cycle of RAS transition in the presence
of regulator proteins using an ultra-coarse-grained representation of the proteins. The work in this
dissertation is focused on a sub-part of this long-term project, which is to use a coarse-grained (CG)
representation of the proteins to determine the critical structural features that make the intrinsic reac-
tions slow, and verify the results obtained from the coarse-grained simulations with all-atom molecular
dynamic simulations. The present work thus lays the foundation for achieving the goals for this long-
term project. The two specific aims of this work are:
1. Develop an intermediate resolution model of the protein, emphasizing backbone structure so that
the secondary structure can be represented faithfully without bias.
2. Use this model to study dynamics of HRAS in GDP/GTP bound states (in the process also develop
a coarse-grained representation of the nucleotide) and complement the findings with all-atom
simulations.
81.3 Thesis Organization
Subsequent chapters are published papers. Chapter 2 is a paper that describes in detail our inter-
mediate resolution model (CG-model) developed for helical proteins. We discuss the stability of the
native states, and compare the dynamics of our model to all atom molecular dynamics simulations as
well as some general properties on the interactions governing folding dynamics. Chapter 3 contains the
supporting material for Chapter 2. Chapter 4 is a paper in which we extend our previous intermediate
resolution model to properly include proline, preproline residues and backbone rigidity which allows us
to model β -sheet containing proteins. The paper also provides a thorough discussion of the advantages
and limitations of the model. Chapter 5 contains the supporting material for Chapter 4. In chapter 6
we used a multiscale approach involving CG simulations, all-atom CMD, and SMD in combination
with Principal Component Analysis (PCA), and identified the structural features that determine the
nucleotide (GDP) exchange reaction. Further, we presented the first simulation study showing displace-
ment of GDP/Mg away from the nucleotide pocket in mutant HRAS, and based on the results obtained,
we proposed a model for the mechanism of GEF in accelerating the exchange process. Chapter 7 con-
tains the supporting material for Chapter 6. Chapter 8 is a paper to be submitted in which we provide a
comprehensive comparison of the dynamics of all the three RAS isoforms (HRAS, KRAS, and NRAS)
using extensive molecular dynamics simulations in both the GDP- and GTP-bound states. Further, we
present the first simulation study showing GDP destabilization in the wild-type RAS protein. The re-
sults presented in this paper further supports our previously hypothesized mechanism of GEF assisted
nucleotide exchange. Chapter 9 contains the supporting material for Chapter 8. Finally, the last chapter
presents the significant contributions of this dissertation followed by a discussion of future work.
9CHAPTER 2. FOLDING AND STABILITY OF HELICAL BUNDLE PROTEINS
FROM COARSE-GRAINED MODELS
A paper published in the Journal Proteins
Abhijeet Kapoor and Alex Travesset
2.1 Abstract
We develop a coarse-grained model where solvent is considered implicitly, electrostatics are in-
cluded as short-range interactions and side-chains are coarse-grained to a single bead. The model de-
pends on three main parameters: hydrophobic, electrostatic and side-chain hydrogen bond strength. The
parameters are determined by considering three level of approximations and characterizing the folding
for three selected proteins (training set). Nine additional proteins (containing up to 126 residues) as well
as mutated versions (test set) are folded with the given parameters. In all folding simulations, the initial
state is a random coil configuration. Besides the native state, some proteins fold into an additional state
differing in the topology (structure of the helical bundle). We discuss the stability of the native states,
and compare the dynamics of our model to all atom molecular dynamics simulations as well as some
general properties on the interactions governing folding dynamics.
2.2 Introduction
Timescales in protein folding or allostery range from µs to minutes or even longer[58]. Reaching
these timescales in all atom models by classical molecular dynamics presents considerable challenges.
Yet, advances in computer hardware have allowed successful folding of proteins containing up to 80
residues[59]. Protein folding has also been successfully investigated from more specialized algorithms
[60, 61, 62, 63, 64, 65, 66, 67, 68]. Very recently, Zhang and Ma folded four helical proteins of up to
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102 residues by dihedral-biased tempering[69]. Protein folding and allostery has also been investigated
from simpler models, which typically provide accurate descriptions of native states but have a more
limited predictive power[70]; Important examples are Go-type [71], Elastic networks[72] or Protein
pairwise contact potential [73] models.
Intermediate resolution models describe amino acids with quasi-atomic resolution, but solvent is
treated implicitly and electrostatic interactions are included as short-ranged potentials. Intermediate
resolution models elude the two most time demanding calculations in all atom models but share, if
properly developed, a similar degree of predictability. In addition, the simplified modeling of side-
chains may speed up the dynamics by reducing activation barriers. The need for intermediate resolution
models is not limited to its ability to reach longer scales than possible within atomic models, but also,
due to its reduced degrees of freedom, it provides a more transparent understanding of the different
elements that determine protein motion. Intermediate resolution models were first developed by con-
sidering a reduced number of amino acids types [74, 75, 76, 77] but more recently, models including
all twenty amino acids have been developed [78, 79]. The need for considering intermediate resolu-
tion model lies in the fact that contrary to coarser models, it does not bias the formation of secondary
structure.
In this work, we present a new intermediate resolution model and provide a detailed study of the
folding of twelve helical proteins ranging between 20 to 126 amino acids with negligible sequence
similarity between the training and test set proteins as shown in Table 3.1 in Chapter 3. Our model
differs from previous intermediate resolution models in several respects; As compared with the one by
Bereau and Deserno[78], we provide an explicit description of electrostatic interactions and Sidechain-
Sidechain (SC-SC), Sidechain-Mainchain (SC-MC) hydrogen bonds. In a recent all atom study, Zhang
and Ma[69] have pointed the importance of such interactions in distinguishing finer aspects of the
structure such as different topologies in three helix bundles. In addition, we also model the oxygen in
the main chain explicitly. As compared with PRIME20[79], we include different functional forms for
the different interactions and parameterize protein interactions in terms of three parameters only. Our
model also includes, unlike PRIME20, anisotropic SC-MC or SC-SC interactions for hydrogen bonds.
The paper will be entirely focused on helical proteins. In recent all atom simulation studies of four
helix proteins (67-102 amino acids) using single-trajectory-based tempering method with a high tem-
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perature dihedral bias Zhang and Ma[69] have reported folded states differing from the experimentally
available native state by the arrangements of the different helices, and in at least one case, the most
prevalent folded state in simulations differed from the one reported in the PDB. External conditions un-
der which proteins are folded in experiments are usually different than the ones in computer simulations,
and it is conceivable than in some cases, this may lead to differences in native states. So differences
between native states should not automatically imply a deficiency in the corresponding force field, but
rather, external conditions not being properly modeled. In this respect, studies within intermediate res-
olution models provide a description less dependent on specific details, and are thus more suitable to
elucidate the conceptual factors that determine the stability of putative native states obtained in a simu-
lation. In this paper, we investigate the folding of most helical proteins available from previous all atom
studies and added many others. Full details for all simulations are provided in the Supporting Material
in Chapter 3.
2.3 Materials and Methods
2.3.1 Model description
Each amino acid is modeled by either 4 (Glycine) or 5 beads. The beads represent the backbone
atoms N, Cα , C′, O and the side chain Cβ atom (for amino acids other than glycine), as depicted in
Figure 2.1. The backbone is represented atomistically as we aim for our model to accurately sample
the conformational space and capture the secondary structure details by itself. The protein geometry is
constrained by different backbone bonds, angles and dihedral terms and the only degree of freedom in
the protein chain comes from the two backbone dihedrals, φ and ψ , that are free to rotate. The amino
acid specificity is introduced by modeling different interaction terms specific to the amino acids which
are encoded in the side chain Cβ bead. For simplicity, all the side chain Cβ beads have been modeled
to have same size.
2.3.2 Choosing appropriate energy terms
Broadly, a force field for a protein system consists of two types of interactions, bonded and non-
bonded interactions. The bonded interactions are constrained by the geometric requirements of the pro-
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Figure 2.1: Schematic figure of an amino acid in the model. The arrows represent the backbone dihedral
angles, φ and ψ . Backbone and sidechain hydrogen bonds are modeled as the interaction between the
HCL, OCL and sidechain DACL/DCL/ACL beads (see Supporting Material in Chapter 3 for detailed
parametrization).
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teins and their form is standard. There is some flexibility in choosing the form of different non-bonded
interaction terms. Even though, backbone hydrogen bonding and hydrophobic interactions are the two
most dominant non-bonded interactions in proteins and are enough to describe the physical properties
of some of the simple proteins, it becomes necessary to model electrostatic interactions and side-chain
hydrogen bonding interactions of polar/charged amino acids when studying more complicated globular
folds. The force field consists of the following energy terms:
E = EBond + EAngle+ ETorsion+ EImproper+ ESteric+ EBac−Hb +EHp+ Eelec+ ESC−Hb + ESC−Bac−Hb
The first four terms are the bonded interactions and the rest are non-bonded interactions. Our goal
is to have a model with as few free parameters as possible using simple non-bonded energy terms that
can capture the behaviour of the system well. Below is the description of the various bonded and non-
bonded energy terms in the force field. The actual value for the interaction parameters are provided in
Table 2.1.
2.3.2.1 Bonded Interactions
Bond and angle constraints are added between backbone-backbone and backbone-sidechain atoms.









The equilibrium bond lengths and bond angles are set to their standard values and were taken from
previous models. The spring constant K is set high enough to constrain the bond and angle values close
to their equilibrium values. Dihedral constraints are added among the backbone atoms to ensure the










Table 3.2 lists the different bonds, angles, dihedral, and improper types in the model and their equilib-
rium value along with the spring constants.
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Table 2.1: Free parameters in the model and the final selected values
Model Parameters Parameter Values Tuning Method
σ (N, Cα , C′, O, Cβ ) 2.4, 1.85, 1.85, 2.5, 3.1 (A˚) Ramachandran Plot
εhb 17 Polyalanine folding
εhp, εel , εSC−SC,εSC−MC 3.5, 30, 13, 13 Protein folding
2.3.2.2 Non-bonded Interactions
Non-bonded interactions are added between all the non-bonded atom pairs in the system. The
following non-bonded terms have been modeled:
2.3.2.3 Steric Interactions (ESteric)
The steric interactions between the non-bonded atom pairs in the system is modeled as purely re-





Here σ i j is the arithmetic mean of the ith and jth bead sizes. This gives us a free parameter σ ii that needs
to be determined for each atom type.
2.3.2.4 Backbone Hydrogen Bonds (EBac−Hb)
In previous coarse-grained models [74, 79, 78] the backbone hydrogen bonds have been modeled
implicitly based on the relative distance and orientation of the backbone N and C′ atom. However in
our model the high resolution of the backbone allows us to model the hydrogen bonds explicitly. Since
we do not define any atom charges for the backbone atoms, to model hydrogen bonds explicitly we
add two additional beads per amino acid (labelled as HCL and OCL in Figure 2.1), that are located at
the same angular position as the amide group hydrogen and carbonyl group oxygen atoms in a protein
chain. These beads interact through 12-10 LJ-potential to model the hydrogen bond interactions which








Hydrogen bonds modeled using simple LJ-potential only will be isotropic, however hydrogen bonds
have directional dependencies and are only formed in the angular range 90◦ < NHO< 180◦ and 90◦ <
COH < 180◦. To introduce anisotropy into the hydrogen bond, we position the HCL and OCL beads
within the amide N and carbonyl O atom as shown in Figure 2.1. The HCL and OCL bead sizes are
parameterized such that the beads only interact in the allowed NHO and COH angle ranges. For a
proline residue we do not model a HCL bead as the backbone nitrogen makes bond with sidechain
atoms and does not have a hydrogen atom. This gives us one free parameter, εhb, to parameterize.
2.3.2.5 Hydrophobic Interaction (EHp)
We follow the same strategy as in Ref.[78] for modeling the hydrophobic interactions and use simple












)6],rmin ≤ r ≤ rhpcut
0,r > rhpcut (2.7)
Bereau & Deseno [78] extracted the relative interaction strength (ε ′i j) between residues from the Jernigan-
Miyazawa statistical analysis [80] and they reduced the 210 interaction parameters (one between each
pair of amino acid residue) to just 19 parameters (one for each residue except for glycine). These val-
ues were taken as given in Ref.[78]. To further simplify the parameterization process, each of the 190
possible Cβ pairs was assigned the same sigma (σCβ ) value and it was set to 5 A˚, as in Ref.[78].
2.3.2.6 Electrostatic Interactions (EElec)
Although the Jernigan-Miyazawa matrix is based on the statistical analysis of residue-residue con-
tacts, it only partially includes the effect of electrostatic interactions in its parameters. This is demon-
strated by the fact that it agrees well (> 90%) with the experimental hydrophobic scales [80, 73]. So
to treat electrostatic interaction explicitly, we model this interaction between the charged residues only
(Arg, Lys, Glu and Asp) using a screened columbic potential, also known as Yukawa potential, which
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)qiq j,r < rcut
0,r ≥ rcut
Here κ is the inverse of the Debye length and is taken to be as 0.1 A˚, which corresponds to a 0.1M
solution. qi, q j ∈ 1,-1, which makes the potential repulsive if like charges, or attractive for unlike
charges. The electrostatic force field leaves one free parameter, εel .
2.3.2.7 Sidechain-Sidechain and Sidechain-Backbone Hydrogen bond (ESC−Hb, ESC−Bac−Hb)
Sidechain hydrogen bonds are modeled for the following 12 residues: Arg, Asn, Asp, Cys, Glu, Gln,
His, Lys, Met, Ser, Thr, and Tyr. Of these, Serine, Threonine, Cysteine and Tyrosine have one group
that can accept and donate an H-bond, Methionine and Lysine on the other hand, have one group that
can only accept and donate respectively. Rest of the six amino acids have more than 1 donor/acceptor
centre in their sidechains. To model SC-SC and SC-MC hydrogen bonds we add three new atom types
to the model that are named and defined as:
• DACL bead: A bead that has both donor/acceptor capabilities and can interact with another
DACL bead, an acceptor bead (ACL), a donor bead (DCL) and backbone HCL and OCL beads.
• ACL bead: A bead that can only accept hydrogen bond and thus interacts with a DACL, DCL,
and HCL bead only.
• DCL bead: A bead that can only donate hydrogen bond and thus interacts with a DACL, ACL,
and OCL bead only.
In this method we add the above beads to all the 12 amino acids that can form hydrogen bonds and only
one bead is added to each amino acid. The form of the potential for SC-SC and SC-MC hydrogen bond
has been modeled in the same way as backbone-backbone hydrogen bonds. The DACL/ACL beads
are located at the surface of the Cβ atom (Figure 2.1) and the direction in which it is added is taken
from the respective donor/acceptor atom position defined in the PDB file. For the three residues Serine,
Threonine and Methionine, the donor/acceptor atoms are directly bonded with the Cβ atom so we add
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angular constraints between the beads Cα CβDACL/ACL and the equilibrium bond angle values are
taken from CHARMM27 force field. For rest of the residues, as there is no direct bond between the Cβ
atom and the donor/acceptor atoms we do not add any angular or dihedral constraints and these beads
are free to move on the surface of the Cβ atom and the only restriction comes from the steric hindrance
with the backbone atoms. The force field leaves two free parameters to be tuned:
• εSC−SC: This is the interaction strength between the beads in the sets DACL, ACL, DCL and
DACL, ACL, DCL. Sigma in this case is the bead diameter for the DACL/ACL bead. Both
DACL and ACL bead have been assigned the same bead diameter= 2.6 A˚.
• εSC−MC: This is the interaction strength between the beads in the sets DACL, ACL, DCL and
OCL, HCL. Here we use slightly smaller bead sizes for DACL/ACL/DCL beads = 1.2 A˚. This is
because we have different size for sidechain Cβ atom (=3.1 A˚) when they interact with a backbone
atom due to Ramachandran plot constraints. Sigma in this case is the sum of radii of the respective
beads which is 0.6+0.6 (size of HCL=OCL=1.2 A˚) = 1.2 A˚.
2.3.3 Simulation setup and analysis
All simulations used the HOOMD-blue package[81, 82] running on Graphics Processing Units
(GPUs). The simulations used Brownian Dynamics within the canonical ensemble. Simulations started
with a random configuration without any particular structure and the dynamics were followed by Replica
Exchange Molecular Dynamics (REMD) [83], implemented in our GPU cluster by using the Pypar
package of Python. The temperatures in REMD simulations were such that the acceptance rate was kept
about 10%. Whether the results are obtained within REMD or classical molecular dynamics is stated
in the figures and the text. The Weighted Histogram Analysis Method (WHAM)[84] were employed
to compute free energies and the analysis of folding trajectories and figure preparation was done using
VMD [85].
Simulations were run in the Exalted GPU cluster with Tesla C2070 units. Typical simulations in-
cluded between 100-200 million timesteps, although in some cases longer simulations were run. Further
details are provided in Supporting Information.
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2.4 Results
2.4.1 Force field parameterization
Protein motion is sensitive to four fundamental parameters: hydrophobic, electrostatic and side
chain hydrogen bonds (εhp,εel,εSC−SC and εSC−MC) and its determination will be discussed in detail
here. We refer to the Supporting Material in Chapter 3 for the determination of the remaining parame-
ters.
The four fundamental parameters are regarded as independent knobs allowing to elucidate the rele-
vance of the different interactions in determining the folding to the native state; we will consider three
proteins (PDB ID: 2A3D, 2LMG and 1LQ7) and investigate the native state resulting from variations
of these parameters. The optimal set will be used to investigate the remaining nine proteins. For the
training set, we consider three approximation levels:
• L1: Hydrophobic only (εhp), with all other parameters set to zero.
• L2: L1+Electrostatic (εel).
• L3: L2+Side chain Hydrogen bonding (εSC−SC,εSC−MC).
L1 considers hydrophobic interactions only and is basically equivalent to the model of Bereau and
Deserno[78]. The parameters describing the hydrophobic interaction (described in Methods section)
are reduced to only one independent variable εhp, by imposing that side-chain hydrophobic interactions
are 100% correlated with the Protein pairwise contact potential of Jernigan-Miyazawa MJ2h[73, 80],
where the notation follows the convention in Ref. [86], which showed that this Protein pairwise contact
potential has a 98% correlation with the hydrophobicity scale of Jacobs and White[87], which in turn has
a 90% correlation with the scale of Fauchere and Pliska[88], as also noted in Ref. [78]. The rationale for
L2 and L3 descriptions is that Protein pairwise contact potential are ”mean field” approximations and
do not account for correlations arising from infrequent electrostatic and side-chain hydrogen bonding
interactions, which may play a critical role in stabilizing the native state of certain proteins. Further
approximation levels (dipolar, side-chain flexibility, etc..) could also be considered, and their relevance
is discussed in the conclusions.
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Figure 2.2: Temperature evolution of three replicas in 1LQ7 folding simulation. Replicas in green and
red formed experimental native state (NS) while replica in blue formed opposite topology (OT). SS and
NC refers to native secondary structure and contacts calculated as explained in Supporting Information.
Values in bracket are the backbone RMSD.
We studied a total of 12 proteins; 3 proteins were part of the training set and the remaining 9 formed
the test set. The proteins investigated include the helical proteins (PDB ID: 2A3D, 2JOF, 2P6J) folded
by Lindorff-Larsen et al. [59] and the five proteins folded by Zhang and Ma[69] (PDB ID: 2A3D (also
with a mutant sequence), 1LQ7, 2KUB, 2JUA) in all atom simulations, as well as six additional proteins
(PDB ID: 1P68, 2LMG, 3DE8, 3ZTM, 1F4I and 1R69).
Folding simulations started from a random coil state at different temperatures using REMD. In most
cases, classical molecular dynamics simulations at higher temperatures resulted in equilibrated confor-
mations. The temperature evolution of three replicas of 1LQ7 (2 native and 1 Opposite Topology (OT))
states show that REMD is basically equivalent to a classical molecular dynamics where temperature
is being varied (see Figure 2.2). Yet, REMD contains additional information as compared with classi-
cal molecular dynamics; for example, native and OT are swapped at different temperatures, implying
similar stability.
2.4.2 Training set
This includes the three levels of approximation for the three proteins (PDB ID: 2A3D, 2LMG,
1LQ7).
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L1:Because main chain hydrogen bond strength is fixed (as discussed in Supporting Material in
Chapter 3), there is only one parameter, εhp, which can be varied. It is found that for εhp ∈[3.5,4.5]
2A3D folded to its native state and another state with OT (the position of helix 3 is the opposite relative
to helix 1 and 2) with equal frequency. In Ref. [78] the OT state was found also, but less frequently.
Similar results, but with simpler proteins, were also obtained in Ref. [74, 75]. The native and the OT
state have both the same free energy, as they appear with the same frequency and freely swap within
REMD steps.
Folding of 2LMG to its native state occurred for εhp ≈ 3.5. Despite that both 2A3D and 2LMG have
a similar number of strongly hydrophobic amino acids (L, I, W, F), their distribution in 2LMG allows
them to form clusters stabilized by hydrophobic interactions if εhp >> 3.5. Besides the native and OT
state, for εhp = 3.5 both 2A3D and 2LMG displayed, in rare occasions, a third state consisting of long
helical structures (conformations where the residues in the loop region between two contiguous helix
region, such as Helix1 and Helix2 or Helix2 and Helix3 became a long helical stretch). To some extent,
this is not unexpected, as in the limit of vanishing hydrophobic interactions, the system behaves like the
polyalanine peptide, as discussed in Supporting Material in Chapter 3.
L2: L1 does not discriminate between the native and its OT state, and leads to the occasional
presence of long helices. Electrostatics are included as a Yukawa interaction, with a decay length set by
the Debye length κ = 0.1A˚−1 and a variable strength coefficient εel; The most natural choice would be
εel =∼ lB = 7.1A˚, here lB refers to Bjerrum length. Because we express all energies in terms of kBT, the
Bjerrum length gives the standard coulomb interaction. But charged residues are represented by coarse-
grained Cβ atoms (which prevents them to reaching the same closest approach as in atomic models) and
some electrostatic short-range effects are implicitly included in MJ2h, thus leaving εel as a parameter
to be determined (consistently with εhp). Simulations showed that εel ∈[20,30] favored the native state
of 2A3D over its OT counterpart and eliminated the few instances where long helices were found. For
2LMG, both topologies were also observed, but here again, long helices were also eliminated.
1LQ7 was also analyzed within L2, as salt bridges play an important role in the stability of the native
state[89]. Here again, folding simulations lead to native and OT states, with long helical structures
still present: Electrostatic interactions alone cannot compete with the tendency to maximize backbone
hydrogen bonds, pointing to side-chain interactions needed to stabilize the native state.
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Figure 2.3: Example where an initially folded opposite topology state transitions into the native state.
The protein is 1LQ7.
L3: For simplicity, only the case εSC−SC=εSC−MC was considered. For εSC−SC = 13 the long helices
were eliminated for 2A3D, 2LMG and for 1LQ7 they became a very rare event. In 2A3D, no other
states besides the native were found. For 2LMG, the native and OT were the only two states found and
for 1LQ7 both states were found, although with an important difference; while transitions from the OT
to the native state were observed, as shown in Figure 2.3, no transitions from native to OT occurred, thus
suggesting that the native state is ultimately the one favored over long time scales. Further evidence is
provided from Figure 2.2, where the OT state is prominent at the higher temperatures.
2.4.3 Test set
In all cases analyzed the parameters correspond to the optimal ones obtained from the training set.
No other parameters were tested. Folded structures of test proteins, both native and OT, are shown in
Figure 2.4, along with the average and minimum RMSD.
Single helix (2JOF): This is the smallest protein (20 residues) studied. The folding was observed
with direct classical molecular dynamics runs. Unlike other proteins, 2JOF folding simulations were
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Figure 2.4: Protein structures from folding simulations. Blue is the protein conformation folded in the
simulation starting from a random initial conformation. Red is the experimentally known structure of
the corresponding protein. Left panel is the native topology and right panel is the opposite topology
(OT), if present. Values in bracket are the number of amino acids in the protein. Minimum and average
backbone RMSD (calculated using atoms N, Cα , C’) values for the folded trajectory is reported.
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performed at a lower temperature (T=0.8). Higher temperatures (T=0.9 or 1.0) lead to highly unstable
native-like configuration. This result qualitatively agrees with the all atom simulations of Lindorff-
Larsen et. al [59], who showed a stable native state for temperatures lower than 290 K.
Three Helix bundles (1F4I, 2P6J, 2KUB): Our force field successfully folded each of these pro-
teins to their native state structure, albeit for 2KUB the OT state was present with significant frequency.
Four Helix Bundle (1P68, 2JUA, 3DE8, and 3ZTM): These proteins were folded successfully, as
shown in Figure 2.4, yet, all of them showed a significant presence of a state with a different topology.
The RMSD for 3DE8 and 3ZTM is higher as compared to other proteins; This is because both of these
protein are reported with a bound heme group in the PDB, and the simulations were performed in the
absence of heme groups. Yet, the overall features of the structure are very well reproduced; Helix
boundaries are properly defined and in the case of 3DE8, even the small 3-10 helical turn is accurately
captured.
Five helix bundle (1R69): The study of this protein is complicated by the fact that the native
state was stable (within L3 approximation) over long runs only for temperatures T ≤ 0.9. Bfactor
calculated from the native state L3 simulation shows good agreement with the experimental bfactor (
Figure 2.5) with a correlation coefficient of 0.61 for the first 62 residues. Further simulations within
the L1 approximation found that only for T ≤ 0.6 the protein kept a reasonable small rmsd ∼ 5 over
long times, but with a significantly deformed native state, thus emphasizing the relevance of the L3
approximation. Unfortunately, the folding temperature of 1R69 was not available in the PDB file. Still,
1R69 is homologous to the 1LMB studied by Lindorff-Larsen et al. [59], which has a very low data
collection temperature (258K) reported in the PDB. In addition, the NMR structure of the protein (PDB
ID: 1R63) is known at a temperature of 286K, consistent with our previous simulation results. REMD
for 1R69 were also performed, but simulations could not be well equilibrated.
Mutations: The case of 2A3D: Zhang and Ma [69] provided a mutation of 2A3D at five residues,
which results in the stabilization of the OT state of the 2A3D “wild type” becoming the native state.
Our force field favored the correct native state of the mutated form in 14/19 cases and the OT in only
5/19, thus providing a stringent test to the model.
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Figure 2.5: Comparison of Bfactor of Cα atoms from native state L3 simulation (in Red) of 1R69 with
the experimental Bfactor (in Blue). The correlation coefficient for the first 62 resdiues is 0.61.
2.5 Discussion
2.5.1 L1-L3 approximations and the interactions driving folding:
The L1-L3 approximations reveal a high degree of cooperativity among the different interactions
and reveals how the conformations visited during folding simulations depend on the interplay between
these interactions. This is illustrated for 2A3D in Figure 2.6, where the difference in internal energy
between 2A3D in the native and the OT state is shown. The OT state obtained within the L1 and L2
approximations differ on the tilt of the three helices, so we will refer to OT-L1 or OT-L2, whenever this
distinction becomes necessary. Recent all atom simulations have shown that electrostatic interactions
are critical in distinguishing the native over the OT state [69], yet, our simulations show a more nuanced
scenario; Certainly, if electrostatics are not present (L1-approximation), the OT state is equally favored
to the native one, but the inclusion of electrostatic interactions does raise the electrostatic contribution
to the internal energy, thus making the OT-L2 state marginally favorable (despite the slight unfavorable
hydrophobic energy). Yet, the OT state is not found within the L3 approximation, thus suggesting
that the native state is entropically driven. Similar considerations apply to many of the other proteins
investigated.
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Figure 2.6: Energy difference between the native state and the opposite topology (OT) state in 2A3D
within the three approximation levels for 2A3D. Red: L1, Green: L2, Blue: L3. The OT-L2 configu-
ration was chosen as a reference for L3, as the OT did not appear within L3. Dotted line is the total
bonded energy difference between the L3 native state and L2-OT state.
Further, L1-L3 approximation reveals cooperativity in protein folding by the elimination of certain
folding pathways. Specifically, the SC-SC and SC-MC hydrogen bonds, incorporated within the L3
approximation, play a fundamental role in stabilizing the native state and are critical in eliminating
pathways that could lead to stable long-helix states. A concrete example is illustrated in Figure 2.7
for 1LQ7; Secondary structure is formed very fast but the presence of SC-SC hydrogen bonds (in
this case Glu15-Lys33,Arg3-Glu49,Glu49-Lys52 and other bonds that appear less frequently) provides
the defining interaction that prevents the entire structure to form a long helix states, as illustrated in
Figure 2.7. Rather interestingly, as illustrated in section 3.4.3 in the Supporting Material, SC-SC SC-
MC hydrogen bonds make an almost negligible contribution to the internal energy of the native state,
thus pointing to a more relevant role in controlling folding dynamics, rather than in the stabilization of
the native state.
The role of L2 and L3 approximations in determining the native state is further exemplified from
comparisons with Ref. [78], which amount to the L1 approximation. As a concrete example, Ref. [78]
found the native and OT state for 1LQ7. Within L3, these two states also occur, but the OT is less stable,
as clear from the large fluctuations in the time-series plots of native secondary structure and contacts
in section 3.7 and the irreversible transitions from the OT to the native state, illustrated in Figure 2.3.
Basically, the interactions present within L3 make Helix1 in the OT state unstable, and for the case
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Figure 2.7: Sidechain hydrogen bonds during 1LQ7 folding simulation. Sidechain beads ACL/DCL
are represented as red, blue, and green spheres and corresponds to sidechain hydrogen bonds between
residue pairs Glu15-Lys33 (red), Arg3-Glu49 (blue), and Glu49-Lys52 (green).
in Figure 2.3 the structure eventually goes into a random coil with no detectable secondary structure,
followed by the emergence of the native state. Other scenarios, where transitions from OT to native do
not involve an intermediate coil are also observed, see section 3.6. Our combined results point that the
OT state of 1LQ7 is a metastable state.
2.5.2 Comparison with all atom and additional native States
We analyzed to what extent the dynamics of our model are equivalent to the ones obtained from all
atom simulations and in the process, also tried to identify if there are certain features common to all the
proteins studied. Despite that each folding trajectory follows a distinct path, there are some universal
aspects in the dynamics; this is clearly revealed from monitoring the number of native contacts and
degree of secondary structure as a function of time (properly normalized as discussed in Supporting
Material in Chapter 3). The results for all the proteins analyzed are shown in Figure 2.8. Clearly,
the secondary structure is formed first, while native contacts form at later times. These results are in
agreement with the all-atom simulations of Lindorff-Larsen et al.[59], despite that our model and initial
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Figure 2.8: Formation of native secondary structure and contacts during protein folding simulations.
A) Fraction of native secondary structure and contacts in one folding simulation of 1LQ7, calculated as
explained in Supporting Information. B) Scatter plot showing time series integral of folding trajectories
of 1LQ7 in native state. Each blue circle represent time series integral for one folded trajectory. Green
circle is the average for all the folded trajectory. C) Time series integral of folded trajectory in correct
topology of 11 proteins. D) Time series integral of folded trajectory in opposite topology. In C) and D)
each point is the average value over all the folded trajectories of that protein.
configuration are completely different. Whenever states other than the native were found, the dynamics
conformed to the same dynamics, as shown in Figure 2.8D.
As stated, some proteins folded into an additional stable state besides the native. This type of
situations were also reported in three of the four proteins studied by all atom models of Zhang and
Ma [69]. Rather interestingly, our results lead to stable non-native states for the same three proteins,
namely 2KUB, 1LQ7 and 2JUA, with qualitatively similar structures. The fact that basically the same
states were obtained independently, from all atom and coarse-grained model, make a case that those
represent real protein states. As discussed, our results point that the OT state for 1LQ7 is metastable,
but with this level of evidence, the same conclusion could not be reached for the other proteins analyzed.
More generally, the proteins that exhibited states other than the native are those naturally occurring
(2LMG, 2KUB, 3DE8, and 3ZTM) and those where secondary structures form much faster than native
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contacts (see Figure 2.8):1P68, 1LQ7, 2JUA in addition to the previous four. It seems intuitive that in
those cases where secondary structure forms fast, there is higher likelihood of folding into OT topolo-
gies, as the helices become large rigid bodies with slow diffusion, requiring large fluctuations, as clear
from Figure 2.3, to correct a possibly misfolded structure. Naturally occurring proteins have exquisitely
tuned amino acid sequences, in a way that is not achieved in synthetic proteins: this is clear from the
comparison of 2A3D and 1LQ7 (synthetic proteins) with the naturally occurring 2LMG and 2KUB;
in the first case, a regular structure (the heptad repeat [69]) is easily identified, while no discernible
regularity is observed for the other two cases.
2.6 Conclusions
We have developed a Coarse-Grained model for protein dynamics in terms of only three parameters.
Out of the 12 helical proteins tested, the native state was obtained starting from a random configuration
in 11 of them (also, in mutations of 2A3D). In the case of 1R69, the native state was stable within our
model, but in REMD folding simulations the system could not be equilibrated satisfactorily, possibly
due to the low folding temperature.
The relevance of the coarse-grained model developed is that overall, the results are very similar
to the ones obtained from the all atom classical molecular dynamics by Lindorff-Larsen et al.[59],
as evidenced from the plots showing how secondary structure precedes formation of native contacts,
folding transitions, etc..our coarse-grained model did show, for some other proteins, another stable state
with a different topology than the native, as reported from the PDB; This was not observed by Lindorff-
Larsen et al.[59], but it did not occur for any of the proteins of their set studied in this paper. It was
observed for three of the proteins studied by Zhang and Ma [69], and our results are in good qualitative
and semi-quantitative agreement with their findings. Zhang and Ma concluded that this additional states
might reveal a deficiency of the all atom force field. Based on our results, it appears that those non-native
states reveal real stable protein configurations, most likely metastable, yet with a very small free energy
difference with the native state. Minor mutations or slightly different environmental conditions may
stabilize either state. Although in two cases (1LQ7 and 2A3D) these differences could be characterized
rigorously, it remains as an open problem to establish to what extent current force fields (whether all
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atom or coarse-grained) can characterize these subtle differences with complete generality.
Our study is not without unresolved issues; Our determination of force field parameters (Table 2.1)
does successfully capture the dynamics of proteins, yet, a more subtle question is whether this set of
parameters optimally captures the underlying physics of the system, or whether introduces a significant
bias in the dynamics towards folding the proteins within available computer time. Also, we have not
considered proteins containing β -sheets, as this would require and additional level of approximation
accounting for dipole interactions. These issues will be addressed in subsequent investigations.
Our study shows that coarse-grained models are not just convenient as a tool to access longer time
scales than possible within all atom simulations, but provide an alternative and extremely valuable un-
derstanding of conceptual issues regarding the motion, folding and stability of proteins. Our results
provide clear insights on the dynamics, by elucidating the role of side chain hydrogen bonds or the
cooperative interplay of the different interactions in folding and stabilization of the native states. Fur-
ther, we provide insights into additional conformational states in the folding process and the transition
from the metastable states to native fold. In addition, our results on 2A3D mutant sequence folding
shows that our model is sensitive to small changes in sequence information. More concretely, we have
emphasized that these results complement very well the results from all atom MD.
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CHAPTER 3. SUPPORTING MATERIAL FOR FOLDING AND STABILITY OF
HELICAL BUNDLE PROTEINS FROM COARSE-GRAINED MODELS
Table 3.1: Sequence alignment score between the proteins studied.
PDB ID 2A3D 2LMG 1LQ7 2JOF 1F4I 2P6J 2KUB 2JUA 1P68 3DE8 3ZTM
2A3D 100 16 11 10 20 11 13 15 24 8 13
2LMG 100 17 10 11 9 12 6 9 8 13
1LQ7 100 5 15 9 8 13 11 7 8
2JOF 100 10 10 15 20 20 20 15
1F4I 100 11 13 11 8 8 13
2P6J 100 11 19 19 9 7
2KUB 100 8 8 7 11
2JUA 100 76 9 6
1P68 100 10 5
3DE8 100 18
3ZTM 100
[1] In red is the PDB id for training set proteins while the test set proteins are in blue.
[2] Sequence alignment was performed using ClustalW available at http://www.genome.
jp/tools/clustalw/.
3.1 Parameterizing the Force Field
Here we only discuss the parameterization of the local parameter set that includes the different bead
sizes in the system and the backbone hydrogen bonds strength, εhb.
3.1.1 Determining bead sizes
The plot of φ -ψ angles, also known as the Ramachandran plot, predicts commonly allowed regions:
Helix (both αR and αL) and β -sheet regions. The different regions of the Ramachandran plot are
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Table 3.2: Bonded interaction parameters in the model.
Bond lengths
NCα CαC’ C’N CO CαCβ O OCL NHCL CβDACL/DCL/ACL
Kbond (ε/σ2) 1440 1440 1440 1440 1440 rigid rigid rigid
ro(A˚) 1.455 1.510 1.325 1.30 1.531 0.65 0.60 1.20
Bond Angles
NCαC’ CαC’N C’NCα C’CαCβ NCαCβ NC’O/OCL CαC’O/OCL HCLNCα HCLNC’
Kangle(ε/rad2) 1440 1440 1440 1440 1440 1400 1400 1400 1400
θ o(degree) 111.0 116.0 122.0 110.1 109.6 123.0 121.0 118.0 120.0
Dihedral Angles
ω HCL-ω OCL-ω
Kdihedral (ε) 2880 2880 2880
φo(degree) 180 0 0
n 1 1 1





[1] Bonds with HCL, OCL, DACL, DCL, and ACL beads are defined to be rigid.
[2] HCL-ω and OCL-ω are the dihedral angles between the beads HCLNC’i−1Cα i−1 and O/OCLC’Ni+1Cα i+1 respectively and are added to
ensure the planarity of the peptide plane.
constrained by steric repulsions mainly, and we used the quality of the Ramachandran plot produced
in the Gly-Gly-Gly and Gly-Ala-Gly tripeptide simulations as the criteria to parameterize the different
bead sizes. Gly-Ala-Gly simulations are performed instead of Ala-Ala-Ala as it decouples the effect of
hydrophobic interactions and the Ramchandran plot produced is entirely due to steric effect. Sterically,
we differentiate between only two types of amino acids: glycine (for which we do not model a sidechain
Cβ atom) and non-glycine residues. This means that for all 19 non-glycine residues we use the same
Cβ sizes.
Figure 3.1 shows the Ramachandran plots for glycine and non-glycine residues determined us-
ing final set of parameters for bead sizes given in Table 2.1. The calculated Ramachandran plots for
glycine and non-glycine residues are in good-agreement with the φ ,ψ distribution of the glycine and
non-glycine, non-proline residues obtained from the high-resolution pdb structures [90]. These φ , ψ
distributions are outlined in red for the favoured regions and blue for allowed regions in Figure 3.1.
Glycine, which has no side chain atom, is conformationally very flexible which is evident from the Ra-
machandran plot while the φ -ψ values for non-glycine residues are mainly confined to three commonly
predicted regions: αR, αL and β -sheet regions. It should be noted that our model treats proline (only
sterically) as any other non-glycine residue, but in general it has different φ , ψ distribution compared to
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non-glycine, non-proline residues because of the closed ring. Modeling a different bead size for proline
alone is not a very daunting task, however, as we want our model to be as simple as possible so we
decided against this.
Figure 3.1: Ramachandran Plot of Glycine (top) and Non-Glycine (bottom) residues. Black dots are the
psi, phi values calculated from the simulation of Gly-Gly-Gly and Gly-Ala-Gly tripeptides.
3.1.2 Tuning backbone hydrogen bond strength
Interaction strength for backbone hydrogen bonds was modelled by studying the folding of polyala-
nine chains. Polyalanine has been used as a subject by previous models for modelling backbone hy-
drogen bond strength [76]. We studied helix formation for both 10-mer and 20-mer polyalanine chains.
As explained in methods section, the hydrogen bond was modeled as 12-10 LJ attraction between the
backbone HCL and OCL beads. Two factors were important in deciding their bead sizes; first, any
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hydrogen bonds formed during the simulation should be in the allowed NHO and COH angle range
(90<θ<180), second, a particular HCL or OCL bead should bind to only one complementary bead and
multiple hydrogen bonds by a single bead should be avoided. To model the hydrogen bond interaction
strength parameter, εhb, we simulated polyalanine chain (in the absence of any hydrophobic interaction)
starting from completely extended conformation and varied the strength parameter until we converged
to a value where stable helices were formed consistently. For the final parameter value (given in Table
2.1) and 10-mer polyalanine runs, 8/10 simulations gave stable α-helices, 1/10 formed β -hairpin while
1/10 did not form any stable secondary structure during the simulation time. While for the 20-mer
polyalanine simulation, 9/10 gave stable helices and 1/10 formed both partial helix and β -hairpin.
3.2 Native Secondary Structure and Contacts Calculation
We used the following method to calculate the data shown in Figure 2.8. Native contacts were
defined in the same way as in Lindorff-Larsen et al. [59] and were calculated by monitoring the Cα -Cα
distances between residues that were separated by 7 residues in protein sequence and where the distance
between the interacting atom pairs was less than 10A˚ in 80% of the folded trajectory. The folded state
of the protein was taken as the one where native state was achieved and the RMSD has been stabilized
in the folding simulation trajectory. Native secondary structure positions (helix forming residues) for
the experimental structure was taken from the corresponding PDB file. While STRIDE [91] algorithm
was used to assign secondary structure to simulated structures. This calculation was repeated for all the
different folding trajectories of each protein. The fraction of native secondary structure and contacts
were then used to calculate the time series integral for each folded trajectory.
3.3 Training and Test Proteins Discussion
In this section we describe in detail the results obtained for each of the proteins studied. The section
is divided into two major groups: Training and Test proteins. For the training proteins we provide
detailed description of all the three levels of simulations (L1, L2, and L3). For the test set only L3
simulation results are presented. For each of the proteins we provide:
• The structure of the native state obtained in the folding simulation superimposed on top of experi-
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mental structure where the correct topology is obtained in the simulation. Also, we show opposite
topology (in case of 3-helix bundle proteins) and one of the possible different topologies (in case
of 4 helix bundle proteins).
• The time series of backbone RMSD (calculated using backbone atoms N, Cα , C′) for the selected
replica in a parallel tempering folding simulation.
• Energy plots of the different conformations presented. Energy plots include time series of total
non-bonded interaction energy; Hydrogen bond energy where blue represents the hydrogen bond
energy of MC-MC hydrogen bonds and the energy scale is plotted on the left y-axis while the
SC-SC and SC-MC hydrogen bond energies are plotted in red and green colour respectively
with corresponding energy scale on the right y-axis; hydrophobic; and electrostatic energy where
blue corresponds to total attractive energy, red to total repulsive energy and green is the sum of
repulsive and atrractive electrostatic energy.
• Table containing the run statistic (wherever applicable) of all the different parallel tempering
folding simulations. 1st column, PDBID-ST, is the protein PDB id and the type of simulation
(L1, L2 or L3) run, 2nd column lists the total number of parallel tempering (PT) simulations, 3rd
column lists the total number of replicas, 4th column lists the number of replica that gave native
state(NS) in experimentally observed topology, 5th column lists the replica that formed NS but
in different topology (DT), 6th and 7th column lists the replica forming long and complete helix
structure that did not break within the simulation time, 8th column lists the replica in which the
long helix (LH) was formed but it eventually break to form the native state within the simulation
time and the last column lists the number of replicas that underwent transition from NS formed
in different topology to NS in experimental topology.
• Table recording the list of electrostatic contacts identified in experimental structure and their
occurence in folded structure from simulation. Electrostatic contacts are defined as follows:
– Residue pairs must be seperated by 5 amino acid on protein sequence and they must belong
to different secondary structure (intrahelical contacts are ignored and only interhelical or
one between helix and a loop residue is considered).
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– In experimental structures, a residue pair in the set (Arg, Lys, Asp, Glu) is identified as
electrostatic contact if the distance between the interacting atom pairs is less than 10A˚ in
at least 10% (in case of NMR structures with more than one structure in the submitted
ensemble) of total structures where the interacting atom for each of the residues are choosen
to be the side chain atoms (CZ, NZ, CG, CD) respectively. In the table, the average distance
between these atom pairs is listed.
– For the folded structure from simulation, a residue pair in the set (Arg, Lys, Asp, Glu) is
identified as electrostatic contact if the distance between the interacting Cβ atom pair is less
than 12A˚ and is in contact in at least 10% of the folded trajectory. In the table, the average
distance between the Cβ atom pair is listed.
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3.4 Training Set Proteins
3.4.1 2A3D
3.4.1.1 L1 Simulations: εhp=3.5
Native Topology Opposite Topology
Blue: Native Topology, Green: Opposite Topology
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Native Topology Opposite Topology
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3.4.1.2 L2 Simulations: εhp=3.5, εelec=30
Native Topology Opposite Topology
Blue: Native Topology, Green: Opposite Topology
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Native Topology Opposite Topology
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Folding simulation statistic and the different conformations observed for 2A3D. The temperature scales
and the simulation timesteps (in million) for different L1 simulations are {(1.0, 1.1, 1.2, 1.3, 1.4, 1.5,
1.6, 1.8), (1.0, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.8), (1.0, 1.1, 1.17, 1.25, 1.33, 1.4, 1.45, 1.5, 1.55, 1.65,
1.8), (1.0, 1.1, 1.17, 1.25, 1.33, 1.4, 1.45, 1.5, 1.55, 1.65, 1.8)} and (100, 100, 100, 100). For L2,
it was {(1.0, 1.05, 1.1, 1.15, 1.2, 1.25, 1.3, 1.35, 1.4, 1.45), (1.0, 1.07, 1.14, 1.2, 1.27, 1.34, 1.39,
1.45, 1.55), (1.0, 1.07, 1.14, 1.2, 1.27, 1.34, 1.39, 1.45, 1.55), (1.0, 1.07, 1.14, 1.2, 1.27, 1.34, 1.39,
1.45, 1.55), (1.0, 1.07, 1.14, 1.2, 1.27, 1.34, 1.39, 1.45, 1.55)} and (48, 100, 100, 100, 200). For
L3, it was {(1.0, 1.1, 1.17, 1.23, 1.3, 1.37, 1.43, 1.5, 1.6), (1.0, 1.07, 1.12, 1.17, 1.23, 1.28, 1.33,
1.39, 1.45, 1.55), (1.0, 1.07, 1.12, 1.17, 1.23, 1.28, 1.33, 1.39, 1.45, 1.55)} and (100, 100, 200).










2A3D-L1 4 38 12+1* 8 3 0 1 0
2A3D-L2 5 46 15+5* 2+2* 1 0 0 0
2A3D-L3 3 29 9+3* 2* 0 0 0 0
Average distance (A˚) between residues making electrostatic contacts in Experimental and folded struc-
tures.
Residues Experimental L1 L2 L3
Arg17-Glu27 7.17 8.06 8.04 6.70
Glu39-Arg64 8.09 10.23 10.27 7.10
Lys15-Glu59 6.39 9.41 9.35 5.85
Glu25-Arg71 5.80 8.40 8.21 8.97
Arg17-Glu34 9.52 10.26 10.24 9.08
Arg10-Glu34 7.29 7.57 7.54 5.83
Glu32-Arg71 8.99 10.50 10.47 7.82
Glu32-Arg64 6.31 6.95 6.95 8.00
Glu39-Arg57 5.44 7.88 7.86 8.08
Arg10-Glu41 5.47 10.54 10.52 8.94
Glu6-Glu41 9.35 10.14 10.17 8.58
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3.4.2 2LMG
3.4.2.1 L1 Simulations: εhp=3.5
Native Topology Opposite Topology
Blue: Native Topology, Green: Opposite Topology
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Native Topology Opposite Topology
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3.4.2.2 L2 Simulations: εhp=3.5, εelec=30
Native Topology Opposite Topology
46
Blue: Native Topology, Green: Opposite Topology
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Native Topology Opposite Topology
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3.4.2.3 L3 Simulations: εhp=3.5, εelec=30, εSC−SC=13, εSC−MC=13
Native Topology Opposite Topology
Blue: Native Topology, Green: Opposite Topology
49
Native Topology Opposite Topology
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Folding simulation statistic and the different conformations observed for 2LMG. The temperature
scales and the simulation timesteps (in million) for different L1 simulations are {(1.0, 1.05, 1.1,
1.15, 1.2, 1.25, 1.3, 1.35, 1.4, 1.45, 1.55), (1.0, 1.07, 1.14, 1.2, 1.27, 1.34, 1.39, 1.45, 1.55),
(1.0, 1.07, 1.14, 1.2, 1.27, 1.34, 1.39, 1.45, 1.55)} and (89, 200, 200). For L2, it was {(1.0,
1.05, 1.1, 1.15, 1.2, 1.25, 1.3, 1.35, 1.4, 1.45, 1.55), (1.0, 1.07, 1.14, 1.2, 1.27, 1.34, 1.39,
1.45, 1.55), (1.0, 1.07, 1.14, 1.2, 1.27, 1.34, 1.39, 1.45, 1.55)} and (81, 100, 200). For L3,
it was {(1.0, 1.1, 1.17, 1.23, 1.3, 1.37, 1.43, 1.5, 1.6), (1.0, 1.07, 1.12, 1.17, 1.23, 1.28, 1.33,
1.39, 1.45, 1.55), (1.0, 1.07, 1.12, 1.17, 1.23, 1.28, 1.33, 1.39, 1.45, 1.55)} and (100, 200, 200).










2LMG-L1 3 29 3+3* 5+5* 4 0 0 0
2LMG-L2 3 29 12+1* 7+2* 1 0 0 0
2LMG-L3 3 29 5+4* 8+2* 0 0 0 0
Average distance (A˚) between residues making electrostatic contacts in Experimental and folded struc-
tures.
Residues Experimental L1 L2 L3
Lys3-Asp46 6.40 5.78 8.84 9.95
Asp19-Lys25 8.12 — 9.99 11.40
Glu40-Lys59 6.00 11.10 11.28 —
Lys37-Glu62 3.92 9.99 10.73 —
Lys14-Asp36 8.14 9.14 — 9.71
Lys14-Lys31 9.26 9.42 10.57 9.75
Glu40-Glu62 6.92 — 10.70 —
Glu18-Lys31 4.02 10.25 10.66 5.85
Asp19-Lys31 9.06 — 11.04 9.38
Lys23-Lys31 7.04 10.8 11.34 10.02
Glu7-Asp46 7.83 7.41 10.38 10.24
Glu7-Asp46 5.17 10.94 — —
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3.4.3 1LQ7
3.4.3.1 L2 Simulations: εhp=3.5, εelec=30
Native Topology Opposite Topology Complete Helix
Blue: Native Topology, Green: Opposite Topology
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Native Topology Opposite Topology Complete Helix
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3.4.3.2 L3 Simulations: εhp=3.5, εelec=30, εSC−SC=13, εSC−MC=13
Native Topology Opposite Topology
Blue: Native Topology, Green: Opposite Topology
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Native Topology Opposite Topology
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Folding simulation statistic and the different conformations observed for 1LQ7. The tempera-
ture scales and the simulation timesteps (in million) for different L2 simulations are {(1.0, 1.05,
1.1, 1.15, 1.2, 1.25, 1.3, 1.35, 1.4, 1.45, 1.55), (1.0, 1.1, 1.17, 1.23, 1.3, 1.37, 1.43, 1.5,
1.6), (1.0, 1.1, 1.17, 1.23, 1.3, 1.37, 1.43, 1.5, 1.6), (1.0, 1.1, 1.17, 1.23, 1.3, 1.37, 1.43,
1.5, 1.6)} and (100, 100, 100, 100). For L3, it was {(1.0, 1.1, 1.17, 1.23, 1.3, 1.37, 1.43,
1.5, 1.6), (1.0, 1.1, 1.17, 1.23, 1.3, 1.37, 1.43, 1.5, 1.6), (1.0, 1.1, 1.17, 1.23, 1.3, 1.37,
1.43, 1.5, 1.6), (1.0, 1.1, 1.17, 1.23, 1.3, 1.37, 1.43, 1.5, 1.6)} and (65, 100, 100, 100).










1LQ7-L1 0 0 0 0 0 0 0 0
1LQ7-L2 4 38 16 9 4 8 0 4
1LQ7-L3 4 36 15+2* 15+2* 0 1 4 6
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Average distance (A˚) between residues making electrostatic contacts in Experimental and folded struc-
tures.
Residues Experimental L2 L3
Glu36-Lys59 9.81 11.61 11.65
Glu8-Glu42 9.05 9.10 9.22
Glu36-Lys52 9.56 10.71 10.53
Arg26-Lys59 9.51 11.27 10.40
Glu36-Glu56 8.06 8.60 8.55
Lys10-Lys58 7.68 8.48 8.22
Lys10-Glu62 9.35 11.00 10.53
Glu9-Glu61 9.58 10.97 10.55
Lys10-Glu54 8.28 9.00 8.99
Lys17-Lys65 7.41 8.62 8.69
Lys33-Glu63 8.63 9.15 9.14
Lys17-Glu61 6.73 8.94 9.04
Lys40-Glu56 6.45 9.01 8.79
Lys40-Lys52 7.35 8.70 8.57
Glu15-Lys38 5.57 7.68 7.57
Glu15-Lys31 7.33 7.93 7.99
Arg26-Lys66 8.37 10.45 10.65
Glu29-Lys59 5.19 10.87 10.67
Arg26-Glu63 7.92 7.87 7.79
Glu8-Lys38 7.90 8.30 8.52
Arg3-Glu54 7.96 7.64 7.17
Glu29-Glu56 9.59 11.00 10.58
Arg3-Lys51 7.14 10.22 9.91
Lys40-Glu49 8.67 8.58 8.08
Lys33-Lys52 7.37 10.92 10.56
Lys33-Glu56 5.58 6.51 6.39
Lys33-Lys59 5.30 8.66 8.74
Lys10-Glu61 4.25 6.38 5.99
Lys10-Lys65 7.45 10.84 10.35
Lys19-Lys31 8.23 9.08 9.14
Glu29-Glu63 6.63 8.95 9.09
Lys12-Lys38 8.84 8.88 8.90
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3.5 Test Set Proteins
3.5.1 2JOF
3.5.1.1 L3 Simulations: εhp=3.5, εelec=30, εSC−SC=13, εSC−MC=13
58
59






3.5.2.1 L3 Simulations: εhp=3.5, εelec=30, εSC−SC=13, εSC−MC=13
61
62
Average distance (A˚) between residues making electrostatic contacts in Experimental and folded struc-
tures.
* Distance between the residue pair was less than 10A˚ in 13/21 NMR structures.
**Distance between the residue pair was less than 10A˚ in 8/21 NMR structures.
















Average distance (A˚) between residues making electrostatic contacts in Experimental and folded struc-
tures.
*Distance between the residue pair was less than 10A˚ in 6/43 NMR structures.











3.5.4.1 L3 Simulations: εhp=3.5, εelec=30, εSC−SC=13, εSC−MC=13
Native Topology Opposite Topology
Blue: Native Topology, Green: Opposite Topology
67
Native Topology Opposite Topology
68
Average distance (A˚) between residues making electrostatic contacts in Experimental and folded struc-
tures.












3.5.5.1 L3 Simulations: εhp=3.5, εelec=30, εSC−SC=13, εSC−MC=13
Native Topology Different Topology
Blue: Native Topology, Green: Different Topology
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Native Topology Different Topology
71
Average distance (A˚) between residues making electrostatic contacts in Experimental and folded struc-
tures.
* Distance between the residue pair was less than 10A˚ in 8/15 NMR structures.



















3.5.6.1 L3 Simulations: εhp=3.5, εelec=30, εSC−SC=13, εSC−MC=13
Native Topology Different Topology
Blue: Native Topology, Green: Different Topology
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Native Topology Different Topology
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Average distance (A˚) between residues making electrostatic contacts in Experimental and folded struc-
tures.




















3.5.7.1 L3 Simulations: εhp=3.5, εelec=30, εSC−SC=13, εSC−MC=13
Native Topology Different Topology
Blue: Native Topology, Green: Different Topology
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Native Topology Different Topology
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Average distance (A˚) between residues making electrostatic contacts in Experimental and folded struc-
tures.















3.5.8.1 L3 Simulations: εhp=3.5, εelec=30, εSC−SC=13, εSC−MC=13
Native Topology Different Topology
Blue: Native Topology, Green: Different Topology
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Native Topology Different Topology
80
Average distance (A˚) between residues making electrostatic contacts in Experimental and folded struc-
tures.


















3.5.9.1 L3 Simulations: εhp=3.5, εelec=30, εSC−SC=13, εSC−MC=13
Mutant Native Topology Mutant Opposite Topology
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Blue: Mutant Opposite Topology, Green: Mutant Native Topology
83
Mutant Native Topology Mutant Opposite Topology
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Folding simulation statistic and the different conformations observed in test set proteins.










1F4I-L3 1 9 2+2* 0 2 0 0 0
2P6J-L3 1 9 2+1* 0 1 0 0 0
2KUB-L3 1 10 2+1* 3+2* 0 0 0 0
1P68-L3 2 18 3+1* 5 0 0 0 0
2JUA-L3 3 27 2 9 6 0 1 0
3DE8-L3 1 9 1 1+1* 1 0 0 0
3ZTM-L3 1 9 1 4 0 0 0 0
2A3DMutant-L3 3 30 14+2* 5 0 0 0 0
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3.6 Structural Transition in 1LQ7– OT to Correct Topology
86
3.7 Native 2◦-Structure and Contacts in Four Different Folding Simulations of 1LQ7
Native Topology Opposite Topology
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CHAPTER 4. FOLDING 19 PROTEINS TO THEIR NATIVE STATE AND
STABILITY OF LARGE PROTEINS FROM A COARSE-GRAINED MODEL
A paper published in the Journal Proteins
Abhijeet Kapoor and Alex Travesset
4.1 Abstract
We develop an intermediate resolution model, where the backbone is modeled with atomic reso-
lution but the side chain with a single bead, by extending our previous model (Proteins (2013) DOI:
10.1002/prot.24269) to properly include proline, pre-proline residues and backbone rigidity. Starting
from random configurations, the model properly folds 19 proteins (including a mutant 2A3D sequence)
into native states containing β -sheet, α-helix and mixed α/β . As a further test, the stability of H-RAS
(a 169 residue protein, critical in many signalling pathways) is investigated: The protein is stable, with
excellent agreement with experimental B-factors. Despite that proteins containing only α-helices fold
to their native state at lower backbone rigidity, and other limitations, which we discuss thoroughly, the
model provides a reliable description of the dynamics as compared with all atom simulations, but does
not constrain secondary structures as it is typically the case in more coarse-grained models. Further
implications are described.
4.2 Introduction
Fundamental protein dynamics events, such as folding or allostery, occur at a timescale of µs or
higher[58]. Although advances in computer resources and sampling algorithms have allowed folding
proteins with atomic details[59, 69], there is still a need for more coarse-grained models as 1) Provide
an alternative and conceptually simpler understanding of protein dynamics and 2) Allow to explore
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longer time scales. One of the simplest coarse-graining strategies is to model each residue with one
bead: Go[71], Contact Potential[73] and Network[72] models are successful examples despite that the
inherent bias towards the native state limits the predictability of these models.
Intermediate resolution models consist of an atomic detail representations of the backbone and a
coarse-grained side-chain. Solvent is treated implicitly and interactions are modeled with short-ranged
potentials. These models do not have any built in bias towards the native state and are suitable to predict
folding dynamics. In addition, because of their relative simplicity, they can be applied to most of the
problems where Go, Contact Potential or Network models are used, yet allowing for an, in principle,
unrestricted sampling of conformational space. Earlier models considea a reduced number of amino
acids types [70, 92, 74, 75, 76, 77, 93, 94] but more recent models have included all twenty amino
acids [95, 96, 78, 79]. These models have shown some success in folding proteins with α-helices and
β -sheets and predicting protein aggregation [97, 98, 99, 100].
Recently, we developed a new intermediate resolution model[101] which modeled explicit elec-
trostatics through short-range interactions and included anisotropic sidechain-sidechain (SC-SC) and
sidechain-mainchain (SC-MC) hydrogen bonds. The model included three parameters (correspond-
ing to hydrophobic, electrostatic and sidechain hydrogen bonding), which were adjusted by imposing
that three training proteins folded into its native state. We emphasize that even for the three training
proteins, the model has considerable merit: It is not by any means guaranteed that folding into native
states from initial random configurations can be accomplished by simply adjusting just three numbers.
Further credibility to the model was provided by folding eight additional proteins and a mutant, rang-
ing between 20 and 126 amino acids, to its respective native states using the same parameters of the
three training proteins. In addition, analysis of the dynamics showed good agreement with existing
all-atom molecular dynamics (MD) simulations[59, 69]. Still, proteins containing β -sheets were not
investigated and thus, the applicability of the model was somewhat restricted. In this paper, we extend
our force field to model proteins that contain β -sheets also, thus providing a comprehensive model for
protein dynamics, and show how the model can be used to study fluctuations of large proteins.
Although the reliability of the model is tested by folding proteins into their native states and can be
successfully used to predict those, the model is developed with a different goal: Providing a character-
ization of correlations among distant protein sites that it is more general than the ones obtained with
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simpler and coarser models, where configuration space is constrained. As an example, we discuss the
stability and fluctuations of H-RAS with bound GDP (PDB ID:4Q21), a 169 residue protein that plays
a critical role in different signalling pathways.
4.3 Materials and Methods
The model developed in Ref.[101] is expanded as follows; First, proline and pre-proline residue
conformations must be further restricted so that they agree with the existing Ramachandran plots, which
differ considerably from the ones of regular amino acids. This additional parametrization does not add
any new undetermined parameter into the model. Recently, Favrin et al.[94] and Ding et al.[95] have
introduced a model for the protein backbone where the constraints for proline are considered, very
similarly as done in our model. Second, the rigidity of the backbone is considered by introducing
additional terms, crucial for a successful modeling of proteins that fold into beta-sheets, as will be clear
from our discussion.
4.3.1 Review of the model
Each amino acid is modeled by either 4(Glycine) or 5 beads. The beads represent the backbone
atoms N, Cα , C′, O and the side chain Cβ atom (for amino acids other than glycine), as depicted in
Figure 4.1. Side chain Cβ beads were modeled to have same size. The Cβ atoms interact through
potentials modeling respectively, hydrophobic, electrostatic and hydrogen bonding interactions, which
are denoted as εhp,εel,εSC−SC = εSC−MC. The main-chain main-chain hydrogen bond strength is de-
termined from the condition that polyalanine simulations fold into α-helices[101]. Other parameters,
such as bond lengths, angles, dihedrals, etc..are taken from existing values for all atom force-fields. A
self-contained summary of the bonded interaction potentials is provided in the Supporting Material in
Chapter 5 (Table 5.1). Further details can be found in the original Ref[101].
4.3.2 Modeling proline and pre-proline residues
The Ramachandran plot for proline and pre-proline residues are more restricted than non-glycine
non-proline residues[90], a feature not included in our previous model. The Cδ atom of pyrrolidine ring
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Figure 4.1: Schematic figure of an amino acid in the model. The arrows represent the backbone dihedral
angles, φ and ψ . Backbone and sidechain hydrogen bonds are modeled as the interaction between the
HCL, OCL and sidechain DACL/DCL/ACL beads.
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in the side-chain of proline attaches to the backbone amide N severely restricting the conformational
space of prolines. As a sidechain is modeled by a single bead, we capture the steric effect of pyrrolidine
ring by using larger sizes for N-Cβ Pro and C-Cβ Pro bead pairs compared to other non-proline residues in
the model. This allows for a more realistic representation of prolines without adding any new parameter
to the system.
The degree of freedom for a proline residue was parameterized by checking the quality of Ra-
machandran plot produced using different σ values for N-Cβ Pro and C-Cβ Pro bead pairs in Gly-Pro-Gly
tripeptide simulations. Figure 4.2A shows the Ramachandran plot of proline for the final set of σ values
for N-Cβ Pro (σ= 2.94A˚) and C-Cβ Pro (σ= 3.96A˚) bead pairs.
The Cδ atom in proline sidechain also restricts the conformational freedom of pre-proline residues.
Ho and Brasseur[102] showed that the φ -ψ co-dependent regions in a pre-proline Ramachandran plot
are restricted due to Oi−1...Cδ i+1 and Hi...Cδ i+1 steric clashes where i refers to the pre-proline residue.
We capture the effect of this steric interaction in the Ramachandran plot of a pre-proline residue by
adding harmonic bonds between Oi−1...Cβ Proi+1 and HCLi...Cβ Proi+1 bead pairs thereby restricting
their conformational freedom. This introduces two new parameters, equilibrium bond length and the
bond strength for the two bonds, which were parametrized such that a reasonable fit to the experimen-
tally observed Ramachandran plot was obtained in tetrapeptide simulations. Figure 4.2B shows the
Ramachandran plot of pre-proline residue in the tetrapeptide Gly-Ala-Pro-Gly obtained for the final set
of parameter value given in Table 4.1.
4.3.3 Modeling of backbone rigidity
The need to introduce additional backbone rigidity in coarse-grained models due to the O-H dipole
along the main chain has been previously noted in Ref. [103, 77], who introduced a dipole that con-
tains both a long-range and a short-range term. The magnitude of the long range term is small, and
hence, the relevant contribution to the dipole is the local one. Additional contribution to the backbone
rigidity arises from a repulsive hydrophobic-polar (HP) interaction, which acts only between successive
residues, one polar, the other hydrophobic. It reflects the tendency for successive H and a P residues to
stay apart.
Both backbone rigidity (mimicking local dipole effect) and HP interactions are modeled as bonded
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Figure 4.2: Ramachandran Plot of Proline (top) and Pre-Proline (bottom) residues. Black dots are the
psi, phi values calculated from the simulation of Gly-Pro-Gly and Gly-Ala-Pro-Gly peptides.
93
interactions. The backbone rigidity is modeled by adding a φ -ψ dihedral term to the force field. While
the HP interaction is modeled by adding a dihedral term between the set of beads CβCαCαCβ of the
successive residues, favoring a dihedral angle of 180◦ such that the two Cβ beads are apart. The potential





where Kdihedral refers to Kφψ and KHP. Supporting Material Table 5.1 lists the different bonds, angles,
dihedral, and improper types in the model and their equilibrium value along with the spring constants.
Table 4.1: Free parameters in the model and the final selected values
Model Parameters Parameter Values Tuning Method
σ (N, Cα , C′, O, Cβ ) 2.4, 1.85, 1.85, 2.5, 3.1 (A˚) Ramachandran Plot
εhb 17 Polyalanine folding
εhp, εel , εSC−SC,εSC−MC, K∗φψ , K∗HP 3.5, 20, 13, 13, 0.3, 2 Protein folding
* Kφψ and KHP was set to 0 for α-helical proteins.
4.3.4 Coarse graining of guanosine diphosphate (GDP)
Guanosine Diphosphate is an important ligand that is relevant in many proteins, including H-RAS,
which will be studied further below. We thus provide the coarse-grained model of GDP as a 4 bead
structure connected by harmonic bonds with each of the four groups, namely, base (B), sugar (S), α−
and β−phosphate (PA, PB) represented by one bead each. For base and sugar group the beads are
positioned at the center of mass of the rings. GDP is constrained by adding harmonic angles between
the beads B-S-PA and S-PA-PB, equilibrium angle value for the same were obtained from all-atom
simulation of GDP. Magnesium (Mg) is also represented as a single bead in the HRAS simulation.
The interaction of GDP and Mg with HRAS is modeled by connecting harmonic springs between
the residue atoms and GDP groups. These interactions follow the orginal experimental results in Ref[6].
Overlap between the GDP and Mg atom with the protein is prevented by adding a purely repulsive 12-6
Lennard-Jones potential. For S and B group σ of 5A˚ is used for the interaction with protein sidechain
atoms while for rest of the interactions a size of 3.1A˚ is used for B, S, PA, PB and Mg beads to define
σ with other protein atoms.
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4.3.5 Simulation setup and analysis
All simulations used the HOOMD-blue package[81, 82] running on Graphics Processing Units
(GPUs). The simulations used Brownian Dynamics within the canonical ensemble. Simulations started
with a random configuration without any particular structure and the dynamics were followed either by
straight-forward Classical Molecular Dynamics (CMD) or by Replica Exchange Molecular Dynamics
(REMD) [83], implemented in our GPU cluster by using the Pypar package of Python. The temperatures
in REMD simulations were such that the acceptance rate was kept about 10%. Whether the results are
obtained within REMD or CMD is stated in the figures and the text. Analysis of folding trajectories
(including radius of gyration calculation) and figure preparation was done using VMD [85]. Q-score,
nativeness order parameter, was calculated as in [74] given by:
Q=
∑i j exp[−19(ri j− rnativei j )2]
N
, (4.2)
where, ri j and rnativei j are the Cα distances (in A˚) in a given structure and in the native state (experimental
structure in our case). The summation goes over all Cα atom pairs and N is the total number of summed
pairs. The p-value for an observed score Z was calculated as explained in [104] given by:
P(ζ < Z) = exp(−exp(−Z−µ
β
)), (4.3)
where, µ ≈ 3.37 and β ≈ 0.48. The quantitiy, ζ , is the similarity measure given as ζ = RMSDM0.32 .
RMSD is the root mean squared deviation between the two structures and M denotes the number of
residues of the protein.
Simulations were run in the Exalted GPU cluster with Tesla C2070 units. Typical simulations
included between 100-200 million timesteps, although in some cases longer simulations were run. Wall
times for the simulations varied with the length of proteins studied. For the four proteins, for example,
1F4I, 1LQ7, 2JUA, and 3ZTM with number of amino acids 45, 67, 102, and 126, the typical wall times
for 100 million timestep REMD simulation with 9 replicas with each replica running on a separate
GPU was roughly 36, 41, 60, and 65 hours. On the other hand, simulations for smaller proteins, such
as Cln025, were much faster and were run on 4 CPU cores with typical wall time of roughly 4 hours
for 100 million timestep CMD simulation. Further simulation details are provided in the Supporting
Material in Chapter 5.
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4.4 Results
4.4.1 Parameterization of the force field
The three parameters εhp,εel,εSC−SC = εSC−MC were chosen as reported in our previous work, with
the lowest value for εel = 20. This leaves just two parameters, Kφψ and KHP, to be determined. These
two parameters are determined under the condition that the native state of Cln025[105], a mutant of
Chignolin (PDB ID: 1UAO), is obtained. The resulting parameter values were then tested by folding 18
different proteins belonging to the 3 major structural classes, the α-helical, mixed α/β , and β proteins.
For most of the proteins studied, we determined a range of parameter values under which the folded
states were observed.
The simulation started from a random coil state. Small systems (proteins containing less than 30
amino acids) were simulated using CMD runs. Larger systems were run using REMD simulations.
Following the strategy outlined in Ref[101], we consider three levels of approximation, defined as:
• L1: Hydrophobic only (εhp), with all other parameters set to zero.
• L2: L1+Electrostatic (εel).
• L3: L2+Side chain Hydrogen bonding (εSC−SC,εSC−MC).
At Kφψ = 0 and KHP = 0, the simulations of Cln025 showed a high tendency to form α-helices; within
L1 and L2 10/10 simulations formed helical structures. Within L3, simulations converged to the native
state only 2/10 cases, while the remaining 8/10 resulted in a helical structure. A range of parameter
values for Kφψ and KHP were then determined by first folding Cln025 with Kφψ alone (added on top
of L3) and then in combination with KHP. Several different values of Kφψ and KHP were tested. The
optimal values of Kφψ and KHP (Table 4.1) were selected to be those that resulted in largest successful
runs to the native state. Thus, the parameter set in (Table 4.1) lead to 60% of folding simulations
resulting in the experimental native state.
4.4.2 Test set
The test set proteins were studied with the optimal set determined from Cln025. Folded structures
of all the proteins studied are shown in Figure 4.3, along with the average and minimum root-mean-
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square-deviation (RMSD). The average RMSD was calculated for the part of trajectory where the folded
state has been achieved (the RMSD has stabilized). The folded state of the protein in the simulation
was taken as the one where the known experimental native state was formed. We describe each protein
class in turn:
4.4.2.1 β -sheet only
We folded different sequences forming β -hairpins (PDB ID: 1K43, 1NIZ and PeptideI[106, 107])
and a sequence corresponding to the WW-domain variant GTT[59](PDB ID: 2F21) using the optimal
parameter set given in Table 4.1. Simulations for the WW-domain showed the first β -hairpin to be more
structured than the second, in agreement with reports on all-atomic simulations of this protein[108].
4.4.2.2 Mixed α/β
Two proteins belonging to this category, a naturally occuring fold (PDB ID: 1FME) and an artificial
sequence (TATL[109]), were folded. Both these proteins have similar tertiary structure (helix and a
β -hairpin) but differ in primary sequence. Here again, the proteins were folded using the optimal
parameter set. Simulations of up to 100 million timesteps for 1FME and TATL gave 2 and 1 native
states respectively out of 10 independent folding simulations, with the remaining structures showing
partial native-like secondary structures. In order to test whether conformations failed to fold to the
native state because lack of equilibration, longer simulations of up to 1 billion timesteps were run for
TATL. It was found that, indeed, many of these simulations eventually converged in about 500-700
million timesteps to the native state. Detailed results are shown in Supporting Material in Chapter 5.
4.4.2.3 α-helical
Here we revisit the helical proteins folded in our previous study[101]. As a first step, we performed
L3 folding simulations (with no additional rigidity) of 2JOF, 2A3D and 3DE8 with the corrected proline
and pre-proline residues. Figure 4.3 shows the native state of 2A3D and 3DE8 obtained from these sim-
ulation. Folding for 2JOF was observed within CMD using the optimal parameter set in Table 4.1. The
resulting native state is shown in Figure 4.3. However, when the optimal set of parameters in Table 4.1
was used on 1LQ7, the simulations failed to converge to the experimental native state, although native
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Figure 4.3: Protein structures from folding simulations. Blue is the protein conformation folded in the
simulation starting from a random initial conformation. Red is the experimentally known structure of
the corresponding protein. Values in bracket are the number of amino acids in the protein. Minimum
and average backbone RMSD (calculated using atoms N, Cα , C’) values for the folded trajectory is
reported. RMSD for WW-domain (2F21) was calculated using residues 6-30. RMSD is measured in A˚.
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folds with opposite topology did form. Basically, these simulations led to conformations with excess
of beta-structures. Similar results were obtained for the other helical proteins in this set. Successful
folding of the helical proteins into native states was only obtained when the values for the rigidity Kφψ
and KHP were close to zero. Thus, for proteins with alpha helices only, a different value for the rigidity
had to be chosen and it is given in Table 4.1.
4.4.3 Role of side-chain hydrogen bonds in stabilizing the native state
Side-chain hydrogen bonds is a critical aspect of our model and is responsible for the stabilization of
the native state in many of the cases discussed in this paper. In Cln025, for example, it is reported exper-
imentally that the Thr6-Thr8 SC-SC hydrogen bond play an important role in stabilizing the native state
[105]. Simulations with the SC-SC hydrogen bonds switched off did not converge into the experimental
native state, showing a high tendency to form helical structures. The role of hydrogen bonds is apparent
in Figure 4.4A, which illustrates how SC-SC interactions help in folding and stabilizing the native state
of Cln025. The intermittent SC-SC hydrogen bond between Asp3-Thr6 and Asp3-Tyr10 residue pairs
holds the two strands together into a native-like conformation that helps in the formation of mainchain
hydrogen bonds. Eventually, the Asp3-Thr6 SC-SC hydrogen bond is replaced by Thr6-Thr8 hydrogen
bond and the chain moves in to a proper native state with an average RMSD of 0.90 A˚. Similar result
were also obtained for 1FME, which did not form any native state in the folding simulations in the
absence of SC-SC SC-MC hydrogen bonds.
Figure 4.4B shows the simulation trajectory of 1UAO, 10 times longer than in Figure 4.4A, at
temperature T=1.1. Unlike the simulation in Figure 4.4A where the folded state of 1UAO is observed
only once, at higher temperature 1UAO visits its folded state multiple times highlighting the efficieny
of sampling method.
4.4.4 Analysis of protein dynamics
Another important aspect in assessing a model is whether the folded native structure is of lowest
energy among all the different states visited in the simulation. In Figure 4.5B,C,E,F we present a plot
of the log of number of states observed in a folding simulation trajectory as a function of RMSD and
potential energy and radius of gyration (Rg) and Q-score for two proteins, 2JOF and 1FME. RMSD
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Figure 4.4: Sidechain hydrogen bonds during the folding of Cln025. (A) Folding simulation of Cln025
for 100 million timestep at T=1.0. Distances are calculated between the DACL/ACL beads correspond-
ing to the residues Asp3, Thr6, Thr8, and Tyr10 for which the Cβ beads are represented as spheres.
Spheres are color coded corresponding to the distance plot. (B) RMSD plot for folding simulation of
Cln025 for 1000 million timestep at T=1.1. The protein visits its folded state multiple times highlighting
the efficiency of sampling method.
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plot of the simulation trajectory in Figure 4.5A,D for 2JOF and 1FME respectively shows that both
the proteins visit their native state multiple times in the simulation. Both, Figure 4.5B and C, show
sparsely populated tail regions (corresponding to high energy and RMSD and low Q-score and high
Rg) indicative of rapid initial collapse at the start of the folding simulation. After initial collapse, the
structure (with an average Q-score∼0.5) rearranges and reaches the native state (with an average Q-
score and RMSD ∼0.92 and 1.86 A˚ respectively). The native state is shown in blue in Figure 4.5B,C.
In Figure 4.5B, we find that using the actual energy as an order parameter does provide some measure
of the native state, but it is not very accurate as there are non-native states that have smaller energies
(and lower entropies) than the native state. Structures with similar energy as native state but higher
RMSD are shown in Figure 4.5B. Existence of structures with high RMSD but similar potential energy
as native state for 2JOF was also observed in [95]. A more precise parameter to discriminate non-native
states is provided by the radius of gyration. As clear from the figure, non-native structures have very
similar energies, yet, they are comparably less compact with higher Rg (on average ∼8A˚) compared to
native state with an average Rg∼ 7A˚( Figure 4.5C). Similar results are also obtained for 1FME as seen
in Figure 4.5E,F. Similar to the case of 2JOF, the Rg and Q-score corresponding to non-native state is
lower when compared to that of the native state.
In Figure 4.5G, we present the plot of p-value vs RMSD for proteins, Cln025 (black), 2JOF (green),
and 1FME (red) for the folding trajectory shown in Figure 4.4B and Figure 4.5A,D. Calculation of p-
value was done as explained in methods section. For the three proteins, the probability that a RMSD <5
A˚ would occur by chance is nearly zero. However, the estimate for µ and β values used in equation (3)
was determined using a dataset of proteins with residues >50 (see Ref.[104]). It is possible that these
values may not hold for proteins <50 residues. So, to test the significance of our folding simulation we
also included in Figure 4.5G the p-value analysis for a folding trajectory of a 73 residue protein 2A3D
(blue). Even for 2A3D, the probability of getting a RMSD <5 A˚ by chance is zero indicating that the
occurence of folded states in our simulation is not a chance event and the model is able to capture the
relevant dynamics of the different proteins.
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Figure 4.5: Analysis of folding simulation of 2JOF and 1FME. (A-C) shows the RMSD vs time, 2D-
histogram plot of RMSD vs potential energy, and radius of gyration (Rg) vs Q-score plot for 200 million
timestep CMD folding simulation of 2JOF at T=0.9. The colorbars in 2D-histogram denote the log of
number of states visited in the simulation. In (B) structures with similar energy as native state (shown
in blue) are shown. The same structures are also mapped on to Rg vs Q-score plot in (C). (D-F) Similar
analysis for 100 million timestep CMD folding simulation of 1FME at T=1.0.(G) p-value vs RMSD plot
for folding simulations of four proteins, Cln025 (black), 2JOF (green), 1FME (red), and 2A3D (blue).
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4.4.5 Effect of proline and pre-proline residues
The effect of including a realistic representation for prolines and pre-proline residues was not very
significant in relatively large α-helical proteins such as 2JOF, 2A3D and 3DE8, as the native states were
basically the same as in our previous simulations without it. This more realistic representation played
a more crucial role in other cases, however, such as in Cln025. Cln025 contains one proline residue
located at the start of the turn region, unlike the three α-helical proteins in which it is either located at
the helix terminal or part of the coil region with no specific secondary structure. Interestingly, none of
the ten folding simulations of Cln025, with the optimal parameter set in Table 4.1 but without realistic
proline and pre-proline residue, folded into a native state. Prominence of proline in turn regions due to
its restricted conformational space has been noted previously[110]. In fact, β -hairpins did form in the
simulations with proline in strand region, thus indicating the importance of restricted conformational
space of proline and pre-proline residue in forming the proper turn.
4.4.6 Native state simulation
To demonstrate the suitability of the model, we study HRAS[6] (PDB ID: 4Q21, Figure 4.6A), a
169 residue protein consisting of five helices and six beta sheets, with a bound GDP molecule and a Mg
ion. The coarse-grained model for GDP has been described in the methods section. Folding this protein
from a random initial configuration is beyond the scope of this work, so the stability of the native state,
both with bound and unbound GDP is studied.
In the absence of GDP and Mg, the secondary structure of HRAS is basically preserved, but the
native structure undergoes large fluctuations, which affect not only the GDP binding pocket, but also
the other helices, giving rise to high RMSD, shown in Figure 4.6B. We note however, that the beta-sheets
remain quite stable. Rather interestingly, however, with the bound GDP and Mg the native fold remains
completely stable (with an average RMSD of about 3.7A˚) with large fluctuations confined mainly to the
unstructured part of the protein involving residues in the two switch regions, switch I (residues 31-37)
and switch II (residues 58-64), loops L7 (residues 105-109) and L8 (residues 118-125) and somewhat
inaccurate B-factors for switch I. The B-factor calculated from the native state simulation shows good
agreement with the experimental data, with a correlation coefficient of 0.61 (Figure 4.6C). It should
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be noted, however, that the disagreement from the experimental results comes primarily from the two
switch regions.
4.4.7 Limitations of the model
The limitations of the model became apparent in the investigation of NTL9 (PDB ID:2HBA), with
the first 39 amino acids in the sequence. Native state simulations showed that the protein was unstable
and evolved towards a state very different from the native fold. The initial destabilization results from
β -strand 2 opening as a result of steric interactions involving Ala and Val residues (Met1-Ala26, Lys2-
Ala39, Val3-Ala36, Ile4-Ala39, Phe5-Ala36, Val9-Met12, Ala22-Tyr25, Leu30-Ala36) in the starting
structure suggesting that the packing was not properly captured due to the approximation of all side
chains having the same bead sizes. Further destabilization occurs through the opening of the turn region
(residues 8-14) from the native fold. In order to test whether a more accurate description of the packing
was critical to stabilize NTL9, we simulated the native state using smaller bead sizes for both Ala and
Val (σ= 4A˚) keeping the other side chains with the original size. Interestingly, this led to stabilization
of the β -strand 2, although the turn region still opened from the native fold (green conformation in
Figure 4.7). Analysis of the experimental native state revealed 5 hydrophobic residues in close contact
on the turn (Val9 and Met12) and helix (Tyr25, Phe29, and Leu30) region with their sidechain groups
present within 6A˚. Val9 and Leu30 sidechain atoms were located as close as 4.5A˚ with their Cβ atoms
positioned 7.5A˚ apart. Interestingly, adding a harmonic spring between the residue pair Val9-Leu30
alone stabilized the native state (blue conformation in Figure 4.7) in the simulation with an average
RMSD of 1.7A˚.
Protein 1R69 could not be folded into its native state, however, the native conformation is stable
within L3 approximation for temperatures T ≤ 0.9. Within L1, however, the protein native fold is desta-
bilized emphasizing the importance of the L3 approximation (side-chain side-chain hydrogen bonds).
REMD folding simulations for 1R69 were performed, but simulations could not be well equilibrated
possibly due to the low melting temperature.
Protein 1GB4, a 57 residue long protein with an alpha-helix and 4 stranded β -sheet was studied.
While the native simulation remained stable to its native state within 50 million time steps (with an
average RMSD of 4.3A˚) and folding simulations showed native like secondary structures, the tertiary
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Figure 4.6: HRAS (4Q21) native state simulation for 100 million timesteps. (A) Average structure from
simulation (Blue) superimposed on experimental HRAS structure (Red). Structural regions correspond-
ing to Switch I, Switch II and sugar and base binding loop regions are highlighted. GDP and Mg are
shown in green and yellow color respectively. (B) RMSD plot of HRAS native state simulation in ab-
sence (Red) and presence (Blue) of GDP and Mg. (C) Comparison of bfactor of Cα atoms from native
state simulation (Blue) of HRAS in presence of GDP and Mg with the experimental Bfactor (Red). The
correlation coeffcient is 0.61. High bfactor corresponds to loop residues 60-64 (Switch II), 106-107,
and 121-127.
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Figure 4.7: Native State of first 39 residues of 2HBA from simulations in which Val and Ala residues
were modeled with reduced sizes (σ= 4A˚). In red is the experimental native structure. Blue is the native
state from the simulation in which harmonic spring is added between residues Val9-Leu30. Green is the
structure from simulation without the harmonic bond.
structure was not accurately reproduced.
4.5 Discussion and Conclusions
We have presented a coarse-grained model that successfully folded nineteen proteins starting from
completely random configurations. The model has been further tested by simulating native state con-
formations of H-RAS, a 169 residue protein with five helices and six beta sheets. The model was
unsuccessful only for three tested proteins: 1R69 and 1GB4, which could not be folded into its native
state and NTL9, whose native state was unstable. For the former case, the native state was stable and
given the low melting temperature of 1R69, it is possible that longer runs might converge to the native
state. The difficulties in obtaining the native state for 1GB4 clearly shows the difficulty of folding larger
proteins with coarse-grained simulations. In the model of Ding et al.[96] these proteins were folded by
a force field where the strength of hydrogen bonds depends on the environment, an effect not included
in our model, but entirely consistent with our findings (exemplified by the different values for rigidity
parameter K used for helical or beta proteins).These environmental depending hydrogen bond strengths
need to be introduced in the model for proper folding simulations. Still, the stability of the native state
does show that the model is suitable for studying motions that are fluctuations of the native state, such
as allostery. For the NTL9, we have shown that just accounting for the smaller packing fraction of the
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side-chains Val and Ala, as well as keeping the Val9-Leu30 residue in contact using a harmonic spring
we were able to stabilize the native state. Sidechains of amino acids, such as Leu, can make contacts
with other residues by extending to long distances. Such contacts can be difficult to stabilize with a
single bead approximation of the sidechain. Yet, this in a way is an advantage of our current model as
it can provide clear insights in to the important interactions that stabilize the native state of a protein.
The strategy for developing the model is to incorporate the minimum detail necessary to fold an
increasing number of proteins, as summarized in Figure 4.8. The hydrophobic effect was the first
interaction considered (L1), and this alone, showed remarkable success. The subsequent approximation
includes electrostatics (L2) and side-chain and side-chain/main-chain hydrogen bonds (L3), which is
sufficient to fold all the helical proteins considered. An additional level of approximation is introduced
by including backbone rigidity (L4), which allows to fold native states that include β -sheets. The case of
2HBA shows that yet an additional level of approximation, the smaller size of Val and Ala residues (L5)
is necessary in some cases. Obviously, further levels of approximations, bringing the model closer to
all atom models can also be considered, thus providing clear insights on the minimal set of interactions
that are required to stabilize the native state of a given protein.
Comparing with previously existing intermediate models, ours differs from the one by Bereau and
Deserno[78] in that we provide explicit electrostatics and SC-SC and SC-MC hydrogen bonds and
include the restricted motion of both proline and pre-prolines as well as interactions favoring beta-
sheets. Compared with PRIME20[79] and the one by Ding et al [95], our model uses continuum MD
(as opposed to Discontinuous MD) , includes anisotropic SC-MC interactions and only introduces five
fitting parameters. Each level of approximations (L1,L2 etc.) expands the domain of proteins that
can be studied using our model. Compared to models in[78, 79] we fold more proteins, specifically
19 different proteins covering a wide range of sequence lengths varying from 10-126 amino acids.
As demonstrated in [101], inclusion of electrostatic and SC-SC, SC-MC hydrogen bonds allows us
to address finer aspects of protein topology, in addition, the model is sensitive to slight modifications
in amino acid sequence and the dynamics obtained from our model are in good agreement with that
obtained from all-atom MD. Considering the model has only one bead resolution on the sidechain
and has only five adjustable parameters, the model is very successful. Addition of more sophisticated
potentials, such as environment dependent hydrogen bonds and higher resolution on sidechains, as in
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Figure 4.8: Schematic figure of all the proteins studied at different levels of approximations. NS refers
to Native State.
[95, 96] will definitely further extend the domain of proteins that can be studied with our model. These
issues will be addressed in future works. What is this model suitable for? certainly helpful for folding
studies, its main interest, and the motivation for its development, however, is the study of correlated
motion at distant sites, in a way where the overall protein structure is not constrained to native-like
structures, as it is typical of network, Go and most coarse-grained models, yet with a level of simplicity
that allows reaching realistic time scales for allosteric motions. In this way, predictions from our model
can provide a guide for subsequent all atom simulations, where parts of the protein are restricted by
external forces. The example of H-RAS discussed in this paper, which will be elaborated further in a
subsequent publication, provides a clear example on how the model can be used for this purpose.
The model raises relevant issues regarding the overall strategy for coarse-graining proteins; Back-
bone dipole moments play a critical role in determining the native state, which has been modeled by
introducing rigidity into the backbone, similarly as in previous studies [103, 77], thus introducing two
rigidity constants Kφψ and KHP. Somewhat surprisingly, these two constants could not be determined
uniquely, as several proteins consisting of alpha-helices folded into their native states only for rigidity
values close to zero, which in turn leads to two force-fields differing in their rigidity, as shown in Ta-
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ble 4.1. Thus, the overall rigidity of the protein is not just a function of the amino acids that are close
within the chain, but contains a clear dependence from residues that are close within space but very far
within the chain. What is the precise origin of this dependence and how to incorporate it within our
coarse-grained model appears beyond the scope of this paper. It is worth pointing that the tendency of
certain amino acid pairs to promote β -sheets through SC-SC hydrogen bonding has been noticed from
the analysis of protein structures [111], and our force field does capture these tendencies.
An important aspect in developing a coarse-grained model is the speed-up it provides in comparison
to all-atom MD. Comparing our CMD folding runs for Cln025, 2JOF and 1FME with the all-atom
folding simulations of the same in[59] gives an approximate timestep of 22, 295, and 354 fs in our
folding simulations. The timestep equivalence was calculated by taking the product of timestep in all-
atom simulation, which in this case was 2.5 fs, with the ratio of total number of timesteps required to
fold the protein in all-atom simulation to that in our simulations. The folding time in our simulation
was taken as the average number of timesteps to fold the protein to its experimental native state. Even
though the equivalent timestep in our simulation varies from protein considered, yet, it is intersting to
see that the timestep increases with the size of the protein (number of amino acids) indicating that the
model provides better speed-up for bigger proteins when compared with all-atom simulations. However,
it should be noted that the timestep calculated here are only approximate and will depend on many
factors, such as when the level of simulation increases (L1, L2, L3, L4) the time required to fold the
protein also increases as a result of the added complexity to the energy landscape.
Overall, the fact that 19 proteins (including a mutant sequence) could be folded from random con-
figurations and that a large and complex protein such as H-RAS could be described within our model,
provides a clear case of the importance and value in developing models of greater simplicity than all
atomic models.
4.6 Acknowledgments
We acknowledge Joshua Anderson for his always valuable advice and Axel Kohlmeyer for intro-
ducing us to Pypar. This work is supported by NSF through the grant CAREER DMR-0748475. The
authors declare no conflict of interests.
109
CHAPTER 5. SUPPORTING MATERIAL FOR FOLDING 19 PROTEINS TO
THEIR NATIVE STATE AND STABILITY OF LARGE PROTEINS FROM A
COARSE-GRAINED MODEL
Table 5.1: Bonded interaction parameters in the model.
Bond lengths
NCα CαC’ C’N CO CαCβ O OCL NHCL CβDACL/DCL/ACL OCβ Pro HCLCβ Pro
Kbond (ε/σ2) 1440 1440 1440 1440 1440 rigid rigid rigid 3.0 11.0
ro(A˚) 1.455 1.510 1.325 1.30 1.531 0.65 0.60 1.20 6.0 5.64
Bond Angles
NCαC’ CαC’N C’NCα C’CαCβ NCαCβ NC’O/OCL CαC’O/OCL HCLNCα HCLNC’
Kangle(ε/rad2) 1440 1440 1440 1440 1440 1400 1400 1400 1400
θ o(degree) 111.0 116.0 122.0 110.1 109.6 123.0 121.0 118.0 120.0
Dihedral Angles
ω HCL-ω OCL-ω φ -ψ HP
Kdihedral (ε) 2880 2880 2880 0.3 2
φo(degree) 180 0 0 180 180
n 1 1 1 1 1





[1] Bonds with HCL, OCL, DACL, DCL, and ACL beads are defined to be rigid.
[2] HCL-ω and OCL-ω are the dihedral angles between the beads HCLNC’i−1Cα i−1 and O/OCLC’Ni+1Cα i+1 respectively and are added to
ensure the planarity of the peptide plane.
[3] OCβ Pro and HCLCβ Pro are the harmonic bonds between Oi−1...Cβ Proi+1 and HCLi...Cβ Proi+1 bead pairs where i refers to the pre-proline
residue.
5.1 Proteins Studied
In this section we describe in detail the results obtained for all the proteins (except 2F21) studied
in this paper. For each protein we provide a table containing the run statistic of all the different folding
simulations. 1st column, Simulation, is the simulation number, 2nd column lists the total number of
simulation timesteps (TS) in millions, 3rd column lists the number of simulation timesteps after which
the native state of the protein was formed (NS-TS), 4th column lists the final conformation at the end of
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the folding simulation. Only WW-domain (PDBID: 2F21) was run using Replica Exchange Molecular
Dynamics, folding simulations for all other proteins were done using classical molecular dynamics
simulation.
5.1.1 1UAO
Folding simulation statistic for 1UAO.
*Before Helix, native state formed and remained stable for 40 million TS.
Simulation Total TS (millions) NS-TS (millions) Final Conformation
1 100 — Helix
2 100 0.42 Native State
3 100 — Helix
4 100 59 Native State
5 100 – Helix
6 100 8.7 Native State
7 100 26.4 Native State
8 100 — Helix
9 100 19.4 Helix*
10 100 50.5 Native State
5.1.2 1K43
Folding simulation statistic for 1K43.
Simulation Total TS (millions) NS-TS (millions) Final Conformation
1 100 2.5 Native State
2 100 1.7 Native State
3 100 9.6 Native State
4 100 1.2 Native State
5 100 15.3 Native State
6 100 14.2 Native State
7 100 6.2 Native State
8 100 18.0 Native State
9 100 18.6 Native State
10 100 11.8 Native State
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5.1.3 1NIZ
Folding simulation statistic for 1NIZ.
Simulation Total TS (millions) NS-TS (millions) Final Conformation
1 100 — β -sheet
2 100 — β -sheet
3 100 18.0 Native State
4 100 — β -sheet
5 100 87.3 Native State
6 100 1.2 Native State
7 100 2.3 Native State
8 100 — β -sheet
9 100 5.0 Native State
10 100 3.0 Native State
5.1.4 PeptideI
Folding simulation statistic for PeptideI.
Simulation Total TS (millions) NS-TS (millions) Final Conformation
1 100 — β -sheet
2 100 — β -sheet
3 100 — β -sheet
4 100 — β -sheet
5 100 — β -sheet
6 100 — β -sheet
7 100 — β -sheet
8 100 — β -sheet
9 100 — β -sheet
10 100 — β -sheet
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5.1.5 1FME
Folding simulation statistic for 1FME.
Simulation Total TS (millions) NS-TS (millions) Final Conformation
1 100 — Native Half-helix & β -sheet
2 100 — Native Helix & RC
3 100 76.7 Native State
4 100 — RC
5 100 — Complete Helix
6 100 — Native Helix & RC
7 100 — Native Helix & RC
8 100 25.0 Native State
9 100 — Half-helix
10 100 — β -sheet
5.1.6 TATL
Folding simulation statistic for TATL.
Simulation Total TS (millions) NS-TS (millions) Final Conformation
1 100 23.3 Native State
2 100 — β -sheet
3 100 — β -sheet
4 1000 735 Native State
5 200 120 Native State
6 100 — small β -sheet
7 600 510 Native State
8 100 25.0 β -sheet
9 500 — Complete helix
10 100 — Native β -sheet & partial-helix
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CHAPTER 6. MECHANISM OF THE EXCHANGE REACTION IN HRAS FROM
MULTISCALE MODELING
A paper published in the Journal PLoS One
Abhijeet Kapoor and Alex Travesset
6.1 Abstract
HRAS regulates cell growth promoting signaling processes by cycling between active (GTP-bound)
and inactive (GDP-bound) states. Understanding the transition mechanism is central for the design of
small molecules to inhibit the formation of RAS-driven tumors. Using a multiscale approach involving
coarse-grained (CG) simulations, all-atom classical molecular dynamics (CMD; total of 3.02µs), and
steered molecular dynamics (SMD) in combination with Principal Component Analysis (PCA), we
identified the structural features that determine the nucleotide (GDP) exchange reaction. We show that
weakening the coupling between the SwitchI (residues 25-40) and SwitchII (residues 59-75) accelerates
the opening of SwitchI; however, an open conformation of SwitchI is unstable in the absence of guanine
nucleotide exchange factors (GEFs) and rises up towards the bound nucleotide to close the nucleotide
pocket. Both I21 and Y32, play a crucial role in SwitchI transition. We show that an open SwitchI
conformation is not necessary for GDP destabilization but is required for GDP/Mg escape from the
HRAS. Further, we present the first simulation study showing displacement of GDP/Mg away from the
nucleotide pocket. Both SwitchI and SwitchII, delays the escape of displaced GDP/Mg in the absence




HRAS, a member of the Ras superfamily, regulates cell growth promoting signaling processes by
cycling between active (GTP-bound) and inactive (GDP-bound) states [6, 112]. The active state is
recognized by downstream effectors to pass on the signal. The intrinsic low rates of interconversion be-
tween the two states is enhanced by interactions with two regulatory proteins. While guanine nucleotide
exchange factors (GEFs) catalyze the exchange of GDP to GTP, the inactive state is regenerated by hy-
drolysis of GTP to GDP, accelerated by a GTPase activating protein (GAP) [9]. Mutations intervening
normal Ras functioning are associated with several human cancers and developmental disorders [4, 5].
Oncogenic Ras proteins, found in more than 20% of human tumors, are insensitive to GAP action,
leading to a permanent active state, which results in uncontrolled cell growth.
The dynamic nature of the SwitchI (residues 25-40) and SwitchII (residues 59-75) regions in HRAS
structure and their participation in regulation of inactive/active state transitions has been long estab-
lished [6, 13, 14, 15, 16, 17, 18, 21, 22, 23, 24]. Structure-based mutagenesis studies established the
specific role of SwitchII in anchoring the GEF and SwitchI in GDP dissociation [21]. As seen in the
HRAS-GEF crystal complex, GEF opens up the nucleotide binding pocket and forms an extensive
interface with the two switch regions, distorting their conformation such that it no longer favors the
nucleotide binding [14]. Experiments have shown that a transient ternary complex (HRAS-GDP-GEF)
precedes the formation of the binary complex [27]. Interestingly, similar structural rearrangements as
seen in the HRAS-GEF complex were also observed in the ternary complex of a plant G protein Rop4
in complex with GDP and its GEF [29].
Essential features of the GEF-catalyzed exchange reaction have remained mostly uncharacterized
due to the difficulty in crystalizing the intermediate structures. The interconversion between the GDP-
GTP bound form, in the absence of regulatory proteins, has been studied computationally using targeted
molecular dynamics [22] or accelerated molecular dynamics [23], and also through classical molecular
dynamics (CMD) of HRAS-G12V [11]. Further insight into the activation mechanism was provided by
Kobayashi and Saito [24] based on the simulation of HRAS-GTP with SwitchI in state 1 (weak T35-Mg
coordination) who proposed a reaction path in which the HRAS-GEF complex is converted to the active
protein via state 1. Recently, a combination of steered molecular dynamics (SMD) and CMD was used
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to study the activation mechanism by replacing the GDP with GTP in the inactive structure [56]. Yet,
several fundamental questions such as what structural features control intrinsic reaction rates, how the
presence of GEF catalyzes these reactions, or the allosteric changes involved to name a few, remain
unanswered.
In this paper, we use a multiscale approach including coarse-grained (CG) dynamics [113, 101], all
atom molecular dynamics (MD), SMD, and techniques such as Principal Component Analysis (PCA)
to characterize the conformations of HRAS. GDP- and GTP-bound conformations of HRAS were first
simulated using the CG model. Dynamics resulting from CG simulations were then used as guide to
set-up all atom MD simulations. The goal is to understand the specific structural features involved in
the regulation of the intrinsic exchange reaction, namely GDP exchange, providing an understanding of
the ways in which the process would be catalyzed by GEF. Such knowledge is also critical to provide a
framework for design of small molecule ligands and prevent the formation of the permanent active state
by inhibiting exchange activity in oncogenic mutants.
6.3 Materials and Methods
6.3.1 Simulation setup and analysis
HRAS simulations, both CG and all-atom, were performed in GDP- (PDB id: 4Q21) and GTP-
bound (PDB id: 5P21 and 3RSO) states. A CG representation of the protein as described in [101, 113],
wherein the backbone is represented with atomic resolution but the sidechain with single bead, was
used to model HRAS. The model has sufficient predictive power so that starting from random initial
conformations it properly folded 19 proteins into their native states, and provides a reliable description
of the dynamics as compared with all atom simulations [101, 113]. CG mapping of GDP/GTP is
described in Supporting Material in Chapter 7. All CG simulations were run on the HOOMD-blue
package [81] running on Graphics Processing Units (GPUs). CG simulations used brownian dynamics
within the canonical ensemble and were performed for 100 million time-steps.
All-atom simulations were performed using program NAMD [114] and CHARMM27 force field
for proteins. Simulations were performed using periodic boundary conditions, TIP3P water and the
system was neutralized by adding counter ions. A 2fs time-step was used with a 12A˚ cut-off for VDW
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interactions and full particle-mesh Ewald electrostatics. All simulations started by first minimizing the
structure followed by constant volume heating for 10ps. This was followed by a constant temperature
and constant pressure (1atm) dynamics for 100ns or more including a 1ns equilibration (Table 7.1 in the
Supporting Material provides details). Multiple runs were started from the same initial configuration
but using different seed.
Trajectory visualization and figure preparation was done using VMD [85]. Prior to structure anal-
ysis, the crystal structures and trajectories were aligned using the backbone atoms N, CA, and C of
core residues as defined in [11]. The time evolution of the root mean square deviation (RMSD) from
the respective initial structures and the root mean square fluctuations (RMSF) of Cα atoms was used
to assess the stability of HRAS in different simulations. Cross-correlation analysis for all the Cα atom
pairs was performed to identify residues with correlated motions. The cross-correlation coefficient, Ci j,







where ci j is the corresponding covariance matrix element, given as:
ci j = 〈(ri(t)−〈ri〉)(rj(t)−〈rj〉)〉 (6.2)
where ri(t) is the coordinate of atom i at time t and 〈...〉 denotes time averages.
PCA was applied to examine the relationships between different structures and to determine the
conformational space sampled by various simulations. In this study, PCA analysis was performed us-
ing Cα atom coordinates. In PCA, the diagonalization of covariance matrix is performed to obtain the
principal components (PC), which are the eigenvectors of the covariance matrix. The inter-conformer
relationships can be studied by projecting the structures onto the sub-space defined by the largest prin-
cipal components.
Contact analysis was performed to determine the common contacts involved in SwitchI transition




6.4.1 Experimental structures can be clustered into three major groups
In the PCA analysis of 46 RAS structures by Gorfe et al. [11], two distinct clusters were identified
along principal component (PC) PC1 corresponding to the nature of bound nucleotide. Adding 25 new
recently solved structures (blue stars Figure 6.1A-B, Figure 7.1 and Table 7.2) [115, 12, 116, 30] to
the 46 structure dataset in Ref [11] and projecting the conformations onto the sub-space defined by the
first two PCs obtained from the 46 structure dataset (Figure 6.1A) again identifies two clusters along
PC1 corresponding to GTP (blue and red stars in Figure 6.1A) and GDP bound (green stars) structures.
Interestingly, moving along PC2, the group formed by GTP-bound conformations can now be further
sub-divided into two clusters. Overall, the three clusters become much more evident when the structures
are projected on to the sub-space defined by the first two PCs obtained using the 71 structure dataset
(Figure 6.1B). The GTP-bound structures in cluster 2 and cluster 3 mainly differ in the orientation of
SwitchII-helix (residues 66 to 75, α2), SwitchII loop (residues 59 to 66, L4), loop7 (residues 105-109,
L7), and C-terminal part of α3 (residues 87-104). α2 in GTP-bound structures (cluster 3) occupies an
intermediate position compared to the one observed in 4Q21 (cluster 1) and 5P21 (cluster 2). Based on
the PCA analysis, we selected one representative structure from each cluster (4Q21, 5P21, and 3RSO)
for further investigation using MD (Figure 6.1C).
6.4.2 Equilibrium dynamics of HRAS from CG simulations are in good agreement with all-atom
simulations
Dynamics resulting from the CG simulations of the three representative structures were compared
with all-atom simulations (performed at 300K). Detailed analysis assessing the stability, conformational
space sampled, and the correlations arising from the CG and all-atom simulations is given in Supporting
Material in Chapter 7 and Figure 7.2, 7.3, and 7.4. Fluctuations from the CG simulations are observed
to be in good-agreement with those of the all-atom simulations. In addition, enhanced sampling is
observed in CG simulations (see Supporting Material in Chapter 7).
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Figure 6.1: PCA analysis of experimental structures. Projection of structures onto the first two PCs ob-
tained using A) 46 structure dataset and B) 71 structure dataset. Green: HRAS-GDP bound; Red,Blue:
HRAS-GTP bound conformations. Experimental structures groups in to three major clusters highlighted
in B. C. Representative structures from the three clusters, 4Q21 (green), 3RSO (blue), and 5P21 (red).
An enlarged version of Figure 1A-B is also shown in Figure 7.1 highlighting clearly the PDB ids of
most of the structures used for analysis.
6.4.3 SwitchI/β2 semi-opening is a thermally activated process coupled to SwitchII
CG simulations of HRAS at different temperatures showed that the opening of SwitchI and partial
melting of β2 strand (residues 38-46; semi-open conformation) is intrinsic to HRAS motion (occurs in
both GDP and GTP bound state) at higher temperature and, rather remarkably, does not require GEF
(data not shown). To validate this result, we performed all-atom MD for each of the representative struc-
tures at different temperatures (300K, 360K, and 400K). Overall the three structures remained stable at
high temperatures with increased fluctuations limited to parts of SwitchI, SwitchII, α3, L7, and inter-
switch regions (Figure 7.5). In agreement with the results from CG model, semi-open conformations
of SwitchI/β2 were observed in all atom simulations at higher temperature (irrespective of the bound
nucleotide; Figure 7.5).
Comparison of 4Q21 simulations at different temperatures shows a weak coupling between SwitchI
and SwitchII that appears critical for SwitchI opening. Coupling here refers to the link between the
two switch regions observed as a result of the residue interactions. The simulation at 300K shows a
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coupling between the two regions through direct hydrogen bond formations between residues E37 and
R68 and a D54 mediated coupling as a result of a network of hydrogen bonds formed by residues S39,
R41, D54, and Y71 (Figure 6.2A, B). However, at higher temperatures, fluctuations in both α2 and
Y71 sidechain become higher, and as a result the coupling mediated by D54 weakens. Also, a loss of
interaction between E37 and R68 is observed, which results in only transient interactions of E37 with
other SwitchII residues (S65 and Y71), eventually leading to SwitchI opening. Further weakening the
coupling by E37A and S39A mutations (4Q21E37A and 4Q21S39A simulations) resulted in increased
fluctuations of SwitchI (Figure 6.2C-D). As evident from the RMSD of SwitchI (Figure 6.2C), the
opening is faster, is of considerably longer duration, and occurs early in the simulation compared to
wild type 4Q21. The effect of these mutations, especially S39A mutation, becomes more apparent on
comparing the distribution of distances between the SwitchI residues and representative GDP atoms.
While in 4Q21 higher fluctuations were mainly observed in the C-terminal part of SwitchI (residues 32
and above), in mutant simulations, increased fluctuations are also observed in the N-terminal part of
SwitchI (Figure 7.6A, 7.7). Interestingly, in the 4Q21S39A simulation, a change in the orientation of
Y32 sidechain was observed, which allowed it to form hydrogen bonds with oxygen atoms of Pα group
in GDP preventing further opening of SwitchI (Figure 7.6B).
Contrary to the inactive state, in the crystal structure of the active state (5P21), both R68 and Y71
have different orientations and do not interact with E37 and D54. No interaction among these residues
is observed in the simulations at 300K as well. In fact, hydrogen bond interactions between T35 and
D57 and transient interaction between Q61 and backbone of T35 are observed. Unlike 4Q21, SwitchI
opening was not observed at 360K and only partial opening was observed at 400K (Figure S5B). At
400K, T35-Mg coordination weakens after about 12ns, and the hydrogen bond interaction with D57 is
also lost. This resulted in SwitchI opening. Interestingly, as SwitchI opened, α2 changed its orientation
to the one observed in 4Q21 which resulted in Y71 forming back the network of hydrogen bond between
residues S39, R41, D54, and Y71.
In the case of 3RSO, both the α2 and the residues Y71 and R68 are positioned somewhat interme-
diate to its position in 4Q21 and 5P21. Within the 3RSO simulation at 300K, like 5P21, no interac-
tion between Y71 and D54 was observed but, analogously as in 4Q21, E37 interacted frequently with
R68. E37 also formed hydrogen bond interactions with T58 and Y71 after it loses contact with R68.
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Figure 6.2: Wild type and mutant 4Q21 all-atom simulations. A. Coupling between the SwitchI and
SwitchII regions as a result of direct hydrogen bond (shown as dotted red and blue lines) formation
between residues E37 and R68, and the network of hydrogen bonds formed between S39, R41, D54,
and Y71 showing D54 mediated coupling. Simulation was performed at 300K temperature. B. Dis-
tance between the hydrogen bond donor/acceptor atoms for residue pairs E37-R68 (black), S39-D54
(magenta), and Y71-D54 (cyan) for 4Q21 simulation at 300K C. RMSD of SwitchI (residues 25-40)
and D. Cα -RMSF (root mean square fluctuation) from 99ns simulations of 4Q21 (blue), 4Q21E37A
(red), and 4Q21S39A (green) at temperature 360K. Structure alignment was performed using backbone
atoms N, CA, and C of core residues as defined in [11].
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SwitchI/β2 opening in 3RSO was observed at 360K. Early in the simulation the coordination between
T35 and Mg weakens, this is followed by the loss of hydrogen bond interaction between T35-D57 and
E37-Y71.
6.4.4 Open SwitchI conformation transitions to its closed state
We performed simulations of 4Q21 (GDP-bound) with its SwitchI modeled in an open conforma-
tion as observed in the HRAS-GEF complex [14] keeping the rest of the structure the same as 4Q21
(hereafter this structure will be referred to as the 4Q21-OpenSI). CG simulations of 4Q21-OpenSI
showed that the open conformation of SwitchI resulted in destabilization of GDP, eventually displacing
GDP/Mg from the nucleotide pocket. Destabilization refers to the state in which both the base and the
ribose group lose contact with HRAS and GDP remains anchored via phosphate/Mg-HRAS interactions
only. Results from one such CG trajectory are shown in Figure 7.8. Interestingly, the N-terminal part of
SwitchI rises up towards GDP while the helical turn (formed by residues 37-39) in the C-terminal part
of SwitchI remained intact throughout the simulation (blue conformation in Figure 7.8A) preventing the
complete transition of SwitchI towards its closed state (seen in 4Q21). Early in the simulation sidechain
hydrogen bond forms between residue pairs D30-R149 (blue in Figure 7.8B), H27-E153 (red), and
T20-T35 (green) which are replaced, at around 26 million timesteps, by D30-K147 (black) and the
sidechain-mainchain hydrogen bond S17-Y32 (magenta), resulting in partial transition of SwitchI to-
wards its closed state as also indicated by the RMSD of SwitchI residues with its conformation in 4Q21
(Figure 7.8C).
In agreement with the results from CG simulations, destabilization of GDP was observed in the all-
atom simulation of 4Q21-OpenSI (more about it will be said in the next section); however, it occurred
only in 1/3 simulations (4Q21-OpenSI-Run2) whereas GDP/Mg remained stable in the other two runs.
As predicted by CG simulations, SwitchI did rise up towards GDP in all-atom simulations to close
the nucleotide pocket (Figure 6.3) with RMSD of SwitchI (compared to its conformation in 4Q21)
going below 4A˚ (green in Figure 6.3A). Unwinding of the helical turn (formed by residues 37-39), an
essential step for complete transition of open SwitchI towards its closed state, was observed in 2/3 all-
atom simulations, while it remained intact in 4Q21-OpenSI-Run1 in which, as in CG simulation, the
RMSD of SwitchI residues remained close to 7A˚ (blue in Figure 6.3A). Transition of SwitchI towards
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its closed state was mediated by several polar and hydrophobic contacts formed between residues of
SwitchI and the surrounding regions including α1 (residues 16-24), α2, loop10 (residues 145-150,
L10), and GDP itself.
Figure 6.3 summarizes the identified important events/ interactions involved in complete SwitchI
transition (observed in 4Q21-OpenSI-Run3). Polar contacts are mainly formed with the residues in
L10 and α2. As observed in the CG trajectory, R149 and K147 forms salt bridge interactions with
residues in the N-terminal part of SwitchI, mainly D30 and E31 (Figure 6.3B). Unwinding of the he-
lical turn in the early stages of the simulation, allows E37 and D38 to form salt bridge interactions
with R68 (Figure 6.3B), which induces residues 38-40 to position in close contact with β3 (residues
50-58) residues, eventually completing β2 formation. As also previously observed in the 4Q21S39A
simulation (Figure S6B), Y32 sidechain reorients towards GDP, mediated by hydrophobic interactions
of Y32 with I21 and I24, and forms hydrogen bonds with Pα and ribose group (Figure 6.3C) stabilizing
an intermediate SwitchI conformation. The closed state of SwitchI is achieved at around 182ns when
the F28 sidechain reorients and establishes contact with the base group causing a further change in the
backbone conformation of SwitchI (RMSD goes down to around 4A˚), breaking GDP-Y32 sidechain
interactions.
6.4.5 Weak interaction at the base binding region destabilizes GDP: The role of D119
The CG simulation of 4Q21-OpenSI showed that weak Mg/base binding interaction led to desta-
bilization of GDP in the nucleotide binding pocket. We validate the results of CG simulations with
all-atom simulations of 4Q21 and 4Q21-OpenSI. In 4Q21, the base group forms hydrogen bonds with
the D119 sidechain. Compared to its position in 4Q21, the Cα atom of D119 is displaced by about 4.1A˚
in the HRAS-GEF crystal structure [14]. SMD simulation of 4Q21-OpenSI was performed to assess
the importance of base-D119 interaction in GDP stabilization.
In the SMD simulation, the Cα atom of D119 was pulled towards its position in the HRAS-GEF
complex with a constant velocity of 1.2A˚/ns and a force constant of 7.175 kcal/mol/A˚2. Displacement
of D119 (and thereby L8 residues 118-125) caused increased fluctuations of the base group (RMSD of
GDP in blue in Figure 7.9A) that resulted in the weakening of the base-D119 interactions (after ∼7ns
in Figure 6.4A). Steering forces from the SMD simulations were removed and a CMD simulation was
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Figure 6.3: All-atom simulation of 4Q21-OpenSI at 360K. A. RMSD of SwitchI residues 25-40 (in
4Q21-OpenSI-Run1 (blue), Run2 (red), Run3 (green)) with respect to its conformation in 4Q21. B.
Distance between the hydrogen bond donor/acceptor atoms for residue pairs D30-R149 (blue), D38-R68
(red), and in C. between Y32-Pα group (blue) and Y32-ribose group (red). D. Time series plot of 4Q21-
OpenSI-Run3. Simulated structure (red) is superimposed on 4Q21 (pink). Starting open conformation
of SwitchI (residues 25-40) is also shown in blue for reference. SwitchI rises up to close the nucleotide
pocket. In the final structure at the simulation end (253 ns) F28 can be seen in contact with GDP.
Structure alignment was performed using backbone atoms N, CA, and C of core residues as defined in
[11].
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Figure 6.4: All-atom SMD and CMD of 4Q21-OpenSI at 360K. A. Distance between atom pairs
D119OD1-baseH1 (blue), D119OD2-baseH21 (red), D119OD2-baseH22 (green). B. Structure at the
end of SMD simulation (blue) superimposed on top of starting structure (pink). Base is displaced from
its starting position (GDP drawn in pink) as D119 is pulled. C. Structure at the end of the CMD simu-
lation (blue) continued from the last snapshot of SMD. Starting position of GDP/Mg is shown in pink.
Both GDP/Mg is destabilized and displaced away from the nucleotide pocket. E37, D57, E62, and Y64
are shown stabilizing the leaving GDP/Mg. Structure alignment was performed using backbone atoms
N, CA, and C of core residues as defined in [11].
continued from the last snapshot of the SMD simulation (blue conformation in Figure 6.4B). Early in
the CMD simulation, the transient contact between D119 and the base group was lost, resulting in desta-
bilization of the base and ribose group (RMSD of GDP in red in Figure 7.9A). Enhanced fluctuations in
the base and ribose group induced increased fluctuations in the phosphate groups (red in Figure 7.9B),
weakening the phosphate-Ploop (residues 10-16) interactions. Loss of Pβ -Ploop contacts (Figure 7.9C)
resulted in displacement of GDP away from the nucleotide binding pocket. The Pβ was displaced by
4-5A˚ from its position in the starting structure (red in Figure 7.9B). The displaced nucleotide group
then formed stabilizing interactions with the residues in L4 and C-terminal end of SwitchI. Figure 6.4C
shows the conformation at the end of the simulation; E37 and L4 residues G60, Y64 stabilizes the base
group while ribose forms hydrogen bond with E62. Pβ group forms interaction with K16. Interestingly,
Mg remained bound to GDP and D57 throughout the simulation. A time-series plot of the SMD/CMD
run is shown in Figure 7.9D.
In the previous simulation, the destabilization of the base interactions was initiated in the SMD
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simulation. Interestingly, similar events as seen in the above simulation were also observed in the
CMD of 4Q21-OpenSI with D119A mutation (4Q21-OpenSI-D119A). In the absence of D119 inter-
action, the base group was displaced from its starting position after about first 14ns (RMSD of GDP
in Figure 7.10A) resulting in increased fluctuations of GDP. This was followed by disruption of the
Ploop-phosphate group contacts displacing Pβ by as much as 6-7A˚ from its position in the starting con-
formation (Figure 7.10B). As before, the displaced GDP/Mg was stabilized by contacts with SwitchII
loop and the C-terminal of SwitchI. Unlike previous simulation, GDP is seen in a different orientation
(Figure 7.11A) and the base region is stabilized by interactions with E62 and G12 while the phosphate
group forms interactions with G60, K16 (Figure 7.11B). Mg, as before, was surrounded by negatively
charged residues, D57 and E37. Note, similar events were also observed in the destabilization of GDP
in the 4Q21-OpenSI-Run2 simulation.
Simulation of 4Q21-D119A, a D119 mutant in closed SwitchI conformation, also resulted in desta-
bilization of GDP (Figure 7.11C). The base region was displaced after about first 9ns although it re-
mained in contact with F28. The base region destabilizes completely with the loss of F28 contact,
after about 76ns. This was followed by breaking of ribose group-SwitchI contacts at around 95ns;
phosphate-Ploop contacts remained intact within the simulation period.
Weakening of the Mg binding instead of the base in the 4Q21-OpenSI-S17AD57A simulation
(4Q21-OpenSI with a double mutation, S17A and D57A), however, did not result in GDP destabiliza-
tion within the simulation time. SwitchI transitions to its closed state as observed in the 4Q21-OpenSI
simulations before, although with one difference. In the 4Q21-OpenSI-S17AD57A simulation, SwitchI
rises up towards GDP in the first 40ns (Figure 7.12) with F28 folding inwards first, as opposed to Y32
in the 4Q21-OpenSI simulation, and establishing contact with the base while D33 sidechain mainly in-
teracted with the ribose group and only transient hydrogen bonds were formed between Y32 backbone
and ribose group.
6.5 Simulation of Y32 Mutant
Our simulations of 4Q21S39A and 4Q21-OpenSI showed that Y32 is among the crucial players
in mediating the transition of SwitchI from open to closed state and vice versa. To further understand
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its role in SwitchI transitions all-atom simulations of 4Q21-OpenSI-Y32A mutant were performed.
While in the 4Q21-OpenSI-Y32A-Run2 SwitchI transitioned to its closed state (Figure 7.13A-B); an
entirely different conformation of SwitchI was seen in 4Q21-OpenSI-Y32A-Run1 compared to any of
the previous 4Q21-OpenSI (wild type and mutant) simulations. As shown in Figure 7.13C, SwitchI
did not rise up towards GDP; contrarily, it opened up even further with its RMSD reaching upto 20A˚
compared to 4Q21 (red in Figure 7.13D). Also, within the simulation at around 80ns, the base-D119
contact was lost destabilizing GDP (Figure 7.13C). Further opening of SwitchI for prolonged period
was not observed in the Y32F mutant simulations (Figure 7.14).
6.6 Major Players in SwitchI Transition from Open to Closed State
We identified only the common contacts between the SwitchI residues and the surrounding regions
as seen in different 4Q21-OpenSI simulations (Chapter 7 and Table 7.3 provides details). Hydrophobic
contacts were formed with the residues in α1, while the polar contacts formed mainly with the residues
in L10 and α2 (Figure 6.5). I21, in particular, forms strong contacts with almost every other hydropho-
bic residue in SwitchI. F28-I21 contacts were formed mostly in the SwitchI conformations that were
within 5A˚ RMSD with its closed state. Importance of hydrophobic interactions, in particular of I21, in
SwitchI transition was further verified in the simulations of 4Q21-OpenSI with I21 mutated to serine.
Partial folding of SwitchI was observed in 4Q21-OpenSI-I21S-Run1 (blue in Figure 7.15A), with Y32
and S21 forming hydrogen bonds in the early stages of the simulation; reorientation of Y32 occurred, as
seen in previous simulations, forming hydrogen bonds with phosphate and ribose group of GDP (Figure
7.15B), replacing the Y32-S21 contacts. Interestingly, in 4Q21-OpenSI-I21S-Run2, SwitchI failed to
rise up towards GDP (RMSD in red in Figure 7.15A) and was seen in an entirely different conforma-
tion with residues of SwitchI forming interactions with residues in the β3 and SwitchII regions. For
example, Y32 forms hydrogen bonds with D54 and hydrophobic contacts with L56 (Figure 7.15C, D).
6.7 PCA of Closed and Open SwitchI States
The conformational space sampled by different all atom simulations was evaluated by projecting
the trajectories onto the subspace defined by the first two PCs obtained from the 71 structure dataset.
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Figure 6.5: Common contacts identified in different 4Q21-OpenSI simulations that helps SwitchI rise
up towards GDP from its open conformation. Black arrows represent polar contacts (both electrostatic
and hydrogen bond) while hydrophobic contacts are shown by green arrows. Numbers in the bracket
provides a rough estimate of the strength of each contact.
Figure 6.6A-D shows the PCA of selected wild type and mutant structure simulations starting in closed
SwitchI state at higher temperatures. On comparison with simulations performed at 300K (Figure S3),
it is evident that significantly larger fluctuations occur in simulations at higher temperature. Both 4Q21
and 5P21 simulations sampled conformations in the vicinity of clusters 2 and cluster 1 respectively;
however, these simulations did not sample region corresponding to cluster 3 (Figure 6.6A-B). Inter-
estingly, simulations starting in cluster 3 (3RSO simulations) evolved towards structures of cluster 2
(3RSO simulation at 300K; magenta in Figure S3C) and cluster 1 (3RSO simulation at 360K; Figure
6.6C).
Figure 6.6E-H shows the PCA of selected simulations starting in open SwitchI state. Even though
the 4Q21-OpenSI-Run3 simulation samples large space but the sampling is mostly limited to the region
around cluster 1 indicating the transition from open to closed SwitchI state (Figure 6.6E). In the 4Q21-
OpenSI-D119A simulation, as the GDP/Mg destabilizes and moves away from the nucleotide pocket,
the two switch regions samples the subspace mainly around the conformation of HRAS as observed
in the HRAS-GEF complex (PDB id: 1BKD; cyan circle Figure 6.6). Mutation of I21 or its interact-
ing partner (Y32) led to enhanced fluctuations in switch regions which is evident as both the mutant
simulations sampled a wide region of conformational space (Figure 6.6G-H).
6.8 Discussion
From the PCA of 71 crystal structures of HRAS, we identified a new set of GTP-bound structures
that form a separate cluster (cluster 3 in Figure 6.1; Figure 7.1) on the PC1-PC2 plane in addition
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Figure 6.6: PCA of selected all atom simulations in closed and open SwitchI states. Trajectories were
projected onto the first two PCs obtained using 71 structure dataset. Crystal structures are shown by
colored stars where the coloring scheme is same as in Figure 1. Experimental structure of HRAS
obtained from HRAS-GEF bound structure (PDB id: 1BKD) is also projected onto the subspace and
is shown as cyan colored circle. MD conformers are shown as magenta dots. Panel A-D corresponds
to simulations started in closed SwitchI state, namely: 4Q21 at 360K, 5P21 at 400K, 3RSO at 360 K,
and 4Q21E37A at 360K. Panel E-H corresponds to simulations started in open SwitchI state performed
at 360K, namely: 4Q21-OpenSI-Run3, 4Q21-OpenSI-D119A, 4Q21-OpenSI-Y32A-Run1, and 4Q21-
OpenSI-I21S-Run2.
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to the two clusters identified previously by Gorfe et al. [11]. α2 in cluster 3 structures occupies
an intermediate position compared to the one observed in cluster 1 and cluster 2 structures (Figure
6.1C). Simulation of 3RSO (representative structure of cluster 3) at 300K identified interactions seen
in both 5P21 and 4Q21 simulations. These observations along with the observation that 3RSO evolves
from cluster 3 towards cluster 2 (Chapter 7; Figure 7.3C) and cluster 1 (Figure 6.6C) in the all-atom
simulations, suggests that the structures of cluster 3 represent an intermediate conformation of HRAS
(compared to 4Q21 and 5P21) with a low energy barrier for transition from cluster 3 to cluster 2 or
cluster 1 but not the other way round as both 5P21 and 4Q21 simulations (even at high temperatures)
did not sample the region corresponding to cluster 3 (Figure 6.6; Figure 7.3A-B).
Our CG and all-atom simulations demonstrate that the opening of SwitchI is an intrinsic motion
of HRAS (occurs in both the GDP and GTP bound state; Figure 7.5) and although shown previously
to occur in the Mg-free HRAS simulations [28], our results show that the open SwitchI conformations
are accessible in the presence of Mg. Interestingly, the factors controlling the SwitchI conformations
differed in the GDP- and GTP-bound states. Our simulations suggest that opening of SwitchI in the
active state (GTP-bound) is a result of weak T35-Mg coordination (also reported in [24]) and a loss of
T35-D57 hydrogen bond. In 4Q21 (GDP-bound) instead, coupling between the two switch regions due
to E37-R68 interaction (also reported previously in [22, 24]) and the network of hydrogen bonds formed
by residues S39, R41, D54, and Y71 was observed. Weakened coupling results in a faster opening of
SwitchI lasting for an extended period; this was demonstrated in the simulations of mutant structures
4Q21E37A and 4Q21S39A (Figure 6.2) in which, unlike 4Q21 simulations, increased fluctuations also
occurred in the N-terminal part of SwitchI (Figure 7.6, 7.7).
To understand the importance of a completely open SwitchI conformation in GDP release, we per-
formed CG and all-atom simulations of 4Q21 starting in the open SwitchI state (4Q21-OpenSI). While
destabilization of GDP was observed in only 1/3 4Q21-OpenSI all-atom simulations (4Q21-OpenSI-
Run2), CG simulations resulted in frequent destabilization of GDP/Mg eventually displacing them from
the nucleotide pocket. The parameters for CG GDP/Mg-protein interactions were determined by study-
ing the GDP/Mg stability in 4Q21 (closed SwitchI state); their frequent destabilization thus points to
some limitations of CG simulations. Interestingly, both CG and all-atom simulations resulted in open
SwitchI folding back towards its closed state (Figure 6.3, Figure 7.8, 7.12, and S7.13A-B) indicating
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that the open conformation of SwitchI is an unstable state in the presence of bound nucleotide/Mg.
Several polar and hydrophobic contacts between SwitchI and residues in α1, α2, L10, and GDP
were identified to mediate this transition. While simulations differed in specific interactions and the
sequence of events leading to closed SwitchI state, certain contacts remained common among these
simulations (Figure 6.5). Of these, hydrophobic contacts formed by I21 were found to be critical as
I21S mutation interfered in the proper transition of open SwitchI back to its closed state (Figure 7.15C-
D). Y32, on the other hand, not only forms polar contacts with GDP, but also forms strong hydrophobic
contacts with I21. As seen in the Y32A mutant simulations, weakening of Y32-I21 hydrophobic inter-
actions can result in even further opening of SwitchI (compared to its open state in HRAS-GEF crystal
complex) delaying SwitchI closing, thereby giving ample time for GDP dissociation to occur (Figure
7.13C). By contrast, mutation of Y32 to a strong hydrophobic residue (Phe) did not result in further
opening of SwitchI (Figure 7.14).
Disruption of base-D119 contact in all-atom simulations resulted in complete destabilization of
GDP, displacing the Pβ atom (and thereby GDP) by at least 5-6 A˚ away from its starting position
in the nucleotide binding pocket. The displaced GDP/Mg group was then stabilized by interaction
with the residues in the two switch regions preventing its complete release from the protein within the
simulation time. This is seen in the SMD/CMD run of 4Q21-OpenSI (Figure 6.4, Figure 7.9) in which
the destabilization of the base was initiated by pulling D119 (thereby L8) towards its position in the
HRAS-GEF crystal complex. Similar results were also obtained in the simulation of 4Q21-OpenSI-
D119A mutant (Figure 7.10) establishing that the base destabilization (and eventually GDP) is initiated
by the breaking of D119-base contact and not the steric interaction as a result of displacement of L8 (as
seen in SMD simulation and HRAS-GEF crystal complex). Also, even in the 4Q21-OpenSI-Run2 and
4Q21-OpenSI-Y32A-Run1, GDP destabilization was initiated once the contact between the base-D119
was lost. Further, simulations of 4Q21 (closed SwitchI state) with D119A mutation also resulted in
the destabilization of GDP (Figure 7.11C). Thus the loss of base-HRAS contact can destabilize GDP
independently of the open/closed conformation of SwitchI. On the other hand, weakening of the Mg
binding site (double mutant 4Q21-OpenSI-S17A-D57A) instead of base binding did not result in GDP
destabilization with in the simulation time. Mutations of S17 and D57 are shown to increase the intrinsic
nucleotide dissociation rate [117].
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6.9 Conclusions
A multiscale approach including CG-simulations, all-atom CMD and SMD simulations in combi-
nation with PCA was used to study wild type and mutant HRAS with the goal to identify structural
features that determine the intrinsic nucleotide (GDP) exchange reaction, and use that knowledge to
map out the specific roles of GEF in accelerating the exchange reaction. Molecular understanding of
the process is essential, since recent efforts have focused on inhibiting the Ras-GEF interaction as a way
to prevent Ras-driven tumors [51, 55].
PCA analysis of available HRAS crystal structures identified a new cluster of GTP-bound struc-
tures that have low barrier for transition towards clusters represented by 4Q21 (GDP-bound) and 5P21
(GTP-bound) structures. These structures thus provide an attractive starting conformation to study and
understand the transition between the GDP-GTP bound states in wild type protein.
The open conformation of SwitchI, as seen in the HRAS-GEF crystal structure, is critical for GDP
release [14]. Our results show that weakening the coupling between the two switch regions accelerates
the opening of SwitchI in a mechanism that is different for different nucleotide binding conformations.
Specifically, we note that residues S39, D54, and Y71 that contribute to the coupling in 4Q21, were
recently identified to be a part of an allosteric pocket [50]; additionally, binding of small molecule in
this region was shown to block GEF-mediated nucleotide release, but had no effect on the intrinsic
exchange reaction in KRAS [51]. The binding of small molecule results in Y71 displacement which
would disrupt the D54 mediated coupling. However, the small molecule itself interacts with S39 and
T74 (among other interactions), and could couple the two switch regions [51]. We suggest that the
binding of a small molecule did not disrupt the coupling between the two switch regions, and thus had
no effect on the intrinsic exchange reaction. An open conformation of SwitchI is unstable in the absence
of GEF, and rises up towards GDP to close the nucleotide pocket. As described in Figure 6.3 and Figure
6.5, the mechanism involves several polar and hydrophobic interactions.
I21 forms the core of the hydrophobic interactions responsible for SwitchI closing. Weakening of
this core, either by mutation of I21 or its interacting partners (such as Y32), prevented or delayed the
proper closing of an open SwitchI and is likely the reason for experimentally observed accelerated in-
trinsic nucleotide dissociation in Y32 mutants [21]. Interestingly, I21 forms part of a novel drug binding
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allosteric pocket [50]. Drug binding in this pocket was shown to prevent GEF-mediated exchange reac-
tion possibly by stabilizing Ras in a conformation unsuitable for GEF-binding [55]. Our results show
that inhibition of I21 alone can trigger alternative conformations of switch regions (Figure 7.15) which
may affect GEF binding.
Loss of base-D119 contact resulted in the destabilization of GDP, independently of the open/closed
state of SwitchI. This finding correlates well with the experimental studies demonstrating a strong de-
crease in the nucleotide affinity in D119 mutants [118]. Thus, an open conformation of SwitchI, as seen
in the HRAS-GEF crystal structure, is not required for GDP destabilization and is mostly required for
GDP release from HRAS. As discussed in Ref [29], in addition to SwitchI opening, a GEF-mediated
exchange reaction involves rearrangement of L4 allowing A59 to interfere with Mg binding and E62
forms interaction with K16 weakening Pβ -Ploop interaction. Further, in the presence of GEF, dissoci-
ation of Mg may precede GDP release as indicated by the ternary complex of plant G-protein [29]. In
contrast, no such rearrangement of SwitchII loop (L4) was observed in our simulations (in the absence
of GEF). Mg remained bound to GDP and the GDP/Mg were displaced from the pocket together. Inter-
estingly, the displaced GDP/Mg group in the simulations were stabilized by interactions with residues
in the two switch regions (including E62 and K16), slowing down the release process. It is therefore
possible that in the GEF mediated exchange Mg may dissociate first to accelerate the process in HRAS
as well.
Based on our results, a GEF mediated exchange reaction could be thought to proceed in the fol-
lowing manner (Figure 6.7). First, binding of an incoming GEF to the SwitchII region would break
the coupling between the SwitchI and SwitchII, resulting in an accelerated opening of SwitchI. Second,
the GEF must stabilize the open conformation of SwitchI to prevent its closing, and thereby also en-
suring that the leaving GDP/Mg is not stabilized by interactions with switch regions. As seen in the
HRAS-GEF crystal complex (PDB id: 1BKD), GEF not only forms extensive interactions with SwitchI
stabilizing its open conformation but also engages almost every residue of SwitchII including Y64, R68,
and Y71 which would not only break the coupling between the two regions but will also prevent their
interaction with the leaving GDP/Mg group. Finally, unbinding of GDP may proceed via breaking of
base-D119 contact resulting in accelerated exit of GDP/Mg as a unit (as both the switch regions are
engaged by GEF) or possibly a GEF-mediated rearrangement of L4 (as seen in 1BKD) may allow Mg
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dissociation to precede GDP release. It is our expectation that the detailed predictions presented in this
paper will trigger further experimental results.
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Figure 6.7: Schematic diagram of proposed mechanism of GEF action. Binding of GEF breaks the cou-
pling between the SwitchI and SwitchII, resulting in an accelerated opening of SwitchI. The resulting
open conformation of SwitchI must be stabilized by GEF to prevent its transition from open to closed
state and thereby also ensuring that the leaving GDP/Mg is not stabilized by interactions with switch
regions. Finally, unbinding of GDP may proceed either via breaking of base-D119 contact resulting in
accelerated exit of GDP/Mg as a unit (as both the switch regions are engaged by GEF) or possibly a
GEF-mediated rearrangement of L4 may allow Mg dissociation to precede GDP release.
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CHAPTER 7. SUPPORTING MATERIAL FOR MECHANISM OF THE
EXCHANGE REACTION IN HRAS FROM MULTISCALE MODELING
7.1 Supporting Methods
7.1.1 Coarse graining of guanine diphosphate/triphosphate
GDP/GTP was modeled as a four-/five-bead structure connected by harmonic bonds with each of
the four/five groups, namely, base (B), ribose (S), α-, β -, and γ-phosphate (PA, PB, and PG) repre-
sented by one bead each. B and S beads were positioned at the center of mass of the respective rings.
GDP/GTP was constrained by adding harmonic angles between the beads B-S-PA, S-PA-PB, and PA-
PB-PG, equilibrium angle value for the same were obtained from all-atom simulation of GDP/GTP.
Dihedral constraints between the beads B-S-PA-PB and S-PA-PB-PG were also added. Magnesium
(Mg) was modeled as a single bead.
Two sets of CG simulations were performed. In the first set, the interactions of GDP/GTP and Mg
with HRAS was modeled by connecting harmonic springs between the residue beads and GDP/GTP/Mg
beads. These interactions follow the original experimental results in Ref. [6]. Overlap between the
GDP/GTP and Mg beads with the protein was prevented by adding a purely repulsive 12-6 Lennard-
Jones (LJ) potential. For S and B beads σ of 5A˚ was used for the interaction with protein sidechain
beads while for rest of the interactions a size of 3.1A˚ was used for B, S, PA, PB and Mg beads to define
σ with other protein atoms. Defining GDP/GTP-protein interactions as bonded limits the simulation
to the study of equilibrium dynamics only. To model the nucleotide exchange process the bonded
interactions (between GDP/GTP, Mg, and protein) were replaced with non-bonded potentials in the
second set of simulations. A 12-6 LJ potential was used to define interactions between GDP/GTP, Mg,
and protein beads. Bead sizes (for GDP/GTP and Mg) and interaction strengths (ε) were tuned such
that the GDP/GTP and Mg was stabilized in the nucleotide pocket (in 4Q21 and 5P21 CG simulations).
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In the final parameter set, a σ of 4.5A˚ was used for the B and S beads interaction with protein sidechain
and a radii of 2.5A˚ was used to define σ with backbone beads. For PA, PB, PG, and Mg beads σ of
3.85A˚ was used for interaction with protein sidechain beads while a radii of 2.3A˚ was used to define σ
with the backbone beads. A σ of 3.1A˚ was used to define interactions between Mg and (PA, PB, PG)
beads. Mg-(PB, PG) interaction strength was set to 13. Interaction strength between GDP/GTP/Mg and
protein beads was set to 3.0.
7.2 Supporting Text
7.2.1 Equilibrium dynamics of HRAS from CG simulations are in good agreement with all-atom
simulations
The overall native state of HRAS, both in the GDP- and GTP-bound state (with the interactions
between nucleotide and protein modeled as harmonic springs), simulated with our CG model [101, 113]
was stable with an average RMSD of about 3.7A˚ (for HRAS-GDP) and about 2.6A˚ (for HRAS-GTP).
Large fluctuations confined mainly to the unstructured part of the protein involving residues in the two
switch regions, SwitchI and SwitchII loop (L4), loops L7 (residues 105-109) and L8 (residues 118-
125). However, certain parts of the structure that remained stable in the all-atom simulations showed
large fluctuations within CG simulations. These fluctuations involved change in the orientation of helix
α4 and unstable first four residues of N-terminal strand β1, arises due to missing interactions as a
result of one bead approximation of sidechain atoms (as discussed in Ref. [113]). We stabilize α4
by adding harmonic springs corresponding to missing sidechain hydrogen bond interactions, identified
by comparison with all-atom simulations of both 4Q21 and 3RSO, between residue pairs R123-E143,
R123-S127, S127-E143, Y141-E143, and mainchain hydrogen bond between L113-P140. Similarly,
β1 is stabilized by adding harmonic spring corresponding to unstable mainchain hydrogen bond for
residues 2-4. An additional spring between residues Q22 and A146 is added corresponding to missing
sidechain-mainchain hydrogen bond. These springs were added for all the subsequent CG simulations
of HRAS discussed in the paper.
Fig. 7.2 shows the time evolution of the RMSD with respect to the starting structure for both
GDP-bound (4Q21; Fig. 7.2A) and GTP-bound (5P21, Fig. 7.2C; 3RSO, Fig. 7.2E) HRAS from CG
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simulations (100 million timesteps; colored blue, red, and green) and all-atom simulation (99ns; colored
magenta). Fig. 7.2B, D, F shows the RMSF of the Cα atoms. In CG simulations, HRAS remains
close to the starting structure (with an average RMSD of ≈(3.1, 4.0, 3.3) A˚ for three simulations of
4Q21 and ≈(2.3, 2.4, and 2.3)A˚ for 5P21) with fluctuations mainly seen in the different loop regions.
SwitchI fluctuations are higher in the GDP-bound state than in the GTP-state due to the absence of
SwitchI coordination with GDP and Mg. Overall, the fluctuations from the CG simulations are in good-
agreement with those of the all-atom simulation (colored magenta), although comparatively higher
fluctuations are seen for some of the residues especially in the region L6 (residues 85-86), L7, L8,
L10 (residues 145-150), and α3. The disagreement in these regions plausibly results from enhanced
sampling in CG simulations as RMSF from smaller time length CG trajectory (first 45 million timestep
shown by black dotted line corresponding to Run1 for 4Q21 and Run2 for 5P21 in Fig. 7.2B, D) shows
reasonably better agreement with all-atom simulations for these regions.
The conformational space sampled by each CG and all-atom simulations was compared by project-
ing the trajectories on the first two PCs obtained from the 71 structure dataset (Fig. 7.3). Both 4Q21
(except run2 in red) and 5P21 simulations sampled conformations in close vicinity of the starting struc-
tures with somewhat enhanced sampling in CG simulations, specially in the case of 5P21, where one
of the simulation (run2 in red) sampled conformations corresponding to the inactive GDP-bound G12V
mutant (PDB ID: 1Q21, 2Q21; 2 green stars). A distinct orientation of α2 occurs after partial opening
of β2 (residues 38-40), similar to the one observed in HRAS-GEF crystal complex[14], at the beginning
of run2 in 4Q21. This results in the trajectory forming a separate cluster away from the starting structure
(red in Fig. 7.3A and also higher RMSD as seen in Fig. 7.2A) on the plane defined by the first two PCs.
In contrast, in the all-atom and CG simulations of 3RSO the simulated structure moves away from the
third cluster formed by the GTP-bound conformations. While the overall structure remains close to the
native state, the difference between the CG and all-atom trajectory mainly comes from SwitchII, α3,
and L7. Within CG simulations, the initial structure undergoes rearrangements involving the opening
of a helical turn formed by residues 62-64, which is then followed by a change in the orientation of
the C-terminal of α3 and L7 towards α4 and subsequently, α2 and L4 orients towards α3. Within
all-atom simulations, the helical turn opens but, unlike CG simulations, both α2 and α3 remained close
to the starting conformations. The conformation of L4 changes, such that it first maps between the three
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clusters on the PC1-PC2 plane, and then by the end of the simulation, moves towards the conformation
observed in the structures of cluster2 (magenta in Fig. 7.3C).
The enhanced sampling achieved in CG simulations is further demonstrated by the cross-correlation
plot (Fig. 7.4), where the off-diagonal peaks observed in the CG simulations (left panel Fig. 7.4) and
the all-atom accelerated molecular dynamics (aMD) of HRAS [23] match well. Those correlations are
largely absent in all-atom CMD simulations (right panel Fig. 7.4). The most distinct part of the plot,
not seen in aMD simulations of HRAS [23], is the correlation seen between region L6-α3-L7 (residues
85-109) and α4 (residues 127-137; left panel Fig. 7.4). The regions α3-L7-α4 were recently shown to
be involved in an allosteric binding with calcium acetate that led to ordered SwitchII placing Q61 in its
precatalytic conformation [30]. Notice that although the off-diagonal peaks corresponding to the region
L6-α3-L7 and α4 are seen in both GDP- and GTP bound CG simulations, the communication between
SwitchII-α3 is largely absent in the GDP bound state indicating that the allosteric switch formed by
α3-L7-α4 will be active only in the GTP-bound state.
7.2.2 Determination of common contacts in SwitchI transition from open to closed state
Three different trajectories (4Q21-OpenSI-Run3, 4Q21-OpenSI-S17AD57A, and 4Q21-OpenSI-
Y32A-Run2) were selected, for the identification of common contacts, based on the criteria that the
GDP remained stable throughout the simulation and the RMSD of the SwitchI residues reached at least
4A˚ with respect to its conformation in 4Q21. In each of the simulations, trajectory frames starting from
the beginning till the part when RMSD of the SwitchI reaches 5A˚ or below consistently within the sim-
ulation was used for the analysis. This was done to separate the contacts responsible for SwitchI rising
from the one that forms to stabilize the already attained closed conformation. Two sidechains were
considered to be in contact (either hydrophobic or electrostatic) if the distance between the representa-
tive atoms on the sidechains was less than 8A˚. Hydrophobic contact was calculated between non-polar
residues and electrostatic contact was calculated between charged residues Arg, Lys, Glu, and Asp. List
of representative atoms for each amino acid sidechain is given in Table 7.3. Hydrogen bond contacts
were identified using VMD. A contact was labeled as common if it formed in at least 2/3 simulations
and occurred in more than 10% of the trajectory frames in each of the simulations. The strength of
the contact was calculated by taking the ratio of the total number of frames from the three simulations
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Figure 7.1: PCA analysis of experimental structures. Projection of structures onto the first two PCs ob-
tained using A) 46 structure dataset and B) 71 structure dataset. Green: HRAS-GDP bound; Red,Blue:
HRAS-GTP bound conformations. Experimental structures groups in to three major clusters highlighted
in B.
in which the contact forms divided by the total number of frames from the three simulations used for
analysis. The resulting values were normalized between 0 and 1 such that the strongest contact was
assigned a value of 1 and the weakest 0.
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Figure 7.2: RMSD and Cα atom RMSF observed in CG and all-atom simulations of 4Q21 (A, B),
5P21 (C, D), and 3RSO (E, F). Results are shown for three CG simulations (differing only in initial
assignment of velocities; shown in blue, red, and green) where each run was performed for 100 million
time-steps at T=0.8. RMSF calculation was done for final 95 million time-steps. Black dotted line
in B and D corresponds to RMSF calculated for first 45 million time-steps. All-atom simulation was
performed at T=300K. RMSF calculation for all-atom simulation (shown in magenta) was done for
99ns production run.
141
Figure 7.3: Projection of CG and all-atom simulations on to the first two PCs obtained from 71 structure
dataset. A. 4Q21. B. 5P21. C. 3RSO . Color codes are same as in Fig. S2. Crystal structures are shown
by colored stars where the coloring scheme is same as in Figure 6.1.
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Figure 7.4: Cross-correlation plot from CG and all-atom simulations. Left panel (A, C, E) shows the
plot from CG simulations performed at T=0.8 while right panel (B, D, F) shows the plot from all-atom
simulations run at T=300K.
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Figure 7.5: Cα -RMSF from 99ns all-atom simulations of A. 4Q21, B. 5P21, C. 3RSO at temperatures
300K (blue), 360K (red), and 400K (green). Also shown are the snapshot from higher temperature
simulations (360K for 4Q21 and 3RSO and 400K for 5P21) that highlights the open SwitchI/β2 confor-
mation. Simulated structure is shown in blue superimposed on respective experimental structure shown
in pink. Structure alignment was performed using backbone atoms N, CA, and C of core residues as
defined in [11].
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Figure 7.6: All-atom simulation of mutant 4Q21S39A and 4Q21E37A A. Snapshot of 4Q21S39A
(green), and 4Q21E37A (red) showing open SwitchI/β2 state superimposed on top of native state in
pink. B. Snapshot of 4Q21S39A (green) in open SwitchI/β2 conformation highlighting hydrogen bond
between Y32 and oxygen atom of phosphate group on GDP. Structure alignment was performed using
backbone atoms N, CA, and C of core residues as defined in [11].
Figure 7.7: Histogram of distances between Cα atom of selected SwitchI residues and representative
atoms on GDP (N9 of base and Pβ ) from four different all-atom simulations: 4Q21 run at 300K (pink),
4Q21 run at 360K (blue), 4Q21E37A run at 360K (red), and 4Q21S39A run at 360K (green). Bin width
was set to 0.1 A˚. All four simulations have equal number of data points.
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Figure 7.8: Coarse-grained simulation of 4Q21-OpenSI A. 4Q21-OpenSI simulated structure at the
start of the simulation (red), at the end of the simulation (blue) superimposed on 4Q21 (pink). SwitchI
rises up towards GDP. GDP/Mg destabilizes and are displaced from the nucleotide pocket. Coarse
grained GDP beads are shown as spheres with base (orange), ribose (yellow), PA and PB (cyan) and
Mg (green). B. Sidechain hydrogen bonds formed during the simulation between residue pairs D30-
R149 (blue), H27-E153 (red), T20-T35 (green), D30-K147 (black), and sidechain-mainchain hydrogen
bond between S17-Y32 (magenta). C. RMSD of SwitchI residues 25-40 (in 4Q21-OpenSI) with respect
to its conformation in 4Q21. Structure alignment was performed using backbone atoms N, CA, and C
of core residues as defined in [11].
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Figure 7.9: Combined all-atom SMD/CMD trajectory of 4Q21-OpenSI at 360K A. RMSD of GDP
(with respect to its position in starting structure) in SMD simulation (blue) and CMD simulation (red).
RMSD of GDP in 4Q21OpenSI-Run3 (magenta) is shown for reference. B. Distance of Pβ in simulated
structure from its position in starting structure. Color codes are same as in A. C. Distance between
atoms pairs K16HZ2-GDPO1B (blue), S17HG1-GDPO3B (red), and G15HN-GDPO1B (green). D.
Time series plot of SMD/CMD simulation. Residues E37, D57, E62, Y64, GDP, and Mg (green sphere)
are highlighted in simulated structure. GDP and Mg in starting conformation is shown in pink.
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Figure 7.10: All-atom CMD simulation of 4Q21-OpenSI-D119A at 360K A. RMSD of GDP with
respect to its position in starting structure. B. Distance of Pβ in simulated structure from its position in
starting structure.
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Figure 7.11: All atom simulation of 4Q21-OpenSI-D119A and 4Q21-D119A at 360K A. Structure of
4Q21-OpenSI-D119A at the end of the CMD simulation (blue, drawn in transparent) superimposed on
top of starting structure (pink, drawn in transparent). GDP/Mg destabilizes and is displaced away from
its starting position (GDP drawn in bond representation in pink, Mg as pink sphere) where it coordinates
with E62, K16, G12, G60. Mg is trapped between E37 and D57. B. Distance between atoms pairs
E62OE2-GDPH22 (blue), G12HN-GDPN7 (red), G60HN-GDPO2A (green), and K16HZ1-GDPO2A
(black). C. Snapshots from simulation of 4Q21-D119A at 10, 80, and 100ns. F28 is highlighted to show
interaction with base group at 10ns. Structure alignment was performed using backbone atoms N, CA,
and C of core residues as defined in [11].
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Figure 7.12: All atom simulation of 4Q21-OpenSI-S17AD57A at 360K. A. RMSD of SwitchI residues
25-40 with respect to its conformation in 4Q21. B. Conformation at the end of the simulation. Simulated
structure (red) is superimposed on 4Q21 (pink). Starting open conformation of SwitchI (residues 25-40)
is also shown in blue for reference. SwitchI rises up to close the nucleotide pocket. F28 and GDP is
also shown in the simulated structure.
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Figure 7.13: All atom simulation of 4Q21-OpenSI-Y32A at 360K. A. RMSD of SwitchI residues 25-
40 (in 4Q21-OpenSI-Y32A-Run2) with respect to its conformation in 4Q21. B. Conformation at the
end of the 4Q21-OpenSI-Y32A-Run2 simulation. Simulated structure (red) is superimposed on 4Q21
(pink). Starting open conformation of SwitchI (residues 25-40) is also shown in blue for reference. C.
Conformation at 100ns in the 4Q21-OpenSI-Y32A-Run1 simulation. SwitchI opens up even further in
this simulation. Base group of GDP loses contact with D119 after about 80ns. D. RMSD of SwitchI
residues 25-40 (in 4Q21-OpenSI-Y32A-Run1) with respect to its conformation in starting structure
(blue) and 4Q21 (Red).
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Figure 7.14: All atom simulation of 4Q21-OpenSI-Y32F at 360K. A. RMSD of SwitchI residues 25-40
in 4Q21-OpenSI-Y32F-Run1 (blue) and Run2 (red) with respect to its conformation in 4Q21. B. Con-
formation at the end of the 4Q21-OpenSI-Y32F-Run1 (blue) and Run2 (red). The starting conformation
is shown in pink.
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Figure 7.15: All atom simulation of 4Q21-OpenSI-I21S at 360K. A. RMSD of SwitchI residues 25-40
in 4Q21-OpenSI-I21S-Run1 (blue) and 4Q21-OpenSI-I21S-Run2 (red) with respect to its conformation
in 4Q21. B. Conformation at the end of the 4Q21-OpenSI-I21S-Run1 simulation. Simulated structure
(red) is superimposed on 4Q21 (pink). Starting open conformation of SwitchI (residues 25-40) is also
shown in blue for reference. Y32 can be seen making hydrogen bonds (red dashed line) with the
phosphate group of GDP. C. Conformation at the end of the 4Q21-OpenSI-I21S-Run2 simulation. Y32
forms hydrogen bonds with D54 and hydrophobic contact with L56. D. Side view of the conformation
shown in C.
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Table 7.1: List of all-atom simulations performed.
PDB ID/Name Temperature (K) Equilibration (ns) Production (ns) Simulation Time (ns)
4Q21 300 1 99 100
4Q21 360 1 99 100
4Q21 400 1 99 100
5P21 300 1 99 100
5P21 360 1 99 100
5P21 400 1 99 100
3RSO 300 1 99 100
3RSO 360 1 99 100
4Q21E37A 360 1 99 100
4Q21S39A 360 1 99 100
4Q21-OpenSI-Run1 360 1 99 100
4Q21-OpenSI-Run2 360 1 174 175
4Q21-OpenSI-Run3 360 1 253 254
4Q21-OpenSI-S17AD57A 360 1 180 181
4Q21-OpenSI-SMD-CMD 360 1 104 105
4Q21-OpenSI-D119A 360 1 193 194
4Q21-D119A 360 1 100 101
4Q21-OpenSI-Y32A-Run1 360 1 284 285
4Q21-OpenSI-Y32A-Run2 360 1 174 175
4Q21-OpenSI-Y32F-Run1 360 1 99 100
4Q21-OpenSI-Y32F-Run2 360 1 99 100
4Q21-OpenSI-I21S-Run1 360 1 125 126
4Q21-OpenSI-I21S-Run2 360 1 125 126
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Table 7.2: PDB id of 25 structures[115, 12, 116, 30] added to the
46 structure dataset in Ref.[11] used for PCA.
PDB ID PDB ID PDB ID PDB ID PDB ID
2RGA 2RGB 2RGC 2RGD 3K8Y
3LBH 3LBI 3LBN 3RRY 3RRZ
3RS0 3RS2 3RS3 3RS5 3RSO
3V4F 4DLR 4DLS 4DLT 4DLU
4DLV 4DLW 4DLX 4DLY 4DLZ
Table 7.3: List of representative sidechain atoms of
hydrophobic and charged residues used for contact analysis.













CHAPTER 8. DIFFERENTIAL DYNAMICS OF RAS ISOFORMS IN GDP- AND
GTP-BOUND STATES
A paper submitted to the Journal PLoS Computational Biology
Abhijeet Kapoor and Alex Travesset
8.1 Abstract
RAS subfamily proteins regulates cell growth promoting signaling processes by cycling between
active (GTP-bound) and inactive (GDP-bound) states. Different RAS isoforms, though structurally
similar, exhibit functional specificity and are associated with different types of cancers and develop-
mental disorders. Understanding the dynamical differences between the isoforms is crucial for the
design of inhibitors that can selectively target a particular malfunctioning isoform. In this study, we
provide a comprehensive comparison of the dynamics of all the three RAS isoforms (HRAS, KRAS,
and NRAS) using extensive molecular dynamics simulations in both the GDP- (total of 3.06µs) and
GTP-bound (total of 2.4µs) states. We observed significant differences in the dynamics of the isoforms,
which rather interestingly, varied depending on the type of the nucleotide bound and the simulation
temperature. Both SwitchI (residues 25-40) and SwitchII (residues 59-75) differ significantly in their
flexibility in the three isoforms. Furthermore, PCA analysis showed that there are differences in the
conformational space sampled by the GTP-bound form of isoforms. We also identified a previously
unreported pocket, which opens transiently during MD simulations, and can be targeted to regulate nu-
cleotide exchange reaction or possibly interfere with membrane localization. Further, we present the
first simulation study showing GDP destabilization in the wild-type RAS protein. The destabilization
of GDP/GTP occurred only in 1/50 simulations, emphasizing the need of guanine nucleotide exchange
factors (GEF) to accelerate such an extremely unfavorable process. This observation along with the
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other results presented in this paper further support our previously hypothesized mechanism of GEF
assisted nucleotide exchange[119].
8.2 Introduction
RAS subfamily proteins are molecular switches that cycle between ON (active, GTP-bound) and
OFF (inactive, GDP-bound) states to regulate multiple cell signaling processes associated with cell
growth and differentiation [6, 112, 2, 3]. The interconversion between the two states is highly regulated
by interactions with two regulatory proteins, guanine nucleotide exchange factors (GEFs) and GTPase
activating protein (GAP), which catalyzes the slow intrinsic rates of activation and inactivation [9].
While GEFs activate RAS proteins by catalyzing the exchange of GDP to GTP, GAPs hydrolyzes GTP
to GDP to regenerate the inactive state. The active state is recognized by multitude of downstream
effectors controlling different cellular pathways. Mutations intervening normal Ras functioning are
associated with several human cancers and developmental disorders [4, 5]. Oncogenic Ras proteins,
found in more than 20% of human tumors, are insensitive to GAP action, leading to a permanent active
state, which results in uncontrolled cell growth. Due to their involvement in human cancers, extensive
efforts have been made to elucidate the mechanism of conformational transitions in RAS proteins [13,
14, 15, 16, 17, 18, 21, 22, 11, 23, 24, 120]. Despite all advances, it has remained difficult to target these
proteins therapeutically [47].
The three RAS isoforms in human HRAS, KRAS4B (hereafter KRAS), and NRAS are the most
common oncogene found in human cancer. These proteins have a highly homologous sequence (with
over 90% sequence identity) and a structurally conserved catalytic domain, initially considered to be
functionally redundant. Over the years, several experimental studies have shown these proteins to ex-
hibit functional specificity [34] (and references therein). While the functional specificity of the isoforms
have been explained mainly on the basis of their different localizations on the membrane and subcellular
compartments [36, 37, 38], selective interaction of catalytic domain with effector and regulator proteins
have also been suggested to contribute to this specificity [39, 40]. RAS GEF RAS-GRF, for example,
selectively activates HRAS and not NRAS or KRAS. Interestingly, the non-palmitoylated HRAS mu-
tant was also activated by RAS-GRF [41]. RAS-GRP2 has been shown to activate NRAS and KRAS
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but not HRAS [42]. In addition, RAS GEF SOS activates all three isoforms but with different potency
(in the order HRAS>NRAS>KRAS)[43]. Similarly, there are quantitative differences in the ability of
RAS isoforms to activate downstream effector pathways. While KRAS is a more potent activator of
Raf-1 than HRAS, PI3K is activated more efficiently by HRAS, and more importantly, this effect was
not limited to their differences at the hypervariable region [44]. Moreover, mutation of specific SwitchI
residues (residues 25-40) in HRAS is shown to shift specificity towards specific effectors [45].
The catalytic domain, which is common among all different members of the superfamily, is an α/β
fold composed of 5 α-helices, 6 β -strands, and 10 loops [6]. It can be divided into two lobes; lobe
1 (residues 1-86; Nterminal lobe or effector lobe) and lobe 2 (residues 86-170; C-terminal lobe; Fig-
ure 8.1A) [11]. The effector lobe is 100% conserved among the three RAS isoforms (HRAS, KRAS,
and NRAS). Even though the different isoforms have a very similar catalytic domain, the mutations in
the lobe 2 can lead to differences in the dynamic patterns resulting in distinct conformational popula-
tions of each isoforms, thereby altering their interaction with regulator and effector proteins. Classical
molecular dynamics (CMD) simulations of RAS isoforms in nucleotide free and GTP-bound states have
shown these isoforms to differ in their dynamic behaviors [11, 46]. These studies have suggested en-
hanced flexibility for nucleotide-free KRAS relative to other isoforms, and GTP-bound KRAS to be
more flexible than HRAS-GTP. However, a complete characterization of the three isoforms comparing
their dynamics in different nucleotide-bound states still remains to be explored. In our previous study,
involving wild-type (WT) and mutant HRAS, we presented structural features that regulate the intrinsic
nucleotide exchange reaction, and also showed for the first time using all-atom MD simulations the
destabilization of GDP from the nucleotide binding pocket in HRAS-D119A mutant [119]. It would be
interesting to see to what extent features identified for HRAS extend to other isoforms.
In this paper, we investigate the differences and similarities in the dynamics of the three isoforms
(HRAS, KRAS, and NRAS) resulting from all-atom CMD simulations of GDP- and GTP-bound states.
To achieve extensive sampling, multi-copy all-atom CMD simulations were performed at two different
temperatures (300K and 360K). Eight simulations (four each at 300K and 360K) of each of the nu-
cleotide bound states for each isoform were performed for 100ns or more resulting in a total of forty
eight WT all-atom simulations (Table 9.1 and 9.2 in the Supporting Material in Chapter 9 provides
detail). Our results show that the three isoforms differ markedly in their flexibility which is dependent
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on the type of nucleotide bound as well the simulation temperature. Recent studies have identified
several transient pockets on RAS structures (not readily observed in crystal structures) suitable for
small-molecule binding [50, 51, 52, 53, 54, 55]. We also analyzed the resulting trajectories of the three
isoform to identify transiently open surface pockets during MD simulations, and identified a previously
unreported pocket that can be targeted to regulate nucleotide exchange reaction or possibly interfere
with membrane localization.
Figure 8.1: PCA analysis of experimental structures. A. N-terminal (cyan) and C-terminal (pinks)
lobes in HRAS (PDB id: 4Q21). SwitchI (residues 25-40) and SwitchII (residues 59-75) that undergo
nucleotide-dependent conformational change are present in the lobe 1. Projection of crystal structures
onto the B. first two PCs and C. PC2 and PC3 obtained using 76 structure dataset. Green: HRAS-GDP
bound; Red, Blue: HRAS-GTP bound, and black: HRAS nucleotide-free conformations. Experimental
structures groups in to three major clusters highlighted in C. PDB ids are also shown for some of the
structures used for analysis.
8.3 Materials and Methods
8.3.1 Simulation setup and analysis
All-atom CMD simulations of RAS isoforms were performed in the GDP- and GTP-bound states.
Residues 1-166 in the crystal structures corresponding to PDB ids: 4Q21 (HRAS-GDP), 5P21 (HRAS-
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GTP), 4LPK (KRAS-GDP), 3GFT (KRAS-GTP), and 3CON (NRAS-GDP) were used as starting point
for all simulations. Initial structure of NRAS-GTP (referred to as NGTP) was built using homology
modeling based on 5P21 conformation. Missing SwitchII coordinates in NRAS-GDP (PDB id: 3CON)
were modeled based on HRAS-GDP (PDB id: 4Q21) SwitchII conformation. All-atom CMD simula-
tions were performed using NAMD [114] and CHARMM27 force field for proteins. Simulations were
performed using periodic boundary conditions, TIP3P water was used and the system was neutralized
by adding counter ions. A 2fs time-step was used with a 12A˚ cut-off for VDW interactions and full
particle-mesh Ewald electrostatics. All simulations started by first minimizing the structure followed
by constant volume heating for 10ps. This was followed by a constant temperature and constant pres-
sure (1atm) dynamics performed at two different temperatures (300K and 360K) for 100ns or more
including a 1ns equilibration (see Table 9.1 and 9.2 for details). Multiple runs were started from the
same initial configuration but using different seed.
Trajectory visualization and figure preparation was done using VMD [85]. Prior to structure anal-
ysis, the crystal structures and trajectories were aligned using the backbone atoms N, CA, and C of
core residues as defined in [11]. The time evolution of the root mean square deviation (RMSD) from
the respective initial structures and the root mean square fluctuations (RMSF) of Cα atoms was used to
assess the stability of RAS isoforms in different simulations. Simulation comparisons (both within the
two nucleotide states and among isoforms) were performed by comparing properties calculated from
combined trajectories. Only the first 99ns part of the production trajectories were used for comparisons.
Cross-correlation analysis for all the Cα atom pairs was performed to identify residues with correlated







where ci j is the corresponding covariance matrix element, given as:
ci j = 〈(ri(t)−〈ri〉)(rj(t)−〈rj〉)〉 (8.2)
where ri(t) is the coordinate of atom i at time t and 〈...〉 denotes time averages.
PCA was applied to examine the relationships between different structures and to determine the
conformational space sampled by various simulations. In this study, PCA analysis was performed us-
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ing Cα atom coordinates. In PCA, the diagonalization of covariance matrix is performed to obtain the
principal components (PC), which are the eigenvectors of the covariance matrix. The inter-conformer
relationships can be studied by projecting the structures onto the sub-space defined by the largest prin-
cipal components.
Contact analysis was performed between representative sidechain atoms in each simulations (first
99ns of production run) to monitor residue interactions. List of representative atoms for each amino acid
sidechain is given in Table 9.3. Two sidechains were considered to be in contact if the distance between
the representative atoms was less than 7A˚ in at least 50% of simulation trajectory. Only non-local
residues separated by more than 4 amino acids on sequence were considered for contact calculations.
Contact maps resulting from different simulations of a particular RAS protein in a nucleotide state at
a given temperature were combined to form combined contact maps. Difference between combined
contact maps were then calculated, termed as difference contact maps (DCM), to identify contacts
unique to a particular isoform.
MDpocket [121] was used to identify transiently open pockets during all-atom simulations of each
isoforms. MDpocket was run on combined trajectories (first 99ns of each simulations for both GDP and
GTP bound form at two temperatures) with a total of 39000 frames for each of the isoforms. Pockets
identified in 10% of the input structures were considered for further analysis.
8.4 Results
8.4.1 PCA of experimental structures
In our previous study [119], the PCA analysis of 71 HRAS crystal structures in the GDP- and the
GTP-bound states, allowed to identify a new set of GTP-bound structures that form a separate cluster
on the PC1-PC2 plane in addition to the two clusters identified previously by Gorfe et al. [11]. Since
the variance in the PC1 and PC2 obtained from the 71 structure dataset was mainly determined by the
SwitchII (residues 59-75) and to a smaller extent by SwitchI, residues 105-109 (L7), and C-terminal
part of α3 (residues 87-104), projection of MD conformers onto the sub-space defined by the first two
PCs obtained from the 71 structure dataset distinguished them mainly based on their similarities to the
SwitchII region. To better distinguish the motion of SwitchI and SwitchII regions in MD conformers,
161
we add 5 crystal structures (black stars Figure 8.1B-C) of nucleotide-free HRAS obtained from HRAS-
GEF complexes (PDB IDs: 1BKD, 1NVU, 1NVV, 1NVW, and 1NVX) to the 71 structure dataset.
Interestingly, the PC1 obtained from the 76 structure dataset is almost entirely defined by the variance
of SwitchI (and to some extent by the variance of residues 118-124 (L8)), while the PC2 and PC3 are
identical to the PC1 and PC2 of those obtained from the 71 structure dataset, and thus mainly captures
the motion of SwitchII. Thus, projection of conformations onto the sub-space defined by the first two
PCs obtained from the 76 structure dataset and their deviation along the PC1 captures the motion of
SwitchI (such as an open SwitchI conformations; Figure 8.1B), while the projection on the PC2-PC3
plane distinguishes the conformers based mainly on the motion of SwitchII (Figure 8.1C).
8.4.2 Comparison of RAS dynamics in GDP- and GTP-bound states
As indicated by the RMSF of Cα atoms in Figure 9.1, enhanced fluctuations in different simulations
are mostly limited to the localized regions of the structure encompassing SwitchI, SwitchII, part of α3,
and L7 with rest of the structure remaining close to its starting conformation. In this section we first
compare the dynamics of the three RAS isoforms in their GDP- and GTP-bound states. Later, we
compare the differences in the dynamics of the three isoforms.
8.4.2.1 Dynamics of HRAS-GDP vs HRAS-GTP
Figure 8.2 and Figure 8.3 shows the distribution of RMSD of the overall protein, SwitchI, and
SwitchII in the GDP- (PDB id: 4Q21) and GTP-bound (PDB id: 5P21) states for the combined trajecto-
ries at two temperatures (300K and 360K). The overall structure of HRAS in the GDP- and GTP-bound
states is very stable with overall higher fluctuations observed at 360K compared to 300K (Figure 8.2A-
C and Figure 8.3A-C). While the fluctuations in overall structure and SwitchI is higher at 360K in
HRAS-GDP, the RMSD distribution of SwitchII is more or less similar at the two temperatures (Figure
8.2C) indicating higher flexibility of SwitchII even at low temperatures. In HRAS-GTP, however, the
SwitchII is somewhat more flexible at 360K compared to 300K. Comparison of the RMSD distribution
and difference in RMSF (∆RMSF, Figure 8.4A) of the GDP- and GTP-bound form shows SwitchI to be
clearly more flexible in the GDP-bound state while SwitchII-loop residues 62-67 are more flexible in
the GTP-bound state.
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Figure 8.2: RMSD distribution of GDP-bound RAS isoforms. Normalized histogram of RMSD calcu-
lated for overall protein (residues 1-166; (A, D, G)), SwitchI (residues 25-40; (B, E, H)), and SwitchII
(residues 59-75; (C, F, I)). RMSD distribution was calculated for combined trajectories at 300K (blue)
and 360K (red) for simulations of HRAS (A-C), KRAS (D-F), and NRAS (G-I). Bin width was set to
0.05 A˚
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Figure 8.3: RMSD distribution of GTP-bound RAS isoforms. Normalized histogram of RMSD calcu-
lated for overall protein (residues 1-166; (A, D, G)), SwitchI (residues 25-40; (B, E, H)), and SwitchII
(residues 59-75; (C, F, I)). RMSD distribution was calculated for combined trajectories at 300K (blue)
and 360K (red) for simulations of HRAS (A-C), KRAS (D-F), and NRAS (G-I). Bin width was set to
0.05 A˚.
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Figure 8.4: ∆RMSF between GDP- and GTP bound simulations in RAS isoforms. ∆RMSF between
GDP and GTP-bound simulations at 300K (blue) and 360K (red) for A. HRAS B. KRAS C. NRAS.
RMSF calculation was performed for combined runs.
The conformational space sampled by different all atom simulations was evaluated by projecting the
trajectories onto the subspace defined by the first three PCs obtained from the 76 structure dataset. It is
apparent from Figure 8.5A, C and Figure 8.6A, C that in comparison to the GTP-bound form, SwitchI
samples a wide region of conformational space along PC1 in the GDP-bound form, while SwitchII
is highly flexible in both the nucleotide states (Figure 8.5B, D and Figure 8.6B, D). Both 4Q21 and
5P21 simulations (at 300K and 360K) sampled conformations in the vicinity of cluster 2 and cluster
1 respectively; however, 4Q21 simulations did not evolve towards cluster 3, while 5P21 simulations
sampled conformations corresponding to cluster 3 only at 360K but with lower frequency (Figure 8.5B,
D and Figure 8.6B, D).
Analysis of cross-correlation (CC) plot further emphasizes the enhanced sampling achieved at
higher temperatures as some of the regions either show enhanced correlation or appear only at 360K.
The first off-diagonal region of enhanced correlation at 360K corresponds to correlation between re-
gions β2-L3-β3 (residues 38-58) and α5 (residues 151-166) in 4Q21 (Figure 9.2A). Interestingly, the
correlation between these regions is attenuated in the GTP-bound form. The next region of significant
correlation is between α3 and SwitchII at 360K and SwitchI-SwitchII at 300K in 5P21 (Figure 9.2B).
These regions are also weakly correlated in the GDP-bound form.
Despite differences in dynamics, the GDP-bound and GTP-bound simulations of HRAS formed
transiently open pockets in similar locations on the structure (Figure 9.3A, B and Table 9.4). Of the
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Figure 8.5: PCA of GDP-bound simulations of RAS isoforms at 300K and 360K. Projection of MD
conformers from four simulations (Run1: magenta, Run2: blue, Run3: yellow, and Run4: cyan) onto
the first three PCs (PC1-PC2 and PC2-PC3) obtained from 76 structure dataset. A-D. HRAS E-H.
KRAS I-L. NRAS. Crystal structures are shown by colored stars where the coloring scheme is same as
in Figure 8.1.
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Figure 8.6: PCA of GTP-bound simulations of RAS isoforms at 300K and 360K. Projection of MD
conformers from four simulations (Run1: magenta, Run2: blue, Run3: yellow, and Run4: cyan) onto
the first three PCs (PC1-PC2 and PC2-PC3) obtained from 76 structure dataset. A-D. HRAS E-H.
KRAS I-L. NRAS. Crystal structures are shown by colored stars where the coloring scheme is same as
in Figure 8.1.
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six pockets identified, pocket p5 formed by residues in the regions α1-β2-β3-L10-α5 (Figure 8.7A)
is of particular interest as none of the previous studies have reported a pocket in this region. As seen
in Figure 8.7B, this pocket remains mostly closed during the simulation (with volume in the range 0-
25 A˚3), opening only transiently. Also, compared to the GDP-bound form where it opens with higher
frequency at 360K, it is more easily accessible in the GTP-bound form (opens with equal frequency at
both 300K and 360K) and also has higher volume.
8.4.2.2 Dynamics of KRAS-GDP vs KRAS-GTP
Comparison of the RMSD distributions of the simulations of two nucleotide bound states of KRAS
highlights some very interesting features (Figure 8.2D-F and Figure 8.3D-F). Though fluctuations in
overall structure are higher at 360K for both the GDP- and GTP-bound form, SwitchI in KRAS-GDP
(PDB id: 4LPK) is less flexible (compared to KRAS-GTP at 360K) and even at 360K it mostly remains
close to its conformation in the starting structure. Only 1/4 simulations of KRAS-GDP at 300K sampled
higher RMSD conformations (around 3-4A˚; Figure 8.2E) corresponding to partial open SwitchI con-
formations (Figure 8.5E, G), which was sampled at somewhat lower frequency at 360K. Interestingly,
weakening the coupling between SwitchI and SwitchII by E37A mutation (4LPKE37A simulations)
resulted in increased fluctuations of SwitchI (Figure 9.4). Also, destabilization of GDP was observed
in one of the simulations of KRAS-GDP at 360K (more about it will be said in a separate section).
Contrastingly, SwitchII residues in KRAS-GDP simulations remain flexible at 300K, and undergoes
enhanced fluctuations at 360K sampling conformations mostly away from the starting conformations
(RMSD >4A˚ in Figure 8.2F) in which SwitchII-helix (α2; residues 66-75) is oriented in a conformation
similar to that seen in KRAS-GTP (as also demonstrated in the PC2-PC3 plot in Figure 8.5F, H).
SwitchI in KRAS-GTP though stable at 300K, undergoes enhanced fluctuations at 360K with all the
four simulations sampling open SwitchI conformations. This is demonstrated in the RMSD distribution
curve (Figure 8.3E) where the RMSD of SwitchI residues reaches close to 9A˚ and also by the wide
sampling along PC1 in the PC1-PC2 plot (Figure 8.6E, G). SwitchII in KRAS-GTP is also very flexible
at both low and high temperatures, sampling conformations that lie mostly outside cluster 2 mapping in
close vicinity of cluster 1 on the PC2-PC3 plot (Figure 8.6F, H). Interestingly, none of the simulations of
KRAS-GDP or KRAS-GTP sampled the region in the vicinity of cluster 3. Comparison of the RMSF of
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Figure 8.7: Transient pocket p5 identified from MDpocket analysis. Pocket p5 is shown in red in the
left column (A, C, E) on top of the starting structure for each of the isoform (HRAS, KRAS, NRAS)
along with the residues lining the pocket (listed in Table S4). Right panel (B, D, F) shows the histogram
of pocket volume in GDP-bound (blue: 300K, red: 360K) and GTP-bound (green: 300K, black: 360K)
simulations. Notice, in KRAS this pocket does not include L10 residues (residues 145-150).
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GDP- and GTP-bound KRAS show SwitchI to be more flexible in the GDP-bound state at 300K, while
fluctuations are higher for the GTP-bound state at 360K (Figure 8.4B). Although, ∆RMSF plot show
SwitchII to be more flexible in the GTP-bound state, RMSF calculated taking the starting conformation
as the reference structure show SwitchII to be more flexible in the GDP-bound state (Figure 9.5A).
Enhanced correlation between β2-L3-β3 and α5 regions is also observed in 4LPK at 360K, while
correlation between these region weakens in the GTP-bound state (Figure 9.2C, D). Significant corre-
lation is also observed between α3 and SwitchII in GTP-bound form, while these regions were only
weakly correlated in the GDP-bound form. Some correlation between SwitchI and SwitchII was ob-
served in simulations at 300K for both the nucleotide states.
Both GDP-bound and GTP-bound simulations of KRAS formed transiently open pockets in similar
locations on the structure except pocket p3b which was not identified in KRAS-GDP simulations (Fig-
ure 9.3C, D and Table 9.4). Also, pocket p1 splits into two smaller pockets, p1a and p1b, in KRAS-GTP
(Figure 9.3C,D and Table 9.4). Pocket p5 in KRAS is formed by residues in the regions α1-β2-β3-α5
(Figure 8.7C) and is equally accessible in the GDP- and GTP-bound form (Figure 8.7D).
8.4.2.3 Dynamics of NRAS-GDP vs NRAS-GTP
Simulations of NRAS-GDP (PDB id: 3CON) at 360K sampled almost completely open SwitchI
conformations as indicated by the broad RMSD distribution with tails extending close to 11A˚ (Figure
8.2H) and the wide sampling along PC1 in Figure 8.5K. SwitchII exhibited similar flexibility at the
two temperatures as the RMSD distribution plot (Figure 8.2I) and the region of conformational space
sampled on the PC2-PC3 plot are more or less similar for two temperatures (Figure 8.5L). Similar
to the NRAS-GDP, SwitchI in NRAS-GTP is also more flexible at 360K (Figure 8.3H and Figure
8.6I, K), while the fluctuations in SwitchII increases with the increase in temperature (Figure 8.3I)
with simulations at 360K sampling conformations corresponding to cluster 3 structures (Figure 8.6J,
L). Comparison of the RMSD distribution and the ∆RMSF profile of the two nucleotide states show
SwitchI to be clearly more flexible in NRAS-GDP, while SwitchII (residues 64-68) is more flexible in
the GTP-bound form (Figure 8.4C).
Comparison of the CC plot shows enhanced correlation between β2-L3-β3 (residues 38-58) and
α5 (residues 151-166) regions in GDP-bound state at 360K, while this correlation weakens in the GTP-
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bound state. While α3 and SwitchII undergo correlated motion in the GTP-bound form, these regions
were uncorrelated in the GDP-bound form. Some correlation between SwitchI and SwitchII was also
observed for both the nucleotide states.
Similar to other isoforms, both GDP-bound and GTP-bound simulations of NRAS formed tran-
siently open pockets in similar locations on the structure (Figure 9.3E, F and Table 9.4). Pocket p5
opens more readily in both GDP- and GTP-bound form and is somewhat more easily accessible (as it
opens with equal frequency in simulations at 300K and 360K; Figure 8.7E, F).
8.4.3 Comparison of dynamics of RAS isoforms
Comparing the ∆RMSF plot of the three isoforms in the two nucleotide states at 300K and 360K
(Figure 8.8), we note that the differences in dynamics are mostly concentrated in the functional regions
encompassing SwitchI and SwitchII, and to a very minor extent in parts of α3 and base coordinating
loop (L8; residues 118-125). Interestingly, the flexibility of these regions among different isoforms
differs depending on the type of nucleotide bound and the simulation temperature. For instance, the
flexibility of SwitchI in the GDP bound state at 300K seems to be in the order HRAS>KRAS>NRAS
(Figure 8.8A), while at 360K it is in the order NRAS>HRAS>KRAS (Figure 8.8B). This is consis-
tent with the distribution of RMSD (Figure 8.2B,E,H) and the conformational sampling along PC1
(Figure 8.5A, C, E, G, I, K). Overall, the flexibility of SwitchI in the GDP-bound state is in the order
NRAS>HRAS>KRAS. Contrarily, the flexibility of SwitchI in the GTP-bound state is in the order
KRAS>NRAS>HRAS. While SwitchI is clearly most flexible in KRAS (at both temperatures, Figure
8.8C, D), it is more flexible in HRAS at 300K compared to NRAS. SwitchII, on the other hand, has
more or less similar flexibility in NRAS and HRAS with residues 62-65 somewhat more flexible in
NRAS at 300K in GDP-bound form and at 360K in GTP-bound form. SwitchII in KRAS-GDP mostly
resides in a conformation away from that seen in starting structure (RMSD >4A˚ in Figure 8.2F) and
∆RMSF alone fails to capture this deviation (Figure 8.8B). However, ∆RMSF calculated taking starting
conformation as the reference structure (Figure 9.5 B, C) points SwitchII to be clearly more flexible in
KRAS than other isoforms.
PCA projections show that overall the isoforms sample similar regions of conformational space,
particularly in the GDP-bound form (Figure 8.5). In the GTP-bound form, both HRAS and NRAS
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Figure 8.8: ∆RMSF between GDP- and GTP-bound simulations of RAS isoforms. A. and B. shows
∆RMSF in the GDP-bound form for simulations at 300K and 360K respectively. C. and D. shows
∆RMSF in the GTP-bound form for simulations at 300K and 360K respectively. Color codes for
∆RMSF are H-K (blue), H-N (red), and N-K (green) where H, K, and N refers to HRAS, KRAS,
and NRAS respectively.
172
sample conformations mostly in and around cluster 2, reaching cluster 3 in some cases. On the other
hand, KRAS-GTP simulations have a higher tendency to move away from cluster 2 and mostly samples
space in between cluster 1 and cluster 2 (Figure 8.6). The isoforms also share similar transiently open
surface pockets (Figure 9.3 and Table 9.4), however, with some differences. Pocket p5 is the same in
both HRAS and NRAS, though it opens more readily in NRAS than HRAS. While in KRAS, pocket p5
is smaller and does not involve residues in L10. Also, pocket p3b is not observed in KRAS-GDP, while
pocket p1 splits into two (p1a and p1b) in KRAS-GTP (Figure 9.3 and Table 9.4). As seen in Figure
9.2, the CC plots of the three isoforms are very similar.
Figure 9.6 shows the overall contacts formed by each of the isoforms in the two nucleotide states
at different temperatures. It is clear from the Figure 9.6 that majority of the interlobe contacts are
mediated by α3 and α5. Figure 8.9 and 8.10 shows the DCM plot between different isoforms in the
GDP- and GTP-bound states respectively. Table 9.5 and 9.6 lists these contacts. Comparatively, there
are more interdomain contacts in HRAS-GDP than KRAS-GDP, and the unique interdomain contacts
of NRAS-GDP predominantly involves α3 (Figure 8.9; Table 9.5). Interestingly, SwitchII-loop (L4)
residues in NRAS-GDP and HRAS-GDP forms contact with α3 residues, but these contacts does not
form in KRAS-GDP (Figure 8.9; Table 9.5). Majority of the unique contacts in KRAS-GDP involves
interactions of SwitchII residues with residues of lobe1 including SwitchI. However, in the GTP-bound
simulations, KRAS show more unique interdomain contacts (involving residues in α3, L10, and α5)
compared to other isoforms (Figure 8.10), and the unique contacts in lobe1 of KRAS-GTP are mostly
mediated by residues of β1. Interestingly, NRAS-GTP forms very few unique contacts and involves
mostly α3 residues (Figure 8.10C, F).
8.4.4 Weak interaction at the base binding region destabilizes GDP: The role of D119
In RAS proteins, the base group of nucleotide forms hydrogen bonds with the D119 sidechain. A
weakened D119-base interaction led to the destabilization of GDP in one of the simulations of KRAS-
GDP at 360K (Figure 9.7). Destabilization here refers to the state in which the base group loses contact
with KRAS and GDP remains anchored mainly via phosphate/Mg-KRAS interactions. The base-D119
hydrogen bond breaks early in the simulation (∼10ns in Figure 9.7A) inducing increased fluctuations
in GDP (Figure 9.7B) before stabilizing again around 50ns. At ∼117ns (Figure 9.7A) the loss of base-
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Figure 8.9: Difference contact maps for the GDP-bound RAS isoforms. A. H-vs-N (which means
contacts present in HRAS but not in NRAS, in blue) and H-vs-K (red). B. K-vs-H (blue) and K-vs-
N (red). C. N-vs-H (blue) and N-vs-K (red). A-C shows the DCM at 300K while D-F shows DCM
at 360K. Color codes for D-F are same as A-C. Contacts unique to an isoform are represented by an
overlapping blue and red circle giving a magenta appearance.
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Figure 8.10: Difference contact maps for the GTP-bound RAS isoforms. A. H-vs-N (which means
contacts present in HRAS but not in NRAS, in blue) and H-vs-K (red). B. K-vs-H (blue) and K-vs-
N (red). C. N-vs-H (blue) and N-vs-K (red). A-C shows the DCM at 300K while D-F shows DCM
at 360K. Color codes for D-F are same as A-C. Contacts unique to an isoform are represented by an
overlapping blue and red circle giving a magenta appearance.
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D119 interactions is followed by complete displacement of the base region from the nucleotide binding
site resulting in enhanced fluctuations of GDP (RMSD of GDP goes upto 8A˚; Figure 9.7B). Interest-
ingly, at around 140ns, the base group moves back towards its position in the starting conformation, and
the base-D119 hydrogen bond forms around 150ns stabilizing GDP. A time-series plot of the CMD run
is shown in Figure 9.7C.
8.5 Discussion
Previous molecular dynamics simulations of RAS isoforms have suggested differences in the dy-
namics of isoforms, but the simulations were limited to either characterizing RAS dynamics in nucleotide-
free state [11] or compared KRAS and HRAS in the GTP-bound form alone [46]. Our present study
provides a more comprehensive comparison of the dynamics of all the three RAS isoforms (HRAS,
KRAS, and NRAS) by comparing them in both the GDP- and GTP-bound states. Our results suggest
that there are significant differences in the dynamics of the isoforms, which rather interestingly, varied
depending on the type of the nucleotide bound and the simulation temperature. Table 8.1 summarizes
some of the important differences and similarities between the isoforms.
Table 8.1: Key similarities and differences in the three RAS isoforms
Feature GDP-bound GTP-bound
SwitchI Flexibility HRAS>KRAS>NRAS (300K) KRAS>HRAS>NRAS (300K)
NRAS>HRAS>KRAS (360K) KRAS>NRAS>HRAS (360K)
SwitchII Flexibility KRAS>NRAS>HRAS (300K) KRAS>NRAS∼HRAS (300K)
KRAS>NRAS∼HRAS (360K) KRAS>NRAS>HRAS (360K)
Cross-Correlation β2-L2-β3 and α5 correlated
in all isoforms
correlation between β2-L2-
β3 and α5 attenuates in all
isoforms
PC2-PC3 Sampling Similar in all isoforms cluster 3 not sampled in
KRAS
Pocket P5 Similar in HRAS & NRAS;
L10 residues not part of P5
in KRAS
Similar in HRAS & NRAS;
L10 residues not part of P5
in KRAS
Several studies have previously described the differences in the dynamics of the RAS proteins in
the GDP and GTP bound states [10, 23, 24, 120]; particularly SwitchI was found to be more dynamic
in the GDP-bound state than GTP-bound form. While results from our simulations conforms to this
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observation in HRAS and NRAS where SwitchI is clearly more flexible in the GDP-bound state, both
at 300K and 360K, KRAS presents a more nuanced scenario with SwitchI becoming more flexible
in the GTP-bound form than in GDP-bound at 360K (Figure 8.4B). The GTP- and GDP-bound form
are also distinguished by enhanced correlation of SwitchII-α3 in GTP-bound state (Figure 9.2), also
previously observed in accelerated MD of HRAS [23]. Further, enhanced correlation was also observed
between residues in β2-L2-β3 and α5 in simulations of GDP-bound form at 360K which attenuates
in the GTP-bound form (Figure 9.2). Interestingly, this effect is common to all isoforms. Recently,
Raimondi et al. [120] also observed reduced coupling between the nucleotide binding site and α5 in the
GTP-bound state. Differential correlation between β2-L2-β3 and α5 regions in GDP- and GTP-bound
state observed here may relate to the nucleotide dependent membrane anchoring as interactions in these
regions have been identified to be important mediators of membrane association [122].
The effects of the type of the nucleotide bound and the temperature on the dynamics are more ap-
parent when comparing isoforms. In the simulations of GTP-bound isoforms at 360K, both KRAS and
NRAS sample open and partially-open SwitchI conformations respectively (Figure 8.3, Figure 8.6).
The flexibility of SwitchI in the GTP-bound state at 360K is thus in the order KRAS>NRAS>HRAS
(Figure 8.8). In contrast, flexibility of SwitchI at 300K is in the order KRAS>HRAS>NRAS (Fig-
ure 8.8). These results are in good agreement with the results of Lukman et al. [46] who in their
simulations also observed KRAS-GTP to be more flexible than HRAS-GTP. In the GDP-bound state,
however, SwitchI seems to be more flexible in HRAS and least flexible in NRAS at 300K (in the order
HRAS>KRAS>NRAS), but at 360K NRAS samples open SwitchI conformations while HRAS sample
only partially open SwitchI states with KRAS remaining close to its starting conformation (Figure 8.2,
Figure 8.5).The flexibility of SwitchI in the GDP-bound state is thus in the order NRAS>HRAS>KRAS
(Figure 8.8). Isoform specific contacts also show nucleotide-dependent behavior. As seen in Figure 8.9
and 8.10, KRAS-GTP has higher number of unique interdomain contacts as opposed to KRAS-GDP
while NRAS-GDP has more unique interdomain contacts than NRAS-GTP. Also, in contrast to HRAS
and KRAS, NRAS lacks unique interdomain contacts mediated by α5.
Projection of MD conformers onto the PCs identified from crystal structures show that overall the
isoforms sample similar regions of conformational space (Figure 8.5, 8.6), with some differences in
the GTP-bound form. The GDP- and GTP-bound form of both HRAS and NRAS (at 300K and 360K)
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sampled conformations in the vicinity of cluster 2 and cluster 1 respectively; however, GDP-bound
simulations did not evolve towards cluster 3, while GTP-bound simulations sampled conformations
corresponding to cluster 3 only at 360K but with lower frequency (Figure 8.5B, D, J, L and Figure
8.6B, D, J, L). These observations along with our previous result that simulations started in cluster 3
can evolve towards cluster 2 and cluster 1 [119] suggests that the structures of cluster 3 represent an
intermediate conformation, potentially in the GTP hydrolysis process, with a low energy barrier for
transition from cluster 3 to cluster 2 or cluster 1. Interestingly, KRAS-GTP simulations have a higher
tendency to move away from cluster 2 and mostly samples space in between cluster 1 and cluster 2,
and not a single simulation sampled conformational space corresponding to cluster 3. This probably
indicates that either these conformations are specific for HRAS and NRAS, or possibly the energy
barrier in case of KRAS is even higher than other isoforms.
Despite differences in their dynamics, the isoforms share similar surface pockets that open tran-
siently during MD simulations (Figure 9.3 and Table 9.4). All the pockets, except pocket p5, are similar
to the ones characterized in previous studies [50, 51, 52, 53, 54, 55]. Pocket p5 is similar in both HRAS
and NRAS (formed by residues in the region α1-β2-β3-L10-α5), although it is equally accessible in
both NRAS-GDP and NRAS-GTP in contrast to HRAS (Figure 8.7). In KRAS, pocket p5 is smaller and
does not involve residues in L10. It is interesting to note that pocket p5 is located near the nucleotide
binding site, and based on our previous observation that residues in this region are critical for SwitchI
closing [119] coupled to the experimental study demonstrating abrogated SOS1-catalyzed exchange
reaction in KRAS-K147E mutant [123], binding of small molecule in this region could potentially be
used to regulate nucleotide exchange reaction. Also, pocket p5 couples the effector lobe 1 with the
membrane binding lobe 2, thus binding of small molecule in this region may also interfere with proper
membrane localization.
Previously based on our study on HRAS, we showed that weak coupling between the SwitchI and
SwitchII resulted in accelerated opening of SwitchI [119]. While NRAS-GDP sampled open SwitchI
conformations at 360K, SwitchI in KRAS-GDP remained stable and close to its conformation in the
starting structure. However, weakening of SwitchI-SwitchII coupling in KRAS (KRAS-E37A simula-
tions) also resulted in accelerated opening of SwitchI (Figure 9.4) indicating this effect to be a general
principle rather than specific to HRAS. Furthermore, one of the simulations of KRAS-GDP at 360K
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resulted in destabilization of GDP (Figure 9.7) similar to the one previously observed in HRAS-D119A
mutant simulations [119]. Interestingly, unlike HRAS-D119A simulations where enhanced fluctuations
of base group of GDP led to the dissociation of MG and phosphates from the nucleotide binding site,
base region in KRAS-GDP simulation returned back to its starting conformation after destabilizing for
about 30ns (Figure 9.7). These results observed for the first time for WT RAS protein and the fact that
similar results are obtained for both HRAS and KRAS, further supports our observation that an open
SwitchI conformation is not required for GDP destabilization, rather it is required for nucleotide escape
[119]. Moreover, the destabilization of GDP/GTP occurred only in 1/50 simulations, indicating such a
process to be extremely unfavorable and thus would require an action of GEF to accelerate the desta-
bilization of base. These observations further supports our hypothesized mechanism of GEF assisted
nucleotide exchange as presented in [119].
8.6 Conclusions
A major goal of this paper was to characterize the differences in the dynamics of the three most
common oncogenic RAS isoforms (HRAS, KRAS, and NRAS) in the GDP- and GTP-bound states.
Such an understanding is likely to be informative for the design of inhibitors that can selectively target a
particular malfunctioning isoform. Our present study achieves this goal by characterizing the dynamics
of these isoforms using multiple all-atom CMD simulations.
Our results show that the three isoforms undergo differential dynamics depending on the type of
the nucleotide bound and the simulation temperature. It is interesting to note that while sequence
variations in isoforms reside in lobe 2, the differences in the dynamics are mostly localized to lobe 1.
Both SwitchI and SwitchII differ significantly in their flexibility in the three isoforms. Furthermore,
PCA analysis showed that there are differences in the conformational space sampled by the isoforms
as cluster 3 conformations were inaccessible in KRAS-GTP bound simulations, but were accessible in
HRAS and NRAS simulations though only for short duration and that too only at higher temperature.
Such differential response of isoforms demonstrates that the effect of sequence variations in lobe 2 is to
selectively change the free energy barrier between the different populations accessible to these isoforms,
which may result in differential interactions with regulator and effector proteins.
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We identified a previously unreported pocket, which opens transiently during MD simulations and
differs somewhat in different isoforms. This pocket is located close to the nucleotide binding site and
is lined by the residues in both the effector domain (lobe 1) and membrane-binding domain (lobe 2),
making it an attractive target site for small molecule inhibitors to regulate nucleotide exchange and/or to
interfere with proper membrane localization. Identification of this pocket is timely as recent studies have
demonstrated suppression of nucleotide exchange as a valid approach for abrogating the transforming
activity of RAS oncogenic mutants [124, 55].
Previously based on our study of HRAS mutants, we hypothesized a mechanism for GEF-assisted
nucleotide exchange in which the dissociation of GDP/Mg from the nucleotide binding pocket was
initiated as a result of enhanced fluctuation of destabilized base group of GDP [119]. Our proposed
mechanism of GEF-assisted nucleotide exchange is further supported by the results obtained here for the
first time for the WT simulations of KRAS-GDP in which the destabilization of GDP was observed at
higher temperature; however, it occurred only in 1/50 simulations. The fact that such destabilization can
occur in the WT simulations at such low rate further emphasizes the importance of GEFs in accelerating
the process.
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CHAPTER 9. SUPPORTING MATERIAL FOR DIFFERENTIAL DYNAMICS OF
RAS ISOFORMS IN GDP- AND GTP-BOUND STATES
Figure 9.1: Cα -RMSF from the all-atom simulations of RAS in GDP and GTP-bound states at 300K
and 360K. (A, E, I) and (B, F, J) are the RMSF for GDP-bound (HRAS, KRAS, NRAS) at 300K and
360K respectively. (C, G, K) and (D, H, L) are the RMSF for GTP-bound (HRAS, KRAS, NRAS) at
300K and 360K respectively. RMSF was calculated for the first 99ns part of each of the trajectories
(Run1: Blue; Run2: Red; Run3: Green; Run4: Black).
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Figure 9.2: Cross-correlation plot from combined trajectories of RAS isoforms at 300K (lower diagonal)
and 360K (upper diagonal). Left panel (A, C, E) shows the plot from GDP-bound simulations for
(HRAS, KRAS, NRAS) while right panel (B, D, F) shows the plot from GTP-bound simulations for
(HRAS, KRAS, NRAS).
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Figure 9.3: Transiently open pockets identified in simulations of RAS isoforms in GDP- (left panel;
A, C, E) and GTP-bound states (right panel; B, D, F). Pockets identified are mapped on top of starting
conformation and are labeled as p1 (pink), p2 (green), p3 (blue), p3b (orange), p4 (yellow), and p5
(red). Pocket p1 splits into two small pockets, p1a (pink) and p1b (purple), in KRAS-GTP. Residues
lining each pocket are listed in Table 9.4.
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Figure 9.4: All-atom simulation of mutant 4LPKE37A at 360K A. RMSD of SwitchI (residues 25-40)
from 4LPKE37A Run1 (green) and Run2 (red). RMSD from WT 4LPKRun4 (magenta) is also shown
for reference. B. Snapshot of 4Q21E37A Run1 (green) and Run2 (red) showing a partially open SwitchI
state superimposed on top of starting conformation (cyan).
Figure 9.5: ∆RMSF between simulations with RMSF calculated taking starting conformation as ref-
erence structure. A. ∆RMSF between the GDP and GTP-bound KRAS simulations at 300K (blue)
and 360K (red). B. and C. shows the ∆RMSF between the three isoforms HRAS (H), KRAS (K), and
NRAS (N) in the GDP-bound state at 300K and 360K respectively. RMSF calculation was performed
for combined runs.
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Figure 9.6: Combined contact maps of three isoforms overlaid. A. and B. shows the overlaid maps for
GDP-bound form at 300K and 360K respectively. C. and D. shows the overlaid maps for GTP-bound
form at 300K and 360K respectively. Dashed line marks the interlobe region between lobe 1 (residues
1-86) and lobe 2 (residues 87-166).
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Figure 9.7: GDP destabilization observed in KRAS-GDP simulation at 360K (4LPKRun1) A. Distance
between sidechain atom OD1 of D119 and H1 atom of base group of GDP (blue). Distance between
these atoms in 4LPKRun2 at 360K (magenta) is also shown for reference. B. RMSD of GDP (with
respect to its position in the starting structure) in 4LPKRun1 (blue) and 4LPKRun2 (magenta). C. Time
series plot of 4LPKRun1 showing GDP destabilization (around 130ns), which stabilizes again after
about 150ns. Residue D119, GDP, and Mg (green sphere) are highlighted in simulated structure.
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Table 9.1: List of all-atom simulations performed for GDP-bound isoforms.
PDB ID/Name Temperature (K) Equilibration (ns) Production (ns) Simulation Time (ns)
4Q21R1 300 1 99 100
4Q21R2 300 1 113 114
4Q21R3 300 1 115 116
4Q21R4 300 1 121 122
4Q21R1 360 1 99 100
4Q21R2 360 1 124 125
4Q21R3 360 1 124 125
4Q21R4 360 1 124 125
4LPKR1 300 1 99 100
4LPKR2 300 1 108 109
4LPKR3 300 1 110 111
4LPKR4 300 1 110 111
4LPKR1 360 1 123 124*
4LPKR2 360 1 119 120
4LPKR3 360 1 114 115
4LPKR4 360 1 114 115
4LPKE37AR1 360 1 99 100
4LPKE37AR2 360 1 99 100
3CONR1 300 1 118 119
3CONR2 300 1 112 113
3CONR3 300 1 110 111
3CONR4 300 1 113 114
3CONR1 360 1 121 122
3CONR2 360 1 121 122
3CONR3 360 1 115 116
3CONR4 360 1 115 116
*GDP destabilizes in this run after ∼ 117ns; the simulation was thus extended for another 100ns for a total time
of 224ns.
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Table 9.2: List of all-atom simulations performed for GTP-bound isoforms.
PDB ID/Name Temperature (K) Equilibration (ns) Production (ns) Simulation Time (ns)
5P21R1 300 1 99 100
5P21R2 300 1 99 100
5P21R3 300 1 99 100
5P21R4 300 1 99 100
5P21R1 360 1 99 100
5P21R2 360 1 99 100
5P21R3 360 1 99 100
5P21R4 360 1 99 100
3GFTR1 300 1 99 100
3GFTR2 300 1 99 100
3GFTR3 300 1 99 100
3GFTR4 300 1 99 100
3GFTR1 360 1 99 100
3GFTR2 360 1 99 100
3GFTR3 360 1 99 100
3GFTR4 360 1 99 100
NGTPR1 300 1 99 100
NGTPR2 300 1 99 100
NGTPR3 300 1 99 100
NGTPR4 300 1 99 100
NGTPR1 360 1 99 100
NGTPR2 360 1 99 100
NGTPR3 360 1 99 100
NGTPR4 360 1 99 100
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Table 9.3: List of representative sidechain atoms of
hydrophobic and charged residues used for contact analysis.





















Table 9.4: List of residues in pockets identified in GDP- and GTP-bound
simulations of RAS isoforms.

































































































































































Table 9.5: Contacts list for isoforms in GDP-bound form.
Contacts with Gly are not reported here.
HRAS KRAS NRAS







































































**Contacts observed in simulations at 360K only.
**Contacts observed in simulations at both 300K and 360K.
Contacts specific to HRAS, KRAS, and NRAS.
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Table 9.6: Contacts list for isoforms in GTP-bound form.
Contacts with Gly are not reported here.
HRAS KRAS NRAS














S17-Y32 S17-Y32 S17-Y32* S17-Y32*
S17-D33* S17-D33** S17-D33
S17-D38* S17-D38*




















E37-Y71 E37-Y71 E37-Y71* E37-Y71*
Y40-D57** Y40-D57 Y40-D57*





A59-S65 A59-S65 A59-S65* A59-S65*












D69-Q99 D69-Q99* D69-Q99* D69-Q99
D69-R102 D69-R102* D69-R102* D69-R102
R73-K104 R73-K104

















*Contacts observed in simulations at 360K only.
**Contacts observed in simulations at both 300K and 360K.
Contacts specific to HRAS, KRAS, and NRAS.
192
CHAPTER 10. CONCLUSIONS
Since their discovery more than four decades ago, RAS proteins have been investigated intensely,
both experimentally and computationally. Despite several advances, these proteins have proven to be
a notoriously difficult target for inhibition of their oncogenic effects [47]. The three RAS isoforms
in human HRAS, KRAS, and NRAS are the most common oncogene found in human cancers. Fac-
tors complicating direct RAS targeting include, but are not limited to, the conserved nature of the
active site in multitude of G-proteins, limited molecular level understanding of RAS-membrane in-
teractions, and absence of detailed molecular level characterization of interconversion between active
(GTP-bound) and inactive (GDP-bound) states. In the absence of experimentally derived intermediate
structures of RAS signaling, several simulation studies (done in the absence of regulator proteins) have
helped in advancing the current understanding of the transition mechanism between active-inactive
states [11, 46, 22, 23, 24], with more recent studies also identifying several transient pockets in the
RAS structure suitable for small-molecule binding [50, 51, 52, 53, 54, 55]. Yet, several fundamental
questions such as what structural features control intrinsic reaction rates, how the presence of regu-
latory proteins (GEF/GAP) catalyze these reactions, and others remain unanswered. In this study we
explored such fundamental questions using a multiscale simulation approach involving all-atom and
coarse-grained molecular dynamics. Specifically, the goal of this dissertation was to develop a generic
intermediate resolution model of proteins, use the model to study structural transitions in RAS in ab-
sence of regulatory proteins, and complement the findings using all-atom simulations.
We developed an intermediate resolution model (described in Chapters 2, 3, 4, and 5) that success-
fully folded nineteen different proteins into their native states (containing β -sheet, α-helix, and mixed
α/β ) starting from completely random configurations. The strategy for developing the model was to
incorporate the minimum detail necessary to fold an increasing number of proteins. The hydropho-
bic effect was the first interaction considered (L1 approximation), and this alone, showed remarkable
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success; it failed to address the finer aspects of protein topology which were captured in subsequent
approximations including electrostatics (L2) and side-chain and side-chain/main-chain hydrogen bonds
(L3). The three approximations (L1-3) were sufficient to fold all the helical proteins considered, but the
inclusion of β -sheet structure required an additional level of approximation included as local backbone
rigidity (L4). Results obtained using the model provide clear insights on the dynamics, by elucidating
the role of side chain hydrogen bonds or the cooperative interplay of the different interactions in folding
and stabilization of the native states. Further, we provided insights into additional conformational states
in the folding process and the transition from the metastable states to native fold. In addition, our results
on the 2A3D mutant sequence folding showed that our model is sensitive to small changes in sequence
information. More concretely, we emphasized that these results complement very well the results from
all-atom MD. Considering the model has only one bead resolution on the sidechain and has only five
adjustable parameters, the model is very successful.
Our study is not without unresolved matters, and raises relevant issues regarding the overall strategy
for coarse-graining proteins. It is often not clear a priori what determines the stability of a given protein,
making it difficult to decide what details to keep or ignore when coarse-graining. Yet, in a way, this is
an advantage of our current model as it can provide clear insights into the important interactions that
stabilize the native state of a protein. For example, the native state of NTL9 (PDB id: 2HBA), though
not stable within L4, was stabilized by accounting for the smaller packing fraction of sidechains, Val and
Ala, as well as keeping the Val9-Leu30 residue in contact. Thus emphasizing the need of an additional
level of approximation, the smaller size of Val and Ala residues (L5), in some cases. The model also
failed to fold protein 1GB4, although the native state was stable within native state simulations. In the
model of Ding et al.[96] this protein was folded by a force field where the strength of hydrogen bonds
depended on the environment, an effect not included in our model. Furthermore, the two local rigidity
constants, Kφψ and KHP, could not be determined uniquely, as several proteins consisting of α-helices
folded into their native states only for rigidity values close to zero, which in turn leads to two force-
fields differing in their rigidity. Thus, the overall rigidity of the protein is not just a function of the amino
acids that are close within the chain, but contains a clear dependence from residues that are close within
space but very far within the chain. Overall, the fact that 19 proteins (including a mutant sequence)
could be folded from random configurations provides a clear case of the value of the model. Further, as
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described in Chapter 6, the predictions from coarse-grained simulations of HRAS were verified by the
all-atom simulations of HRAS.
Using a multiscale approach involving coarse-grained simulations, all-atom classical molecular dy-
namics (total of 3.02µs), and steered molecular dynamics of HRAS in WT and mutant state in combina-
tion with Principal Component Analysis (PCA), we identified the structural features that determine the
intrinsic nucleotide (GDP) exchange reaction. As seen in the HRAS-GEF crystal structure [14], GEF
catalyzes the dissociation of nucleotide by displacing SwitchI from the nucleotide pocket (Open SwitchI
conformation) and distorting the conformation of SwitchII such that it no longer favors GDP/Mg bind-
ing. Our results show that the opening of SwitchI results from weakening the coupling between the
two switch regions in a mechanism that is different for different nucleotide binding conformations. In-
terestingly, an open conformation of SwitchI is unstable in the absence of GEF and rises up towards
the bound nucleotide to close the nucleotide pocket. Several polar and hydrophobic contacts between
SwitchI and residues in α1, α2, L10, and GDP were identified to mediate this transition. Of these,
hydrophobic contacts formed by I21 and Y32 (also polar) were found to be critical. Interestingly, I21
forms part of a novel drug binding allosteric pocket [50]. Drug binding in this pocket was shown to
prevent GEF-mediated exchange reaction possibly by stabilizing Ras in a conformation unsuitable for
GEF-binding [55]. Our results show that inhibition of I21 alone can trigger alternative conformations
of switch regions which may affect GEF binding.
We have provided the first simulation study showing displacement of GDP/Mg away from the nu-
cleotide pocket in HRAS-D119A mutant simulations. Interestingly, destabilization of GDP was ob-
served independently of the open/closed state of SwitchI. Thus, an open conformation of SwitchI, as
seen in the HRAS-GEF crystal structure, is not required for GDP destabilization and is mostly required
for GDP release from HRAS. Rearrangement of SwitchII loop (L4) was not observed in our simulations
(in the absence of GEF). Mg remained bound to GDP and the GDP/Mg were displaced from the pocket
together. Interestingly, the displaced GDP/Mg group in the simulations were stabilized by interactions
with residues in the two switch regions, slowing down the release process. It is therefore possible that
in the GEF mediated exchange Mg may dissociate first, as suggested by the ternary complex of a plant
G-protein with its GEF [29], to accelerate the process in HRAS as well.
Our study suggests a mechanism of GEF-assisted nucleotide exchange in which binding of an in-
195
coming GEF to the SwitchII region breaks the coupling between the SwitchI and SwitchII, resulting in
an accelerated opening of SwitchI. As a result, the GEF must stabilize the open conformation of SwitchI
to prevent its closing, and thereby also ensure that the leaving GDP/Mg is not stabilized by interactions
with switch regions. Finally, unbinding of GDP may proceed via breaking of the base-D119 contact
resulting in an accelerated exit of GDP/Mg as a unit (as both the switch regions are engaged by GEF)
or possibly a GEF-mediated rearrangement of L4 (as seen in 1BKD) may allow Mg dissociation to
precede GDP release. Our proposed mechanism via breaking of base-D119 contact is further supported
by the results obtained in this study for the first time for the WT all-atom simulations of KRAS-GDP
in which the destabilization of GDP was observed at higher temperature; however, it occurred only in
1/50 simulations. The fact that such destabilization can occur in the WT simulations at such low rate
further emphasizes the importance of GEFs in accelerating the process.
PCA analysis of 71 HRAS crystal structures identified a new cluster of GTP-bound structures (clus-
ter 3) that have low barrier for transition towards clusters represented by 4Q21 (GDP-bound; cluster 1)
and 5P21 (GTP-bound; cluster 2) structures. This observation along with other observations discussed
in chapter 6 and 8 suggests that the structures of cluster 3 represent an intermediate conformation, po-
tentially in the GTP hydrolysis process. Comparison of the dynamics of all the three RAS isoforms
(HRAS, KRAS, and NRAS) in both the GDP- and GTP-bound states show that the three isoforms
undergo differential dynamics depending on the type of the nucleotide bound and the simulation tem-
perature. It is interesting to note that while sequence variations in isoforms resides in lobe 2, the dif-
ferences in the dynamics are mostly localized in lobe 1. Both SwitchI and SwitchII differ significantly
in their flexibility in the three isoforms. Furthermore, PCA analysis showed that there are differences
in the conformational space sampled by the isoforms, as cluster 3 conformations were inaccessible in
KRAS-GTP bound simulations, but were accessible in HRAS and NRAS simulations, although only
for short duration and that too, only at higher temperature. Such differential response of the isoforms
demonstrates that the effect of sequence variations in lobe 2 is to selectively change the free energy
barrier between the different populations accessible to these isoforms, which may result in differential
interactions with regulator and effector proteins.
We identified a previously unreported pocket, which opens transiently during MD simulations and
differs somewhat in different isoforms. This pocket is located close to the nucleotide binding site and
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is lined by the residues in both the effector domain (lobe 1) and membrane-binding domain (lobe 2),
making it an attractive target site for small molecule inhibitors to regulate nucleotide exchange and/or to
interfere with proper membrane localization. Identification of this pocket is timely as recent studies have
demonstrated suppression of nucleotide exchange as a valid approach for abrogating the transforming
activity of RAS oncogenic mutants [124, 55].
In summary, the present work provided novel insights into the structural features regulating the
intrinsic nucleotide (GDP) exchange reaction, and used that knowledge to map out the possible roles
of GEF in accelerating the process. We presented the first simulation study showing displacement of
GDP/Mg away from the nucleotide pocket in both WT and mutant RAS protein. We also provided a
comprehensive comparison of the dynamics of all the three RAS isoforms (HRAS, KRAS, and NRAS)
using extensive molecular dynamics simulations in both the GDP- (total of 3.06µs) and GTP-bound
(total of 2.4µs) states, and identified a previously unreported pocket, which opens transiently during
MD simulations, and can be targeted to regulate nucleotide exchange reaction or possibly interfere with
membrane localization. Furthermore, we identified a new cluster of WT GTP-bound structures that
potentially represents an intermediate conformation of GTP hydrolysis process. These structures thus
provide an attractive starting conformation to study and understand the transition between the GDP-
GTP bound states in wild type protein. Our study also shows that coarse-grained models are not just
convenient as a tool to access longer time scales than possible within all atom simulations, but provide
an alternative and extremely valuable understanding of conceptual issues regarding the motion, folding
and stability of proteins.
10.1 Future Work
The results presented in this dissertation provide several opportunities to extend the scope of the
current work, some of which are:
1. Detailed characterization of Cluster 3 conformation. Our preliminary results have demon-
strated the cluster 3 conformations to share structural features of both cluster 1 (GDP-bound) and
cluster 2 (GTP-bound) structures. Rather interestingly, simulations of cluster 3 representatives
resulted in transition towards cluster 1 and cluster 2 structures, while simulations of cluster 1
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did not evolve towards cluster 3, and cluster 2 structures sampled cluster 3 conformations (only
HRAS and NRAS but not KRAS) with very low frequency and that too only at higher temper-
ature. Thus, suggesting cluster 3 conformation to be an intermediate, potentially in the GTP
hydrolysis process. We expect that detailed characterization of cluster 3 conformations and their
transition paths would result in novel insights into GDP-GTP transition intermediates.
2. Simulation of nucleotide exchange mimicking GEF effect. In our proposed mechanism of nu-
cleotide exchange proceeding via loss of GDP base-D119 interaction, one of the roles of GEF
proposed is to prevent the interaction between leaving GDP/Mg group and switch regions by sta-
bilizing SwitchI in an open conformation and engaging the residues of the two Switch regions,
resulting in an accelerated release of GDP/Mg together. One way to verify this proposed mecha-
nism would be to simulate RAS in an open SwitchI conformation, with switch regions constrained
by external forces (mimicking GEF), thereby not allowing these regions to interact with leaving
GDP/Mg group.
3. Simulation of RAS-GDP with GEF. While the present work was performed in the absence of
regulatory proteins, the idea behind developing the coarse-grained model was to simulate RAS
with regulatory proteins. Thus, certainly the next step in this direction would be to simulate
RAS-GDP and GEF together, which is possible with available computational resources, in a
large simulation box and study the resulting transitions.
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