Abstract. In this paper, the classic TV-L1 model is extended to a hybrid TV-L1 model based on first order and second order derivatives to remove image noises, preserve geometry, contrast and overcome staircase effects. To improve efficiency, a fast algorithm based on dual method which is called the Split-Dual algorithm is designed for the model. Finally, the denoising quality and the computational time between the proposed algorithm and some other traditional methods are compared.
Introduction
The variational models of diffusion using first order derivative can efficiently remove image noises with edge preserving property. The TV(Total Variation) model or ROF model proposed by Rudin, Osher and Fatemi [1] is very popular in image processing and has been considered as one of the most important nonlinear variational image diffusion models. The TV-L1 model was proposed by Allinet [2] for digital signal filters in 1992, then it was extended to impulsive noise removal of images and developed by the researchers in the area of image processing due to its property of geometry preserving. They are models both based on first order derivative and they usually lead to staircase effects. To preserve geometry, contrast and overcome staircase effects, researchers mixed regularizers using first order and second order derivatives. Didas, Weickert, Burgeth [3] , Pan, Wei and Zhang [4] analyzed the corresponding 1D model Which can be extended to 2D cases directly and made the following conclusion as 
But the method based on traditional gradient descent equations to solve these models is complicated, Goldstein, Osher [5] propose the Split Bregman algorithm based on the work of Osher, Burger [6] and Wang，Yang，Yin，Zhang [7] . Auxiliary variables and Bregman iterative parameters are introduced and the soft thresholding formulas are used to transform the calculation into alternative minimization. In recent years, the Dual method [8] [9] [10] has been developed by the researchers in the area of image processing. In this method, dual variables are introduced to avoid the complex curvature term and enhance the efficiency of computing.
In this paper, a variational model via convex combination of regularizers based on first and second derivatives is proposed along with its fast algorithm. The proposed hybrid models can remove both gauss noise and salt-pepper noise efficiently. Finally, the denoising quality and the computational time between the proposed algorithm and some other traditional methods are compared. The paper is organized as follows: A hybrid TV-L1 model based on first order and second order derivatives is proposed in section 2 along with its dual method. The fu  . The classic TV-L2 model [1] has some disadvantages about contrast loss and geometry loss of images ,these can be improved efficiently by TV-L1 model with L1 data term. The classic TV-L1 model can be stated as the following minimization problem of energy function [2]  
To preserve geometry, contrast and overcome staircase effects, hybrid regularizers using first order and second order derivatives are proposed in this paper for TV-L1 model based on the work in [4] and [11] with the following energy functional
The method based on traditional gradient descent equations to solve this model is
It is a fourth order partial differential equation and its finite difference scheme is quite complex with low computational efficiency even using semi-implicit iterative schemes. In order to improve computational efficiency, a fast algorithm which is called dual method is designed for it firstly. Three dual variables 1 2 3 p , p , p  r are introduced in this method, then the data term, the total variation term and the high order term are transformed into the following forms
So model (4) is transformed into such problem of maximum and minimum as follows 
Based on explicit difference scheme of gradient descent，the equation on u can be derived as follows
Based on Semi-implicit difference scheme and KKT condition (Karush-KuhTucker) [9] , Where,  is the time step, 
The difference between (9) and (13) is the processing about the data term. In (9), dual variables are introduced to transform such problem into maximum and minimum, then u is calculate based on explicit difference scheme of gradient descent. In (13), split variable s is introduced，then the Euler-Lagrange equation on u and the analytic solution on u can be derived as follows
By the soft thresholding formulas , the analytic solution on s can be derived as follows 
Numerical examples
The purpose of the numerical example is to test the denoising quality and computational efficiency between the proposed model and some other methods. All the experiments are implemented on a PC computer (Pentium(R) Dual-Core CPU G620 2.60GHz, Memory 3.40GB) using Matlab7. 
Where f is the original image, f is the average of the original image. n is the noise， n is the average of the noise. Fig.2 shows the denoising of Gauss noise. Fig.2 (a) shows the image restoration using traditional gradient descent equations for the proposed model, penalty parameters are 20, 20, 0.01 t       . Fig.2 (b) shows the image restoration using Split Bregman algorithm, penalty parameters are Fig.2 (c) shows the image restoration using Dual method designed in section 2, penalty parameters are The SNR(Signal to Noise Ratio) and the computing costs are listed in Table 1 The experiments show that the Split Bregman algorithm is faster than the method based on gradient descent equations, and the Dual method is much more faster than the Split Bregman algorithm, but sometime images will be bluring, the SNR is lower than the Split Bregman algorithm. The hybrid Split-Dual algorithm takes the advantages of the two fast algorithms. The computing efficiency and the SNR are both improved by a large margin. The proposed algorithm can remove both gauss noise and salt-pepper noise.
Conclusions
The Dual method and the Split-Dual algorithm are designed for the hybrid TV L1 model in this paper. Experiments show that the proposed algorithm is easy to implement and has high computation efficiency compared with classic methods. But our algorithm is not very effective for noisy images with texture, so models using non-local means will be researched in the future.
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