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Abstract
LetM be a closed n-dimensional manifold with a flow ϕ that has a global cross sectionΣ ∼=Dn−1,
and let h be the (piecewise continuous) first return map for Σ . Our primary examples of such flows
are minimal ones. We study how the return map captures topological properties of the flow and of
the manifold. For a given map h if there exists an M,ϕ such that h is a first return map over some
cross section then we call M,ϕ the suspension of h.
As an application, we give several (piecewise continuous) maps of D2 and a (piecewise
continuous) map on D3 which have suspensions. The suspension manifold of the map h3 from
Fig. 6 is homotopic to S3. Hence, if there exists a suspendable minimal map of D2 which is cell
conjugate to h3 then it induces a minimal flow on this homotopy-S3. We also discuss ways to test
if the suspension manifold is the suspension of a map on a closed manifold, as in the case of an
irrational flow on T2, and when it is not, as in the case of any flow on S3.  2001 Elsevier Science
B.V. All rights reserved.
AMS classification: Primary 57N12, Secondary 57S25; 58A30
Keywords: Minimal flow; Three sphere; Global cross section; Cross section; Suspension;
Gottschalk conjecture
1. Introduction and main results
Our motivating question is which manifolds admit minimal flows, that is, on which n-
manifolds it is possible to define a flow such that every orbit is dense. For 2-manifolds
this is completely understood, as the irrational flow on the torus is minimal, any flow
on the Klein bottle has a periodic orbit and hence is not minimal, and a flow on any
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other 2-manifold must have a fixed point because of the Euler characteristic. Gottschalk
conjectured in [3] whether there exists a minimal flow on the three sphere. Smale raised this
question again in [2], and reiterated it in [10]. As an application of our methods, we produce
a topological criterion on a map, defined in terms of a cell conjugacy class, such that any
minimal piecewise continuous map satisfying this criterion would induce a minimal flow
on a manifold which is homotopic to S3. The criterion and induced flow are described in
Section 5.
Global cross sections are a standard tool to extract global information about a flow from
the return map as begun by Poincaré and Birkhoff. Traditionally, the cross section is either
a compact manifold without boundary or a compact manifold whose boundary is invariant
under the flow. The return map in this case is a homeomorphism. Our global cross section is
usually a closed disk and and the return map is a piecewise continuous bijection. The use of
such global cross sections occurs in the study of relations between interval exchange maps
and surface flows in [8], in the study of minimal flows in [4], and personal correspondence
with Zbigniew Nitecki. We generalize to higher dimensions and focus on relations between
a piecewise continuous first return map (actually cellular maps as in Definition 2) and
the topology of the ambient manifold. (Readers interested in nontrivial examples can see
Section 5.)
Let ϕ be a nonsingular (fixed point free) flow on an n-dimensional closed (compact,
no boundary) manifold M . Suppose Σ is a global cross section which is homeomorphic
to an (n− 1)-dimensional disk. That is, Σ is topologically transverse to the flow and for
every x ∈M , the orbit beginning at x intersects Σ in both forward and backward time.
Let h :Σ → Σ denote the first return map. Similarly, let ϕ˜ be a flow on M˜ with global
cross section Σ˜ and first return map h˜. Theorem 1 says that for a fixed Σ , there is a one
to one correspondence between the conjugacy class of h and the topological equivalence
class of ϕ.
Theorem 1. There exists a pair of global cross sections Σ ⊂M and Σ˜ ⊂ M˜ for which the
first return maps h and h˜ are conjugate if and only if ϕ and ϕ˜ are topologically equivalent.
Because of this theorem, if h :Dn−1 →Dn−1 is the first return map for some manifold
M with flow ϕ with global cross section Σ , we call (M,ϕ) a (generalized) suspension of
ϕ in Definition 4.
There is a weaker combinatorial property of h which captures the homeomorphism class
of M which we call the cell conjugacy class. In Section 3 we develop the idea of a cellular
map and cell conjugacy. For specifics see Definitions 2 through 3. For now we just loosely
say that a map is cellular if it has a well behaved discontinuity set and that two cellular maps
are cell conjugate if the behave in the same manner on there discontinuity sets. Theorem 4
says that Σ can be perturbed an arbitrarily small amount so that h is cellular. Once Σ is so
perturbed we have Theorem 2.
Theorem 2. If h and h˜ are cell conjugate then M and M˜ are homeomorphic.
There is an even weaker property of h which is easy to compute and determines the
homology of M . Let Ω = Σ ∪ ϕ10(∂Σ), where ϕ10(x) is the orbit segment beginning at
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a point x ∈Σ and ending at first return of x to Σ . We shall see that Ω is not difficult to
compute from the cell conjugacy class of h.
Theorem 3. For all i < n − 1, Hi(Ω) is isomorphic to Hi(M). If M is orientable then
Hn−1(Ω) is isomorphic to Hn−1(M), otherwise, if M is nonorientable then Hn−1(Ω) is
isomorphic to Hn−1(M)⊕Z.
These results are summarized in the following diagram. Each nontrivial implication is
indicated by the number of the theorem it corresponds to.
h, h˜ cell conjugate
(2)
M, M˜ homeomorphic
ϕ, ϕ˜ topologically equivalent
(3)
h, h˜ conjugate
M,M˜ have same orientability and
Ω,Ω˜ have same homology
(4)
M, M˜ have same orientability and
M,M˜ have same homology
We end this section with a discussion of which flows have global cross sections. Every
flow on a compact manifold has a global cross section which is the union of finitely many
disjoint disks as follows. Take a countable dense set of points {xi}∞i=1. Define a disk D1
containing x1 which is transverse to the flow. If x2 /∈D1 define a disk D2 containing x2
which is transverse to the flow and which is disjoint from D1. Continuing in this manner,
for each i if xi /∈⋃j<i Dj define a disk Di containing xi which is transverse to the flow
and which is disjoint from ⋃j<i Dj . The forward orbit of the interior of each disk minus
the disk is an open set and the collection of all of these is an open cover. By compactness
there exists a finite subcover and the disks associated to the sets in this subcover is a global
cross section for forward time. Repeating this for negative time flow gives a global cross
section in backward time, and the union of these is a global cross section which is the union
of finitely many disjoint disks. All of our theorems except Theorem 3 hold for the such a
global cross section.
It is not true however that every flow on a compact manifold has a global cross
section which is one disk. For example, the Reeb flow on T2 defined by F(x, y) =
(cos(2πx), sin(2πx))/Z2 does not have a connected global cross section. We leave the
proof as an exercise to the reader.
2. An expository example
Let ϕ, M , Σ , and h be as in the last section. For each x ∈ Σ , let ϕ10(x) be the orbit
segment beginning at x and ending at the first return to Σ . So M =⋃x∈Σ ϕ10(x). The idea
in our proof is to cut M along Σ ∪ ϕ10(∂Σ) and “straighten out” the orbits ϕ10(x) to get
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that M is the identification space of a family of flowboxes with their bases on Σ and an
identification on their boundaries. We show there exists a cell complex on the flowboxes
such that the identification is cellular, and thus it determines a cell complex on M . Since
cell conjugacy class of h determines the identification, it also determines the cell complex
on M and hence the homeomorphism class of M . Although minimality is not stable under
perturbation, the cell conjugacy class is, and can be computed by numerical analysis.
As an example in a case that is easy to visualize, consider an irrational flow on T2.
This flow is determined by the map ϕ :R × R2/Z2 → R2/Z2 defined by ϕ(t, (x, y)) =
(x+ ta, y+ t) where a is irrational. Choose a ≈ 3/8 and let Σ be the line (1/2,1/4+s/2),
s ∈ [0,1]. We want to follow the forward orbits of points in Σ under the flow until they
return to Σ .
The first return map h :Σ →Σ is an interval exchange on three intervals as shown in
Fig. 1. Cut the torus along Σ and the forward orbit of each endpoint of Σ (and glue the
edges of the square in our picture). We get a representation of T2 as an 10-sided polygon
with an identification on the edges. Denote the polygon by N and the identification on N
by ∼. This identification is indicated by the labeling of the points w, x , y , and z. A more
flow-induced way of viewing this polygon is as 3 rectangles (flow boxes) with their bases
on Σ and an identification on their edges. This is shown in Fig. 1. Because of the flow, the
identification has the restrictions that vertical sides get glued to vertical sides and the tops
get glued to the bottom.
The branched curve Ω =Σ ∪ ϕ10(∂Σ) is topologically strongly related to the ambient
manifold T2. One notices quickly that Ω is homotopic to two loops with one point
identified as shown in Fig. 2. One might loosely say that this is the branched curve that
best captures the topology of T2.
In general, Ω = ∂N/∼ and M =N/∼. Then Ω is homotopic to M minus a point and
standard theorems give relations between their topological invariants, such as homology
and the homotopy groups. For example, Theorem 3 uses the Mayer–Vietoris sequence to
show that the homology groups of Ω determine all of the homology groups of M except for
Fig. 1. The torus cut along the forward orbit of the boundary. Also shown are the flowboxes inside
the cut torus.
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Fig. 2. The branched curve Ω for the irrational flow on the torus.
Hn−1(M) and Hn(M), for which one also needs to know if M is orientable. Thus, given an
h which is the first return map of a global cross section, one can determine the topological
invariants of M (up to orientation) just by looking at the topologically invariants of Ω , and
these can be computed from the cell complex on Ω induced by h.
To see what information our construction provides in the 2-dimensional case, let M be
any 2-manifold that admits a minimal flow. The cross section Σ is homeomorphic to a
closed interval. The induced branched curve Ω is equal to Σ union with the forward orbits
of its endpoints until their first return. So Ω is Σ with 2 arcs that come off the endpoints
and come back to the segment, and must be homotopic to two loops attached at a point as
in Fig. 2. So H0(Ω)= Z, H1(Ω)= Z⊕ Z. Then the Mayer–Vietoris sequence rules out
the possibility of a minimal flow on any two manifold except T2 and the Klein bottle.
3. Definitions and basic properties
Let M be a closed (compact, no boundary) n-manifold with a global cross section
Σ ∼= Dn−1. That is, there exists a C1 flow ϕ :R × M → M such that for all x ∈ M ,
ϕ(R+, x) ∩ Σ = ∅ and ϕ(R−, x) ∩ Σ = ∅. Minimal flows are special cases of flows
with global cross sections since every cross section to a minimal flow is a global cross
section. We will study flows that have a global cross section and treat minimal flows as an
application.
We will always assume that intΣ is a global cross section, otherwise choose a larger
cross section with Σ in its interior. For any x in M , let
τ0(x) = max
{
t  0 | ϕ(t, x) ∈Σ},
τ+(x) = min
{
t > 0 | ϕ(t, x) ∈ intΣ},
τn(x) = min
{
τn−1 < t  τ+ |ϕ(t, x) ∈Σ
}
.
Since every orbit in M passes through intΣ in both positive and negative time, both τ+(x)
and τ0(x) are finite for every x ∈M . For x in Σ , τ1(x) is the first return time. Also, let
N(x)= sup{n ∈ Z | τn(x) is defined}.
Note that if N(x) is finite, τN(x)(x)= τ+(x) and that N(x) is one more than the number
of times the forward orbit of x intersects ∂Σ before it intersects intΣ . For any x in M , let
ϕ10(x)=
⋃
τ0(x)tτ1(x)
ϕ(t, x)
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orbit segment through x from its first intersection with Σ in backwards time to its first
intersection with Σ in forwards time. Also for any x in M , let
ϕ+o (x)=
⋃
τ0(x)tτ+(x)
ϕ(t, x)
be the segment of the orbit through x from its first intersection with Σ in backwards time
to its first intersection with intΣ in forwards time. Since Σ is a global cross section, the
orbit through any x ∈M intersects Σ in forward and backward time, and
M =
⋃
x∈Σ
ϕ10(x). (1)
Let
T = sup{τ+(x) | x ∈Σ},
and define F :M→[0, T )×Σ by
F(x)= (−τ0(x),ϕ(τ0(x), x)).
By Eq. (1), this map is a bijection onto its image. By the definition of F and since
Im(F ) ⊂ [0, T ) × Σ ⊂ R × M and ϕ :R × M → M , F−1 is equal to ϕ|Im(F). Let
N = Im(F ) ⊂ R ×Σ . We will sometimes call N the tower for Σ and ϕ. The map ϕ|N
is an identification map and M is the quotient space of N under this identification. Define
the equivalence relation ∼ on N by p ∼ q if ϕ(p) = ϕ(q). So M = N/∼. Observe that
[p] = p if and only if p ∈ intN .
Intuitively, F cuts M along the forward orbit of the boundary of Σ as in Fig. 1 to make
N , and ϕ|N is the identification map that glues N back together to make M . To make this
precise, let Ω be the branched surface
Ω =Σ ∪ ϕ1o(∂Σ). (2)
Observe that Ω is the discontinuity set of F , as for any x ∈ Ω , F(x) ∈ ∂N and for
any x /∈ Ω , continuity with respect to initial conditions and time shows that F takes a
neighborhood of x continuously to a neighborhood of F(x). Hence
F(Ω)= ∂Im(F ). (3)
Since [p] = p if and only if p ∈ intN , boundary points of N only get glued to boundary
points and
Ω = ∂N/∼. (4)
Note that N has a partial flow φ(s, (t, x)) = (t + s, x) which is the push forward by
F of the flow on M . Hence, N is the union of flow boxes with their bases on Σ . Loosely
speaking, the flow on N is trivial and all of the topological properties of M and ϕ are coded
up in the identification map, which in turn is determined by the first return map. We make
this statement precise in Theorem 1.
Fig. 3 shows the manifold N for the rational flow with slopes:
dx
dt
= 0.63, dy
dt
= 0.89, dz
dt
= 1
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Fig. 3. The tower N for T3 with an irrational flow. In the left hand picture, the subset of Σ where
τ+, and hence the first return map h, is discontinuous is shown as the dotted lines. On each region on
which h is continuous is labeled. In the right hand picture, the identification resulting from the first
return map h is labeled. The identification on the rest of N is forced by the flow.
on R3/Z3 with Σ = [0,0.5] × [0,0.5] × {0}. For any irrational flow with close enough
slopes N will be the topologically the same.
For x ∈Σ , let
h(x)= ϕ(τ1(x), x)
be the first return map from Σ to Σ . The following is a useful technical lemma, the proof
of which is trivial.
Lemma 1. Let M be a manifold with a Cr (r  0) flow ϕ, xo a point in the interior of a
cross section to the flow X, and yo = ϕ(t, xo) for some t > 0 be in the interior of a cross
section to the flow Y . Then there exists a neighborhood U of xo in X and a neighborhood
V of yo in Y such that for x ∈U the map
h¯(x)= ϕ(min{t > 0 | ϕ(t, x) ∈ V }, x),
which we call the the local first intersection map, maps U homeomorphically onto V .
Lemmas 2 through 4 provide some basic properties.
Lemma 2. Let xo ∈Σ . If h(x0) ∈ intΣ , then τ1 and τ+ are equal and continuous in some
neighborhood in Σ of xo.
Proof. Let xo ∈ Σ . If h(x0) ∈ intΣ , by Lemma 1 there exists a neighborhood U of x0
in Σ such that h(U) ⊂ intΣ . Then by continuity with respect to initial conditions,
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τ1(x) = τ+(x) for all x ∈ U , and τ1 and τ+ are both continuous on U . By restricting
U to Σ we obtain the required neighborhood. ✷
Lemma 3. The supT is finite.
Proof. For each x ∈Σ , the forward orbit of x intersects intΣ at ϕ(τ+(x), x). Then there
exists a neighborhood U of x in Σ and a neighborhood V of ϕ(τ+(x), x) in Σ such that
τ+ is bounded on U by the maximum time it takes for an orbit beginning in U to its first
intersection with V . The set of all such neighborhoods U covers Σ . Since Σ is compact,
there exists a finite subcover {Ui}Ni=1. Since there are only finitely many Ui , τ+ is bounded
on Σ and T is finite. ✷
Lemma 4. There exists an integer N such that N =max{N(x) | x ∈Σ}.
Proof. Let B be a flowbox that contains Σ in its interior. Also, let the flow through B be
such that all orbits enter B though the bottom, which we call B−, and leave B through the
top, which we call B+. Let
∆T = min{t > 0 | ϕ(x, t) ∈B+ for some x ∈Σ}
+min{t > 0 | ϕ(−t, x)t) ∈ B− for some x ∈Σ}. (5)
By continuity with respect to initial conditions and compactness of Σ , ∆T is well defined.
Also, 0 <∆T  τi(x)− τj (x) for all i > j , x ∈M . Hence,
N(x) T
∆T
for all x ∈Σ . Lastly, T
∆T
is finite since ∆T > 0 and T is finite by Lemma 3. ✷
In order to fix notation, we recall a standard definition.
Definition 1. A CW complex is a topological space defined as follows:
(1) Let X0 be a discrete set of points.
(2) Inductively define Xn, called the n-skeleton, from Xn−1 by attaching n-dimensional
open disks, called cells, enα by maps ψα : ∂enα → Xn−1. That is, Xn is the
identification space of Xn−1
∐
α e
n
α under x ∼ ϕα(x) for x ∈ enα .
We assume that n and α run over finite indexing sets. Following the notational conventions
in [9] for cell complexes, let C denote the set of cells and attaching maps and let
|C| =⋃n Xn denote the resulting topological space.
The following is our definition of cellular. Loosely speaking it says the discontinuity set
of the map is nice.
Definition 2. Suppose that C1 and C2 are a CW complexes and h : |C1| → |C2| is a
bijection. If for each cell enα of C1, h restricted to enα , h|enα , is continuous and h(enα) is
a cell of C2 then we say that h : |C1| → |C2| is cellular.
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Note that h may not be continuous. We think of h as rearranging the cells of C1
to construct C2. Theorem 4 says that given any global cross section Σ , there exists a
perturbation of the cross section and CW complexes with |C1| = |C2| = Σ such that
the first return map h : |C1| → |C2| is cellular. A cell complex is really a combinatorial
construction, and the next definition says when two cellular maps have the same
combinatorial behavior on CW complexes.
Definition 3. Let C1, C˜1,C2, and C˜2 be CW complexes with |C1| = |C˜1|, and |C2| =
|C˜2|. Suppose h : |C1| → |C2| and h˜ : |C˜1| → |C˜2| are cellular. If there exist cellular
homeomorphisms g1 : |C1| → |C˜1| and g2 : |C2| → |C˜2| and such that
h˜ ◦ g1 = g2 ◦ h,
then we say that h and h˜ are cell conjugate.
4. Examples and applications
A natural question is the following: for a given cellular bijection h :Dn−1 → Dn−1,
is there an n-manifold M , a flow ϕ on M , and a global cross section Σ ∼= Dn−1 for ϕ
such that the first return map is conjugate to h? We consider only cellular maps since they
are generic from Theorem 4. By Theorems 1 and 2, if such an (M,ϕ,Σ) exists then M
is determined up to homeomorphism and ϕ is determined up to topological equivalence.
This is analogous to a standard suspension of a homeomorphism on a closed manifold
f :X→X, where one is given f and defines a manifold of one higher dimension which is
determined up to homeomorphism, which has a flow that is determined up to topological
equivalence, which has X as a global cross section, and which has f as a first return map.
This motivates the following definition.
Definition 4. Let h :Dn−1 → Dn−1 be a cellular bijection. If there exists a manifold M
with flow ϕ and global cross section Σ ∼=Dn−1 such that the first return map is conjugate
to h, then we call (M,ϕ) a (generalized) suspension of h.
For convenience, we drop the word generalized and just call this a suspension of h. As
an example, a suspendable cellular map h1 :D2 →D2 is shown along with an associated
N in Fig. 4. The map h1 has two 2-cells, three 1-cells, and two 0-cells. Note that the map
is continuous on two regions, the inside disk B and the annulus A∪ c. The cells x, y, and
c are needed not because the discontinuity of the first return map forces them but to make
the map cellular. That is, an annulus is not a cell so we add x , y , and c so that A is a
cell. Cells such as x , y , and c are called degenerate because they are contain no dynamical
information (although they contain topological information) as in the discussion preceding
Theorem 4.
The tower N is shown with a CW complex (for simplicity, not all cells are labeled)
such that the identification the results in M is cellular. This complex is forced by the h
as described in Section 7. To determine the suspension of h1, cut N at the height of the
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Fig. 4. A suspendable simple cellular map h1 :D2 →D2 and N for this map. For simplicity of the
figure we use the notation p′ = h(p).
Fig. 5. A suspendable simple cellular map h2 : D3 → D3. For simplicity of the figure we use the
notation p′ = h(p).
first return time of A (assuming the first return time is constant on A). This cuts N into two
cylinders and gluing these cylinders along their vertical faces (the faces not homeomorphic
to a disk) results in S2 × [0,1]. The identification then glues S2 × {0} to S2 × {1} via
an orientation preserving homeomorphism. This determines the suspension manifold as
S2 ×Σ1 and the flow on this manifold is the suspension of the homeomorphism.
A similar, 3-dimensional example is given by the suspendable map h2 :D3 →D3 shown
in Fig. 5. For simplicity, we only show an inner ball and outer thickened S2 on which the
map is continuous. To make the map cellular one would have to subdivide to make a CW
complex as was done for the annulus in the previous example. Similar to h1, the suspension
of h2 is equal to a suspension of an orientation preserving homeomorphism of S3, and
the suspension manifold is S3 × S1. The suspensions of h1 and h2 are relatively trivial
since they are equal to suspensions of homeomorphisms. There exist analogous higher
dimensional maps on Dn the suspensions of which are equal to suspensions of orientation
preserving homeomorphisms of Sn and result in trivial flows on Sn × S1.
Two more complicated suspendable cellular maps on D2 are shown in Fig. 6. In
Section 5 we show that the suspension of h3 is homotopic to S3. The N for h3 and h4
are shown in Fig. 7. For h3, Ω is contractible as in Fig. 8. For h4, Ω is homotopic to
S2 ∨ S2, two spheres attached at a point. This determines the homology of the suspension
up to orientation as in Theorem 3. Based on Fig. 7, we refer to h3 as a map with 1 “ramp”
W. Basener / Topology and its Applications 121 (2002) 415–442 425
Fig. 6. Two suspendable cellular maps. For simplicity of the figure we use the notation p′ = h(p).
Fig. 7. The left hand figure is the set N for h3 and the right hand figure is N for h4 from Fig. 6. The
identification is indicated on each N by the labels. The left hand figure includes the identification on
the 1- and 2-cells for comparison to Fig. 6. Below each N is shown the graph for the associated map.
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Fig. 8. The branched submanifold Ω for h3 from Fig. 6 including the homotope to a dunce cap.
and h4 as a map with 2 “ramps”. In a similar manner, one can define a map with k ramps
for any k. This provides a list of nontrivial flows on 3-manifolds which have a global cross
section.
As a method to read off some of the topology of a suspension from the cell conjugacy
class of the first return map, we define the graph of the map. The graphs for h3 and h4
are shown in Fig. 7. This graph provides a distinguishing characteristic between the maps
in Figs. 4 and 5 and those in Fig. 6. Let h : |C1| → |C2| be a cellular map and suppose
that h has a suspension (M,ϕ,Σ). Let n = dim(Σ). Define a relation → on the n-cells
as follows. Suppose en1 , e
n
2 , and e
n−1
α are cells such that en−1α ⊂ en1 ∩ en2 and if en−1α is not
degenerate (see the discussion preceding Theorem 4). By Corollary 1, h(en−1α )⊂ ∂Σ . Then
by continuity of the flow and dimension count, either h(en−1α )⊂ h(en1) or h(en−1α )⊂ h(en2)
but not both. If h(en−1α )⊂ h(en1) we say en1 → en2 over en−1α , en1 →α en2 .
Definition 5. Let h : |C1| → |C2| be a cellular map, where |Ci | ∼=Dn, and suppose that h
has a suspension. Define Gh, the graph of h, as follows. The vertices of Gh are the set of
n-cells under the equivalence relation eni ∼ enj if there exists a degenerate en−1α ⊂ eni ∩ enj .
There is a directed edge in Gh from eni to e
n
j if and only if enα →α enβ . The edges are indexed
by the same indexing set as the set of n− 1 cells, an edge →α for each cell en−1α .
Lemma 5. The graph of a cellular map h depends only on the cell conjugacy class of h.
Proof. This follows from the definitions of → and ∼ since they are determined solely by
the cell conjugacy class of h. ✷
Notice that if eni →α enj then the limit of τ+(x) as x approaches a point in en−1α from
inside eni is less than the limit as x approaches the point from inside e
n
j since orbits from
the enj flow near h(e
n−1
α ) and past Σ before they return to Σ while orbits from the eni side
have their first return near h(en−1α ). In fact, by Definition 5 the limits differ by at least ∆T .
W. Basener / Topology and its Applications 121 (2002) 415–442 427
If an N is given for a map h, this gives a way to read off the graph fromN without referring
to h (see Fig. 7).
Proposition 1. Let h : |C1| → |C2| be a cellular map with suspension (M,ϕ) for some
global cross section Σ . If (M,ϕ) is a suspension of a homeomorphism f :X→ X of a
closed manifold and Σ ⊂X, then Gh has no loops enα1 → enα2 →·· ·→ enαj → enα1 .
Proof. Rescale time on M if necessary so that the first return time for X is constant. This
preserves the topological equivalence class of ϕ, and hence by Theorem 1 it preserves the
cell conjugacy class of h. Suppose enα1 → enα2 →·· ·→ enαj → enα1 is a loop in Gh. On each
enα , the first return time is constant. If enαi → enαj then the first return time on enαi is at least
∆T less than the first return time on enαj . But then since e
n
α1
→ enα2 → ·· · → enαj → enα1 ,
the first return time on enα1 is less than itself, a contradiction. ✷
Note that the graphs of the maps in Figs. 4 and 5 have no loops and that the graphs of
the maps in Fig. 6 have loops. It seems likely that the suspension of a cellular map h is
a suspension of a homeomorphism of a closed manifold if and only if Gh has no loops.
Given such an h, one would like to show that there exists an N such that τ+ (defined here
as τ+(x)=max{t | (t, x) ∈ π−1(x)} to match Definition 1, where π is the projection onto
the Σ coordinate) is constant on each cell. For such an N , rescale time so that τ+(x) ∈ Z
for all x ∈Σ . Then the set
X =
⋃
(t,x)∈N with t∈Z
(t, x)
is a manifold, the first return map on this manifold is continuous, and Σ ⊂X so that X is a
global cross section. Then the suspension of h is topologically equivalent to the suspension
of the first return map on X. The difficulty lies in showing that such an N exists.
To build a suspension it is often convenient to start with N and then define an
identification on N which gives a manifold structure at every point (if one exists) and
then determine the map h from this identification. This is because N intrinsically provides
some of the properties of an h necessary for h to have a suspension, and every h has an N
so there is no loss of generality starting with N . That is, every suspendable cellular map
has an associated N but not every unsuspendable cellular map does.
5. Flows on S3
In this section we investigate suspensions which are homotopic to Sn, and in particular
the suspension of a map in the cell conjugacy class of h3 from Fig. 6. The following
proposition gives a criterion on the cell conjugacy class of h that determines when the
suspension is homotopic to Sn. To show that the homotopy class of Ω depends solely on
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the cell conjugacy class of h, one uses the proof of Proposition 5, where it is proven that
the cell conjugacy class of h determines a cell complex on Ω .
Proposition 2. Let M be a manifold, ϕ a flow on M , and Σ a global cross section for ϕ.
The induced branched manifold Ω is contractible if and only if M is homotopic to Sn.
Proof. Assume the suspension M is homotopic to Sn. By Theorem 3, Hi(Ω)= 0 for all i .
Then any map from Ω to a point induces an isomorphism on all homology groups. By
Whitehead’s theorem [9], Ω is homotopic to a point. That is, Ω is contractible.
Assume Ω is contractible. Then M = N/∼ ∼=Dn/∼′ where ∼′ is an identification on
Sn−1 = ∂Dn such that Sn−1/∼′ ∼=Ω , and hence Sn−1/∼′ is homotopic to a point. This
determines a homotopy from Dn/∼′ to Dn/Sn−1 = Sn by extending the homotopy on
Sn−1/∼′ to all of Dn/∼′ by the identity. Thus M is homotopic to Sn. ✷
In many cases, we can prove the stronger proposition. For more information on
collapsing simplicial complexes, and polyhedra see [11,9].
Proposition 3. Let M and Ω be as in Proposition 2 with Ω contractible. If additionally
Ω × [0,1] is collapsible, then M is homeomorphic to S3.
Proof. This follows from the proof of Theorem 2 in [11] usingM as a candidate fake three
sphere with spine Ω . ✷
By the way Ω is defined, for any point p ∈ Ω , there exists an (n − 1)-disk U ⊂ Ω
which contains p in its interior and hence Ω is not collapsible as a CW complex. Loosely
speaking, Ω is a branched manifold without boundary. Because Ω is also contractible,
Ω is said to be contractible but not collapsible when considered as a CW complex [9].
Examples of such complexes are the house with two rooms and the dunce cap.
Let h be any map in the cell conjugacy class of h3 from Fig. 6 and let M be the
suspension manifold. Consider the Ω for h. The cell complex on the associated N
along with the identification ∼ from Fig. 7 gives us a natural cell complex on Ω as
follows. Let π be the projection down onto the Σ coordinate in N ⊂ [0, T ] ×Σ . Since
ϕ10(∂Σ)= π−1(∂Σ), by Eq. (2) we have
Ω = (π−1(∂Σ)∪ Σ)/∼.
That is, a cell complex on Ω is provided by the cell complex on N by just the complex on
π−1(∂Σ) and on Σ . For our N , this is shown in Fig. 8, along with a homotope from Ω to
a dunce cap. Since the dunce cap is contractible, by Proposition 3 we have
Proposition 4. The suspension of any suspendable map in the cell conjugacy class of h3
is a flow on S3.
Fig. 9 shows some properties of this flow on the homotopy-S3. This flow is the image
under ϕ|N of the semiflow on N that is just flowing at unit speed in the positiveR direction.
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Fig. 9. The flow on S3 that is the suspension of h.
Specifically, the vector field tangent to this flow is the push forward by ϕ|N∗ of the vector
field (1,0) on N .
Fig. 9 shows the subset⋃
0tmin{τ1(x)|x∈Σ}
ϕ(t,Σ).
Also shown is an orbit segment ϕ1o(x)which begins in the outer cell ofC1, shown as dashes,
and an orbit segment ϕ1o(y) which begins in the inner cell of C1, shown as a shaded line.
Note that ϕ1o(y) is a trefoil knot if y = h(y).
Let A be the closure of the inner cell of C1. If A is also the closure of the inner cell
of C2 and h is the identity on A, one can describe the flow as follows. On a filled torus
S1 ×D2 define the flow φ(t, (θ, x))= (θ + t, x). Then ϕ10(A) is a thickened trefoil knot K
for some trefoil knot map f :S1 ×D2 →K ⊂ S3. The flow on ϕ10(A) is the push forward
of φ. The closed disk Σ is positioned so that A= intΣ ∩K is a closed disk and ∂Σ ∩K
is a circle. The flow on K has intΣ ∩K as a global cross section and the first return map is
the identity. The flow outside of K has no fixed points and has Σ−Σ ∩K as a global cross
section. The flow on the homotopy-S3 is the union of these two flows. There is a result due
to Gutierrez in [4] that states that for any minimal flow the forward orbit from any point
x to point x ′ close enough to x , union with an arc transverse to the flow connecting x to
x ′, is a nontrivial knot. Observe that our flow does not a priori violate this condition to the
extent that there is an apparent tendency for orbits to become knotted as they flow through
the knotted torus.
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6. Finiteness and transversality of h
This section mainly gives topological preliminaries. Although most of our applications
involve 2-dimensional cross sections, for which the proofs in this section are much simpler,
we include the higher dimensional case for completeness. The main goal is to show that
the global cross section has an arbitrary small perturbation such that the first return map
on the perturbed global cross section satisfies the transversality property of Lemma 7. In
Section 7 this is be used to show that on the perturbed cross section, h is cellular as in
Definition 2. This provides a natural CW complex on N for which the identification ∼ is
cellular, which in turn defines a CW complex on M .
We begin by developing some notation. LetM be an n-dimensional manifold with flow ϕ
and global cross section Σ ∼=Dn−1. Let Γ ∼= intDn−1 be an open cross section to the flow
containing Σ . Let x ∈Σ . There exists a sequence x1 = h(x0), x2 = h2(x0), . . . , xN(x0) =
hN(x0)(x0) where xn ∈ ∂Σ for all 0 < n < N(x0) and x0, xN(x0) ∈ intΣ , with x = x0 if
x ∈ intΣ or x = xi for some 0 < i < N(x0) if x ∈ ∂Σ . By Lemma 1 and induction, there
exist neighborhoods Vi in Γ of xi such that the local first intersection map from Γ to Γ
maps Vi homeomorphically onto Vi+1. Let h¯i :Vi → Vi+1 be this local first intersection
map, and for i < j let h¯j,i :Vi → Vj be the composition h¯j,i = h¯j ◦ h¯j−1 ◦ · · · ◦ h¯i . By
continuity, we may assume V0 is small enough so that Vi ∩Vj = ∅ for all i = j and so that
Vi ∩ ∂Σ is a (n− 2)-disk. Let V =⋃i Vi . For each i , let γi = ∂Σ ∩ Vi . This is shown in
Fig. 10.
Loosely speaking, the transversality condition of Lemma 6 that intersections between
the forward orbit of ∂Σ and ∂Σ , as well as other intersections defined inductively,
are transverse. First, consider the case where dim(Σ) = 2. For each i , γi is a curve.
Suppose y ∈ γj , h(y) ∈ γk for some k, and h¯i,j (γj ) /∈ ∂Σ for every j < i < k. By
definition h¯k,j (y) = h(y). We want that γk and h¯k,j (γj ) intersect transversely at h(y).
We also want that h(h(y)) ∈ intΣ . In this 2-dimensional case, Lemma 6 says that for any
sequence V0, . . . , VN(x0), all intersections γk ∩ h¯k,j (γj ) are transverse and h(h(y)) ∈ intΣ
whenever y,h(y) ∈ ∂Σ . In the notation of Eq. (6), h¯k,j (γj ) ∩ γk must be transverse and
Fig. 10. The neighborhoods Vi .
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h¯l,k(h¯k,j (γj )∩γk)∩γl must transverse (hence empty). This notation is needed to state this
inductively for the higher dimensions.
Lemma 6 says that for a given orbit segment beginning at x0 and ending at xN(x0), there
exists a perturbation of Σ so that the intersections in Eq. (6) near the xi are transverse. This
can be viewed as providing the transversality locally along this orbit segment. Lemma 7
will provide the transversality globally, along every orbit segment.
Lemma 6. Let x ∈ Σ and V =⋃i Vi as above. Then there exists an arbitrarily small
perturbation of Σ ∩ V such that for every sequence of integers 0  i1 < i2 < · · · < in <
N(x0), every (nonempty) intersection in
h¯in,in−1
(· · · (h¯i3,i2(h¯i2,i1(γi1)∩ γi2)∩ γi3)∩ · · ·)∩ γn (6)
is transverse. When all such intersections are transverse, we will say that Σ ∩ V satisfies
the transversality condition.
Proof. Each h¯i is a homeomorphism. Since transverse intersections are generic, perturb
γN(x0)−2 so that every intersection in h¯N(x0)−2(γN(x0)−2)∩ γN(x0)−1 is transverse. Then all
intersections in 6 are transverse for every N(x0)− 2 i1 < i2 <N(x0). Suppose they are
transverse for every sequence of integers k < i1 < · · ·< in < N(x0). Then perturb γk so
that for every sequence of integers k < i1 < · · ·< in < N(x0) every intersection
h¯in,in−1
(· · · (h¯i1,k(γk)∩ γi1) · · ·)∩ γn
is transverse. Then, by induction all such intersections can be made transverse for any
integers 0 < i1 < i2 < · · ·< in < N(x0). ✷
Lemma 7. There exists a perturbation of Σ such that on this perturbed cross section, the
transversality condition from Lemma 6 holds for any sequence of Vi .
Proof. For each x ∈ Σ , let V x = ⋃ni=1 Vi . The V x cover Σ , as the V x constructed
above contains the original point x . Since Σ is compact, there exists a finite set
{V k}mk=1 which covers Σ (where each V k is a V x for some x). Let n(k) = max{i |
there exists a component Vi ⊂ V k}. For each k, let {V ki }n(k)i=0 be the set of all Vi in V k .
This superscript notation will be used only in this proof.
Also for each k, let h¯ki :V
k
i → V ki+1 be the local first intersection map. The k index
shouldn’t be confused with an iteration since the domain of h¯ki is different from its range
and it cannot be iterated. A V k is shown in Fig. 10 without the superscript notation.
Let
Aj =
j⋃
k=1
V k −
m⋃
l=j+1
V l.
Perturb Σ ∩ V 1 so that V 1 satisfies the transversality condition, which is possible by
Lemma 6. Then since A1 ⊂ V 1, V 1 is an open set containing A1 which satisfies the
transversality condition. Assume an open set containing Aj satisfies the transversality
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condition. Perturb Σ ∩V j+1 so that V j+1 satisfies the transversality condition. Since Aj ∩
V j+1 = ∅, we can assume that the perturbation does not change any points in some open
set containing Aj , and an open set containing Aj still satisfies the transversality condition.
Since Aj+1 ⊂ Aj ∪ V j+1, an open set containing Aj+1 satisfies the transversality
condition. By induction, Aj satisfies the transversality condition for all j .
Since Am =⋃mk=1 V k and {V k}mk=1 covers Σ , Σ ⊂ Am. Thus the perturbation of Σ
defines a new cross section Σ˜ ⊂ Γ which satisfies the transversality condition for any x0
and sequence of Vi . ✷
From now on we will assume that Σ has been perturbed as in Lemma 7.
7. Cell complexes
In this section we use the results of Section 6 to show that the first return map h is cellular
as in Definition 2 and then use this cellular map to define a CW complex on M . The natural
description of the the discontinuity set for the first return map is not a CW complex, but a
complex whose cells are not necessarily open disks but manifolds without boundary. For
example, in the map h1 from Section 4, h1 is continuous on an annulus and a disk. We had
to subdivide the annulus to get a CW complex for which h1 is cellular. In this section, we
show that for a map perturbed to satisfy Lemma 7 there is always a complex, which we
call an M complex (definition to follow) such that the first return map is “cellular” for this
complex. We will then subdivide this complex to get a CW complex.
An M complex is a generalization of a CW complex where each “cell” is a manifold
without boundary, instead of an open disk, and each cell is attached along the boundary
of its closure. In other words, each cell is required to be locally homeomorphic to an open
disk but not globally.
Definition 6. A finite manifold complex, or M complex, is a topological space defined as
follows:
(1) Let X0 be a discrete set of points.
(2) Inductively, define the n-skeleton, Xn, from Xn−1 by attaching n-dimensional
manifolds without boundary, called M-cells, Mnα by maps ψα : ∂Mnα →Xn−1. That
is, Xn is the identification space of Xn−1
∐
α M
n
α under x ∼ ϕα(x) for x ∈Mnα .
We assume that n and α run over finite indexing sets. We use the convention that X denotes
the set of M-cells and attaching maps and |X| =⋃n Xn denotes the resulting topological
space.
Observe that one can define a CW complex on any M complex by putting an appropriate
CW complex on each M-cell. We need M complexes because the M-cells appear very
naturally as the set of regions in Σ on which the first return map is continuous. We extend
Definition 2 to by saying that a map h is M-cellular if it satisfies Definition 2 with M
complexes and M-cells replacing CW complexes and cells.
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To define the M complex C1 such that h : |C1| → |C2| is M-cellular, we define the sets
Xn ⊂Σ as follows. Lemma 10 proves that the Xn are the skeleta of an M complex on Σ .
Let x ∈ Σ . As before, there exists a sequence x0 ∈ intΣ,x1 = h(x0), . . . , xN(x0) =
hN(x0)(x0) with neighborhoods Vi , disks γi and maps h¯i , where x = xi for some 0  i <
N(x0). If x ∈ ∂Σ or h(x) ∈ ∂Σ , let
W(xN(x0)−1)= h
(· · ·h(h(h(γ1)∩ γ2)∩ γ3)∩ γ4 · · ·)∩ γN(x0)−1.
Otherwise, if x,h(x) ∈ intΣ , let
W(x)= V0.
By definition, W(xN(x0)−1)⊂ VN(x0)−1. By the transversality condition and since h¯i (y)=
h(y) for all y ∈ Σ ∩ Vi such that h¯(y) ∈ Σ , W(xN(x0)−1) is the transverse intersection
in VN(x0)−1 of N(x0) − 1 manifolds, each of codimension 1 in Σ , so it is a (dim(Σ) −
N(x0)+ 1)-dimensional manifold. Assume that V0 is small enough so that W(xN(x0)−1) is
an open disk. For 0 i < N(x0), let
W(xi) = hi−N(x0)+1
(
W(XN(x0)−1)
)
,
d(xi) = dim
(
W(xi)
)= dim(Σ)−N(x0)+ 1. (7)
So for each 0 i < N(x0), W(xi) is a d(xi)-dimensional disk containing xi .
Definition 7. For each 0 n dim(Σ), define the Mnα to be the components of {x ∈Σ |
d(x)= n} and let
Xk =
⋃
nk
⋃
α
Mnα .
If the Mnα define an M complex on Σ , letC1 denote this M complex. (We prove in Lemma 9
that the Mnα always define an M complex.)
Lemma 8. Let x be any point in an M-cell Mkα of C1. Then,
N(x) dim(Σ)− k + 1, (8)
with equality if and only if Mkα ⊂ intΣ .
Proof. It suffices to prove equality for all x0 ∈Mkα ⊂ intΣ and the inequality follows for
all Mkα ⊂ ∂Σ because N(x0) < N(hi(x0)) for all x0 ∈ intΣ, i < N(x0).
Let x0 ∈ Mkα ⊂ intΣ . By Definition 7 k = d(x0). By Eq. (7), N(x0) = dim(Σ) −
k + 1. ✷
Lemma 9. The manifolds Mnα define an M complex on Σ . We denote this complex by C1.
Proof. We begin by showing that there are finitely many Mnα , they partition Σ , and each
Mnα is an n-dimensional manifold without boundary 0  n  dim(Σ). Partitioning Σ is
equivalent to is Miα ∩Mjβ = ∅ if (i, α) = (j,β) and Σ =
⋃dim(Σ)
n=0 ∪αMnα .
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There are finitely many Mnα since each Vi intersects only finitely many of them by
transversality, and there exists a finite cover of Σ by Vi by compactness. It is clear that
Miα ∩Mjβ = ∅ for i = j , as d(x) is unique for each point x . If Miα ∩Miβ = ∅ then α = β
since the Mnα are defined to be the components of {x ∈ Σ | d(x) = n} in Definition 7.
Hence Miα ∩Mjβ = ∅ if (i, α) = (j,β).
Since every x ∈Σ is contained in exactly one sequence x0, x1, . . . , xN(x0)−1, d is defined
for every x ∈Σ and hence Σ =⋃dim(Σ)n=0 Xn and the Mnα partition Σ . To finish the lemma,
we need to prove that each Mnα is an n-dimensional manifold without boundary.
Suppose x ∈ Mnα . Since W(x) is an open n-dimensional disk in {x ∈ Σ | d(x) = n}
containing x , and by definition Mnα is the component of {x ∈Σ | d(x)= n} containing x ,
it suffices show that there exists a neighborhood U of x in Σ such that {x ∈ Σ | d(x) =
n} ∩U =W(x)∩U . We prove this by showing that there exists a neighborhoodU of x in
Σ such that for every y ∈ U −W ∩U ,
d(y) > d(x). (9)
Suppose x = xk . Let gi be the image in Vk of γi under appropriate compositions of
the h¯i . Specifically, if i < k then gi = hk,i(γi) and if i > k then gi = h¯−1k,i (γi). By the
transverse condition from Lemma 6, there exists a neighborhood U of xk in Σ such that
g1∩g2∩· · ·∩gN(x0)−1∩U is an open disk contained in W(xk) and gi1 ∩gi2 ∩· · ·∩gin ∩U
is an open disk for every sequence 0 < i1 < i2 < · · · < in < N(x0). Then every y ∈ U is
either in g1 ∩ g2 ∩ · · · ∩ gN(x0)−1 ∩U , in which case y ∈W(xk), or y /∈ gj for some j . For
this second case, there exists a maximal set {gi1 , gi2 , . . . , gin} such that y is contained in
each of these gi . Then by the definition of d and the transversality condition,
d(y) = dim(gi1 ∩ gi2 ∩ · · · ∩ gin ∩U)
< dim(g1 ∩ g1 ∩ · · · ∩ gN(x0)−1 ∩U)= d(x0).
Hence each Mnα is an n-dimensional manifold without boundary and they partition Σ .
To show that the manifolds Mnα define an M complex on Σ , it is left to show that the
Xn ⊂ Σ can be defined via the attaching maps as in Definition 1. This is equivalent to
showing that for each Mnα , ∂Mnα is contained in Xn−1.
Induct on n. Trivially, this is true for n = 0. Assume it is true for Xn−1. It suffices to
show that for any M-cellMnα , the boundary ∂Mnα is contained in the (n−1)-skeletonXn−1.
Let x be any point in ∂Mnα . By Eq. (9) there exists a neighborhood U of x such that for
every y in U which is not in the M-cell that contains x , d(y) > d(x). Hence every M-cell,
except for the one containing x , which intersects U is of larger dimension than the M-cell
which contains x . That is, x ∈Xn−1. ✷
Corollary 1. Let C1 be as in Definition 7 and let k < dim(Σ). If Mkα ⊂ intΣ then
h(Mkα)⊂ ∂Σ .
Proof. Suppose Mkα ⊂ intΣ with h(Mkα)⊂ intΣ . For all x ∈Mkα , W(x) is a neighborhood
of x in Σ and so d(x) = dim(Σ) directly from the definitions of W and d . Hence
k = dim(Σ) from Definition 7. ✷
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To show that h : |C1| → |C2| is M-cellular for the M complex C1 from Definition 7 and
some M complex C2, we define C2 in the following natural way.
Definition 8. Define subsets Mnα ⊂Σ by
Mnα = h
(
Mnα
)
.
and define Xk =⋃αMkα . If the Xk are the skeleta of an M complex then we denote the M
complex by C2. (Lemma 10 says the Xk are always the skeleta of an M complex.)
Corollary 2. The M complexes C1 and C2 (assuming C2 is an M complex) are stable
under perturbation of Σ and ϕ.
Proof. The corollary is true because the transversality condition implies that the M-cells
are stable under perturbation. ✷
Lemma 10. The subsets Xn define an M complex on Σ . We denote this complex by C2.
Proof. The first return map restricted to a M-cell of C1, h|Mnα , is a homeomorphism, as
for every x ∈ Σ , W(x) is a neighborhood of x in the M-cell which contains x and h is
restricted to W(x) is a homeomorphism onto h(W(x)) by the definition of W(x). Thus,
since h is injective, the Mnα are manifolds. Then if the Xn define skeleta for an M complex
on Σ , we are done.
For each distinct pair of M-cells, Mnα ∩Mmβ = ∅ since h is injective and this is true for
distinct M-cells inC1 by Lemma 10.Σ =⋃nn=0Xn since h is surjective andΣ =⋃nn=0 Xn
by Lemma 10. There are finitely many Mnα since there are finitely many Mnα . All that is
left to show is that for each component Mnα of Xn, ∂Mnα is contained in Xn−1.
Let d(x) be the dimension of the M-cell Mnα which contains x . As in the proof of
Lemma 9, it suffices to show that given any x ∈ Σ , there exists a neighborhood U of x
such that d(h−1(x)) < d(h−1(y)) for all y in this neighborhood which are not in the M-
cell containing x . If this is true, then for any point x ∈ ∂Mnα the dimension of the M-cell
containing x is less than the dimension of Mnα and hence x ∈Xn−1.
For a given x there exists the associated sequence x0, x1, . . . , xN(x0) with x = xk for
some 0 < k  N(x0), and neighborhoods Vi . By definition, d(x) = d(h−1(x)). As in the
proof of Lemma 9, we can assume that V0 is a neighborhood of x0 such that d(x) > d(x0)
for all x ∈ V0 which are not in the M-cell containing x0. Then h¯k,0(V0) = Vk is a
neighborhood of xk in Γ such that d(x) > d(xk) for all x ∈ Vk ∩ Σ which are not in
the M-cell containing xi . ✷
Lemma 11. Let C1 and C2 be the M complexes from Definitions 7 and 8. Then h : |C1| →
|C2| is M-cellular with respect to C1 and C2. That is, h restricted to any M-cell of C1 is
continuous and h of any M-cell in C1 is a M-cell of C2.
Proof. By Lemmas 9 and 10, C1 and C2 are M complexes on Σ . Directly from Defini-
tion 8, h : |C1| → |C2| is M-cellular with respect to C1 and C2. ✷
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Lemma 12. Let C1 and C2 be as in Definitions 7 and 8. Then C1|∂Σ = C2|∂Σ . That is, the
M complex on ∂Σ made of all M-cells of C1 which are contained in ∂Σ is equal to the M
complex made of all M-cells of C1 which are contained in ∂Σ .
Proof. Let Mkα ⊂ ∂Σ be a M-cell of C1. It follows from Eq. (7) and Definition 7 that
there exists a M-cell Mkβ of C1 such that h(M
k
β) =Mkα . Hence Mkα is a M-cell of C2 by
Definition 8. Now suppose Mkα ⊂ ∂Σ is a M-cell of C2. Then by Definition 8 there exists
a M-cell Mkβ of C1 such that h(M
k
β)=Mkα . Then it follows from Eq. (7) and Definition 7
h(Mkβ) is a M-cell of C1, and hence Mkα is a M-cell of C1. ✷
Given such a M-cellular map h : |C1| → |C2| there exists a subdivisions of C1 and
C2 such that the new C1 and C2 are CW complexes by first subdividing C1 to get a
CW complex with cells enα and then defining the cells enα = h(enα) to be the cells of the
subdivided C2. Then for the subdivided C1 and C2, h : |C1| → |C2| is cellular. The cells
that are added at this subdivision will be called degenerate. From now on we will assume
C1 and C2 are subdivided so that they are CW complexes. If the subdivisions are chosen
appropriately, Lemma 12 still holds. Although Lemmas 8 through 10 do not necessarily
hold for the new C1 and C2, we now have
Theorem 4. Let C1 and C2 be the CW complexes described above. Then h : |C1| → |C2|
is cellular with respect to C1 and C2. That is, h restricted to any cell of C1 is continuous
and h of any cell in C1 is a M-cell of C2.
Given such a cellular map h :C1 → C2 with suspension M,ϕ, there exists a natural CW
complex on M as follows.
Definition 9. For each ekα in ∂C2, int(ϕ
τ1
τ0 (e
k
α)) is a k + 1 cell in M . Then Ω is the union
of all such cells and C2. Also, M −Ω is an n-cell since M −Ω = ϕ|N(intN). Let CM be
the CW complex M with these cells.
Let h :C1 → C2 be a cellular map that has a suspension M . In Proposition 5 we show
that CM depends only on the cell conjugacy class of h.
Proposition 5. The cell conjugacy class of the map h : |C1| → |C2| determines the CW
complex CM on M .
Proof. We prove this in the case dim(M)= 3 to simplify notation. The higher dimensional
case is similar but with inductive checking of the different cases in Fig. 12.
The goal is to define a CW complex on N such that the image of this complex under
the identification ∼, or equivalently under the identification map ϕ, is CM . To do this, we
first construct a CW complex CN1 on N which depends only on the cell conjugacy class
of h, then use this complex to construct another CW complex CN2 on N . Just from the
definition of this construction, ϕ must take cells of CN2 to cells of CM and so CN2/∼ is
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the complex CM on M . The CW complexesCN1 and CN2 will be equal except that in CN1
intN is made up of multiple cells whereas in CN2 intN is considered as the union of these
cells—a singe 3-cell; and that CNi has the cells of Ci as Σ for i = 1,2.
To define the complex CN1, let Σ have the complex C1. Recall that by their definitions,
π is the projection onto the first coordinate in N ⊂ Σ × R and that for x ∈ Σ , ϕ+0 (x)
is the the forward orbit of x until its first return to intΣ as defined in 3. Then for every
x ∈Σ , ϕ(π−1(x)) = ϕ+0 (x). Moreover, by uniqueness of solutions, ϕ takes π−1(x)− x
homeomorphically onto ϕ+0 (x)− x .
To construct CN1, we will consider each cell ekα in C1 and determine what the cell
complex on π−1(ekα) must be so that ϕ takes cells in π−1(ekα) − ekα to cells in cells in
ϕ+0 (ekα) ∩ CM − ekα . Notice that every cell of ϕ+0 (ekα) ∩ CM − ekα which is not in intN is
a cell of CM . Since the first return map is a homeomorphism when restricted to a cell,
ϕ+0 (ekα)∩CM − ekα is
ϕ10
(
ekα
)∪ h(ekα)∪ ϕ10(h(ekα))∪ · · · ∪ ϕ10(hn(ekα)−1(ekα))∪ hn(ekα)(ekα).
Loosely speaking, ϕ+0 (ekα) ∩ CM − ekα is an alternating stack of cells homeomorphic to
ekα and ekα × [0,1]. Since ϕ :π−1(x) − x → ϕ+0 (x) − x is a homeomorphism for all x ,
π−1(ekα) is homeomorphic to this stack of cells along with ekα . This is shown in Fig. 11 for
k-cells ekα ⊂ intΣ , in which case N(ekα)= 3− k.
The value of n(ekα) can be determined from the first return map as the minimum i such
that hi(ekα)⊂ intΣ . So the cells that comprise π−1(ekα) are uniquely determined by h.
It now remains to determine the attaching maps from cells in π−1(ekα) to neighboring
cells. Intuitively, we have determined the cells of CN1 which are above each cell of C1
and the vertical attachings between them are trivial and we now have to determine the
horizontal attachings.
For each ekα cell in the stack π−1(ekα), the boundary of ekα gets glued to cells in
neighboring stacks π−1(ekβ). Specifically, by continuity of the flow the gluing must
commute with the projection π . So the identification in C1 determines which π−1(ejβ),
Fig. 11. For the complex CN1 on N : (a) shows π−1 of a 2-cell, (b) shows π−1 of a 1-cell, and
(c) shows π−1 of a 0-cell.
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and it remains to determines which ejβ cell in π−1(e
j
β) to glue to. Once this is determined
it in turn determines the attachings on the ekα × [0,1] cells uniquely by continuity of the
flow (the flow on N is unit speed up and the identification must preserve the flow). For
degenerate cells (see the discussion preceding Theorem 4) the attaching maps are trivial.
So now consider cells which are not degenerate.
First consider the case of a 1-cell γ in the interior of Σ . Then n(γ ) = 2 and by the
transversality in Eq. (6) a neighborhood of γ there must exactly two 2-cells, A,B which
have γ in their boundary. By looking at the graph of h, which by Lemma 5 is determined
by the cell conjugacy class of h, if A→γ B then h(γ ) is attached in the boundary of A
and h2(γ ) is attached in the boundary of B . This is shown in Fig. 12(a).
Next consider a 0-cell x in intΣ . Then n(x)= 3 and by the transversality in Eq. (6) a
neighborhood of x must intersect three 2-cells A,B, and C, and three 1-cells γ,µ, and δ.
The relation between the graph of h near x and the attachings is also shown in Fig. 12(b).
Fig. 12. Some relations between the graph of h near a lower dimensional cell and the attachings.
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The graph near x cannot be a loop A→ B → C → A as follows. The first return time is
bounded below by ∆T from Eq. (5). Sufficiently close to x the first return times on A, B ,
and C are arbitrarily close to being constant. Then the loop implies the first return time on
A is less than the first return time on B which is less than the first return time on C which
is less than the first return time on A, which is impossible.
For a 1-cell γ in ∂Σ , n(γ )= 1 and the attaching is trivial, as shown in Fig. 12(c). For a
0-cell x in ∂Σ either n(x)= 1 or n(x)= 2 by the transversality in Eq. (6) this depends on
whether there are one or two 2-cells which contain x in their boundary. The attachings for
this are shown in Fig. 12 (d) and (e), respectively.
Since this exhausts all of the possible cases for ekα and n(ekα), it determines the horizontal
attachings for π−1(ekα). This defines the CW complex CN1. Let CN2 be the same complex
on N with C1 replace with C2 and all of the cells in intN replaced with their union, the
cell e31 = intN . Then it follows that ϕ of a cell in CN2 is a cell in CM and that the resulting
identification ∼ depends only on the first return map. Specifically, ∼ identifies the ith ekα
cell in the stack π−1(ekα) to hi(ekα) for each ekα ∈ C1 (recall that by Lemma 12, C1 and
C2 are the same on ∂Σ) and it identifies the ith ekα × [0,1] cell in π−1(ekα) to the first
hi−1(ekα)× [0,1] cell in π−1(hi−1(ekα)) for each ekα ∈ C1.
The proof for n= dim(M) > 3 is essentially the same except for the cases for horizontal
attachings shown in Fig. 12. In higher dimensions the cell structure on a neighborhood
of a 0-cell in intΣ in C1 analogous to case (b) is a star on an n-simplex without loops.
The attachings for all other k-cells can be determined from the lower dimensional cases
by restricting to an (n − 1 − k)-dimensional disk transverse to the cell in intΣ or an
(n− 2− k)-dimensional disk transverse to the cell in ∂Σ depending on whether the cell is
in intΣ or ∂Σ . ✷
Despite the complicated definitions, the complex CN2 is easy to understand for simple
maps h in the case dim(M)= 3. For two examples see Fig. 7.
8. Topological relations between M , ϕ, h, and Ω
The following lemma says that the homeomorphism class of M is determined by the cell
conjugacy class of h. This says that M is determined by finite combinatorial information.
Moreover, the CW complexes C1 and C2 are stable under perturbation of the flow by
Corollary 2 so that M can be computed by numerical analysis of a first return map h.
Theorem 2. Let (M,ϕ,Σ,h) and (M˜, ϕ˜, Σ˜, h˜) each be a manifold with flow, global
cross section, and first return map. If h and h˜ are cell conjugate then M and M˜ are
homeomorphic.
Proof. Given the CW complexes C1 and C2 and the cell conjugacy class of h, one can
find a CW complex C on M as in Proposition 5. Since h is cell conjugate to h˜, the CW
complexC is also a CW complex on M˜ , as Proposition 5 only uses the cell conjugacy class
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of h and arbitrary refinements to create the CW complex on M˜ . Therefore M and M˜ are
homeomorphic. ✷
The following theorem states that the h captures the topological equivalence class of the
flow.
Theorem 1. Let (M,ϕ) and (M˜, ϕ˜) each be a manifold with a flow that has a global cross
section. There exists a pair of global cross sections Σ ⊂M and Σ˜ ⊂ M˜ for which the first
return maps h and h˜ are conjugate if and only if ϕ and ϕ˜ are topologically equivalent.
Proof. Suppose that ϕ and ϕ˜ are topologically equivalent. Then trivially there exists cross
sections Σ and Σ˜ for which h and h˜ are conjugate. Specifically, let g :M → M˜ be a
homeomorphism giving the topological equivalence on ϕ and ϕ˜ and let Σ be any global
cross section in M . Then g(Σ) is a cross section on M˜ and the first return maps are
conjugate.
To prove the other direction, suppose h and h˜ are conjugate by a homeomorphism
g :Σ → Σ˜ . From Theorem 4 there exist CW complexes C1 and C2 on Σ such that h
is cellular with respect to C1 and C2. Let enα and Xn denote the cells and skeleta of C1, and
enα and Xn denote the cells and skeleta of C2. Then h˜ is cellular with respect to g(C1) and
g(C2). Extend g to Σ ∪ ϕ+0 (X0) by for x ∈ ϕ+0 (X0)
g(x)= ϕ˜
((
τ+(x)+ τ0(x)
−τ0(x)
)
τ+
(
g
(
ϕ
(
τ0(x), x
)))
, g
(
ϕ
(
τ0(x), x
)))
.
Then g is a topological equivalence on Σ ∪ϕ+0 (X0) (where the semiflow ϕ|Σ ∪ ϕ+0 (X0) is
defined). Suppose g is a topological equivalence on Σ ∪ ϕ+0 (Xn−1). We will induct on n.
Then ϕ+0 (enα) is a flowbox which includes the “base” enα and the “top”enα but not the “sides”
ϕ+0 (∂e
n
α). By the induction hypothesis g is defined on the boundary of ϕ
+
0 (e
n
α) and takes
orbits to orbits. So we can extend g to a topological equivalence which includes ϕ+0 (enα).
Hence g can be extended to a topological equivalence on Σ ∪ ϕ+0 (Xdim(Σ))=M . ✷
We now show to what degree Ω captures the topology of M . We treat the general case
of the discussion in the last paragraph of Section 1. It is easier to work with Ω than M
directly as it is a dimension less than M and it is automatically given as a cell complex for
a given cellular map h. Yet, as we shall see, it captures much of the topology of M .
Let N = Im(F ) as in Section 3. By the discussed in Section 3, M is the quotient space
of N with the identification ∼.
Let y be any point in intN and A′ be an open neighborhood of y with A′ ⊂ intN . Let
B ′ =N − {y}. Then N =A′ ∪B ′, A′ ∩B ′ is homotopic to Sn−1, and B ′ retracts onto ∂N .
Let A = A′/∼ and B = B ′/∼. Then, M = A ∪ B , A ∩ B is homotopic to Sn−1, and B
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retracts onto Ω by Eq. (4), and because the equivalence ∼ only identifies points in ∂N .
This gives the following theorem.
Theorem 3. Let (M,ϕ,Σ) be a manifold with flow and global cross section. For all i <
n− 1, Hi(Ω) is isomorphic to Hi(M). If M is orientable then Hn−1(Ω) is isomorphic to
Hn−1(M), otherwise if M is nonorientable then Hn−1(Ω) is isomorphic to Hn−1(M)⊕Z.
Proof. The Mayer–Vietoris sequence for A, B , and M is
· · ·→Hi(A)⊕Hi(B)→Hi(M)→Hi−1(A∩B)→Hi−1(A)⊕Hi−1(B)→ ·· · .
Since B is homotopic to Ω , A is homotopic to an n-disk, and A ∩ B is homotopic to
Sn−1, this reduces to the short exact sequences
0 →Hn(M)→ Z→Hn−1(Ω)→Hn−1(M)→ 0, (10)
and for i < n− 1,
0 →Hi(M)→Hi−1(Ω)→ 0. (11)
For i < n− 1, the theorem follows from Eq. (11). If M is orientable, Hn(M)= Z. If M is
nonorientable, Hn(M)= 0. The structure of Hn−1(Ω) then follows from Eq. (10). ✷
Observe that the homology of Ω is independent of the choice of the cross section Σ and
of the flow ϕ.
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