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i 
ABSTRACT 
Through manipulation of adaptable opportunities available within a given 
environment, individuals become active participants in managing personal comfort 
requirements, by exercising control over their comfort without the assistance of 
mechanical heating and cooling systems.  Similarly, continuous manipulation of a 
building skin’s form, insulation, porosity, and transmissivity qualities exerts control over 
the energy exchanged between indoor and outdoor environments.  This research uses 
four adaptive response variables in a modified software algorithm to explore an adaptive 
building skin's potential in reacting to environmental stimuli with the purpose of 
minimizing energy use without sacrificing occupant comfort. 
Results illustrate that significant energy savings can be realized with adaptive 
envelopes over static building envelopes even under extreme summer and winter 
climate conditions; that the magnitude of these savings are dependent on climate and 
orientation; and that occupant thermal comfort can be improved consistently over 
comfort levels achieved by optimized static building envelopes.  The resulting adaptive 
envelope’s unique climate-specific behavior could inform designers in creating an 
intelligent kinetic aesthetic that helps facilitate adaptability and resiliency in architecture. 
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1 INTRODUCTION 
With advances in material technology and building automation systems, it is not 
difficult to envision the next evolution of building envelopes as dynamic skins, capable of 
reacting to environmental stimuli for the purposes of maintaining stable indoor comfort 
levels and reducing the energy consumed by mechanical climate control systems.  
Forecasts suggest that future buildings will display adaptive behavior similar to that of 
humans, based on parallels drawn between reactive building envelopes and the 
intelligent response of the human skin to environmental stimuli (Davies, 1981; Tombazis, 
1996; Wigginton & Harris, 2002).  Just as we modify our behavior, clothing, and 
environment in pursuit of comfort, buildings may adapt themselves to conserve energy 
while sheltering their occupants in comfort.  This possible evolution in building 
technology has drawn the attention of both designers and researchers (Tombazis, 1996; 
Wigginton & Harris, 2002; Yannas, 2001) as a significant opportunity for reducing our 
society’s use of energy and improving indoor environmental quality (Sullivan, 2006; 
Torcellini et al., 2006). 
Passive architecture has evolved over the centuries as a means to manage 
indoor comfort by incorporating design features that provide seasonal and climate-
appropriate control measures over solar radiation, air movement, and thermal storage 
(Butti & Perlin, 1980; V. Olgyay, 1963); and more recently, as a means to counter the 
reliance on mechanical climate control systems (Givoni, 1992; Torcellini, et al., 2006). 
However, with seasonal variations, shifting weather patterns, and the ever-changing 
comfort needs and energy requirements of indoor occupants, static passive building 
design cannot provide consistent climate control due to daily, even hourly changes in the 
weather -- suggesting the need for dynamic controls (Wigginton & Harris, 2002). 
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Increasingly, new building designs have attempted a range of strategies that 
explore the idea of the building envelope as an active negotiator between the indoor and 
outdoor environments.  Advances in technology and materials sciences have provided 
new opportunities to designers for controlling how the indoor and outdoor environments 
interact.  These new opportunities offer occupants and building management systems 
better control over passive heating and cooling, natural ventilation, and daylighting (Lee, 
Selkowitz, Bazjanac, Inkarojrit, & Kohler, 2002).  Over the past 30 years, new materials 
and technologies have been introduced, allowing building designers to experiment with 
dynamic building envelope systems with varying degrees of success.  However, a 
significant body of work has shown that emerging dynamic building envelope 
technologies in time will provide a reliable means for reduced annual energy demands, 
improved control over the indoor climate, and more personalized comfort of building 
occupants (Lee, Selkowitz, Bazjanac, et al., 2002; Schuman et al., 1992; Wigginton & 
Harris, 2002). 
In this research, the building envelope is envisioned as an active system -- part 
of a whole building management system, capable of self-adjustment and responsiveness 
for the control of indoor climate conditions and the reduction of energy use for these 
purposes.  This research explores the potential effectiveness of the dynamic building 
envelope as a means to control and filter the exchange of thermal energy between the 
indoor and outdoor environments in such a way that indoor environments continually 
benefit from this exchange.  In doing so, the reduction and possibly the elimination of 
mechanical climate control systems under some climate and building use conditions may 
be possible. 
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1.1 Problem Statement 
Studies have shown dynamic building envelope systems can reduce a building’s 
energy use and improve indoor comfort with varying degrees of success.  For example, 
Tzempelikos and Athienitis (2007) demonstrated through simulation at the northern 
latitudes of Montreal that the integration of an automated exterior shading system and 
interior lighting allowed for control over external and internal gains, resulting in a 12% 
annual energy savings.  In contrast, for a site in the United Arab Emirates, Hammad and 
Abu-Hijleh (2010) found only marginal energy savings with dynamic external louvers 
combined with an interior light dimming strategy, over optimally oriented static louvers.  
Such findings suggest that the much-hyped “intelligent skin” that is envisioned to behave 
as an organism in response to environmental pressures, may be more of an intellectual 
pursuit than a marketable product. 
Research examining the advantages of dynamic building envelopes has been 
predominantly focused on energy performance of dynamic shading and lighting systems, 
smart materials such as electrochromic glazing, and layered building envelope 
assemblies (Carmody, Selkowitz, Lee, Arasteh, & Willmert, 2004).  Existing literature 
does not address the possible limits regarding indoor climate control, regional 
appropriateness, and energy savings of adaptable envelopes, much less the intelligent 
skin. 
1.2 Research Questions 
The purpose of this research is to close the gap in existing work, exploring the 
potential of a simulated adaptable building envelope’s ability to conserve energy without 
sacrificing occupant comfort.  Within this study, three issues pertaining to adaptable 
building envelopes are addressed:  effectiveness of the envelope in reducing energy use 
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and managing indoor comfort; comparison to existing mechanical heating/cooling 
systems; and limitations of an adaptable envelope system considering potential energy 
savings, climate conditions, and user comfort needs. 
1.3 Underlying Assumptions 
One of the ideas behind the advancement of kinetic architecture was discussed 
as a means of responding to a rapidly changing society with diverse and layered needs 
and to complex environmental stimuli (Zuk & Clark, 1970).  Advancing this concept, the 
kinetic wall, commonly referred to as the “intelligent skin” evolved to reflect designers’ 
desire for building skins to mimic natural responsive behavior to environmental stimuli 
(Gregory, 1986).  With the advancement of technology and materials science over the 
years since, many of the behaviors observed in nature can be replicated using dynamic 
materials and kinetic systems supported by artificial controls.  Current technology is 
more than adequate to provide an effective building skin capable of squinting to reduce 
intense daylight, fluffing up its insulation when the weather gets cold, or opening up to a 
cool breeze when temperatures rise. 
The research presented here examines a theoretical building envelope capable 
of modifying the properties of an environmental barrier as needed in order to manage 
the exchange of energy between the indoor and outdoor environments prior to calling on 
mechanical systems to supply energy for any unmet comfort need.  This work evaluates 
the potential of a building envelope as a means of controlling heat, light, and air 
movement for the purposes of reducing the reliance on mechanical climate control 
systems and maintaining acceptable indoor comfort levels. 
In buildings dependent on mechanical environmental systems for maintaining 
occupant comfort, a relationship between energy use and comfort could be described as 
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seen in Figure 1.1, where occupant discomfort increases as energy is reduced, until the 
indoor environment reaches a steady state and a maximum occupant discomfort is 
reached.  However, this relationship changes as occupants have access to adaptive 
opportunities within the built environment and the limits would be subject to climate, 
season, and personal preferences. 
With an increased ability to respond to specific environmental stimuli as needed, 
adaptable building envelopes present an attractive method for potentially mitigating the 
effects of undesirable outdoor environmental variables on indoor comfort.  This depends 
upon the building envelope engaging in a continuous negotiation between indoor and 
outdoor conditions, permitting desirable energy exchange between the environments 
and rejecting any unwanted transfer.  As more responsive opportunities are incorporated 
into the building envelope, the ability to filter desirable environmental attributes 
improves, reducing the dependence on energy from mechanical systems (Figure 1.2).  
Based on this relationship, the theoretical dynamic skin in this research will be referred 
to as an adaptive envelope, distinguishing itself from previous systems by describing its 
motives for change rather than its methods for achieving energy reduction and occupant 
comfort. 
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Figure 1.1:  Abstracted relationship between mechanical climate control energy use and 
occupant comfort. 
 
Figure 1.2:  Adaptive opportunities and energy usage. 
Occupant
Comfort
Envelope
Adaptable Opportunities
Good Poor None
Energy
Outdoor Climate
HVACHVACHVAC
Energy Energy
Occupant
Comfort
Occupant
Comfort
 7 
1.4 Overview of Methodology 
This study’s methodology includes:  identifying the functional properties of a 
building’s environmental envelope and associating them with an appropriate building 
variable; defining functional objectives that will guide a decision-making process which in 
turn will provide instructions to envelope variables instructing them how and when to 
change; restricting these variables by defining limits based on environmental quality 
standards literature; and evaluating of the results against baseline data also retrieved 
from literature and energy simulation. 
To study the theoretical abilities of the adaptive envelope, the building element 
was abstracted into four primary elements identified as the independent dynamic 
variables within the study and referred to as the adaptive response variables.  Each of 
the variables was identified as influencing energy transfer between the indoor and 
outdoor environment and affecting occupant comfort in a unique manner.  These four 
variables influencing the exchange of environmental factors between the indoor and 
outdoor environment include Form, Insulation, Porosity and Transmissivity.  Using this 
conceptual abstraction of the environmental building envelope, the dependent variables 
(envelope behavior, energy use, and indoor environmental conditions) are evaluated 
against reference building models to identify any performance benefits of adaptable 
envelopes against static systems. 
The decision-making process for controlling behavior of the adaptable envelope 
uses a Generalization Pattern Search (GPS) algorithm and a Particle Swarm 
Optimization (PSO) algorithm (Wetter, 2009) coupled with a building energy simulation 
program.  Objective functions are defined using comfort criteria and energy use, while 
limits for the adaptive response variables are set based on standards derived from 
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comfort literature and the physical limitations of the building materials.  Indoor comfort 
criteria was identified through existing literature providing a quantifiable comfort objective 
function used to define appropriate indoor occupant comfort standards.  Software was 
selected and developed based on existing literature and research requirements.  The 
programs assembled in the final algorithm represent a flexible combination of software 
which allows detailed analysis, accuracy, and speed without jeopardizing the reliability 
and validation of the programs involved. 
The algorithm is applied to generate performance data for a single 646 ft² (60 m²) 
zone, and small 5,000 ft² (511 m²) office building, in four distinct climates, enduring three 
seasons, and performance compared between three types of model.  The first model 
version presents results from ANSI/ASHRAE/IESNA Standard 90.1-2007 and 62-1999 
(Deru et al., 2010) minimum compliant buildings in each climate.  The second model 
type allows for design components to be optimized for each building type in each of the 
four climates by seeking the best building configuration for energy conservation over a 
twelve month cycle.  This includes site orientation, floor to window ratio, internal mass, 
and window glazing types.  These climatically optimized building designs are then 
simulated in the third stage with the theoretical adaptable building envelope applied. 
For the purpose of this research, only a reactive envelope is examined.  Although 
conceptually, an active envelope capable of learning as well as predicting future events 
and energy demands would likely prove to be more efficient than a reactive envelope, 
this research is a logical step in the development process founded on preceding 
research addressing energy efficiency (Al-Homoud, 1997; Wetter & Wright, 2003, 2004), 
indoor comfort (Bouchlaghem, 2000; Tuohy et al., 2007), and building system design (J. 
Wong, Li, & Wang, 2005).  It is important to note that this research does not present 
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improved optimization or energy simulation methods, but rather a methodology and 
resulting data that contribute to the understanding of how adaptable envelope systems 
influence energy and comfort, and present opportunities for future research. 
1.5 Definition of Terms 
Building Envelope, Skin, and Façade:  For the purpose of this research, the envelope is 
considered the barrier that obstructs free transmission of thermal energy, air, and light 
between the indoor and outdoor environments. 
The term “building skin” will be used specifically in respect to the ongoing 
evolution of the building envelope from a static building element to an increasingly 
complex and multitasking system mimicking the natural intelligence of the human skin 
(Wigginton & Harris, 2002), while “building envelope” is used as a more general term for 
this thermal barrier.  The term building façade will be used in the traditional sense in 
reference to the building envelopes exterior surface and aesthetic qualities. 
Adaptable Envelope:  The terms dynamic, reactive, kinetic, intelligent, and smart are all 
commonly used to describe building envelopes capable of moderating the flow of energy 
between the indoor and outdoor environments using changes made to physical form or 
material properties.  The term Adaptable Envelope has been selected for use in this 
research to both avoid confusion with other terms and reflect this research’s simulated 
envelope adapting to changes in the environment, akin to how an individual would 
behave in order to maintain their comfort. 
Adaptable Response Variables:  To avoid confusion with Dynamic Thermal Properties in 
reference to various building materials, adaptable response variables refer to four 
variables identified within this research (see section 3.3.1) as controlling factors in 
moderating energy flow though the simulated adaptable envelope.  Referencing 
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literature on adaptive comfort (Baker, 1996; de Dear & Brager, 2001) and intelligent 
buildings (Battle & McCarthy, 1992), the term “adaptable response variables” is used 
when discussing these four envelope variables with dynamic properties. 
1.6 Significance of the study 
This research serves as an exploration into the effectiveness of future adaptable 
building skins and their possible limitations.  The results provide theoretical limits to 
energy performance for building designers’ use of dynamic façade systems and 
information, to further advance efforts in developing a truly intelligent, adaptive building 
envelope.  Finding an optimal behavior for a building will provide a starting point for a 
learning process through which a building would be able to learn from past weather, 
events in the surrounding physical environment, and occupant behavior to refine the 
system's response for reducing energy use and maximizing occupant comfort. 
Using the methodology presented here for optimized energy and comfort 
performance for building designs in a given climate, designers could evaluate proposed 
buildings against theoretical optimum performance criteria.  The building is assumed 
capable of managing its energy consumption and indoor temperatures much in the same 
way as individuals do through clothing and activity levels.  The algorithm and resulting 
data provides quantitative information on theoretical building performance and will help 
guide future design decisions involving the applicability of adaptive building skins. 
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2 LITERATURE REVIEW 
2.1 Related Work 
This research was inspired by a growing architectural trend to incorporate dynamic 
systems and smart materials into the design and operation of buildings and to re-
conceptualize indoor thermal comfort.  The following provides a brief overview of the 
work that inspired this research, and a review of work behind the methodology for 
evaluating the main theme of this research.  Research that will be discussed in the 
following chapter includes issues related to the evolution of the building envelope and 
intelligent buildings, the design problem solving process, and defining design objective 
functions for comfort and energy use. 
The multiple discussions on comfort relates to this study in three ways.  The first 
is the behavior humans take in order to achieve that condition and how it supports the 
argument for an adaptable architecture.  Second, the issue involves the measurement 
and evaluation of this condition when using computational methods such as energy 
simulation programs.  Finally, how can the two discussed models of comfort be used to 
inform an adaptive building envelope’s behavior in the pursuit of comfort? 
For clarity regarding terms and meanings, kinetic envelope systems are 
considered systems that use a moving component to affect a change in how the building 
envelope filters external environmental variables.  Dynamic envelope systems include all 
systems that can change their properties to affect a change in the building envelope’s 
thermal, transmissivity, porosity, or insulative properties and include kinetic envelope 
systems, while adaptive envelope describes the dynamic envelopes’ objective in 
responding and adapting to its environment as it acts in its role as a climate negotiator. 
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No distinction is made between the term building envelope or building skin as both 
are considered appropriate references to the climatic barrier separating the indoor and 
outdoor environments however, “envelope” will be used throughout this work.  The term 
façade is referenced as a system applied to the exterior of the envelope to serve 
primarily as an aesthetic element but can also serve as a functional component assisting 
a building’s climatic barrier to control external environmental variables. 
2.2 From Climate Barrier to Climate Negotiator 
The idea of thermal comfort as a motivator for adaptive behavior is not limited to 
building occupants, but can be abstracted to examine possible behavior of intelligent 
buildings.  Arguably, a building could control its indoor climate and energy use though 
manipulation of its systems, internal activities, and modifications to the envelope in 
response to environmental changes, similar to how an individual would modify his/her 
surroundings, activity level, and clothing.  Adaptive opportunities incorporated into the 
building’s skin can offer a range of responses to environmental stimuli, intercepting 
undesirable elements where control strategies are most effective, and provide both the 
building and occupants the ability to significantly modify their indoor comfort without the 
need of mechanical climate control systems (A. Olgyay & Olgyay, 1957; Tombazis, 
1996). 
As Baker (1996) noted, an increase in adaptive opportunities within an 
environment provides individuals with improved chances of achieving a state of comfort.  
Providing adaptive opportunities that are designed into a building’s envelope and 
improving the potential for a building to meet indoor comfort demands through passive 
means can potentially result in a building less dependent on mechanical heating and 
cooling, lighting, and ventilation systems, which in turn reduces energy consumption.  
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Since an envelope’s form, transmissivity, absorptance, insulation, porosity, and mass 
serves as a substantial barrier to environmental elements, with careful consideration 
these properties have been used to effectively filter the elements controlling the quantity 
of light, air, moisture, and heat that is exchanged between the indoor and outdoor 
environments (Compagno, 1999; A. Olgyay & Olgyay, 1957).  Where static envelope 
designs provide varying effectiveness throughout the year due to daily and seasonal 
climatic changes, envelopes with dynamic properties have shown to be effective in 
providing more consistent indoor conditions (DiBartolomeo, Lee, Rubinstein, & 
Selkowitz, 1996; Gratia & De Herde, 2004; Lee, DiBartolomeo, & Selkowitz, 1998). 
Introducing “intelligence” to provide a structured method for decision making into 
an adaptable envelope system enables a building to make changes to its systems in 
response to changing climatic conditions and user needs for the purpose of minimizing 
building energy use through manipulation of the envelope without sacrificing occupant 
comfort.  In this research, optimization is used to provide the structured decision-making 
process necessary for achieving this goal by providing quantified objective functions.   
The preceding literature review on building energy optimization and the 
simulation of dynamic building envelopes indicates little work has been conducted that 
addresses specifically the potential of highly articulated adaptable envelopes to control 
indoor environments and energy reduction.  It has been demonstrated through examples 
that building energy performance is improved through the consideration of multi-
objective optimization problems.  Although the use of optimization algorithms in resolving 
optimal values for cost and energy efficiency are proven and valuable design tools, past 
work has focused on the optimization of static building properties while dynamic building 
variables have often remained overlooked.  Existing studies have not explored the 
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energy savings or indoor comfort potential that are possible with multilayered, well-
articulated adaptive building envelopes, much less quantifying the associated benefits.  
The meager literature addressing adaptive building envelopes and growing interest 
justifies this research in providing a new perspective on building design, energy 
efficiency, and comfort relationships. 
2.2.1 Advancements in Building Envelope Design 
After thousands of years of building construction playing an increasingly careful 
balancing game between solid and void, the Industrial Revolution provided new 
opportunities for how buildings could be constructed.  New materials, manufacturing 
techniques, and advances in structural engineering began a process that saw the 
eventual disassociation between structure and external surface, permitting the envelope 
to experiment with more transparency.  The need to illuminate the workspace and 
factory floor with more daylight initially drove the process of innovation which culminated 
in the fully transparent curtain wall of the Faguswerk by Walter Gropius and Adolf Meyer 
– an envelope structure completely free of any load-bearing duties. 
By separating the structure from the external surface, the surface became a skin 
-- allowing building designers to wrap buildings in an increasing variety of materials and 
to experiment with transparent to opaque surface ratios, multimedia technologies, 
illuminated surfaces, kinetic systems, and experiments leading to the development of 
responsive intelligent skins.  Of these early experiments, buildings characterized by 
expansive glass surfaces, often identified as the International Style, grew in popularity 
worldwide until the 1970s energy crisis brought criticism of the style's significant energy 
use due to the reliance on mechanical air conditioning to maintain indoor comfort.  With 
a new focus on energy and indoor comfort, building designers and industry responded 
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with a variety of solutions.  Hasty responses included boarding-up windows and reducing 
the amount of glazing in new designs (Arasteh, 1995), whereas industry responded with 
development of glazing technologies designed to better control solar and thermal 
radiation (Arasteh, 1995) and experimentation with advanced materials (Lampert, 1998).  
Others began to experiment with window shading, natural lighting strategies and 
dynamic façade systems (Lee & Selkowitz, 1998).  From these efforts grew a new vision 
for the future of building envelopes as a responsive skin augmented by contributions 
from building management systems -- an “intelligent” skin (Davies, 1981; Wigginton & 
Harris, 2002). 
2.2.2 Intelligent Envelopes:  Continuing Evolution of the Building Skin 
The term “intelligent skin” remains ambiguous without clear definition, specific 
abilities or properties (Elkadi, 2000); however, current literature generally characterizes it 
as a building envelope capable of performing more tasks than simply controlling the flow 
of energy between the indoor and outdoor environments (climate moderator).  Also 
described as a multifunctional (Battle & McCarthy, 1994) or polyvalent wall (Davies, 
1981), in addition to including the functions of traditional windows and building fabric, 
intelligent building skins have demonstrated the ability to collect, regulate, and distribute 
energy, serve as an air filter, and dynamically respond to changes in climate and user 
needs (Lee et al., 2002). 
The 1990s saw a significant interest emerge in the development of building 
façades capable of making changes in how they responded to environmental conditions 
by means of kinetic or material properties responses (Selkowitz, Aschehoug, & Lee, 
2003).  This interest was partially inspired by the underexplored potential for reducing 
building energy use and improved occupant comfort based on the idea that a dynamic 
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response to an ever-changing outdoor climate and varying user needs would arguably 
prove more optimal than a static façade response.  For example, work by Kim & Jones 
(1993), Lollini, Danza, & Meroni (2010), and Sala (1994) ) all suggest that there is a 
notable potential for energy savings and improved indoor climate control levels available 
to buildings with active envelope systems. 
Although an intelligent envelope was not a new idea, advances in materials 
sciences, building operating systems, and manufacturing techniques enabled this 
interest to be pursued more economically, allowing building envelopes of increasing 
complexity to be built.  In their notable work “Kinetic Architecture,” Zuk & Clark (1970) 
provide the first detailed look at the idea of kinetic systems in architecture.  Of 
significance was their exploration of the relationship between the built environment 
responding to environmental stimuli though kinetic systems, particularly the application 
of such a system serving as a building’s envelope. 
The following years saw building designers envisioning the building envelope 
evolving from a static climate barrier into a building component that was capable of 
mimicking natural systems such as human skin (Battle & McCarthy, 1994; Gregory, 
1986; Wigginton & Harris, 2002), and becoming an integrated element of the building by 
serving as a medium for collecting and distributing energy, regulating indoor climate, and 
adapting to changes in occupant needs.  The latest vision of the future building envelope 
describes it as layers of functions providing a system of natural responses to the 
changing environment (Davies, 1981; Goia, Perino, Serra, & Zanghirella, 2010). 
2.2.3 Parallels with Human Behavior 
With a growing interest within the industry to see buildings evolve into complex 
intelligent systems comparable to natural systems with envelopes displaying 
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characteristics of the human skin, it is appropriate to mention existing research that 
supports this very notion. 
In the Adaptive Comfort (AC) model, efforts to describe human behavior in 
relation to thermal comfort (an issue unaddressed by the Predicted Mean Vote [PMV]), 
have identified several important characteristics were of relevance to the future behavior 
and operation of adaptive building envelopes.  The argument for adaptive comfort is that 
context and past experience influence an individual’s comfort preference (Brager & de 
Dear, 1998), and that people are not passive recipients of surrounding environmental 
conditions but active contributors -- so that if an environmental variable change results in 
discomfort, people will react in a manner to restore their comfort (Humphreys & Nicol, 
1998).  This observation is reflected in descriptions of the future building being one that 
responds to changing environmental conditions and occupant needs, even predicting 
through a learning process to prepare itself for patterns of use and extreme 
environmental conditions (Harris, Elkadi, & Wigginton, 1998). 
Furthermore, the AC model identifies a quality of the built environment that 
contributes to occupant comfort and described as “adaptive opportunities” by Baker 
(1996) in which building occupants act to achieve personal comfort through adapting 
their environment to their individual needs.  Baker argues that an increase in adaptive 
opportunities such as personal fans, operable windows, and window blinds within an 
environment will increase an occupant’s chances of achieving a state of comfort (Figure 
2.1).  Research demonstrating a wider range of acceptable thermal conditions suggests 
unrecognized opportunities in building design -- provided that adaptive opportunities are 
available to building occupants. 
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Figure 2.1:  Adaptive opportunities and discomfort.  From Baker (1996). 
Although much of the interest in adaptive behavior has focused on the thermal 
aspects of comfort, studies have shown evidence of adaptive behavior in relationship to 
visual, thermal, and general comfort.  A study conducted by Parpairi (1999) on visual 
satisfaction found that students working in university libraries were more accepting of 
lighting conditions that were outside of prescribed lighting guidelines qualifying as 
“good,”, provided that the users 1) had a view of the surrounding landscape and 2) they 
had the freedom to move and readjust their position.  A second study by Nicol, et al. 
(2006) monitored indoor environmental conditions along with occupants’ use of window 
shades and electric lights and collected survey data of occupants’ subjective attitudes 
toward the work environment.  The results showed that people worked under a diverse 
range of lighting conditions and took advantage of the opportunity to control electrical 
lighting and window shades.  The authors proposed that the continual changes in 
lighting and window shades were evidence for an attempt to adapt indoor light levels to 
satisfy personal expectations (F. Nicol, et al., 2006).  The Parpairi (1999) and Nicol, et 
al. (2006) studies suggest that, provided the context is appropriate, people will accept 
lighting conditions that are outside of recommended lighting guidelines and that they will 
use available adaptive opportunities to change their environment (Reinheart, 2006). 
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2.2.4 The Envelope’s Many Roles 
The primary function of the building envelope is to separate the indoor and 
outdoor environments.  Where, at one time, the envelope served as shelter, protection, 
and structure, today's envelopes have been expanded to play many more roles beyond 
providing shelter and containing a controlled indoor environment.  For the purpose of this 
research, the building envelope or skin is considered to be the climatic barrier that 
separates the indoor and outdoor environments.  The envelope serves as a non-
loadbearing climatic barrier between these two environments, controlling the flow of 
thermal and solar radiation, moisture, and air movement. 
The building envelope is the initial and primary means to conserve energy and 
control occupant comfort.  With attention from the designer, the envelope can maximize 
occupant comfort, including thermal control, air quality, daylight, humidity, acoustics, and 
security; while minimizing running costs through the use of solar, wind, and daily 
temperature variations.  Hutcheon (1968) identified eleven principal requirements for 
buildings’ external walls to address.  These requirements fall into two groups:  barrier 
characteristics (control of heat, air and water vapor flow, rain penetration, solar and other 
radiation, noise, and fire) and over-all requirements (strength and rigidity, durability, 
economical, and aesthetically pleasing).  The barrier characteristics of the envelope are 
concerned with the control and filtering of environmental phenomena which allow for 
steady indoor climate conditions to be maintained, where the overall requirements will 
determine economic feasibility and lifespan.  The complexity of the envelope’s many 
characteristics makes it difficult, if not impossible, to examine these individually when 
designing.  Choices made regarding one element will inevitably have effects on the other 
10 variables, forcing the designer to consider all these requirements simultaneously. 
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For an effective energy-efficient envelope, design conditions for the indoor and 
outdoor environments must be known in order to understand the stresses the envelope 
will endure.  This requires a clear definition of indoor comfort as a benchmark for the 
design process.  With energy efficiency as a driving force for future building design, the 
building envelope is the first line of defense for reducing whole building energy use, 
encouraging the building designer to design the envelope to meet as many energy loads 
and comfort requirements as possible, and allowing any unmet loads to be handled by a 
smaller sized HVAC system (Torcellini, et al., 2006). 
Possibly the most complex component of a building’s envelope is the window.  
Windows have been described as the buildings eyes, ears, and mouth (Muneer, 
Abodahab, Weir, & Kubie, 2000), giving life to an otherwise static form by providing a 
visual and physical connection between the indoor and outdoor environments.  Windows 
provide a visual connection with the outdoors while still providing a level of privacy; they 
allow daylighting to penetrate and brighten interior spaces as well as heat through solar 
gain; and operable windows allow fresh air into the space, all while still providing 
protection from the wind, dust, noise, rain, and extreme temperatures.  With windows, 
the ongoing challenge has been how to admit desirable environmental phenomenon 
while excluding the undesirable.  New advances in glazing technology have attempted to 
address this issue by introducing a range of material technologies, including selective 
spectrum materials in the coatings, plastic films, solar control coatings, reflective surface 
treatments, holographic coatings, multilayer film suspension systems, optically 
switchable glazing, low conviction gases, silica aerogels, and evacuated enclosures 
(Muneer, et al., 2000).  Despite these technologies, glazing and windows must deal with 
higher levels of energy transfer through conduction, convection, and radiation; and glare 
from daylighting and unwanted solar gain.  Despite the use of higher levels of insulation 
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for exterior walls, and improved weatherization practices, the conventional window 
remains the weakest thermal link in an otherwise tight environmental barrier (Muneer, et 
al., 2000). 
From the above understanding of performance requirements for envelopes and 
the complexity of designing an energy-efficient skin, four properties of the envelope can 
be identified that control the flow of energy between the indoor and outdoor 
environments and directly affect occupant comfort.  These four qualities are form, 
insulation, porosity, and Transmissivity, and will be discussed in more detail in the 
methodology section 3.3.1.2. 
2.3 The “Intelligent” Skin 
With increasingly advanced levels of technology integrated into modern 
buildings, the concept of the “intelligent building” emerged in the 1980s in an effort to 
describe the sophisticated systems used to manage building services and indoor climate 
control systems (Wigginton & Harris, 2002; J. Wong, et al., 2005).  As buildings became 
increasingly intelligent, it was natural to extend this term to the skin in reference to the 
concurrent evolution of the building envelopes’ materiality, function, and performance.  
As described previously, technology has taken the building envelope beyond a static 
system, causing a paradigm shift in how and what the building envelope is.  The 
traditional idea of the envelope as a static barrier has changed as new technology 
introduces more efficient ways for the envelope to serve as an active filter for 
environmental conditions and extending the functions of the envelope to include energy 
collectors (Selkowitz, et al., 2003), multimedia displays, and resource distribution 
conduits (Knaack & Klein, 2008). 
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What defines an intelligent building remains ambiguous.  Wigginton and Harris 
(2002) identified over 30 definitions for intelligent buildings, many ignoring the 1980s 
origin of the term describing artificial intelligence and automated systems.  Initially, the 
term “intelligent building” referred to technology and HVAC system automation, and 
evolved to include a building’s ability to respond to changes in the environment and the 
occupants’ changing needs (Caffrey, 1988; Gouin & Cross, 1986).  Over time, the term 
has been used to describe how well a building facilitates occupants’ abilities to conduct 
business, the building’s operational efficiency, the building’s lifespan environmental 
impact, and lifecycle cost of the building (Haimanen, 2004; Wigginton & Harris, 2002; J. 
Wong, et al., 2005). 
Despite the apparent lack of agreement on what an intelligent building is, existing 
literature provides sufficient details of what functions intelligent buildings should address.  
These fall into one of three general characteristics that identify an intelligent building and 
support the evolution of the built environment's steady progression towards a cognitive 
state similar to that found in living beings (Wigginton & Harris, 2002):  (1) understanding 
of systems, environment, and occupant requirements (Veitch, 2009); (2) the means for 
decision-making and learning (Jankovic, 1994; Xiaoshu, Clements-Croome, & Viljanen, 
2009); and (3) a method for responding to changes in the environment and occupant 
needs (Veitch, 2009). 
Literature identifies several common characteristics that are associated with 
intelligent buildings.  The first and most consistent property characteristic is that they 
possess systems to monitor events occurring in and around them, and adjust the system 
to meet these changes in order to maintain occupants’ needs at any given time.  This 
requires intelligent buildings to be aware of the environment, to be able to observe 
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changes in user needs and environmental conditions over time, and then to interpret 
these data into system responses using technology and design strategies to maximize 
occupants’ productivity, health, and comfort (Clements-Croome, 1997, 2006).  To a 
higher degree, intelligent buildings should possess the ability to understand relationships 
between multiple systems and how modifications to one may impact the environment 
and another system’s performance (Kroner, 1997).  An intelligent building’s ability to 
understand the environment relies on a variety of sensors linked to a building automation 
system (BAS) where the data is interpreted into responses for the mechanical systems 
to carry out.  This translation of environmental data into a response can be very simple 
in the case of an “on/off” thermostat or daylight sensor, but quickly becomes a wicked 
problem as more systems are incorporated and controlled by the BAS. 
With increasing complexity in the building’s surrounding environment and the 
mechanical systems designed to manage it, a need quickly arises for a means to make 
decisions -- solving for the most efficient way of meeting occupant expectations and 
responding quickly to requests (Atkin, 1988).  In the case of a simple thermostat, a 
programmed temperature set point for an “on/off” setting is a sufficient set of rules to run 
a mechanical heating or cooling system;  however, buildings have grown immensely 
complex, incorporating such diverse systems as monitoring of outdoor climate 
conditions, fire alarm and emergency systems, HVAC, lighting, security, vertical 
transportation, communication systems, monitoring manual window operation and 
changing occupant needs (J. Wong, et al., 2005). 
The use of artificial intelligence has provided the basic means for this decision-
making process.  Mathematical algorithms mimicking intelligence in buildings include 
examples of stochastic models (Loveday, Virk, Cheung, & Azzi, 1997), fuzzy logic 
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(Kolokotsa, Tsiavos, Stavrakakis, Kalaitzakis, & Antonidakis, 2001), and machine 
learning (Jankovic, 1994).  These numerous approaches have demonstrated increased 
accuracy, responsiveness, and system flexibility -- improving building management 
systems efficiency and the forecasting of building operations.  Many include a learning 
component to the intelligence of the envelope’s behavior, allowing for the built 
environment to act in ways that identify energy use, occupant behavior, and seasonal 
weather patterns, and adjusting its response accordingly (Yang & Peng, 2001). 
Increasingly complex adaptive responsive and reactive envelope systems have 
allowed the intelligent building to be compared to biological responses observed in 
nature (Wigginton & Harris, 2002).  This is demonstrated by how an intelligent building 
may be capable of changing the properties of its envelope in order to control indoor 
environmental conditions in response to energy and indoor comfort.  This is comparable 
to an individual's pursuit of comfort by modifying his environment, clothing, and activity 
levels.  Given sufficient adaptive abilities and intelligent building management systems, it 
is easy to conceive of a building striving to maximize pleasant indoor conditions for its 
inhabitants while minimizing its expenditure of energy through manipulation of 
materiality, form, systems, and behavior. 
2.3.1 Future of the Building Skin 
With advances in intelligent building it was natural to extend this concept to a 
building’s envelope, making for the next evolution of the curtain wall where multiple 
technologies including energy collection, solar and ventilation control are integrated into 
one building system, demonstrating the feasibility of Davies’ vision of a polyvalent wall.  
And with ongoing technology innovations prove that further advancement of the idea is 
just beginning (Lee, Selkowitz, Bazjanac, et al., 2002). 
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Driven by the idea that automation will improve building energy efficiency, 
increased comfort, and simplify building operations (Sala, 1994), numerous systems 
have been introduced to the market that automate building devices traditionally operated 
by occupants including the opening and closing of shutters and windows, moving of 
night insulation, and seasonal deployment of shelters and storm windows. (Davies, 
1981; Sala, 1994). 
The benefits of making seasonal and diurnal changes to the building envelope 
can provide a substantial buffer against extreme temperature swings, and changes in 
solar radiation saving energy and improving indoor occupant comfort.  Increasing the 
frequency of changes made to the dynamic building elements and introducing multiple 
positions other than the discrete “on/off” allows for continual control over the building 
envelope’s ability to filter the effects of external environmental forces on the building, in 
an effort to reduce energy use and increased levels of comfort.  This argument for the 
use of adaptable envelopes offer the potential to approach near optimum energy-
efficient control of indoor environments (Lee & Selkowitz, 1997; Selkowitz, et al., 2003) 
as well as providing more individual control over indoor conditions for improved 
adaptability to meet diverse occupant comfort needs. 
2.4 Problem Solving Through Formal Processes 
2.4.1 Nature of the Design Problem 
In its simplest form, design is about making a series of decisions based on 
available information the designer sees relevant in order to best achieve a goal.  
Historically, building design goals have largely been dependent on the skill and personal 
experience of the design team with formalized decision making processes steadily being 
introduced to the practice since the late 1960’s along with the increasing availability of 
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computers.  Originally conceived from operations research, Rittel and Webber’s (1973) 
formal description of “wicked” problems, although made in an effort to explain the 
difficulties and failures of the linear analytical approaches to the design of large scale 
systems, lends itself to accurately describing the fuzzy nature of design problems. 
In contrast to ‘tame’ problems where definitively correct solutions can be found, 
wicked problems are of such complexity that they would remain ill-defined despite all 
efforts and good intentions of the designer.  Even the action of attempting to define 
elements within a specific context would reshape the nature of the problem, limiting the 
effectiveness of systematic data analysis methods (Buchanan, 1992).  The nature of 
design-thinking, despite the appeal of a logical approach, is not a linear process and 
most design problems are “wicked”; constructed of complex relationships between 
variables that are ever-changing and whose formulations are dependent on the 
understanding of those presenting them (Coyne, 2005).  This results in different problem 
definitions and hence different problem solutions for each designer.  Despite proposals 
that argue that a formalized, empirical, and rigid model of the design process is possible 
(Bertalanffy, 1969; Simon, 1970), the realization of such a model has remained elusive 
(Coyne, 2005).  However, through abstraction and disassembly of larger problems into 
sub-problems, more rigid design methods may be applied -- given appropriate problem 
formalization (Gero, 1975) and clearly articulated research questions. 
Through the use of clearly defined objectives, problem constraints, and operation 
rules elements within the design process can be formalized resulting in decision-making 
models and even optimized to a set of predefined goals (Papalambros & Wilde, 2000; 
Radford & Gero, 1987), effectively ‘taming’ a portion of the design problem.  This 
methodology is applied to developing clear definitions and goals allowing for a 
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systematic analysis of a problem.  However, the methods discussed here are restricted 
to only generating a best available option for the problems solution and cannot present a 
‘correct’ solution to a research question. 
2.4.2 Optimization and Building Energy Analysis 
The application of numerical optimization in engineering and systems design is 
more straightforward than the application of these same methods to the design practice.  
However, some relationships within the built environment defy the intuitive approach of 
the designer, such as the dynamic interrelationships of daylighting, solar gain, and 
natural ventilation.  These solutions require specialized simulation tools and expert 
interpretation to extract useful design information and with the inclusion of occupant 
comfort, problem definitions become subjective and wicked in nature.  But this does not 
restrict the use of linear data analysis processes to find best-fit solutions in architectural 
design. 
Optimization has been instrumental in decision-making models in the field of 
engineering since the 1950’s when material cost and load-bearing capabilities were 
solved for, and later algorithms were used in the design of mechanical systems for 
buildings (Choudhary & Michalek, 2005).  Optimization was largely introduced to the 
architectural design field in the 1970’s when methods for optimizing thermal design of a 
building’s envelope (Gupta, 1970) and optimizing space planning (Eastman, 1972) were 
proposed.  The work of Wilson and Templeman (1976) proposed a method for 
formalizing design decisions in building design, but it was not until the body of work 
conducted by Gero and Radford (Gero, 1980; Gero, D'Cruz, & Radford, 1983) during the 
1980’s, that the formal exploration of the use of numerical optimization in architectural 
design applications began in earnest.  In 1987, this effort culminated in the formal 
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presentation of optimization applications in the architectural design practice (Radford & 
Gero, 1987) and provided a compilation of known practices and uses of optimization in 
design. 
Optimization has been described as a means to formalize the design process 
(Papalambros & Wilde, 2000).  It is the regimentation of the abstract concept of design 
into a mathematical system that seeks to minimize (or maximize) the cost function or 
functions based on a user-defined set of criteria.  Where the designer uses personal 
value judgments to guide the decision-making process, the optimization process relies 
on constructed mathematical relationships between variables and constraints that are 
solved for in the pursuit of the solution that best satisfies the objective criteria from all 
feasible solutions.  Existing optimization techniques are best suited for quantitative 
systems where the problem can be expressed mathematically (Choudhary & Michalek, 
2005).  With objective criteria such as energy use, construction and operating costs 
expressed in numerical values, the use of optimization algorithms for thermal modeling 
is a homogeneous relationship. 
Past research into the use of optimization in thermal modeling has demonstrated 
many successful applications.  Wilson and Templeman (1976) demonstrated a 
geometric programming model for optimizing the thermal design of an office building, 
thereby minimizing initial construction and operating costs through the consideration of 
the cost of fuel, heating plant, and insulation.  Other techniques have been utilized to 
solve for optimal insulation levels subject to technical and economical objective functions 
(Kumar, Ashutosh, & Sodha, 1989), and to solve for window design trade-offs between 
solar gain and daylighting (Radford, 1981).  However, these early models were limited in 
providing designers with prescriptive design information because of most design 
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variables having assumed known values -- including the thermal properties of walls, 
floors, and roof construction -- allowing the computer model to solve only for a limited 
scope of independent dynamic variables. 
A less restrictive optimization model was developed by Gero, D’Cruze, and 
Radford (1983) using Pareto optimality and dynamic programming to solve for optimal 
values of wall and roof assemblies, building orientation, floor area, and window and 
building geometry.  Such models permitted more variables and building component 
relationships to be considered in assessing cost functions and design performance.  
Further work by Al-Homoud (1994) and Wetter (Wetter, 2000, 2004b), produced 
optimization models with increased flexibility and a wider range of building energy 
simulation applications than earlier models, thus providing designers with more 
information for making design decisions and serving as the foundation for this research. 
Al-Homoud’s ENEROPT algorithm (1994) integrated ENERCALC, an hourly 
building energy simulation program developed at the University of Texas (Degelman, 
1990), with the flexible polyhedron direct search optimization technique developed by 
Nelder and Mead (1965).  This presented the possibility to consider a wide range of 
independent variables that affect building energy performance and to analyze the 
relationships using a fully functioning energy simulation program.  The user now had the 
means to look at specific relationships within a whole building simulation model as 
opposed to selected relationships seen in previous optimization models.  The ENEROPT 
algorithm, however, was limited by the initial programming of ENERCALC and 
constrained by the limitations imposed by using only the flexible polyhedron direct 
search optimization technique, which restricted flexibility/possibilities for independent 
variables.  Further, the programs’ inability to take into account the benefits of passive 
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energy strategies (such as the use of solar energy as a lighting or heating source within 
the model), required the model’s independent variables to be solved for on an annual 
basis, and required these variables to be defined prior to construction as they would 
remain static once construction was complete. 
Some of the limitations of the ENEROPT algorithm were addressed in later 
building energy optimization programs BuildOpt (Wetter, 2005) and GenOpt (Wetter, 
2004a).  BuildOpt is an integrated building-energy simulation optimization program.  The 
program is designed to correct the cost function approximation errors seen in other 
optimization methods employed in building-energy simulation and to converge on a 
minimum value for the cost function.  Described as approximation values or rounding 
errors often used by BES programs dealing with large numbers and complex equations, 
BuildOpt maintained smooth values and eliminated approximation errors within the BES 
calculations.  BuildOpt renders the model’s variables and design parameters smooth, 
allowing for the use of differential algebraic equations to converge on a finite value, an 
achievement previously elusive due to the discontinuous and non-linear nature of many 
building energy simulation variables, limited computing power, and the relatively new 
undeveloped ideas of hybrid optimization models.  Additionally, the potentially costly 
computation time in the search stage is reduced with the use of an adaptive precision 
cost function evaluation process, in which, with increasing accuracy, the scope of the 
field of search is reduced incrementally.  The resulting BuildOpt program provides a 
building energy simulation program with an integrated optimization process that 
increases the accuracy of the simulation methods and allows for finite evaluation of the 
cost function (Wetter, 2004b). 
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Optimization techniques and output data is dependent on the nature of the 
problem that is to be addressed.  The simplest and most direct optimization method is 
differential calculus.  The benefits are:  the method is quick, requires nothing more than 
a calculator, and is accurate in finding the minimum (or maximum) solution.  However, 
the function must be differentiable and continuous and the use of Differential Calculus is 
limited by problem constraints and the number of variables that can be included.  
Building-energy simulation problems can rarely be broken down into the simple variables 
that are needed for Differential Calculus to be employed.  These include non-
differentiable and discrete variables and the many inequality constraints of the design 
variables (Radford & Gero, 1980).  Building-energy optimization problems include 
variables that are often discrete (can only have specific values), discontinuous (threshold 
values), stochastic (occupant preferences as opposed to being represented by 
deterministic values), and often result in non-linear relationships (non-uniformity in 
variance). 
Current optimization methods utilized in building-energy simulation can be placed 
in two general categories:  gradient-based and derivative-free methods.  Gradient-based 
methods have been shown to quickly solve for local optimum solutions and function 
quite well where the problems are constructed of continuous and smooth relationships 
and variables.  Additionally gradient-based methods have demonstrated the ability to 
facilitate a “learning process” within the optimization algorithm, allowing a program to 
quickly narrow the feasible solution space by referencing to prior solutions with similar 
variables and problem constraints (Papalambros & Wilde, 2000).  The drawback is that 
gradient-based methods will likely fail with increased problem complexity and, if the 
problem is multi-modal, will not identify alternative solutions outside of the local 
minimum.  Derivative-free methods are able to handle discontinuous and discrete 
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variables, and are capable of identifying multimodal solutions through the use of a global 
search of the solution space, and given enough time, a derivative-free algorithm will find 
the global optimum solution.  However, due to the lack of information to guide a 
derivative-free optimization search, searching can take a long time to converge on a 
global solution. 
More recent developments in optimization work have resulted in hybrid methods 
that can combine one or more techniques to solve a diverse range of problems.  Wetter 
(Wetter, 2004b) combines genetic algorithms (a form of the derivative-free method) with 
pattern search methods; and Bouchlaghem (2000) who uses the simplex method for 
quickly narrowing the feasible solution space within the global search space, then 
applies a nonrandom complex method providing a directed search within the identified 
boundary. 
Many potential optimization algorithms are available that are capable of handling 
the non-linear relationships and the non-differential nature inherent in this proposed 
study.  These include the Hooke and Jeeves Direct Search method (Hooke & Jeeves, 
1961), the Flexible Polyhedron Search by Nelder and Mead (Nelder & Mead, 1965), and 
the proven reliability of Genetic Algorithm (Caldas & Norford, 2002; Wetter & Wright, 
2003; J. Wright & Loosemore, 2001).  Since the proposed study is expected to be 
computationally expensive with ambiguous parameters of the comfort performance 
criteria, a hybrid optimization model described by Wetter (2004b) using derivative-free 
and pattern search methods is attractive, and is described in greater detail in section 
3.2.3. 
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2.4.3 Objective Functions 
Having reviewed the complexity of building design problems and the ongoing 
efforts that have been made to create structured methods for optimizing performance of 
building designs, the criteria necessary for guiding the previously discusses decision 
making processes will now be addressed. 
Due to the nature of wicked problems, no true optimum solution is possible by 
cause of the complex relationship of a building’s design’s multiple and competing 
objectives (Diakaki, Grigoroudis, & Kolokotsa, 2008).  However, the designer may 
choose to isolate specific systems from within the larger problem and solve those 
independently using carefully chosen criteria and goals.  Although this does not result in 
any form of an optimized solution within the context of a wicked problem, it does provide 
a feasible solution within a reduced solution space that can be used to further the design 
process by comparing output to design objectives.  
The architect and engineer must have clearly defined design goals, problem 
constraints, and variables in order to produce quality output information that informs and 
does not mislead the decision making process.  It is therefore critical that clearly defined 
objective functions exist that will guide an automated optimization process towards a 
desirable solution.  The objective function, expressed as the maximization or 
minimization of a numerical value, in building design could be structural, environmental, 
economic, or occupant related (Russell & Arlani, 1981). 
Different or poorly defined objective functions can lead to undesirable or 
suboptimal solutions.  The following discussion references similar logic as applied by Al-
Homoud (1994) to his work in optimization of energy-conserving building envelopes and 
referencing Gupta’s (1970) discussion of thermal comfort as objective design criteria for 
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building thermal design.  The minimization of energy consumption mechanical climate-
control systems and hours of occupant thermal discomfort will serve as suitable 
objective design criteria for this study and will be elaborated on. 
2.4.3.1 Energy Use as an Objective Function 
Of the two objective functions used in this study, building energy use is the more 
direct and quantifiable function.  Modern buildings are expected to maintain acceptable 
and healthy indoor environmental conditions for occupants, providing adequate air-
conditioning, ventilation, and lighting to create a habitable indoor environment.  To 
maintain these indoor conditions, buildings depend on purchased energy most 
commonly obtained from nonrenewable sources thus attaching both an economic and 
environmental cost to the buildings’ operation. 
With energy tied to both economic and environmental costs, and by providing 
conditional criteria for indoor environmental conditions, energy consumption provides an 
acceptable common method for evaluating possible design solutions against a simple 
design goal.  Al-Homoud (1994) demonstrated that to optimize a building’s thermal 
performance, the objective function described as the minimization of annual source 
energy could provide valuable information to the design process irrespective of how 
advanced the design process was.  Changes made to the building form, orientation, 
window to wall ratios, materiality, mass, and envelope allowed for a significant reduction 
to the objective function in multiple climates.  
Other work has demonstrated the flexibility and validity of using energy use as 
the objective function including window sizing (Radford, 1981), building form and interior 
geometry (Adamski, 2007; Rakha & Nassar, 2011), and mechanical system optimization 
(Arora & Wang, 2005) among other design problems. 
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2.4.3.2 Comfort as an Objective Function 
Two models will be referenced to measure and control indoor occupant thermal 
and visual comfort in the building simulation models discussed in section 3.2.2.  The 
Predicted Mean Vote (PMV) and the hours of occupant discomfort as defined by 
ASHRAE 55-2004 will be used for thermal comfort, while the Discomfort Glare Index 
(DGI) incorporated into EnergyPlus will be used for controlling visual discomfort due to 
glare (Lawrence Berkeley National Laboratory Simulation Research Group, 2010). 
Society’s current notion of “comfort” is arguably a label used to describe one’s 
satisfaction with the immediate physical environment (Crowley, 2001).  Describing one’s 
idea of comfort can vary widely from one person to another, making it an impossible task 
to describe whether or not a space is comfortable using standardized measures.  
Humans do not share a uniform response to environmental stimuli (light, temperature, 
noise, moisture, etc.) but respond in a non-deterministic manner influenced by personal 
preferences, physiology, culture, and expectations.  Because of the diverse perceptions 
of what comfort is, comfort standards are more likely to be reflections of a society’s 
beliefs, values, expectations, and aspirations (Cooper, 1982), and thus limiting the ability 
to prescribe a universal standard. 
As the focus of this research is to evaluate the effectiveness of a dynamic 
building envelope in minimizing energy consumption without compromising indoor 
occupant comfort, clear definitions of what qualifies as “indoor comfort” must be made, 
and in order to serve as an objective function within the proposed optimization model, 
“comfort” must be numerically defined.  Unlike energy efficiency, energy consumption, 
and economic costs, this discussion demonstrates that indoor comfort is not easily 
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abstracted into numerical and quantitative values and instead a simplified method for 
predicating occupant comfort is used. 
For the purpose of this research, comfort is restricted to thermal and visual 
aspects that would be better described as the absence of discomfort or as ASHRAE 
defines comfort with slight alteration, “that condition of mind that expresses satisfaction 
with the thermal [and visual] environment” (ASHRAE, 2004).  Two significant theories of 
indoor thermal comfort have emerged over the past 60 years relevant to this work:  the 
Heat Balance Model that describes thermal comfort as a universally definable state of 
affairs and the Adaptive Comfort model that describes comfort as a socio-cultural 
achievement which is subject to individual perceptions and expectations.  The 
fundamental distinction between the heat balance and the AEM models of thermal 
comfort are the variables used to define comfort.  Where the heat balance model 
considers adjustment of six variables (clothing insulation, metabolic rate, air and radiant 
temperatures, humidity, and air velocity), the AEM model is based on changing 
expectations of occupants (de Dear, 1994). 
Paired with other environmental design standards such as lighting requirements 
and ventilation rates, the PMV thermal comfort model provides quantitative criteria for 
cost functions when calculating minimum energy use within the optimization model.  
Although the PMV model includes many factors that influence thermal energy transfer 
between the human body and the surrounding environment, the PMV model struggles to 
predict occupant comfort in more dynamic environments where occupant comfort is 
subject to multiple sensory and personal factors including visual comfort, air movement, 
view, and personal expectations (de Dear & Brager, 1998).  The AC model does 
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consider these variables as factors in discerning occupant comfort, although quantifying 
their values has thus far remained elusive and lies beyond the scope of this research.   
The heat balance model offers the most direct method for quantifying occupant 
thermal comfort for simulation purposes.  Guidelines published by ASHRAE or CIBSE 
provide numerical data that allows limits and cost functions to be easily set for 
computational analysis.  To quantify occupant comfort in building energy simulation, two 
common methods can be employed; setting limits for the indoor climate which causes 
thermal comfort to be described as a cost function or constraint; or measuring the time 
during the simulation when indoor climate conditions exceed a set limit.  
Where Fanger’s PMV or the Pierce Two-Node model may provide a clear 
reference for establishing problem constraints within an energy optimization model, 
where the comfort limits restrict the solution space for the problem, comfort criteria in 
naturally ventilated buildings does not have this benefit.  Instead, a common method is 
to calculate the hours of occupant discomfort.  Bouchlaghem (2000) discusses 
minimizing the area of the temperature-time curve outside of the comfort zone, where 
the sum of the area above and below the comfort zone limits are minimized.  This can be 
expressed as either a cost function when optimizing for energy use, or as a multi-
function problem where both energy and hours of discomfort are minimized as 
demonstrated by Wright, Loosemore, and Farmani (J. A. Wright, Loosemore, & Farmani, 
2002) in their use of a multi-objective genetic algorithm to find an optimum pay-off 
characteristic between building energy costs and occupant thermal discomfort. 
The above discussion describes the complexity of defining, quantifying, and 
simulating thermal comfort in the built environment and the shortcomings of the two 
dominant comfort models available.  Evidence suggests that with increased adaptive 
 38 
opportunities available in the built environment there is an increased chance of providing 
improved indoor conditions to a wider range of people, but the difficulty in quantifying 
this environmental attribute remains unsolved.  Based on the available research it is 
reasonable to assume that given absolute flexibility and control over one's environment 
any individual can find a condition that is agreeable to them. 
For this research, Fanger’s Heat Balance model paired with minimum lighting 
requirements (ISO & CIE, 2002) and ventilation rates (ANSI/ASHRAE, 2007) are 
appropriate for defining occupant indoor comfort in the building models equipped with 
mechanical environmental control systems.  By using the hours of occupant thermal 
discomfort increased energy savings will be realized due to the simulation’s search for 
"acceptable” indoor conditions as opposed to an absolute solution, possible by the 
assumption that in the real world, individuals will be able to manipulate their environment 
when conditions cause stress. 
2.5 Summary 
2.5.1 Current Issues in Dynamic Building Envelope Development 
Where a static building envelope provides the ability to control indoor 
environments for the benefit of health and comfort for its occupants, the adaptive, 
responsive, and predictive abilities that intelligent skins could significantly increase a 
building’s ability to control energy use and reduce environmental stress, enhancing the 
structure’s ability to maintain a steady state for comfort and occupant health (Clements-
Croome, 1997).  Despite growing evidence that support the technological feasibility 
(Pfenninger, 2009; Wigginton & Harris, 2002), enhanced occupant comfort (Tenner & 
Zonneveldt, 2002), and improved energy efficiency of dynamic glazing and envelope 
systems (Bahaj, James, & Jentsch, 2008; Hammad & Abu-Hijleh, 2010; Lee, Selkowitz, 
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Hughes, & Thurm, 2004; Lollini, et al., 2010), building owners and developers remain 
skeptical of the economic benefits, often citing a lack of performance data from existing 
intelligent skins systems (Lee, Selkowitz, Levi, et al., 2002; Yudelson, 2008).  With a 
growing interest and investment in intelligent building research, improved methods for 
assessing intelligent building performance has been providing investors with more 
credible information for assessing the technology investments (K. Wong, So, & Yu, 
2001; Yang & Peng, 2001). 
At issue within in this research and with the development of intelligent buildings is 
that comfort is ambiguous, dynamic, and highly subjective; and arguably could use an 
even more relaxed definition provided by Baker and Steemers that, “comfort in buildings 
should be considered as the absence of long-term extreme values of environmental 
comfort parameters, rather than the maintenance of precise and close limits.  The overall 
satisfaction of the occupants will be influenced by the building’s own climate-modifying 
performance, the occupant’s ability to adapt the building by means of controls, and the 
freedom of the occupant to take adaptive behavioral actions.” (Baker & Steemers, 2000, 
p. 17).  This condition supports the development of building components that provide 
adaptability to changing environmental phenomenon, and allows flexibility in how 
building occupants choose to experience their indoor environment.  It is important to 
note these behavioral trait characteristics in our pursuit of comfort as these responses to 
environmental stress lay the groundwork for an envisioned behavior for “intelligent” 
buildings and their dynamic thermal envelopes. 
Although a true human skin-like building envelope is not yet feasible, the 
preceding discussion does identify methods that can be used to simulate the potential 
behavior and benefits of future intelligent building skins.  Given a set of rules to govern 
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behavior, optimization techniques can provide a means to simulate logical reactions to 
changing environmental conditions within a building energy simulation program. 
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3 METHODOLOGY 
3.1 Research Design 
This research utilizes an optimization algorithm coupled with a building energy 
simulation program to find hourly configurations of a building’s thermal envelope for the 
purpose of maximizing indoor thermal comfort conditions while minimizing energy 
consumption.  A building’s ability to manage transmission of thermal energy through the 
envelope can be characterized by four design parameters: Form, Insulation, Porosity, 
and Transmissivity.  By changing these parameters in response to hourly climate data 
and building operation conditions, a unique building envelope configuration will result -- 
affecting changes in the thermal and visual conditions of the indoor space to best meet 
the needs for energy efficiency and comfort. 
The model used for this research is based on the Department Of Energy 
Commercial Reference Buildings (Deru, et al., 2010) small office model.  The model 
used represents a single perimeter zone from this small office reference building, where 
energy transfer is only permitted to occur through one wall, the adaptable envelope.  The 
model was run with a VAV mechanical climate control systems using electricity.  The 
model is primarily assessed based on the ability to reduce energy use, while subject to 
maintaining occupant comfort. 
Indoor thermal comfort is defined using ASHRAE Standard 55-2004 and visual 
comfort defend based on Discomfort Glare Index (DGI) utilized by EnergyPlus (U.S. 
Department of Energy, 2010b).  These guidelines and the supporting literature serve as 
the foundation for defining quantitative values for thermal and visual comfort zones used 
in the simulations.  Use of these studies to define indoor comfort will provide a means to 
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assess the effectiveness of the adaptable envelope based on hours of thermal 
discomfort and discomfort glare. 
As noted in section 1.5, the building envelope is defined as the barrier between 
the indoor and outdoor climates that is responsible for controlling the passage of heat, 
air, and light between the two environments.  During simulated hours when modification 
of the adaptive envelope fails to achieve indoor comfort though passive means, 
mechanical energy is introduced to maintain indoor comfort.  An optimal solution is 
defined as a combination of envelope variables that provide indoor comfort conditions 
requiring the least amount of mechanical energy to sustain. 
3.2 Research Hypothesis 
This research considers that as more adaptive opportunities are designed into a 
building envelope, the potential for the building to meet indoor comfort demands through 
passive means is increased.  This permits the building to be less dependent on artificial 
lighting and mechanical heating and cooling systems, which results in reduced energy 
consumption. 
Therefore, this work will explore five primary research questions by answering 
their respective hypotheses: 
1. Can an adaptive building envelope serve as an effective climate negotiator, 
reducing energy use without sacrificing occupant comfort? 
H1:  An adaptable envelope will reduce the need for HVAC systems without 
sacrificing occupant comfort. 
2. How effective is the adaptable envelope in reducing energy use? 
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H2:  Increasing levels of adaptability in an adaptive building envelope will 
result in reduced energy consumption. 
3. Does the adaptable envelope improve indoor thermal comfort while reducing 
energy use? 
H3:  An adaptable envelope will provide more stable thermal comfort 
conditions than a building with a static envelope. 
4. Under what climatic conditions does the adaptive envelope fail to provide 
“better” energy and comfort conditions than a static envelope? 
H4:  An adaptable envelope will constantly provide indoor conditions and 
energy use equal to or better than a static envelope. 
5. Under what climate conditions do adaptive envelope strategies perform best 
for reducing energy without negatively impacting occupant comfort? 
H5:  An adaptable envelope will provide the most energy savings during times 
when environmental stimuli are most stressful. 
With the data resulting from this primary research objective, a further five 
questions will address the adaptive envelope’s behavior and relationships between 
behavior, environmental stimuli, and the resulting energy and comfort values: 
6. What are the more influential adaptive responses on energy end uses? 
H6:  Adaptable envelope responses will affect specific HVAC systems energy 
use. 
7. What are the more influential adaptive responses on thermal comfort? 
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H7:  Adaptable envelope responses will affect/influence occupant thermal 
comfort equally -- irrespective of orientation, season, and climate. 
8. What climatic stimuli most significantly affect adaptive responses? 
9. Do these adaptive responses change due to climate, season, or orientation? 
H8 and H9:  An adaptable envelope will favor certain responses to 
environmental stimuli due to climate, season, and orientation. 
10. Are there predictable adaptive responses to climate conditions? 
H10:  An adaptable envelope will favor certain responses to environmental 
stimuli. 
3.2.1 System Framework 
Previous work examining the use of computational optimization in the design of 
energy efficient buildings have focused on optimizing the objective functions for a static 
building form over an annual performance period (Al-Homoud, 1994; Malkawi1994; 
2004).  These studies seek a global optimum for annual energy performance.  The result 
has been a static solution to the building design problem appropriate for passive energy 
conservation strategies and reducing the size of mechanical HVAC systems.  Seeking 
an optimum design for annual energy performance allows a range of unique variables to 
be included in the initial building design problem statement:  building orientation, internal 
massing, site layout, and building form.  In contrast, this research will be optimizing 
variables that will be continuously modified in response to changes in climate and user 
needs once construction is complete.  Therefore this research applies an additional layer 
to the above optimized building design problem statement by seeking local optimal 
energy performance on an hourly basis by introducing an adaptable layer of parameters 
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between the indoor and outdoor environments.  This will require two sets of parameters 
to be defined within the independent set of variables; a static set and a dynamic set 
(Figure 3.1).  Static parameters define the static qualities of the simulated building that 
will not be subject to change once the building is constructed; such as footprint, height, 
orientation, and site adjacencies.  Dynamic parameters are defined as qualities of the 
building that possess dynamic properties useful for controlling heat, air movement, and 
light affecting indoor comfort conditions though the building envelope.  Dynamic 
parameters are restricted to non-load-bearing building components of the building’s 
thermal barrier. 
 
Figure 3.1:  Relationship of the described independent and dependent sets of variables 
and their associated parameters. 
The structure of the decision making method (see Figure 3.2) relies on input and 
reference data at several points.  Two sets of input data is referenced -- fixed data (site 
data, weather file, building form and properties, occupant schedules) and dynamic data 
(envelope properties, energy use).  The simulation stage produces new indoor 
conditions and energy use values that are evaluated to ensure that all objective 
functions are fulfilled.  Boundary conditions for the solution space are defined by the 
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interactions among existing climate conditions, feasible responses from the adaptable 
envelope, and the range of permissible comfort preferences.  Only if all the objective 
functions are fulfilled does the simulation algorithm proceed to evaluate whether an 
improvement to comfort and energy use has been made or not. 
Currently, many well-tested building energy simulation tools are available and 
with increased research activity in the field of design optimization, more methods are 
available for optimization of designs within these programs.  It is beyond this research to 
develop entirely new tools for energy analysis and optimization.  However, in order to 
answer the hypothesis proposed by this research, it was necessary to develop an 
algorithm that facilitated a new relationship between existing software.  It was therefore 
necessary to evaluate and identify building energy simulation tools and optimization 
algorithms that were best suited for the requirements of this research. 
This research consists of two primary computational tools -- an optimization 
algorithm to modify and evaluate data, and a building energy simulation tool to run the 
energy calculations.  A third component was developed to fuse the two into a unified 
program and provide an automated method for advancing the optimization process 
forward though the simulated time.  This new program provides a means for modifying 
system variables, optimization algorithms, data formats, and file types. 
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Figure 3.2:  Adaptable envelope optimization process and input data.  
The following sections provide descriptions of the developed simulation algorithm 
and the nature of the adaptable envelope used in this research.  Two sets of parameters 
are identified and their relationship within the optimization model and to the objective 
functions described. 
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3.2.2 Objective Function 
Using computational algorithms to solve for building design problems requires all 
variables to be translated into quantifiable values, and for the design objectives to be 
described so that computational methods can be used to solve for the problem 
statement.  To guide the optimization process, objective criteria was defined to evaluate 
against simulation outcome data.  Objective criteria are a cost function of the problem 
statement and prioritize design goals for the algorithm.  Objective functions in building 
design can be economic, social, or performance based.  In building design, energy 
performance and financial cost functions are commonly seen, however, other values 
such as comfort, structural, and communication distances between spaces have also 
been used (Choudhary & Michalek, 2005; Gero, 1975).  For the simulations conducted 
for this research, the objective function is simply defined as:  minimization of energy use 
for maintaining indoor comfort conditions.  This research considers the optimization 
problem stated as: 
Equation 1.1:   
min ∙ f ሺxሻ 
Energy Objective Function is the measure used for guiding the reduction of 
energy use by the adaptable envelope when compared to the baseline reference 
models.  As the objective function for the minimization of Qt guides the optimization 
algorithm towards solutions where minimal energy is used by mechanical climate control 
systems.  Only energy that is used in the mechanical air loop or lighting is included in the 
objective function of Equation 1.2, including:  energy consumed by heating and cooling 
coils, fans, and mechanical lighting. 
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Equation 1.2:   
min	Q୲ ൌ ෍ሺQୣୣ ൅ Qୱ୦ ൅ Qୱୡ ൅ Q୤ ൅ Q୪ୣሻ
୬
୧ୀ୪
Where  
Qt = total electric energy; 
n = hours in simulation; 
Qee = plug loads (Watts); 
Qsh  = space heating (Watts); 
Qsc = space cooling (Watts); 
Qf = fan energy (Watts); 
Qle = lighting energy (Watts); 
The goal for each hourly solution is to find values for the adaptable envelope 
variables that result in achieving indoor environmental conditions consistent with values 
derived using ASHRAE Standard 55-2010.  Failure of the optimization algorithm to find a 
satisfactory solution within the comfort criteria’s lower and upper bounds will result in 
energy being applied to the mechanical climate control systems to bring indoor 
conditions to within the comfort criteria bounds.  How quickly the indoor climate 
responds and if indoor ideal comfort conditions can be maintained under extreme 
conditions will be subject to the combined limitations of the adaptive envelope and DOE 
baseline model’s HVAC system. 
Comfort Objective Penalty Function is used to prevent occupant discomfort 
from being ignored while in the pursuit of min	Qt when simulating natural ventilation 
conditions.  The total hours of occupant discomfort with accompanying hourly predicted 
mean vote (PMV) and predicted percentage of dissatisfied (PPD) values, provides a 
straightforward method for evaluating the baseline and adaptable envelope models 
performance. 
 50 
For indoor thermal comfort conditions in naturally conditioned spaces, ASHRAE 
Standard 55-2010 is used with resulting PPD reported values from each time step as the 
objective penalty function during simulation.  This value is calculated from the PMV 
which considers both the zone air temperature and air movement.  Where Fanger uses a 
seven point discrete thermal sensation scale for helping determine PMV-PPD values, 
EnergyPlus calculates the PMV-PPD as a continuous value, reporting decimal values 
that would not normally be seen on the thermal sensation scale (U.S. Department of 
Energy, 2010b) however, this provides a better scale for optimization calculations.   
Other comfort models included in the EnergyPlus simulation tool were 
considered; however, using the computationally intensive KSU Two-Node Model (Azer & 
Hsu, 1977) added significantly to the overall runtime and the Pierce Two-Node Model 
(Gagge, Fobelets, & Berglund, 1986) did not add significant information to the simulation 
and output data that was not already included in the ASHRAE 55-2007 model. 
In calculating the model’s thermal comfort, both the mean radiant temperature 
(MRT) and the zone air temperature are considered, with the MRT set to consider the 
zone average with the understanding that differences in window to wall ratios between 
the three models (refer to section 3.4) will be seen in the thermal comfort results. 
Use of the PMV-PPD method already integrated into EnergyPlus eliminated the 
need to devise additional penalty functions which would relate the temperature 
difference between the indoor climate’s desired temperature and operative temperature 
to air movement velocities, leaving it necessary to only define penalty functions between 
discomfort glare, the reported PPD zone values, and energy.  These penalty functions 
describe increasing cost to the objective function as discomfort glare levels exceed the 
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set level defined by DGI, and as the PPD value exceed 10% as illustrated in Equation 
1.3. 
Equation 1.3:   
minܨ௣ሺݔሻ ൌ ݂ሺݔሻ ൅ ߤ෍maxሺ0, ܿ௜ ሺݔሻሻଶ
௡
௜ୀଵ
Where ሺݔሻ is the original objective function as defined in Equation 1.2 and Fpሺݔሻ 
is the penalized objective function; μ represents the penalty weighting factors; and max	
ሺ0,	ci	ሺxሻሻ2	is the penalty function. 
3.2.3 Optimization Method 
Parametric studies of building variables can be exhaustive and computationally 
expensive as more variables are included in the study.  Although parametric studies 
would ensure a thorough analysis of all possible solutions, the number of variables that 
could be included in the design of even a simple building can quickly result in hundreds if 
not tens of thousands of simulations when the values are discrete; in fact, with the use of 
continuous variables, the number of simulations can be infinite.  Optimization techniques 
provide a structured decision-making process that guides the search process within a 
defined solution space towards a solution that best satisfies specific objective criteria 
either being maximized or minimized. 
Many optimization techniques exist and since the 1990’s an increasing number of 
reliable methods have been available to both architectural researchers and other 
professionals.  From the most simple optimization methods available through classical 
calculus to more complex nonlinear programming and evolutionary algorithms, 
optimization algorithms have evolved along with improved building energy simulation 
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software and the availability of more powerful computers, providing a wide range of 
optimization techniques available for analysis of architectural problems throughout the 
design process. 
However, the complex nature of architectural problems include continuous, 
discontinuous, and discrete relationships requiring specific design problems to be 
matched with an appropriate algorithm that accounts for all of the problem’s variables.  
This particular research includes nonlinear relationships which cannot be solved for 
without the use of an optimization technique that utilizes a search method in which each 
iteration informs the search direction of the next in a progression towards a maximum or 
minimum value. 
An example of this pattern search optimization technique is the direct-search 
method of Hooke and Jeeves (Hooke & Jeeves, 1961).  Direct-search optimization 
informs each future iteration based on the successful evaluation of the objective function 
in the preceding iterations -- resulting in a linear search through the solution space 
towards the optimum value.  Such pattern search algorithms can quickly converge on a 
global optimal value with modification of each iteration step size and provide a great deal 
of accuracy in the final result. 
The Generalized Pattern Search implementation of the Hooke-Jeeves algorithm 
provides a patterned search originating at a base point created by initial values for the 
independent variables.  Direction of the search is guided by the minimization of the 
objective function value.  Generalized pattern search optimization will provide a local 
optimum solution with a high degree of accuracy in a relatively short time and will rely on 
minimal computing resources.  However, a generalized pattern search will not identify 
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multiple solution spaces, instead relying on a guided search along a vector described by 
improved values of the objective function. 
The solution space that results from this particular research question, describes a 
multi-modal solution space where multiple optimum and sub-optimal solutions exist.  
Pattern search algorithms, including the direct-search method, could potentially 
converge on sub-optimal solutions in such a problem space requiring multiple 
randomized starting points and an evaluation of these multiple runs to identify if they are 
indeed converging on the same point or not. 
An alternative to this methodology is available in a field of optimization 
techniques called evolutionary algorithms.  Where pattern search algorithms are reliant 
on a linear progression through the solution space, evolutionary algorithms utilize a 
population of points that sample potential solutions within the solution space which 
inform the direction of convergence.  Two evolutionary algorithms that have found use in 
analyzing design problems include Genetic Algorithms (Caldas & Norford, 2002; Wetter 
& Wright, 2003; J. Wright & Loosemore, 2001) and Particle Swarm Optimization.  For 
this research, Particle Swarm Optimization was found to be more desirable, as the 
algorithm has been shown to be computationally more efficient than Genetic Algorithms 
(Elbeltagi, Hegazy, & Grierson, 2005; Hassan, Cohanim, Weck, & Venter, 2005), and 
has been demonstrated to be effective in converging on global optimal values using 
similar design variables.  With the population approach it is unlikely that an evolutionary 
algorithm will converge on a sub-optimal point -- rather, it should converge on a global 
optimum because of each point being informed by both its best-known local position and 
the positions of other points within the global solution space.   
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Particle swarm optimization does require greater computational resources and 
time than many classical optimization techniques if a high degree of accuracy is sought; 
however, the method does benefit from the use of multiprocessor and cluster computing 
where parallel computing is possible.  Unlike pattern search algorithms that are reliant 
on a linear progression where only one simulation can be run at a time, particle swarm 
can take advantage of multiple processors with each particle, representing an individual 
simulation, assigned to a processor.  In the span of time one simulation could be run 
using the Hooke & Jeeves direct search method, a population of potential solutions 
could be completed on a computing cluster -- dependent on the number of processors 
available.  This allows for a much more rapid search of the solution space by particle 
swarm optimization than possible with direct-search.   
For this reason, and the availability of computing clusters at Arizona State 
University, it was decided to utilize the strengths of both particle swarm and direct-
search optimizations through the application of a hybrid optimization algorithm.  Hybrid 
Generalized Pattern Search Algorithm with particle swarm optimization algorithm 
presented by Wetter (2009) offered a method for locating the lowest-cost function value 
within a solution space using particle swarm optimization prior to initiating the Hooke-
Jeeves Generalized Pattern Search Algorithm from the point identified by the particle 
swarm method with the lowest-cost function value.  This hybrid algorithm provided an 
efficient method for searching the solution space and identifying global and sub-optimal 
regions.  Then, after a user specified number of generations, the Hooke and Jeeves 
generalized pattern search algorithm would take over to solve for the global minimization 
of the objective function value. 
 55 
3.2.4 Simulation Tool 
Ideally, the energy simulation tool used would already provide many, if not all of 
the necessary features required for this research.  However, this was not to be and it 
was necessary to use a well-tested, validated, and documented tool with user access to 
the source code for necessary modifications.  EnergyPlus (Crawley et al., 2001) was 
selected because of these reasons.  EnergyPlus is also a continually evolving and 
supported energy simulation tool that has been demonstrated to work well with GenOpt 
(Wetter, 2009) which was to serve as the foundation of the optimization portion of the 
algorithm. 
EnergyPlus is a whole-building energy simulation software which allows users to 
model complex mechanical heating and cooling, lighting, and ventilation systems in 
detail.  The software allows for user-specified time increments permitting sub-hourly 
analysis of building and energy systems as well as a wealth of output data reporting 
options.  The software's ability to run on different operating systems enabled this 
research to take advantage of both Windows and Linux operated computing clusters. 
The program is capable of evaluating the two objective functions described in this 
research, Qt and PMV-PPD.  An advantage of EnergyPlus is its method in calculating the 
PMV value as continuous rather than a discrete variable (U.S. Department of Energy, 
2010b), allowing for improved accuracy and feedback during the optimization process of 
the Hybrid Generalized Pattern Search Algorithm. 
However, EnergyPlus is not without its drawbacks.  Several issues were resolved 
with simple modifications to the original code to enable the simulation of adaptable 
envelope components, while other issues required some finesse with the building 
models in order to approximate specific energy exchanges within the model. 
 56 
New programming was limited to inserting a reference to operation schedules 
allowing variables to be multiplied by the schedule values that were previously not an 
option in the original EnergyPlus software.  The introduction of schedules provided a 
simple means for dynamically controlling building variables that otherwise would not 
have been dynamic.  Scheduling also permitted the bypassing of some limiting, and at 
times unfeasible control strategies included in EnergyPlus.  Care was taken to avoid 
modifying code that would affect thermal energy storage or energy transfer that was 
time-dependent. A specific example of the use of scheduling introduced into the software 
was to provide control over the depth of exterior shades for the Form adaptable 
envelope variable.  By providing a schedule for the X and Y values for the shade’s edge 
furthest from the building as reference, different values could be used to inform 
EnergyPlus as to the depth of a given shade for a particular time step.  In this particular 
case, external shades are considered isolated from the building's envelope energy flow; 
therefore, the change in depth of the shade only affects radiation. 
The GenOpt software program (Wetter, 2009) provided the foundation for the 
optimization process.  GenOpt is designed to operate with any energy simulation 
software that reads from and writes to text-based files.  By inserting key search terms 
into the input files, in this case EnergyPlus’s IDF file, GenOpt will search the input file for 
these terms, replace those values within user-specified constraints, and then initiate the 
energy analysis program.  Once EnergyPlus finishes and generates the output files, 
GenOpt will analyze the results, specifically examining the objective function values. 
GenOpt allows for easy implementation of new optimization algorithms without 
the need of extensive programming or the need to integrate the optimization process 
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with the BES program.  With this framework already existing, it was simply a matter of 
integrating GenOpt with the new algorithm discussed in the following section. 
3.3 Development of the Algorithm 
As discussed, two existing software programs, EnergyPlus and GenOpt, were 
used as a foundation for the development of the new algorithm.  These two programs 
were then referenced by a third program that manages the series of optimization runs 
necessary for completing a larger span of simulated time.  Beginning with the first time 
increment (h0), the algorithm would solve for all the adaptable envelope variables, 
minimizing the respective objective function, either the minimization of Qt or PMV-PPD, 
before proceeding on to the next time increment (h1).  This process continues until all of 
the time increments (hn) have been solved for.   
The integrity of both EnergyPlus and GenOpt programs was retained by 
minimizing new code inserted into the software and permitting each program to run as 
the original developers intended.  As GenOpt reads and writes input files for energy 
analysis programs that reference the same file types, is was only necessary to automate 
a process of progressing through the simulated time intervals (h0, h1,… hn) and 
modifying the time specified in the EnergyPlus input file of the simulation stop date.  The 
continuous changing of the simulation stop date was implemented to reduce each 
simulation’s run time to the bare minimum -- saving significant time on the total runtime. 
EnergyPlus continued to run independently by taking in input files written by 
GenOpt, evaluating this input, and writing the desired output files necessary for 
GenOpt's analysis for the minimization of the desired cost functions.  However, unlike 
GenOpt, modifications to the original EnergyPlus code were necessary to facilitate the 
modeling of an adaptable envelope.  EnergyPlus was not designed to simulate dynamic 
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building geometry and was initially limited in allowing the assignment of multiple 
schedules to building components.  To cause changes in the dynamic variables from 
time step to time step, schedules were referenced allowing the optimization algorithm to 
change the values in the schedule from time step time to step.  For variables that did not 
already possess the ability to have schedules assigned to them, changes were made in 
the EnergyPlus code to allow such assignments.  This included the modification of the X 
or Y coordinate value, depending on the adaptable envelope’s orientation, to enable the 
depth of the exterior shades to change based on the value in the schedule. 
When the algorithm progressed from time step to time step, the resulting values 
for each dynamic variable’s schedule were written to a new EnergyPlus input file, 
changing existing values of the current time step from the initial default values (see 
Table 3.3) to the new values.  This file was then further modified with the variable 
identifiers necessary for GenOpt to run for the next time step.  As the algorithm 
advanced through the time steps, schedules for each dynamic variable would evolve 
with settings that described adaptable envelope behavior for “optimal” performance.  
Final output files consisted of the solved-for values of the adaptable envelope variables 
for each time step, a GenOpt optimization output file, and any files requested from 
EnergyPlus.  
3.3.1 Building Design Variables 
To explore the potential for an adaptive building envelope to control indoor 
climate conditions, the building as a thermal system is divided into two sets of input 
variables, static and dynamic.  Static variables are predefined variables within the model 
addressing the building systems that are unfeasible as dynamic variables such as 
longitude and latitude and the building’s function.  Dynamic variables deal with the 
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envelope’s ability to modify a material property in response to climatic changes including 
visible transmittance and ventilation rate. 
Based on preceding work by Al-Homoud (1994) many parameters have been 
identified and analyzed on how they influence the optimization of building thermal 
design.  Summarized by Table 3.1 and Table 3.2 are the design variables considered 
within the model.  The variables outlined in the following sections for an adaptable 
envelope include both continuous and discrete variables, preventing f(·) to be 
continuously differentiable.  
3.3.1.1 Static Building Design Parameters 
Static building design variables are by definition design variables that are 
inflexible once a building is completed.  These variables have significant impact on a 
building’s energy performance as they include the building size, shape, use, and 
location.  For comparison to the dynamic input variables discussed later, the static 
building design variables are discussed now. 
Site parameter refers to the building’s geographical location, corresponding 
weather data, and orientation.  Apart from a building’s function, these are the most 
influential variables for a building’s energy use in maintaining indoor comfort levels.  For 
this research, orientation is investigated in increments of 90° with the single zone 
models, and the simulations run without exterior obstacles such as adjacent buildings 
and vegetation. 
Building form can have a significant impact on the building’s energy use.  Deep 
floor plans will rely more on electrical lighting and climate control systems for maintaining 
occupant comfort and will be less affected by the energy transfer between the indoor 
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and outdoor environments that occurs at the envelope.  For the purpose of this research, 
the simulation only addresses the effects of an adaptable envelope on skin-load 
dominated buildings that either use passive heating and cooling systems or are 
mechanically climate controlled.  This requires the simulated building volume to have a 
shallow floor plan to facilitate the effective use of natural light and ventilation.  As 
mentioned, this study references the DOE Commercial Reference Buildings small office 
model with a predefined building height of 6.33m and floor area of 511m². 
Building operation parameter describes predefined building functions, 
equipment usage, and user patterns.  These variables reflect building function and 
occupant behavior, influencing how the envelope responds to user needs and hourly 
climate conditions.  Variables include office equipment and appliances (W/m²) and use 
schedules, and number of building occupants (Watts/person) and occupant schedules. 
Massing parameter reflects the building’s ability to retain thermal energy and the 
period of time that energy is released.  Thermal mass will help provide a steadier indoor 
temperature by helping reduce sharp temperature swings.  This variable includes the 
mass of internal furnishings; structural mass would normally be a significant source of 
thermal storage, however, the building envelope is considered to be made up of low 
mass materials, limiting the amount of thermal energy that can be stored.  This variable 
is expressed in kg/m² of floor area.  Although types of dynamic thermal storage, such as 
phase change materials, exist and would permit a quantity of mass to be included as a 
dynamic variable, this research focus is on the abilities of an adaptable envelope to 
manage indoor climate and energy use and therefore limits the mass included in the 
model to that already in the DOE small office model.  
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Table 3.1:  Static Building Thermal Design Variables 
Parameters Variable Input 
Site Geographical location 
Climate data 
Orientation 
Latitude and Longitude 
Site weather data 
Degrees relative to north 
Building Form Building height 
Floor area 
Meters (m) 
Square area (m²) 
Building Operation Function 
Equipment 
Equipment scheduling 
Occupants 
Occupant scheduling 
 
(W/m²) 
Frequency and time of use 
Number of occupants 
(w/person) 
Time of occupancy 
Massing Internal mass 
Thermal time lag 
(kg / m² of floor) 
(h) 
   
3.3.1.2 Dynamic Building Design Parameters 
In design practice, exterior wall requirements are numerous and not just limited 
to internal thermal control.  Hutcheon (1968) identifies eleven principle requirements for 
an exterior wall, each serving to control environmental, functional, aesthetic, or 
economic conditions.  This research addresses only parameters that directly influence 
energy efficiency and the maintenance of indoor environmental conditions -- specifically 
thermal environmental conditions. 
Building envelopes are tasked with controlling the exchange of thermal and 
visual radiation between the indoor and outdoor environments, moisture, noise, and air 
movement.  Additionally, for healthy interiors and to meet occupant needs, a qualitative 
aspect is required including the quality of daylighting, view, and connection with the 
outdoors provided by the building envelope (Farley, 2001).  Research has shown the 
complex relationships that variations in the building envelope can have on energy use 
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(Cheung, Fuller, & Luther, 2005; Emmerich, McDowell, & Anis, 2005) and occupant 
comfort (J. F. Nicol & Humphreys, 2002; Raja, Nicol, McCartney, & Humphreys, 2001).  
For example, the manipulation of one variable, such as window size, can have wide-
ranging effects on thermal energy transfer, daylighting, occupant performance, and 
psychological well-being.  Table 3.2 illustrates some of the primary relationships 
addressed in the modeled adaptable envelope.  
Table 3.2:  Relationships Between Environmental, Independent Adaptable 
Response, and Dependent Variables 
Variables 
Independent 
Environmental 
Stimuli 
Adaptive Response 
Dependent 
Transmissivity Porosity Insulation Form 
 transparent envelope 
void 
envelope 
opaque 
envelope 
envelope 
extrusions 
▪Indoor climate
▪Energy use 
Solar Thermal 
(W/m²) 
transmissivity 
values (SHGC) 
affect solar 
gain 
 modification 
of R-value 
though 
window to 
wall ratio 
envelope 
shading 
from 
external 
shade 
depth (m) 
indoor 
temperature 
(°C) 
Solar Visual 
(lux) 
glazing visual 
transmittance 
(VT) 
 window to 
wall ratio 
envelope 
shading 
from 
external 
shade 
depth (m) 
indoor 
illumination 
levels (lux) 
Air Temperature 
(°C) 
solar gain 
(SHGC) 
envelope 
void to solid 
ratio (ach) 
  indoor 
temperature 
(°C) 
Air Movement 
(m/s) 
 change to 
air velocity 
from void 
area (m²) 
  indoor air 
movement 
(m³/s) 
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Four primary qualities of the thermal envelope that directly affect these 
relationships have been identified from the reviewed literature; these are explained 
below.  In view of the capabilities of technologies such as dynamic shading systems, 
electric chromic glazing, and variable speed ventilation systems, the adaptable envelope 
variables outlined below are assumed to be continuous and able to take on any value 
between upper and lower bounds, or discrete with equal spacing of possible values 
between the upper and lower bounds. 
To avoid unnecessary complications in the thermal simulation and definition of 
independent variables, each of the four dynamic variables described are considered to 
be independent elements within the adaptable envelope system with their limits and 
initial values described later in Table 3.3. 
Surface Form describes the potential for an envelope to provide the means for 
self-shading.  Through deformation of the building’s exterior surface, the thermal 
envelope can protect itself from undesirable solar radiation and reduce heat gain.  
Horizontal and vertical shading is used to provide this dynamic form variable.  The 
variable is expressed as a depth in meters from the exterior surface of the envelope to 
the extruded outermost edge of the shading element and can vary from time step to time 
step.  Depth of the shade affects solar gain, both direct radiation and absorbed heat 
though the envelope, and indoor lighting conditions. 
Form is simulated using an exterior horizontal shade (Formh) that runs the length 
of each of the exterior walls around the building and individual vertical fins at the edge of 
each window and several vertical shades (Formv) evenly distributed across the length of 
the envelope.  These dynamic vertical and horizontal external shades provide control 
over direct and indirect solar radiation striking the envelope.  The vertical shades were 
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given a uniform spacing at 5m with the horizontal shade located at the zone height of 
3m.  Fully extended, these external shades can reach 2m beyond the exterior of the 
envelope and when retracted are 0.01m in depth.  To simulate this dynamic movement 
EnergyPlus code was modified to allow a schedule to be applied to the X and Y values 
of the outer edge of the exterior shades.  The thermal energy absorbed by these shades 
when extended was ignored in the energy calculations when they were retracted. 
Due to the limitations on the number of daylighting reference points that can be 
included in the model, it was assumed that each of the two daylighting reference points 
represented half of a zone, divided into front and back reference point zones.  From this 
assumption, all vertical shades were linked as one adaptable envelope variable so when 
the Formv variable is modified, the change would be uniform across the length of the 
zone (see Figure 3.4). 
Although Form is represented as two variables independent of each other, they 
are considered as one adaptive response variable but are noted separately when 
necessary. 
Insulation parameter refers to the properties of the thermal envelope to affect 
the thermal exchange between the indoor and outdoor environments, including the 
absorption of solar radiation and the overall heat transfer coefficient.  The concept of 
opaque movable insulation is referenced as a means to achieve dynamic Insulation.  For 
this study, the insulation is placed on the outside of the envelope and covers the glazed 
surface when deployed.  By layering the insulation over the glazing, the overall heat 
transfer coefficient of the envelope can be varied through the manipulation of the glazing 
to insulation ratio (U).  Insulation is opaque and thus excludes visible light from 
penetrating the envelope.  This parameter affects both the exchange of energy between 
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outdoor and indoor environments and the indoor lighting quality.  With diminished natural 
lighting levels artificial lighting levels are often required, resulting in increased internal 
heat gains from use of mechanical lighting systems, thus requiring an optimal insulation 
to glazing ratio to be found during each new time step. 
Insulation was modified though the application of dynamic Insulation applied to 
the exterior of the glazed surfaces.  As the insulation variable is dichotomous (see Table 
3.3), the exterior glazed surface was subdivided into smaller areas, each created as an 
independent window with its own operating controls, allowing this dichotomous variable 
to be modeled as a discrete property over the entire surface of the envelope.  In this way 
the U-value for the adaptable envelope could be dynamically controlled by referencing 
the on or off status of the dynamic Insulation on each window and thereby controlling the 
window to “wall” ratio.  Although the exact U-value varies between climates, the dynamic 
Insulation partnered with the glazed windows has a typical total U-value of 0.20 W/m²K 
while the glazed surface alone has a center glass U-value of 0.36 W/m²K.  When all of 
the windows are covered with the insulation, the adaptable envelope U-value is 
approximately 0.21 W/m²K. 
Porosity parameter is the absence of a thermal barrier such as an open window 
or vent used for natural ventilation.  This model uses cross ventilation for cooling of 
indoor spaces and thermal mass controlled through the aperture size of multiple 
operable windows across the adaptable envelopes surface.  Minimum ventilation rates 
are maintained for air quality based on ASHRAE Standard 62.1-2004, requiring the 
building envelope to respond to the increased thermal load from outdoor air.  The 
porosity parameter is measured in air changes per hour (ach/h). 
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Porosity is provided by modeling all glazed surfaces as operable windows.  The 
placement of the openings are distributed across the envelope allowing natural 
ventilation to occur anywhere on the envelope’s surface.  Every window’s operation was 
initially modeled independently, allowing each to have its own ventilation control; and 
later, to save computation time, windows were grouped to reduce the number of 
variables in the optimization process with little perceptible difference in results. 
Transmissivity addresses the admittance of solar radiation in the form of light 
and heat penetrating the envelope.  Control of light and heat is managed through the 
solar heat gain coefficient (SHGC) as an independent variable and visible transmittance 
(VT) as a dependent variable of the SHGC.  Both variables are unit-less and expressed 
as a percentage (%).  Relationships between SHGC, VT and exterior shade depth 
provide a range of opportunities for control over solar radiation and visible light, possibly 
resulting in multimodal solutions. 
The transmissivity variable is based on the properties of existing electrochromic 
glazing technology with values being supplied by the Windows and Daylighting Group at 
Lawrence Berkeley National Laboratory, permitting the glazed envelope to modify its 
visible transmissivity within a range of 0.12% (opaque) to 0.75% (clear) and SHGC 
between 0.22 (opaque) to 0.70 (clear).  Similar to the Form variable, transmissivity 
affects interior daylighting levels and to ensure that the two daylighting reference points 
did not skew the adaptable envelope’s behavior, transmissivity values were grouped 
across the envelope.  This grouping allowed each band of windows to modify their 
transmissivity values independently yet uniformly across the length of the envelope. 
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Table 3.3:  Adaptable Envelope Response Variables 
Parameters Variable Constraints 
Values 
Initial Minimum & Maximum 
Form 
Shade depth  
   Horizontal (Fhi) 
   Vertical (Fvi) 
Fmin ≤ F ≤ Fmax 1.0m 0m to 2m  depth 
Insulation Glazing to wall ratio (Uwi) Ui min or Ui max Off On or Off 
Porosity Air changes per hour (ach/h) ach/h min ≤ ach/h ≤ ach/hmax 0 
(0 to 0.9) · 
window area (m) 
Transmissivity 
Glazing transmissivity (VT) VTmin ≤ VT  ≤ VTmax 0.84 0.12 – 0.84 
SHGC SHGCmin ≤ SHGC  ≤ SHGCmax 0.70 0.22 – 0.70 
     
Due to the complex relationships within building energy simulation, a change to 
one of the dynamic variables affects many qualities of the dependent variables; for 
example increasing external shade depth will affect solar gain, daylighting levels, and 
glare, and when insulation is applied to a window, all natural light is blocked from 
reaching the indoors, requiring use of mechanical lighting during occupied hours.  The 
simulated building model consists of multiple elements providing the envelope the 
capacity to modify its surface Form, Insulation, Porosity, and Transmissivity.  Despite 
these four variables being fundamental qualities of any given building envelope, 
modifying any one element will prompt a series of changes to energy transfer through 
the envelope and the culminating consequence on the indoor environment.  These 
relationships are detailed in Table 3.4.  What final values the algorithm uses to solve for 
hourly envelope configurations, is dependent on the objective functions described in 
section 3.2.2, occupant schedules and climate data (section 3.5). 
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Table 3.4:  Primary and Extraneous Effects of Adaptive Response Variables 
Adaptable Envelope 
Variable Primary Effects Extraneous Effects 
Surface Form ▪ diffused solar 
▪ direct solar 
▪ daylight 
Insulation ▪ thermal energy transfer ▪ air movement 
▪ daylight 
▪ solar radiation 
Porosity ▪ air movement ▪ humidity 
▪ daylight 
▪ diffused solar 
▪ direct solar 
Transmissivity ▪ daylight 
▪ discomfort glare 
▪ diffused solar 
▪ direct solar 
 
3.4 Simulated Building Models 
Three building scenarios are compared to assess the effectiveness of the 
simulated adaptive envelope.  The building model is derived from the DOE Commercial 
Reference Buildings (Deru, et al., 2010) small, single-story office model.  The DOE 
benchmark model (identified by DOE as “Reference Building Small Office 2004 New 
V1.0-3.0) was modified to comply with ASHRAE Standard 90.1-2007 and is referred to 
as the DOE Benchmark Model (DOE-BM).  The second model scenario, designated the 
Optimized Benchmark Model (OBM), is based on the preceding DOE-BM but is 
individually optimized for annual energy performance in each climate through the 
modification of multiple building variables that will be discussed later.  The third model 
scenario is modified from the DOE-BM to allow all exterior walls to function as a 
adaptable envelope, capable of modifying its form, insulation, porosity, and 
transmissivity from time step to time step.  This is referred to as the Adaptable Envelope 
Model (AEM). 
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Only one level of complexity is simulated using the three described model 
scenarios; the small rectangular, single-zone 60 square-meter office model where all but 
one wall has been assigned as adiabatic.  A 511 square-meter office building published 
by DOE was considered but was deemed too complex for the simulation runs to 
complete in a reasonable time.  The single-zone models were used to examine the 
adaptable envelope’s response to climate and energy demands in relation to orientation. 
3.4.1 Benchmark Model 
The U.S. Department of Energy, in partnership with several National Laboratories 
published reference energy models for 16 building types that characterize approximately 
70% of the national commercial buildings in the United States.  Published as the U.S. 
Department of Energy Commercial Reference Building Models of the National Building 
Stock (Deru, et al., 2010), the 16 building types were developed to meet ASHRAE 90.1-
2004, 62.1-2004, and 62-1999 for new construction in 16 different climates.  For this 
research, one zone from the small office building type was selected for use in evaluating 
the proposed adaptive envelope. 
Single-zone models developed were based on the DOE commercial reference 
energy model’s information.  These models retained much of the original information 
with a few exceptions.  As the primary function of these single-zone models were to 
analyze the performance and behavior of the adaptable envelope, the geometry and 
exterior surface materials were modified to highlight these abilities.  The zone was 
resized to measure 10m long, 6m deep and 3m floor to ceiling with five of the six exterior 
surfaces assigned as adiabatic, leaving only one exterior surface, the adaptable 
envelope, able to transfer energy between the indoor and outdoor environments (Figure 
3.3). 
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Figure 3.3:  Single-zone DOE Benchmark Model and daylighting reference points RD1 
and RD2. 
3.4.2 Optimized Benchmark Model 
From each climate specific benchmark model, an optimized benchmark model 
was created that minimized annual energy use through the modification of multiple 
building design variables.  Preceding building envelope optimization research has 
identified building variables that have significant influence on annual energy use and 
provide replicable methods and techniques for achieving the best performance for the 
given DOE benchmark model.  Referencing preceding work by Al-Homoud (1997) and 
Bouchlaghem’s (2000), building variables were input into the EnergyPlus models that 
produced building envelopes that minimized annual building energy use (Table 3.5). 
In addition to the optimization process, daylighting controls were added to the 
perimeter zones to reduce energy for lighting and natural ventilation controls were 
introduced to the model. 
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Table 3.5:  Optimized Benchmark Model Envelope Variables 
Building Property Variable Units Limit Values 
Exterior Wall 
U-value material thickness m 0.001m to 0.2413m 
thermal absorptance thermal absorptance % 0.1% to 0.9% 
solar absorptance αwall % 0.1 to 0.9 
wall mass wall thickness m 0.005m to 0.336m 
Roof 
U-value material thickness m 0.001m to 0.2413m 
thermal absorptance thermal absorptance % 0.1 to 0.9 
solar absorptance αroof % 0.1 to 0.9 
floor mass material thickness m 0.051 to 0.381 
Window (N, E, S, W) 
U-value 
shading coefficient 
emittance 
window type n/a 
20 window types ranging 
from single clear glazing to 
triple pane, argon tented 
glazing 
aspect ratio (%) height 
width m 
1.0m to 2.1m 
1.0m to 4.2m 
exterior horizontal 
shade 
shade depth m 0.01m to 2.0m 
    
With exclusion of the roof and orientation variables, a similar process was used 
to create energy efficient envelopes for the single zone models.  The variables for the 
adaptable envelope wall were modified using the same values.  Table 3.6 notes the 
change in annual energy use between the baseline and optimized benchmark models for 
each orientation. 
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Table 3.6:  Annual Energy Use Difference Between DOE-BM and OBM Single 
Zone Models 
Season Orientation Climate 
Phoenix Boulder Houston Seattle 
Autumn South (0°) -55.2% -9.4% -36.7% -44.1% 
North (180°) -38.9% -13.9% -30.7% -39.0% 
East (270°) -50.6% 3.9% -24.3% -25.3% 
West (90°) -37.4% 8.3% -10.5% -18.5% 
Summer South (0°) -49.4% -27.8% -18.5% -51.8% 
North (180°) -42.7% -26.8% -23.2% -53.4% 
East (270°) -67.6% -23.6% -28.0% -29.0% 
West (90°) -40.8% -17.8% -22.8% -27.0% 
Winter South (0°) -23.7% -74.0% -24.5% -47.9% 
North (180°) -47.5% -72.7% -52.1% -51.0% 
East (270°) -30.2% -73.6% -39.2% -39.4% 
West (90°) -20.2% -82.5% -40.6% -30.8% 
Climate Mean Improvement 42.02% 34.15% 29.25% 38.10% 
Overall Mean 49.3% Reduction from DOE-BM models 
  
3.4.3 Adaptable Envelope Model 
As the Optimized Benchmark models were based on the DOE Benchmark 
models, so too were the adaptable envelope models.  Both the OBM and AEM models 
include the addition of daylight lighting controls, natural ventilation, and notable changes 
to the building envelope.  The most significant modification to the AEM model was the 
transformation of the model’s envelope to nearly 95% glazing.  Among the other 
envelope modifications include dynamic exterior horizontal and vertical shades (Form), 
dynamic insulation (Insulation), increased number of operable windows for natural 
ventilation (Porosity), and dynamic transparency windows (Transmissivity). 
The AEM building model has 94.8% glazing on the exterior wall forming the 
thermal envelope with window frame material being minimized so as to be negligible 
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during energy calculations.  For the single zone model, this window to wall ratio is only 
applicable to the one exterior wall possessing the adaptable envelope (Figure 3.4). 
 
Figure 3.4:  Adaptable envelope single zone model showing window partitions and 
external shades at maximum depth. 
In order to create discrete variables from dichotomous variables within 
EnergyPlus, the envelope was divided into individual windows allowing each window to 
operate independently.  Exterior windows were created horizontally across the building 
skin rather than vertically due to the optimization process consistently choosing to close 
the insulation on the vertical windows farthest from the daylighting reference points (DR1 
and DR2) first.  This resulted in hourly envelope behavior that obscured daylight from 
much of the zone interior with exception to the portion of the zone with daylighting 
reference points. 
The adaptable envelope’s glazing is modeled as ten horizontal operable windows 
measuring 0.58m high and 4.9m long.  Exterior vertical shades are located between 
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each set of windows extending from the ground to the top of the exterior wall (3.1m) 
where the horizontal shade runs the length of the building.  The maximum extension of 
these external shades is 2 meters.  Natural ventilation is modeled as single-sided.  
Figure 3.4 illustrates the geometry used for single-zone models. 
3.4.4 Assumptions Made in the Models 
The results obtained from the model described in the preceding sections depend 
on certain assumptions being made about the model, variables, and building occupant 
conditions that are discussed relevant to the energy model:   
 This research assumes that the adaptable envelope components are automated 
as opposed to being under occupant control, thus resulting in “perfect” control of 
the system in response to environmental stimuli and quantitative measure for 
occupant comfort. 
 Design constraints of the dynamic variables are based on existing technology 
and no effort is made to describe how the theoretical adaptable envelope 
assemblies would be built.  For detailed material constraint values, refer to Table 
3.3. 
 Door opening/operation is not considered in the models. 
 Weekly occupancy schedule is from 7.00 to 18.00, a total of 11 hours each day, 
55 hours a week.  Saturdays have 4 hours of occupancy, 10.00 to 14.00; 
however, these hours are not included in the results analysis. 
 Each zone is assumed to be occupied uniformly throughout the space.  
Therefore daylight sensors representing only two points within a space can be 
considered as a representative sample of daylighting quality throughout the zone. 
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 Occupant schedules specify winter and summer clothing with Clo values of 1.0 
Clo and 0.5 Clo respectively; and a consistent metabolism rate of 1.2 met. 
 As the single-zone models were created with five adiabatic surfaces, only the 
adaptable envelope functions as part of the natural ventilation network and was 
therefore simulated as single-sided with half of the windows designated as either 
intake or exhaust. 
 The HVAC VAV system used in these simulations has not been modified and 
retains the same values as was included in the original DOE models .  As such, 
the HVAC system will not always be able to maintain occupant comfort, resulting 
in high PPD values. 
 HVAC economizers are not included in the models. 
 An issue involving “missing” energy is recognized within this experiment.  This 
issue concerns the lack of thermal energy that would normally be absorbed and 
released by external dynamic surfaces when exposed to solar radiation and 
ambient air.  This energy would normally be transferred to the envelope when the 
external dynamic surfaces are retracted or applied to the exterior glazed surface.  
It is therefore assumed that the Form and Insulation adaptive response variable 
surfaces have low thermal conductivity. 
 Horizontal and vertical shades used for the Form variable are modeled as fabric 
in order to limit the amount of energy that can be stored when extended and to 
minimize issues of stored energy when the shades are retracted against the 
envelope. 
 The Insulation variable is modeled with a low thermal capacitance and is 
assumed to be completely removed from the energy model when not deployed.  
Therefore, the window insulation when not insulating the window, does not reflect 
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or absorb solar radiation and does not affect the energy model when not applied 
to the envelope. 
3.5 Climate Data 
Each climate presents its own unique challenges for building design and low-
energy performance.  Based on Briggs, Lucas, & Taylor (Briggs, Lucas, & Taylor, 2003) 
climate zone classification system, there are 15 unique climates within the U.S., each 
with countless microclimates making it unfeasible to simulate the adaptive envelope 
under each and every possible weather condition and context. 
As discussed previously, the DOE Commercial Reference Building Models used 
to establish baseline building energy performance for comparison was also used to 
identify unique climates suitable for evaluating the adaptive envelope’s performance.  
The commercial building benchmark models reference weather files from the most 
populous U.S. cities in each of the 15 climate zones.  From these, four were selected to 
represent a selection of climates that would best test the adaptability of an adaptive 
envelope under dynamic and challenging conditions:  hot-arid, hot-humid, cool-dry, and 
mixed–marine.  The extreme climates, very hot-humid (1A), very cold (7), and subarctic 
(8) were excluded from consideration as they represent only a fraction of urban 
population within the U.S. and would not likely expose the adaptability of an adaptive 
envelope due to limited diurnal and seasonal climate fluctuations. 
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Table 3.7:  Selected Weather File Locations 
Climate 
Zone Climate Type 
TMY3 Weather file 
location Objective 
2B Hot-arid Phoenix, Arizona 
Examine the skin’s ability to employ 
dynamic Insulation and shading 
during extreme summer heat and 
winter solar heating. 
2A Hot-humid Houston, Texas 
Examine the adaptive envelope’s 
ability to cope with the combination 
of high temperatures and humidity. 
4C Mixed–marine Seattle, Washington 
Examine the adaptive envelope’s 
ability to cope in a cool humid 
climate with moderate and irregular 
solar. 
5B Cool-dry Boulder, Colorado 
Examine the adaptive envelope’s 
response to quick weather changes 
and rapid temperature shifts. 
Climates and classifications are from ASHRAE 90.1 Nonresidential Building Standard 
(2007). 
3.5.1 Length of Simulated Time 
In an effort to reduce simulation run-times of the hourly optimization algorithm, 
only specific weeks, 172 hours in length, from the TMY3 (Typical Meteorological Year) 
weather files were simulated, rather than simulating a full year with 8760 hours.  The 
weeks were chosen based on noteworthy climatic conditions such as extreme summer 
or winter conditions, as well as weeks representing typical seasonal temperatures and 
conditions.  This selection process produced six weeks for each of the identified climates 
and narrowed down further to only three representing two seasonal extremes and a 
typical autumn week. 
To ensure consistency when comparing energy performance, the baseline 
buildings were also simulated for the same time periods providing each energy model 
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the same warm-up conditions.  Table 3.8 notes the simulated times in reference to each 
climate and TMY3 file.  It is important to note that data from TMY3 files are composed of 
average monthly data taken from 12 to 24 years of recorded data and represent typical 
rather than truly extreme weather conditions. 
Table 3.8:  TMY3 File Dates Used for Simulation Weeks 
EPW Design Weeks 
Start and End Dates 
Boulder, 
Colorado 
Houston, 
Texas 
Phoenix, 
Arizona 
Seattle, 
Washington
Winter extreme – 
   Week nearest minimum  
   temperature for period 
8-Dec 
14-Dec 
15-Jan 
21-Jan 
8-Dec 
14-Dec 
13-Jan 
19-Jan 
Summer extreme – 
   Week nearest maximum 
   temperature for period 
6-Jul 
12-Jul 
29-Jul 
4-Aug 
3-Aug 
9-Aug 
24-Aug 
30-Aug 
Autumn – 
   Week nearest average 
   temperature for period 
29-Sep 
5-Oct 
26-Nov 
2-Dec 
20-Oct 
26-Oct 
20-Oct 
26-Oct 
     
3.6 Model Validation 
The combined simulation models and modified algorithm were validated using 
two methods to confirm that results were, indeed, optimal solutions.  The first method 
involved varying the optimization settings used by the POS, and Hook and Jeeves 
algorithms.  The second method was to repeat the simulation for a random AEM 
scenario five times under different seasons, checking for any notable variation between 
the output data. 
3.6.1 Variation of Optimization Settings 
In order to ensure that the appropriate values were used during optimization 
runs, a series of simulations were conducted in which the values used for the 
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optimization algorithm were varied.  These value variations included changing the 
number of generations used by the PSO, changing the value for particle acceleration 
constant φ (values tested for φ include 0.1, 0.5, 1.3, and 2.25), and increasing the 
number of step reductions used by the Hook & Jeeves algorithm.  Only by increasing the 
number of step reductions used by the GPS algorithm showed consistent slight 
improvement to further minimizing energy performance. 
3.6.2 Optimization Accuracy 
To verify the accuracy of the optimization process, one zone was simulated five 
times in order to compare results and identify possible variance in the behavior of the 
dynamic variables and accuracy of the optimization process.  The test scenario was a 
south-facing zone using the Houston, Texas, weather file referencing the typical autumn 
week and extreme summer and winter weeks.  After five runs each for these three 
scenarios, optimization run results show close agreement with energy performance 
finding the greatest difference in total air loop electric consumption use at 1.72 kWh (3%) 
and a 1.1 kWh difference (7%) in lighting energy use resulting in only a 1% difference in 
HVAC and lighting energy use.  These cases, showing minimum and maximum values, 
occurred under winter extreme week conditions, while the two other seasons did not 
show significant differences between iterations.  Only slight variations in comfort and 
indoor temperatures are seen between these two examples (Table 3.9). 
Differences between the most and least energy efficient AEM scenarios show 
that the least efficient had 18 more unique changes occur to the envelope than the most 
efficient model (mean number of unique changes = 96/week).  Despite this difference in 
the number of configurations between the five scenarios, the energy use by these five 
scenarios remained within a 1% difference in total energy use noted in Table 3.10.  
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Some simulations reporting suboptimal energy use showed very active adaptive 
response variables while the least efficient scenario showed fewer adaptive responses.  
Without more data it is not possible to tell if the number of unique changes in the 
adaptive envelope has a direct relationship with the amount of energy saved. 
Table 3.9:  Comparison Of Results Between Minimum and Maximum 
Energy Use During 120 Hour Week 
Variables Evaluated  
Scenario  Difference 
Most 
efficient 
Least 
efficient   % 
Lighting Electric Consumption 
[kWh]/week 15.42 14.33 
 
1.10 kWh 7% 
Air Loop Electric Consumption 
[kWh] /week 54.87 56.59 
 
1.72 kWh 3% 
Lighting and Air Loop Electric 
Consumption [kWh] /week 70.30 70.92 
 
0.63 kWh 1% 
Mean Zone Air Temp. [°C] 21.93 21.86  0.07 °C 0.07% 
Mean PPD [%] 8% 7.88%  0.12 2% 
Mean DGI 18.50 19.00  0.56 3% 
 
Table 3.10:  Comparison In Optimization Results of Adaptive 
Envelope Responses 
Adaptive Response 
Scenario 
Average # of 
changes Most 
efficient 
Least 
efficient 
Form - Horizontal 14 23 21.1 
Form – Vertical 16 19 19.5 
Insulation 20 20 18.1 
Porosity 12 12 9.8 
Transmissivity 20 25 19.3 
Number of total Changes / 
120 hours 82 99 95.9 
Note : Average number of changes are derived from 5 models 
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4 RESULTS 
4.1 Overview 
The following chapter discusses the results from the simulated DOE-BM, OBM 
and AEM models, their respective performances in energy use and occupant comfort, 
and a review of the dynamic response of AEM models.  The DOE-BM models provide a 
base case against which both the OBM and Adaptive models’ performances are 
measured against. 
Results for the OBM models reaffirms preceding research showing that 
envelopes optimized for energy efficiency by climate and orientation will improve a skin-
load-dominated building’s energy use, while results for the theoretical AEM model show 
that additional energy savings can be realized without compromising indoor thermal 
comfort. 
4.1.1 Data Sets 
The hourly data presented here have been divided and evaluated by model type, 
climate, orientation, season, and hours of occupancy.  Data has been filtered by hours of 
occupancy into three data sets which are referenced depending on which set is most 
appropriate; a full week, consisting of seven simulated days (168 hours per week totaling 
8064 hours from 48 scenarios); week days only, with 120 hours representing hours from 
0:00 Monday to 24:00 Friday (total of 5760 hourly values from 48 scenarios); and 55 
hours that represent weekday hours of occupancy between 7:00 to 18:00 Monday 
through Friday (total of 2640 hours from 48 scenarios).  The data discussed in the 
following section predominantly references the 55 and 120 hour data sets for two 
reasons: first, to eliminate any possible residual volatility of the energy simulation that 
may still remain from the warm-up period at the beginning of each weekly simulation, 
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and secondly, to emphasize the adaptable envelope’s performance for managing both 
energy and occupant comfort.  Both the 55 and 120 hour data minimizes skewed results 
by excluding weekend hours when indoor conditions were subject to set-back 
temperatures and the HVAC system was typically off.  The 55 hour data is exclusive to 
occupied hours, while the 120 hour set provides information regarding the diurnal cycle 
of indoor temperatures, energy use, and warm-up and cool down phases during the 
work week. 
In the following discussion, values for p reference the number of independent 
variables used in a given analysis, while n represents the sample size (typically the 
number of hours included). 
4.1.2 Envelope Infiltration 
Initial review of the results noted that under extreme hot or cold temperatures, 
specifically during Phoenix extreme summer and Boulder extreme winter weeks, the 
AEM models failed to perform as efficiently as the OBM models.  The reason for this was 
identified as how EnergyPlus was calculating infiltration through closed windows with the 
Natural Ventilation and Duct Leakage controls.  The Air Mass Flow Coefficient When 
Opening is Closed variable, found under Detailed Opening, was the same for the three 
model types; however, this value would change as the window sizes varied between the 
individual DOE-BM, OBM models and the 95% glazing area of the AEM  models.  The 
result was a large uncontrolled energy transfer from infiltration caused by the increased 
linear length (m) around the windows in the AEM models multiplied by the same air 
mass flow coefficient (kg/s-m) used by the DOE-BM and OMB models.  Responses to 
this undesired energy transfer are noticed in more frequent use of the Insulation variable 
and as a consequence, an increase in artificial lighting use. 
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In order to correct this error, all simulation models were modified to calculate 
infiltration based on zone volume; therefore all three model types would have equal ach 
rates irrespective of window to wall ratios.  All DOE-BM and OBM models were 
corrected however, due to simulation time constraints, only AEM models were rerun for 
the two most extreme weeks, Phoenix summer and Boulder winter (totaling eight out of 
48 scenarios), where the AEM models performance was significantly different from 
expected performance. 
The remaining AEM model data illustrates that despite having greater ach levels 
than the comparable DOE-BM and OBM models ach levels, an adaptive envelope can 
provide energy savings and indoor comfort despite upwards of five times the infiltration 
rates of comparable static envelope buildings.  Therefore, it must be noted in the 
following discussions and results that the ach levels between the 48 AEM models are 
not all equal and that both the DOE-BM and OBM models and eight of the AEM model 
scenarios were run in EnergyPlus using a value of 0.003 m3/s·m2 for Flow per Exterior 
Surface Area while the other 40 AEM models had been run with a value equivalent to 
0.018 m3/s·m2 for Flow per Exterior Surface Area. 
4.2 Climate Negotiator 
Evidence from the data demonstrates that an adaptive building envelope capable 
of modifying its exterior shading form, insulation levels, porosity, and transmissivity on 
an hourly basis can produce significant energy savings for a small, light construction 
office space during typical occupied office hours.  Potential limitations of the adaptive 
envelope are noted during weather of high temperatures and elevated outdoor humidity 
levels when natural ventilation options are limited and reliance on mechanical cooling is 
necessary.  However, as such adaptive envelopes would operate throughout the year, 
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more substantial energy savings would be realized during times when the environment is 
less extreme, providing a net annual savings irrespective of the few weeks of climate 
extremes. 
Overall, the resulting adaptive envelope data demonstrates a generally 
successful energy reduction over comparable DOE-BM and OBM models while 
maintaining indoor comfort conditions.  Of the 48 single zone models simulated, 34 
showed as much as an 82% reduction in energy use when compared to the DOE-BM 
baseline model and 25 performed with upwards of 75% reduced energy use when 
compared to the OBM models.  Distribution of hourly values for energy (Figure 4.1) and 
comfort (Figure 4.2) illustrate both lower means and narrower range.  The mean hourly 
energy use of 0.51kWh for the adaptive envelope scenarios is 0.36 kWh less than the 
OBM scenarios (OBM = 0.87 kWh, DOE-BM = 1.37 kWh) and a mean hourly PPD value 
of 7.58% for the adaptive envelope (OBM = 8.85%, DOE-BM = 10.52%). 
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Figure 4.1:  Hourly energy use of 48 weekly simulations (55 hour data, n = 2640 for each 
model type). 
 
Figure 4.2:  PPD distribution between DOE-BM, OBM, and AEM model types during 
occupied hours (55 hour data, n = 2640 for each model type). 
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The magnitude of energy savings varies between climates, orientations, and 
most notably between seasons.  Under extreme weather conditions, the adaptive 
envelope shows less of an ability to improve energy efficiency against OBM models, with 
this reduced margin of savings more pronounced during Phoenix (Figure 4.3) and 
Houston (Figure 4.5) summer extreme weeks.  However, under moderate and cooler 
climate conditions upwards of 80% savings are realized for the AEM model over DOE-
BM and OBM models.  Figure 4.3 through Figure 4.6 illustrate the change in energy use 
during occupied hours of 48 scenarios with DOE-BM serving as the baseline the other 
two models are evaluated against. 
Between climates, Seattle (Figure 4.6) AEM scenarios showed the most 
consistent and largest energy savings among the four climates over OBM (mean of 56% 
reduction across all seasons and orientations) and DOE-BM (mean of 74% reduction 
across all seasons and orientations) with the Boulder (Figure 4.4) climate showing the 
second greatest improvement over OBM (mean of 41% reduction across all seasons 
and orientations) and both Phoenix and Houston showing approximately a mean 
improvement of 34%. 
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Figure 4.3:  Difference in energy use between models, Phoenix. 
 
Figure 4.4:  Difference in energy use between models, Boulder. 
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Figure 4.5:  Difference in energy use between models, Houston. 
 
Figure 4.6:  Difference in energy use between models, Seattle. 
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Based on the 48 scenarios and despite higher levels of infiltration than the static 
comparative models, an adaptive envelope would serve well in reducing energy use for 
indoor climate control without sacrificing occupant comfort.  The following data provides 
an understanding of the effectiveness of adaptive thermal envelopes in reducing energy 
use without sacrifices to occupant thermal comfort conditions, the limitations of the 
tested model, and differences between climate, orientation, and season.  Having 
established the foundation hypothesis regarding the adaptive building envelopes’ ability 
to serve as an effective climate negotiator as valid, this effectiveness in reducing energy 
use can be evaluated. 
4.3 Adaptive Envelope Energy Performance 
Data from the 48 simulations demonstrate that the concept of an adaptive 
building envelope is indeed effective in both reducing energy, and in managing indoor 
comfort; however, this effectiveness varies in relation to climate, orientation, and 
seasonal environmental changes. 
On average, the AEM scenarios managed a mean hourly reduction in energy use 
of approximately 58.8% over DOE-BM (AEM = 0.53 kWh, DOE-BM = 1.37 kWh) and a 
reduction of 39.2% reduction over OBM scenarios.  Figure 4.1 illustrated the distribution 
of hourly energy use during occupied hours between the three model types, illustrating 
that between all 48 model scenarios, over three-quarters of the occupied hours in the 
AEM scenarios used less than 1 kW per hour and only 28 hours exceeded 2 kWh of 
energy use (n = 2640 hours).  Mean energy savings of an amalgamation of autumn, 
summer, and winter weeks by the AEM scenarios, with one exception, remains above 
50% (Table 4.1).  Individually however, energy reduction of AEM compared to DOE-BM 
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scenarios can be significantly greater than the 62.2% mean, in one case a reduction of 
nearly 90% is achieved by the AEM model (Table 4.2). 
Table 4.1:  Energy Savings of AEM models Over DOE-BM 
 Climate 
Mean 
Mean energy savings of combined 
autumn, summer, and winter weeks by 
orientation 
 South North East West 
Phoenix 61.0% 56.6% 55.1% 72.4% 59.9% 
Boulder 56.3% 52.2% 54.8% 59.3% 58.8% 
Houston 52.2% 37.6% 52.8% 59.0% 59.4% 
Seattle 79.2% 75.0% 76.7% 86.1% 78.9% 
 
Table 4.2:  Energy Reduction By AEM compared to DOE-BM and OBM Models 
 
 Adaptive compared to DOE-BM 
model energy use  
Adaptive compared to OBM 
model energy use  
  Phoenix Boulder Houston Seattle Phoenix Boulder Houston Seattle 
A
ut
um
n 
South 67.5% 53.5% 62.0% 77.0% 26.2% 41.8% 40.1% 58.8% 
North 79.2% 57.9% 70.7% 85.2% 65.4% 44.7% 57.7% 75.7% 
East 60.6% 54.8% 77.4% 81.7% 34.9% 51.2% 70.1% 75.6% 
West 58.2% 47.7% 65.3% 78.6% 33.0% 45.3% 61.2% 73.8% 
Season 
Mean 66.4% 53.5% 68.9% 80.6% 39.9% 45.7% 57.3% 71.0% 
Su
m
m
er
 
South 40.1% 23.7% 18.7% 62.1% -0.4% 0.6% 0.2% 21.3% 
North 60.2% 36.0% 24.8% 84.2% 40.4% 17.7% 2.1% 66.2% 
East 41.6% 42.4% 35.8% 66.2% 14.9% 27.7% 10.8% 52.4% 
West 34.5% 38.0% 35.4% 66.3% 4.8% 28.1% 16.3% 53.8% 
Season 
Mean 44.1% 35.0% 28.7% 69.7% 14.9% 18.5% 7.4% 48.4% 
W
in
te
r 
South 62.1% 79.4% 32.1% 86.0% 40.6% 57.4% 10.1% 73.1% 
North 78.0% 83.9% 81.6% 88.9% 52.1% 72.5% 61.7% 77.4% 
East 77.5% 79.1% 65.0% 88.7% 60.9% 64.4% 42.5% 81.4% 
West 72.6% 78.7% 57.8% 85.1% 59.5% 46.1% 28.9% 73.7% 
Season 
Mean 72.5% 80.3% 59.1% 87.2% 53.3% 60.1% 35.8% 76.4% 
Climate Mean 61.0% 61.0% 56.3% 52.2% 79.2% 36.0% 41.5% 33.5% 
Overall Mean 62.16% 44.06% 
Note:  Highlighted values denote weeks with infiltration rates equal to DOE-BM and 
OBM models.  Data from occupied hours (55 hours) 
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Against OBM, AEM scenario energy savings are less in magnitude than that 
seen compared against DOE-BM.  However in all scenarios the adaptive envelope was 
able to realize as much energy savings as the OBM scenarios with 31 of the scenarios 
achieving reductions of 40% or more. 
Only the Phoenix climate, south-facing extreme summer week scenario is noted 
as using more energy than the contrasting OBM scenario (0.29 kWh).  Even though this 
0.4% energy difference between model types falls within the 1% range observed from 
validating the optimization model (see Table 3.9, section 3.6) and may be the result of a 
suboptimal solution, it is important to note that this small difference likely denotes an 
upper limit of the AEM as it is modeled in this study. 
Review of hourly energy use distributions (Figure 4.7 through Figure 4.10) 
illustrate that mean values of hourly energy use by the adaptive envelope is consistently 
below DOE-BM and, with the one exception noted above, below all comparative OBM 
models.  Of the three model types, only the AEM reported occupied hours with 0 kWh 
energy use during occupied hours; 33 scenarios report at least one hour with no energy 
use; and 10 scenarios report first quartile values with 0 kWh (25% of occupied hours) 
where 14 out of the 55 occupied hours no energy is consumed by heating, cooling or 
lighting systems.  Outliers can be primarily attributed to energy use seen in the first few 
hours when the indoor climate is brought back from the setback temperature. 
These values demonstrate that an adaptive building envelope can effectively 
reduce energy use over static building envelopes and perform at least as efficiently, if 
not significantly better than those designed for optimal annual performance under the 
tested conditions. 
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Figure 4.7:  Distribution of calculated energy use during occupied hours, Phoenix. 
 
Figure 4.8:  Distribution of calculated energy use during occupied hours, Boulder. 
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Figure 4.9:  Distribution of calculated energy use during occupied hours, Houston. 
 
Figure 4.10:  Distribution of calculated energy use during occupied hours, Seattle. 
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The magnitude of energy reduction achieved by AEM models varies between 
seasons and orientations with the magnitude appearing to diminish as weekly mean 
outdoor temperatures increase.  The greatest reduction in energy use is seen to occur 
during colder temperatures (Figure 4.11).  Among the four orientations, south typically 
demonstrates the smallest improvement, east and west orientations manage the largest 
improvements from cool to warm temperatures, and north manages the greatest 
improvement under extremely warm temperatures.  Substantial AEM energy reduction 
under cold outdoor temperatures can be attributed to dynamic Insulation.  Section 4.7.3 
discusses the importance of the Insulation variable and its role in energy and occupant 
comfort more in-depth. 
 
Figure 4.11:  Energy use during occupied hours by orientation and model type.  R2 
values are calculated from the mean of the means. 
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These findings are reflected in previous work.  As mentioned earlier, 
Tzempelikos and Athienitis (2007) found a 12% energy savings in northern latitudes with 
simulated dynamic external shading systems while a similar experiment in the hotter 
climate of United Arab Emirates found only a 4% to 10% improvement in energy 
savings, depending on orientation, with a dynamic façade shading system over an 
optimized static shading system (Hammad & Abu-Hijleh, 2010).  Although these studies 
dealt only with lighting, the effect of dynamic Insulation could account for the significant 
difference in energy savings between these studies and the data presented here. 
4.4 Indoor Comfort 
4.4.1 Predicted Percentage Dissatisfied 
Simulation results show not only was the adaptive envelope able to maintain 
thermal comfort levels while using less energy but calculated PPD values also illustrate 
the adaptive envelops ability for improving indoor thermal comfort by narrowing the 
range of reported PPD values during occupied hours (see Figure 4.2).  A lower mean 
PPD value and a narrower interquartile distribution is achieved by the AEM scenarios 
(mean = 7.6, median = 6.66, IRQ = 3.28) compared to the OBM (mean = 8.84, median = 
7.83, IRQ = 5.4) and DOE-BM models (mean = 10.5, median = 8.75, IRQ = 7.1).  Similar 
to energy use, individual scenarios PPD values change between climates, seasons, and 
orientations.  AEM scenarios have a total of 447 occupied hours over 10% PPD while 
OBM have a total of 867 hours are over 10% PPD, and DOE-BM 1118 hours. 
With exception of the Boulder winter extreme week (Figure 4.13), by season the 
smallest PPD interquartile ranges are seen during the summer extreme weeks when 
energy use by mechanical systems is typically greatest for climate control.  As the 
climate demands less energy from the zone to maintain comfort, larger interquartile 
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ranges are observed.  Outlier PPD values in all three model types are often observed 
during the first few hours of morning occupancy when zone temperatures have not yet 
recovered from their setback temperatures. 
Beyond the Boulder winter scenario outliers, two notable exceptions to the AEM 
models PPD values are noted for Houston (Figure 4.14) and Seattle (Figure 4.15) south-
facing zones during winter extreme week.  The outlying PPD values are over 25% with 
the indoor mean air temperatures at 25.1°C and 25.9°C while the mean radiant 
temperatures reach 32.8°C and 33.7°C respectively.  These peak temperatures occur at 
12:00 and 14:00, under clear sky conditions, low solar altitude, and outdoor relative 
humidity of approximately 50%. 
 
Figure 4.12:  Distribution of hourly PPD values during occupied hours, Phoenix. 
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Figure 4.13:  Distribution of hourly PPD values during occupied hours, Boulder. 
 
Figure 4.14:  Distribution of hourly PPD values during occupied hours, Houston. 
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Figure 4.15:  Distribution of hourly PPD values during occupied hours, Seattle. 
4.4.2 Zone Air Temperature 
Mean indoor zone temperatures during occupied hours between models are 
within 0.3°C of each other while the interquartile range varies considerably.  DOE-BM 
models have the largest interquartile range between the three model types (mean = 
23.47, median = 24.52, IRQ = 3.46), while the OBM models have both the narrowest 
interquartile range (mean = 23.61, median = 24.32, IRQ = 1.4) and the only model type 
with outliers corresponding with Phoenix and Houston east-facing summer mornings and 
Seattle north-facing zone during the winter mornings.  The Adaptive model’s zone mean 
temperature is = 23.24 (median = 24.22, IRQ = 2.78).  Indoor temperature cooling and 
heating set-point are 24°C and 21°C respectively. 
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Figure 4.16:  Distribution of hourly indoor temperatures during occupied hours. 
4.4.3 Discomfort Glare 
The AEM models control of discomfort glare, measured by DGI and with 
occupants facing perpendicular (90°) to the window, reveals a weakness of how this 
model is structured, with an inadequate weighting in the cost function, the optimization 
algorithm appears to all but ignore occupant visual comfort. 
Almost half of the hourly DGI values (1187 of 2640 hourly values) are ≤22, a 
value based on recommended maximum allowable discomfort glare (Lawrence Berkeley 
National Laboratory Simulation Research Group, 2010) (see EnergyPlus Documentation 
for a discussion on these values).  A total of 667 of these hours report a 0 DGI value.  
Many of these 0 values result from dynamic Insulation envelope coverage of ≥60% 
combined with either very low transmissivity values (<0.5) or deep external shade depths 
(≥1.5m).  At times, the windows during occupied hours are completely insulated 
obscuring all daylight and view, a scenario that does not occur with the OBM and DOE-
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BM models (refer to section 4.5).  Examining the data points in excess of 22 DGI reveals 
that 57% of the AEM models occupied hours exceeded this value (1456 hours of 2640, 
mean = 18.26, median = 22.9, IRQ = 26.2) which could be interpreted as hours of 
potential visual discomfort and excessive levels of natural light for office work.  While the 
DOE-BM models had 31% of the occupied hours in excess of 22 (a total of 809 hours, 
mean = 18.6, median = 19.8, IRQ = 7.05) and OBM models reported 70% of occupied 
hours with DGI values in excess of 22 (1848 hours, mean = 21.77, median = 24.3, IRQ = 
5.18) (Figure 4.17). 
 
Figure 4.17:  DGI hourly value distributions between the three model types (ntotal = 2640 
hours / model type). 
4.4.4 Comfort Summary 
Although not perfect, AEM data demonstrates that with an adaptive envelope, 
hours of thermal discomfort can be significantly reduced as well as minimizing the 
thermal swing occupants would experience indoors.  Despite these improved thermal 
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conditions, discomfort behind an adaptive envelope still occurs and may occur at times 
different than those experienced in a static envelope building.  Overall, the distribution of 
hourly PPD values during occupied hours from the 48 scenarios demonstrates the 
adaptive envelope’s ability for improving occupant thermal comfort while reducing HVAC 
and lighting energy use. 
4.5 Limitations of Adaptive Envelope 
Hypothesis H4 assumes that an adaptable envelope will constantly provide indoor 
conditions and energy use equal to or better than a static envelope.  Although the 
adaptive envelope achieves <10% PPD value 2171 hours out of 2640 simulated hours 
(OBM = 1773 hours, DOE-BM = 1522 hours), while on average managing an hourly 0.34 
kW reduction in energy use over OBM, there are several scenarios where this 
hypothesis does not hold true. 
Review of the energy used by the 48 scenarios, five AEM scenarios during the 
summer extreme week of their respective climates result in energy use within 5% of the 
corresponding OBM model (refer to Table 4.2) and three of these were within a 1% 
difference of the OBM models energy use.  Of these scenarios, only one instance 
resulted in an adaptive envelope scenario consuming more energy than the 
corresponding OBM model by 0.4% (0.29 kWh).  This exception is from Phoenix, south-
facing summer extreme week scenario, where the additional energy use is due to an 
extra cooling load in the first hours of Monday and Tuesday morning (hours 52 to 53 and 
hours 76 to 77 in Figure 4.18 and Figure 4.19). 
The 1% and 5% energy differences between optimized static and adaptive 
envelope scenarios occur during the summer extreme weeks for Phoenix, Boulder, and 
Houston, three of which occur with south-facing zones in each climate, with one north 
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zone in Houston, and the last as a west-facing zone in Phoenix.  These AEM scenarios 
show a minimum of two and a maximum of six hours during the week where cooling load 
is substantial as the indoor temperature is brought back from the set-back temperature.  
This difference between AEM and OBM energy use is due to the increased cooling load 
of the AEM, where indoor temperatures had increased during the unoccupied hours 
similar to but not as severe as OBM indoor temperatures.  As seen with the south-facing 
Phoenix zone, these cooling loads occur in the morning hours as the zone is first 
occupied.  The west oriented zone suffers from the same cooling load; however, energy 
savings are realized by the adaptive envelope’s ability to manage natural light thus 
reducing electrical lighting use more than the OBM scenario is capable of (Figure 4.20 
and Figure 4.21). 
This marginal difference between AEM and OBM scenarios is attributable in part 
to the discrete window-to-insulation ratios used by the optimization and modeling 
methodologies that prevent the adaptable envelope from finding a truly optimal window 
aperture size for maximizing natural lighting and limiting solar gain.  Furthermore, only 
the Phoenix climate’s summer extreme week was simulated with modified infiltration 
levels (refer to section 4.1.2), partially explaining the lower performance of the Boulder 
and Houston scenarios by higher levels of infiltration than comparative OBM 
performance. 
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Figure 4.18:  Energy use and comfort for Phoenix summer extreme week, south orientation. 
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Figure 4.19:  Adaptive responses in relation to environment and energy for Phoenix summer extreme week, south orientation. 
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Figure 4.20:  Energy use and comfort for Phoenix summer extreme week, west orientation. 
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Figure 4.21:  Adaptive responses in relation to environment and energy for Phoenix summer extreme week, west orientation. 
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4.5.1 Insulation and Obscured View 
At some point in every adaptive envelope scenario, dynamic Insulation was used 
to control thermal transfer thought the envelope, and in 28 scenarios the dynamic 
Insulation was fully deployed for a total of 544 hours out of 2640 simulated occupied 
hours (21%).  If these were real office spaces, the view would have been obscured for 
workers up to 84% of the week’s occupied hours in the most extreme case (Table 4.3). 
The time of day when the insulation was fully deployed during occupied hours 
most often occurred in the mornings from 7.00 to 9.00, and again from 15.00 to 18.00 in 
the late afternoon.  The deployment of insulation corresponds with low outdoor 
temperatures and lack of direct solar with almost 60% of these hours split between 
north- (166 hours) and east- (164 hours) facing zones, with south- and west-facing 
zones each accounting for another 21% of these hours.  Figure 4.23 illustrates the 
number of hours, the window to wall ratio, and under what outdoor temperatures 
Insulation is deployed. 
Table 4.3:  Full Deployment of Insulation per 
Scenario during Occupied hours 
  Climate 
  Phoenix Boulder Houston Seattle 
A
ut
um
n South 
North 
East 
West 
Su
m
m
er
 South 
North 
East 
West 
W
in
te
r South 
North 
East 
West 
0% 9% 0% 15%
0% 5% 7% 24%
2% 7% 11% 35%
0% 4% 2% 22%
0% 0% 0% 0%
0% 0% 0% 0%
69% 0% 0% 0%
0% 0% 0% 0%
51% 27% 31% 53%
31% 80% 67% 84%
35% 80% 64% 0%
31% 60% 47% 78%
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Figure 4.22:  Dynamic Insulation fully deployed by time of day. 
 
Figure 4.23:  Temperature and percentage of window covered by Insulation during 
occupied hours. 
0
10
20
30
40
50
A
Z 
A
ut
um
n 
N
or
th
A
Z 
S
um
m
er
 N
or
th
A
Z 
W
in
te
r S
ou
th
A
Z 
W
in
te
r N
or
th
A
Z 
W
in
te
r E
as
t
A
Z 
W
in
te
r W
es
t
C
O
 A
ut
um
n 
S
ou
th
C
O
 A
ut
um
n 
N
or
th
C
O
 A
ut
um
n 
E
as
t
C
O
 A
ut
um
n 
S
ou
th
C
O
 W
in
te
r S
ou
th
C
O
 W
in
te
r N
or
th
C
O
 W
in
te
r E
as
t
C
O
 W
in
te
r W
es
t
TX
 A
ut
um
n 
N
or
th
TX
 A
ut
um
n 
E
as
t
TX
 A
ut
um
n 
S
ou
th
TX
 W
in
te
r S
ou
th
TX
 W
in
te
r N
or
th
TX
 W
in
te
r E
as
t
TX
 W
in
te
r W
es
t
W
A
 A
ut
um
n 
So
ut
h
W
A
 A
ut
um
n 
N
or
th
W
A
 A
ut
um
n 
Ea
st
W
A
 A
ut
um
n 
So
ut
h
W
A
 W
in
te
r S
ou
th
W
A
 W
in
te
r E
as
t
W
A
 W
in
te
r W
es
t
O
cc
u
p
ie
d
 H
o
u
rs
 
7:00 to 9:00 10:00 to 12:00 12:00 to 15:00 15:00 to 18:00
0
50
100
150
200
<-20 -16 -12 -8 -4 0 4 8 12 16 20 24 28 32 36 40 >44
O
cc
u
p
ie
d
 H
o
u
rs
 
Outdoor Air  Temperature [°C]
100% 80% 60% 40% 20% 0%
 109 
Intuitively, dynamic Insulation would be used only for controlling thermal energy 
transfer through the envelope; it also appears that the adaptive envelope may use 
Insulation as a means for controlling direct solar (discussed further in section 4.7.5).  If 
this is indeed the case, then translucent insulation could be used to moderate this 
relationship.  Although the full deployment of dynamic Insulation is a viable solution for 
reducing energy, in some situations this adaptive solution may be unacceptable to the 
occupants.  In future work, to ensure a minimal window aperture remains unobstructed 
during hours of occupancy, a schedule or additional cost function applied to the 
optimization algorithm could be used. 
4.5.2 Limitations Summary 
Despite the notable improvement in energy use and occupant thermal comfort, 
there are clear limitations and shortcomings in the performance of the adaptive envelope 
as this research has modeled the theoretical system.  Some of these limitations could be 
minimized through changes in methodology and control strategies such as resolving 
Insulation obscuring occupants’ view of the outdoors.  This would be desirable for visual 
comfort and connectivity with the outdoors (Boyce, Hunter, & Howlett, 2003; CIE, 2004).  
Still, there remain problems that will limit the effectiveness of any adaptive envelope 
irrespective of control algorithms or technology.  These limitations are encountered when 
environmental stimuli result in excessive stress, limiting adaptive opportunities as 
changes in temperature and humidity exceed levels that can be mitigated by basic 
changes to Form, Insulation, Porosity, or Transmissivity.  Under such extreme 
conditions, the resulting performance would be similar to that of a static envelope 
requiring energy to maintain occupant comfort levels as demonstrated by the Phoenix 
summer south-facing extreme week. 
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4.6 Optimum Conditions for Adaptive Envelope Performance 
From the simulated data the best climate conditions for an adaptable envelope to 
minimize dependency on energy while maintaining or even improving thermal comfort 
are under moderate to cold outdoor temperatures.  The adaptive envelope provides the 
greatest energy savings and thermal comfort improvement when outdoor temperatures 
are low. This is the situation in which the most adaptive opportunities are available.  With 
increasing temperatures, adaptive opportunities become increasingly limited – for 
instance, Porosity becomes less practical.  As the mean outdoor temperature decreases, 
the AEM scenarios mean energy use for maintaining indoor thermal comfort increases at 
a lower rate than OBM and DOE-BM models (refer to Figure 4.11).  Under warm mean 
outdoor temperatures AEM scenarios mean energy use generally increases at a similar 
ratio as OBM (Figure 4.24). 
 
Figure 4.24:  Difference in energy use between OBM and AEM models in relation to 
outdoor air temperature and orientation (only reporting kWh from occupied hours). 
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By climate, Seattle provides the best conditions for reducing energy use over the 
OBM scenarios (Table 4.4).  On average, Seattle climate AEM scenarios use 0.22 kW 
while OBM consume 0.66 kW (average reduction of 65%).  Boulder climate scenarios 
show the next largest improvement of 41% over OBM, with the AEM extreme winter 
week averaging 60% less energy use (0.59 kW) than OBM scenarios (1.13 kW).  
Seattle’s south facing winter extreme week illustrates the impact on individual energy 
systems the adaptive envelope has in contrast to OBM and DOE-BM models (Figure 
4.25).  By adjusting the response variables to capitalize on environmental conditions that 
contribute to indoor conditions Figure 4.26 illustrates how this energy reduction is 
achieved. 
Table 4.4:  Mean values of reduced energy use between OBM and Adaptive 
models 
Climate Climate Mean 
Orientation Season 
South West North East Autumn Summer Winter 
Phoenix 
 
Boulder 
Houston 
Seattle 
    
    
Among the three seasons simulated, autumn presents the greatest number of 
scenarios where substantial improvements to both energy use and reduction in hours 
with PPD values >10% over OBM scenarios are observed.  South orientations average a 
reduction of 10.8 kWh and 10 fewer hours per week of PPD values >10%, while north 
and west orientations see an average reduction of 19.4 kWh and 17.7 kWh respectively 
with 7 fewer hours of PPD values >10%.  East orientations average the greatest 
reduction in energy use (20.3 kWh) and 11 fewer hours with PPD values >10% than 
comparative OBM scenarios. 
36%
41%
33%
65%
22% 32% 53% 37%
33% 40% 45% 48%
17% 35% 40% 41%
51% 67% 73% 70%
40% 15% 53%
46% 19% 60%
57% 7% 36%
71% 48% 76%
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Figure 4.25:  Energy use and comfort for Seattle winter extreme week, south orientation. 
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Figure 4.26:  Adaptive responses in relation to environment and energy for Seattle winter extreme week, south orientation. 
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Figure 4.27:  Change in kWh and hours PPD >10% between OBM and AEM scenarios 
(Refer to Table 9.3 for detailed values).  
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The most substantial reduction of PPD values exceeding 10% is found with the 
Seattle climate.  OBM scenarios where +30 hours of PPD values in excess of >10% are 
observed, the comparative AEM scenarios are able to reduce these hours to seven or 
fewer.  Phoenix extreme summer week has the smallest change in energy use between 
OBM and AEM model types, hours with PPD values in excess of 10% are eliminated. 
Despite these notable improvements to energy and comfort, hypothesis H5 
(where it is assumed that an adaptable envelope will provide substantial energy 
reduction under environmental stress) is false.  The substantial energy savings that 
occur are observed under moderate to cool climate temperatures and not during high 
temperatures accompanied by intense solar radiation.  Conditions that present the most 
consistent energy reduction and improved comfort are moderate to cool climates with 
direct solar during cool winter months.  These appear to be climate conditions where 
most of the adaptive opportunities exist, allowing for natural ventilation, solar gain, and 
daylighting. 
4.7 Adaptive Responses and Variable Importance 
Part of this research is intended to provide designers with useful information on 
the practicality, effectiveness, and behavior of an adaptive envelope as well as the 
relative importance of the adaptive envelope’s individual variables (Form, Insulation, 
Porosity, and Transmissivity).  In order to analyze the relative importance of each 
adaptive response variable and the influence of environmental variables on the behavior 
of the adaptive envelope, an implementation of Breiman's random forest algorithm was 
used to identify each independent variable’s (p) importance on the tested dependent 
variable.  The random forest regression method enables the identification of important 
variables highly related to the dependent variable for interpretation purposes. 
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4.7.1 Random Forest Regression 
To identify each dynamic Variable’s Importance (VI) relative to energy use and 
indoor PPD values, the random forest ensemble classifier method was used.  The 
original random forest algorithm is a number, or ‘forest’, of binary CART decision trees to 
report the mode for the permuted data output by the trees then vote for the most popular 
class.  These votes are then used to identify which variables are most significant within 
the data, given the dependent and independent variables used. 
Each tree response is an estimate of the dependent variable based on the 
independent variables derived from random selection (with replacement) of these 
variables.  The resulting ’votes’ are then used to identify which independent variables 
are most significant within the data used.  A modified implementation of Breiman and 
Cutler’s random forest algorithm was used in this analysis for the statistical program R 
v2.15.1 (R Development Core Team, 2012).  Where Breiman's method tends to produce 
biased results when working with multiple variable types, favoring continuous over 
categorical variables, a modified random forest algorithm, cforest (Hothorn, Bühlmann, 
Dudoit, Molinaro, & Laan, 2012), was used that relies on unbiased conditional inference 
trees which allows for unbiased results compared to the CART trees used by Breiman 
and Cutler (Hothorn, Bühlmann, Dudoit, Molinaro, & Van Der Laan, 2006; Strobl, 
Boulesteix, Kneib, Augustin, & Zeileis, 2008; Strobl, Boulesteix, Zeileis, & Hothorn, 
2007). 
To estimate the importance of a given variable, random forest variable 
importance is measured by computing the relevance of each variable over the ensemble 
of trees (Strobl, Malley, & Tutz, 2009).  To screen variables of greatest importance, 
Strobl et al. (2009) suggests that values greater than the absolute value of any negative 
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reporting scores can be deemed relevant while those falling within this amplitude can be 
excluded due to random variation around zero (refer to Table 9.4 to Table 9.8 for an 
example of random forest results).  The VI rankings explain the importance of an 
independent variable on the dependent variable tested, suggesting in this research that 
a change to a top VI ranked variable will elicit a notable change to the dependent 
variable.  This VI ranking does not describe a positive or negative relationship, only that 
one (or multiple) independent variable(s) is more important to the operation of a given 
dependent variable than the other independent variables tested. 
The following results were created using cforest in the ‘party’ package v1.0.2 
(Hothorn, et al., 2012), an implementation of Breiman's random forest algorithm for the 
statistical program R v2.15.1 (R Development Core Team, 2012).  Where the algorithm 
input values are based on recommended settings described by (Liaw & Wiener, 2002) 
mtry = 5, trees = 500, while results were verified with multiple values for the random 
seed, the values reported are from using a random seed = 8296.  It must be noted that 
not all models provide sufficient population sizes for producing reliable MSE or R² values 
-- much less VI rankings.  Larger populations, where multiple climates, orientations, or 
seasons are combined (n ≥ 165), better values for MSE or R² are more often observed 
where as individual zones (n = 55) show significant variance in MSE, R², and VI 
rankings, sometimes producing only random variation around zero.  In addition, Variable 
Importance does change depending on the population the RF has to draw from.  With 
smaller data sets (i.e. individual Occupied Hour data), one dynamic variable may play a 
significant role under that particular simulation; however, within a larger dataset, that 
unique relationship may be of less importance than other relationships that are more 
consistent between simulation scenarios. 
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4.7.2 Variable Importance Reporting 
In order to identify larger patterns and relationships between the Adaptive, 
Environmental, and Energy Use variables, VI ranks that fell within 20% of the top ranking 
VI (VImax) are also reported, subject to the variable falling outside of the range considered 
as random fluctuation around zero bounded by VImin  and |VImin|.  VI variables used in the 
following sections meet the following criteria: 
Equation 4.1:  
ܸܫ௡ ൒ ܼ െ ሺܼ ൉ 0.2ሻ 
Subject to: 
|ܺ| ൏ ܸܫ௡ 	൑ ܼ 
Where:   
VIn = A Variable of Importance ≥ the value of Z	‐	ሺZ	൉	0.2ሻ 
X = The value of the smallest Variable of Importance in a set 
Z = Maximum Variable of Importance value in a set subject to the value is >|X| 
It is important to note that the VI values that are reported only suggest a strong 
relationship between the independent and dependent variable.  Low reporting VIs or the 
lack of VI values does not mean that a given independent variable has no measurable 
influence, only that there are other independent valuables that are being reported as 
having stronger relationships with the dependent variable.  The VI values are reported 
as a percentage of the total VIs identified by equation 4.1. 
4.7.3 Adaptive Response Variable Importance and Energy 
Variable Importance of the independent adaptive response variables (p = 5) are 
evaluated against four dependent energy values: cooling, heating, lighting, and total 
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zone energy use which is an aggregation of lighting, heating and cooling, and fan 
energy.  From the initial VI values reported, Insulation is the most frequently reported VI 
(58%) followed by Formv (21%), Formh (10%), with both Transmissivity and Porosity 
reported 6% of the time as important to energy use among the 48 scenarios (Figure 
4.28). 
 
Figure 4.28:  Percent of reporting Variables of Importance between adaptive response 
variables and energy uses irrespective of climate, orientations, or season. 
Over half of the total VIs reporting for the Insulation adaptive response variable 
suggests that dynamic Insulation plays the most significant role in affecting energy uses 
among the 48 AEM scenarios.  Reasons for this significance are understandable for two 
reasons.  First, the Insulation variable is simulated as opaque surfaces impacting natural 
lighting and solar gain when deployed thus affecting mechanical lighting, heating and 
cooling, and indirectly fan use; and secondly, in combination with glazing, a combined U-
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value between 0.138 and 0.29 is obtained (depending on climate) affecting thermal 
energy transfer through the envelope again affecting heating, cooling and fan use.  In 
contrast, Form, Porosity, and Transmissivity primarily affect individual environmental 
variables (refer to Table 3.2) limiting their influence to specific energy end uses. 
The notably strong association between lighting and Insulation is partly explained 
by the 544 hours when Insulation fully covers the windows, (refer to Figure 4.22) 
requiring the operation of mechanical lighting.  This relationship would be expected to be 
weaker if more data representing typical weather conditions were available.  However, 
as the available data is weighted for extreme conditions (summer and winter weeks) with 
only 16 of the 48 scenarios representing a “typical” autumn week, it is not surprising to 
see Insulation rise to a more prominent role than what would be expected in the course 
of a typical year’s worth of data.  The VI ranking of Insulation as the most reported 
adaptive response variable in relation to energy use varies only slightly between 
orientations (Figure 4.29), seasons (Figure 4.30), and with one exception when sorted 
by climate (Figure 4.31). 
Formv is the second most reported VI (south = 10%, east = 9%, north = 15%, 
west 7%) with Boulder climate reporting Formv most often with 17% of the total reported 
VIs for the climate.  The Boulder climate reports Formv most often during the winter for 
south, east, and west orientations. 
Transmissivity has 6% of the total VIs reported affecting energy use.  Phoenix 
and Houston climates most often report Transmissivity for east and north oriented zones 
during the autumn and summer weeks. 
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Figure 4.29:  Percent of reporting Variables of Importance between adaptive response 
variables and energy uses sorted by orientation. 
 
Figure 4.30:  Percent of reporting Variables of Importance between adaptive response 
variables and energy uses sorted by season. 
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Figure 4.31:  Percent of reporting Variables of Importance between adaptive response 
variables and energy uses sorted by climate. 
The three AEM scenarios reporting Porosity as a VI for affecting energy use are 
Phoenix, Boulder and Houston; all during autumn weeks and all north oriented zones.  
The outdoor conditions of these scenarios have ideal outdoor temperatures and humidity 
levels that are most favorable for natural ventilation.  Porosity is reported as a VI for the 
dependent Total Energy variable once by each of the three scenarios and once each for 
heating (Phoenix) and cooling (Boulder) (see Figure 4.28).  Had the modeling 
methodology of EnergyPlus permitted the use of a variable volume fan rather than 
requiring a constant volume fan when using Airflow Network objects, Porosity may have 
been a more prominent VI instead of occurring only in scenarios when temperatures 
were favorable to turn the fan off.  The fan energy is included only in the total energy 
variable, and excluded from the cooling and heating output variables used in this 
analysis -- which helps explain the more frequent VI relationship between total energy 
and not a specific end use. 
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4.7.4 Adaptive Response Variable Importance on Comfort 
With PPD set as the dependent against independent adaptive response 
variables, unsorted, the resulting patterns are similar to those observed between energy 
use and adaptive response variables.  Insulation is reported 42% of the time as a VI to 
affecting PPD values.  Transmissivity is reported as a VI 23% of the time with Formh 
19%, Formv 13%, and Porosity with only 3% (Figure 4.32). 
 
Figure 4.32:  Percent of reporting Variables of Importance between adaptive response 
variables and PPD. 
East and west orientations appear to have the same VI order as described in the 
preceding sections, relying on the same adaptive response variables to affect change in 
PPD values (Figure 4.33) as with energy use.  North orientations are the only zones that 
report Porosity (3%) as a VI to affect PPD and reports Transmissivity (3%) less than 
zones facing in the other orientations (6-7%).  South oriented zones reported the most 
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VIs affecting PPD with a preference for Insulation (13%) followed by Formh (6%) and 
Transmissivity (6%). 
 
Figure 4.33:  Percent of reporting Variables of Importance between adaptive response 
variables and PPD sorted by orientation. 
Figure 4.34 illustrates strong relationships between the adaptive response 
variables importance to PPD and how these values change by season.  Almost half of 
the VIs reported for PPD occur during the autumn season (45%) and this is the only 
season where all adaptive response variables are represented as VIs in affecting PPD 
values.  Summer reports adaptive response variables that affect solar radiation (Formh 
10%, Formv 3%, Insulation 3%, and Transmissivity 16%) omitting porosity, while winter 
only reports Insulation (19%) and Transmissivity (3%) as significant variables in the 
control of thermal comfort. 
0%
4%
8%
12%
16%
Form, 
Hor izontal
Form, Vert ical
Insulat ionPorosity
Transmissiv i ty
South (0°) West (90°) North (180°) East  (270°)
 125 
 
Figure 4.34:  Percent of reporting Variables of Importance between adaptive response 
variables and PPD sorted by season. 
Although there are noticeable differences between adaptive responses by 
orientations, the differences seen between seasons show the clearest difference in 
which adaptive responses are important to maintaining comfort.  These shifting 
relationships illustrate how as the environment changes, so does the way in which the 
adaptive envelope responds.  If comfort is to be maintained under a wide range of 
environmental conditions, then it is necessary to provide the greatest number of adaptive 
opportunities to the envelope as the utility of each response variable changes depending 
on the surrounding environmental conditions. 
4.7.5 Adaptive Response Variable to Environmental Stimuli 
Exploration of the results using cforest, reveal few explicit patterns between the 
envelope’s use of adaptive responses (horizontal and vertical Form, Insulation, Porosity, 
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and Transmissivity) and changes in environmental stimuli (p = 9), indoor and outdoor 
temperatures, relative humidity, direct solar, indirect solar, azimuth, altitude, wind speed 
and wind direction.  Figure 4.35 illustrates that there are three tiers of environmental 
stimuli that affect change in the adaptive envelope.  The first, including 39% of the total 
VIs reported are for direct solar and outdoor temperature.  Next is a close range of five 
stimuli accounting for 55% of the total VIs reported including solar geometry variables 
altitude and azimuth, indirect solar, humidity indoor, and temperature.  Wind direction 
and wind speed are only account for 6% of the VIs. 
 
Figure 4.35:  Distribution of environmental stimuli variables of importance reported for all 
adaptive responses. 
Sorting these reported VI values by individual adaptive responses, unique 
relationships between environmental stimuli and adaptive responses can be observed 
(Figure 4.36).  With such small VI counts (VIs reported = 232), VI relationships with <2% 
of the total reporting VIs are omitted in Figure 4.36. 
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These relationships reveal contrasts between individual responses and their 
influencing stimuli as well as demonstrating some unexpected and possibly extraneous 
relationships.  Insulation, for example, is seen to report 2% and 3% of its VIs as solar 
altitude and azimuth, a likely pairing of extraneous variables with direct solar and 
outdoor temperature.  Insulation and Formv display similar environmental VI counts for 
direct solar and outdoor temperature.  In review of the individual AEM scenarios 
adaptive responses data (see Appendix D for examples), illustrate that often these two 
variables are working in unison; when Insulation is removed, Form is frequently 
extended and both changes are often seen occurring as direct solar radiation fluctuates 
(see Figure 4.26 and Figure 11.3 for simple examples of this relationship).  
 
Figure 4.36:  Percent of reporting variables of importance between adaptive responses 
and environmental stimuli sorted by adaptive response. 
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Expected relationships are observed including Transmissivity and the solar 
geometry and radiation stimuli; Formh with indirect and direct solar, and altitude; and 
Porosity frequently reporting indoor temperature as a VI. 
4.7.5.1 Adaptive Response to Environmental Stimuli by Climate 
Distinct climate-specific behavior is observed by the adaptive envelope in 
response to environmental stimuli when environmental VI counts are sorted by climate 
(Figure 4.37).  The three climates where weeks have wide diurnal temperature swings, 
extreme summer or winter temperatures (Phoenix, mean = 7°C swing; Boulder, mean= 
11°C; Houston, mean= 9.3°C) report outdoor temperature as a VI in contrast to the more 
moderate Seattle climate where the temperature swing mean is 4.5°C. 
 
Figure 4.37:  Percent of reporting variables of importance between adaptive responses 
and environmental stimuli sorted by climate. 
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4.7.5.2 Adaptive Response to Environmental Stimuli by Orientation 
Between the four orientations simulated, distinct patterns of reported VIs are 
observed (Figure 4.38).  Direct solar shows the most consistency between orientations 
reported VIs ranging from 19% (west) and 25% (east).  In contrast, and as is more 
typically seen in this sorting of data, the number of times solar altitude and azimuth are 
reported as VIs differ significantly.  This difference illustrates how the adaptive envelope 
responds to environmental stimuli subject to orientation. 
 
Figure 4.38:  Percent of reporting variables of importance between adaptive responses 
and environmental stimuli sorted by orientation. 
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4.7.5.3 Adaptive Response to Environmental Stimuli by Season 
As with climate and orientation, unique patterns can be observed in the data 
when reported environmental stimuli VIs are sorted by season.  Of the VIs reported from 
the AEM winter weeks, 50% are counts for direct solar, with outdoor temperature (15%), 
indirect solar (14%), and azimuth (13%) as the only other stimuli reporting over 5% 
(Table 4.5).  In contrast to winter’s limited range of environmental VIs, summer weeks 
report environmental stimuli more evenly with solar altitude (22%) and outdoor 
temperature (21%) as the two most frequent occurring VIs.  Autumn presents another 
wide and a more even distribution of environmental VIs.  Variables of Importance 
occurring during the autumn emphasize air temperatures and humidity (Figure 4.39). 
Table 4.5:  Environmental Variables of Importance to 
Adaptive Responses by Season 
Environmental Stimuli Autumn Summer Winter 
Outdoor Temperature 
 
Indoor Temperature 
Outdoor Humidity 
Direct Solar 
Indirect Solar 
Azimuth 
Altitude 
Wind Speed 
Wind Direction 
  
17% 21% 15%
16% 12% 0%
18% 9% 6%
8% 8% 50%
10% 10% 14%
11% 13% 13%
11% 22% 1%
6% 1% 0%
4% 4% 1%
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Figure 4.39:  Percent of reporting variables of importance between adaptive responses 
and environmental stimuli sorted by season. 
4.7.6 Adaptive Envelope Activity 
To consider the activity of the adaptive envelope in relation to context, the 
number of changes that occur to the adaptive responses are summed by a sorting 
variable; climate, orientation, or season.  A change in the adaptive envelope is counted 
only when a given adaptive response value is different than the preceding hour.  
Insulation and Porosity required a qualifying rule; Insulation is only counted when there 
is a net change to the window-to-wall ratio and Porosity when there is a change to the 
net venting area.  Form and Transmissivity adaptive responses are counted without the 
need of a qualifying rule. 
Counting the number of changes made to the adaptive responses during the 
hours of occupancy, when sorted by climate, a combined count from the 12 Seattle 
scenarios show these as the least active AEM scenarios from among the four climates 
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with a total of 861 changes over 660 occupied hours.  The most active climate is 
Houston with 1176 changes across 660 occupied hours.  Figure 4.40 Illustrates adaptive 
envelopes activity by climate.  With the exception of Porosity, climates show similar 
number of changes made to each adaptive response, typically between 200 to 300 
times. 
 
Figure 4.40:  Count of adaptive response changes made to the five during occupied 
hours sorted by climate. 
The number of changes made to the adaptive envelope by orientation is similar 
to the pattern observed by climate.  East and North orientations appear to have the least 
active envelopes averaging 103 and 104 changes per adaptive response variable.  
South- and west-facing zones tend to be slightly more active with mean changes per 
adaptive response variables of 116 and 117 respectively (Figure 4.41).  Porosity can be 
seen to be more frequently modified in the north-facing zones, almost twice that of the 
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south and west orientations which correspond with the Porosity VI reported in Figure 
4.33.  These data illustrate that orientation has only a marginal influence on how 
frequently adaptive responses are adjusted in response to environmental stimuli in order 
to reduce energy and maintain occupant comfort. 
 
Figure 4.41:  Count of adaptive response changes made to the five during occupied 
hours sorted by orientation. 
In Figure 4.42 a significant change in the adaptive envelope’s behavior is 
observed between seasons.  Autumn scenarios being the most active (1780 changes) 
while winter shows almost half the activity (902 changes).  97% of all counts of Porosity 
changes (248 changes) are noted occurring during autumn, as well as the most active 
AEM scenario (Houston, west-facing) with 159 unique changes. For reference, the least 
active AEM scenario with only 31 unique changes is Boulder winter week, east oriented 
scenario (see Figure 11.7).  The number of changes increase against mean outdoor 
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temperatures reaching their maximum number of changes per scenario between 15 °C 
and 25 °C, a range that includes Phoenix, Boulder, and Houston autumn weeks and 
Seattle summer week (Figure 4.43). 
 
Figure 4.42:  Count of adaptive response changes made to the five during occupied 
hours sorted by season. 
 
Figure 4.43:  Number of changes made to the five adaptive responses during occupied 
hours in relation to outdoor temperature. 
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4.7.7 Predictive Adaptive Response and Environmental Stimuli 
All simulations were modeled in the absence of a surrounding built context, 
eliminating any possible obstructions for solar, and situated in flat, open terrain thus 
minimizing wind speed profile coefficients (ASHRAE, 2005).  This absence of context 
was hoped to help emphasize any relations between adaptive response variables and 
environmental stimuli.  Although the data discussed in the preceding sections support 
the hypothesis that an adaptable envelope will favor certain responses to environmental 
stimuli, the data are insufficient to draw a statistically significant conclusion for how 
adaptive response behaviors are related to environmental stimuli.  Data only supports 
that under certain conditions, some relationships are more important than others. 
Of the nine environmental stimuli variables examined, direct solar and outdoor 
temperature appear to be prime drivers of the modifications to the four adaptive 
response variables by the optimization algorithm (see Figure 4.35).  In contrast, relative 
humidity, wind speed, and wind direction are rarely reported as variables of importance 
to the changes made to the adaptive response variables.  As a result of the volatile 
rankings of environmental variables’ importance in relation to the four adaptive variables, 
it is difficult to make any generalizations with the available data as to what primarily 
influences the observed adaptive responses. 
These results suggest an envelope’s control strategies should not be based on 
preprogrammed behavior but should instead rely on controllers that permit adaptive, 
even predictive responses to the environment.  For optimum energy reduction, these 
controllers must be able to adapt to each unique condition including a building’s climate, 
orientation, outdoor environment, indoor occupancy behavior and preferences, and 
changes to a building’s function. 
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4.7.8 Energy Use during Unoccupied Hours 
As this research’s main hypothesis is to address the effectiveness of an adaptive 
envelope as a climate negotiator for both energy and comfort, the preceding sections 
discuss performance during occupied hours and omit the performance of the AEM 
scenarios outside of the hours 7.00 to 16.00.  To provide a more complete picture of the 
adaptive envelope’s performance during the work weekdays (Monday 0.00 to Friday 
23.00, 120 total hours), Figure 4.44 presents the hourly energy use from each scenario 
for the 120 hour data.  Energy and indoor temperatures occurring during the weekend 
are omitted (48 hours).  As comfort is not relevant during unoccupied hours, indoor air 
temperatures are used to illustrate the reduced temperature swing achieved by the 
adaptive envelope (Figure 4.45). 
 
Figure 4.44:  Distribution of hourly energy use, 120 hours. 
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Figure 4.45:  Distribution of hourly indoor air temperatures, 120 hours. 
Adaptive envelope behavior during the unoccupied hours is less active than 
during the day, typically adding another 4 to 17 additional unique changes to each 
scenario during the unoccupied hours.  Insulation activity increases by 41%, on average 
165 unique changes occur per scenario during unoccupied hours; Form by 20%, 
Transmissivity by 12%, and Porosity by 75%.  Review of this nocturnal activity, Porosity 
is observed to be used frequently during the night by several scenarios that were not 
using Porosity during occupied hours (See Figure 11.1 and Figure 11.5 for examples). 
4.8 Results Summary 
These results illustrate that an adaptive envelope extends the range of extreme 
climate conditions a building can experience before the building must rely completely 
upon mechanical climate control systems for maintaining occupant thermal comfort.  
Revisiting Figure 2.1, just as adaptive opportunities within the environment allow 
occupants to adjust their surroundings to best meet their personal comfort needs, the 
0 4 8 12 16 20 24 28 32 36
Indoor Temprature [°C]
DOE-BM OBM AEM Mean
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adaptive envelope expands the adaptive opportunities of the simulated theoretical 
building, moving the threshold at which complete dependence on mechanical comfort is 
necessary.  With appropriate adaptive opportunities, the ability to respond and to fine-
tune an effective response to environmental stimuli, it is reasonable to postulate that 
under some climate conditions the need for mechanical climate control while improving 
occupant thermal comfort is unnecessary. 
The four adaptive response variables simulated (Form, Insulation, Porosity, and 
Transmissivity) respond to environmental stimuli differently based on climate, 
orientation, and season.  Some relationships are intuitive, as seen between Porosity and 
indoor temperature, while other relationships are less obvious, such as Formv 
responding to wind direction.  Such obscure relationships due to the responsive 
variables extraneous effects beyond their primary functions make it difficult to draw 
specific relationships between the envelope response and environmental stimuli.  Some 
generalizations describing these interactions are possible and notable relationships are 
mentioned in the following section. 
Activity of the envelope reduces under extreme temperatures.  With increased 
thermal stress, the adaptive envelope responds as best it can under the conditions.  This 
often results in a steady-state for many of the adaptive response variables.  Under cold 
temperatures, a level of activity reminiscent of hibernation is observed during the 
Boulder, Seattle, and Houston winter scenarios in contrast to the much more active 
envelopes operating under temperatures between 15 °C and 25 °C.  Environmental 
stresses may also result in unexpected behavior of the adaptive response variables such 
as Insulation being used to respond to direct solar when Form and Transmissivity are 
inadequate. 
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Despite these illusive behavioral patterns, environmental stresses, and 
unexpected adaptive responses to stimuli, evidence supports that not only can an 
adaptive envelope reduce energy use, but in doing so, also improve occupant thermal 
comfort. 
4.8.1 Summary of Adaptive Responses 
In the proceeding discussion of how the changes in environmental stimuli 
importance between climates, orientations, and seasons affect the adaptive response 
variables behavior, the following points are noted: 
Form 
 Formv is more often noted as a variable of importance to energy end uses 
more than Formh (Figure 4.28). 
 Formv is most often reported as a VI during the autumn and winter 
seasons while Formh is more often reported during the summer week 
(Figure 4.30). 
 Boulder climate is distinctly different from other climates in the number of 
scenarios that report Form as a VI in controlling energy end uses (Figure 
4.31). 
 Formh is linked to the solar altitude, indirect solar, and to a lesser degree 
direct solar environmental stimuli while Formv is more often associated 
with direct solar, outdoor temperature, solar azimuth and to a lesser 
degree Altitude.  Formv may also be affecting wind movement along the 
exterior as vertical shades are extended and retracted (Figure 4.36). 
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 PPD values in south and north oriented zones may be equally affected by 
Formh, while all four orientations report Formv equally as often in 
importance to PPD values (Figure 4.33). 
 Seasonally, Form is only reported as important to PPD values during the 
autumn and summer seasons and is not reported as a VI during winter 
extreme weeks (Figure 4.34). 
Insulation 
 Out of the four adaptive response variables, Insulation is the most 
frequently reported VI to all energy end uses (Figure 4.28). 
 Insulation may be used as a means for controlling solar in east and west 
oriented zones as this adaptive response variable is reported equally as 
often (67% and 66% respectively).  55% of the VIs reported by south 
oriented zones and 44% in the north are for Insulation (Figure 4.29). 
 All three seasons report Insulation as important for energy use, 
accounting for 50% to 69% of each seasons VIs.  This suggests that 
Insulation is useful throughout the year as a means for the envelope to 
respond to changes in the environment (Figure 4.30). 
 Boulder is the only climate where Insulation is not the most frequently 
reported VI in relation to energy use (Figure 4.31). 
 Insulation is, by large, the most reported adaptive variable VI for 
influencing PPD values (42% of reported VIs) (Figure 4.32). 
 Orientation has little effect on the variable importance of Insulation in 
relation to PPD values but is reported most often by south-facing zones 
(Figure 4.33). 
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 Insulation as a VI to PPD values does vary between seasons.  Insulation 
is reported equally by autumn and winter seasons, while AEM scenarios 
reporting Insulation during the summer occurs less than 4%.  During the 
winter, Insulation and Transmissivity are the only two adaptive responses 
reported as VIs to PPD (Figure 4.34). 
 Insulation most often reports direct solar and outdoor temperature 
(approximately 6% each) followed by outdoor humidity as environmental 
stimuli VIs (Figure 4.36). 
 Insulation often obscures occupants’ views during occupied hours.  Of the 
total 2640 occupied hours, 544 hours (21%) have windows that are fully 
obscured by Insulation (Figure 4.41). 
 The time of full Insulation deployment occurs primarily during the morning 
and late afternoon hours.  These times represent when outdoor 
temperatures are typically low and there is little solar radiation available 
(Figure 4.22).  An exception is noted with the Phoenix, north-facing 
extreme summer scenario (Figure 11.2). 
Porosity 
 Use of Porosity as a means for reducing energy and maintaining thermal 
comfort is significantly influenced by outdoor temperature (Figure 4.36). 
 Porosity is the least active adaptive response variable (Figure 4.40 to 
Figure 4.42) and least reported VI by energy end uses during occupied 
hours (Figure 4.28). 
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 Of the scenarios reporting Porosity as a VI to energy use, north oriented 
zones report porosity as a VI 12% of the time, other orientations report 
Porosity as a VI to energy <1% of the time (Figure 4.29). 
 All reports for Porosity as a VI to energy use occur during the autumn 
season (Figure 4.30). 
 Of the adaptive response variables reported for PPD values, only 3% of 
those for were for Porosity (Figure 4.32). 
 PPD reports Porosity as a VI in north-facing zones during the autumn 
season only (Figure 4.33). 
 Porosity most often reports indoor temperature as an environmental 
stimuli VI (Figure 4.36). 
 During unoccupied hours, Porosity sees the greatest increase in activity 
among the four adaptive response variables. 
Transmissivity 
 Among the adaptive response variables and energy end uses, 
Transmissivity is reported primarily as a VI for lighting 3% of the time, and 
is reported <2% of the time for the other energy variables (Figure 4.28). 
 Of the VI reported for energy use in east-facing zones, 10% are for 
Transmissivity, with south (7%), north (5%), and west reporting only 2% 
of the VIs (Figure 4.29). 
 Transmissivity as a VI to energy use is reported primarily during the 
autumn (10%) and summer (8%) seasons.  Only 2% of the adaptive 
response VIs reported during the winter are for Transmissivity (Figure 
4.30). 
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 Phoenix and Houston report Transmissivity as a VI to energy use most 
often (10% and 12%).  Boulder only reports Transmissivity as a VI 2% 
while Seattle does not report Transmissivity as a VI to energy use at all 
(Figure 4.31). 
 Transmissivity appears to be more important for control of thermal 
comfort than energy use.  PPD values reports Transmissivity as a VI for 
23% of the AEM scenarios (Figure 4.32). 
 North oriented zones report Transmissivity as a VI to PPD values half as 
often as other orientations (north = 3%, south = 7%, east = 6%, west = 
6%) (Figure 4.33). 
 Summer weeks report Transmissivity most often for PPD values (16%) 
while both winter and autumn report Transmissivity as a VI for PPD 3% of 
the time (Figure 4.34). 
 Variables of importance to the behavior of Transmissivity are primarily 
solar-related environmental stimuli ( azimuth, indirect solar, direct solar, 
and altitude).  Outdoor temperature is reported as an environmental 
stimuli VI 2.5% of the time (Figure 4.36). 
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5 CONCLUSIONS 
An adaptive building envelope capable of modifying its Form, Insulation, Porosity, 
and Transmissivity on an hourly basis in response to changes in the outdoor climate 
does reduce the energy use of an envelope load-dominated building.  Occupant comfort 
is not sacrificed, despite these savings, and under many conditions can actually improve 
thermal comfort over a comparable static envelope model.  These savings are realized 
in four distinct climates, under extreme summer and winter conditions, and facing four 
cardinal orientations.  Provided a reliable and economical envelope system could be 
deployed, energy reduction upwards of 75% may be realized over buildings with 
conventional static envelopes having moderate internal loads and of light construction. 
Adaptive envelopes are most effective at reducing energy that would be used by 
mechanical climate control systems in cool to moderate temperature climates.  The 
envelope’s effectiveness decreases as environmental conditions become extreme.  
Extreme conditions limit adaptive opportunities, resulting in energy performance similar 
to a static envelope.  Without the means to passively acquire (solar gain), expel (natural 
ventilation), or generate (internal heat gain) adequate amounts of thermal energy, the 
adaptive envelope becomes limited in its ability to respond, often resulting in a static 
response (i.e. uniform insulation use and restricted use of natural ventilation). 
With the exception of the Porosity response variable, this research did not 
identify a climate or orientation that failed to utilize the full range of adaptive response 
variables available through the methodology.  Frequently AEM scenarios reached the 
limits set for each respective response variable.  Between autumn, summer, and winter 
seasons, each climate’s four orientations used the maximum or minimum constraint 
value set for three of the four response variables, suggesting that if the latitude is 
available, these adaptive opportunities will utilize that freedom during the course of a 
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year.  With greater range between minimum and maximum limits there exists improved 
chances for the adaptive envelope to find optimal responses to specific climate 
conditions and to extend the envelope’s effective climate range before environmental 
stress becomes too severe.  Once these limits are reached, dependence on mechanical 
climate control for occupant comfort is necessary. 
The efficiency of an adaptive envelope as a climate negotiator is expected to 
improve as more adaptability is integrated into the building skin.  If these adaptive 
opportunities were continuous rather than discrete, abrupt changes in configuration 
would be eliminated, resulting in smooth control over thermal and solar energy.  
However, the improvement in control and reduced energy would be of diminishing 
returns as finite adjustments would likely have minimal effects on the indoor thermal 
environment; conversely, visual comfort may benefit from these very same finite 
adjustments. 
The importance of any given response variable varies between climates, 
seasons, and orientation.  In this research, Insulation was found to be the most 
frequently reported variable of importance in relation to energy use and occupant 
comfort.  This suggests that if only one adaptive response variable were to be included 
in an adaptive envelope, Insulation would have the largest effect on controlling heating 
and cooling energy and affecting lighting energy.  How much energy reduction and 
improved thermal comfort Insulation alone accounts for, in the absence of the other 
adaptive response variables, cannot be determined with the available data.  
With the addition of a control parameter that sets a minimum view aperture 
during occupied hours, it is expected that the frequency of Insulation as a VI would 
reduce as a result of the adaptive envelope having to rely more on Form and 
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Transmissivity for the control of solar radiation and natural lighting.  Additionally, it would 
be expected that energy use would increase under extreme weather conditions as the 
adaptive envelope would be restricted to maintaining occupant’s view, although perhaps 
for this minimal window area, selective use of a high performance glazing could be 
appropriate. 
Adaptive envelopes would provide a significant advantage for meeting changing 
occupant comfort needs.  Where many operational parameters of a building are beyond 
the control of the design team, an adaptive envelope will react to existing conditions 
irrespective of how the building is operated to provide the optimal thermal envelope for 
changes in occupant needs and unforeseen future conditions. 
The use of building management systems or other integrated control systems 
that allow for monitoring of external environmental stimuli, building energy use, and 
occupant needs, incorporated with the ability to predict future changes in the weather 
and user/energy demands would likely contribute to increased adaptive envelope 
efficiency.  Using such systems to control the envelope would also provide a means for 
the building to learn from past conditions, to recognize patterns, to make tradeoffs 
between objective functions, and to identify and avoid possible suboptimal responses. 
5.1 Research Questions Revisited 
The findings relevant to the primary and secondary research questions regarding 
the performance and behavior of an adaptable envelope will be briefly discussed and 
summarized here. 
1. Can an adaptive building envelope serve as an effective climate negotiator, reducing 
energy use without sacrificing occupant comfort? 
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H1:  An adaptable envelope will reduce the need for HVAC systems without 
sacrificing occupant comfort. 
This hypothesis is true.  Adaptive building envelopes serve as an effective means 
for reducing energy use and maintaining occupant comfort.  Almost all scenarios, when 
measured by kWh used and hourly PPD values, show improvement over the DOE-BM 
and OBM models; however, the magnitude of effectiveness does vary between climates, 
orientations, and seasons. 
2. How effective is the adaptable envelope in reducing energy use? 
H2:  Increasing levels of adaptability in an adaptive building envelope will 
result in reduced energy consumption. 
An adaptive envelope can achieve over 70% energy reduction under certain 
climate conditions when compared to a static envelope optimized for minimizing energy 
use over the course of a year.  The modeled adaptive response variables demonstrate 
that with change to the physical form and materiality of a building’s thermal envelope, 
substantial energy savings can be achieved. 
3. Does the adaptable envelope improve indoor thermal comfort while reducing energy 
use? 
H3:  An adaptable envelope will provide more stable thermal comfort 
conditions than a building with a static envelope. 
An adaptive building envelope not only maintains occupant thermal comfort as 
well as the DOE-BM and OBM models but improves occupant thermal comfort by 
decreasing the range of hourly PPD values, lowering the mean of these values, and 
reducing the frequency of reported extreme PPD values. 
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4. Under what climatic conditions does the adaptive envelope fail to provide “better” 
energy and comfort conditions than a static envelope? 
H4:  An adaptable envelope will constantly provide indoor conditions and 
energy use equal to or better than a static envelope. 
Based on the data, this hypothesis is false.  However, the scenario that disproves 
this hypothesis (Phoenix, summer week, south facing) is consuming 0.4% more energy 
than the OBM model but has a much smaller PPD value range and fewer extremes.  In 
general, the adaptive envelope is less effective under conditions with high outdoor air 
temperatures and for south-facing zones.  
5. Under what climate conditions do adaptive envelope strategies perform best for 
reducing energy without negatively impacting occupant comfort? 
H5:  An adaptable envelope will provide the most energy savings during times 
when environmental stimuli are most stressful. 
This hypothesis is false for the reasons described above since the magnitude of 
energy savings are reduced under climate conditions with higher outdoor temperatures.  
These summer energy savings are not always as notable as those savings occurring 
under moderate climate conditions, but hourly PPD values are improvements over the 
static envelope models.  The largest energy savings observed in the data occur under 
cooler climate conditions, while simultaneously, hourly PPD values are improved upon 
over the comparative DOE-BM and OBM models. 
6. What are the more influential adaptive responses on energy end uses? 
H6:  Adaptable envelope responses will affect specific HVAC systems energy 
use. 
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Data suggests that movable Insulation is the single most important variable 
affecting lighting, heating, and cooling energy use reported by 41 of the 48 scenarios.  
As Insulation was simulated as an opaque surface, lighting, heating, cooling, and fan 
power would all be affected with the change in the envelope’s U-value that results with 
the addition and removal of insulation.  After Insulation, the remaining adaptive 
responses become more specific to which energy end use they most significantly affect. 
7. What are the more influential adaptive responses on thermal comfort? 
H7:  Adaptable envelope responses will affect/influence occupant thermal 
comfort equally irrespective of orientation, season, and climate. 
As with energy, Insulation is most often reported as affecting hourly PPD values 
during occupied hours irrespective of orientation or climate.  Seasonally, Insulation plays 
only a minor role during summer weeks, while during the autumn and winter weeks it 
accounts for 43% and 86% of all reported VI respectively. 
8. What climatic stimuli most significantly affect adaptive responses?  And,  
9. Do these adaptive responses change due to climate, season, or orientation? 
H9:  An adaptable envelope will favor certain responses to environmental 
stimuli due to climate, season, and orientation. 
Over all, direct solar and outdoor temperatures are significant environmental 
stimuli for influencing adaptive envelope behavior.  Individually, the relationships 
between adaptive response variables and environmental stimuli differ among 
orientations, seasons, and climates resulting in unique adaptive responses for each 
scenario.  With the available data, some relationship’s stimuli and responses emerge, 
illustrating similar adaptive behaviors among multiple scenarios -- such as the 
association of solar altitude with horizontal Form amongst south facing zones. 
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10. Are there predictable adaptive responses to climate conditions? 
H10:  An adaptable envelope will favor certain responses to environmental 
stimuli. 
Data from this study is insufficient to establish a predictable pattern for envelope 
behavior.  Although some patterns are beginning to emerge, these relationships are not 
clear enough to differentiate between confounding variables in order to separate out 
individual effects from both the environment and adaptive responses.  Additional data 
will be necessary to establish a baseline for predicting likely adaptive responses to 
specific climate conditions.  
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6 FUTURE WORK 
During the course of this study, many questions arose regarding the 
methodology, mediating and confounding variables, and assumptions underlying this 
research.  The resulting decisions were based on how best to explore the abilities of a 
theoretical adaptive envelope, balancing the model within a hypothetical system free of 
feasibility concerns, while ensuring the methodology provides enough specificity in its 
detail for designers and researchers to build on.  The completed scenarios provide a 
starting point for continuing investigations to explore how ruthless an adaptive envelope 
can be with energy minimization while still improving occupant comfort, as well as to 
further investigate the environmental conditions that would negate the advantages of an 
adaptive envelope. 
Many variables remain to be examined in order to define the applicability of this 
theoretical adaptive skin.  As building envelopes become more complex, integrating 
multiple functions into a single environmental barrier, many compromises must be made 
to meet ideal energy and comfort needs and few, if any, truly optimal solutions will exist 
with multi-criteria control algorithms.  Following are several general questions identified 
during this research that were not explored and deserve attention in further work. 
 With this proof of concept, simplification of the methodology could be conducted 
to refine the model and evaluate alternative methods that are not addressed in 
this research.  Optimization methods, model input, and working assumptions 
should all be experimented with in an effort to refine and simplify the methods 
employed while retaining accuracy. 
 Broadening the scope of environmental stimuli to include street noises, sources 
of reflected glare, air pollution, and precipitation.  Without the means to control 
these stimuli, affected indoor spaces can be negatively impacted, potentially 
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rendering a space uninhabitable for the duration of the discomfort.  An adaptive 
envelope may be well suited for countering these factors as the sources may be 
sporadic and vary in duration. 
 The context within which a building with an adaptive envelope occupies along 
with its interior functions will significantly affect how the skin responds to 
environmental stimuli.  Surrounding context, including rural versus urban, height 
from the ground, neighboring solar obstructions, seasonal changes in occupancy, 
building function(s), and sudden changes in interior space functions are among 
many variables that should be examined in order to define the functionality of 
adaptive envelopes. 
 Building size, form, and internal loads are crucial factors in differentiating 
between core and skin load dominated buildings.  Finding how an adaptive 
envelope affects this distinction would be of interest.  An adaptive envelope may 
enable buildings with larger core loads to maintain lower energy use for climate 
control in colder climates. 
 Constructions integrating thermal energy storage methods, such as mass and 
phase change materials, would have a significant effect on how the envelope 
responds to environmental stimuli.  Integration with a BMS that is able to make 
forecasts for energy use, internal loads, and weather may enable a building to 
take great advantage of storing thermal energy and releasing it as needed.  
Scenarios with strategically placed thermal storage could increase energy 
savings and reduce the indoor temperature swings in some climates as well as 
making Porosity more valuable for night ventilation. 
 At the time of this study, simulation times and the simplicity of the model prohibit 
this work from being anything more than a proof of concept and a motivator for 
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designers to experiment with dynamic envelop systems.  Translating this 
theoretical methodology into a tool for designers would be significantly beneficial 
to evaluating the economical benefits of adaptive envelopes in real world 
applications.  Tools that account for complex relationships and multiple objective 
criteria would facilitate analysis of dynamic building envelopes and contribute to 
the transition of theory into applied systems. 
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7 CLOSING REMARKS 
This research was inspired by the ideas of many building designers who have 
envisioned dynamic structures as the next iteration of shelter, and references the 
adaptive comfort theory as inspiration for a building's behavioral response to the 
environment.  Although simple kinetic systems have been integrated into our buildings 
for centuries as operable doors and windows, the current development of smart 
materials, computing systems, and manufacturing processes promises a tremendous 
range of possibilities that previously existed only in 20th Century science fiction. 
The findings here address a timely question articulated by Nicole and Stevenson 
(2013) on how the future of our working and living spaces can provide continued comfort 
in a time of increasing economic, and environmental uncertainty.  How our buildings 
interact with their environment begins to address this important question.  “Buildings as 
living organisms” is an increasingly appropriate metaphor describing the evolving 
abilities of our shelters.  The adaptive comfort hypothesis has changed how we perceive 
comfort, presenting evidence that occupants are active in regulating their comfort, rather 
than acting as passive recipients of the environment.  Using a similar logical relationship 
between environmental stimuli, behavior, and comfort, buildings have the potential to 
actively respond to their environmental context for the benefit of their occupants.  Rather 
than envelopes being inert barriers between indoor and outdoor climates, this work 
demonstrates that control algorithms coupled with dynamic systems can imitate human 
adaptive behavior to reduce dependence on air conditioning. 
Despite the numerous variables that remain unknown regarding the adaptive 
envelope (e.g. control systems, occupant needs and behavior, even the cultural shift 
involved in such innovations), static building envelopes could very well become a simple 
means for identifying  architecture prior to the mid-21st Century.  Existing dynamic 
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envelope systems are the first of many iterations we will see applied to our buildings, 
evolving technology providing increased reliability and additional means for buildings to 
interact with their environment. These systems will respond to and eventually anticipate 
environmental stimuli for the benefit of their occupants’ comfort, and reduce society’s 
need for energy.  Irrespective of the specific definitions behind “adaptive”, “dynamic”, 
“kinetic”, and “responsive”, buildings of the future will be built to change in response to 
their environments to efficiently satisfy their occupants' needs. 
As more performance data is published, manufacturing processes and 
technology efficiencies will improve and the argument against the present high 
installation and running costs of dynamic systems will diminish.  Building owners will find 
the allure of substantial energy savings and improved occupant comfort a hard economic 
incentive to resist.  However, economics will not be the only argument in favor of 
adaptive envelopes.  Increasing severity of extreme weather events lasting from a few 
hours to weeks and changing climates require the incorporation of precautionary design 
into our future cities.  A building’s ability to minimize dependence on external sources of 
energy and to rapidly prepare, shelter, and protect occupants without a break in 
continuity of services, will help mitigate the impact of these climatological events and 
imbue our built environment with a needed resiliency.  Incorporating effective means for 
adaptivity begins to address these issues in addition to contextual attributes of energy 
reduction and comfort. 
Images of the building as a living organism have been nurtured by designers 
envisioning a futuristic built environment that responds to changes in climate and 
reconfigures itself to meet occupant desires, while collecting and distributing resources 
through its skin.  Evidence exists for such a system achieving substantial energy savings 
along with improving occupant comfort.  With new materials and technologies, it is only a 
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matter of time before our buildings begin reacting to their surroundings in a 
choreographed relationship among environment, energy, and comfort. 
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Table 9.1:  Frequencies Table of Dynamic Insulation Window Coverage 
During Occupied Hours 
Climate Season % Insulation Coverage Frequencies 
0% 20% 40% 60% 80% 100% 
 
Phoenix 0° 
Autumn 18 11 23 2 1 0 
Summer 1 2 8 22 22 0 
Winter 19 0 2 6 0 28 
90° 
Autumn 17 4 8 11 15 0 
Summer 0 3 13 17 22 0 
Winter 20 3 8 3 4 17 
180° 
Autumn 19 2 23 4 6 1 
Summer 0 0 11 4 2 38 
Winter 22 7 5 2 0 19 
270° 
Autumn 8 11 14 11 11 0 
Summer 0 0 2 24 29 0 
Winter 29 1 5 2 1 17 
 
Boulder 0° 
Autumn 38 2 6 3 1 5 
Summer 8 13 13 21 0 0 
Winter 5 3 15 8 9 15 
90° 
Autumn 38 4 4 4 3 2 
Summer 11 7 7 16 14 0 
Winter 16 0 2 3 1 33 
180° 
Autumn 31 10 5 5 0 4 
Summer 37 5 13 0 0 0 
Winter 5 0 2 1 3 44 
270° 
Autumn 26 5 7 11 3 3 
Summer 1 5 14 20 15 0 
Winter 10 0 1 0 0 44 
 
Houston 0° 
Autumn 11 4 14 15 11 0 
Summer 2 1 13 38 1 0 
Winter 25 1 0 6 6 17 
90° 
Autumn 14 9 15 12 4 1 
Summer 3 5 19 14 14 0 
Winter 18 0 0 4 7 26 
180° 
Autumn 24 7 9 5 4 6 
Summer 4 1 27 20 3 0 
Winter 4 0 0 5 11 35 
270° 
Autumn 20 8 13 10 0 4 
Summer 0 3 10 24 18 0 
Winter 6 0 3 5 4 37 
 
Seattle 0° 
Autumn 22 1 6 10 8 8 
Summer 12 3 7 21 12 0 
Winter 22 2 0 0 2 29 
90° 
Autumn 29 2 7 4 1 12 
Summer 17 6 8 18 6 0 
Winter 10 0 1 0 1 43 
180° 
Autumn 23 0 7 9 8 8 
Summer 35 5 12 3 0 0 
Winter 22 2 0 0 1 30 
270° 
Autumn 28 3 1 7 3 13 
Summer 10 7 14 17 7 0 
Winter 5 2 1 0 1 46 
 Totals 751 170 418 447 294 560 
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Table 9.2:  Expanded Count of Adaptive Variable Configurations During 
Occupied Hours by Climate 
  Form,  
Horizontal 
Form,  
Vertical Transmissivity Insulation Porosity 
 Count % of total Count 
% of 
total Count 
% of 
total Count 
% of 
total Count 
% of 
total 
Phoenix           
South Autumn 25 20.8 27 22.5 19 15.8 27 22.5 22 18.3
 Summer 25 21.4 20 17.1 26 22.2 24 20.5 22 18.8
 Winter 12 18.5 11 16.9 15 23.1 15 23.1 12 18.5
West Autumn 35 27.3 25 19.5 27 21.1 27 21.1 14 10.9
 Summer 22 21.8 23 22.8 28 27.7 18 17.8 10 9.9
 Winter 24 19.0 25 19.8 26 20.6 27 21.4 24 19.0
North Autumn 28 23.7 26 22.0 25 21.2 27 22.9 12 10.2
 Summer 11 26.8 8 19.5 9 22.0 12 29.3 1 2.4
 Winter 18 22.2 16 19.8 14 17.3 21 25.9 12 14.8
East Autumn 31 20.4 30 19.7 33 21.7 32 21.1 26 17.1
 Summer 22 25.6 17 19.8 19 22.1 10 11.6 18 20.9
 Winter 15 20.0 13 17.3 14 18.7 17 22.7 16 21.3
Boulder  
South Autumn 23 22.8 20 19.8 22 21.8 22 21.8 14 13.9
 Summer 21 19.6 25 23.4 22 20.6 25 23.4 14 13.1
 Winter 22 22.9 16 16.7 24 25.0 19 19.8 15 15.6
West Autumn 25 22.3 26 23.2 22 19.6 19 17.0 20 17.9
 Summer 30 25.6 22 18.8 15 12.8 26 22.2 24 20.5
 Winter 17 26.2 13 20.0 14 21.5 15 23.1 6 9.2
North Autumn 25 21.0 23 19.3 23 19.3 27 22.7 21 17.6
 Summer 24 24.7 21 21.6 21 21.6 20 20.6 11 11.3
 Winter 9 20.9 8 18.6 8 18.6 10 23.3 8 18.6
East Autumn 25 24.8 19 18.8 18 17.8 22 21.8 17 16.8
 Summer 27 21.1 30 23.4 26 20.3 23 18.0 22 17.2
 Winter 9 27.3 7 21.2 8 24.2 7 21.2 2 6.1
Houston  
South Autumn 44 36.7 24 20.0 34 28.3 38 31.7 27 22.5
 Summer 25 20.8 22 18.3 24 20.0 16 13.3 17 14.2
 Winter 13 10.8 15 12.5 19 15.8 19 15.8 7 5.8
West Autumn 35 29.2 34 28.3 36 30.0 35 29.2 15 12.5
 Summer 27 22.5 24 20.0 30 25.0 24 20.0 22 18.3
 Winter 15 12.5 14 11.7 15 12.5 16 13.3 4 3.3
North Autumn 28 23.3 23 19.2 21 17.5 25 20.8 23 19.2
 Summer 25 20.8 24 20.0 30 25.0 20 16.7 20 16.7
 Winter 20 16.7 16 13.3 23 19.2 19 15.8 9 7.5
East Autumn 34 28.3 32 26.7 30 25.0 31 25.8 23 19.2
 Summer 27 22.5 26 21.7 32 26.7 25 20.8 19 15.8
 Winter 9 7.5 8 6.7 5 4.2 12 10.0 0 0.0
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 Form,  Horizontal 
Form,  
Vertical Transmissivity Insulation Porosity 
 Count % of total Count 
% of 
total Count 
% of 
total Count 
% of 
total Count 
% of 
total 
Seattle           
South Autumn 27 22.5 17 14.2 18 15.0 32 26.7 26 21.7
 Summer 26 21.7 24 20.0 23 19.2 27 22.5 14 11.7
 Winter 16 13.3 14 11.7 18 15.0 13 10.8 18 15.0
West Autumn 24 20.0 14 11.7 29 24.2 23 19.2 18 15.0
 Summer 25 20.8 27 22.5 24 20.0 23 19.2 9 7.5
 Winter 8 6.7 14 11.7 10 8.3 8 6.7 10 8.3
North Autumn 21 17.5 21 17.5 19 15.8 28 23.3 24 20.0
 Summer 26 21.7 26 21.7 20 16.7 19 15.8 11 9.2
 Winter 15 12.5 13 10.8 20 16.7 15 12.5 16 13.3
East Autumn 22 18.3 16 13.3 20 16.7 23 19.2 18 15.0
 Summer 28 23.3 20 16.7 26 21.7 33 27.5 16 13.3
 Winter 10 8.3 10 8.3 5 4.2 9 7.5 6 5.0
Note:  These values are counts of adaptive response variable movements during the occupied 
hours of each simulated week (55 hours per week totaling 2640 occupied hours). 
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Table 9.3:  OBM and AEM Models Energy Use and Hours with PPD values >10% 
Climate Autumn Summer Winter 
South North East West South North East West South North East West 
OBM Hours >10% PPD 
Phoenix 43 34 49 46 4 5 9 2 30 0 1 25 
Boulder 35 1 7 23 0 0 0 0 33 55 52 44 
Houston 26 27 27 33 0 0 7 0 16 13 10 11 
Seattle 35 22 36 40 0 5 0 0 12 29 14 6 
Energy [kWh] 
Phoenix 34.7 38.3 42.2 47.3 68.1 69.8 80.1 81.2 26.5 28.2 29.9 35.0 
Boulder 27.5 27.8 36.7 39.4 44.1 46.3 60.8 61.4 71.4 131.6 122.1 80.2 
Houston 24.0 28.5 32.1 39.2 65.2 63.3 68.6 73.8 32.1 30.9 33.6 33.0 
Seattle 22.8 26.0 33.9 37.0 28.7 27.4 44.0 47.2 34.0 41.1 48.5 45.2 
AEM Hours >10% PPD 
Phoenix 30 39 26 35 0 0 0 0 3 2 21 0 
Boulder 0 8 9 7 1 1 1 0 30 31 49 35 
Houston 5 10 11 8 0 0 0 1 11 2 2 2 
Seattle 7 4 2 1 3 2 6 2 19 10 6 5 
Energy [kWh] 
Phoenix 25.6 13.2 27.4 31.7 68.4 41.6 68.2 77.3 15.7 13.5 11.7 14.2 
Boulder 16.0 15.4 17.9 21.6 43.8 38.1 43.9 44.2 30.5 36.2 43.5 43.2 
Houston 14.4 12.1 9.6 15.2 65.0 61.9 61.2 61.8 28.8 11.8 19.4 23.5 
Seattle 9.4 6.3 8.3 9.7 22.6 9.3 20.9 21.8 9.2 9.3 9.0 11.9 
Difference Hours >10% PPD 
Phoenix 13 -5 23 11 4 5 9 2 27 -2 -20 25 
Boulder 35 -7 -2 16 -1 -1 -1 0 3 24 3 9 
Houston 21 17 16 25 0 0 7 -1 5 11 8 9 
Seattle 28 18 34 39 -3 3 -6 -2 -7 19 8 1 
Energy [kWh] 
Phoenix 9.1 25.1 14.7 15.6 -0.3 28.2 11.9 3.9 10.8 14.7 18.2 20.8 
Boulder 11.5 12.4 18.8 17.8 0.3 8.2 16.9 17.2 41.0 95.5 78.6 37.0 
Houston 9.6 16.5 22.5 24.0 0.2 1.3 7.4 12.0 3.2 19.0 14.3 9.6 
 Seattle 13.4 19.7 25.6 27.3 6.1 18.1 23.0 25.4 24.9 31.8 39.5 33.3 
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Table 9.4:  Environmental Variable Importance to Adaptive Response Variable 
Formh For All Seasons 
 Variable Pheonix Boulder Houston Seattle 
      
So
ut
h 
(0
°)
 
 
W
es
t (
90
°)
 
N
or
th
 (1
80
°)
 
Ea
st
 (2
70
°)
 
  
mse 0.025344081 0.032001941 0.034368231 0.035192783
rsq 0.492321034 0.216491728 0.123980379 0.219412533
Correlation 0.70124381 0.460514186 0.352626605 0.464918078
TempOUT 0.006156756 0.00341046 0.0002624 0.001282357
TempIN 0.005801439 0.000355513 0.000752327 6.03096E-05
HumOUT 0.000277747 0.000615596 -0.00010382 -0.00010061
DirSOL 0.002553636 8.02079E-05 -8.32518E-05 0.000749613
IndSOL 0.001539008 0.000697937 0.005897291 0.003038886
Azimuth 0.001187587 0.002163876 -5.17421E-05 0.000232191
Altitude 0.005985131 0.00057768 0.000768565 0.003956058
Wspeed 2.89109E-06 0.001971638 2.46568E-05 0.000200931
Wdire 0.000292189 0.000192166 -0.000293125 0.00016244
mse 0.033449225 0.029344618 0.03636757 0.023067071
rsq 0.415003368 0.318545074 0.147775326 0.369340806
Correlation 0.647217439 0.571556703 0.379244188 0.605010045
TempOUT 0.004996067 0.001503202 0.004069959 0.007686898
TempIN 0.00039926 4.92059E-05 0.000316302 0.000754733
HumOUT 0.002056542 0.000667527 0.000119382 0.000310052
DirSOL 0.000725508 0.002085934 6.6486E-05 0.000360039
IndSOL 0.000667705 0.002595985 0.002158413 0.001720798
Azimuth 0.003850246 0.007969312 0.001795532 0.000142401
Altitude 0.000745493 0.001487001 0.002121262 0.002522419
Wspeed 0.003202464 0.000215872 0.000794188 -0.000164446
Wdire 0.002330186 0.00025809 -8.37776E-05 -2.80357E-05
mse 0.028081376 0.025043932 0.041225794 0.02656247
rsq 0.192473913 0.276015802 0.266072381 0.151506045
Correlation 0.435108297 0.523291591 0.511562839 0.383178751
TempOUT 0.002230894 0.003956331 0.007113645 0.001068907
TempIN 0.001220889 0.000291045 0.003408742 0.000330129
HumOUT 0.000340551 0.000464346 0.002341624 0.000420159
DirSOL 0.000116312 0.0002787 0.000384764 0.001080713
IndSOL 0.001040235 0.000941631 -3.92775E-06 0.001045254
Azimuth 0.000493253 0.002152753 -0.000105808 0.000145116
Altitude 0.002833047 0.00069348 0.000451642 0.001020626
Wspeed -9.48474E-06 -4.83225E-05 3.32641E-05 0.001340936
Wdire -1.20948E-05 0.000583104 0.000701987 -3.95506E-05
mse 0.024751472 0.033305628 0.029166381 0.028006583
rsq 0.394006033 0.313202283 0.299463196 0.118769624
Correlation 0.633611958 0.5579414 0.543854168 0.342975247
TempOUT 0.001217497 0.002065649 0.008624758 0.001897
TempIN 0.001716455 0.001234721 0.001274634 0.000957925
HumOUT 0.001110391 0.001177175 0.002048917 -7.01028E-05
DirSOL 0.001231924 0.000138197 3.99215E-05 -1.24397E-05
IndSOL 0.00372228 0.000855689 7.4241E-05 0.000408211
Azimuth 0.002297324 0.01140016 0.002509691 0.000665645
Altitude 0.003452479 0.001747188 0.00043149 0.00027412
Wspeed 2.51788E-05 0.000489005 0.000272465 -0.000288305
Wdire 0.000212459 0.000511689 0.000164622 -0.000130975
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Table 9.5:  Environmental Variable Importance to Adaptive Response Variable 
Formv For All Seasons 
 Variable Pheonix Boulder Houston Seattle 
      
So
ut
h 
(0
°)
 
 
W
es
t (
90
°)
 
N
or
th
 (1
80
°)
 
Ea
st
 (2
70
°)
 
  
mse 0.023804796 0.033200784 0.027809878 0.022302948
rsq 0.124041775 0.312219544 0.086728999 0.155623973
Correlation 0.348953862 0.562122287 0.29541599 0.388288895
TempOUT 0.000916658 0.001030679 0.002743758 0.001128546
TempIN 0.000468514 0.006085493 0.000496503 1.97207E-05
HumOUT 0.000427147 0.000777011 -6.93185E-05 0.000185806
DirSOL 0.00337513 0.003195325 0.000796453 0.001490992
IndSOL -2.296E-05 0.000971067 9.31726E-05 0.001085242
Azimuth 2.5064E-05 0.000167908 5.10037E-05 0.001345746
Altitude 0.000260395 0.000518086 4.8749E-05 0.000254509
Wspeed -0.00013014 0.00093098 -0.000143645 -3.92228E-05
Wdire -7.9655E-05 0.000607618 0.001923763 8.76234E-05
mse 0.025131176 0.024676894 0.03096723 0.017920793
rsq 0.175447561 0.31512127 0.07239713 0.276483914
Correlation 0.414032558 0.558189633 0.271682548 0.524899427
TempOUT 0.001043442 0.003434401 0.000483903 0.002003102
TempIN 0.002245674 0.00445502 0.001908431 0.002188584
HumOUT 0.000426714 0.001088255 0.000298939 0.000568835
DirSOL 0.001436344 0.000443641 7.61863E-05 0.000162133
IndSOL 0.000167144 0.000174728 1.77967E-05 0.000591645
Azimuth 0.00055028 0.000574056 0.000973309 0.000499457
Altitude 0.000302294 0.000530041 0.000104929 0.002343913
Wspeed -7.53067E-05 -6.24136E-05 0.000680273 0.000133553
Wdire 0.001459533 4.23411E-05 4.05865E-05 -4.69231E-05
mse 0.027500099 0.033095879 0.026271824 0.021390378
rsq 0.434480716 0.465727373 0.46882184 0.188612404
Correlation 0.65820943 0.680716462 0.682427921 0.429071129
TempOUT 0.024916947 0.003622448 0.016654364 0.000521762
TempIN 0.000677091 0.010857146 0.00151083 0.002054141
HumOUT 0.001610262 0.001245883 0.001747735 2.12041E-05
DirSOL 0.00746925 0.001609886 0.002078249 0.000860417
IndSOL 0.000105066 0.000476014 -4.54434E-06 0.001182398
Azimuth 0.000708871 0.000106165 0.000215257 4.70054E-05
Altitude 0.000779232 0.000403514 0.000523977 0.000420713
Wspeed 0.000271345 -1.55742E-05 0.000142569 0.000301652
Wdire 0.000254938 0.000636757 0.0004254 -0.000130017
mse 0.027019814 0.023024104 0.021024921 0.016247336
rsq 0.13727886 0.332047978 0.178730605 0.318763636
Correlation 0.364906476 0.574842261 0.418900606 0.562117443
TempOUT 0.002670078 0.003096307 0.000830841 0.001412553
TempIN 0.000475666 0.005678138 0.001902242 0.001493063
HumOUT 0.000775074 0.000738946 0.00079559 0.000650185
DirSOL 0.005116657 3.83878E-05 0.000965797 0.00304362
IndSOL 2.66464E-06 0.000881413 -1.98488E-05 4.84486E-05
Azimuth 0.000279045 0.001252715 -6.59619E-05 0.000315083
Altitude 0.000324135 0.000673327 -4.51065E-05 0.000200592
Wspeed 4.52969E-05 -4.94303E-05 0.000413759 0.000188554
Wdire -0.000231426 0.000112906 0.000338731 -1.56378E-05
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Table 9.6:  Environmental Variable Importance to Adaptive Response Variable 
Insulation For All Seasons 
 Variable Pheonix Boulder Houston Seattle 
      
So
ut
h 
(0
°)
 
 
W
es
t (
90
°)
 
N
or
th
 (1
80
°)
 
Ea
st
 (2
70
°)
 
  
mse 0.054373457 0.051290855 0.078117587 0.103464013
rsq 0.561546195 0.555981585 0.232260983 0.351348351
Correlation 0.756451972 0.765748797 0.49118227 0.617053391
TempOUT 0.019459299 0.030875294 0.010073128 0.007781214
TempIN 0.0047202 0.004836897 0.010707294 0.005727816
HumOUT 0.005184049 0.004508349 0.001045785 0.003603575
DirSOL 0.039571631 0.008304896 0.001573415 0.015168657
IndSOL 0.00351 0.004414166 0.002342861 0.014515552
Azimuth 0.001382246 0.003769417 0.001362045 0.0029797
Altitude 0.005827463 0.004324644 0.00271912 0.010565462
Wspeed 0.000238156 0.000772733 0.000129131 0.006686606
Wdire 0.000257637 0.001953254 0.003465224 8.39941E-05
mse 0.054237636 0.083698844 0.076236534 0.087023651
rsq 0.524039942 0.49370267 0.363488073 0.517351772
Correlation 0.74048613 0.715909992 0.617662397 0.7243419
TempOUT 0.022737293 0.016698901 0.017979369 0.039012756
TempIN 0.002439906 0.024280613 0.012608445 0.013244454
HumOUT 0.008426886 0.015002529 0.004326968 0.003126732
DirSOL 0.028414303 0.016245702 0.008741373 0.004898253
IndSOL 0.00158907 0.002996618 0.001187349 0.001019334
Azimuth 0.002487828 0.004308485 0.002533743 0.004324723
Altitude 0.000741072 0.004933809 0.000794045 0.006263869
Wspeed 0.001625896 0.001213468 0.00049679 0.001525827
Wdire 0.002732742 0.001565944 0.000697215 0.000671578
mse 0.067199899 0.044661763 0.061005194 0.09089652
rsq 0.479735272 0.758058276 0.52270241 0.477894515
Correlation 0.697370135 0.869942419 0.737725703 0.69525912
TempOUT 0.032165098 0.02690297 0.028764669 0.003550909
TempIN 0.001401091 0.026917336 0.002825788 0.032247329
HumOUT 0.00369592 0.002764395 0.001903476 0.002433891
DirSOL 0.041969067 0.001604938 0.015735242 0.013842641
IndSOL 0.001249012 0.000497703 0.002490204 0.0158745
Azimuth 0.008345349 -1.60274E-05 0.000823098 7.19469E-05
Altitude 0.004923561 0.000848328 0.003398348 0.003581949
Wspeed 0.00021473 -8.07312E-06 0.000722362 0.00218349
Wdire 0.000963349 0.000388272 0.000685372 -0.000184181
mse 0.044175429 0.08039084 0.05555536 0.081926707
rsq 0.615650927 0.4421197 0.532349488 0.511988931
Correlation 0.793267334 0.67386428 0.739648805 0.721764679
TempOUT 0.041985219 0.016651248 0.010885126 0.033277154
TempIN 0.002711412 0.023032627 0.038965193 0.017431729
HumOUT 0.005321095 0.003373152 0.001982397 0.000601915
DirSOL 0.046315008 0.000560663 0.005999931 0.018425016
IndSOL 0.001313278 0.007225033 0.001929868 0.002557223
Azimuth 0.009416515 0.020268984 0.003508563 0.00695627
Altitude 0.003653941 0.002311647 0.00067491 0.006288936
Wspeed 0.000247957 0.002956558 0.006813193 0.003893984
Wdire 0.000532026 0.000428497 0.002079152 0.002326789
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Table 9.7:  Environmental Variable Importance to Adaptive Response Variable 
Porosity For All Seasons 
 Variable Pheonix Boulder Houston Seattle 
      
So
ut
h 
(0
°)
 
 
W
es
t (
90
°)
 
N
or
th
 (1
80
°)
 
Ea
st
 (2
70
°)
 
  
mse 0.005850048 0.001351722 0.001741519 0
rsq 0.046341606 -0.004282575 0.005586363 NaN
Correlation 0.283683054 -0.012212304 0.093452175 NA
TempOUT 0.000374696 1.09385E-06 4.01539E-05 0
TempIN 0.000208282 -5.39971E-06 -2.73136E-06 0
HumOUT 0.000851135 -5.93685E-07 -6.48355E-07 0
DirSOL 0.000221805 6.96585E-06 2.14573E-05 0
IndSOL 0.000102995 -8.63908E-08 9.25671E-07 0
Azimuth 5.44017E-05 8.63908E-08 8.31717E-06 0
Altitude 3.80772E-05 8.56239E-06 -1.20925E-07 0
Wspeed 0.000150658 -7.95036E-06 0.000109916 0
Wdire 0.000367465 -1.54706E-06 1.20212E-06 0
mse 0.00190399 0.000685232 0.001571111 0
rsq 0.004066075 -0.002319218 0.140576189 NaN
Correlation 0.086150191 -0.036496294 0.465502513 NA
TempOUT 1.93083E-05 0 0.000145957 0
TempIN 3.43197E-05 -3.80948E-07 0.000249941 0
HumOUT 1.29967E-06 -5.48566E-07 4.13551E-06 0
DirSOL 4.94589E-06 -1.50144E-07 4.0246E-06 0
IndSOL 2.10887E-05 -1.37141E-06 -2.33964E-07 0
Azimuth 1.50539E-05 -2.59643E-07 1.20587E-06 0
Altitude -1.21854E-06 0 -1.38442E-07 0
Wspeed 1.36783E-05 -6.44997E-07 0.00013666 0
Wdire 1.96391E-05 -1.37141E-07 1.18143E-05 0
mse 0.005118622 0.002072138 0.003045277 0
rsq 0.356686342 0.084885886 0.187687096 NaN
Correlation 0.668893583 0.338147995 0.533135981 NA
TempOUT 0.002074059 8.3815E-05 0.000166018 0
TempIN 0.004577471 0.000156856 0.000794197 0
HumOUT 0.000255801 5.39735E-05 4.02866E-06 0
DirSOL 0.000713297 -1.24173E-05 1.05616E-06 0
IndSOL 2.96629E-05 0.000259463 -2.89607E-06 0
Azimuth 0.000276017 2.32173E-05 3.73945E-06 0
Altitude 0.000219305 4.29445E-06 4.40467E-06 0
Wspeed 0.000108553 4.99237E-06 0.000307372 0
Wdire 3.12619E-05 8.17264E-05 1.29335E-06 0
mse 0.00239535 0 0 0
rsq 0.05011559 NaN NaN NaN
Correlation 0.254820624 NA NA NA
TempOUT 0.00021358 0 0 0
TempIN 0.000110997 0 0 0
HumOUT 0.000159375 0 0 0
DirSOL 5.27499E-06 0 0 0
IndSOL -5.06491E-07 0 0 0
Azimuth 1.40235E-05 0 0 0
Altitude -2.41309E-06 0 0 0
Wspeed 1.41029E-06 0 0 0
Wdire 0.000108934 0 0 0
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Table 9.8:  Environmental Variable Importance to Adaptive Response Variable 
Transmissivity For All Seasons 
 Variable Pheonix Boulder Houston Seattle 
      
So
ut
h 
(0
°)
 
 
W
es
t (
90
°)
 
N
or
th
 (1
80
°)
 
Ea
st
 (2
70
°)
 
  
mse 0.014273952 0.014823753 0.015394184 0.011907191
rsq 0.289139562 0.189843518 0.104080748 0.202769749
Correlation 0.533816751 0.432914026 0.323022772 0.445325478
TempOUT 0.001133257 0.001238405 0.000946929 0.001814975
TempIN 0.002161884 0.000642836 0.000630509 0.000464957
HumOUT 0.000826923 0.000198186 5.54129E-05 3.54972E-05
DirSOL 0.000532564 0.000116777 0.000227275 0.000435074
IndSOL 0.000668517 9.49556E-05 0.00022614 0.000197399
Azimuth 0.000196693 -3.10126E-05 9.97577E-05 0.000193753
Altitude 0.000806267 0.000498696 0.000112062 8.06855E-05
Wspeed 0.000108518 0.000202039 -1.319E-05 0.000144712
Wdire 4.44713E-06 3.32813E-05 -2.98164E-05 1.74291E-05
mse 0.014902642 0.012367104 0.018780508 0.010215438
rsq 0.282649989 0.261966686 0.060696899 0.351469265
Correlation 0.528464061 0.508487299 0.257656756 0.591902818
TempOUT 0.000685161 0.001478019 0.000641793 0.001002835
TempIN 0.000286938 7.85797E-05 0.000975942 0.0005297
HumOUT 0.000194978 1.49345E-05 1.69676E-05 4.68963E-05
DirSOL 0.000690739 0.000126995 4.64618E-05 8.60892E-05
IndSOL 0.000511988 9.5966E-05 0.000161586 0.000178878
Azimuth 0.00184397 0.000955454 0.000250697 -2.67306E-05
Altitude 0.001991361 0.000923149 -4.13944E-05 0.001295517
Wspeed 0.000213017 3.2195E-05 -0.000107058 2.15928E-06
Wdire 0.000143509 1.75722E-05 -3.45315E-05 -2.06869E-05
mse 0.009199318 0.009329157 0.019717979 0.010968868
rsq 0.413445953 0.374759764 0.495758197 0.295037157
Correlation 0.645371205 0.609541174 0.70288839 0.539580092
TempOUT 0.005454066 0.001889991 0.013074049 0.001631974
TempIN 6.44274E-05 0.001171809 0.0011493 0.000171976
HumOUT 0.000532051 0.000397436 0.000431602 4.26688E-05
DirSOL 0.001775871 0.000264983 0.000401539 0.000128775
IndSOL 0.002328267 -7.57524E-05 0.001261194 0.000209087
Azimuth 0.00061572 -4.90993E-05 0.000133315 0.000108207
Altitude 0.000277408 -2.83784E-05 0.000797271 0.001429705
Wspeed 4.66495E-05 3.69664E-05 6.6896E-06 0.000245855
Wdire -6.7658E-06 -3.06683E-05 0.000892056 0.000113926
mse 0.01304727 0.010652459 0.014169867 0.010228172
rsq 0.227509344 0.3086734 0.244608752 0.389611994
Correlation 0.473729491 0.55198997 0.49051639 0.622281852
TempOUT 0.00018253 0.001806218 0.001615327 0.002470079
TempIN 0.000622559 0.000877053 0.00248701 0.000240096
HumOUT 8.00609E-05 4.34939E-05 -3.19793E-06 -2.42896E-05
DirSOL 0.000624761 0.000101243 0.000425109 0.000174172
IndSOL 0.000385823 0.000252745 -2.18305E-05 9.09841E-05
Azimuth 0.003128299 0.00122324 0.000640398 0.00083556
Altitude 0.000334371 0.000739381 4.99029E-05 0.001052004
Wspeed 1.78761E-05 3.66543E-06 5.01605E-05 6.78074E-05
Wdire 0.00011672 0.000131092 0.000137836 3.73392E-05
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APPENDIX B 
ENERGY USE COMPARISON 
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Figure 10.1:  Comparative energy use between models for Phoenix, south orientation, typical autumn week.  
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Figure 10.2:  Comparative energy use between models for Boulder, south orientation, typical autumn week.  
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Figure 10.3:  Adaptive envelope variable relationships for Boulder, south orientation, winter extreme week.  
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Figure 10.4:  Comparative energy use between models for Houston, south orientation, typical autumn week.  
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Figure 10.5:  Comparative energy use between models for Seattle, south orientation, typical autumn week. 
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Figure 11.1:  Adaptive responses in relation to environment and energy for Phoenix, south orientation, typical autumn week.
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Figure 11.2:  Adaptive responses in relation to environment and energy for Phoenix, north orientation, summer extreme week.
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Figure 11.3:  Adaptive responses in relation to environment and energy for Boulder, south orientation, typical autumn week.
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Figure 11.4: Adaptive responses in relation to environment and energy for Boulder, south orientation, winter extreme week.
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Figure 11.5: Adaptive responses in relation to environment and energy for Houston, south orientation, typical autumn week.
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Figure 11.6: Adaptive responses in relation to environment and energy for Seattle, south orientation, typical autumn week. 
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Figure 11.7: Adaptive responses in relation to environment and energy for Boulder, east orientation, winter extreme week. 
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