We study a multi-instance (MI) learning dimensionality-reduction algorithm through sparsity and orthogonality, which is especially useful for high-dimensional MI data sets. We develop a novel algorithm to handle both sparsity and orthogonality constraints that existing methods do not handle well simultaneously. Our main idea is to formulate an optimization problem where the sparse term appears in the objective function and the orthogonality term is formed as a constraint. The resulting optimization problem can be solved by using approximate augmented Lagrangian iterations as the outer loop and inertial proximal alternating linearized minimization (iPALM) iterations as the inner loop. The main advantage of this method is that both sparsity and orthogonality can be satisfied in the proposed algorithm. We show the global convergence of the proposed iterative algorithm. We also demonstrate that the proposed algorithm can achieve high sparsity and orthogonality requirements, which are very important for dimensionality reduction. Experimental results on both synthetic and real data sets show that the proposed algorithm can obtain learning performance comparable to that of other tested MI learning algorithms.
Introduction
In multi-instance (MI) learning (Dietterich, Lathrop, & Lozano-Pérez, 1997) , data observations (bags) can have different alternative descriptions (instances). Labels are assigned to bags, but they are not assigned to instances. Under the standard MI assumption, a bag is positively labeled if it contains at least one positive instance and negatively labeled if all instances contained in a bag are negative. The goal of MI learning is to learn from a training data set and build a classifier for correctly labeling unseen bags. MI learning naturally fits various real-world applications-for example, drug activity prediction (Dietterich et al., 1997 ), text categorization (Andrews, Tsochantaridis, & Hofmann, 2003) , image retrieval (Andrews et al., 2003) , medical diagnosis (Fung & Ng, 2007) , and face detection (Viola & Jones, 2004) .
In the literature, MI learning on drug activity prediction was first represented in Dietterich et al. (1997) . The task of drug activity prediction is to predict whether a given molecule is qualified to make a drug. We note that molecules are qualified to make a drug when one of its low-energy shapes can bind tightly to the target object. In contrast, molecules are not qualified to make a drug when none of its low-energy shapes can bind tightly to the target object. The main challenge of drug activity prediction is that each molecule can have many possible low-energy shapes, and only one or a few of them can bind tightly to the target object. In practice, few training molecules are known to be qualified to make a drug, but we may not know low-energy shapes for such qualification. In MI learning, each molecule can be described with a bag, and each instance corresponds to one low-energy shape.
Related Work on MI Learning.
The axis-parallel rectangle (APR) algorithm based on greedy selection was proposed to predict drug activity. The learnability and computational complexities of the APR algorithm were analyzed in Auer, Long, and Srinivasan (1997) , Long and Tan (1998) , Blum and Kalai (1998) . Then several MI learning algorithms were developed and studied, such as diverse density (Maron & Lozano-Pérez, 1998) , citation-KNN (Wang & Zucker, 2000) , ID3-MI (Chevaleyre & Zucker, 2001 ), RIPPER-MI (Chevaleyre & Zucker, 2001 ), BP-MIP (Zhang & Zhou, 2004) , and MI-SVM (Andrews et al., 2003) . The diverse density algorithm searches for a point with the maximum diverse density in the feature space, which is defined as measuring how many different positive bags are nearby and how far the negative bags are from this point. Citation-KNN is a nearestneighbor algorithm that measures the distance between bags by the minimal Hausdorff distance. ID3-MI is a decision tree algorithm that follows the divide-and-conquer strategy and uses MI entropy to distinguish bags instead of splitting instances. RIPPER-MI is a rule induction algorithm that uses MI coverage to follow the divide-and-conquer method for rule inducers. BP-MIP is a feedforward neural network algorithm that uses diverse density for feature scaling and PCA (principal component analysis; Jolliffe, 2002) for feature reduction. Basically, these MI learning algorithms are studied at bag level (i.e., discrimination on bags instead of discrimination on instances). More detailed information on the differences among these methods can be found in Zhou (2004) . There are some survey papers and books on MI learning (Foulds & Frank, 2010; Amores, 2013; Herrera et al., 2016) . Foulds and Frank classified MI learning methods according to the assumptions of each method. Amores (2013) looks into what level of information is used in MI learning (i.e., instance level or bag level). However, dimensionality reduction in MI has not attracted much attention.
Many MI learning problems involve high-dimensional data: each instance has a large number of features. In addition, MI data may contain noisy and redundant features. Feature selection and dimension reduction are two ways to manage high-dimensional data. Feature selection attempts to select a subset of the original features according to some measurements. Dimensionality reduction attempts to identify a small set of features in a new feature space from the set of original features. HyDR-MI (Zafra, Pechenizkiy, & Ventura, 2013 ) is a feature selection method that uses the filter method to determine the important attributes in the feature space and then adopts the wrapper method to select the best feature subset. MIDR (Sun, Ng, & Zhou, 2010) aims to make the posterior probability of a truly positive bag to be one and zero otherwise. The projection matrix for dimensionality reduction was required to satisfy both sparsity and orthogonality. MidLABS (Ping, Xu, Ren, Chi, & Shen, 2010) uses the trace-ratio expression to simultaneously maximize between-class scattering and minimize within-class scattering. MidLABS constructs scattering matrices by directly evaluating the scattering among bags and takes the structure information of each bag by building an -graph. MIDA (Chai, Ding, Chen, & Li, 2014) uses the selected positive instance in each positive bag and the mean of all negative instances in all negative bags to construct scattering matrices and simultaneously maximizes the between-class scattering and minimizes the within-class scattering by solving the trace-difference formulation. CLFDA (Kim & Choi, 2010 ) prelabels all instances with their bag labels and then adopts neighborhood information to detect the false-positive ones. Mid-LABS, MIDA, and CLFDA can be treated as MI extensions of LDA (linear discriminant analysis; Fukunaga, 1990) using different scattering matrices.
Motivation.
The main aim of this letter is to study MI dimensionality reduction by sparsity and orthogonality. The optimization problem of the MIDR method (Sun et al., 2010) is solved by the gradient descent method along the tangent space of the orthogonal matrices. In order to improve efficiency, sparsity and orthogonality constraints were further approximated in the method. Therefore, the calculated solution is not necessarily sparse and orthogonal, and learning performance may be affected. There is no proof of convergence of the MIDR algorithm; the computed solution cannot ensure that the optimality conditions are satisfied. Unlike Sun et al. (2010) , we do not use any approximation for sparsity and orthogonality. Our idea is to formulate the optimization problem using the corresponding scaled augmented Lagrangian function with sparsity and orthogonality. The resulting Lagrangian function can be solved iteratively by updating the involved variables. In particular, variables associated with sparsity and orthogonal constraints can be treated by using the inertial proximal alternating linearized minimization (iPALM) method (Pock & Sabach, 2016; Zhu, 2016) .
The advantage of this method is that these variables can be managed separately and updated effectively. We show the global convergence of the proposed algorithm combining the outer approximate augmented Lagrangian iteration step and the inner iPALM iteration step. The computed solution can be sparse and orthogonal, and it also satisfies the optimality conditions of the optimization problem. Experimental results on both synthetic and real data sets demonstrate that a good MI learning performance and both sparsity and orthogonality can be achieved, by the proposed algorithm.
The outline of this letter is as follows. In section 2, we review the MI dimensionality-reduction formula with sparsity and orthogonality and study the convergence of the proposed algorithm. In addition, we present the iPALM solver for the subproblems arising from the proposed algorithm. In section 3, we present experimental results to show the effectiveness of the proposed algorithm. Finally, we give some concluding remarks in section 4.
Dimensionality Reduction
In this section, we review the MIDR method proposed by Sun et al. (2010) and apply the approximate augmented Lagrangian method to solve the corresponding optimization problem.
2.1
The Optimization Problem. Let {(X 1 , y 1 ), . . . , (X N , y N )} be the training data set, where
D is the ith bag, which contains n i instances (n i can vary across the bags), and y i ∈ {0, 1} is the label of X i . Here x i, j ∈ R D denotes the jth instance in the ith bag, and its hidden label is y i, j ∈ {0, 1}. Each instance contains D attributes. Under the standard assumption of MI learning, X i has a label y i = 1 and is said to be a positive bag if there exists at least one instance x i, j ∈ X i with a label y i, j = 1 (the concrete value of the index j is usually unknown). Otherwise, X i is said to be a negative bag with a label y i = 0.
In MIDR, Sun et al. (2010) 
to discriminate positive and negative bags: project
A is required to be orthogonal to guarantee that the resulting features are uncorrelated and nonredundant in the new feature representation. Obviously each new feature A T x i, j ∈ R d is a linear combination of all features in original data x i, j ∈ R D , and the coefficients of such a linear combination are generally nonzero. Therefore, the importance of the original features and the interpretation of the features obtained in the lowerdimensional space may be difficult to be considered, especially when the data dimension D is large. To improve the ability of the model to interpret and visualize the results, A 1 (= i, j |A i j |) is incorporated into the new feature representation. Sparse representation of features for some real data sets has been studied and reported (see Dundar, Fung, Bi, Sathyakama, & Rao, 2005; Fung & Ng, 2007; Qiao, Zhou, & Huang, 2009; Ng, Liao, & Zhang, 2011) and references therein.
MIDR aims to solve the following optimization problem
where α is a positive number to control the balance between the fitting term
2 ) and the sparsity term A 1 . Here,
is the softmax approximation of max 1≤ j≤n i {P i,1 (A, w), . . . , P i,n i (A, w)} (when β is sufficient large, the formula would be a good approximation). The logistic regression parameter w was used to estimate the posterior probability P i, j ,
where Prob(y i, j = 1 | A T x i, j ) refers to the probability of y i, j = 1 under the condition A T x i, j is considered. Softmax approximation and posterior probability P i, j are usually employed in the multiple instance logistic regression (MILR) method (Ray & Craven, 2005) .
2.2 Our Algorithm. Next, we study the approximate augmented Lagrangian method as used in (Zhu, Zhang, Chu, & Liao, 2017) to deal with problem 2.1. By introducing an auxiliary variable B, problem 2.1 can be rewritten as
is the indicator function defined on the Stiefel manifold
The augmented Lagrangian function associated with equation 2.3 is given bỹ
where ρ > 0 is the penalty parameter and ·, · is the Euclidean inner product for matrices. In the following discussion, we consider the scaled form, 
Here, k refers to the iteration index. The outline of this iterative scheme is given in algorithm 1.
In step 1 of algorithm 1, we would like to find a vector ξ (k) (∈ ∂L k ) such that its norm is small enough (see equation 2.5 in the algorithm). We note 6) and ∂L k can be computed by
Inequality 2.5 can be guaranteed by using the iPALM method (a detailed discussion is in section 2.3). Moreover, step 1 implies that the logistic regression parameter w is updated by minimizing the distance between the posterior probability P i (B, w) and the label y i of the ith bag X i .
Step 2 updates the Lagrangian multipliers in the algorithm. The following theorem provides the convergence result of the MI-ALM algorithm. The proof of theorem 1 is given in appendix A. Theorem 1 implies that the MI-ALM algorithm can provide a theoretically guaranteed optimal solution with the required sparsity and orthogonality, which is important to MI dimensionality reduction.
iPALM Algorithm.
We note that step 1 is the crucial part of the MI-ALM algorithm, which requires that criterion 2.5 must be satisfied in each iteration. Next, we will show how the iPALM method can be employed to
We rewrite formula 2.6 as follows:
where
For each fixed k, the implementation of the iPALM method employed in step 1 of MI-ALM is listed in algorithm 2.
In iPALM algorithm, we set (
e., we use the iteration at (k − 1)th outer iteration as the initial guess for step 1 in algorithm 1). We note that the A-subproblem 2.9 is equivalent to
Therefore, A (k, j+1) can be computed via the singular value decomposition (Lai & Osher, 2014) ,
B-subproblem (2.10) requires solving an l 1 -norm proximal operator. Therefore, B (k, j+1) can be obtained by shrinkage operation (Boyd et al., 2011) ,
where shrink(X, η) = sign(X ) max{|X| − η, 0} is the soft-shrinkage operator and denotes the component-wise product. We note that w-subproblem (2.11) is an unconstrained quadratic optimization problem, which means that w (k, j+1) can be solved exactly:
Moreover, we define
The following theorem indicates that ξ (k, j) indeed satisfies criterion 2.5, which means that step 1 of MI-ALM is well defined with the iPALM method as the inner solver.
)} j∈N be a sequence generated by equations 2.9 to 2.11.
i. ξ (k, j+1) defined in equations 2.12 to 2.14 satisfies
)} j∈N has finite length:
The proof of theorem 2 is in appendix B.
In the next section, we test the performance of the proposed algorithm.
Experimental Results
We evaluate the effectiveness and efficiency of the MI-ALM algorithm on some synthetic data sets and five MI benchmark data sets.
1
In the following experiments, we set β = 3 as the approximate degree of softmax function,
2 ,¯ max = 10 2 in algorithm 1. For each k ≥ 1, we set a
, and γ i = 1.01, i = 1, 2, 3. All experiments were performed in Matlab R2013a on a MacBook Pro laptop with an Intel core i7 CPU at 2.2 GHz × 4 and 16 GB of RAM.
Synthetic Data Sets.
Two experiments were carried out on synthetic data sets to verify the effectiveness of algorithm 1. In this section, we set α = 0.2 in problem 2.1 for algorithm 1. Figure 1 shows a simple two-dimensional synthetic example. Our goal is to reduce the dimensionality of the synthetic data from two to one. The structure in this test is shown in Table 1 . There are four bags; the first three A − H 2 F + c 1 H 1 is used as an approximation of problem 2.1. Here, we set c 1 = 0.5, c 2 = 20 to keep A and H close. Figure 1 shows that LDA is misled by negative instances in the positive bags. After dimensionality reduction, the positive and negative instances in the positive bags 2 and 3 are very close. This is consistent with the fact that LDA, as a supervised learning algorithm, assigns each instance to the label of the bag. It can be seen from bag 4 in the PCA panel in Figure 1 that after dimensionality reduction, the positive and negative bags are not well separated. This can be explained: PCA does not consider label information as an unsupervised learning method. MIDR and MI-ALM both try to enlarge the distances between positive and negative instances to separate positive and negative bags. It can be seen in the figures that the performance of MIDR and MI-ALM are better than those of PCA and LDA.
Next, we generate a synthetic data set (data set II) in a high-dimensional feature space containing more bags and instances. Each data set has 80 bags Table 2 reports the average results obtained by MI-ALM, MIDR, PCA, and LDA algorithms on 20 randomly generated data sets; their standard deviations are given in parentheses. We randomly selected 50% positive bags and 50% negative bags as training data and the remaining bags as testing data. The competitive algorithms are used only for dimensionality reduction, so an additional classifier is needed to evaluate classification performance. Here we use MILR solved by the BFGS method (Ray & Craven, 2005) as the classifier of these four methods. For comparison, we further tested MILR using the original features. The value of AUROC gives the classification accuracy based on the area under ROC (AUROC; Bradley, 1997; Fawcett, 2006) by constructing the receiver operating characteristic (ROC) curve. The value of sparsity refers to the ratio between the number of zero entries in the calculated solution A c and its size. We note that when the sparsity value of each dimension approaches one (zero), the solution becomes sparser (denser). The values of orthogonality for MI-ALM and MIDR are calculated from the computed solution A c : that the MIDR method provides sparse and orthogonal approximation, and it is not effective in dealing with sparsity and orthogonal constraints simultaneously. Notice that MIDR separates sparse and orthogonality constraints by introducing constraint H = A, requiring H to meet sparsity constraints and A to meet orthogonal constraints. In the objective function of MIDR, the penalty parameter is used to penalize the constraint A = H. Table 3 also reports the difference between A c and H by calculating A c − H F / √ d ("Error") for reference. It can be seen that when D = 500, MIDR cannot obtain the high accuracy of constraints A = H. This is because the penalty method requires that the penalty parameter should be sufficiently large. However, the number of iterations required for solving such minimization problem is very large. Therefore, it is difficult to balance the computational trade-off by tuning the penalty parameter. In contrast, the proposed algorithm MI-ALM can provide sparse and orthogonal solutions well. Table 3 does not list the sparsity and orthogonality results of PCA and LDA because PCA and LDA do not provide sparse solutions, and their solutions satisfy orthogonality via the eigendecomposition procedure. We also remark that the upper bound of its subspace dimension is equal to the number of classes minus one in LDA setting. This is valid for binary classes (positive and negative labels) in multiple-instance learning.
According to the results of the mean values and standard deviations listed in Table 2 , the classification performance of MI-ALM is quite competitive compared with MIDR, PCA, LDA, and MILR. We can also see from Table 2 that for each fixed D, MILR obtains improved accuracy as d (the number of related dimensions) increases. For most cases, PCA can achieve better accuracy than LDA and MILR. We find that LDA misclassified negative bags into positive bags, especially for large D. Table 2 demonstrates that the classification performance can be improved by dimension reduction.
Real Data Sets.
In this section, we test MI-ALM algorithm on five MI benchmark data sets: Musk1, Musk2, Tiger, Elephant (Elep), and Fox. Musk1 and Musk2 are drug activity prediction tasks and aim to predict whether a drug molecule can bind well to a target protein related to certain disease states, which is primarily determined by the low-energy shape of the molecule. A molecule can bind well if at least one of its shapes can bind well. Hence, MI learning can be used to learn the right shape that determines the binding and predict whether a new molecule can bind to the target protein by modeling a molecule as a bag and taking low-energy shapes as the instances. Tiger, Elephant, and Fox are image classification tasks. The image is considered positive when at least one segment of the image contains the desired animal. Therefore, by modeling an image as a bag and modeling the image segment as an instance, MI learning can be applied to find out whether the image contains the required animals. A description of these five data sets is shown in Table 4 . Before we perform multi-instance dimensionality reduction and learning for each data set, we employ Z-score standardization such that each feature of all instances has zero mean and standard deviation one.
In the following experiments, we repeat 10 times 10-fold cross validation with random partitions. More precisely, each data set is randomly partitioned into 10 samples. A single sample among 10 samples is retained as the testing data, and the remaining 9 samples are used as training data. Each of these 10 samples is used exactly once as the testing data. The whole process is then repeated 10 times. Then we compute the average performance of 10 random repetitions of different MI algorithms. Here, we compare the performance of MI-ALM with other MI learning methods: PCA, LDA, HyDR-MI, CLFDA, and MIDR. For the dimensionalityreduction methods PCA, CLFDA, MIDR, and MI-ALM, we reduce the dimensionality to (20%, 30%, 40%, 50%, 60%) of the size of original features. We use MILR as the classifier to evaluate the classification performance. We also test MILR without dimensionality reduction for reference. For HyDR-MI, we use the adapted Hausdorff distance to select the initial (15%, 30%, 45%, 60%, 75%, 90%) features of the original data in the filter component. We use AUROC as the evaluation criterion. For MI-ALM, we set α = 0.3; for MIDR, we set c 1 = 0.1 and c 2 = 10 to make A and H close. Table 5 reports AUROC values generated by each algorithm. It can be seen that in most of cases, the results obtained by dimension-reduction methods can be higher than those based on the original feature space (e.g., MILR). For convenience, we highlight the best result under dimensional reduction for each data set. We see that the learning performance of the MI-ALM algorithm is better than that of the other dimension-reduction algorithms.
The performance of LDA is not good in most cases since LDA misclassified negative bags as positive bags. It is worth noting that for image classification data sets, the performance of CLFDA is worse than that of LDA. Note: The best result is highlighted in bold, and the underlined result refers to the best result obtained by HyDR-MI for each data set.
CLFDA can be seen as supervised dimensionality reduction for multiple instance learning, which incorporates both citation and reference information to detect false-positive instance. In most cases, HyDR-MI can obtain better accuracy results than CLFDA and LDA. We list the percentages of features finally selected by HyDR-MI in Table 5 and underline the best results obtained by HyDR-MI for each data set. We see that the performance of the MI-ALM algorithm is better than that of the LDA, CLFDA, and HyDR-MI methods.
Sparsity results generated by MIDR and MI-ALM methods are reported in Table 6 . Under the current parameter setting, the sparsity results by MI-ALM are better than MIDR except the Fox data set. The orthogonality results generated by MI-ALM are better than those by MIDR except the Musk2 data set. Table 6 also reports the error between A c and H (Error) by MIDR algorithm. MI-ALM does not have this issue, and it provides solution A directly. These results demonstrate that sparse and orthogonal solution can provide better projection matrix to discriminate positive and negative bags. The important result is that the MI-ALM algorithm can provide better learning performance via sparsity and orthogonality than the MIDR algorithm does.
Conclusion
In this letter, we have proposed an augmented Lagrangian method to deal with MI learning via sparsity and orthogonality. The subproblems arising from the augmented Lagrangian method are solved by the iPALM method. The convergence of the proposed algorithm is also given. The important result is that the algorithm can guarantee both sparsity and orthogonality constraints for solutions. The effectiveness of the proposed algorithm is verified by both synthetic and real data sets. The learning performance of the proposed algorithm is better than that of existing projected algorithms. As future research, we would like to extend the approach to MI multilearning problems by incorporating both sparsity and orthogonality constraints in finding better solutions in learning. The identification of features by sparsity projection matrices would be useful to deal with highdimensional problems.
Appendix A: The Convergence of the MI-ALM algorithm
Before we study the convergence result of the MI-ALM algorithm (theorem 1), we discuss the optimality condition of problem (2.3).
The Lagrangian function of problem (2.3) is given by where ∈ R d×d is the Lagrange multiplier refering to the orthogonal constraints. The first-order optimality condition of problem 2.3 can be described by the following lemma. The proof is similar to lemma 2 in Zhu et al. (2017) . We prove it here for completeness. For analytical convenience, we denote W := B A ∈ R 2D×d , and define
Notice that St(d, D) is a smooth manifold, is a closed convex set, and (A * , B * , w * ) is a stationary point. Then by using the generalized Fermat rule (Clarke, Ledyaev, Stern, & Wolenski, 2008; Rockafellar & Wets, 2009) 
has full column rank, ∂δ (W * ) is the normal cone to at W * : Next, we prove theorem 1, which implies that any cluster point generated by the ML-ALM algorithm satisfies the first-order optimality conditions in equation (A.1). In the analysis, we assume step 1 of MI-ALM is established. 
Proof of Theorem 1. For any cluster point (
. We note that {¯ (k) } is bounded in algorithm 1. {v (k) } k∈K is bounded by the convexity of B 1 (Bertsekas, 1999). Moreover, 
Combined with the updating formula of (k) in step 2 of the MI-ALM algorithm (algorithm 1), equation (A.3) implies that there exists an ξ (k) with
Before we study the convergence result of algorithm 2 (theorem 2), we first demonstrate that the scaled augmented Lagrangian function, equation 2.8, satisfies the following blanket assumptions for the iPALM method proposed in Zhu (2016) . Now we check that assumptions 1 to 4 hold. We note that assumptions 1 and 2 are trivial. For assumption 3, (A, B, w) and the boundedness of ∇ B f (B, w) and ∇ w f (B, w) on bounded subset 1 × 2 × 3 , assumption 5 is valid.
Blanket Assumptions
Next, we prove theorem 2, which implies that step 1 in algorithm 1 is well defined with the iPALM method as a solver.
Proof of Theorem 2. We consider a fixed value of k. For simplicity, we set V := (A, B, w) and L k (V ) := L k (A, B, w) .
i. By the first-order optimality conditions of subproblems 2.9 to 2.11, it is easy to check that
Since H k (V ) is continuously differentiable, by subdifferentiability property,
which implies
To show ξ (k, j) ∞ → 0, we only need to verify that {V (k, j) } j∈N generated by equations 2.9 to 2.11 is bounded and use lemma 4.6 and theorem 4.3 in Zhu (2016) where f (B, w) satisfies KL properties since the exponential function is definable (Wilkie, 1996) and the composition of definable function is a definable. Therefore, L k (V ) is definable in an o-minimal structure. The result holds directly.
