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Introduction 
In the past years, a lot of work has been devoted to the study of definable 
subsets of the real line. Desirable properties of these sets such as Lebesgue 
measurability, Baire property, perfect set theorem, have been shown to be 
consistent with the usual axioms of set theory or have been derived from strong 
assumptions like determinacy hypotheses (see e.g. [5]). The main contribution to 
the subject was made by Solovay, [9]: starting from a standard model of ZFC with 
an inaccessible cardinal, he built a model of ZF in which the following statements 
hold: 
(i) DC, the axiom of dependant choices. 
(ii) Every set of reals is Lebesgue measurable. 
(iii) Every set of reals has the property of Baire. 
(iv) Every set of reals is at most countable or contains a perfect subset. 
Equivalently, Solovay’s work could be viewed as building a model of ZFC in 
which the analogs of (ii), (iii), (iv) hold for all subsets of the real line from the class 
DOR of sets definable from ordinals and reals; the inner model consisting of sets 
hereditarily in DOR provides the link between the two constructions. 
The problem whether the use of an inaccessible cardinal could be avoided has 
been solved by Shelah ([7], [S]); surprisingly the answer is not the same for 
measure and for category. 
In the measure case, Shelah has shown (in ZF+DC) that the measurability of 
all 2: sets implies that X, is inaccessible in the constructible universe. 
On the other hand, a model of ZF+DC where every set of reals has the 
property of Baire can be built from a model of ZF alone. In order to prove this 
last result, Shelah has considered notions of forcing of a special type, which he 
calls ‘sweet’. The present paper is a new approach to this ‘sweet’ forcing: instead 
of adding to a set of conditions P, an extra structure consisting of a sequence (Ek) 
of equivalence relations, we endow P with a topology; simultaneously, we make 
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our requirements on the structure much more loose. This has two major advan- 
tages: 
(i) the use of topological tools make the proofs more straightforward; 
(ii) more notions of forcing are covered. 
Our method provides an alternative proof of Shelah’s theorem. 
Theorem 1 (Shelah). Assume there is a standard model of ZF. Then, there is a 
standard model of ZFC in which all sets in DOR have the property of Baire. 
We can also arrange a few extra properties to hold in our model. 
Theorem 2. Assume there is a standard model of ZF. Then, there is a standard 
model of ZFC with the following properties: 
(i) Any set of reals in DOR’ has the property of Baiie. 
(ii) Any subset of OCII in DOIW is u-bounded or contains a superperfect tree. 
(iii) There is a sequence of K1 real numbers. 
(iv) Any set of reals in DOR contains a perfect subset or is well ordered with 
order type SK,. 
(v) Any set of reals which is definable in terms of ordinals (DO) is Lebesgue 
measurable. 
(vi) Any DO set of reals is Ramsey. 
Remarks. (1) Relevant definitions concerning o-bounded sets and superperfect 
trees will appear in Section 5 below. 
(2) As usual, our results can be recast as relative consistency results by 
considering the inner model HODlW of all sets hereditarily in Doll%. In this model, 
DC holds, all sets have the Baire property, all (light face) 2: sets are measurable 
and Ramsey etc. 
(3) It should benoted that statements (v) and (vi) apply only to sets in DO i.e. 
without real parameters. By Shelah’s result, (v) cannot hold for sets in DOR; it is 
an open problem whether (vi) can be arranged to hold for sets in DOR. 
(4) Our model is essentially obtained by forcing with an ordered set satisfying 
the countable chain conditions. If we start with a model of V = L, equality Kfi = K1 
holds in the resulting model. 
(5) In Shelah’s proof of the measure case, there is a dichotomy which seems 
mysterious; this dichotomy appears as well in the alternative proof given by 
Raisonnier [6] and is specially clear in the light face version of Shelah’s result [7]; 
if Kk=X, then, there is a non-measurable set which is either xi or Xi. In our 
model all 2: sets are measurable so that some 2; set is not measurable; hence the 
dichotomy cannot be avoided. 
One of the main open problems connected with our results is the following: 
Problem. IS DC&J consistent with ZF+ DC+ “Euery set of reals has he Pverty 
of Baire”. 
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A positive solution to this problem would presumably require us to perform 
iterations of length >X, of a suitable analog to sweet forcing. Although we have 
met many technical difficulties in our attempt to follow this line of attack, we feel 
that our framework may lead to a solution of the above problem. 
Before closing this introduction, we briefly describe the organization of the 
paper: in Section 1 we define our main tool: topologically ordered sets with the 
lower bound property and we give various examples. In Sections 2, 3 we establish 
various closure properties of these ordered sets. Section 4 is devoted to a brief 
sketch of Shelah’s iterative construction used to prove Theorem 1 and also 
includes a proof of statements (v), (vi) of Theorem 2. Statement (ii) of this 
theorem is proved in Section 5, and statement (iv) in Section 6. 
It is useless to say that we owe a very strong debt to S. Shelah both for creating 
the subject and for discussions on the present work during the 1981 Logic Year in 
Jerusalem. Thanks are also due to P. Dehornoy and A. Louveau for conversations 
on the content of this paper. 
1. Topologically ordered sets with lower bound property 
1.1. Throughout this secion, P denotes a partially ordered set with a maximal 
element II; members of IFP are called conditions; P is endowed with a topology 3, 
which is not necessarily Hausdorff; the pair (IF’, S) is called a topologically 
ordered set and is denoted by P if no confusion can arise. 
Definition 1. P has the lower bound property (1.b.p.) if, given any sequence (p,) 
with limit p, any condition q <p and any neighborhood V of q, there is a 
condition r such that: 
(i) r E V, 
(ii) r Sq, 
(iii) {n : r S p,} is infinite. 
Definition 2. P is separable if it has a countable basis of open sets. 
Proposition 1. Let P be separable with the lower bound property; let p, q be 
elements of P, q s p. If k is an integer and V is a neighborhood of q, there exists a 
neighborhood W of p such that any k elements of W have a common lower bound in 
V. 
Proof. We assume that V is an open neighborhood; if the desired conclusion does 
not hold then, using the countable basis of P, we can build k sequences 
(p,!,), . . . , (~2) such that 
(i) (ps haslimit p, i=l,...,k; 
(ii) for any n the conditions p& . . . , pz have no common lower bound in V. 
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By the lower bound property, we can find an infinite subset a1 of w and a 
condition q1 in V, q1 G p, such that 
Vn Eal qlspA. 
Using once more the 1.b.p. we find q2Sq,, q2E V and an infinite subset a*~ CY~ 
such that 
VnEc+ q2Gpz. 
Repeating this argument k times, we end up with a condition qk in V and an 
infinite subset (Yk such that: 
VnE(Yk qksp;, i=l ,..., k. 
This contradicts property (ii) above and hence finishes the proof. 
Proposition 2. Let [FD be separable with the I.b.p. Then P satisfies the countable 
chain condition (c.c.c.). 
Proof. If (uk) is a sequence of open sets which is a countable basis for P, then, 
withdrawing those which do not consist of pairwise compatible elements, we are 
still left with a basis (by Proposition 1). Now any set of cardinality at least K1 has 
two different members in one element of this new basis; hence, it is not an 
antichain. 
1.2. Definition. Let P be a topologically ordered set. P is sweet if the following 
properties hold: 
(i) P has the 1.b.p. 
(ii) IP is separable. 
(iii) ll is isolated. 
Although we use the word ‘sweet’, our definition is different from the definition 
of Shelah in [S]; this does not lead to any confusion, because our definition does 
not apply to the same kind of objects. 
Condition (iii) above is a minor technical condition as shown by the following: 
Proposition. If P is a topologically ordered set with properties (i) and (ii), then P 
can be endowed with a finer topology for which it is sweet. 
Proof. Let (&) be a sequence of open sets which is a countable basis for P . If we 
add the set {II}, we obtain a basis for a new topology which we denote by Y’. 
Clearly, Q is isolated in the new topology. Now, it is easily seen that no new 
converging sequence is added; also, the neighborhoods of a given condition q# 1 
are the same for both topologies. From these remarks, the sweetness of (p, S’) 
follows. 
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1.3. We now give examples of sweet sets of conditions. 
1.3.1. UM 
UM is a set of conditions used to add a dense Gs subset of 2” consisting of 
Cohen generic reals (see [S]). It consists of pairs (n, T) where n is an integer and 
T a nowhere dense tree on 2”. The ordering on UM is given by: 
(k, U)<(n, T) iff k exceeds n, Urn = T]n and Uz T 
(where U ] n denotes the set of sequences of U of length <n>. 
UM can be endowed with a standard topology: it is a subset of o X P(Seq(2)) 
where Seq(2) denotes the set of sequences of O’s and l’s; o can be given the 
discrete topology and P(Seq(2)) can be identified with 2seq(2) and given the 
product topology; UM in its turn is equipped with the topology induced by the 
product topology on o x P(Seq(2)). It is well known that this topology has a 
countable basis. In order to see that the maximal element II (consisting of 0 and 
the empty tree) is isolated it is enough to observe that it is the only condition 
(n, T) such that n = 0 and (g>$ T where (8) denote the empty sequence. Only the 
1.b.p. remains to be checked. 
Lemma. If (T,) is a sequence of nowhere dense trees with limit a nowhere dense 
tree T, then the tree V = IJ,,, T,, is nowhere dense as well. 
Proof. Let s be an element of Seq(2); we have to find an extension t of s which is 
not in V. Let so be an extension of s not in T; after some integer N, s0 does not 
belong to any of the T,‘s because T is the limit of the sequence (T,). We 
inductively build elements si of Seq(2) such that 
s~+~ extends si, si$ Ti; 
the required element t not in V can be chosen to be s,. 
We now establish the 1.b.p. We consider a sequence p,, = (k,, T,) with limit 
p = (k, T) and we let q s p, q = (I, U). If a neighborhood of q is given, we may 
replace it by another one consisting precisely of these conditions (1, S) satisfying 
finitely conditions of type 
(I) s E S, s an element of Seq(2), 
or (II) t$ S, t an element of Seq(2). 
Now, because of the inclusion Tc U, the conditions of type (II) are satisfied by all 
T,‘s after some integer N; we let 
V= UU lJ T,,. 
n>N 
V satisfies all conditions of type (II) above as well as all conditions of type (I) 
because it includes U. Also, V is nowhere dense by our previous lemma. Finally, 
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condition (1, V) belongs to the given neighborhood of q, is smaller than q and 
than all p,,‘s with n > N. This finishes the proof that the 1.b.p. holds. 
Actually, as the reader has probably noticed, a stronger version of the 1.b.p. 
holds because condition (1, V) is a common lower bound to all p,,‘s except finitely 
many. 
1.3.2. UD 
UD is a set of conditions used to add a new element of w” dominating all 
members of o” lying in the ground model (we say that g dominates f if for some 
integer N, the inequality f(n) s g(n) holds for all n > N). UD consists of pairs 
(k,f) with kew and fEw”‘; the ordering on UD is given by: 
(l,g)~(k,f) iff 1 exceeds k, frk=grk and yn f(n)Sg(n) 
where f r k denotes the restriction of f to integers <k. UD is endowed with the 
topology induced by the usual topology on w x w“‘. Clearly, this topology has a 
countable basis. In order to prove the 1.b.p. we give the following analog of 
Lemma 1.3.1. 
Lemma. Let (f,) be a sequence of elements of o” converging to f. Then, the 
supremum 
g(i) = sup f,(i) 
nEO 
is finite for every integer i. 
Proof. After some time f,(i) equals f(i) so that the supremum actually ranges 
over a finite set. 
We now turn to the 1.b.p. We consider a sequence p,, = (k,, f,,) with limit 
p = (k, f) and we let q s p, q = (1, g). If a neighborhood of q is given, we may 
replace it by another one consisting precisely of those conditions (1, h) such that 
for some integer m > I 
hrm=g Im. 
After some integer N, f,, 1 m is dominated by g 1 m. We let g = 
sup(g, (f,, : n > N}); g is well defined (by the lemma). Also, the condition (I, S) is a 
member of the given neighborhood, is smaller than q and than all p,,‘s with n > N; 
hence, the 1.b.p. is proved. 
Note that, because 1 is not isolated, our topologically ordered set is not sweet 
but, by Proposition 1.2, we can enrich the topology so that it becomes sweet. 
Now UD can be used in place of UM in order to add a dense GS of Cohen 
generic reals because of the following: 
Proposition 1. If M is an inner model, r a Cohen generic real over M and if some 
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element of ww dominates all members of M[r], then there exists a dense GS of Cohen 
generic reals over M. 
Also, as shown by the next proposition, UD itself adds Cohen generic reals, so 
that iterating UD is just as good as iterating UM, as far as obtaining many Cohen 
reals is concerned. 
Proposition 2. If M is an inner model and g an element of “‘w corresponding to an 
M-generic subset of 
nE& ifi 
is Cohen-generic. 
UD, then the subset g of w defined by 
g(n) is even 
Propositions 1 and 2 have probably been considered by many poeple; still, a 
precise reference is difficult to give, so that we provide short proofs in an 
appendix. 
1.3.3. Am 
The amoeba forcing is used to add a set of random reals of the unit interval 
[0, l] having measure 1 (see [3]). It consists of all closed subsets of [0, l] having 
Lebesgue measure >& ordered by inclusion. If F, G are two closed sets, we 
denote by Fa G the symmetric difference of F and G and we let 
d(F, G) = p(F.AG) 
where k is Lebesgue measure. 
We let (K,,) be an enumeration of all subsets of [0, l] which can be written as a 
finite union of compact intervals with rational endpoints. The following facts are 
well known: 
(i) d is a distance. 
(ii) The sequence (K,,) is dense. 
From this it follows that the topology defined by d has a countable basis. We now 
check that 1.b.p. We let (F,,) be a sequence of conditions with limit F and G be a 
condition GE If E = CL(G) -i and if a neighborhood of G is given, we may assume 
that it consists of those H such that 
d(G, H)<A. 
We let i3 = min(d2, h/2). There is a subsequence (F,,) of (F,,) such that 
d(F, F,) zs a/2’. 
If H is G fl nT=i F,, then H is closed subset of G. Furthermore 
P(G-W~P(F-H)~ 2 p(F-F,)s 2 d(F,F,)< f ;=s 
i=l i=l i=l 
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so that d(G, H) =Z S, hence H belongs to the given neighborhood of G. Also, H is 
a common lower bound to G and all the conditions F%; hence the 1.b.p. is proved. 
As usual, we can modify the topology in order to make Am sweet. 
1.3.4. Mathias forcing 
Let Q be a Ramsey ultrafilter on w. We consider the set of forcing-conditions 
consisting of pairs (s, x) with s E Seq(o) and x E % ; the ordering is defined by 
(t, y) G (s, x) iff t extends s, t - s is a sequence from x and y z x. 
Mathias forcing is used to add a subset of o such that any infinite subset is also 
generic, so that this forcing is very useful to establish Ramsey-like properties. 
We endow Seq(o) with the discrete topology, we identify P(o) with 2” and we 
consider our set of forcing conditions as a subset of Seq(o)xP(o), with the 
induced topology. Clearly this topology has a countable basis. 
Lemma. Let (x,) be a sequence of elements of % converging to x E %. Then for 
some infinite subset a! of w: 
Proof. We let z be a member of %!L such that, for any n, z-x,, is finite: such a 
subset exists because % is Ramsey. We then define two strictly increasing 
sequences of integers (k,) and (j,,) with the following properties 
(i) jO = 0, 
(ii) Viak,, iEz+-iExi, 
(iii) Vm 2 j,,+l x, 1 k, = i r k,. 
We now distinguish two cases: 
Case 1: a = U,,,,, [k,, k,+J belongs to %. We consider the element a n x n z 
of ‘%. If the integer i belongs to this element, we claim that i is a member of any 
with n odd. This follows from property (ii) if i is 2 k,+l; if not, then i is <k, 
Tii;e that n is odd so that i, an element of a, cannot lie in [k,, k,+J), but from 
property (iii) it then follows that i E x,,+~. Finally (Y = tins1 : n odd} is the desired 
subset of o. 
Case 2: b = lJnodd [k,, k,+J belongs to Q_L. The same kind of argument applies 
with 01 = (i,,+l : n even}. 
We now turn to the 1.b.p. If a sequnce p,, = (s,, x,) converging to p = (s, x) is 
given together with q 6 p, q = (t, y), and if a neighbourhood of q is chosen, we can 
replace this neighborhood by another one consisting precisely of those conditions 
(t, z) satisfying 
z 1 1 = y r 1. 
After some integer N, s, is exactly s, x, includes all integers of t - s and x, 11 is 
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precisely x 11. By the previous lemma, we can pick an infinite subset (Y consisting 
of integers >N, such that 
The condition (t, d), where d = y n n,,, x,, is a member of the given neighbor- 
hood, it is smaller than q and than all the x,‘s with n E (Y; hence the 1.b.p. is 
proved. Once more, we can enrich our topology to get a sweet set of conditions. 
2. Amalgamation 
If Pi and P2 are two sets of forcing conditions, whose associated complete 
boolean algebras both contain a copy of a fixed complete algebra B, it may be 
useful to build a set of forcing conditions performing the work of Pi and lPD2 side 
by side, without duplicating B. This can be done through an operation called 
amalgamation. It was essentially shown by Shelah that amalgamation could be 
performed without going out of the class of sweet sets of condition. 
2.1. Projections in boolean algebras 
We recall some basic facts on projections which go back to the early ages of 
forcing (see e.g. [lo]). If B is a complete subalgebra of a boolean algebra 5, we 
can define a projection rr from B onto B by 
o(x) = A {YEB : y 3 x}. 
(+ has the following properties: 
(i) (+ is increasing. 
(ii) c+(Q)= 1. 
(iii) a(0) = 0 and u(x) #Q, if xf 0. 
(iv) {a(u) : u~X}={ZEB:2~cT(X)}. 
If P’ is a partially ordered set and if 8 is the canonical mapping from P into its 
complete boolean algebra El, then, as is well known, we have: 
(a) 8 is increasing. 
(b) If p, q are incompatible, then B(p) A 8(q) =0. 
(c) 8(P) is a dense subset of B -{0}. 
Now, if B is a complete subalgebra of B, the mapping f = ~00 has the following 
properties 
(i) f is increasing. 
(ii) The image of P via f is a dense subset of B -{CD}. 
(iii) For any p, the image via f of {q E P : q c p} is a dense subset of {y E B : 0 < 
Y ~f(P)l. 
Generally, if f :lP +B has properties (i), (ii), (iii), we call f a normal function 
from a set of conditions into a complete boolean algebra. In terms of generic sets, 
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it is well known that the image of a generic subset of P via a normal function is a 
generic ultrafilter on B. 
2.2. Amalgamation 
2.2.1. Let PI, pD2 be two sets of forcing conditions and fr, fi be two normal 
functions from P r and LFJ~ respectively into a complete boolean algebra B. The 
amalgamation of PI and P2 through fr and fi (in symbols (PI, f,)@(8,, fJ) is the 
set of pairs (pr, pz) in PI xP, such that 
f,(Pl)Af,(PJ#~, 
the ordering is the usual one. 
2.2.2. We now assume that P, and lP2 are sweet topologically ordered sets. 
Proposition. If P r and lP2 are sweet, then the set of pairs (pr, pJ such that 
f,(p,)Af2(p2) #O is an open subset of Lp,CZ@‘,. 
Proof. P,xP2 has a countable basis, so that, if the conclusion does not hold, we 
can find (pr, p2) in IFP 1 x P, such that 
fdPJ*f*(PJ # 0 
together with a sequence (p;, pl) of pairs satisfying 
fl(P9Af*(P;l =o 
and converging to (pr, p2). 
We let z be f,(p,) Af2(p2). By condition (iii) of the definition of a normal 
function, there exists q,C p, such that 
fl(sl)~z* 
By the l.b.p., we can find an infinite subset cx of o and a condition r,s qr such 
that 
Vn Ecx r,<pA. 
Now, if tI is fl(rl), we can find q 2 s p2 such that f2(q2) s zl. Using once again the 
1.b.p. we pick a condition rzs q2 and an infinite subset p of a such that 
VnE@ r,Sp$ 
Now, if n belongs to p, we get 
f,(P~)Af,(P2,)~fl(rl)Af2(r2) = zlAf2h) =fdd #O. 
This gives a contradiction; hence the proposition is proved. 
Theorem. Let 5’ 1 and P2 be sweet sets of conditions. Let fl (resp. f2) be a normal 
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function from Pi (resp. PJ into a complete boolean algebra B. Then (P,, fi)@ 
(P’,, fJ is sweet when endowed with the product topology. 
Proof. It is clear that 1 is isolated and that any topology induced by the product 
topology has a countable basis; so, we only have to check the 1.b.p. Assume we 
are given a sequence (p:, pi) with limit (pr, pz) together with a condition (qr, q2) s 
(pl, p2) and a neighborhood of (qi, q2). Because (P,, fi) X (P,, fJ is open in 
P 1 x P 2, we may assume that the given neighborhood is a product VI x V,, where 
Vr and V, are respectively open in Pi and Pz. Applying the 1.b.p. we find an 
infinite subset a! of w and a condition r,< q1 in V, such that 
Applying a second time the l.b.p., we find r,s q2 in V, and an infinite subset 0 of 
CY such that 
Finally (rl, rJ is a condition in the given neighborhood of (Pi, fJ@(P,, fJ below 
(qi, q2) and below all conditions (pi, pz), with n E /3. 
2.2.3. Embeddings 
Definition. Let P, Q be topological ordered spaces. An embedding k : P’ + Q is 
sweet if the following properties hold: 
(i) k is a homeomorphism from P onto an open subset of Q. 
(ii) k is increasing. 
(iii) If p, p’ are incompatible, k(p) and k(p’) are incompatible as well. 
(iv) If ‘3 is a maximal antichain in P , k(a) is a maximal antichain in Q. 
As is well known, embeddings satisfying conditions (ii), (iii), (iv) can be extended 
into complete embeddings between the corresponding boolean algebras, so that, if 
G is a generic subset of Q, k-l(G) is a generic subset of P. Conversely, if H is a 
generic subset of P, k(H) can be extended into a generic subset of Q. So, our 
framework is essentially here the framework of one-step iterated Cohen exten- 
sions (see [lo]); the only new requirement is condition (i). 
We now turn back to the amalgamation (Pi, fi)@ (P,, fJ. We let k, (resp. k,) 
be the embedding from Pi (resp. P,) into the amalgamation defined by: 
k,(p) = (P, Q) (resp. M) = (0, P)). 
Proposition. k, and k2 are sweet embeddings. 
Proof. We restrict our attention to k,. Conditions (i) follows from the fact that II 
is isolated. Condition (ii) and (iii) are clear. We prove condition (iv): if % is a 
maximal antichain and k,(%) is not, we can pick a condition (pi, pz) in the 
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amalgamation, incompatible will all elements in k,(B). We let z = f,(p,) Af2(p2). 
By normality, there is a condition q i < pi such that fi(qJ < z; this condition qi is 
compatible with some condition p of %!I. If ri is below q1 and p, we can consider 
condition (rl, p2) of the amalgamation. We have: 
(ri, ~4 s k,(p) * (ply PA 
which gives the required contradiction. 
2.2.4. We keep the notations used in the previous sections and we define a 
mapping f : PlxfJ@P2, fJ by: 
f(P,, P2) = f,(PJ Afi(PZ) 
Proposition. f is a normal function and fok, is precisely fl. 
Proof. The second statement is clear so we focus on the first one and especially 
on point (iii) of the definition of a normal function (given in Section 2.1). Given 
(pi, p2) in the amalgamation and y in B, with O<y <f1(p,)r\f2(p2), we have to 
find (qi, q2) c (pi, p2) such that fl(ql) A f2(q2) < y. To ensure this inequality, we first 
pick q,<p, such that fi(qi)< y and then qz<p2 with f2(q2)<fl(ql). 
2.3. Multiamalgamation 
We now show how to ensure the existence of many copies of a given set of 
conditions P without duplicating a given complete subalgebra B of the corres- 
ponding boolean algebra. This construction is new - as far as we know - and can 
be omitted by those not interested in Section 5 on a-boundedness. 
2.3.1. Definitions 
We let P be a sweet topological ordered set and f a normal function from P 
into a complete boolean algebra B. We define PC”) as the set of pairs (T, P) where 
(i) T is a finite non-empty tree of integers, 
(ii) P is a map from T into P such that P(s)aP(t) whenever t extends s and 
AtsTfWt)) # 0. 
The ordering (U, Q) < (T, P) is given by the conditions 
UzT and VSET P(s)sQ(s). 
We now define a topology on Pco). For any mapping cp from a finite tree on w 
into the set of open sets of P we let 
V(cp)={(T,P):T=dom cp and Vs~TP(s)~cp(s)} 
and we consider the topology generated by the sets V(q). Clearly we can restrict 
ourselves to those cp whose values are taken in a given basis of the space P; for 
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this reason, it follows that P co1 has a countable basis. Now, the maximal element 
of IF’@” is a pair (T, P) where T only includes the empty sequence (fl) and 
P((@)) = II; clearly , this is an isolated point. 
2.3.2. In order to show that P(o’ is sweet we only have to prove: 
Proposition. PC“‘) satisfies the 1.b.p. 
The following notion, of a technical character, will be useful for the proof. 
Definition. An open set V(q) is a nice open neighborhood of (U, Q) if 
(i) U = dom cp. 
(ii) Whenever two sequences s, t belong to U and t (properly) extends s, then 
any element of q(s) has a lower bound in cp(t) below Cl(t). 
Lemma. Any neighborhood of (U, Q) contains a nice open neighborhood. 
Proof. We assume that the given neighborhood is of type V(q) for some cp having 
domain U. The idea of the proof is to use repeatedly Proposition 1 of Section 1.1 
in order to shrink all open sets q(s), starting from the bottom of the tree. By 
induction on the rank of s in U we define a mapping 4 such that: 
(a) Q(s) E 4%). 
(b) G(s) E q(s). 
(c) If s, t belongs to U and t extends s, then any element in 4(s) has a lower 
bound in Q(t) below Q(t). 
If s is of rank 0 (i.e. has no proper extension in U) we let e(s) = q(s); 
otherwise, we assume that 4 has already been defined for all proper extensions t 
of s. Applying Proposition 1 of Section 1.1, we get a neighborhood N, of Q(t) and 
a neighborhood M, of Q(s) such that: 
(i) Any two elements of N, have a lower bound in G(t). 
(ii) Any element in M, has a lower bound in NV 
Clearly, any element of 
6(s)= n M, teCl 
f extends s 
has a lower bound in N, and therefore a common lower bound with Q(t) in G(t). 
We now turn to the proof of the lower bound property. We pick a sequence 
p,, = (T,,, I’,,) of conditions with limit p = (T, P), a condition q = (U, Q) G p and a 
neighborhood of q. By a direct extension of Proposition 2.2.2, the set of elements 
R in Pv which is such that 
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is an open subset of P”. Therefore, we may assume that the given neighborhood 
of q consists of conditions satisfying property (*); we may also assume that it is a 
nice neighborhood V(q) of q. Now, for IZ large enough, say n 2 N, T, is T and we 
can successively apply the 1.b.p. to the sequences (P,,(s)),~~, s E T. In order to do 
so, we fix an enumeration sl, . . . , sL of U such that any extension of Si appears 
after si and we inductively define infinite sequences of integers SN 
and conditions RI,. . . , R, of P such that: 
(i) if si extends si, then Ri s Ri, 
(ii) Ri s Q(s,), 
(iii) Ri E cp(s,), 
(iv) if si E T, then tin E ai Ri s P,,(q). 
R, and 01~ are just defined by a direct application of the 1.b.p. In order to define 
Ri and ai, i # 0, once Ri and aj are defined for j < i, we first pick j < i such that 
si = sj - n. 
Using the fact that cp defines a nice neighborhood, we can pick ri in cp(si) which is 
below Rj and Q(si). Now, if si belongs to T, we apply the 1.b.p. in order to find 
Ri s ri and (Y~, an infinite subset of CX.-~, such that 
tin E(Y~ P,,(si)aRi. 
If si does not belong to T, we simply let Ri = ri. It is easy to see that condition R 
satisfies property (*), hence that (U, R) is a condition. Furthermore, (V, R) is 
below (U, Q) and infinitely many pn’s and it belongs to V(q); hence the 1.b.p. is 
established. 
2.3.3. Proposition. The mapping f from PCo’ into B defined by 
?(T, P) = ,& f (P(t)) 
is a normal function. 
Proof. We only check that the image via f’ of {q : q up} is a dense subset of 
{y E B : 0 < y <j(p)}. If p = (T, P) and y is given, with 0 < y s?(p), we can define p 
by changing the values of P only on those elements of T with no proper extension 
in T. Let sl, . . . , sk be a list of those elements. We inductively define P(Si) in such 
a way that 
(i) f 0%)) s Y, Rs,) s P(s,>, 
(ii> f(P(si+l>> sf(fj(si)3 p(S+l) s p(si+l). 
This is made possible by the normality of f. The condition p = (T, P) extends p 
and is such that f(p) s y. 
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2.3.4. We now study the effect of PC”‘) as a set of forcing conditions. We fix an 
inner model M. If G is a subset of PC”‘) which is M-generic and (Y E w“‘, we let: 
G(a) = {p E P’ : for some element (T, P) of G 
and some initial segment s of a p >P(s)}. 
Lemma. (i) If p belongs to G(a) and q>p, then qE G(a). 
(i) If p, q belong to G(a), then p and q are compatible. 
(ii) If (Y is Cohen generic over M[G], then G(a) is an M-generic subset of P. 
Proof. Only (iii) requires a proof. If D is a dense subset of P lying in M and if s is 
a finite sequence of integers, we let 
A, = {p E P : p = (T, P) and for some S’ extending s P(s’) E D}. 
We claim that A, is dense in P (O): if p0 = (T,, PO) is given, we first extend To in 
order to include s; this yields a condition (T,, P,) < (T,, P,); then we pick a 
maximal extension S of s in T,; we let r in P be such that 
rcP1(5) and f(r) C A HP,(t)) 
tET, 
and we pick q in D, q s r; the condition (T, P) where T = To U {S-O} and P is the 
extension of p1 given by P(5-0) = q belongs to A,. 
Now A, meets the generic subset of G of P ‘“‘; this means that in M[G] the set 
of Cohen conditions defined by 
{s:3p~Gp=(T,P) and P(s)ED} 
is dense, so that for any Cohen generic a, G(a) meets D. 
3. Composition 
3.1. Composition with UM 
Let P be a sweet topologically ordered set. Following [ll], it is possible to 
define the one-step iteration of P and UM (considered as a forcing notion in the 
boolean universe VB corresponding to P). It is actually possible to realize this 
one-step iteration through a set of forcing conditions P @ UM. Furthermore, one 
can endow P 6 UM with a sweet topology in such a way that the canonical 
embedding from P into P 6 UM is sweet. We will not pursue this matter here: we 
wish to perform in detail the construction of the sweet set of conditions P 6 UD: 
as we noted in Section 1.3.2, iterating UD is just as good as iterating UM for 
adding many Cohen generic reals. Furthermore, both constructions are very close 
so that the interested reader will be able to supply the proof for P’ &J UM. 
304 J. Stem 
3.2. Definition of P &IUD 
The ordered set P 6 UD consists of triples (p, k, T) where: 
(i) PEP. 
(ii) k E o. 
(iii) T is a term of the forcing language and p It- T is a mapping from the integers 
into the integers. 
(iv) For any i <k, p I!- T(i) = j for some j (we say that p decides T r k). 
We identify conditions (p, k, T) and (p, k, u) whenever p IF T = cr. 
The ordering on P 6 UD is defined by: (q, 1, cr) G (p, k, T) if q S p, 13 k and 
q II-Vn u(n) 3 T(n), 
qltVi<k a(i>=T(i). 
In order to define a topology, we fix a countable basis (Bi) of the topology of P 
and we choose a countable family of statements about a term T, say (P,(T), 
including: 
(i) 7(n) S m, n,mEw. 
(ii) 7(n) 2 m, n, m E w. 
Then, we define sets A(i, n) by: 
A (i, n)={(p, k, ~):iiq cp q E& and qIb (P,,(T)}. 
We also define s(i, k) by: 
{(PY k 7) : P E Bile 
Clearly the topology generated by the sets A(i, n) (i E CO, n E w) and 6(i, k) 
(i E o, k E o) has a countable basis. 
3.3. We endow P 6 UD with the topology that we have just considered. 
Proposition. P 6 UD satisfies the 1.b.p. 
We first prove a lemma. 
Lemma 1. Let (pi, kj, Tj) be a sequence converging to (p, k, T). There is an infinite 
subset a of o such that, whenever A(i, n) is a neighborhood of (p, k, T), there is an 
integer J and a condition q of Bi such that: 
(9 4 s P, 
(ii) VjZJ(jEa-+qSpj), 
(iii) Vj 3 J (j E (Y +q IF (~~(7~)). 
Corollary. If (Y is given by the above lemma, then: 
p Iklh~ Tj = 7. 
jsa 
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Proof of Corollary. If the conclusion does not hold, there is a condition r c p such 
that for some integers U, u 
(1) r It T(U) = 21, 
(2) rlFl(3k VjS k (jEa*Tj(u)=u)). 
We pick a neighborhood Bi of r, consisting of pairwise compatible elements. 
From (1) it follows that p belongs to A(i, n), where (P,(T) is the statement 
~(u)Su, and also to A(i, m), where (P,,,(T) is the statement TV 2). Hence, we 
can find q1 and q2, both <p and in Bi such that for j large enough: 
q,kTj(U)~:, q2itTj(U)~2). 
Now, a common lower bound to q1 and q2 forces for some J, 
VjrJ (jeo_+Tj(u)=v) 
and its negation (by (2)). 
We now give the proof of the lemma. Let (i, n) be a injection from w x w onto w. 
We inductively define a sequence ((u,) of infinite subsets of o such that: 
(i) a, is decreasing. 
(ii) If m = (i, n), and A(i, n) is a neighborhood of (p, k, T), there is a condition q 
in Bi, q c p, such that: 
VjE%l 4SP, 
VjEa, qlkcP,(rj). 
The lemma follows by taking (Y such that (Y - cx, is finite for all m. 
In order to define (Y,,,+~, we let (Y,,,+~ = (Y, if m + 1= (i, n) and A (i, n) is not a 
neighborhood of (p, k, T). Otherwise, we pick a condition r in Bi, r S p, such that 
and we choose a decreasing sequence (VJ of basic open neighborhoods of r such 
that: 
(i) Each V, is a subset of Bi. 
(ii) Any two elements of Vltl have a common lower bound in V,. 
(iii) Any neighborhood of r contains some V,. 
We note that the sequence (pi> has limit p. Also, if Vl+1 is BkCn, then (p, k, 7) 
belongs to A(k(l), n) and therefore, the same is true of (pi, ki, TV) for j large 
enough. We pick such a j in (Y,, say j = g(l); we may assume g is strictly 
increasing. Now, in Vl+l. there is a condition ql c pgclj such that 
We let r, be a lower bound of r and qr lying in V,. 
The sequence (rl) converges to r by property (iii) of the sequence of neighbor- 
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hoods (V,). Hence, by the l.b.p., one can find a q in Bi, q < r, such that q is below 
infinitely many conditions q,. Now, q is a common lower bound to p and to 
infinitely many conditions pg(,); hence we can define CY,+~ by 
ct! ,+1=kAo 14 c P!&. 
We now establish the 1.b.p. We let (pi, k, TV) be a sequence with limit (p, k, 7). 
We frrst pick an infinite subset (Y of o satisfying the properties of the previous 
lemma. Now after some integer, ki is just k so that we may assume that it is true 
for any integer in (Y. 
Next, we consider a condition (r, 1, a) 6 (p, k, 7). 
Lemma 2. For any neighborhood Bi of r, there is a condition q c r in Bi, and an 
integer J such that for any j 3 J, j E CY ;
(1) qlkVn<Z Ti(n)su(n), 
(2) q IkVn <k Ti(n) = T(n). 
Proof. We let Bi* be a neighborhood of r such that any 21 elements have a lower 
bound in Bi. This is possible by Proposition 1 of Section 1.1. We note that r 
decides u 11 and we let g(u) be such that 
r II-u(u) = g(u) for u < 1. 
Now because (r, 1, I+) is an extension of (p, k, T), 
rll-T(u)Sg(u) for u<l, and 
rll-T(u)=g(u) for u<k. 
This means that (p, k, T) E A(i’, n), where (P,, is any statement r(u) < g(u), u < 1, or 
r(u) z g(u), u < k. By Lemma 1, for any of these indices n, there is a condition q,, 
in Bi, and an integer J,, such that 
We let J be the supremum of all the J,, that we have considered and q be a 
common lower bound of all the qn’s, lying in Bi; the pair (q, J) satisfies the 
requirements of the lemma. 
Finally we consider a neighborhood of the condition (r, 1, cr). We may assume 
that is is defined by the intersection of some &(i, 1) with finitely many open sets 
A&, nJ, . . . , A(i,, n,). We define i, ir, . . . , is such that: 
(i) Any element of BT has a lower bound in Bi,, . . . , B-,. 
(ii) Any two elements in BE, (resp. B,, . . .) have a lower bound in B,, (resp. 
B .). 
“i?,$’ r E Bi c Bi. 
(iv) (r, 1, a) belongs to A(&, n,), . . . , A(i,, n,). 
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is not difficult to realize conditions (i) to (iv) by applying finitely many times 
Proposition 1 of Section 1.1. 
Now, we recall that, by the corollary to Lemma 1: 
Also, by Lemma 2, there is some condition q in Bi, q S r, such that 
(2) qkVn<l Ti(U)~U(U), 
(3) qltVn<k ri(U)=r(~) 
for any j greater than some integer .I, j E CX. Applying Lemma 1.3.2 in the boolean 
universe corresponding to P, we use (1) in order to find a term & such that 
q II- ~9 is the supremum of u and rj, j E (Y, j Z- .I. 
By (2), it is true that 
qlt-&rl=arl 
and by (3), that 
qlGrk=Tjrk. 
Hence, the condition (q, 1, 6) is a common extension to (r, 1, a) and (pi, kj, TV) for 
j E CY, j2.K It remains to check that it belongs to the given neighborhood of 
(r, 1, a); this is true because q belongs to Bi ; hence 
(q, 1, B) E @i, k). 
Also, as q is in B:, q has an extension q in B, and r has an extension i in B, 
forcing cp,,(a). A common extension of q and i lying in Bi, ensures that 
(4, L 6) E A(rl, R). 
We then repeat the argument for A(&, nz), . . . This concludes the proof of the 
1.b.p. 
3.4. We now assume that the sequence (cp,) precisely consists of statements 
(i) T(U) 6 21, U,VEW, 
(ii) T(U) 2 v, U,VEO, 
(iii) 7 is null 
where T is null is the statement Vu r(u) = 0. We then have: 
Proposition. The topology on P 6 UD is sweet. 
Proof. the maximal element of P 6 UD is the equivalence class of any condition 
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(l,O, T) with 
llk7 is null; 
and the only thing to prove is that it is an isolated point. If Bi is an open set 
whose only element is II and if cp, is the statement “7 is null”, then the maximal 
element of [FD 6 UD is the only member of A (i, n). 
3.5. We let v be a term of the forcing language corresponding to P such that 
0 Il- v is null, 
and we define an embedding from P into P 6 UD by 
k(p) = (P, 0, v). 
It is quite easy to see that k is increasing, that, if p and p’ are incompatible, k(p) 
and k(p’) are incomp.atible as well and that whenever %?I is a maximal antichain in 
B , k(%) is a maximal antichain in P 6~ UD. 
Lemma. k is a homeomorphism from P onto k(P). 
Proof. If (Bi) is a countable basis for P, we have: 
(i) k(Bi) = B(i, 0) fI k(P), 
(ii) k-@(i, 0)) = Bi, 
(iii) k-@((i, I)) = B if I# 0, 
(iv) k-‘(A(i,n))={p:3qEBiq~pp) if (P,, is r(~)Gu or 
r(u)> 0 or 7 is null 
(v) k-‘(A(i, n))=$l if cp, is r(u) 3 u with u # 0. 
Hence we only have to prove that 
{P:3qEBiqsP) 
is open. This follows from Proposition 1 of Section 1.1. 
In order to make k sweet, then, in view of the definition in Section 2.2.3, it is 
enough to add k(P) to the family of open sets of P 68 UD. We call this new 
topology generated by k(P) together with sets 6(i, k) and A(i, n) the canonical 
topology on P &LID. 
Proposition. The canonical topology on lP&UD is sweet and k is a sweet 
embedding from P onto k(P). 
Proof. It is enought to check that the 1.b.p. holds for the enriched topology. NOW 
once more we consider a sequence (pi, kj, TV), with limit (p, k, T), a condition 
(r, I, cr) G (p, k, 7) and a neighborhood of (r, 1, (+). We may assume this neighbor- 
hood is of the form V or k(P) n V, where V is a neighborhood for the topology 
Regularity properties of definable sets of reals 309 
considered in Sections 3.3, 3.4. Now, from the proof of the 1.b.p. for this 
topology, it follows that one can build a neighborhood Bi of r, a condition q, q d r, 
an infinite subset a! of w and an integer J such that if 6 is such that q It6 is the 
supremum of u and TV, j E CY, j 2 J, then (q, 1,6) is a lower bound of (r, 1, cr) and 
(pi, kk, ii) j 2 J, j E (Y, lying in V. 
If our neighborhood of (r, 1, a) is V, we have nothing more to prove; otherwise 
we wish to find a lower bound in k(P) f~ V. We note that if (1 is an extension of q 
in Bi and .? is a larger integer than J, the same construction as above provides a 
lower bound (4,1,~?) in V. We let Bi be a neighborhood of q such that any two 
elements of Bi have a lower bound in B;. If (r, 1, (T) belongs to k(P), then 1= 0 and 
q It a is null. 
Hence, by Lemma 1 of Section 3.3, there is an element 4 in B, and an integer .? 
such that 
VjZ:S (jEa-+q II-T~ is null). 
We let 4 be a lower bound to q and 4 lying in B; and we let 5 = sup(J, $. It is 
easy to see that if 
then 
S IF ~7 is the supremum of CT and T,., j E (Y, j 2 5 
S It5 is null, 
so that (4, O,(T) is a condition both in V and k(P), which is below (q, 0, cr) and 
infinitely many (pi, kj, TV). 
4. Iteration of sweet forcing 
In [8] Shelah has shown how to iterate sweet forcing and to ensure the 
existence of many automorphisms of the resulting boolean algebra, through a 
book-keeping argument. We take a different way by ‘forcing the iteration’; this 
construction has been considered by Shelah, but, as far as we know, has not been 
written up. 
4.1. Let p be a countable ordinal. A sequence (PC&,, of sweet topologically 
ordered sets together with maps 
h,, :P, + P,, 5<5<P 
is a sweet system if 
(i) whenever 4 < J < A, k@ = kcx 0 k,,, and 
(ii) whenever 8 < 5, k,, is sweet. 
The ordinal p is called the length of the system. 
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Given a sweet system 9 of length p, where p is a limit ordinal, we can take the 
direct limit P, of this system together with the limit maps kern; we endow [FD, with 
the limit topology whose open sets are exactly the sets X c P such that 
Vc < p k;:(X) is open. 
Lemma. P, is a sweet topological space. Furthermore, the maps k,, are sweet 
embeddings from P, into P,. 
Remark. Thus, if we let P, = P, and k,, = k,,, we obtain a sweet system of length 
p+l. 
Proof of the Lemma. We note that for any open set Y of PC, k+(Y) is an open set 
of P,. This follows from the fact that k,, is a homeomorphism from P, onto an open 
subset of P,. From this, it follows that IFP, has a countable basis; a basis for P, is 
obtained in the following way: take a countable basis for any P,; apply kern; take 
the union of all these sets. 
It is clear also that the maximal element of P, is isolated. In order to establish 
the 1.b.p. we note that if (p,,) is a sequence in P, with limit p, then since, for 
some 5 
the same is true for p,, for rt large enough. Similarly if a neighborhood V of q G p 
is given and if q E k&P& we may assume Vc k&P,); hence, we only have to 
apply the 1.b.p. in iPh where X is sup(&, 5). 
We finally show that any kc_ is sweet. Clearly, k,, is a homeomorphism from P, 
into the open set k&J. Also, k,, is increasing and carries incompatible 
elements into incompatible elements; that kern carries a maximal antichain into a 
maximal antichain is also a well-known fact. 
4.2. A sweet system 8 of length p is regular if: 
(i) For any limit ordinal A < p, P, is the direct limit of the system given by 
8 *)*<A and the maps (kSC)SCbCh; also (k*) are the limit maps. 
(ii) pEsl is obtained from P, through one of the two following constructions: 
(1) PC+-1 is P, @DUD endowed with the canonical topology and the embed- 
ding kSE+l is defined as in Section 3.5. 
(2) Or else iPE+l is an amalgamation (lp6, f,)@ (lP*, f2) where fl, f2 are 
obtained from two complete embeddings il, i2 of a complete countably generated 
boolean algebra E8 into the boolean algebra corresponding to P, by: 
where vi is the projection from IFP, into i,(B) and similarly for f2. The topology is 
defined as in Section 2.2.2 and the embedding kES+l is one of the two embeddings 
defined as in Section 2.2.3. 
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We note that any ordered set P, appearing in a sweet system satisfies the 
countable chain condition, hence any element of the corresponding complete 
boolean algebra can be realized as the supremum of a countable antichain. Now, 
if the continuum hypothesis holds and if P, is of power K1, there are at most X1 
countable antichains and at most X1 countable sequences of these antichains; from 
this fact, by an easy computation, we can derive the following consequences: 
(1) PC+1 is of power X1. 
(2) There are at most X1 possible choices for (Pe+I, kEEcI), once P, is defined. 
Finally, a simple inductive argument gives 
Proposition. Assume the continuum hypothesis. Then 
(i) Any ordered set appearing in a regular sweet system is of power SK,. 
(ii) The set of regular sweet systems is itself of power K1. 
We don’t go into detailed computations as our paper does not bring any new 
light on these computations. 
4.3. Generic sweet systems 
We now consider forcing with regular sweet systems with the obvious ordering. 
Any generic set gives a system: 
of sweet topological spaces together with sweet embeddings. We call such a 
system a generic sweet system. 
Clearly, regular sweet systems form an w-closed notion of forcing. In view of 
the computations of the previous section, we can state: 
Proposition. Let M be an inner model satisfying the continuum hypothesis. If 9 is a 
generic sweet system over M, then M and M[9] have the same reals and the same 
cardinals. 
4.4. Shelah’s model 
Starting from a countable standard model M of V= L, we first build a generic 
sweet system 9 ; in the resulting model we force with the direct limit P of the 
system 9. Being the direct limit of sweet ordered sets, lP’ satisfies the countable 
chain condition so that M and the final model MS have the same cardinals. 
Working in the intermediate model M[&P], we consider terms TV, . . . , T,, of the 
forcing language such that 
IF 7i denotes an element of -0. 
Definition. The boolean algebra generated by TV,. . . , T,, is the complete sub- 
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algebra of the boolean algebra corresponding to P generated by 
[Ti(u)= “1, l~i~n, UEO, u Ew. 
Proposition. Let @(u,, . . . , v,) be a formula with ordinal parameters. Then 
iI@(Tl, . . ., TJn 
belongs to the algebra generated by rl, . . . , r,,. 
Proof. We let B be the algebra generated by TV,. . . , 7,; we let x be the boolean 
value 
U@(Tl, . . . > 7Jn; 
we let 7~ be the projection of the complete boolean algebra of P onto B. Now, if 
xgB, then 
7r(X)A7r(l-x)#O. 
Now, as it is countably generated, B is a subalgebra of the algebra corresponding 
to k,(P,) for 5 large enough where kc is the limit map of the system 9. Also, for 5 
large enough, we can find conditions p, q in P, such that 
(1) k<(p) c x, 
(2) k,(q)sI -x, 
(3) T(P) A dq) # 0. 
So, for 8, large enough, say t> &,, if we identify B with a subalgebra of the 
algebra corresponding to P, and if we denote by f the corresponding projection, 
we get 
(1) 
(2) 
(3) 
We pick 
(1) 
(2) 
k,(p) s x, 
k, (4) s 1 - x, 
f(P)Af(d#~. 
a countable sweet sequence rr of length p + 1, p > &,, which forces 
k,(p) slI@(~r, . . . , dl, 
k&d <iI1 @(71, . . . , TJ 
for some conditions p, q such that, if f is defined as above, f(p)r\f(q)# 0. 
We now extend w by letting 
P .+1=P.,f)@P.,f). 
We note that (p, q) is a condition in P,,,. 
For the mapping k,,,,, we have two choices, namely: 
kl :p, -+ p,+, such that k,(r) = (r, II), 
kz:pp+p,+, such that k2(r) = (Q, r), 
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and this gives two possible extensions r I, n2. Now if 4, is a generic sweet system 
extending nr, then another generic sweet system can be defined by just replacing 
k, and k2 (and modifying f, accordingly for 5s~ c 5). Now, the limit ordered 
sets are identical, we pick a generic subset G of the limit, containing ~%~+~(p, q), 
which is the same for both systems. We can identify k;:,(G) with a product 
G, x G2. We note that 
(1) if one uses the first system, one has: 
p E k-l(G) = G,; 
(2) if one uses the other one, then 
q E k,‘(G) = G,. 
Now f(G,) and f(G2) generate two generic ultrafilters on B, which consist of 
compatible elements, hence are equal. From this, it follows that the interpreta- 
tions a,, . . . , a, of the terms or,. . . , T,, are the same in both systems. Now, it 
follows from (1) that @(al,. . . , a,) holds and from (2) that -~@(a,, . . . , a,) holds. 
This gives a contradiction and finishes the proof of the proposition. 
4.5. Shelah’s model (continued) 
We now show that a version of the so called Solovay property holds in Shelah’s 
model; namely 
Proposition. Let @(v,, . . . , v,) be a formula with ordinal parameters. There is a 
formula !P(v,, . . . ) v,) with parameters from M[9] such that, whenever a,, . . . , a,, 
are real parameters from M,: 
M,It @(a,, . . . , a,) 
if and only if 
M[~l[a,, . . . , a,,lk Wa,, . . . , a,>. 
Proof. We may assume that a,, . . . , CT+, come from terms TV,. . . , T,, of the forcing 
language which belong to the intermediate model M[P] and are such that 
It- 7i denotes an element of -0. 
By Proposition 4.4, the boolean value 
U@(,,> . . . > al 
which can be computed within M[9 ] is an element of the boolean algebra B 
generated by or, . . . , 7,. 
We let % be the generic ultrafilter on E3 defined by G; clearly n/i, satisfies 
@(a,, . . . , a,,) if and only if 
Il@(r1, . . . > TdIIE %. 
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In order to complete the proof, we need to establish the following. 
Lemma. % is definable from a,, . . . , a,, and TV, . . _ , T,, in the model M[ 9 ][ a,, . . . , a,, 1. 
Proof of the Lemma. As is well known FE can be constructed by stages from the 
boolean values 
[ri(u)=zl%, leiin, uEw, UEW 
by taking the supremum, the infimum or the complement of elements of an earlier 
stage. Now, at each stage, it is possible to check which elements belong to 021 by 
the following rules: 
(i) ~[T~(u) = U]E % if and only if a,(u) = n. 
(ii) The supremum of a family of elements of IBI belongs to % if and only if at 
least one element of the family belongs to 021. 
(iii) The infimum of a family of elements of Et belongs to % if and only if all 
elements of the family belong to %. 
(iv) The complement of x belongs to 021 if and only if x does not belong to %. 
Going back to the proof of the proposition, we realize that the truth of 
@(a,, . . . > a,) in the model MS is translated into the following: 
There exist elements rl, . . . , 7, of M[8] and an element Ou of M[CP][a,, . . . , a,] 
such that, if B is the boolean algebra generated by T,, . . . , T,, then 
(i) Q is a generic ultrafilter over B. 
(ii) The interpretation of 7i under % is a, 1 S i S n. 
(iii) [I@(T~, . . . , T,)]E Ou. 
This is a statement !P(a,, . . . . , a,) about M[8][a,, . . . , a,]. 
4.6. The Baire property 
We prove the following: 
Theorem (Shelah). In Shelah’s model every subset of 2” definable from ordinals 
and reals has the Baire property. 
Proof. We consider a formula @(vO, vl, . . . , II,) with ordinal parameters and the 
set 
A = {x E 2” : @(x, a,, . . . , a,,)} 
where a,,..., a,, are elements of -o is Shelah’s model. Now, by Section 4.5, 
there exists a formula !P(u,, nl, . . . , v,) with parameters from M[ 9 ] such that an 
element x of 2” belongs to A if and only if 
ML9 I[x, a,, . . . , a,lk Wx, al, . . . , G,). 
We let Q be the usual set of conditions for adding a Cohen generic real. 
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Working in the model M[??‘][a,, . . . , a,] we let 7 be a denotation for the generic 
real and we consider the boolean value of the statement: 
!P(T, 61,. . . ) a,). 
This boolean value can be viewed as a Bore1 set B and we have, whenever x is a 
Cohen generic real over M[P][a,, . . . , a,]: 
W8I[x, a,, . . . >~,l~~b,.,, . . -7&J 
if and only if 
XEB. 
Hence x E A if and only if x E B. This shows that A has the property of Baire 
provided there is a dense Gs subset of generic reals over M[P][u,, . . . , u,,]. But, 
as we noted in Section 1.3.2, this holds because the system 9 cofinally provides 
iterations of UD. 
4.7. Measurability of sets definable without parameters 
We let Q(Q) be a formula with ordinal parameters and we let 
A = {x E 2” : Q(x)}. 
We essentially duplicate the proof of the previous section with Q the set of 
conditions used to add one random real and 7 a term denoting this random real. 
This yields a Bore1 set B in the ground model such that for any random real I: 
r E B tf a(r). 
This shows that A is Lebesgue measurable provided there is a set of measure 1 of 
random reals over the ground model. But this holds if we choose the initial 
topological ordered set PO of the system 9 to be Am (Section 1.3.3). 
4.8. The Ramsey property for sets definable without parameters 
We let @(v,) be a formula with ordinal parameters and we let: 
A = {x E 2” : Q(x)). 
We want to show that A is Ramsey, i.e., for some infinite y E w : 
P,(y)zA or P,(y)C7A=@ 
where P_(y) denotes {zc y : z is infinite}. 
In the ground model (where the continuum hypothesis is available), we pick a 
Ramsey ultrafilter %. We then consider the notion of forcing P, defined in 
Section 1.3.4. We let B be the corresponding complete boolean algebra and T be a 
term of the forcing language denoting the generic subset of o added by B. Now, 
as in the previous sections we get an element x of B such that for any generic real 
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g built through our forcing: 
@p(g) holds iff x belongs to the ultrafilter generated by g. 
We now recall the following well known fact about Mathias forcing [4]. 
Lemma. If x is an element of the complete boolean algebra corresponding to 
Mathias forcing, then for some element a of %: 
(8, a)sx or ($?i,a)<Q-x. 
From this lemma and the fact that any infinite subset of a given generic set g is 
generic as well, it follows that, whenever g is generic, then, for some a such that 
g n a is infinite the following holds: 
either any infinite subset of g n a belongs to A, 
or else any infinite subset of g n a belongs to 2” -A. 
Thus, we have shown that A is Ramsey provided a single Mathias generic real 
exists. This can be ensured by letting P,=PQ in our sweet sequence (or 
P, = PQ x Am if we wish to keep the measurability property of Section 4.7 true). 
5. u-bounded sets 
5.1. A subset A of o” is u-bounded if it is contained in a countable union of 
compact subsets of Ow or, equivalently, if, for some element 01 of w”, the 
following holds for any x in A: 
3n Vm an x(m>sa(m> 
(we say that x is eventually bounded by a). 
This notion has been studied in Kechris, Louveau, and others as a new notion 
of ‘smallness’ for subsets of the Baire space. In order to define the corresponding 
regularity property, we introduce the notion of superperfect closed set. 
Definition. A tree T is finite sequences of integers is superperfect if any element s 
of T admits an extension t in T such that 
{n : t-n E T} is infinite. 
A closed subset of o” is superperfect if it is the set of branches of a superfect tree. 
Theorem. (i) (Kechris). Any analytic set is a-bounded or contains a super-perfect 
closed subset. 
(ii) (Louveau). In Solovay’s model, the same is true of any set. 
5.2. We want to prove the following relative consistency result: 
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Theorem. Assume there is a standard model of ZF. Then, there is a standard 
model of ZF+DC in which every subset of ow is u-bounded or contains a 
superperfect closed set. 
Actually, we will modify Shelah’s model so that - in addition to the properties 
proved in Section 4 - every set definable from ordinals and reals is u-bounded or 
contains a superperfect closed subset. 
We modify the definition of a regular sweet system (Section 4.2) in order to 
allow a third possible way for defining PC+l: 
[FD C+l is an amalgamation ([FD,, f)@(P’~m), 7) where f is the projection from P, 
onto a complete countably generated subalgebra El of its boolean algebra. ID:-) is 
the multi-amalgamation defined as in Section 2.3.1 and f the normal function 
from lIJ’kw’ into IEI (Section 2.3.3). The embedding kCC+l is the mapping p A- (p, II) 
from P, into the amalgamation. 
All the results and observations of Section 4 still hold with this modified 
definition. 
5.3. Thus, our model is obtained by considering a generic sweet system 9 (with 
the suitably modified definitions) and by forcing over M[Y ] with the direct limit P 
of 9’. In the resulting model M[9][G], we consider a set A 
A = {x E OOJ :@(x, a,, . . . , a,)] 
where @(vO, vi,. . . , v,) is a formula with ordinal parameters. We assume that A 
is not a-bounded and we will ultimately show that A contains a super-perfect 
closed set. 
Now because 9 provides cofinally iterations of UD, there is an element (Y of ww 
such that any element in L[a,, . . . , a,] is eventually bounded by a; as A is not 
u-bounded, we can find an element a of A such that a is not eventually bounded 
by CL Hence, the following holds: 
@(a, al,, . . , a,,) and a is not eventually bounded by an element of 
L[ai,. . . , a,]. 
By Proposition 4.5, this can be translated as 
MIBl[a,al,...,a,l~W(a,a,,...,a,), for a suitable formula V. 
We let T be a term for a; TV, . . . , 7, be terms for a,, . . . , a,,; we denote by LEE,, 
the algebra generated by or,. . . , T,, and by B the algebra generated by 
71,. . . , T,,, T and we pick a large enough ordinal 5 such that 
(i) [EBO can be identified with a subalgebra of IFP,, 
(ii) T can be identified with a term of the language relative to IIP,. 
Now we pick a non-zero element x in the boolean algebra of P, such that 
X cu*(T, 71, . . . , T,,)k 
the boolean value being taken in the forcing relative to El. 
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We let f be the projection from P, into DO. If p belongs to P,, p =S x, we say that 
p allows many values for r(j) if p admits an extension q such that the following 
holds: 
(*) For any non-zero element y of lE&,, y <f(q), and for any integer k, there 
exist distinct integers II, . . . , lk and conditions pr, . . . , pk below p such that: 
(i) Y ~f(pd~* * +~fh-+J#Q 
(ii) pi It- r(j) = li, i = 1, . . . , k. 
Lemma. Given any integer m and any condition p below x, there exists an integer 
j 2 m such that p allows many values for r(j). 
Proof. If % is a generic ultrafilter on BO, we can define r by 
r(j) = sup{l : 3~’ c p f(p’) E 021 and p’ IF r(j) = 1). 
We pick a term p which is a denotation for r in the forcing language correspond- 
ing to BO. We claim that, for some integer j 2, m, the boolean value 
[p(j) is not defined]r\f(p) 
is not zero; otherwise, we come to a contradiction by considering a generic 
ultrafilter on BO extending f(p). The interpretation r of p is an element of o” 
definable from 011, hence belongs to I,[&, . . . , ii,], where fir,. . . , ii, are the 
interpretations of TV, . . . , T,,; but, r clearly provides a bound for the interpretation 
of T in the final extension; this yields a contradiction. 
Now, if j is such that: 
f(p) A [p(j) is undefined] # 0, 
we can pick q s p such that 
f(q) c [p(j) is undefined]. 
We now check statement (*). To do this, we turn once more to generic extensions. 
If y # ID, y s f(q) is given together with an integer k, we pick a generic ultrafilter (3 
extending y. Now, we can find distinct integers l,, . . . , lk and conditions 
Pl, .*. 3 Pk S p such that 
(i’) f(pi)E%, i= 1,. . . , k, 
(ii) pi lt T(j) = li, 
but y E %, so that (i’) gives 
(i) Y Af(P,)A- . -Af(Pd#o. 
This finishes the proof of the lemma. 
5.4. We now make the further assumption that Pcl+l is defined from P, by 
P e+1= (PEP fwm”‘, f) 
Regularity properties of definable sets of reals 319 
where f is, as above, the projection from P, into the algebra BO generated by 
~l,...,T,; as happens cofinally, is no of generality making such 
assumption. Also, assume that G is generic subet lP’kw) coming 
the generic of the then, for element (T, P) in G, the following 
holds: 
Another easy density argument shows that this is a harmless extra assumption. 
Following Section 2.3.4, we consider the subsets G(a) of P,, (Y E w”‘. Whenever (Y 
is Cohen generic, G(a) is a generic subset of P, over the ground model (by 
Lemma 2.3.4). 
If % is the generic ultrafilter on lEIO coming from the generic subset of the direct 
limit, we can state: 
Lemma. For any Cohen generic real (Y, f(G(a)) generates %. 
Proof. Recall that PE+i = (P’e, f)@(p:“‘, f) with kEE+r(p) being defined by (p, Q). 
From this it follows that any member q of some G(a) is such that f(q) is 
compatible with some f(r), with r a member of the generic subset of P, coming 
from the direct limit. As f(r) belongs to Q, we see that f(G(a)) generates a subset 
of % which is a generic ultrafilter and therefore coincides with %. 
From the lemma, it follows that the interpretations under G(a) of the terms 
71, . . . 3 T,, are the initial reals a,, . . , , a,, (which do not depend on (u). We let a(a) 
be the interpretation of T under G(a). 
Proposition. If X is any dense Gs subset consisting of Cohen generic reals over 
M[G], then the set 
A,={a(a!):aEX} 
is not u-bounded and is an analytic subset of the given set 
A = {x E w” : @(x, a,, . . . , a,,)}. 
Before we give the proof of this proposition, we note that it provides the proof 
of Theorem 5.2. This is because, by Kechris’ Theorem 5.1(i), any analytic set 
which is not u-bounded contains a superperfect closed sets but Ax is such a set 
and can be considered as soon as a dense G8 subset consisting of Cohen generic 
reals over M[G] is known to exist; but this is true in our model. 
5.5. We first prove the following part of the last proposition. 
Claim 1. A, is analytic. 
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Proof. We let R be a tree on o x w defined by 
R = {(s, u) : 3p E G p = (T, P) and s E T and P(s) It- 7 extends u}. 
If [R] is the set of branches of this tree, it is easily seen that 
A,={x~0~:3a!~X(a,x)~[R]} 
and this is precisely the definition of an analytic set. 
Claim 2. Ax is a subset of A. 
Proof. The boolean value ~?P(s-, TV,. . . , T,,)] belongs to all G(cr) so that 
@(a(a), al,. . ., a,) holds whenever (Y is Cohen generic real over M[G]. 
Claim 3. Ax is not a-bounded. 
Proof. If Ax is a-bounded, we choose an element @ eventually dominating all 
members of A,. We let (Y be an element of X which is Cohen generic over 
M[ 9 ][ G, 01. Because a (a) is eventually dominated by p, we can pick a condition 
s and an integer n such that if 6 is a denotation for u(a) in the forcing language 
of Cohen generic extensions: 
sIkVjZn S(j)S@(j). 
Working in M[B] for a while, we let A be the set of conditions p = (‘I’, P), for 
which one can find a proper extension t of s in T such that the following holds for 
some jan: 
(*) For any non-zero element y of BO, y < f(P(t)), and any integer k, there exist 
distinct integers 11, . . . , lk and conditions pl, . . . , pk <P(s) such that 
(i) Y~f(pl)~~~-~fh+J#Q 
(ii) pi IF -r(j) = li, i = 1, . . . , k. 
We claim that A is dense. To see this, we assume a condition p,, = (T,,, P,) is 
given; we first extend TO in order to include s; this yields a condition (T,, PI); 
then, we pick a maximal extension s’ of s in T,; we let r in P, such that 
r s Pl(s’) and f(r) s J+ f (PI(u)). 
I 
Applying Lemma 5.3, we get q s r such that (*) holds (with q in place of P(t)); we 
finally define an extension (T, P) of (T,,, P,) by letting t = ~‘-0, T = T,U{t} and 
P(t) = q. 
We pick an element (T,, PO) of A in the generic set G, an extension t of s and 
an integer j Z= n for which (*) holds. We let k = p(j) + 1 and we consider A’, the set 
of conditions (T, P) s (T,, PO) such that there exist extensions tl, . . , tk of s in T 
and distinct integers 11, . . . , lk satisfying: 
P(t,) IF T(j) = li. 
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We claim that A’ is dense under (T,,, P,,). To see this, we start from an extension 
(T,, P1) of (TO, PO), we let Y =/LET, f(P,(u)) and we apply property (*) in order to 
find distinct integer 11, . . . , lk and conditions pl, . . . , pk <P(s) such that 
(i) YAf(p,)A.. .~f(pk)#Q 
(ii) pi II- 7(j) = li. 
We pick distinct extensions ti of s, of the form s-v, v E w, which are not in T,, 
add them to T1 in order to get a tree T; we finally let P(t,) = pi ; thus, we have 
built an extension (TO, PO) of (T, P) lying in A’. 
In order to finish the proof of Claim 3 (and therefore the proof of Theorem 
5.2), we pick an element (T, P) in A’ rl G. Now, if (Ye, . . . , ak are generic 
extensions of (respectively) tl, . . , tk over M[ G, p], it follows from our hypothesis 
that each a(ai) is bounded by /3 after integer n, but the reals a((~~), i = 1,. . . , k, 
take k distinct values at j. Because k = p(j) + 1, we get the required contradiction. 
6. The perfect set theorem 
6.1. Clearly the full perfect set theorem cannot hold in Shelah’s model 
because there is a sequence of real numbers of length rC1 which is definable: it 
consists of the constructible reals. Nevertheless, in the model considered in 
Section 5 (where multi-amalgamation is performed cofinally), the following holds: 
Weak Perfect Set Theorem. Every set of reals definable from ordinals and reals con - 
tains a perfect subset or can be well ordered with order type <XI. 
Recall that our model is obtained from a model M of V= L by considering a 
generic sweet system 9 and by forcing over M[9] with the direct limit P of 8. In 
the resulting model Ms = M[9 I[ G 1, we consider a set A 
A={x~“w:@(x,a, ,..., a,)} 
where @(v,, vl,. . . , v,) is a formula with ordinal parameters and a,, . . . , a, are 
elements of ww. The weak perfect set theorem follows from the next proposition: 
Proposition. If A is not a subset of L[a,, . . . , a,, 1, then A contains a perfect subset. 
6.2. The proof is very similar to the proof performed in Section 5, so we will only 
stress the differences. If A is not a subset of L[a,, . . . , a,], we pick a member a 
of A not in L[a,, . . , a,]. As in Section 5.3, we consider denotations 71, . . . > Tn, 7 
for a,,..., a,, a and a large enough $[ ; we let BO be the complete boolean 
algebra geherated by To, . . . , 7, and E! the boolean algebra generated by 
71, . . . > T,,, T, we also pick a non-zero element x in the boolean algebra of P, such 
that 
x ~IIWT, 71,. . . , T,)11 
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where Ik” is a formula translating in M[p][x, xi, . . . , x,] the statement 
@(x9 Xl>. . . > Xn)AX$Uxl,. . ., x,], and where the boolean value is taken in B. 
We let f be the projection from P, into BO, and we replace the property “p 
allows many values for 7(j)” by the following: if p is below x, p E IFP,, we say that p 
allows rwo values for r(j) if p admits an extension q such that: 
(**) For any non-zero element y of BO, y <f(q), there exist distinct integers l,, 
1, and conditions pi, p2 satisfying 
(i) Y Af(pJAf(pJ# Q 
(ii) pi It 7(j) = li, i = 1, 2. 
We then state the analog of Lemma 5.3. 
Lemma. Given any condition p below s, there exist infinitely many integers j such 
that p allows two values for T(j). 
Sketch of proof. We follow the same pattern as in the proof of Lemma 5.3. If Ou 
is a generic ultrafilter on El,,, we define si and s2 by: 
s,(j) = min{l : 3p’ s p f(p’) E % and p’ II- r(j) = I}, 
sz(j) = min{l# s,(j) : 3~‘s p f(p’) E % and p’lF ~(j> = l}, 
and we pick terms (+i, cr2 for si, s2 in the forcing language corresponding to I&. 
We then show that the boolean value 
Usi and s2(j) are definedJAf(p) 
is not zero for some j: otherwise, the interpretations si and a of oi and r are 
almost equal in a generic extension which contradicts our assumption: 
x s[[W(r, 71, . . . ) TJ. 
As in Lemma 5.3, we end up the proof by considering q G p and j such that 
q <[s,(j) and s2(j) are defined1 
and checking property (**) by playing once more with generic extensions. 
6.3. Once Lemma 6.2 is proved, the proof of Proposition 6.1 follows almost word 
for word Sections 5.4 and 5.5. The same analytic subset AX of A is considered; 
only Claim 3 is replaced by: 
Claim 3’. A, is uncountable. 
In order to prove the claim, we assume it does not hold and we pick an 
enumeration (p,,,) of AX If 6 is a denotation of a(a) in the language of Cohen 
generic extensions, we pick a condition s such that for some i: 
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Working in M, we consider the set A of conditions (T, P) for which one can find 
proper extension t of s, such that, for some j, the following holds: 
(**) For any non-zero element y of Bo, y sff(P(t)), there exist distinct integers 
II, 1, and conditions pl, p24P(s) such that: 
(i) y A f(p,) A f(pJ # 0, 
(ii) pi ET(~) = li, i = 1, 2. 
We prove that A is dense (as in Section 5.5 but using Lemma 6.2 in place of 
Lemma 5.3). We pick (To, P,,) in A II G and we consider the set A’ consisting of 
conditions (T, P) s (To, PO) such that there exist extensions ti, t2 of s in T and 
distinct integers El, I, satisfying 
p(t,) Il- T(j) = li, i = 1,2. 
We show that A’ is dense under (To, PO) and we conclude the proof of Claim 3’ by 
considering an element (T, P) in A’fl G. If (pi, (Ye are generic extensions of 
(respectively) t,, tz over the model M[G, (&,,)I, then, ~(a,) a((~*) take distinct 
values at j, hence they cannot both coincide with &,,. 
Appendix. Proof of Propositions 1, 2 of Section 1.3.2 
Proof of Proposition 1. Let f be an element of w” dominating all members of 
M[r]. Working in M[r], we pick an enumeration (r,,) of all members of w”‘, which 
differ from r on finitely many integers only. Clearly (r,,) is dense and remains 
dense even if finitely many elements are withdrawn. We let 
s, = r,, 1 f(n) and $, = {a E w” : a extends s,}. 
Now if 0, is defined by 
.n, = U %, 
pan 
then Q, is a dense open set and, therefore, X = n, Q, is a dense Gs. 
In order to show that X consists of Cohen generic reals over M, we prove that 
any nowhere dense closed set F coded in M is disjoint from X. Let T be a 
representing tree for F. For each n, we can pick an integer g(n) such that: 
This can be done in M[r] so that f dominates g. This means that, for n large 
enough, we have: 
0” n7==, 
hence X II F = 8. This finishes the proof. 
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Proof of Proposition 2. We note that the application cp defined on UD by: 
q(k, f) is the element s of 2k such that s(i) = 1 iff f(i) is even 
can be viewed as a normal function from UD on the basic algebra corresponding 
to Cohen generic reals. The result follows. 
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