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Abstract
Stochastic partition models tailor a product space into a number of rectangular regions such that
the data within each region exhibit certain types of homogeneity. Due to constraints of partition
strategy, existing models may cause unnecessary dissections in sparse regions when fitting data
in dense regions. To alleviate this limitation, we propose a parsimonious partition model, named
Stochastic Patching Process (SPP), to deal with multi-dimensional arrays. SPP adopts a “bounding”
strategy to attach rectangular patches to dense regions. SPP is self-consistent such that it can be
extended to infinite arrays. We apply SPP to relational modeling and use MCMC sampling for
approximate inference. In particular, Conditional-SMC is adopted to sample new patches. The
experimental results validate its merit compared to the state-of-the-arts.
1 Introduction
Stochastic partition processes on a product space have found many real-world applications, such as
relational modeling [11, 2], community detection [20, 10], collaborative filtering [22], and random
forests [12]. By tailoring the product space into rectangular regions, the partition model aims to fit
data using these “blocks” such that the data within each block exhibit certain types of homogeneity.
As one can choose an arbitrarily fine resolution of partition, the data can be fitted reasonably well.
The cost of data fitness is that the partition model may cause unnecessary dissections in sparse
regions. Compared to regular-grid partitions, the Mondrian process (MP) [25] is a hierarchical
partition process which has been more parsimonious for data fitting. However, the strategy of
recursively cutting the space still cannot avoid unnecessary dissections in sparse regions. Take
community detection for example, where a “block” corresponds to a community: When tailoring a
block out of the relational matrix, cutting-based models will unavoidably separate some uninvolved
users. As a result, some meaningless communities are generated as an undesired by-product (see
Figure 1 for an illustration).
Instead of “cutting”, we propose a bounding-based partition process, named Stochastic Patching
Process (SPP), to alleviate the above limitation. SPP attaches patches on a multi-dimensional array
to enclose dense regions. In this way, “significant” regions of the space can be comprehensively
modeled. Each patch can be generated by an outer product of multiple binary vectors, with a segment
of consecutive “1” entries to indicate the initial and terminal positions of the patch. As patches are
independently generated, the layout of patches can be quite flexible. This improves its expressiveness
to describe those regions with complicated patterns. As a result, SPP is able to use fewer blocks
(thus a more parsimonious expression of model) than those cutting-based partition models to achieve
similar modeling capability.
An important property of SPP is self-consistency. This means that, by restricting the patches
generated from an SPP on a multi-dimensional array Y to its sub-array X , the resulting patches
are distributed as if they are directly generated on X through another SPP (given the same budget).
The property will be verified in three steps: (1) the number distribution of nonempty patches is
self-consistent; (2) the position distribution of a nonempty patch is self-consistent; (3) based on the
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Figure 1: (left) Regular-grid partition; (middle) Hierarchical partition; (right) SPP-based partition.
above, the self-consistency of SPP can be verified. This property suggests that SPP can be extended
to infinite multi-dimensional arrays according to the Kolmogorov extension theorem [5].
The merit of SPP can be seen in many applications. In this paper we investigate its merit in
relational modeling, where patches can be viewed as communities while the “price” of a patch
(cost per unit area) can be viewed as interacting intensity within the community. An MCMC based
approximate inference method is proposed for the SPP relational model. In particular, Conditional-
Sequential Monte Carlo [4] is adopted to sample completely new patches in each iteration. The
experimental results on a number of real-world relational data sets demonstrate that SPP can achieve
parsimonious partitions with competitive performance compared to the state-of-the-arts.
2 Preliminaries
2.1 Stochastic Partition Processes
Stochastic partition processes partition a product space into blocks. A popular application of such
processes is modeling relational data such that the intensity of interactions is homogeneous within
each block. In terms of partitioning strategy, state-of-the-art stochastic partition processes can be
roughly categorized into regular-grid partitions and flexible axis-aligned partitions.
A regular-grid stochastic partition process is constituted by two separate partition processes on
each dimension of the multi-dimensional array. The resulting orthogonal interactions between two
dimensions will exhibit regular grids, which can represent interacting intensities. Typical regular-grid
partition models include the infinite relational model (IRM) [11] and the infinite extension of mixed-
membership stochastic blockmodels [2]. Regular-grid partition models are widely used in real-world
applications for modeling graph data [9, 26].
To our knowledge, only the Mondrian process (MP) [25, 23] and the rectangular tiling process
(RTP) [19] can produce flexible axis-aligned partitions on a product space. MP recursively generates
axis-aligned cuts on a unit hypercube and partitions the space in a hierarchical fashion known as
kd-tree ([24] also considers a tree-consistent partition model but it is not Bayesian nonparametric).
Different from the hierarchical partitioning strategy, RTP generates a flat partition structure on a
two-dimensional array by assigning each entry to an existing block or a new block in sequence,
without violating the rectangular restriction on the blocks.
2.2 Kolmogorov Extension Theorem
We consider a projective system of stochastic partitions: Let {(ΩX ,BX)}X∈F(ND) be a family of
measurable spaces, where ΩX is the partition space, BX is a σ-algebra on ΩX , and F(ND) denotes
the collection of all finite sub-arrays of the infinite D-dimensional array ND. For each X ∈ F(ND),
PX is a probability measure on BX . F(ND) is a partially ordered set; while X 4 Y ∈ F(ND)
the projection piY,X restricts the partition Y on Y into X , by keeping Y ’s entries within X
unchanged and removing the remaining entries. For BX ∈ BX , the pre-image under projection is
defined as pi−1Y,XBX = {Y ∈ ΩY |piY,XY ∈ BX} and the projection also satisfies piY,X ◦piX,W =
piY,W ,W 4 X 4 Y . This family defines the projective limit measurable space (ΩND ,BND ).
Theorem 1 (Theorem 3.3.6 in [6]). For a set of probability spaces {(ΩX ,BX , PX }X∈F(ND) such
that projection piY,X : ΩY → ΩX , X 4 Y ∈ F(ND) and PY (pi−1Y,XBX) = PX (BX) holds for all
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BX ∈ BX . Then PX can be uniquely extended to measure PN
D
 on (ΩND ,BND ) as the projective
limit measurable space.
The Kolmogorov extension theorem provides us a constructive way to extend SPP to the infinite
D-dimensional array ND, which will be discussed in Section 4.
2.3 Exchangeable Arrays
The Aldous–Hoover theorem [8, 3] provides the theoretical foundation to model exchangeable multi-
dimensional arrays conditioned on a stochastic partition model. A random 2-dimensional array is
called separately exchangeable if its distribution is invariant under separate permutations of rows and
columns.
Theorem 2 (Theorem 3.2 in [21]). A random array (Rij) is separately exchangeable if and only if it
can be represented as follows: There exists a random measurable function F : [0, 1]3 7→ X such that
(Rij)
d
=
(
F (ξrowi , η
col
j , νij)
)
, where {ξrowi }i, {ηcolj }j and {νij}i,j are, respectively, two sequences and
an array of i.i.d. uniform random variables in [0, 1].
Relational modeling based on a stochastic partition model is a typical application of the Aldous–
Hoover theorem. By defining W (ξrowi , η
col
j ) := P (F (ξ
row
i , η
col
j , νij) = 1|F ), every exchangeable
array can be represented by a random graph function [21]. The SPP relational model introduced in
Section 5 is implicitly built on this theorem.
3 Stochastic Patching Process
SPP is defined on a measurable space (ΩX ,BX), X ∈ F(ND). Each element in ΩX denotes a
partition X , constituted by a collection of rectangular nonempty patches {k}k with corresponding
costs {mk}k, where k ∈ N indexes the patch number in X . In particular, a patch is defined by
an outer product k :=
⊗D
d=1 u
(d)
k , where u
(d)
k ∈ {0, 1}N
(d)
X (N (d)X denotes the length of the dth
dimension in X) is a position indicator vector for the dth dimension of k, with the constraint that
u
(d)
k only comprises a segment of l
(d)
k ∈ {1, . . . , N (d)X } consecutive “1” entries which starts at an
initial position s(d)k ∈ {1, . . . , N (d)X }.
Given an array X and a budget τ , we can sample a random partition from an SPP: X ∼
SPP(X, τ). We assume that the costs of patches are i.i.d. sampled from the same exponential
distribution, which implies there exists a homogeneous Poisson process on the time (cost) line. The
generating time of each patch is uniform in (0, τ ] and the number of patches has a Poisson distribution.
We represent a random partition as X := {mk,k}Kτk=1 ∈ ΩX , which is generated as follows1:
1. Sample the number of candidate patches Kˆτ ∼ Poisson(τSX), where SX =
∏D
d=1N
(d)
X ;
2. Sample Kˆτ i.i.d. candidate patches. For k′ = 1, . . . , Kˆτ , d = 1, . . . , D
(a) Sample the initial position s(d)k′ of the k
′th candidate uniformly from {1, · · · , N (d)X };
(b) If s(d)k′ = 1, the side-length l
(d)
k′ increments from 0 to 1 with probability 1; otherwise l
(d)
k′
increments from 0 to 1 with probability (1− θ), where θ ∈ [0, 1];
(c) If l(d)k′ has incremented from 0 to 1, generate the side-length using the distribution
P (l
(d)
k′ ) =
{
θl
(d)
k′ −1(1− θ), 1 ≤ l(d)k′ < L∗;
θl
(d)
k′ −1, l(d)k′ = L∗,
where L∗ = N
(d)
X − s(d)k′ + 1;
1An equivalent construction is to directly generate nonempty patches through thinning the Poisson process which is used
for generating candidate patches – See “Alternative Construction of SPP” in Appendix.
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θ= 0. 95 θ= 0. 99
Figure 2: Two example SPP-based prior partitions on a 2-array (N (1)X = N
(2)
X = 500, τ = 0.2). In
the case of θ = 0.95 (left) many small patches are generated while in the case of θ = 0.99 (right) few
large patches are generated.
3. Remove all empty patches and retain Kτ nonempty patches {k|Sk =
∏D
d=1 l
(d)
k > 0}Kτk=1.
Sample Kτ i.i.d. time points uniformly in (0, τ ] and index them to satisfy t1 < . . . < tKτ . Set
the cost of k as mk = tk − tk−1 (t0 = 0) and the rate2 of k as ωk = mk/Sk .
We use the initial position s(d)k and the side-length l
(d)
k of k in the dth dimension to determine
the position indicator vector u(d)k ∈ {0, 1}N
(d)
X , which further constitutes k. Thus, given Kτ , all
patches are i.i.d. generated and the layout of patches can be quite flexible. Patches can be overlapped
or even contained by others. In the two-dimensional case, a partition sampled from an SPP has the
following interpretation: X can be viewed as a piece of cloth while k can be viewed as a patch; the
material of k has rate (price) ωk and the number of “patches” on the “cloth” is determined by SX
and the budget τ – This is where the name of “Stochastic Patching Process” comes from.
SPP has some favorable properties for being used to manipulate the prior partition via the hyper-
parameters. Given array X , one can use the budget τ to control the expected “volume” covered by the
patches on X (overlapped parts are counted separately). Given array X and budget τ , the expected
volume is a fixed constant, E(Kτ ) · E(S) = constant, and the expected number of patches E(Kτ )
and the expected volume of each patch E(S) can be balanced through θ. Formally, we have the
following property (see Appendix for the proof).
Proposition 1. Let X := {mk,k}Kτk=1 ∼ SPP(X, τ), the expected volume of all patches is a
constant in terms of the budget τ and the volume of the array X , that is, E(Kτ ) ·
∏D
d=1 E(l(d)) =
τ ·∏Dd=1N (d)X .
Figure 2 gives an illustration of the above property based on a toy two-dimensional array, with
fixed value of τ but two different values of θ. We can see that, in both cases, the volumes (black
areas) covered by the patches are similar while the number of nonempty patches varies inversely to
the average side-length of patch – A larger (smaller) value of θ results in a longer (shorter) expected
side-length and a smaller (larger) number of nonempty patches.
Due to such a flexible layout of patches, SPP is parsimonious to model multi-dimensional arrays,
especially in sparse scenarios – SPP is able to describe “significant” parts of the array (e.g. active
communities in a social network) through small patches; after patching these “significant” parts, the
rest are usually large and irregular sparse areas which may be neglected.
4 Self-Consistency
Section 3 has defined SPP on a finite array given a budget. To further extend SPP to the infinite array
ND, an essential property of SPP is self-consistency. That is to say, while restricting an SPP on a
finite D-dimensional array Y , say SPP(Y, τ), to its sub-array X , X ⊂ Y ∈ F(ND), the resulting
2In Section 5 we will show that such rate is useful when we use k and ωk as the priors of a community and the intensity
of interactions within the community (large communities have relatively weak interactions).
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patches restricted to X are distributed as if they are directly generated on X through SPP(X, τ). A
typical application scenario is social network, where X and Y successively represent two snapshots
of a growing network.
The self-consistency property is verified in three steps: (1) the number distribution of nonempty
patches is self-consistent; (2) the position distribution of a nonempty patch is self-consistent; (3) SPP
is self-consistent. Following the notations used in Sections 2.2 and 3, we use piY,X to denote the
projection that restricts Y ∈ ΩY to X by keeping Y ’s entries in X unchanged and removing the
rest. An “empty patch” is referred to the case S = 0 (∃d, l(d) = 0), where S denotes the volume
of the candidate patch.
4.1 Number of Nonempty Patches
Proposition 2. While restricting SPP(Y, τ) to X , X ⊂ Y ∈ F(ND), the time points of nonempty
patches crossing into X from Y follows the same Poisson process for generating the time points of
nonempty patches in SPP(X, τ).
According to the definition, the candidate patches sampled from SPP(Y, τ) (or SPP(X, τ))
follows a homogeneous Poisson process with intensity SY (or SX ). Since there exists possibility
to generate empty patches, we use intensity SX · P (SX > 0) for thinning the Poisson process
to generate nonempty patches. Given the same budget τ , Proposition 2 holds if we can prove the
following equality of the two Poisson process intensities
SY · P (SpiY,X(Y ) > 0) = SX · P (SX > 0) (1)
Due to the independence of dimensions, we have P (SX > 0) =
∏
d P (l
(d)
X > 0). W.l.o.g, we
assume that the two arrays, X and Y , have the same shape apart from the d′th dimension where Y
has one additional column (the general case of more columns follows by induction). Then we can
discuss two cases: X and Y 1) share the terminal boundary or 2) share the initial boundary in the
d′th dimension. Eq. (1) can be proved in both cases (see Appendix for the complete proof).
Because of the same Poisson process intensity in Eq. (1), the following equality also holds
PYKτ ,{mk}k
(
pi−1Y,X
(
KXτ , {mXk }K
X
τ
k=1
))
= PXKτ ,{mk}k
(
KXτ , {mXk }K
X
τ
k=1
)
(2)
4.2 Position of Nonempty Patches
Proposition 3. While restricting SPP(Y, τ) toX ,X ⊂ Y ∈ F(ND), the marginal probability of the
pre-images of a nonempty patch X in Y (given the patches in Y crossing intoX that are nonempty)
equals to the probability of X directly sampled from SPP(X, τ) (given the patches in X that are
nonempty), that is PY (pi
−1
Y,X(X)
∣∣ SpiY,X(Y ) > 0) = PX (X ∣∣ SX > 0).
W.l.o.g, we assume that the two arrays, X and Y , have the same shape apart from the d′th
dimension where Y has one additional column (the general case follows by induction). For dimensions
d 6= d′, it is obvious that the law of patches is consistent under projection because the projection is
the identity. Given the same budget τ , Proposition 3 holds if we can prove the following equality
PYu
(
pi−1Y,X(u
(d′)
X )
∣∣ |piY,X(u(d′)Y )| ≥ 1) = PXu (u(d′)X ∣∣ |u(d′)X | ≥ 1) (3)
where u(d
′)
X indicates the initial position, s
(d′)
X , and the side-length, l
(d′)
X , of the d
′th side of X ;
|u(d′)X | ≥ 1 means that there is at least one “1” entry in u(d
′)
X .
Eq. (3) involves four cases in total: X and Y 1) share the initial boundary or 2) share the
terminal boundary in the d′th dimension; in each case, there are two sub-cases regarding whether the
terminal position (for Case 1) or the initial position (for Case 2) of the d′th side of X locates at the
boundary of X . We can prove that Eq. (3) holds in all cases. Consider all D dimensions we have
PY (pi
−1
Y,X(X)
∣∣ SpiY,X(Y ) > 0) = PX (X ∣∣ SX > 0) (see Appendix for the complete proof).
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= ω1 × + ω2 × + ω3 × + ω4 ×
Figure 3: SPP relational model: {ωk}k denote intensities of relations within communities {k}k.
4.3 Self-Consistency of SPP
Now we are ready to prove PY (pi
−1
Y,X(X)) = PX (X).
PY (pi
−1
Y,X(X))
= PYKτ ,{mk}k
(
pi−1Y,X
(
KXτ , {mXk }K
X
τ
k=1
))
·
KXτ∏
k=1
PY
(
pi−1Y,X
(
Xk
) ∣∣ SpiY,X(Y ) > 0)
(∗)
= PXKτ ,{mk}k
(
KXτ , {mXk }K
X
τ
k=1
)
·
KXτ∏
k=1
PX
(
Xk
∣∣ SX > 0)
= PX (X)
where PXKτ ,{mk}k(·) and
∏KXτ
k=1 P
X
 (·) in the step marked by (∗) are obtained by applying Proposi-
tions 2 and 3, respectively. According to the Kolmogorov extension theorem (see Section 2.2), we
have the following result.
Theorem 3. The probability measure PX on a measurable space (ΩX ,BX) of SPP, X ∈ F(ND),
can be uniquely extended to PN
D
 on (ΩND ,BND ) as the projective limit measurable space.
5 Application to Relational Modeling
5.1 SPP Relational Model
A typical application of SPP is relational modeling. Given the relational data as an asymmetric matrix
R ∈ {0, 1}N×N , with Rij indicating the relation from node i to node j, the patches {k}k with
different rates {ωk}k of a partition  are used for modeling communities with different intensities of
relations. Because {k}k can be overlapped, the intensity of relations in an overlapped part on R is
synthesized by the rates of the involved patches (see Figure 3).
The generative process of an SPP relational model is as follows: (1) Generate a partition ; (2)
For i = 1, . . . , N , generate row index ri of R; (3) for j = 1, . . . , N , generate column index cj of R;
(4) for i, j = 1, . . . , N , generate relational data Rricj ∼ Bernoulli(σ(
∑Kτ
k=1
ωk
γ · u(1)k,iu(2)k,j)), where
σ(x) = exp(x+e
−6)−1
exp(x+e−6)+1 is a selected function for mapping the aggregated rate from [0,∞) to (0, 1) as
intensity of relations and γ is a scaling parameter. While here we instantiate an SPP relational model
with binary interactions (Bernoulli likelihood), other types of relations (e.g., Categorical likelihood)
can also be plugged in.
Actually, SPP and the mapping function σ(·) play together as the role of random function W (·)
defined in Section 2.3. The uniformly exchanged row and column indices (ri and cj) resemble the
row and column indices (ξrowi and η
col
j ) which are uniformly sampled in [0, 1]. By re-arranging the
rows and columns of R according to the inferred indices, the SPP relational model is expected to
uncover homogeneous interactions in R as compact patches.
5.2 Sampling for SPP Relational Model
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Algorithm 1 Sampling for SPP Relational Model
Input: Relational data R, budget τ , hyper-parameters θ, γ, iteration time T
Output: Kτ , {mk, u(1)k , u(2)k }k, {ri}i and {cj}j
for t = 1, · · · , T do
Sample Kτ ;
Sample {mk}Kτk=1; // Metropolis-Hastings
for k = 1, · · · ,Kτ do
Sample (u(1)k , u
(2)
k ); // C-SMC (Algorithm 2)
end for
Sample {ri}Ni=1, {cj}Nj=1; // Multiple-Try Metropolis
end for
The joint probability of the data {Rij}i,j , the number of nonempty patches Kτ , the variables of
the nonempty patches {mk, u(1)k , u(2)k }Kτk=1, and the indices {ri}i, {cj}j gives
P ({Rij}i,j ,Kτ , {mk, u(1)k , u(2)k }k, {ri}i, {cj}j |θ, τ, γ,N)
=
∏
i,j
P (Rricj |Kτ , {mk, u(1)k , u(2)k }k, γ)
·P ({ri}i|N) · P ({cj}j |N) · P (Kτ , {mk}k|τ, θ,N)
·
∏
k
P (u
(1)
k |θ,N)P (u(2)k |θ,N)
where P (Rricj |Kτ , {mk, u(1)k , u(2)k }k, γ) = ρ
Rricj
ij (1 − ρij)1−Rricj = `(ri, cj , ρij) refers to the
probability of Rricj and ρij = σ(
∑Kτ
k=1
ωk
γ · u(1)k,iu(2)k,j) denotes the parameter of the Bernoulli
likelihood; P ({ri}i|N) = P ({cj}j |N) = 1N ! denotes the probability of row and column indices;
P (Kτ , {mk}k|τ, θ,N) = (γN2θ∗)Kτ e−τγN2θ∗ (where θ∗ = 1N2 · [θ +N(1− θ)]2) denotes the
joint probability of the number and the time points of the nonempty patches.
We adopt MCMC methods for sampling the posteriors of Kτ , {mk, u(1)k , u(2)k }k, {ri}i and {cj}j .
By an abuse of notation, in the following ρx→x
∗
ij is used to represent the case that the likelihood is
updated by replacing x with x∗, keeping the other variables unchanged. Also, we use ρ¬kij to denote
the likelihood computed excluding the kth patch. The sampling algorithm is outlined in Algorithm 1.
SampleKτ We use a similar strategy of [1] for updating Kτ . First, we use probability P0 = 12 (or
1− P0) to choose proposing adding (or removing) a nonempty patch. The proposal probability of
adding a nonempty patch is
qadd(Kτ → Kτ + 1) = P0 · 1
τ
· P (∗) (4)
where ∗ denotes a newly added patch; the proposal probability of deleting an existing patch is
qdel(Kτ → Kτ − 1) = 1− P0
Kτ
· (5)
We accept adding or removing a patch with a ratio of min(1, αadd) or min(1, αdel), where
αadd =
∏
i,j `(ri, cj , ρ
Kτ→Kτ+1
ij )∏
i,j `(ri, cj , ρij)
· τγN
2θ∗
Kτ + 1
· 1− P0
P0
(6)
αdel =
∏
i,j `(ri, cj , ρ
Kτ→Kτ−1
ij )∏
i,j `(ri, cj , ρij)
· Kτ
τγN2θ∗
· P0
1− P0 (7)
It is worth noting that in the proposal of adding a new nonempty patch, it is generated by following
Step 2 (a) and (b) of “Alternative Construction of SPP” in Appendix.
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Algorithm 2 C-SMC Sampler for ∗k
Input: Relational data R, hyper-parameters θ, current patches {k}k, number of particles C,
maximum length of the sequence in C-SMC I
Output: New position of patch ∗k = (u
(1)
k , v
(2)
k )
for c = 2, · · · , C do
Sample random initial positions for Pc(0);
end for
for i = 1, · · · , I do
Set P1(i) = k(i) and j1 = 1;
for c = 2, · · · , C do
Sample Pc(i) from q(·|Pc(i− 1));
end for
for c = 1, · · · , C do
Update weight ωc(i) according to Eq. (9);
end for
Normalize {ωc(i)}Cc=1 and obtain {ω¯c(i)}Cc=1;
Resample indices {jc}Cc=2 from
∑C
c′=1 ω¯c′(i)δc′ ;
∀c, Assign Pc(i) = Pjc(i);
end for
Sample c∗ from
∑C
c′=1 ω¯c′(I)δc′ and let ∗k = Pc∗(I);
Sample {mk}k For the kth patch, k ∈ {1, · · · ,Kτ}, a new m∗k is sampled from the proposal
distribution, which is a truncated Exponential distribution f(m∗k) ∝ e−γN
2θ∗m∗k1[m∗k ∈ (0, τ −∑
k′ 6=kmk′)]. We then accept m
∗
k with a ratio of min(1, α), where
α =
∏
i,j `(ri, cj , ρ
mk→m∗k
ij )∏
i,j `(ri, cj , ρij)
· e
−γN2θ∗mk
e−γN2θ∗m∗k
(8)
Sample {u(1)k , u(2)k }k A straightforward way to update {u(1)k , u(2)k }k is to use the Metropolis-
Hastings (MH) algorithm. Since MH only proposes local changes to update the current positions of
{k}k in each iteration, the sampler can explore limited space in ΩX given a reasonable sampling
budget. To overcome this problem, we adopt Conditional-Sequential Monte Carlo [4] (C-SMC) for
sampling completely new positions of {k}k in each iteration.
The description of the C-SMC sampler for k is shown in Algorithm 2. C-SMC works similarly
as SMC to propose high dimensional variables (u(1)k , u
(2)
k in our case) at each stage of the sequence,
except for clamping the first particle as the current patch P1(i) = k(i) (where k(i) represents
the patch updated at the ith stage). The advantage of C-SMC for our problem is that it is able to
propose a completely new candidate patch to replace the current one with high acceptance ratio. The
key connection between C-SMC and patch sampling is to view the generative process of a patch
(introduced in Section 3) as a sequence of state variables (similar as [13] using C-SMC for sampling
a tree). Starting from a randomly chosen initial position, the patch undergoes entry-wise growing
in both directions of row and column. Let q(·|Pc(i− 1)) denote the proposal distribution of the cth
particle at the ith stage, q(·|Pc(i− 1)) is set as the conditional distribution of Pc(i) given Pc(i− 1)
under the generative prior, in both directions of row and column. As a result, the weight ωc(i) for the
cth particle at the ith stage is updated as
ωc(i) =
∏
i′,j′ `(ri′ , cj′ , ρ
Pc(i−1)→Pc(i)
i′j′ )∏
i′,j′ `(ri′ , cj′ , ρi′j′)
(9)
where i′ and j′ refer to the row and column indices whose likelihoods are influenced by the particle
updating.
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Although the complexity of the C-SMC sampler (Algorithm 2) is higher than the MH algorithm,
C-SMC can propose completely new patches with high acceptance ratio. This ability enables it to
fast explore the partition space ΩX . In this sense, C-SMC can provide a much better approximation
to the posterior distribution of the patches.
Sample {ri}i, {cj}j To cooperate with the C-SMC sampler for higher acceptance ratio, we adopt
the Multiple-Try Metropolis method [16] for sampling the row and column indices of the relational
data (please refer to Appendix for details).
5.3 Experiments
(b) (c)(a) (d)
Figure 4: Partition illustration with three toy binary latent feature vectors for each method: (a) IRM
presents regular grids; (b) LFRM presents plaid patterns; (c) MTA-RM presents non-overlapped
noncontiguous tiles; (d) SPP-RM presents overlapped contiguous patches.
Table 1: Relational modeling (link prediction) comparison results (AUC±std)
Data Sets IRM LFRM MP-RM MTA-RM SPP-RM
Digg 0.792± 0.011 0.801± 0.031 0.784± 0.020 0.793± 0.005 0.815± 0.011
Flickr 0.870± 0.003 0.881± 0.006 0.868± 0.011 0.872± 0.004 0.885± 0.008
Gplus 0.857± 0.002 0.860± 0.008 0.855± 0.007 0.857± 0.002 0.868± 0.002
Facebook 0.872± 0.013 0.881± 0.023 0.876± 0.028 0.885± 0.010 0.889± 0.018
Twitter 0.860± 0.003 0.868± 0.021 0.815± 0.055 0.870± 0.006 0.870± 0.016
We empirically test the SPP relational model (SPP-RM) for link prediction. We compare SPP-
RM with four state-of-the-arts: (1) IRM [11] (regular grids); (2) LFRM [18] (plaid grids); (3) MP
Relational Model (MP-RM) [25] (hierarchical kd-tree); (4) Matrix Tile Analysis Relational Model
(MTA-RM) [7] (noncontiguous tiles). All these models except MP-RM can be represented as a
(weighted) sum of outer products of binary latent feature (community) vectors (see Figure 4). For
IRM and LFRM, we adopt the collapsed Gibbs sampling algorithms for inference; for MP-RM, we
adopt the reversible-jump MCMC algorithm for inference [27]; for MTA-RM, we adopt the Iterative
Conditional Modes algorithm used in [7].
Data Sets: Five social network data sets are used: Digg, Flickr [28], Gplus [17], and Facebook,
Twitter [15]. We extract a subset of nodes (top 1000 active nodes based on their interactions with
others) from each data set for constructing the relational data matrix.
Experimental Setting: We set the hyper-parameters for each method as follows: In IRM, we let
α be sampled from a gamma prior Γ(1, 1) and the row and column partitions be sampled from two
independent Dirichlet processes; In LFRM, we let α be sampled from a gamma prior Γ(2, 1). As
the budget parameter of MP-RM is hard to sample [14], we set it to 3, which suggests that around
(3 + 1)× (3 + 1) blocks would be generated. For parametric model MTA-RM, we simply set the
number of tiles to 16; In SPP-RM, we set θ = 0.99 and τ = 0.5, γ = 10−2, which leads to an
expectation of 12.5 patches. We use 5 particles in Algorithm 2 and set the maximum length of the
sequence to 500 (half number of rows/columns). The reported performance is averaged over 10
randomly selected hold-out test sets (Train : Test = 9 : 1).
Results: Table 1 reports the performance comparison results on the five data sets. We can see that
SPP-RM consistently outperforms the other four methods in all cases, with around 0.01 improvement
compared to the runner-up in prediction AUC. The overall results validate that SPP-RM is effective
in relational modeling due to its flexibility via attaching patches to dense regions.
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Figure 5 (rows 1∼5) illustrates the visual patterns of the partition results. As expected, our
bounding-based method SPP-RM indeed focuses on describing dense regions of relational data
matrices with fewer patches, while the two representative cutting-based methods, IRM and MP-RM,
cut sparse regions into more blocks. An interesting observation of SPP-RM is that overlapped patches
are very useful in describing inter-community interactions (e.g., patches in Digg, Flickr, and Gplus)
and community-in-community interactions (e.g., upper-right corner in Flickr and Gplus). Thus, in
addition to improved performance, SPP-RM also produce parsimonious partitions.
Figure 5 (rows 6∼7) plot the average performance versus the wall-clock time for investigating
the convergence behavior of the compared methods. IRM and LFRM converge fastest because of
efficient collapsed Gibbs sampling. MTA-RM also converges fast because it is trained using a simple
iterative algorithm. Although SPP-RM takes longer time for each sampling epoch compared to the
other methods, it usually can obtain competitive performance in few iterations, thanks to the C-SMC
sampler.
6 Conclusion
A parsimonious partition process, named Stochastic Patching Process (SPP), is proposed. Instead of
the cutting-based strategy, we adopt a bounding-based strategy to attach i.i.d. rectangular patches
to model dense data regions in the space such that it can avoid unnecessary dissections in sparse
regions. We apply SPP to relational modeling and find that SPP can achieve clear performance gain
with fewer patches (blocks) compared to the state-of-the-art relational modeling methods.
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Figure 5: Partition structure visualization and performance comparison on the five data sets: (from left
to right) Digg, Flickr, Gplus, Facebook and Twitter. The rows correspond to (from top to bottom) (1)
IRM, (2) LFRM, (3) MP-RM, (4) MTA-RM, (5) SPP-RM, (6) training log-likelihood vs. wall-clock
time (s) and (7) testing AUC vs. wall-clock time (s). Note that the curves of SPP-RM start from
around 800s because the C-SMC sampling in each iteration takes longer time.
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Alternative Construction of SPP
An alternative construction of SPP which is equivalent to the one introduced in Section 3 is as follows:
1. Sample the number of nonempty patchesKτ ∼ Poisson(τSX ·P (SX > 0)), where P (SX >
0) =
∏D
d=1
1
N
(d)
X
·
[
θ + (1− θ)N (d)X
]
;
2. Given Kτ , sample i.i.d. nonempty patches {k}Kτk=1. For k = 1, . . . ,Kτ , d = 1, . . . , D
(a) Sample the initial position s(d)k of k from {1, 2, . . . , N (d)X } in proportion to {1, (1 −
θ), . . . , (1− θ)};
(b) Sample the side-length l(d)k using the distribution
P (l
(d)
k ) =
{
θl
(d)
k −1(1− θ), 1 ≤ l(d)k < L∗;
θl
(d)
k −1, l(d)k = L∗,
where L∗ = N
(d)
X − s(d)k + 1;
3. Sample Kτ i.i.d. time points uniformly in (0, τ ] and index them to satisfy t1 < . . . < tKτ .
Set the cost of k as mk = tk − tk−1(t0 = 0) and the rate of k as ωk = mk/Sk , where
Sk =
∏D
d=1 l
(d)
k .
In this way, one can directly sample nonempty patches through thinning the Poisson process which is
used for generating candidate patches.
Proof for Proposition 1
Proof. ∀d ∈ {1, · · · , D}, we have the probability of side-length l(d) > 0 as
P (l(d) > 0) =
1
N
(d)
X
+
1− θ
N
(d)
X
· (N (d)X − 1) =
1
N
(d)
X
·
[
θ + (1− θ)N (d)X
]
. (10)
According to the thinning property of the Poisson process, we thus have the following expected
number of nonempty patches:
E(Kτ ) = τ · SX ·
D∏
d=1
P (l(d) > 0) = τ ·
D∏
d=1
[
θ + (1− θ)N (d)X
]
. (11)
For the expectation of side-length l(d), we need to consider its all possible initial positions s(d):
E(l(d)) =
N
(d)
X∑
l(d)=1
l(d) · Pl(l(d)) =
N
(d)
X∑
l(d)=1
l(d) ·
N
(d)
X −l(d)+1∑
s(d)=1
P (l(d)|s(d))Ps(s(d))
=
N
(d)
X∑
s(d)=1
Ps(s
(d)) ·
N
(d)
X −s(d)+1∑
l(d)=1
l(d) · P (l(d)|s(d)). (12)
For convenience of notation, we let
En = Ps(s
(d) = n) ·
N
(d)
X −s(d)+1∑
l(d)=1
l(d) · P (l(d)|s(d) = n). (13)
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In the case of s(d) = 1 (the initial position is on the boundary of X), we have Ps(s(d) = 1) =
1
1+(N
(d)
X −1)(1−θ)
according to Step 2(a) in “Alternative Construction of SPP”; and the expected
side-length is
E1 =
1
1 + (N
(d)
X − 1)(1− θ)
[
(1− θ) + 2θ(1− θ) + 3θ2(1− θ) + · · ·
+(N
(d)
X − 1)θN
(d)
X −2(1− θ) +N (d)X θN
(d)
X −1
]
.
(14)
To simplify the above equation, we can compute E1 − θE1 to cancel out many terms and obtain the
following equation
E1 − θE1 = 1− θ
θ + (1− θ)N (d)X
[
1 + θ + θ2 + · · ·+ θN(d)X −1
]
. (15)
Thus we have
E1 =
1
θ + (1− θ)N (d)X
· 1− θ
N
(d)
X
1− θ . (16)
Similarly, in the case of s(d) = n ∈ {2, 3, · · · , N} (the initial position is not on the boundary of
X), we have
En =
1− θ
θ + (1− θ)N (d)X
· 1− θ
N
(d)
X −n+1
1− θ . (17)
Now the expectation of l(d) becomes
E(l(d)) =
1
θ + (1− θ)N (d)X
· 1− θ
N
(d)
X
1− θ +
1− θ
θ + (1− θ)N (d)X
·
N
(d)
X∑
n=2
1− θN(d)X −n+1
1− θ
=
1
θ + (1− θ)N (d)X
1− θN(d)X
1− θ +
N
(d)
X −1∑
n=1
(1− θn)

=
N
(d)
X
θ + (1− θ)N (d)X
.
(18)
By combining Eq. (11) and Eq. (18), we can obtain the expected volume of all patches:
E(Kτ ) ·
D∏
d=1
E(l(d)) = τ ·
D∏
d=1
[
θ + (1− θ)N (d)X
]
· N
(d)
X
θ + (1− θ)N (d)X
= τ ·
D∏
d=1
N
(d)
X , (19)
which concludes the proof.
Proof for Proposition 2
Proof. According to the definition, the candidate patches sampled from SPP(Y, τ) (or SPP(X, τ))
follows a homogeneous Poisson process with intensity SY (or SX ). Since there exists possibility
to generate empty patches, we use intensity SX · P (SX > 0) for thinning the Poisson process
to generate nonempty patches. Given the same budget τ , Proposition 2 holds if we can prove the
following equality of the two Poisson process intensities
SY · P (SpiY,X(Y ) > 0) = SX · P (SX > 0). (20)
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Due to the independence of dimensions, P (SX > 0) can be rewritten as
P (SX > 0) =
∏
d
P (l
(d)
X > 0) (21)
Assuming N (d)X ≥ 2, we have
P (l
(d)
X > 0) =
1
N
(d)
X
+
N
(d)
X − 1
N
(d)
X
· (1− θ) = 1
N
(d)
X
·
[
θ +N
(d)
X (1− θ)
]
. (22)
W.l.o.g, we assume that the two arrays, X and Y , have the same shape apart from the d′th
dimension where Y has one additional column (the general case of more columns follows by
induction), then SX/SY = N
(d′)
X /N
(d′)
Y .
There are two cases to consider: (1) X and Y share the terminal boundary in the d′th dimension;
(2) X and Y share the initial boundary in the d′th dimension. In either case, by independence of
dimensions, we have
P (SpiY,X(Y ) > 0) = P (piY,X(l
(d′)
Y ) > 0) ·
∏
d6=d′
P (l
(d)
Y > 0). (23)
In case (1) where X and Y share the terminal boundary in the d′th dimension, we have
P (piY,X(l
(d′)
Y ) > 0) =
θ
N
(d′)
Y
+
N
(d′)
X
N
(d′)
Y
· (1− θ) = 1
N
(d′)
Y
·
[
θ +N
(d′)
X (1− θ)
]
, (24)
where the first term θ
N
(d′)
Y
corresponds to the case that the initial position is on the boundary of Y and
l
(d′)
Y ≥ 2 (otherwise Y will not cross into X); while the second term N
(d′)
X
N
(d′)
Y
· (1− θ) corresponds to
the cases that the initial position is not on the boundary of Y . By combining Eqs. (21), (22), (23) and
(24), we have
P (SpiY,X(Y ) > 0)
P (SX > 0)
=
P (piY,X(l
(d′)
Y ) > 0)
P (l
(d′)
X > 0)
=
N
(d′)
X
N
(d′)
Y
=
SX
SY
. (25)
Thus we have SY · P (SpiY,X(Y ) > 0) = SX · P (SX > 0).
In case (2) where X and Y share the initial boundary in the d′th dimension, we have
P (piY,X(l
(d′)
Y ) > 0) =
1
N
(d′)
Y
+
N
(d′)
X − 1
N
(d′)
Y
· (1− θ) = 1
N
(d′)
Y
·
[
θ +N
(d′)
X (1− θ)
]
. (26)
The conclusion can be similarly derived.
Because of the same Poisson process intensity Eq. (20), the following equality also holds
PYKτ ,{mk}k
(
pi−1Y,X
(
KXτ , {mXk }K
X
τ
k=1
))
= PXKτ ,{mk}k
(
KXτ , {mXk }K
X
τ
k=1
)
(27)
Proof for Proposition 3
Proof. W.l.o.g, we assume that the two arrays, X and Y , have the same shape apart from the
d′th dimension where Y has one additional column (the general case follows by induction). For
dimensions d 6= d′, it is obvious that the law of patches are consistent under projection because the
projection is the identity. Given the same budget τ , Proposition 3 holds if we can prove the following
equality
PYu
(
pi−1Y,X(u
(d′)
X )
∣∣ |piY,X(u(d′)Y )| ≥ 1) = PXu (u(d′)X ∣∣ |u(d′)X | ≥ 1), (28)
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where u(d
′)
X indicates the initial position, s
(d′)
X , and the side-length, l
(d′)
X , of the d
′th side of X ;
|u(d′)X | ≥ 1 means that there is at least one “1” entry in u(d
′)
X as X is a nonempty patch.
There are two cases to consider: (1) X and Y share the initial boundary in the d′th dimension;
(2) X and Y share the terminal boundary in the d′th dimension. In each case, there are two cases
(denoted as A & B in the following) regarding whether the terminal/initial (for Case 1/2, respectively)
position locates at the boundary of X . In total we have four cases to discuss as follows.
In case (1) where X and Y share the initial boundary, |piY,X(u(d
′)
Y )| ≥ 1 implies the condition of
s
(d′)
Y ∈ X because s(d
′)
Y /∈ X would lead to |piY,X(u(d
′)
Y )| = 0. Thus, the left term of Eq. (28) can be
expressed as
PYu
(
pi−1Y,X(u
(d′)
X )
∣∣ |piY,X(u(d′)Y )| ≥ 1) = PYs,l ((s(d′)Y , l(d′)Y ) ∣∣ s(d′)Y ∈ X)
= PYs
(
s
(d′)
Y
∣∣ s(d′)Y ∈ X)PYl (l(d′)Y ∣∣ s(d′)Y , s(d′)Y ∈ X) . (29)
For convenience of notation, we let θ† = PYs (s
(d′)
Y
∣∣ s(d′)Y ∈ X), specifically θ† = 1θ+(1−θ)N(d′)X if
s
(d′)
Y = 1; θ† =
1−θ
θ+(1−θ)N(d′)X
if s(d
′)
Y > 1.
[Case 1.A] For 0 < s(d
′)
X + l
(d′)
X − 1 < N (d
′)
X < N
(d′)
Y ,
PYu
(
pi−1Y,X(u
(d′)
X )
∣∣ |piY,X(u(d′)Y )| ≥ 1) = θ†θl(d′)X −1(1− θ) = PXu (u(d′)X ∣∣ |u(d′)X | ≥ 1). (30)
[Case 1.B] For 0 < s(d
′)
X + l
(d′)
X − 1 = N (d
′)
X < N
(d′)
Y ,
PYu
(
pi−1Y,X(u
(d′)
X )
∣∣ |piY,X(u(d′)Y )| ≥ 1)
=PYs (s
(d′)
Y
∣∣ s(d′)Y ∈ X)PYl (l(d′)Y = l(d′)X ∣∣ s(d′)Y , s(d′)Y ∈ X)
+ PYs (s
(d′)
Y
∣∣ s(d′)Y ∈ X)PYl (l(d′)Y = l(d′)X + 1 ∣∣ s(d′)Y , s(d′)Y ∈ X)
=θ†θl
(d′)
X −1(1− θ) + θ†θl
(d′)
X = θ†θl
(d′)
X −1 = PXu (u
(d′)
X
∣∣ |u(d′)X | ≥ 1)
(31)
In case (2) where X and Y share the terminal boundary, |piY,X(u(d
′)
Y )| ≥ 1 implies the condition
of s(d
′)
Y · l(d
′)
Y > 1 because (s
(d′)
Y = 1, l
(d′)
Y = 1) would lead to |piY,X(u(d
′)
Y )| = 0. Thus, the left term
of Eq. (28) can be expressed as
PYu
(
pi−1Y,X(u
(d′)
X )
∣∣ |piY,X(u(d′)Y )| ≥ 1) = PYs,l ((s(d′)Y , l(d′)Y ) ∣∣ s(d′)Y · l(d′)Y > 1) . (32)
Given the condition of s(d
′)
Y · l(d
′)
Y > 1 and the assumption N
(d′)
Y = N
(d′)
X + 1, we have
PYs
(
s
(d′)
Y = 1
∣∣ s(d′)Y · l(d′)Y > 1) = PYs,l(s(d
′)
Y = 1, l
(d′)
Y ≥ 2)
PYs,l(s
(d′)
Y · l(d
′)
Y > 1)
=
1 · θ
1 + (N
(d′)
Y − 1)(1− θ)− 1 · (1− θ)
=
θ
θ + (1− θ)N (d′)X
(33)
and
PYs
(
s
(d′)
Y = 2
∣∣ s(d′)Y · l(d′)Y > 1) = PYs (s(d′)Y = 2)
PYs,l(s
(d′)
Y · l(d
′)
Y > 1)
=
1− θ
1 + (N
(d′)
Y − 1)(1− θ)− 1 · (1− θ)
=
1− θ
θ + (1− θ)N (d′)X
. (34)
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[Case 2.A] For piY,X(s
(d′)
Y ) = 1, we have s
(d′)
X = 1,
PYu
(
pi−1Y,X(u
(d′)
X )
∣∣ |piY,X(u(d′)Y )| ≥ 1) = PYs,l ((s(d′)Y , l(d′)Y ) ∣∣ s(d′)Y · l(d′)Y > 1)
=PYs (s
(d′)
Y = 2
∣∣ s(d′)Y · l(d′)Y > 1)PYl (l(d′)Y = l(d′)X ∣∣ s(d′)Y = 2)
+ PYs (s
(d′)
Y = 1
∣∣ s(d′)Y · l(d′)Y > 1)PYl (l(d′)Y = l(d′)X + 1 ∣∣ s(d′)Y = 1)
=
1− θ
θ + (1− θ)N (d′)X
· θl(d
′)
X −1θ‡ +
θ
θ + (1− θ)N (d′)X
· θl(d
′)−1
X θ‡
=
θl
(d′)
X −1θ‡
θ + (1− θ)N (d′)X
= PXu (u
(d′)
X
∣∣ |u(d′)X | ≥ 1),
(35)
where θ‡ = 1 if 0 < piY,X(s
(d′)
Y )+l
(d′)
X −1 = N (d
′)
X ; θ‡ = 1−θ if 0 < piY,X(s(d
′)
Y )+l
(d′)
X −1 < N (d
′)
X .
[Case 2.B] For piY,X(s
(d′)
Y ) > 1, we have s
(d′)
X > 1,
PYu
(
pi−1Y,X(u
(d′)
X )
∣∣ |piY,X(u(d′)Y )| ≥ 1) = 1− θ
θ + (1− θ)N (d′)X
· θl(d
′)
X −1θ‡
= PXu (u
(d′)
X
∣∣ |u(d′)X | ≥ 1). (36)
Consider all D dimensions, for each case, we have PY (pi
−1
Y,X(X)
∣∣ SpiY,X(Y ) > 0) =
PX (X
∣∣ SX > 0).
Detail Proof of P Y (pi
−1
Y,X(X)) = PX (X)
PY (pi
−1
Y,X(X)) = PY
(
pi−1Y,X
(
KXτ , {mXk ,Xk }K
X
τ
k=1
))
= PYKτ ,{mk}k
(
pi−1Y,X
(
KXτ , {mXk }K
X
τ
k=1
))
·PY
(
pi−1Y,X
(
{Xk }K
X
τ
k=1|KXτ , {mXk }K
X
τ
k=1
) ∣∣ SpiY,X(Y ) > 0) (37)
= PYKτ ,{mk}k
(
pi−1Y,X
(
KXτ , {mXk }K
X
τ
k=1
))
·PY
(
pi−1Y,X
(
{Xk }K
X
τ
k=1|KXτ
) ∣∣ SpiY,X(Y ) > 0) (38)
= PYKτ ,{mk}k
(
pi−1Y,X
(
KXτ , {mXk }K
X
τ
k=1
))
·
KXτ∏
k=1
PY
(
pi−1Y,X
(
Xk
) ∣∣ SpiY,X(Y ) > 0) (39)
= PXKτ ,{mk}k
(
KXτ , {mXk }K
X
τ
k=1
)
·
KXτ∏
k=1
PY
(
pi−1Y,X
(
Xk
) ∣∣ SpiY,X(Y ) > 0) (40)
= PXKτ ,{mk}k
(
KXτ , {mXk }K
X
τ
k=1
)
·
KXτ∏
k=1
PX
(
Xk
∣∣ SX > 0) (41)
= PX
(
KXτ , {mXk ,Xk }K
X
τ
k=1
)
= PX (X).
We can obtain Eq. (38) from Eq. (37) because
P
(
{mk,k}Kτk=1|Kτ
)
= P
(
{mk}Kτk=1|Kτ
)
· P
(
{k}Kτk=1|Kτ
)
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which indicates
P
(
{k}Kτk=1|Kτ , {mk}Kτk=1
)
= P
(
{k}Kτk=1|Kτ
)
We can obtain Eq. (39) from Eq. (38) because of independence of patches. Eq. (40) is derived from
Eq. (39) by applying Proposition 2 and Eq. (41) is derived from Eq. (40) by applying Proposition 3.
Multiple-Try Metropolis for Sampling {ri}i, {cj}j (in Section 5.2)
The prior distributions of {ri}i and {cj}j are discrete uniform distributions over all the N ! permuta-
tions. To cooperate with the C-SMC sampler for higher acceptance ratio, we adopt the Multiple-Try
Metropolis method [16] for sampling the row and column indices of the relational data. For each ri,
we propose an exchange between ri and Z proposal rows {ri′z}Zz=1, which are randomly chosen. The
detail for sampling {ri}i is summarized in Algorithm 3 (sampling {cj}j is similar).
Algorithm 3 Multiple-Try Metropolis for Sampling {ri}i
Input: Relational data R, number of proposals Z, {ρij}i,j , {ri}i and {cj}j
Output: New assignments of {ri}i
for i = 1, · · · , N do
Propose Z independent proposal indices {ri′z}Zz=1 for exchanging with ri;
Compute the weights {ω(ri′z )}Zz=1 as
ω(ri′z ) =
∏
j `(ri′z , cj , ρij)`(ri, cj , ρi′zj)∏
j `(ri, cj , ρij)`(ri′z , cj , ρi′zj)
; (42)
Sample ri∗ from {ri′z}Zz=1 with probability in proportional to {ω(ri′z )}Zz=1;
Suppose ri and ri∗ are exchanged; propose Z − 1 new independent proposal indices {ri′′z }Z−1z=1
and set ri′′Z = ri for exchanging with ri∗ ;
Compute the weights {ω(ri′′z )}Zz=1 as
ω(ri′′z ) =
∏
j `(ri′′z , cj , ρij)`(ri∗ , cj , ρi′′z j)∏
j `(ri∗ , cj , ρij)`(ri′′z , cj , ρi′′z j)
(43)
Accept the exchange between ri and ri∗ with the ratio
α = min
(
1,
ω(ri′1) + · · ·+ ω(ri′Z )
ω(ri′′1 ) + · · ·+ ω(ri′′Z )
)
(44)
end for
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