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Abstract
In this paper, the existence and multiplicity results of solutions are obtained for the second order
two-point boundary value problem −u′′(t) = f (t, u(t)) for all t ∈ [0,1] subject to u(0) = u′(1) = 0,
where f is continuous. The monotone operator theory and critical point theory are employed to
discuss this problem, respectively. In argument, quadratic root operator and its properties play an
important role.
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In this paper, we consider the existence and multiplicity results of the solutions to the
following second order two-point boundary value problem (BVP):{−u′′(t) = f (t, u(t)), t ∈ [0,1],
u(0) = u′(1) = 0, (1.1)
where f : [0,1] ×R1 → R1 is continuous.
Owing to the importance of second order differential equations in physics, the existence
and multiplicity of the solutions to the following problem{−u′′(t) = f (t, u(t)), t ∈ [0,1],
u(0) = u(1) = 0
has been studied by many authors, see [1,3–10]. They all obtained the existence results
of positive solutions under that f is either superlinear or sublinear in u by employing
the cone expansion or compression fixed point theorem. Meanwhile, great importance has
been attached to BVP (1.1). But in our knowledge, few papers have discussed the existence
results of solutions, especially, infinitely many solutions for BVP (1.1). In this paper, by
using the strongly monotone operator principle and the critical point theory, respectively, to
discuss BVP (1.1), we establish some conditions for f which are able to guarantee that this
problem has a unique solution, at least one nonzero solution, and infinitely many solutions.
In argument, K1/2, the quadratic root operator of a positive linear compact operator K , and
its properties play an important role.
2. Preliminary
In this section, we give some lemmas that are important to our discussion. Let
C[0,1] denote the usual real Banach space with the norm ‖u‖C = maxt∈[0,1] |u(t)| for
all u ∈ C[0,1], L2[0,1] denote the usual real reflexive Banach space with the norm
‖u‖ = (∫ 10 |u(t)|2 dt)1/2 for all u ∈ L2[0,1] and the real Hilbert space with the inner prod-
uct (u, v) = ∫ 10 u(t)v(t) dt for all u,v ∈ L2[0,1].
It is well known that any solution of BVP (1.1) in C2[0,1] is equivalent to a solution of
the following integral equation in C[0,1],
u(t) =
1∫
0
G(t, s)f
(
s, u(s)
)
ds, t ∈ [0,1], (2.1)
where G : [0,1] × [0,1] → [0,1] is Green’s function for −u′′(t) = 0 for all t ∈ [0,1]
subject to u(0) = u′(1) = 0, i.e.,
G(t, s) = min{t, s} =
{
t, 0 t  s  1,
s, 0 s  t  1.
Define operators K , f : C[0,1] → C[0,1] respectively by
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1∫
0
G(t, s)u(s) ds, t ∈ [0,1], ∀u ∈ C[0,1], (2.2)
fu(t) = f (t, u(t)), t ∈ [0,1], ∀u ∈ C[0,1].
Then the integral equation (2.1) is equivalent to the following operator equation:
u = Kfu.
Remark 2.1. It is easy to see that
(i) G : [0,1] × [0,1] → [0,1] is continuous;
(ii) G(t, s) = G(s, t) for all t, s ∈ [0,1];
(iii) max(t,s)∈[0,1]×[0,1] G(t, s) = 1;
(iv) f : C[0,1] → C[0,1] is bounded and continuous.
The operator K defined in (2.2) can also be defined on L2[0,1]. In fact, we have the
following lemma.
Lemma 2.1. K : L2[0,1] → C[0,1] is a linear completely continuous operator and then
K : L2[0,1] → L2[0,1] is also a linear completely continuous operator.
Proof. For any given u ∈ L2[0,1], it follows from (iii) of Remark 2.1 that
∣∣Ku(t)∣∣=
∣∣∣∣∣
1∫
0
G(t, s)u(s) ds
∣∣∣∣∣
1∫
0
∣∣u(s)∣∣ds 
( 1∫
0
∣∣u(s)∣∣2 ds
)1/2
= ‖u‖,
t ∈ [0,1]. (2.3)
So Ku is a function defined on [0,1]. For any given ε > 0, since G is continuous on
[0,1] × [0,1], there exists δ > 0 such that |G(t1, s) − G(t2, s)| < ε for all t1, t2, and s in
[0,1] with |t1 − t2| < δ. And then for all t1, t2 ∈ [0,1] with |t1 − t2| < δ, it follows that∣∣Ku(t1) − Ku(t2)∣∣
=
∣∣∣∣∣
1∫
0
(
G(t1, s) − G(t2, s)
)
u(s) ds
∣∣∣∣∣
1∫
0
∣∣G(t1, s) − G(t2, s)∣∣∣∣u(s)∣∣ds
 ε
1∫
0
∣∣u(s)∣∣ds  ε‖u‖. (2.4)
This implies that Ku ∈ C[0,1]. And it follows from (2.3) that
‖Ku‖C  ‖u‖, u ∈ L2[0,1]. (2.5)
It is obvious that K is linear. So it follows from (2.5) that K : L2[0,1] → C[0,1] is con-
tinuous.
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for all u ∈ S. It follows from (2.5) and (2.4) that K(S) is bounded and equicontinuous.
According to Arzela–Ascoli theorem, K(S) is a precompact subset of C[0,1]. Therefore
K : L2[0,1] → C[0,1] is completely continuous. Moreover, K : L2[0,1] → L2[0,1] is
also completely continuous, since C[0,1] can be continuously embedded into L2[0,1],
which denoted by C[0,1] ↪→ L2[0,1]. The proof is completed. 
Lemma 2.2. (Ku,v) = (u,Kv) for all u and v in L2[0,1], i.e., K is symmetric.
Proof. For any given u and v in L2[0,1], since
1∫
0
1∫
0
∣∣G(t, s)u(s)v(t)∣∣ds dt 
1∫
0
1∫
0
∣∣u(s)v(t)∣∣ds dt  ‖u‖‖v‖,
it follows from Fubini theorem and (ii) of Remark 2.1 that
(Ku,v) =
1∫
0
[ 1∫
0
G(t, s)u(s) ds
]
v(t) dt =
1∫
0
1∫
0
G(t, s)u(s)v(t) ds dt
=
1∫
0
u(s)
[ 1∫
0
G(s, t)v(t) dt
]
ds = (u,Kv).
The proof is completed. 
It is easy to see that all eigenvalues of K are
{ 4
(2k−1)2π2
}∞
k=1, which have the corre-
sponding orthonormal eigenfunctions {ek}∞k=1 = {
√
2 sin((2k − 1)πt/2)}∞k=1. Since K is
linear completely continuous and symmetric by Lemmas 2.1 and 2.2, the following formu-
las with K hold:
u =
∞∑
k=1
(u, ek)ek, u ∈ L2[0,1], (2.6)
‖u‖2 =
∞∑
k=1
∣∣(u, ek)∣∣2, u ∈ L2[0,1], (2.7)
Ku =
∞∑
k=1
4
(2k − 1)2π2 (u, ek)ek, u ∈ L
2[0,1]. (2.8)
Remark 2.2. It follows from Lemmas 2.1, 2.2 and (2.8) that K : L2[0,1] → L2[0,1]
is positive linear bounded and symmetric. So K1/2 : L2[0,1] → L2[0,1], the positive
square root of K , exists and is unique, and is also linear bounded and symmetric with
‖K1/2‖ = ‖K‖1/2. Furthermore, we can also prove that K1/2 maps L2[0,1] into C[0,1]
and K1/2 :L2[0,1] → C[0,1] is completely continuous.
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K1/2 :L2[0,1] → L2[0,1] is also linear completely continuous.
Proof. From (2.8), K1/2 : L2[0,1] → L2[0,1] is of form as follows:
K1/2u =
∞∑
k=1
2
(2k − 1)π (u, ek)ek, u ∈ L
2[0,1]. (2.9)
For any given u ∈ L2[0,1], and positive integers n,p, from (2.7) and |ek(t)|
√
2 for all
t ∈ [0,1], k = 1,2, . . . , we have that∣∣∣∣∣
n+p∑
k=n+1
2
(2k − 1)π (u, ek)ek(t)
∣∣∣∣∣
n+p∑
k=n+1
2
√
2
(2k − 1)π
∣∣(u, ek)∣∣

(
n+p∑
k=n+1
8
(2k − 1)2π2
)1/2( n+p∑
k=n+1
∣∣(u, ek)∣∣2
)1/2

(
n+p∑
k=n+1
8
(2k − 1)2π2
)1/2
‖u‖, t ∈ [0,1].
It follows that∥∥∥∥∥
n+p∑
k=n+1
2
(2k − 1)π (u, ek)ek
∥∥∥∥∥
C

(
n+p∑
k=n+1
8
(2k − 1)2π2
)1/2
‖u‖ → 0,
n → ∞. (2.10)
Hence, the series
∑∞
k=1 2(2k−1)π (u, ek)ek(t) converges uniformly with respect to t ∈ [0,1],
and then K1/2u ∈ C[0,1].
In addition, it is easy to see from (2.10) that
‖K1/2u‖C 
( ∞∑
k=1
8
(2k − 1)2π2
)1/2
‖u‖ = ‖u‖, u ∈ L2[0,1]. (2.11)
Taking
Tnu =
n∑
k=1
2
(2k − 1)π (u, ek)ek, u ∈ L
2[0,1], n = 1,2, . . . .
Then Tn : L2[0,1] → C[0,1] is a linear completely continuous operator, n = 1,2, . . . , and
it follows from (2.9) and (2.10) that
‖Tn − K1/2‖
( ∞∑
k=n+1
8
(2k − 1)2π2
)1/2
→ 0, n → ∞.
Therefore, K1/2 : L2[0,1] → C[0,1] is a linear completely continuous operator. And
then K1/2 : L2[0,1] → L2[0,1] is also a linear completely continuous operator since
C[0,1] ↪→ L2[0,1]. The proof is completed. 
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(K1/2u,u) =
∞∑
k=1
2
(2k − 1)π
∣∣(u, ek)∣∣2, u ∈ L2[0,1].
This and (2.7) imply that K1/2u 
= 0 for all u ∈ L2[0,1] with u 
= 0. Therefore K1/2u1 
=
K1/2u2 for all u1, u2 ∈ L2[0,1] with u1 
= u2.
Theorem 2.1 [13, Theorem 4.1, p. 354]. Suppose A is a linear compact, symmetric oper-
ator, and A 
= 0. Then ‖A‖ or −‖A‖ is an eigenvalue of A.
Since the all eigenvalues of K are {4/((2k − 1)2π2)}∞k=1, and K is linear compact and
symmetric by Lemmas 2.1 and 2.2, it follows from Theorem 2.1 that ‖K‖ = 4/π2, where
K is from L2[0,1] into itself. It follows in the same way that ‖K1/2‖ = 2/π .
In the next section, we will use the strongly monotone operator principle and the critical
point theory, respectively, to discuss BVP (1.1). Here we state some necessary definitions
and theorems. For instance, see [2,5,11,12,14,16].
Definition 2.1. Let E be a real Banach space, D an open subset of E. Suppose that a
functional f : D → R1 is Fréchet differentiable on D. If x0 ∈ D and the Fréchet derivative
f ′(x0) = 0, then we call that x0 is a critical point of the functional f and c = f (x0) is a
critical value of f .
Let C1(E,R1) denote the set of functionals that are Fréchet differentiable and their
Fréchet derivatives are continuous on E.
Definition 2.2. Let f ∈ C1(E,R1). If any sequence {un} ⊂ E for which {f (un)} is
bounded and f ′(un) → 0 as n → ∞ possesses a convergent subsequence, then we say
f satisfies Palais–Smale condition (denoted by P.S. condition for short).
Theorem 2.2 (Strongly monotone operator principle [5, Corollary 2, p. 373]). Let E be a
real reflexive Banach space. Suppose that T : E → E∗ is a continuous operator and there
exists c > 0 such that
(T u − T v,u − v) c‖u − v‖2, u, v ∈ E.
Then T : E → E∗ is a homeomorphism between E and E∗.
Theorem 2.3 [5, Theorem 1.7, p. 423]. Let E be a real reflexive Banach space. If the
functional f : E → R1 is weakly lower semi-continuous and satisfies lim‖x‖→∞ f (x) =
+∞, then there exists x0 ∈ E such that f (x0) = infx∈E f (x). Moreover, if f is also Fréchet
differentiable on E, then f ′(x0) = 0.
For convenience of readers, we suggest one can also refer to [2,12,14,16] for the content
involved in Theorems 2.2 and 2.3.
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Let E be a real Banach space and f ∈ C1(E,R1) satisfying P.S. condition. Suppose that
(i) f (0) = 0;
(ii) there exist ρ > 0 and α > 0 such that f (u) α for all u ∈ E with ‖u‖ = ρ;
(iii) there exists u1 in E with ‖u1‖ ρ such that f (u1) < α.
Then f possesses a critical value c α. Moreover, c can be characterized as
c = inf
g∈Γ maxu∈g([0,1])
f (u),
where Γ = {g ∈ C([0,1],E): g(0) = 0, g(1) = u1}.
Theorem 2.5 ([11, Theorem 9.12, p. 55]; [12, Theorem 6.5, p. 114]). Let E be an infinite
dimensional real Banach space and let f ∈ C1(E,R1) be even, satisfy P.S. condition, and
f (0) = 0. Suppose that E = V ⊕ X, where V is finite dimensional, and f satisfies
(i) there exist α > 0 and ρ > 0 such that f (u) α for all u ∈ X with ‖u‖ = ρ;
(ii) for any finite dimensional subspace W ⊂ E, there is R = R(W) such that f (u)  0
for all u ∈ W with ‖u‖R.
Then f possesses an unbounded sequence of critical values.
3. Main results
In this section, we deal with the existence of one solution and infinitely many solutions
for BVP (1.1). We will use the strongly monotone operator principle and the critical point
theory respectively.
Lemma 3.1.
(i) The operator equation
u = Kfu (3.1)
has a solution in C[0,1] if and only if the operator equation
v = K1/2fK1/2v (3.2)
has a solution in L2[0,1].
(ii) The uniqueness of solution for these two above equations is also equivalent.
(iii) If (3.2) has a nonzero solution in L2[0,1], then (3.1) has a nonzero solution in C[0,1].
If (3.2) has infinitely many solutions in L2[0,1], then (3.1) has infinitely many solu-
tions in C[0,1].
Proof. (i) Let u ∈ C[0,1] be any solution of (3.1), i.e., u = Kfu. Then K1/2fu =
K1/2fKfu = K1/2fK1/2K1/2fu = K1/2fK1/2(K1/2fu), so v = K1/2fu ∈ C[0,1] ↪→
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v = K1/2fK1/2v. Then K1/2v = K1/2K1/2fK1/2v = Kf(K1/2v), so u = K1/2v ∈ C[0,1]
is a solution of (3.1).
(ii) Assume that (3.1) has a unique solution u in C[0,1]. Let v1 and v2 in L2[0,1] be
both solutions of (3.2), i.e., v1 = K1/2fK1/2v1 and v2 = K1/2fK1/2v2. Then K1/2v1 =
KfK1/2v1 and K1/2v2 = KfK1/2v2. And then K1/2v1 and K1/2v2 are both solutions of
(3.1). It follows from the assumption that K1/2v1 = K1/2v2 = u, so v1 = K1/2fK1/2v1 =
K1/2fK1/2v2 = v2. On the other hand, assume that (3.2) has a unique solution v in
L2[0,1]. Let u1 and u2 in C[0,1] be both solutions of (3.1), i.e., u1 = Kfu1 and
u2 = Kfu2. Then K1/2fu1 = K1/2fK1/2K1/2fu1 and K1/2fu2 = K1/2fK1/2K1/2fu2. And
then K1/2fu1 and K1/2fu2 are both solutions of (3.2). It follows from the assumption that
K1/2fu1 = K1/2fu2 = v, so u1 = Kfu1 = K1/2K1/2fu1 = K1/2K1/2fu2 = Kfu2 = u2.
(iii) It follows from the proof of (i) that if v ∈ L2[0,1] is any solution of (3.2), then
K1/2v is a solution of (3.1) in C[0,1]. Therefore, Remark 2.3 yields the conclusion. The
proof is completed. 
Theorem 3.1. Suppose that for each t ∈ [0,1], f (t, u) is a nonincreasing function in u,
i.e., f (t, u1) f (t, u2) for all u1 and u2 in R1 with u1 < u2. Then BVP (1.1) has a unique
solution in C2[0,1].
Proof. It follows from Lemma 3.1 that the operator equation (3.1) has a unique solution
in C[0,1] if and only if v = K1/2fK1/2v has a unique solution in L2[0,1]. Therefore, it is
also equivalent to that T v = 0 has a unique solution in L2[0,1], where T = I −K1/2fK1/2.
From Lemma 2.3, K1/2 : L2[0,1] → C[0,1] ↪→ L2[0,1] is continuous, so T : L2[0,1] →
L2[0,1] is also continuous. According to Theorem 2.2, it is only necessary to verify that
T is a strongly monotone operator. In fact, for all u and v in L2[0,1], since f (t, u) is a
nonincreasing function in u for each t ∈ [0,1], it follows that
(fK1/2u − fK1/2v,K1/2u − K1/2v)
=
1∫
0
[
f
(
t,K1/2u(t)
)− f (t,K1/2v(t))][K1/2u(t) − K1/2v(t)]dt  0.
And using Remark 2.2, we have that
(T u − T v,u − v) = (u − v − K1/2fK1/2u + K1/2fK1/2v,u − v)
= ‖u − v‖2 − (K1/2(fK1/2u − fK1/2v),u − v)
= ‖u − v‖2 − (fK1/2u − fK1/2v,K1/2u − K1/2v)
 ‖u − v‖2, u, v ∈ L2[0,1].
Thus, T is a strongly monotone operator. And then it follows by Theorem 2.2 that T v = 0
has a unique solution v∗ in L2[0,1]. The proof is completed. 
Theorem 3.2. If there exists a ∈ [0,π2/4) such that [f (t, u)− f (t, v)][u− v] a|u− v|2
for all t ∈ [0,1], and u,v ∈ R1, then BVP (1.1) has a unique solution in C2[0,1].
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(fK1/2u − fK1/2v,K1/2u − K1/2v)
=
1∫
0
[
f
(
t,K1/2u(t)
)− f (t,K1/2v(t))][K1/2u(t) − K1/2v(t)]dt
 a
1∫
0
∣∣K1/2(u − v)(t)∣∣2 dt
= a(K1/2(u − v),K1/2(u − v))
= a(K(u − v),u − v)
 4a
π2
‖u − v‖2, u, v ∈ L2[0,1].
And then
(T u − T v,u − v) = (u − v − K1/2fK1/2u + K1/2fK1/2v,u − v)
= ‖u − v‖2 − (fK1/2u − fK1/2v,K1/2u − K1/2v)
 ‖u − v‖2 − 4a
π2
‖u − v‖2
= (1 − 4a/π2)‖u − v‖2, u, v ∈ L2[0,1].
The proof is completed. 
Lemma 3.2. Let Φ(u) = ∫ 10 ∫ u(t)0 f (t, v) dv dt , u ∈ C[0,1]. Then
(i) Φ : C[0,1] → R1 is Fréchet differentiable on C[0,1] and (Φ ′(u))(w) = (fu,w) =∫ 1
0 f (t, u(t))w(t) dt for all u,w ∈ C[0,1];
(ii) Φ ◦ K1/2 : L2[0,1] → R1 is Fréchet differentiable on L2[0,1] and (Φ ◦ K1/2)′(v) =
K1/2fK1/2v for all v ∈ L2[0,1].
Proof. (i) For any given u ∈ C[0,1], we define a bounded linear functional h(w) =
(fu,w) = ∫ 10 f (t, u(t))w(t) dt for all w ∈ C[0,1], then
Φ(u + w) − Φ(u) − h(w)
=
1∫
0
u(t)+w(t)∫
u(t)
f (t, v) dv dt −
1∫
0
f
(
t, u(t)
)
w(t) dt
=
1∫
f
(
t, u(t) + θw(t))w(t) dt −
1∫
f
(
t, u(t)
)
w(t) dt0 0
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1∫
0
[
f
(
t, u(t) + θw(t))− f (t, u(t))]w(t) dt, w ∈ C[0,1],
where θ ∈ (0,1). Since f is continuous on [0,1] × [−‖u‖C − 1,‖u‖C + 1], we have
lim‖w‖C→0
1
‖w‖C
1∫
0
[
f
(
t, u(t) + θw(t))− f (t, u(t))]w(t) dt = 0.
Then, Φ is Fréchet differentiable on C[0,1] and (Φ ′(u))(w) = h(w) = (fu,w) for all
u,w ∈ C[0,1].
(ii) By the chain rule for derivatives of composite operator [15, Proposition 4.10,
p. 139], it follows that the functional Φ ◦ K1/2 is Fréchet differentiable on L2[0,1] and
(Φ ◦ K1/2)′(v) = Φ ′(K1/2v) ◦ K1/2 for all v ∈ L2[0,1], that is, ((Φ ◦ K1/2)′(v))(k) =
(Φ ′(K1/2v) ◦K1/2)(k) = (Φ ′(K1/2v))(K1/2k) = (fK1/2v,K1/2k) = (K1/2fK1/2v, k) for
all v, k ∈ L2[0,1]. So (Φ ◦ K1/2)′(v) = K1/2fK1/2v for all v ∈ L2[0,1]. The proof is
completed. 
Theorem 3.3. Suppose that
u∫
0
f (t, v) dv  a
2
u2 + b(t)|u|2−γ + c(t), t ∈ [0,1], u ∈ R1, (3.3)
where a ∈ [0,π2/4), γ ∈ (0,2), b ∈ L2/γ [0,1], and c ∈ L1[0,1]. Then BVP (1.1) has at
least one solution in C2[0,1].
Proof. From Lemma 3.1 it is only necessary to prove that the operator equation
v − K1/2fK1/2v = 0 has at least one solution in L2[0,1].
Consider the functional Ψ : L2[0,1] → R1,
Ψ (v) = 1
2
(v, v) − (Φ ◦ K1/2)(v), v ∈ L2[0,1],
where Φ is defined in Lemma 3.2. Then, using Lemma 3.2, we have that Ψ ′(v) =
v − K1/2fK1/2v for all v ∈ L2[0,1].
It follows from Lemma 2.3 that K1/2fK1/2 : L2[0,1] → L2[0,1] is completely contin-
uous, therefore Ψ is a weakly lower semi-continuous functional on L2[0,1].
For all v ∈ L2[0,1], it follows from (3.3) that
Ψ (v) = 1
2
(v, v) −
1∫
0
K1/2v(t)∫
0
f (t, u) dudt
 1
2
(v, v) − a
2
(K1/2v,K1/2v) −
1∫
b(t)
∣∣K1/2v(t)∣∣2−γ dt −
1∫
c(t) dt0 0
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2
‖v‖2 − a
2
(Kv, v) −
( 1∫
0
∣∣b(t)∣∣2/γ dt
)γ /2( 1∫
0
∣∣K1/2v(t)∣∣2 dt
)1−γ /2
− c1
= 1
2
‖v‖2 − a
2
(Kv, v) − b1(Kv, v)1−γ /2 − c1
 1
2
‖v‖2 − 4a
2π2
‖v‖2 − b1
(
2
π
)2−γ
‖v‖2−γ − c1
= 1
2
(1 − 4a/π2)‖v‖2 − b1(2/π)2−γ ‖v‖2−γ − c1,
where b1 = (
∫ 1
0 |b(t)|2/γ dt)γ /2, c1 =
∫ 1
0 c(t) dt .
So, lim‖v‖→∞ Ψ (v) = +∞. Therefore, according to Theorem 2.3, there exists v0 ∈
L2[0,1] such that Ψ ′(v0) = 0, i.e., v0 − K1/2fK1/2v0 = 0. The proof is completed. 
Example 3.1. Consider the following BVP:{−u′′(t) = au(t) + b(t)|u(t)|p + c(t), t ∈ [0,1],
u(0) = u′(1) = 0,
where a ∈ [0,π2/4), p ∈ (0,1), b and c are continuous on [0,1], and c(t) 
≡ 0.
It is easy to verify that (3.3) is satisfied. Therefore, it follows from Theorem 3.3 that
this BVP has at least one solution in C2[0,1]. And it is easy to see that this solution is a
nonzero solution since c(t) 
≡ 0.
Theorem 3.4. Suppose that
(H1) there exist µ ∈ [0,1/2) and M > 0 such that F(t, u) 
∫ u
0 f (t, v) dv  µuf (t, u)for all |u|M and t ∈ [0,1];
(H2) lim supu→0 f (t, u)/u < π2/4, lim infu→+∞ f (t, u)/u > π2/4 uniformly for t ∈
[0,1].
Then BVP (1.1) has at least one nonzero solution in C2[0,1].
Proof. By (iii) of Lemma 3.1, we only need to prove that the operator equation v =
K1/2fK1/2v has at least one nonzero solution in L2[0,1].
We still consider the functional Ψ defined in the proof of Theorem 3.3. We will verify
that Ψ satisfies all the conditions of Theorem 2.4 (Mountain pass lemma).
First, we will prove that Ψ satisfies P.S. condition. Since F(t, u)−µuf (t, u) is contin-
uous on [0,1] × [−M,M], there exists C > 0 such that
F(t, u) µuf (t, u) + C, t ∈ [0,1], u ∈ [−M,M].
By assumption (H1), we obtain
F(t, u) µuf (t, u) + C, t ∈ [0,1], u ∈R1. (3.4)
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that
(
Ψ ′(vn), vn
)= (vn − K1/2fK1/2vn, vn) = ‖vn‖2 −
1∫
0
f
(
t,K1/2vn(t)
)
K1/2vn(t) dt.
It follows from (3.4) that
β  Ψ (vn) = 12‖vn‖
2 −
1∫
0
F
(
t,K1/2vn(t)
)
dt
 1
2
‖vn‖2 − µ
1∫
0
f
(
t,K1/2vn(t)
)
K1/2vn(t) dt − C
=
(
1
2
− µ
)
‖vn‖2 + µ
(
Ψ ′(vn), vn
)− C

(
1
2
− µ
)
‖vn‖2 − µ
∥∥Ψ ′(vn)∥∥‖vn‖ − C, n = 1,2, . . . .
Since Ψ ′(vn) → 0, there exists N0 ∈N such that
β 
(
1
2
− µ
)
‖vn‖2 − ‖vn‖ − C, n > N0.
This implies that {vn} ⊂ L2[0,1] is bounded. Since K1/2 : L2[0,1] → C[0,1] is com-
pletely continuous, f : C[0,1] → C[0,1] is continuous, and vn − K1/2fK1/2vn → 0, we
can deduce that {vn} has a convergent subsequence. Thus, we obtain the desired conver-
gence property.
From lim supu→0 f (t, u)/u < π2/4 uniformly for t ∈ [0,1], there exist ε ∈ (0,1) and
δ > 0 such that f (t, u) (1 − ε)(π2/4)u for all t ∈ [0,1] and u ∈ R1 with u ∈ [0, δ], and
f (t, u) (1 − ε)(π2/4)u for all t ∈ [0,1] and u ∈ R1 with u ∈ [−δ,0]. So
F(t, u) =
u∫
0
f (t, v) dv  (1/8)(1 − ε)π2|u|2
for all t ∈ [0,1] and u ∈R1 with |u| δ. (3.5)
Let ρ = δ and α = 12ερ2. Then it follows from (2.11) that ‖K1/2v‖C  ‖v‖ = δ for all
v ∈ ∂Bρ , where Bρ = {v ∈ L2[0,1]: ‖v‖ < ρ}. So by (3.5), we have
Ψ (v) = 1
2
(v, v) −
1∫
0
K1/2v(t)∫
0
f (t, u) dudt
= 1
2
(v, v) −
1∫
F
(
t,K1/2v(t)
)
dt0
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2
‖v‖2 − 1
8
(1 − ε)π2
1∫
0
(
K1/2v(t)
)2
dt
= 1
2
‖v‖2 − 1
8
(1 − ε)π2(Kv, v)
 1
2
‖v‖2 − 1
8
(1 − ε)π2 4
π2
‖v‖2 = 1
2
ε‖v‖2, v ∈ ∂Bρ. (3.6)
This implies that infv∈∂Bρ Ψ (v) 12ερ2 = α > 0.
It is obvious from the definition of Ψ and K1/20 = 0 that Ψ (0) = 0.
On the other hand, from lim infu→+∞ f (t, u)/u > π2/4 uniformly for t ∈ [0,1], there
exist ε > 0 and τ > 0 such that
f (t, u) π
2
4
(1 + ε)u, u τ, t ∈ [0,1].
Since f (t, u) − (π2/4)(1 + ε)u is continuous on [0,1] × [0, τ ], there exists M > 0 such
that
f (t, u) π
2
4
(1 + ε)u − M, u ∈ [0, τ ], t ∈ [0,1].
Thus, the two inequalities imply that
f (t, u) π
2
4
(1 + ε)u − M, u 0, t ∈ [0,1].
Therefore,
F(t, u) =
u∫
0
f (t, v) dv  1
8
π2(1 + ε)u2 − Mu, u 0, t ∈ [0,1].
It follows from the definition of K1/2 that K1/2e1(t) = (2/π)e1(t) = (2
√
2/π)×
sin(πt/2) 0 for all t ∈ [0,1]. Thus
Ψ (se1) = 12 (se1, se1) −
1∫
0
F
(
t, sK1/2e1(t)
)
dt
= 1
2
s2 −
1∫
0
F
(
t,
2s
π
e1(t)
)
dt
 1
2
s2 − π
2
8
(1 + ε)
1∫
0
4s2
π2
e21(t) dt + M
1∫
0
2s
π
e1(t) dt
= 1
2
s2 − 1
2
s2(1 + ε) + 2
π
Ms
2
√
2
π
= −1εs2 + 4
√
2
Ms, s > 0.2 π2
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large s0 > ρ such that v1 = s0e1 ∈ L2[0,1], v1 /∈ B¯ρ , and Ψ (v1) < 0.
Thus, according to the mountain pass lemma, Ψ has a critical value c∗ > 0, i.e., there
exists v∗ ∈ L2[0,1] such that Ψ (v∗) = c∗,Ψ ′(v∗) = v∗ − K1/2fK1/2v∗ = 0. It is obvious
that v∗ 
= 0 since Ψ (0) = 0. The proof is completed. 
Theorem 3.5. Suppose that f (t, u) is odd in u, i.e., f (t,−u) = −f (t, u) for all t ∈ [0,1]
and u ∈R1. And suppose that (H1) in Theorem 3.4 is satisfied and
lim sup
u→0
f (t, u)/u < π2/4, lim inf
u→+∞f (t, u)/u = +∞ uniformly for t ∈ [0,1].
Then BVP (1.1) has infinitely many solutions.
Proof. By (iii) of Lemma 3.1, we only need to prove that the operator equation v =
K1/2fK1/2v has infinitely many solutions in L2[0,1]. We still consider the functional Ψ
defined in the proof of Theorem 3.3, and verify that Ψ satisfies all the conditions of Theo-
rem 2.5.
In the proof of Theorem 3.4 we have proved that Ψ satisfies P.S. condition and
Ψ (0) = 0. By the definition of Ψ and the condition f (t,−u) = −f (t, u) for all t ∈ [0,1]
and u ∈ R1, it is obvious that Ψ is even. And it follows from (3.6) that Ψ satisfies the
condition (i) of Theorem 2.5 for ρ = δ and α = 12ερ2.
In the following, we will prove that Ψ satisfies the condition (ii) of Theorem 2.5. If
this is not true, then there exists a finite dimensional subspace W of L2[0,1] and a se-
quence {vn} ⊂ W such that Ψ (vn) > 0, n = 1,2, . . . , and ‖vn‖ → ∞ as n → ∞. Without
loss of generality, we can suppose that ‖vn‖ > 0, n = 1,2, . . . . Let tn = ‖vn‖, v∗n = t−1n vn,
n = 1,2, . . . . Then vn = tnv∗n , ‖v∗n‖ = 1, n = 1,2, . . . , and tn → +∞ as n → ∞. Since
{v ∈ W : ‖v‖ = 1} is a compact subset, {v∗n} has a convergent subsequence, without
loss of generality, let ‖v∗n − v∗‖ → 0 as n → ∞, where v∗ ∈ W and ‖v∗‖ = 1. Since
K1/2 :L2[0,1] → L2[0,1] is completely continuous, ‖K1/2v∗n −K1/2v∗‖ → 0 as n → ∞.
It follows from Remark 2.3 that K1/2v∗ 
= 0.
Let u0 = K1/2v∗, un = K1/2v∗n , n = 1,2, . . . , and a0 = ‖u0‖ > 0. By
lim inf
u→+∞f (t, u)/u = +∞
uniformly for t ∈ [0,1], there exists τ > 0 such that
f (t, u) 4
a20
u, u τ, t ∈ [0,1]. (3.7)
And since f (t, u) − (4/a20)u is continuous on [0,1] × [0, τ ], there exists M  0 such that
f (t, u) 4
a20
u − M, u ∈ [0, τ ], t ∈ [0,1]. (3.8)
So it follows from (3.7), (3.8) that
f (t, u) 4
a2
u − M, u 0, t ∈ [0,1]. (3.9)
0
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that
F(t, u) = F (t, |u|)=
|u|∫
0
f (t, v) dv  2
a20
u2 − M|u|, u ∈R1, t ∈ [0,1].
Then
Ψ (vn) = Ψ
(
tnv
∗
n
)
= 1
2
∥∥tnv∗n∥∥2 −
1∫
0
F
(
t, tnK
1/2v∗n(t)
)
dt
= 1
2
‖tnv∗n‖2 −
1∫
0
F
(
t, tnun(t)
)
dt
 1
2
t2n −
1∫
0
(
2
a20
∣∣tnun(t)∣∣2 − M∣∣tnun(t)∣∣
)
dt
= 1
2
t2n −
2
a20
t2n‖un‖2 + Mtn
1∫
0
∣∣un(t)∣∣dt
 1
2
t2n −
2
a20
t2n‖un‖2 + Mtn‖un‖, n = 1,2, . . . . (3.10)
Since ‖un − u0‖ → 0 as n → ∞, ‖un‖ → ‖u0‖ = a0 as n → ∞. Therefore, there exists
N0 ∈N such that ‖un‖2 > a20/2 and ‖un‖ 2a0 as n > N0. It follows from (3.10) that
Ψ (vn) <
1
2
t2n −
2
a20
1
2
a20 t
2
n + 2a0Mtn = −
1
2
t2n + 2a0Mtn, n > N0.
Thus, noticing that tn → +∞ as n → ∞, we have that Ψ (vn) → −∞ as n → ∞. This
contradicts with the assumption Ψ (vn) > 0, n = 1,2, . . . . Then according to Theorem 2.5,
Ψ has infinitely many critical points, i.e., the operator equation v = K1/2fK1/2v has infi-
nitely many solutions in L2[0,1]. The proof is completed. 
Remark 3.1. If there exists p > 0 such that
lim
u→∞
f (t, u)
|u|pu = A > 0 uniformly for t ∈ [0,1], (3.11)
then (H1) holds. Let µ ∈ (1/(p + 2),1/2). It follows from (3.11) that
lim
u→∞
∫ u
0 f (t, v) dv − µuf (t, u)
|u|pu2 = limu→∞
(∫ u
0 f (t, v) dv
|u|pu2 −
µuf (t, u)
|u|pu2
)
= lim
u→∞
(
f (t, u)
p
− µf (t, u)
p
)
(p + 2)|u| u |u| u
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u→∞
f (t, u)
|u|pu
(
1
p + 2 − µ
)
= A
(
1
p + 2 − µ
)
< 0.
So there exists M > 0 such that F(t, u) = ∫ u0 f (t, v) dv  µuf (t, u) for all |u|M and
t ∈ [0,1].
Example 3.2. Consider the following BVP:{−u′′(t) = au(t) + b(t) arctanu(t) ln(1 + u2(t)) + c|u(t)|pu(t), t ∈ [0,1],
u(0) = u′(1) = 0, (3.12)
where a ∈ [0,π2/4), p, c > 0, b is continuous on [0,1].
It is obvious that f (t, u) = au+ b(t) arctanu ln(1 + u2)+ c|u|pu, t ∈ [0,1], u ∈R1, is
odd in u ∈R1. By calculation, we have
lim sup
u→0
f (t, u)
u
= a < π2/4, lim inf
u→+∞
f (t, u)
u
= +∞, lim
u→∞
f (t, u)
|u|pu = c > 0
uniformly for t ∈ [0,1].
It follows from Remark 3.1 that (H1) holds. According to Theorem 3.5, BVP (3.12) has
infinitely many solutions.
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