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Abstract
We show that a quantum-mechanical N = 2 supersymmetry is hidden in
4d mass spectrum of any gauge invariant theories with extra dimensions.
The N = 2 supercharges are explicitly constructed in terms of differ-
ential forms. The analysis can be extended to extra dimensions with
boundaries, and for a single extra dimension we clarify a possible set of
boundary conditions consistent with 5d gauge invariance, although some
of the boundary conditions break 4d gauge symmetries.
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1 Introduction
Much attention has been paid recently to gauge theories with extra dimensions to explore
new possibilities for gauge symmetry breaking and solving the hierarchy problem without
introducing additional Higgs fields[1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. For instance, in the
gauge-Higgs unification scenario, extra components of gauge fields play a role of Higgs
fields[2, 3]. Attractive models of grand unified theories have been constructed on orbifolds,
in which gauge symmetry breaking is caused by orbifolding[4]. With extra dimensions with
boundaries, Higgsless gauge symmetry breaking can be realized via boundary conditions[5,
6, 7, 9]. The interesting scenario of dimensional deconstruction[8] can be regarded as a
gauge theory with latticized extra dimension.
In those models, the notorious quadratic divergence problem of scalar fields is absent.
In a higher dimensional point of view, this is easily understood because any divergences of
mass corrections to gauge fields are protected by a higher dimensional gauge invariance.
In a 4-dimensional point of view, however, the cancellation of the divergences does not
seem to be manifest because a remnant of higher dimensional gauge invariance is not
apparent in 4d effective theories and the cancellation can occur only after all massive
Kaluza-Klein modes are taken into account. (If we truncate massive KK modes at some
energy, the cancellation becomes incomplete.) Furthermore, the cancellation still occurs
even when 4d gauge symmetries are broken via orbifolding, the Hosotani mechanism or
boundary conditions. Thus, in constructing phenomenological models, it will be important
to understand higher-dimensional gauge invariance from a 4d effective theory point of
view.
Another appealing and well-known scenario to solve the problem of the quadratic di-
vergence is to invoke supersymmetry. Then, it may be natural to ask a question whether
these two kinds of theories, gauge theories with extra dimensions and supersymmetric
theories, ever have some relation. The immediate answer is negative, since supersym-
metry necessarily needs fermionic degree of freedom, while the cancellation mechanism
of the quadratic divergence in the higher dimensional gauge theory does not necessitate
it. We will, however, see that actually these two are related: (quantum-mechanical) su-
persymmetry is hidden in the higher dimensional gauge theories. The main purpose of
this paper is to show it. We note that quantum-mechanical supersymmetry, being 0 + 1
dimensional field theory, can be described without using any spinors.
There exist some evidences for the existence of some kind of supersymmetry in 4d
mass spectrum already at the truncated low-energy theory, as the remnant of higher
dimensional gauge symmetry: If a 4d gauge symmetry is not broken, a massless 4d gauge
field appears because 4d gauge invariance guarantees the gauge field to be massless. This
may be explained from a supersymmetry point of view because supersymmetry ensures
that the ground state has zero energy and the zero energy state is interpreted as the
massless gauge field. The second evidence is that in a 5d gauge theory with a single
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extra dimension, every massive mode of A5,n (a massive KK mode of the gauge field
in the direction of the extra dimension) can be absorbed into the longitudinal mode of
Aµ,n (a massive KK mode of the 4d gauge field) by gauge transformations. This fact
implies that there should exist a one-to-one correspondence between A5,n and Aµ,n. The
correspondence may be interpreted as supersymmetry between a “bosonic” state and a
“fermionic” one, although both modes are bosonic. The last evidence is that a massless
mode A5,0 (if exists) cannot be gauged-away and it appears as a physical state, in contrast
to the massive modes A5,n, which can be gauged-away and hence are unphysical modes.
This observation is again consistent with supersymmetry because zero energy states do
not form any supermultiplets between bosonic and fermionic states.
In this paper, we show that a quantum-mechanical N = 2 supersymmetry exists in
any gauge invariant theories with extra dimensions. To this end, we construct an N = 2
superalgebra in terms of differential forms in Section 2. In Section 3, we show that the
N = 2 supersymmetric structure appears in 4d mass spectrum of gauge theories with
extra dimensions. In Section 4, extra dimensions with boundaries are discussed. For
a 4+1-dimensional gauge invariant theory on an interval, a consistent set of boundary
conditions with 5d gauge invariance is successfully obtained from a supersymmetric point
of view. The Section 5 is devoted to summary and discussions. A simple proof of the
Hodge decomposition theorem is given in an Appendix.
2 N = 2 supersymmetry algebra and differential forms
In this section, we construct an N = 2 supersymmetry algebra in terms of differential
forms. We will see later that the N = 2 supersymmetry is realized in 4d mass spectrum
of any gauge invariant theories with extra dimensions.
Let K be a D-dimensional compact Riemannian manifold with a metric gij (i, j =
1, 2, · · · , D). A k form ω(k) on K is given by
ω(k) =
1
k!
ωi1i2···ikdy
i1 ∧ dyi2 ∧ · · · ∧ dyik , (2.1)
where yi (i = 1, 2, · · · , D) are coordinates on K and ∧ denotes the wedge product. The
coefficient ωi1···ik is totally antisymmetric in all k indices. The Hodge star (Poincare´ dual)
operator on the k form ω(k) is defined by
∗ ω(k) =
√
g
k!(D − k)!ωi1···ikg
i1j1 · · · gikjkǫj1···jkjk+1···jDdyjk+1 ∧ · · · ∧ dyjD , (2.2)
where g = detgij and ǫi1i2···iD is a totally antisymmetric tensor with ǫ12···D = 1. Repeated
applications of ∗ on any k form give
∗ ∗ω(k) = (−1)k(D−k)ω(k). (2.3)
3
The inner product of any two k forms ω(k) and η(k) is defined by
(η(k), ω(k))∆ ≡ 1
k!
∫
K
dDy
√
g∆ηi1···ikωj1···jkg
i1j1 · · · gikjk
=
∫
K
∆ η(k) ∧ ∗ω(k). (2.4)
Here, we have introduced a weight function ∆(y) for later convenience with a property
∆(y) > 0. (2.5)
Then, it follows that
(η(k), ω(k))∆ = (ω
(k), η(k))∆, (2.6)
(ω(k), ω(k))∆ ≥ 0, (2.7)
(η(k), ∗ω(D−k))∆ = (−1)k(D−k)(∗η(k), ω(D−k))∆. (2.8)
The adjoint of the exterior derivative d is defined, with respect to the inner product (2.4),
by
(η(k−1), d†ω(k))∆ ≡ (dη(k−1), ω(k))∆. (2.9)
For compact manifold without a boundary1, the action of d† on a k form ω(k) turns out
to be of the form
d†ω(k) = −(−1)(k−1)D∆−1 ∗ d∆ ∗ ω(k). (2.10)
For k = 0 and 1, d†ω(k) are explicitly written as
d†ω(0) = 0, (2.11)
d†ω(1) = − 1
∆
√
g
∂j(∆
√
ggijωi), (2.12)
where ω(1) = ωidy
i. The first equation comes from the fact that d† maps k forms into k−1
forms and there is no −1 form. We notice that the nilpotency of d† still holds irrespective
of ∆(y), i.e.
(d†)2 = 0. (2.13)
We can now construct an N = 2 supersymmetry algebra. To this end, we introduce a
2-component vector
|Ω(k)〉 ≡
(
ω(k)
φ(k+1)
)
, (2.14)
where the upper (lower) component consists of a k (k + 1) form. The inner product of
two 2-component vectors |Ω(k)1 〉 and |Ω(k)2 〉 is defined by
〈Ω(k)2 |Ω(k)1 〉 ≡ (ω(k)2 , ω(k)1 )∆ + (φ(k+1)2 , φ(k+1)1 )∆. (2.15)
1An extension with boundaries will be discussed in Section 4.
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Then, the N = 2 supercharges Qa (a = 1, 2) are given by
2
Q1 =
(
0 d†
d 0
)
, Q2 =
(
0 −id†
id 0
)
. (2.16)
We note that the action of Qa on |Ω(k)〉 is well defined. It is easy to show that they form
the following N = 2 supersymmetry algebra:
{Qa, Qb} = 2δabH, (2.17)
[Qa, H ] = 0, (2.18)
[(−1)F , H ] = 0, (2.19)
{(−1)F , Qa} = 0, for a, b = 1, 2, (2.20)
where the Hamiltonian H and the operator (−1)F with F being the “fermion” number
operator are defined by
H =
(
d†d 0
0 dd†
)
, (2.21)
(−1)F =
(
1 0
0 −1
)
. (2.22)
We may call states with (−1)F = +1 (−1) “bosonic” (“fermionic”) ones. All the operators
Qa, H and (−1)F are hermitian with respect to the inner product (2.15).
To examine the structure of the N = 2 supersymmetry algebra, let us consider the
following Schro¨dinger-type equations:
H|Ω(k)n 〉 = (m(k)n )2|Ω(k)n 〉. (2.23)
Since H = (Q1)
2 and Q†1 = Q1, the eigenvalues (m
(k)
n )
2 are positive semi-definite, i.e.
(m(k)n )
2 ≥ 0. (2.24)
Since (−1)F commutes with H , we can have simultaneous eigenfunctions of H and (−1)F
such that
H|m(k)n ,±〉 = (m(k)n )2|m(k)n ,±〉, (2.25)
(−1)F |m(k)n ,±〉 = ±|m(k)n ,±〉. (2.26)
Since Q1 commutes (anticommutes) with H
(
(−1)F
)
, Q1|m(k)n ,±〉 have the same (oppo-
site) eigenvalues of H
(
(−1)F
)
as |m(k)n ,±〉, i.e.
H
(
Q1|m(k)n ,±〉
)
= (m(k)n )
2
(
Q1|m(k)n ,±〉
)
, (2.27)
(−1)F
(
Q1|m(k)n ,±〉
)
= ∓
(
Q1|m(k)n ,±〉
)
. (2.28)
2Here, the inner product (2.4) should be extended for complex forms as
(η(k), ω(k))∆ ≡ 1
k!
∫
K
dDy
√
g∆(ηi1···ik)
∗ωj1···jkg
i1j1 · · · gikjk ,
and the relation (2.6) is then replaced by (η(k), ω(k))∆ = ((ω
(k), η(k))∆)
∗.
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Actually, the states |m(k)n ,±〉 and Q1|m(k)n ,∓〉 are mutually related, with an appropriate
phase convention, as
Q1|m(k)n ,±〉 = m(k)n |m(k)n ,∓〉. (2.29)
Since |m(k)n ,±〉 have the form
|m(k)n ,+〉 =
(
ω(k)n
0
)
, (2.30)
|m(k)n ,−〉 =
(
0
φ(k+1)n
)
, (2.31)
the relations (2.29) are rewritten as
dω(k)n = m
(k)
n φ
(k+1)
n , (2.32)
d†φ(k+1)n = m
(k)
n ω
(k)
n . (2.33)
Therefore, there is a one-to-one correspondence between the eigenstates of d†d and dd†
for k and k+1 forms, respectively, and the eigenvalues are, in general, doubly degenerate
except for m(k)n = 0.
In Appendix, we have shown that any k form A(k) can be expanded as
A(k) =
bk∑
p=1
cpη
(k)
p +
∑
nk
′
ankω
(k)
nk
+
∑
nk−1
′
bnk−1φ
(k)
nk−1
, (2.34)
where {η(k)p , p = 1, 2, · · · , bk} is a complete set of the harmonic k forms and ω(k)nk and φ(k)nk−1
are eigenfunctions of the equations
d†dω(k)nk = (m
(k)
nk
)2ω(k)nk for m
(k)
nk
6= 0, (2.35)
dd†φ(k)nk−1 = (m
(k)
nk−1
)2φ
(k)
n(k−1) for m
(k)
nk−1
6= 0. (2.36)
The summations in eq. (2.34) should be taken over the eigenfunctions with nonzero eigen-
values. Thus, we have found the following structure among a sequence of differential forms:
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...
k − 1 form
k form
k + 1 form
k + 2 form
...
0
✻d
( η(k+1),
❄d
†
0
. . .
φ(k+2)
✻
❄
d†d
ω(k+1),
❄d
†
0
✻d
( η(k),
❄d
†
0
φ(k+1) )
✻d
0
✻
❄
d†d
ω(k),
❄d
†
0
0
✻d
φ(k) )
✻
❄
d†d
ω(k−1)
. . .
3 Supersymmetry in gauge theories with extra di-
mensions
In this section, with the help of the previous analysis, we show that an N = 2 supersym-
metry is hidden in 4d mass spectrum of any gauge invariant theories with compact extra
dimensions without a boundary. To this end, we consider a (4+D)-dimensional abelian
gauge theory with a weight function. The (4+D)-dimensional metric is assumed to be of
the form
ds˜2 = e−
4
D
W (y)
(
ηµνdx
µdxν + gij(y)dy
idyj
)
. (3.1)
The (4+D)-dimensional coordinates are denoted by xM = (xµ, yi), where xµ (µ = 0, 1, 2, 3)
are the 4-dimensional coordinates and yi (i = 1, 2, · · · , D) are the extra D-dimensional
coordinates. The ηµν is a 4d Minkowski metric with ηµν = diag(−1, 1, 1, 1), and W (y)
and gij(y) are assumed to depend only on the coordinates y
i. We note that for D = 1 and
W (y) = 1
2
k|y| with g55(y) = e4W (y), the metric reduces to the warped metric discussed by
Randall and Sundrum[11]. The action we consider is
S =
∫
d4xLK
=
∫
d4x
∫
dDy
√−G∆˜
{
−1
4
GMM
′
GNN
′
FMNFM ′N ′
}
, (3.2)
where ∆˜(y) is a weight function depending on yi and
FMN(x, y) = ∂MAN(x, y)− ∂NAM(x, y), (3.3)
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GMN(y) =
(
e−
4
D
W (y)ηµν 0
0 e−
4
D
W (y)gij(y)
)
, (3.4)
G(y) = detGMN(y). (3.5)
For our purpose, it is convenient to rewrite LK into the form
LK =
∫
dDy
√
g∆
{
−1
4
gMM
′
gNN
′
FMNFM ′N ′
}
, (3.6)
where
gMN(y) =
(
ηµν 0
0 gij(y)
)
, (3.7)
g(y) = detgij(y), (3.8)
∆(y) = ∆˜(y)e−2W (y). (3.9)
Thus, the system becomes identical to that of the gauge theory with the metric
ds2 = ηµνdx
µdxν + gij(y)dy
idyj (3.10)
and the weight function ∆(y).
In a viewpoint of the extra D-dimensions, the 4-dimensional gauge fields Aµ(x, y) are
regarded as 0 forms, while the extra D-dimensional components Ai(x, y) are regarded as
a 1 form, so that we may write
A(1)(x, y) ≡ Ai(x, y)dyi. (3.11)
Here, the exterior derivative d is defined by d = dyi∂i with respect to the coordinates
on the extra dimensions. As was done in the previous section, we introduce the inner
product for k forms as
(η(k), ω(k))∆ =
1
k!
∫
dDy
√
g(y)∆(y)ηi1···ik(y)ωj1···jk(y)g
i1j1(y) · · · gikjk(y). (3.12)
It turns out that LK can be written into the form
LK = −1
4
(∂µAν − ∂νAµ, ∂µAν − ∂νAµ)∆
−1
2
(
dAµ − ∂µA(1), dAµ − ∂µA(1)
)
∆
−1
2
(
dA(1), dA(1)
)
∆
. (3.13)
As proved in Appendix, 0 forms Aµ(x, y) can be expanded as
3
Aµ(x, y) = Aµ,0(x)η
(0) +
∑
n0
′
Aµ,n0(x)ω
(0)
n0
(y)
= Aµ,0(x)η
(0) +
∑
n0
′Aµ,n0(x)
m
(0)
n0
d†φ(1)n0 (y), (3.14)
3We have used the fact that the 0th Betti number b0 is equal to 1.
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where
η(0) =
(∫
dDy
√
g∆
)−1/2
, (3.15)
d†dω(0)n0 = (m
(0)
n0
)2ω(0)n0 , (3.16)
dd†φ(1)n0 = (m
(0)
n0 )
2φ(1)n0 , for m
(0)
n0 6= 0, (3.17)
and
ω(0)n0 =
1
m
(0)
n0
d†φ(1)n0 or φ
(1)
n0
=
1
m
(0)
n0
dω(0)n0 . (3.18)
Since A(1)(x, y) = Ai(x, y)dy
i is a 1 form, it can be expanded as
A(1)(x, y) =
b1∑
p=1
ϕp(x)η
(1)
p (y) +
∑
n1
′
Φn1(x)ω
(1)
n1 (y) +
∑
n0
′
hn0(x)φ
(1)
n0 (y)
=
b1∑
p=1
ϕp(x)η
(1)
p (y) +
∑
n1
′Φn1(x)
m
(1)
n1
d†φ(2)n1 (y) +
∑
n0
′hn0(x)
m
(0)
n0
dω(0)n0 (y), (3.19)
where b1 is the 1st Betti number and
dη(1)p = 0 = d
†η(1)p , p = 1, 2, · · · , b1, (3.20)
d†dω(1)n1 = (m
(1)
n1
)2ω(1)n1 , (3.21)
dd†φ(2)n1 = (m
(1)
n1 )
2φ(2)n1 , for m
(1)
n1 6= 0, (3.22)
and
ω(1)n1 =
1
m
(1)
n1
d†φ(2)n1 for φ
(2)
n1
=
1
m
(1)
n1
dω(1)n1 . (3.23)
We should notice that the modes ω(0)n0 in Aµ(x, y) and φ
(1)
n0 in A
(1)(x, y) form a supermul-
tiplet, as shown in the previous section. Inserting the mode expansions (3.14) and (3.19)
into the Lagrangian LK and using the orthogonal relations of the eigenfunctions, we have
LK = −1
4
(Fµν,0(x))
2
+
∑
n0
′
−1
4
(Fµν,n0(x))
2 − (m
(0)
n0
)2
2
(
Aµ,n0(x)−
1
m
(0)
n0
∂µhn0(x)
)2
−1
2
b1∑
p=1
(∂µϕp(x))
2
+
∑
n1
′
[
−1
2
(∂µΦn1(x))
2 − (m
(1)
n1
)2
2
(Φn1(x))
2
]
, (3.24)
where
Fµν,n(x) = ∂µAν,n(x)− ∂νAµ,n(x). (3.25)
Therefore, we conclude that in a 4-dimensional point of view, the field contents of the
model are given as follows: Aµ,0 is a massless gauge field. Aµ,n0 are massive vector bosons
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with mass m(0)n0 . hn0 are would-be Nambu-Goldstone bosons and can be absorbed into
the longitudinal modes of Aµ,n0. ϕp (p = 1, 2, · · · , b1) are massless scalars and cannot be
gauged-away. They could play a role of Higgs fields for non-abelian gauge theories[2]. Φn1
are massive scalars with mass m(1)n1 . The origin of the scalar fields ϕp and Φn1 are the
extra dimensional components of the gauge fields.
4 Extra dimensions with boundaries
In this section, we extend the previous analysis to extra dimensions with boundaries.
In this case, we have to impose boundary conditions at the boundaries. The criteria
of obtaining a possible set of boundary conditions are, however, less obvious. For in-
stance, the Dirichlet boundary conditions are used in Higgsless gauge symmetry breaking
scenario[5, 6, 7], but the boundary conditions break 4d gauge symmetries explicitly. Thus,
it is not clear whether such boundary conditions lead to consistent gauge theories. Re-
cently, a criterion to select a possible set of boundary conditions has been proposed in ref.
[6]. The authors require the boundary conditions to obey the least action principle. Since
the requirement does not, however, rely on gauge invariance directly, it is still unclear
that such boundary conditions lead to consistent gauge theories. Since gauge symmetry
breaking can occur via boundary conditions, it is important to clarify a class of boundary
conditions compatible with higher-dimensional gauge invariance.
In the following, we discuss how to obtain a possible set of boundary conditions com-
patible with gauge invariance from a supersymmetry point of view. To this end, let us
consider a 4+1-dimensional abelian gauge theory on an interval
S =
∫
d4x
∫ L
0
dy
√
−g(y)
{
−1
4
FMN(x, y)F
MN(x, y)
}
(4.1)
with a non-factorizable metric
ds2 = e−4W (y)ηµνdx
µdxν + g55(y)dy
2. (4.2)
The metric reduces to the warped metric discussed by Randall and Sundrum[11] when
g55(y) = 1 and W (y) =
1
2
k|y|. Another choice of g55(y) = e−4W (y) leads to the model
discussed in ref. [5], in which a hierarchical mass spectrum has been observed.
In order to expand the 5d gauge fields Aµ(x, y) and A5(x, y) into mass eigenstates, we
follow the discussions in Section 3 and consider the supersymmetric Hamiltonian,4
H = Q2 =
 − 1√g55∂y e−4W√g55 ∂y 0
0 −∂y 1√g55∂y e
−4W√
g55
 , (4.3)
Q =
(
0 − 1√
g55
∂y
e−4W√
g55
∂y 0
)
(4.4)
4Here, we have represented H and Q in terms of the differential operator ∂y, instead of d and d
†, so
that they act on functions rather than forms.
10
which act on two-component vectors
|Ψ〉 =
(
f(y)
g(y)
)
. (4.5)
The inner product of two states |Ψ1〉 and |Ψ2〉 is defined by
〈Ψ2|Ψ1〉 =
∫ L
0
dy
√
g55(y)
{
f2(y)f1(y) +
e−4W (y)
g55(y)
g2(y)g1(y)
}
. (4.6)
To obtain consistent boundary conditions for the functions f(y) and g(y) in |Ψ〉, we first
require that the supercharge Q is hermitian with respect to the inner product (4.6), i.e.
〈Ψ2|QΨ1〉 = 〈QΨ2|Ψ1〉. (4.7)
It turns out that the functions f(y) and g(y) have to obey one of the following four types
of boundary conditions5:
i) g(0) = g(L) = 0, (4.8)
ii) f(0) = f(L) = 0, (4.9)
iii) g(0) = f(L) = 0, (4.10)
iv) f(0) = g(L) = 0. (4.11)
We further require that the state Q|Ψ〉 obeys the same boundary conditions as |Ψ〉,
otherwise Q is not a well defined operator and “bosonic” and “fermionic” states would
not form supermultiplets. The requirement leads to
∂yf(0) = ∂yf(L) = 0 for i), (4.12)
∂y
(
e−4W√
g55
g
)
(0) = ∂y
(
e−4W√
g55
g
)
(L) = 0 for ii), (4.13)
∂yf(0) = ∂y
(
e−4W√
g55
g
)
(L) = 0 for iii), (4.14)
∂y
(
e−4W√
g55
g
)
(0) = ∂yf(L) = 0 for iv). (4.15)
Combining the conditions (4.8)-(4.11) together with (4.12)-(4.15), we have found the four
types of boundary conditions compatible with supersymmetry,
Type (N,N) :
{
∂yf(0) = ∂yf(L) = 0,
g(0) = g(L) = 0,
(4.16)
5If we allow f(L) (g(L)) to be connected with f(0) (g(0)), we have a one parameter family of the
boundary conditions[12]:
sin θ f(0)− cos θ f(L) = cos θ
(
e−4W√
g55
g
)
(0)− sin θ
(
e−4W√
g55
g
)
(L) = 0.
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Type (D,D) :
{
f(0) = f(L) = 0,
∂y
(
e−4W√
g55
g
)
(0) = ∂y
(
e−4W√
g55
g
)
(L) = 0,
(4.17)
Type (N,D) :
{
∂yf(0) = f(L) = 0,
g(0) = ∂y
(
e−4W√
g55
g
)
(L) = 0,
(4.18)
Type (D,N) :
{
f(0) = ∂yf(L) = 0,
∂y
(
e−4W√
g55
g
)
(0) = g(L) = 0.
(4.19)
It follows that the above boundary conditions ensure the hermiticity of the Hamiltonian,
i.e.
〈Ψ2|HΨ1〉 = 〈HΨ2|Ψ1〉. (4.20)
Therefore, we have succeeded to obtain the consistent set of boundary conditions that
ensure the hermiticity of the supercharges and the Hamiltonian and also that the action of
the supercharge on |Ψ〉 is well defined. Since the supersymmetry is a direct consequence
of higher-dimensional gauge invariance, our requirements on boundary conditions should
be, at least, necessary conditions to preserve it. It turns out that the boundary conditions
obtained above are consistent with those in ref. [6], although it is less obvious how the
requirement of the least action principle proposed in ref. [6] is connected to gauge invari-
ance. We should emphasize that the supercharge Q is well defined for all the boundary
conditions (4.16)-(4.19) and hence that the supersymmetric structure always appears in
the spectrum, even though the boundary conditions other than the type (N,N) break 4d
gauge symmetries, as we will see below.
From the above analysis, the 5d gauge fields Aµ(x, y) and A5(x, y) are expanded in
the mass eigenstates as follows:
Aµ(x, y) =
∑
n
Aµ,n(x)fn(y), (4.21)
A5(x, y) =
∑
n
hn(x)gn(y) (4.22)
where fn(y) and gn(y) are the eigenstates of the Schro¨dinger-like equations
− 1√
g55
∂y
e−4W√
g55
∂yfn(y) = m
2
nfn(y), (4.23)
−∂y 1√
g55
∂y
e−4W√
g55
gn(y) = m
2
ngn(y) (4.24)
with one of the four types of the boundary conditions (4.16)-(4.19). Since the massless
states are especially important in phenomenology, let us investigate the massless states
of the equations (4.23) and (4.24). Thanks to supersymmetry, the massless modes would
be the solutions to the first order differential equation Q|Ψ0〉 = 0, i.e.
∂yf0(y) = 0, (4.25)
∂y
(
e−4W√
g55
g0(y)
)
= 0. (4.26)
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The solutions are easily found to be
f0(y) = c, (4.27)
g0(y) = c
′e4W (y)
√
g55(y), (4.28)
where c and c′ are some constants. We should emphasize that the above solutions do not
necessarily imply physical massless states of Aµ,0(x) and h0(x) in the spectrum. This is
because the boundary conditions exclude some or all of them from the physical spectrum.
Indeed, f0(y) ((g0(y))) satisfies only the boundary conditions of the type (N,N) (type
(D,D)). Thus, a massless vector Aµ,0(x) (a massless scalar h0(x)) appears only for the
type (N,N) (type (D,D)) boundary conditions. This implies that the 4d gauge symmetry
is broken except for the type (N,N) boundary conditions.
Let us next discuss geometrical meanings of the boundary conditions. To this end, it
is convenient to rewrite the equations (4.23) and (4.24) into a familiar form of the N = 2
supersymmetric quantum mechanics. Reparametrizing the coordinate y such that
ds2 = e−4W (y˜)
(
ηµνdx
µdxν + dy˜2
)
, (4.29)
where W (y˜) =W (y(y˜)), we can rewrite the equations (4.23) and (4.24) into the form6
−D¯y˜Dy˜f˜n(y˜) = m2nf˜n(y˜), (4.30)
−Dy˜D¯y˜g˜n(y˜) = m2ng˜n(y˜), (4.31)
where
eW (y˜)f˜n(y˜) = fn(y), (4.32)
e3W (y˜)
√
g55(y˜)g˜n(y˜) = gn(y), (4.33)
Dy˜ = ∂y˜ +W ′(y˜), (4.34)
D¯y˜ = ∂y˜ −W ′(y˜). (4.35)
Here, the prime denotes the derivative with respect to y˜. The Hamiltonian and the
supercharge can be written, in this basis, as
H˜ = Q˜2 =
( −D¯y˜Dy˜ 0
0 −Dy˜D¯y˜
)
=
( −∂2y˜ −W ′′(y˜) + (W ′(y˜))2 0
0 −∂2y˜ +W ′′(y˜) + (W ′(y˜))2
)
, (4.36)
Q˜ =
(
0 −D¯y˜
Dy˜ 0
)
. (4.37)
6Shaposhnikov and Tinyakov[13] have observed that mass eigenfunctions for Aµ(x, y) satisfy a similar
equation to eq.(4.30) in a 5d gauge theory with a weight function. The supersymmetric structure is,
however, obscure due to the gauge A5(x, y) = 0.
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These expressions are nothing but the N = 2 supersymmetric quantum mechanics given
by Witten[14], andW (y˜) is called a superpotential. In this basis, the boundary conditions
(4.16)-(4.19) become
Type (N,N) :
{
f˜ ′(y˜0) +W ′(y˜0)f˜(y˜0) = f˜ ′(y˜L) +W ′(y˜L)f˜(y˜L) = 0,
g˜(y˜0) = g˜(y˜L) = 0,
(4.38)
Type (D,D) :
{
f˜(y˜0) = f˜(y˜L) = 0,
g˜′(y˜0)−W ′(y˜0)g˜(y˜0) = g˜′(y˜L)−W ′(y˜L)g˜(y˜L) = 0, (4.39)
Type (N,D) :
{
f˜ ′(y˜0) +W ′(y˜0)f˜(y˜0) = f˜(y˜L) = 0,
g˜(y˜0) = g˜
′(y˜L)−W ′(y˜L)g˜(y˜L) = 0, (4.40)
Type (D,N) :
{
f˜(y˜0) = f˜
′(y˜L) +W ′(y˜L)f˜(y˜L) = 0,
g˜′(y˜0)−W ′(y˜0)g˜(y˜0) = g˜(y˜L) = 0, (4.41)
where y˜0 = y˜(y = 0) and y˜L = y˜(y = L). For the Dirichlet boundary conditions of
f˜(y˜) = 0 and g˜(y˜) = 0 at y˜ = y˜0, y˜L, we can interpret them as the existence of rigid
walls at the boundaries. For the other boundary conditions of f˜ ′(y˜) +W ′(y˜)f˜(y˜) = 0 and
g˜′(y˜)−W ′(y˜)g˜(y˜) = 0 at y˜ = y˜0, y˜L, we can also interpret them as the existence of delta
function potentials at the boundaries. Since for a delta function potential a localized
(bound) state can appear, the low energy spectrum will have interesting properties for a
non-trivial function W (y˜)[5, 11].
Before closing this section, it is instructive to investigate 5d gauge invariance in non-
abelian gauge theories. Let G and H be a non-abelian gauge group and its subgroup,
respectively. We consider the situation that the 4d gauge symmetry G is broken to H
via boundary conditions. We denote the generators of G,H and G/H by {T I}, {T a}
and {T aˆ}, respectively. The 4d gauge symmetry breaking of G → H may be realized
by imposing the type (N,N) boundary conditions on the gauge fields AaM (x, y), which
correspond to the unbroken generators of H , and one of the other boundary conditions
on AaˆM(x, y), which correspond to the broken generators of G/H .
Infinitesimal gauge transformations will be given by
δAIM(x, y) = ∂Mε
I(x, y) + gf IJKAJM(x, y)ε
K(x, y), (4.42)
where g is the 5d gauge coupling constant and f IJK are the structure constants of G. The
boundary conditions for the gauge parameters εI(x, y) should be taken to be the same
as AIµ(x, y). This requirement comes from the consistency with the inhomogeneous terms
in eq. (4.42). In order for the 5d gauge invariance under the transformations (4.42) to
preserve, the homogeneous terms on the right-hand-side of eq. (4.42) have to obey the
same boundary conditions as AIM(x, y). Then, it turns out that this is the case provided
that[10]
f aˆbˆcˆ = 0. (4.43)
Although the above conditions are not, in general, satisfied for arbitrary choice of G and
H , they can be realized, for instance, if the Z2 parity for the generators of G are assigned
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as
P(T a) = +T a, (4.44)
P(T aˆ) = −T aˆ. (4.45)
It is interesting to note that this happens for gauge symmetry breaking via Z2-orbifolding[4].
Thus, we have found that the 5d gauge invariance is preserved under the infinitesimal
gauge transformations (4.42) with the conditions (4.43), even though the 4d gauge sym-
metry G is broken to H in the 4d effective theory.
5 Summary and Discussions
We have discovered the quantum-mechanical N = 2 supersymmetry on any compact
Riemannian manifolds without a boundary, and explicitly constructed the N = 2 super-
charges in the language of differential forms. The technology has been applied to gauge
invariant theories with extra dimensions, and the supersymmetric structure has been
observed between 4d and extra-space components of gauge fields. The supersymmetry
manifests itself in their 4d mass spectrum and massless 4d modes are found to be the
solutions to the first order differential equation
Q|Ψ0〉 = 0. (5.1)
It is then clear that the massless modes possess distinct analytic properties from other
massive modes, which obey the 2nd order differential equations.
We have also discussed boundary conditions in gauge theories on extra dimensions with
boundaries. In a gauge symmetry point of view, it is less obvious to obtain a possible set
of boundary conditions consistent with gauge invariance because some of the boundary
conditions explicitly break 4d gauge symmetries. On the other hand, in a supersymme-
try point of view, the requirement of 5d gauge invariance is replaced by the conditions
that the supercharges are hermitian and also that the action of the supercharges are well
defined on a functional space with definite boundary conditions. In this framework, 4d
gauge symmetry breaking via boundary conditions7 may be interpreted as “spontaneous”
supersymmetry breaking with no zero energy state8. We should emphasize that the su-
percharges are well defined in quantum mechanics even if there is no zero energy state,
and hence that the degeneracy between “bosonic” and “fermionic” states still holds. In
this sense, the boundary conditions we obtained are consistent with 5d gauge invariance,
even if some of 4d gauge symmetries are broken via boundary conditions.
7Here, we say that a 4d gauge symmetry is broken if there is no massless 4d gauge boson corresponding
to the gauge symmetry.
8We use the words, “spontaneous” supersymmetry breaking, by analogy with supersymmetric quantum
field theory, in which if there is no zero energy state, supersymmetry is spontaneously broken. Then,
supercharges become ill defined and the degeneracy between bosons and fermions is lost.
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Since the origin of the supersymmetry is the gauge invariance in higher dimensions,
we expect that any higher dimensional theories with gauge-like symmetries possess super-
symmetry. Such an example is a gauge theory with an antisymmetric field, which often
appear in string theory. Since the action of the antisymmetric gauge field can be written
in terms of differential forms, it will be straightforward to show the N = 2 supersymmetric
structure of the theory. It turns out that the N = 2 supersymmetry is actually enhanced
in particular dimensions and that the N = 2 supersymmetry algebra given in Section 2
can be extended to an N = 4 supersymmetry algebra by adding a duality operator. The
results will be reported elsewhere[15].
A HODGE DECOMPOSITION THEOREM
In this appendix, we give a simple proof of the Hodge decomposition theorem by use of
the eigenfunctions of the differential operators d†d and dd†.
Since d†d is a hermitian operator, the eigenfunctions will form a complete set. Thus,
any k form A(k) can be expanded as
A(k) = ω
(k)
0 +
∑
nk
′
ankω
(k)
nk
, (A.1)
where
dω
(k)
0 = 0, (A.2)
d†dω(k)0 = (m
(k)
nk
)2ω(k)nk for m
(k)
nk
6= 0. (A.3)
Here,
∑
nk
′
denotes the summation over all eigenstates with m(k)nk 6= 0. Since dd† is also a
hermitian operator, ω
(k)
0 can be expanded as
ω
(k)
0 = η
(k)
0 +
∑
nk−1
′
bnk−1φ
(k)
nk−1
, (A.4)
where
d†η(k)0 = dη
(k)
0 = 0, (A.5)
dd†φ(k)nk−1 = (m
(k−1)
nk−1
)2φ(k)nk−1 for m
(k−1)
nk−1
6= 0. (A.6)
It is convenient to further introduce the eigenfunctions of dd† for k+ 1 forms and d†d for
k − 1 forms as
dd†φ(k+1)nk = (m
(k)
nk
)2φ(k+1)nk , (A.7)
d†dω(k−1)nk−1 = (m
(k−1)
nk−1
)2ω(k−1)nk−1 . (A.8)
As shown in Section 2, ω(k)nk and φ
(k)
nk−1
are related to φ(k+1)nk and ω
(k−1)
nk−1
as
m(k)nk ω
(k)
nk
= d†φ(k+1)nk or m
(k)
nk
φ(k+1)nk = dω
(k)
nk
, (A.9)
m(k−1)nk−1 ω
(k−1)
nk−1
= d†φ(k)nk−1 or m
(k−1)
nk−1
φ(k)nk−1 = dω
(k−1)
nk−1
. (A.10)
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A k form satisfying eqs.(A.5) is called a harmonic k form which can be expanded, in terms
of a complete set of the harmonic k forms {η(k)p , p = 1, 2, · · · , bk}, as
η
(k)
0 =
bk∑
p=1
cpη
(k)
p . (A.11)
The integer bk, which is the number of the independent harmonic k forms, is called the
kth Betti number and is known as a topological number of the manifold.
We have thus found that any k form A(k) can be expanded as
A(k) =
bk∑
p=1
cpη
(k)
p +
∑
nk
′
ankω
(k)
nk
+
∑
nk−1
′
bnk−1φ
(k)
nk−1
=
bk∑
p=1
cpη
(k)
p +
∑
nk
′ ank
m
(k)
nk
d†φ(k+1)nk +
∑
nk−1
′ bnk−1
m
(k−1)
nk−1
dω(k−1)nk−1 . (A.12)
This implies that any k form has the decomposition of the form
A(k) = η
(k)
0 + d
†α(k+1) + dβ(k−1). (A.13)
This completes a proof of the Hodge decomposition theorem.
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