For a finite separable field extension K/k, all subfields can be obtained by intersecting so-called principal subfields of K/k. In this work we present a way to quickly compute these intersections. If the number of subfields is high, then this leads to faster run times and an improved complexity.
Introduction
Let k be a field and let K = k(α) be a separable field extension of degree n. Let f ∈ k[x] be the minimal polynomial of α over k. There are several methods to compute the subfields of a field extension. Many of these methods take advantage of the connection between subfields of a field extension and subgroups of the Galois group Gal(f ), see [9] , [17] and [18] . Other methods involve resolvents, such as [19] , and symmetric functions, [6] . The POLRED algorithm [7] may also find subfields, but it is not guaranteed.
According to [14] , there exists a set {L 1 , . . . , L r } of so-called principal subfields, with r ≤ n, such that every subfield of K/k is the intersection of a subset of {L 1 , . . . , L r }. Thus, computing all subfields can be done in two phases Principal subfields can be computed (see [14] ) by factoring polynomials over K and solving linear equations. If k = Q, one can also use a p-adic factorization and LLL (see Section 6.1 for a comparison between these two approaches).
In practice, phase I usually dominates the CPU time. However, in the theoretical complexity, the reverse is true: for k = Q, phase I is polynomial time but phase II depends on the number of subfields, which is not polynomially bounded.
The goal of this paper is to speed up phase II. This improves the theoretical complexity (see Theorem 41). It also improves practical performance, although the improvement is only significant when the number of subfields is large (see Section 6).
This paper is organized as follows. Section 2 associates each principal subfield L i with a partition of {1, . . . , r}. This allows us to compute intersections efficiently. Section 3 shows how one can compute this partition and Section 4 presents a general algorithm for computing all subfields of a finite separable field extension. We give another algorithm for the case k = Q in Section 5 and compare algorithms in Section 6. To analyse the complexity we will often use the soft -O notationÕ, which ignores logarithmic factors. We also make the following assumptions: 1) Given polynomials f , g of degrees at most n, we can compute f g with at mostÕ(n) field operations ( [12] , Theorem 8.23).
2) If K = Q[α]
is an algebraic number field of degree n, field operations in K can be computed withÕ(n) field operations in Q ( [12] , Corollary 11.8).
3) Let 2 ≤ ω ≤ 3 denote a feasible matrix multiplication exponent (ω ≤ 2.376, see [12] , Chapter 12). For a linear system over K with m equations and r ≤ m unknowns, we assume one can compute a basis of solutions with O(mr ω−1 ) operations in K ( [4] , Chapter 2).
Representing Subfields with Partitions
Throughout this paper K/k will be a finite separable field extension with primitive element α and f ∈ k[x] will denote the minimal polynomial of α over k.
LetK be an extension of K and let
be the factorization of f inK [x] . Let g ∈K[x] with g | f . Since K/k is separable, g is separable as well. The following set is a subfield of K (see [14, Sec. 2] )
where k[x] <n denotes the set of polynomials over k with degree at most n − 1.
Definition 1. If g is irreducible inK[x]
, then L g is called a principal subfield.
According to [14] , the set {Lf 1 , . . . , Lfr } is independent of the choice of K ⊇ K and is called the set of principal subfields of K/k. (1) g is the minimal polynomial of α over L, for some subfield L of K/k.
(4) The coefficients of g generate L g over k.
.
(6) g = gcd(f, h(x) − h(α)), for some h(x) ∈ k[x] <n .
Proof. See Appendix A.
Definition 5. If any of the conditions in Theorem 4 holds, then g is called a
subfield polynomial. Furthermore, we call g the subfield polynomial of the field L in (1), which coincides with L g in (2) , (3), (4), (5) and k(h(α)) in (6).
For example, the subfield polynomial of K is x − α and the subfield polynomial of k is f .
Subfields and Partitions
Let f = f 1 · · · f r be a partial factorization of f over K (f i not necessarily irreducible). In this section we define a partition P L of {1, . . . , r} for a given subfield L of K/k. Recall that a partition P = {P (1) , . . . , P (t) } of {1, . . . , r} satisfies 1 .
P
Definition 6. Let P = {P (1) , . . . , P (t) } be a partition of {1, . . . , r}. We call Pproducts (with respect to the factorization f 1 · · · f r of f ) the polynomials defined by i∈P (j) f i , 1 ≤ j ≤ t.
L } be the (Lemma 9 implies that P L is well defined) partition of {1, . . . , r} satisfying
2. t is maximal satisfying 1. We say that P L is the partition defined by L. : e i ∈ {0, 1}}.
The following lemma shows that P L is well defined.
Lemma 9. Let P be a partition of {1, . . . , r} and let F i , 1 ≤ i ≤ t, be the P -products. Let L be a subfield of K/k. Then P = P L if and only if
Proof.
by Definition 7 and hence
Conversely, let F ∈ {f 1 , .
in P L by two non-empty sets, which contradicts the maximality of t). Therefore, F ∈ {F 1 , . . . , F t } π and Equation (3) follows. Now let P be a partition of {1, . . . , r} and assume Equation (3). We need to prove that P satisfies conditions (1) and (2) of Definition 7. From Equation (3), it follows that F i ∈ L[x]. Condition (2) follows from the fact that f is separable and any partition P satisfying Definition 7 (1) defines |P | multiplicatively independent elements of {f 1 , .
. By Equation (3), the maximal number of multiplicatively independent elements of {f 1 , .
Subfield Factorization
Let f = f 1 · · · f r be a partial factorization of f . In Section 2.1 we defined a partition P L of {1, . . . , r} for each subfield L of K/k.
, not necessarily irreducible, be such that f = f 1 · · · f r . Furthermore, if f 1 = x − α and {f 1 , . . . , f r } π contains the subfield polynomial of every principal subfield of K/k, then f 1 , . . . , f r is called a subfield factorization of f .
The full factorization of f into irreducible factors over K is always a subfield factorization of f , but the converse need not be true. For example, if K/k has no nontrivial subfields, then {x − α, f /(x − α)} is a subfield factorization of f , even if f /(x − α) is reducible.
From now on we will assume that f 1 , . . . , f r is a subfield factorization of f . This allows us to prove that
Lemma 12. Let f 1 , . . . , f r be a subfield factorization of f . If g is a subfield polynomial, then g ∈ {f 1 , . . . , f r } π .
Proof. Let g be a subfield polynomial and letg = fi|g f i . Hence,g | g. We need to prove that g |g. Let h ∈ K[x] be an irreducible polynomial such that h | g. Leth be the subfield polynomial of
and hence h |h | g (See Appendix A, Lemma 54). On the other hand, since h is irreducible, L h is a principal subfield and by Definition 10,h ∈ {f 1 , . . . , f r } π . Therefore,h |g and hence h |g.
Notation 13. We number the P (i) L in Definition 7 in such a way that 1 ∈ P (1)
Lemma 14. Let f 1 , . . . , f r be a subfield factorization of f and let L be a subfield of K/k. Then the first P L -product is the subfield polynomial of L.
Proof. Let h be the first P L -product and g be the subfield polynomial of L. By
L , we have x − α | h and hence, g | h by Theorem 4 (1). By Lemma 12 and the maximality of t, it follows that g = h.
Therefore, if f 1 , . . . , f r is a subfield factorization, then for every partition P L , the subset P
Hence, every subfield L is uniquely represented by P L . This representation has many advantages:
1. Given P L , one can quickly find elements of L, for instance, by computing a coefficient of a P L -product, or by computing a P L -product evaluated at x = c, for some c ∈ k. Section 4.1 gives a fast test to see if the obtained elements generate L.
P (1)
L immediately gives the subfield polynomial in partially factored form. 3 . Given P L and P L ′ , it is trivial (see Lemma 17) to check whether L ⊆ L ′ . Section 2.3 shows that one can quickly compute the partition for L L ′ .
The degree [L : k] can be read from P
L with Theorem 4 (2). 4 . P L only requires O(r log r) bits of storage.
Remark 15. This means that when a subfield factorization f 1 , . . . , f r of f is given, one only needs O(mr log r) additional bits to represent the complete subfield lattice, where m is the number of subfields.
Intersecting Subfields and Partitions
In this section we determine the partition corresponding to the intersection of two subfields L and L ′ .
Definition 16.
A partition P is a refinement of Q (or simply P refines Q) if every Q (i) can be written as a union of some of the P (j) .
Lemma 17. Let L, L ′ be two subfields of K/k and let P L and P L ′ be their corresponding partitions of {1, . . . , r}. Then L is a subfield of L ′ if, and only if,
L . This means that the subfield polynomial of L is divisible by the subfield polynomial of
The converse follows from Lemma 9.
Definition 18. Let P be a partition of {1, . . . , r}. We say that P is the finest partition satisfying property X if P satisfies X and, for every partition Q satisfying X, P refines Q.
Theorem 19. Let L, L ′ be two subfields of K/k and let P L and P L ′ be their corresponding partitions. Then the partition corresponding to L ∩L ′ is the finest partition P for which both P L and P L ′ refine P .
Proof. Let P = P L∩L ′ = {P (1) , . . . , P (t) } satisfy items (1) and (2) of Definition 7. We need to prove that P is the finest partition such that
L ′ } refine P . By Lemma 9, it follows that P L and P L ′ refine P . To prove that P is the finest partition with this property, let Q be a partition refined by both P L and P L ′ . We need to prove that P refines Q.
Pick Q (i) and let
Likewise, there exist I 1 ⊆ {1, . . . , s} and I 2 ⊆ {1, . . . , s ′ } such that
and
If R = P (j) , then we can replace P (j) by the non-empty sets R and P (j) \ R. Equations (4) and (5) imply that the resulting partition is refined by both P L and P L ′ and therefore, satisfies item (1) of Definition 7 for L ∩ L ′ . This contradicts the maximality of t in P L∩L ′ . Hence, R = P (j) ⊆ Q (i) and P refines Q.
Partition-vectors and Intersections
In this section we consider the problem of computing the partition corresponding to the intersection of two subfields. In order to compute these intersections efficiently we work with vectors instead of sets. 
This definition gives a procedure Normalize with complexityÕ(r) CPU operations, which finds the normalization v ∞ of a partition-vector v. Recall that the symbolÕ ignores logarithmic factors.
If P is a partition of {1, . . . , r} then the vector of P is the normalized partition-vector v = (v 1 , . . . , v r ) defined by:
, where P (j) is the part of P that contains i.
Conversely, if v is a partition-vector, then the partition P v defined by v is the partition whose vector is v ∞ . 3, 6, 6, 6) and the partition P v of {1, . . . , r} is
Definition 24. Let P, P ′ be partitions of {1, . . . , r} and let p, q ∈ {1, . . . , r}. We say that there is a P, P ′ -path from p to q if there exist p 0 , p 1 , . . . , p t ∈ {1, . . . , r} such that
2. p 2n and p 2n+1 are in the same part of P , for each 0 ≤ n ≤ (t − 1)/2. 3 . p 2n+1 and p 2n+2 are in the same part of P ′ , for each 0 ≤ n ≤ (t − 2)/2.
The definition of P, P ′ -path defines an equivalence relation on {1, . . . , r} (paths can be concatenated and inverted). This equivalence relation defines a partition of {1, . . . , r}, where p, q are in the same part if and only if there is a P, P ′ -path from p to q.
Definition 25. Let P, P ′ be partitions of {1, . . . , r}. The partition defined by the P, P ′ -path equivalence relation is called the join of P and P ′ and is denoted by P ∨ P ′ .
Notation 26. Let v, w be partition-vectors. Then v ∨ w denotes the vector of
Remark 27. The partition P ∨ P ′ is the finest partition that is refined by both P and
Input: Partition-vectors v, w ∈ {1. . . . , r} r . Output: The normalized partition-vector v ∨ w. If the depth of u (the length of the loops in Steps 4 and 5) is bounded by d, then the complexity for computing the join of two partitions isÕ(rd). An improved version of the basic algorithm above is given in [10] (see also [11] ), where d is bounded by O(log r). The complexity is thenÕ(r).
Let
Theorem 28. Given two partition-vectors v and w, algorithm Join returns a partition-vector u such that u = v ∨ w. The join can be computed withÕ(r) CPU operations.
Proof. For an improved version and proofs see [10] (see also [11] ).
3 Phase I, computing the P i Let f 1 , . . . , f r be a subfield factorization of f . In general, one can compute a subfield factorization of f by factoring f over K. For k = Q we will give an alternative in Section 5. In this section we present how one can compute the partition P i of {1, . . . , r} defined by a principal subfield L i of K/k. In order to find P i it suffices to find a basis of the vectors (e 1 , . . . , e r ) ∈ {0, 1} r for which
Remark 29. Let h j be the logarithmic derivative of f j , that is,
Then f is semi-separable if char(k) = 0 or char(k) = p and f has no roots with multiplicity ≥ p.
Lemma 31. Let g ∈ K[x] monic and semi-separable, and let L be a subfield of
Proof. Consider the groups (K(x) * , ·) and (K(x), +) and let φ :
So, if we restrict φ to monic semi-separable polynomials, then φ becomes injective.
By the injectivity of φ on monic semi-separable polynomials,
(K/k and hence K/L are assumed to be separable extensions throughout this paper).
This means that the polynomial
Consider the following subroutine Equations.
Input: Subfield factorization f 1 , . . . , f r of f and an index i. Output: Set of equations E whose solutions give the partition P i .
Choose distinct elements
. 3 . Let E be the system of k-linear equations obtained by taking the coefficients of x and α of rem(q j (x), f i ) − q j (α) = 0, for j = 1, . . . , 2n, where rem(q j (x), f i ) is the remainder of the division of q j (x) by f i . 4 . return E. By construction, E has a basis of solutions in {0, 1}-echelon form:
Remark 34. If a {0, 1}-echelon basis of E exists, then any reduced echelon basis of E is automatically a {0, 1}-echelon basis due to the uniqueness of the reduced echelon basis.
Corollary 35. Let {s 1 , . . . , s t } be a {0, 1}-echelon basis of E and let
r is a solution of E then, by Lemmas 31 and 32, it
Since t is maximal, the partition P i satisfies Definition 7 and hence, is the partition defined by L i . Therefore, the partition P i of {1, . . . , r} corresponding to the subfield L i can be found using the following algorithm.
Input: Subfield factorization f 1 , . . . , f r of f and an index i. Output: The partition P i of {1, . . . , r} defined by L i . This algorithm, however, does not perform very well in practice. Apart from the (costly) 2n polynomial divisions over K in Step 3 of Equations, the system E is over-determined. The number of linear equations in E is bounded by 2n
, while the number of variables is r ≤ n. Furthermore, the coefficients are in k and can be potentially large, while the solutions are 0-1 vectors (that could have been recovered from its images modulo a prime number). We address these problems by computing a subset of E modulo a prime ideal p.
If k = Q, then a good k-ideal p is of the form (p), for some prime number p such that f mod p is separable and has the same degree as f . The following subroutine returnsẼ: a subset of E modulo a good k-ideal p.
Input: Subfield factorization f 1 , . . . , f r , an index i and a good k-ideal p. Output:Ẽ: necessary equations modulo p for e 1 , . . . , e r . 4 . LetẼ be the system of F-linear equations obtained by taking the coefficients of x and α of rem(q(x), The partition P i defined by L i can be computed with the following algorithm.
Choose
Input: Subfield factorization f 1 , . . . , f r , an index i and a good k-ideal p. Output: The partition P i of {1, . . . , r} defined by L fi . 10 .
Go to Step 4. // 12. returnP i . In order to prove the correctness of the Partition algorithm, we need the following lemma.
Lemma 37. Let K be a field and
Proof. It suffices to show that for every irreducible factor q of f in K[x], q | g j if and only if, q | h j . Suppose that q | g j . Then q ∤ g l , for any l = j, because f is separable. Moreover, q also does not divide g l mod q, l = j, because f is separable modulo q. Since g l ≡ h l mod q, it follows that q ∤ h l mod q and hence, q ∤ h l over K, for all l = j. But q divides f = h 1 · · · h t and since K[x] is a unique factorization domain, it follows that q | h j .
The converse follows similarly. Hence q | g j if and only if, q | h j . Since this holds for any irreducible factor q of f in K[x] and g j , h j are monic, the equality follows.
Remark 38. When choosing the ideal q we have to make sure that denominators of coefficients of g j and h j are not elements of q, otherwise the equation g j ≡ h j mod q would return an error message. For k = Q and assuming f monic, the following inclusions
where O K is the ring of integers of K and disc(f ) is the discriminant of f , and the fact that any factor of f over K is in O K [x], by Gauss' Lemma, imply that it is enough to choose q such that disc(f ) ≡ 0 mod q.
Theorem 39. If algorithm Partition finishes, the outputP i is the partition defined by the principal subfield L fi .
be a subfield factorization of f and let P i be the (correct) partition defined by L fi . By reducing the number of equations and solving the linear systemẼ over F, the partitionP i at Step 6 of algorithm Partition is either P i or a proper refinement of P i . Let
With this notation, Equation (2),
LetP i = {P (1) , . . . ,P (t) } be the partition defined by the {0, 1}-echelon basis ofẼ (if there is no such basis, the algorithm computes more equations in Step 4) and letg 1 , . . . ,g t ∈ K[x] be theP i -products. In order forP i to satisfy Definition 7 (i.e.,P i = P i ), it suffices to show thatg j ∈ L i [x], for 1 ≤ j ≤ t (the maximality of t will follow from the fact thatP i refines P i ). That is, with the notations above, we need to show that σ i (g j ) =g j , where σ i acts ong j ∈ K[x] coefficient-wise. Sincẽ
over K i , we can choose a good K i -ideal q and use Lemma 37
1 to show that we only need to verify whether
Hence, if {s 1 , . . . , s t } is a {0, 1}-echelon basis ofẼ and if (7) holds for 1 ≤ j ≤ t, thenP i is the partition defined by L i .
Remark 40. When k = Q, the expected 2 number of CPU operations for computing the partition P i isÕ (n(nr ω−1 + r log f )).
To prove this we first bound the cost of calling algorithm EquationsModP. The integer coefficients of f
can be bounded by n4 n f 2 (see Lemma 58, Appendix C). Hence, computing f ′ (α)f j (c) modulo p, for 1 ≤ j ≤ r, has a cost ofÕ(rn(n + log f )) CPU operations. The divisions f ′ j (c)/f j (c) mod p in step 3 of EquationsModP can be executed withÕ(rn log p) CPU operations and step 4 has a cost ofÕ(rn 2 log p) CPU operations. Hence, by omitting log p factors, one call of EquationsModP has a cost ofÕ(rn(n + log f )) CPU operations. In our experiments, the number of calls to algorithm EquationsModP from algorithm Partition was never more than 3. Usually 1 call sufficed to find the partition P i . In this case, the systemẼ has at most nd i equations in r variables and hence, a solution basis can be found with O(n 2 r ω−1 ) field operations in F p orÕ(n 2 r ω−1 log p) CPU operations. The cost of steps 7-11 in algorithm Partition is given by the cost of computing the polynomialsg j , 1 ≤ j ≤ t, which can be done with at most r − 1 polynomial multiplications in F p (α) [x] , and the cost of nt divisions in F p [x]. The result follows by omitting log p factors.
A General Algorithm
In this section we combine the ideas of Sections 2 and 3 and give a general algorithm for computing the subfields of K/k. The following algorithm returns the partition-vectors corresponding to all the subfields of K/k.
Input: An irreducible squarefree polynomial f ∈ k[x]. Output: A data structure that lists all subfields of K/k (by giving their subfield polynomial in factored form).
Compute a subfield factorization f
Compute the partition P i using algorithm Partition.
4.
v i := the vector of P i (see Definition 22). 5. S 0 := {v 1 , . . . , v r }. 6 . S := S 0 . 7. for v in S 0 do 8.
S := S ∪ {v ∨ w : w in S}. 9 . return S and [f 1 , . . . , f r ]. The output of algorithm Subfields is a set S which contains the partitionvector for every subfield of K/k. This output is particularly useful if one wants the subfield lattice of the extension K/k. On the other hand, the set S and the subfield factorization of f allow us to give the subfield polynomial of each subfield of K/k in (partially) factored form. One can also compute generators for each subfield, see Section 4.1. Next, we analyse the complexity of algorithm Subfields for the case k = Q.
Theorem 41. Let m be the number of subfields of K/k. When k = Q, algorithm Subfields has an expected cost ofÕ(rn 5 (n+log f 2 ) 2 +mr 2 ) CPU operations, where n is the degree of the extension K/k and r is the number of factors in the subfield factorization.
Proof. In Step 1 we have to compute a subfield factorization of f over K. Using algorithm SubfFact presented in Section 5, this step can be executed with O(rn 5 (n + log f ) 2 ) CPU operations. In Steps 2-4 we have to compute r partitions, where each partition can be computed with an expected number of O(n(nr ω−1 + r log f )) CPU operations. Finally, the set S never has more than m elements, and the set S 0 has at most r elements. Therefore, the number of times we compute v ∨ w is bounded by rm. Since the cost of each partition join isÕ(r), the cost of steps 7-8 is given byÕ(mr 2 ) CPU operations.
Since the number of subfields m is not polynomially bounded, the theoretical worst-case complexity is dominated by the cost of all intersections of the principal subfields L 1 , . . . , L r . Since each subfield is represented by a partition and the intersection of subfields can be computed by joining partitions, we were able to improve the theoretical complexity. Moreover, computing all subfields using partitions only contributes to a small percentage of the total CPU time.
Computing Generators
In addition to returning the subfield lattice one can also compute generators for any subfield of K/k. Let f 1 , . . . , f r be a subfield factorization and let L 1 , . . . , L r be the principal subfields. Given a partition P L , corresponding to a subfield L of K/k, one can find a set of generators of L by expanding the subfield polynomial g L of L (given by the product of f j , for j ∈ P (1) L ) and taking its coefficients (see Theorem 4). This gives us the following algorithm.
Input: Subfield factorization f 1 , . . . , f r of f and the partition P L . Output: A set of generators of the subfield L of K/k.
Compute g
return the set of coefficients of g. 
and suppose thatL L. Let PL be the partition defined byL. By Lemma 17 we have P 
L , which is a contradiction. Therefore, L = k(β 1 . . . , β s ).
Recall that for any element β ∈ K, there exists g(x) ∈ k[x] <n such that β = g(α) and that β ∈ L j if and only if, g(x) ≡ g(α) mod f j . To show that β / ∈ L j , it is enough to show that
where p is as in Definition 36. Theorem 42 allows us to write an algorithm for computing a set of generators of L.
Step 3 else return S. 
Algorithm Generators, as it is stated, is not guaranteed to finish. If the algorithm has not found a generating set after a certain number of elements computed, one could compute the subfield polynomial and return its coefficients.
The Number Field Case
Recall that a subfield factorization of f over K can be obtained by fully factoring f over K. If K = Q(α), then one can use Trager's method [23] or a generalization of van Hoeij's factorization algorithm over number fields [3] .
In this section we show how one can use LLL to directly compute a subfield factorization. We advise the reader, however, that if one has a fast factorization algorithm over number fields, this section might be skipped altogether and the subfield factorization should be computed by fully factoring f over Q(α). We refer the reader to Section 6.1, Figure 11 , for a comparison between computing a subfield factorization with algorithm SubfFact (presented in Section 5.1 below and implemented in Magma [5] ) and completely factoring f over Q(α) in Magma and Pari/GP [22] .
We start by choosing a prime p such that p does not divide the leading coefficient of f ∈ Z[x], f mod p is separable and has at least one linear factor in F p [x], which we denote byf 1 . LetK = Q p be the field of p-adic numbers. The factorizationf 1 , . . . ,fr of f mod p lifts to a factorizationf 1 · · ·fr of f into irreducible factors over Q p , withf 1 linear. Computationally, we can only compute p-adic factors with finite accuracy. For i = 1, . . . ,r and a positive integer a, let f For g ∈ Q(α)[x], we will denote byḡ ∈ F p [x], the image of g under the map α →ᾱ, whereᾱ is the root off 1 , and byĝ ∈ Q p [x], the image of g under the map α →α, whereα is the root off 1 . Furthermore, for g, h ∈ Q(α)[x], we denote by gcd p (g, h) the gcd of the imagesḡ andh over F p .
Computing a Subfield Factorization
Let p be a prime number as mentioned above and letf 1 , . . . ,fr be the irreducible factorization of f mod p, withf 1 linear. Fix i ∈ {1, . . . ,r}. As shown in [14] , one can use LLL to compute linearly independent algebraic numbers β 1 , . . . , β mi ∈ Q(α) which are likely to form a Q-basis of L i (they are only guaranteed that L i ⊆ Q·β 1 +· · ·+Q·β mi as Q-vector spaces). The idea of the following algorithm is to use this basis to compute the subfield polynomial g Li of L i and construct a subfield factorization iteratively.
Input: A Q-basis β 1 , . . . , β mi of some V such that L i ⊆ V and a partial factorization g 1 , . . . , g s of f over Q(α). Output: A partial factorization G 1 , . . . , G S of f over Q(α), with s ≤ S, and such that g Li ∈ {G 1 , . . . , G S } π or Error.
Let
SF := {g 1 , . . . , g s } and let T ⊆ k finite. 2. Let β be a random T -combination of β 1 , . . . , β mi . 3. Let H := h(x) − h(α), where h(x) ∈ Z[x] <n and h(α) = β. 4. Compute g 0 := gcd p (f, H) in F p [x]. 5. if deg(g 0 ) · m i = n then go to Step 2. 6. for j = 1, . . . , s do 7. Compute g := gcd p (g j , H) in F p [x]. 8. if 0 < deg(g) < deg(g j ) then 9. Compute G := gcd(g j , H) in Q(α)[x].
10.
iff i |ḡ j butf i ∤Ḡ then return Error.
11.
SF := (SF − {g j }) ∪ {G, g j /G}. 12. return SF Figure 9 : PartialSubfFact Algorithm When β 1 , . . . , β mi is not a Q-basis of L i , Step 5 might give rise to an infinite loop. Otherwise, deg(g 0 )·m i = n when the random element β is not a generator of L i , which happens with probability at most (m i − 1)|T | mi(1−q)/q , where q is the smallest prime that divides m i (see Appendix B). To prove the correctness of Algorithm PartialSubfFact, we use the following remark. 
If
Step 5 does not generate an infinite loop (in which case the algorithm should return an error message), then deg(g 0 ) · m i = n and hence, Equations (8) and (9) tell us that
Now suppose that Step 10 did not return an error message. Since f is separable modulo p, there is only one index I, 1 ≤ I ≤ s, such thatf i |Ḡ, where G = gcd(g I , H). If F is the irreducible factor of f over Q(α) such thatf i |F , then using Remark 44 one can show that F | G | g β and hence,
On the other hand, iff i is the p-adic factor of f which reduces tof i modulo p, thenf i |F and hence,
Lemma 17. Therefore, by Equation (10), we have g Li = g β = gcd(f, H) and hence,
Notice that this also shows that the polynomials g in Step 7 and G in Step 9 have the same degree. If the algorithm does return an error message in Step 10, thenf i |ḡ I butf i ∤Ḡ. Hence F ∤ G and since F | g I , it follows that F ∤ H = h(x) − h(α). By looking at the images over the p-adic numbers, we havef i |F ∤Ĥ, which means that h(α) = β / ∈ L i and hence, β 1 , . . . , β mi is not a basis of L i .
Proof. If the algorithm does not return an error message, then by Lemma 45 it follows that g Li = gcd(f, H). Hence, by computing the gcd of H with the partial factorization of f and updating the set SF (Step 11), it follows that the output SF in Step 12 is such that g Li ∈ SF π .
Different bases for Q(α) give different bounds on the bit-size of β 1 , . . . , β mi . While the standard basis {1, α, . . . , α n−1 } simplifies implementation, the rational univariate representation basis {1/f ′ (α), . . . , α n−1 /f ′ (α)} can improve running times and provide better complexity results, see [2] and [8] .
Besides giving better bounds, there are more advantages in using the rational univariate representation basis. For example, if g is a monic factor of f in [16] ). This allows us to make simplifications in a general algorithm for computing gcd's in Q(α) [x] , giving better complexity results. See Appendix C.
Remark 47. Suppose that β 1 , . . . , β mi is a Q-basis of V ⊇ L i . Let β be a random T -combination of β 1 , . . . , β mi and let b 0 , . . . , b n−1 ∈ Z be such that
Step 3 of Algorithm PartialSubfFact.
Lemma 48. Given a Q-basis of V ⊇ L i (computed in the rational univariate representation basis) and a partial factorization g 1 , . . . , g s of f , the number of CPU operations for running Algorithm PartialSubfFact is bounded bỹ O(n 3 (r + log f 2 )).
Proof. The cost of Steps 4 and 7 is less than the cost of Step 9. The cost of the division g j /G in Step 11 is similar to the cost of the gcd in Step 9 (this division can be computed by dividing the images of g j and G in F p (α) [x] and then Chinese remaindering). Since f is separable modulo p, there is only one g I such thatf i |ḡ I and iff
then, by the proof of Lemma 45, we have
and hence, when computing gcd(g j , H), j = I, we can skip the trial divisions in the modular gcd algorithm (see [15] and Appendix C). That is, we have one gcd computation with trial divisions, which costsÕ(n 3 log f 2 ) CPU operations, and if (11) holds, then we can skip the trial divisions in the remaining gcd's, where each such gcd costsÕ(n 2 (n + log f 2 )) CPU operations (see Appendix C). Furthermore, each division test in step 10 costsÕ(n log p) CPU operations. The result follows by omitting log p terms and using the fact that s ≤ n.
A general description of the algorithm to compute a subfield factorization of f over Q(α) is given below.
Output: A subfield factorization of f over Q(α) (see Definition 10). 1 . Let p prime for whichf ∈ F p [x] is separable, has a linear factor and the same degree as f .
Compute the irreducible factorizationf
Hensel Liftf 1 , . . . ,fr to a factorization f
of f mod p a , for appropriate a (starting a is the same as in [14] ). 6 .
Use LLL to compute a basis β 1 , . . . , β mi of some V ⊇ L i (See [14] ). 7 .
SF i :=PartialSubfFact({β 1 , . . . , β mi }, SF i−1 ). 8 .
If SF i = Error, increase the lifting precision a, go to Step 5. 9. return SFr. Theorem 49. The number of CPU operations executed by Algorithm SubfFact can be bounded byÕ (rn 5 (n + log f ) 2 ).
Proof. Steps 1 and 2 involve factoring f modulo a few primes p until we find a prime that satisfies the conditions from Step 1. Factoring f over F p can be executed withÕ(n 2 + n log p) operations in F p (see [12] , Corollary 14.30). Multifactor Hensel lifting takesÕ(n 2 (n + log f 2 )) CPU operations (see [12] , Theorem 15.18) . For each i in Step 4 we have one LLL call, costingÕ(n 5 (n + log f 2 )
2 ) CPU operations (see [13] ), and one PartialSubfFact call, which costsÕ(n 3 (r +log f 2 )) CPU operations according to Lemma 48. The theorem follows by omitting log p factors.
Remark 50. While computing the subfield factorization, whenever we find a linear factor
of f , we can use it to find new linear factors in the following way: if x − h 2 (α) is another linear factor, then h 1 (h 2 (α)) is also a root of f . This follows from the fact that there is a bijection between the automorphisms of K/k and the roots of f over K. This is particularly helpful when f has several roots in K, since the number of LLL calls can be reduced significantly.
CPU Time Comparison
In this last section we give a few timings comparing Algorithm SubfFact (Section 5) and factorization algorithms over Q(α) (recall that both algorithms yield a subfield factorization). We also compare our algorithm Subfields with that from [14] . Our algorithm was implemented in the computer algebra system Magma, since there exists an implementation of [14] in Magma as well.
SubfFact vs. Factoring over Q(α)
Algorithm Subfields is based on the definition of a subfield factorization of f . As noted before, the irreducible factorization of f over Q(α) is a subfield factorization. In this section we compare the time necessary to find a subfield factorization of f using algorithm SubfFact, presented in Section 5, with the time necessary to completely factor f over Q(α) in Magma and in Pari/GP. We also list s, the number of irreducible factors of f and r, the number of factors in the subfield factorization obtained using SubfFact. In a few cases, factoring f over Q(α) in Magma is faster than SubfFact. However, when it is not, using SubfFact to find a subfield factorization is usually much faster. Factoring f over Q(α) in Pari/GP is usually faster still, except in cases where Pari/GP struggles to find an integral basis for K (a step that is not necessary because one can use rational univariate representation instead).
Remark 51. In Step 6 of Algorithm SubfFact, the subfield L i (to be precise: a subspace V containing L i , but these are practically always the same) is computed with LLL techniques. Factoring f in Pari/GP is done with LLL techniques as well [3] . We expect the computation of L i to be faster than factoring f in Pari/GP, because the bound in [14, Theorem 12] used by SubfFact is very good. The above table shows that, compared with [3] , the CPU time saved by this tight bound does not compensate for the fact that Step 6 in Algorithm SubfFact is done r times. In contrast, the cost of computing one factor with [3] is the same as the cost of computing all irreducible factors. This is why [3] is faster, especially if one switches to rational univariate representation.
Comparing Algorithms
In this last section we compare the running time of algorithms Subfields (where the subfield factorization is computed using SubfFact) and the algorithm from [14] (present in Magma). In order to give a better comparison of the running time for both algorithms, we also compute a generator for every subfield (see Section 4.1).
As noted before, the main contribution of our work is in the way the intersections of the principal subfields are computed. In the table below n is the degree of the polynomial f andr is the number of irreducible factors of f in
. We also list r, the number of principal subfields and m, the total number of subfields of the extension defined by f . Notice that when m is close to r (i.e., when there are not many subfields other than the principal subfields and hence, very few intersections to be computed) our algorithm performs similarly as [14] . However, we see a noticeable improvement when m is very large compared to r, since in this case there are a large number of intersections being computed.
The implementations of our algorithm, as well as the polynomials used in this comparison table, can be found in [1] .
A Subfield Polynomial Equivalences
In Section 2 we defined the subfield polynomial of a subfield L of K/k to be the polynomial that satisfies any of the 6 properties listed in Theorem 4. In this appendix we prove that these properties are equivalent.
For a proof of (ii) see [14] , Theorem 1.
is the minimal polynomial of α over L then the coefficients of g generate L over k. Lemma 54. Let L g be a subfield of K/k, for some g | f and letg be the minimal polynomial of α over L g . Then g |g.
Proof. Let h(α) ∈ K, h ∈ k[x], be such that L g = Q(h(α)). The minimal polynomial of α over L g isg := i∈I f i , where I = {1 ≤ i ≤ r : h(x) ≡ h(α) mod f i } (See [14] , Lemma 14) , where f 1 , . . . , f r is a factorization of f into irreducible factors over K. On the other hand, g = i∈T f i , for some T ⊆ {1, . . . , r}, and h(x) ≡ h(α) mod g. By separability and the Chinese remainder theorem, it follows that T ⊆ I and hence, g |g.
Proof. [ of Theorem 4, Section 2]
We shall prove that 1) ⇒ 2) ⇒ 3) ⇒ 4) ⇒ 5) ⇒ 1), and finally, 1) ⇔ 6). 1) ⇒ 2) By Lemma 52 (ii), it follows that L = L g . Hence, 2) follows by Lemma 52 (i).
2) ⇒ 3) Trivial.
3) ⇒ 4) Letg be the minimal polynomial of α over L g . By Lemma 52 (ii), it follows that Lg = L g . By Lemma 52 (i) and the fact thatg | g, we have
Hence, deg(g) = deg(g) and therefore, g =g. Sinceg = g is the minimal polynomial of α over L g , it follows that the coefficients of g generate L g .
4)
⇒ 5) Trivial.
5) ⇒ 1) Letg be the minimal polynomial of α over L g . By Lemma 54 it follows that g |g. On the other hand, since g ∈ L g [x] and g(α) = 0, we haveg | g. Therefore, g =g and item 1) follows.
1) ⇔ 6) Finally, if 1) holds, let c i α i be a primitive element of L g , for some c i ∈ k. Let h(x) = c i x i and define H = h(x) − h(α). Hence L g = k(h(α)) and since H ∈ L g [x] and H(α) = 0, it follows that g | gcd(f, H). Let f 1 , . . . , f r be the factorization of f into irreducible factors over K. Suppose that f j | gcd(f, H) but f j ∤ g. Since f j | h(x) − h(α), it follows that h(α) ∈ L fj and hence, L g ⊆ L fj . Let F j be the minimal polynomial of α over L fj . By Lemma 54, f j | F j | g, which is a contradiction. Conversely, suppose that 6) holds. Since g | h(x) − h(α), it follows that h(α) ∈ L g . Hence h(x) − h(α) ∈ L g [x] and therefore, g ∈ L g [x]. Hence, 5) holds (which we already proved to be equivalent to 1).
B Primitive Element Probability
Let L/k be a separable field extension and let β 1 , . . . , β m be a k-basis of L. Let T ⊆ k finite and let S = { a i β i : a i ∈ T }. In this section we compute the probability that a random element s ∈ S is a primitive element of L. 
Let w ∈ W , then
for some a i ∈ k, 1 ≤ i ≤ m and some b j ∈ k, 1 ≤ j ≤ d. Combining equations (12) and (13), it follows that a i = what we want to reconstruct is a factor of H, the bound B is given by Lemma 59) and the trial multiplication at the end (which can be executed withÕ(n 3 log f 2 ) CPU operations). Hence, this step has complexitỹ O(n 3 log f 2 ).
