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12 Variations on a theorem of Beurling
Rahul Garg and Sundaram Thangavelu
Abstract. We consider functions satisfying the subcritical Beurl-
ing’s condition, viz.,∫
Rn
∫
Rn
|f(x)||fˆ(y)|ea|x·y| dx dy <∞
for some 0 < a < 1. We show that such functions are entire vec-
tors for the Schro¨dinger representations of the Heisenberg group.
If an eigenfunction f of the Fourier transform satisfies the above
condition we show that the Hermite coefficients of f have certain
exponential decay which depends on a.
1. Introduction
For a function f ∈ L1(Rn), define the Fourier transform of f by
fˆ(y) = (2π)−n/2
∫
Rn
f(x)e−ix·y dx.
In 1991 L. Ho¨rmander [4] published a theorem on Fourier transform
pairs which he attributed to A. Beurling. This result reads as follows:
If an integrable function f on R satisfies∫
R
∫
R
|f(x)||fˆ(y)|e|xy| dx dy <∞
then it vanishes almost everywhere. Clearly, this result can be viewed
as an uncertainty principle for the Fourier transform. As corollaries we
can obtain the well known uncertainty principles of Hardy, Cowling-
Price and Gelfand-Shilov (see [9]). In 2003 Bonami et al [1] extended
the above theorem of Beurling to higher dimensions and obtained a far
reaching generalisation. They have proved the following result.
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Theorem 1.1 (Bonami-Demange-Jaming). A function f ∈ L2(Rn)
satisfies the condition∫
Rn
∫
Rn
|f(x)||fˆ(y)|
(1 + |x|+ |y|)N e
|x·y| dx dy <∞
for some N ≥ 0 if and only if f(x) = P (x)e−(Ax,x) where A is a real
positive definite symmetric matrix and P is a polynomial with deg(P ) <
N−n
2
.
One motivation for introducing the polynomial factor (1 + |x| +
|y|)N in the denominator of the integrand in Theorem 1.1 is to capture
the Gaussian ϕ0(x) = e
− 1
2
|x|2 which does not satisfy the Beurling’s
condition. However, the same Gaussian also satisfies
Ka(f) =
∫
Rn
∫
Rn
|f(x)||fˆ(y)|ea|x·y| dx dy <∞
for any 0 < a < 1. Note that this amounts to replacing the factor
(1+ |x|+ |y|)−N by e−δ|x·y| for some δ > 0 in the hypothesis of Theorem
1.1. It is therefore natural to consider functions satisfying Ka(f) ≤
CKa(Qϕ0) for all 0 < a < 1, for some polynomial Q. It turns out that
this condition is actually equivalent to the hypothesis of Theorem 1.1.
In view of this it is natural to ask for a characterisation of all
functions f satisfying Ka(f) < ∞ for a fixed 0 < a < 1. An analogue
of this problem in the context of Hardy’s theorem has been studied by
Demange [2], Vemuri [10] and the authors [5]. Recall the statement of
Hardy’s theorem [3]: If
|f(x)| ≤ Ce−a|x|2, |fˆ(y)| ≤ Ce−b|y|2
then (i) f = 0 when ab > 1
4
, (ii) f(x) = Ce−a|x|
2
when ab = 1
4
and (iii)
when ab < 1
4
there are infinitely many linearly independent functions
(e.g. suitable dilates of Hermite functions) satisfying the hypotheses.
In [10] Vemuri showed that on R the Hermite coefficients of any func-
tion f satisfying Hardy’s conditions with a = b = 1
2
tanh(2t) < 1
2
have the decay |(f, hk)| ≤ C(2k + 1)−1/4e−(2k+1)t/2 for all k ∈ N =
{0, 1, 2, . . .}. Here hk are the Hermite functions on R.
It has been conjectured that a similar result is also true in higher
dimensions but so far only some partial results have been proved, see
[5]. In a similar fashion we can ask if the Hermite coefficients of a
function satisfying the subcritical Beurling’s condition Ka(f) <∞ will
have a certain prescribed exponential decay. It turns out that an exact
analogue of Vemuri’s theorem fails in this case. One of the aims of this
article is to demonstrate this phenomenon. We still do not know if for
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a function f satisfying Beurling’s condition for a fixed 0 < a < 1, there
exists some ǫ > 0 (depending on both f and a) such that |(f,Φα)| ≤
Cǫe
−(2|α|+n)ǫ for all α ∈ Nn, where Φα are the Hermite functions on
Rn. However, for eigenfunctions of the Fourier transform we do obtain
exponential decay (depending only on a) for the Hermite coefficients.
Also it turns out that any function (not necessarily an eigenfunction of
the Fourier transform) satisfying the subcritical Beurling’s condition is
an entire vector for the Schro¨dinger representation of the Heisenberg
group Hn.
2. Beurling’s condition and Hermite coefficients
As mentioned in the introduction, we start with the following result
which we will show later to be equivalent to Theorem 1.1.
Theorem 2.1. Let f ∈ L2(Rn). Then Ka(f) ≤ CKa(Qϕ0) for
some polynomial Q and for all 0 < a < 1 if and only if f can be
written as f(x) = P (x)e−(Ax,x) for some positive definite matrix A and
a polynomial P with deg(P ) ≤ deg(Q).
First we prove the following proposition which is about the bound
on the degree of P .
Proposition 2.2. Let R and S be polynomials of degree m1 and
m2 respectively. If we write
E(R, S, a) =
∫
Rn
∫
Rn
|R(x)||S(y)|e− 12 |x|2e− 12 |y|2ea|x·y| dx dy,
then there exist positive constants C1R,S and C
2
R,S such that
C1R,S(1− a2)−(n+m1+m2)/2 ≤ E(R, S, a) ≤ C2R,S(1− a2)−(n+m1+m2)/2.
Proof. We first look at the monomials in 1-dimension. Notice
that ∫
R
∫
R
|x|j|y|ke− 12x2e− 12y2eaxy dx dy(1)
=
∫
R
∫
R
|x|j|y + ax|ke− 12 (1−a2)x2e− 12y2 dx dy
which is bounded above by
k∑
l=0
(
k
l
)
al
∫
R
|x|j+le− 12 (1−a2)x2 dx
∫
R
|y|k−le− 12y2 dy
= 4
k∑
l=0
(
k
l
)
al
∫ ∞
0
rj+le−
1
2
(1−a2)r2 dr
∫ ∞
0
sk−le−
1
2
s2 ds
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which equals to
2(j+k+2)/2
k∑
l=0
{(
k
l
)
Γ
(
j + l + 1
2
)
Γ
(
k − l + 1
2
)}
al(1−a2)−(j+l+1)/2.
The above estimate is the product of (1− a2)−(j+k+1)/2 with
2(j+k+2)/2
k∑
l=0
{(
k
l
)
Γ
(
j + l + 1
2
)
Γ
(
k − l + 1
2
)}
al(1− a2)(k−l)/2.
Clearly, the last term is bounded above by a constant which is uniform
in a for 0 < a < 1. Notice that if we replace a by −a in the integral
in (1), it does not change the value of the integral as the sign is taken
care by making a change of variable in either x or y-variable. Thus we
see that there exists a positive constant, say cj,k such that∫
R
∫
R
|x|j|y|ke− 12x2e− 12 y2ea|xy| dx dy ≤ cj,k(1− a2)−(j+k+1)/2.(2)
Let R(x) =
∑
|α|≤m1 aαx
α and S(y) =
∑
|β|≤m2 bβy
β. Then E(R, S, a)
is bounded above by
∑
|α|≤m1
∑
|β|≤m2
|aα| |bβ|
n∏
j=1
∫
R
∫
R
|xj |αj |yj|βje− 12x2j e− 12y2j ea|xjyj | dxj dyj
≤
∑
|α|≤m1
∑
|β|≤m2
|aα| |bβ|
n∏
j=1
cαj ,βj(1− a2)−(1+αj+βj)/2
≤

 ∑
|α|≤m1
∑
|β|≤m2
|aα| |bβ|
n∏
j=1
cαj ,βj

 (1− a2)−(n+m1+m2)/2
= CR,S(1− a2)−(n+m1+m2)/2
where the last inequality is true for all 0 < a < 1. This proves our
claim on the upper bound of E(R, S, a). Next we prove the claim for
the lower bound of E(R, S, a). For this write R = R1 + R2 where R1
is the homogeneous part of R of leading degree m1. Similarly, write
S = S1+S2. Clearly, deg(R2) < m1 and deg(S2) < m2. Now E(R, S, a)
is bounded from below by
E(R1, S1, a)− (E(R1, S2, a) + E(R2, S1, a) + E(R2, S2, a)) .
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In view of the upper bound we have already got, there exists a constant
C˜R,S > 0 such that for all 0 < a < 1,
E(R1, S2, a) + E(R2, S1, a) + E(R2, S2, a)(3)
≤ C˜R,S(1− a2)−(n+d)/2
where d = max{m1 + deg(S2), m2 + deg(R2)} < m1 + m2. Now we
consider E(R1, S1, a) which is bounded from below by∫
Rn
∫
Rn
|R1(x)||S1(y)|e− 12 |x|2e− 12 |y|2eax·y dx dy
which is equal to∫
Rn
∫
Rn
|R1(x)||S1(y)|e− 12 (1−a2)|x|2e− 12 |y−ax|2 dx dy
= a−n
∫
Rn
∫
Rn
|R1(a−1x)||S1(y)|e−
1
2
(
1−a2
a2
)
|x|2
e−
1
2
|y−x|2 dx dy
= a−(n+m1)
∫
Rn
∫
Rn
|R1(x)||S1(y + x)|e−
1
2
(
1−a2
a2
)
|x|2
e−
1
2
|y|2 dx dy.
Consider the Taylor expansion of S1(y + x) in y-variable about y = 0,
S1(y + x) = S1(x) +
∑
0<|α|≤m2
S
(α)
1 (x)
α!
yα.
Therefore, from the above estimate we get
E(R1, S1, a) ≥ a−(n+m1) (I1(R1, S1, a)− I2(R1, S1, a))
where
I1(R1, S1, a) =
∫
Rn
∫
Rn
|R1(x)||S1(x)|e−
1
2
(
1−a2
a2
)
|x|2
e−
1
2
|y|2 dx dy
while I2(R1, S1, a) is equal to∑
0<|α|≤m2
1
α!
∫
Rn
∫
Rn
|R1(x)|
∣∣∣S(α)1 (x)∣∣∣ |yα| e− 12
(
1−a2
a2
)
|x|2
e−
1
2
|y|2 dx dy.
Making a change of variable in x and using the fact that R1 and S1 are
homogeneous of degree m1 and m2 respectively, we get
I1(R1, S1, a) = C
′
R1,S1a
n+m1+m2(1− a2)−(n+m1+m2)/2 ,
I2(R1, S1, a) =

 ∑
0<|α|≤m2
C ′′R1,S1,α(1− a2)|α|/2a−|α|


×an+m1+m2(1− a2)−(n+m1+m2)/2
6 RAHUL GARG AND SUNDARAM THANGAVELU
where
C ′R1,S1 =
∫
Rn
∫
Rn
|R1(x)||S1(x)|e− 12 |x|2e− 12 |y|2 dx dy,
C ′′R1,S1,α =
1
α!
∫
Rn
∫
Rn
|R1(x)||S(α)1 (x)||yα|e−
1
2
|x|2e−
1
2
|y|2 dx dy.
Choose δ > 0 (small enough) so that∑
0<|α|≤m2
C ′′R1,S1,α(1− a2)|α|/2a−|α| < C ′R1,S1
for all 1 − δ < a < 1. As a consequence of this we get a positive
constant, say CR1,S1,δ such that
E(R1, S1, a) ≥ CR1,S1,δ(1− a2)−(n+m1+m2)/2
for all 1 − δ < a < 1. The above estimate together with (3) and the
fact that d < m1 +m2 implies that there exists some CR,S,δ > 0 such
that
E(R, S, a) ≥ CR,S,δ(1− a2)−(n+m1+m2)/2
for all 1 − δ < a < 1 (for a reduced δ > 0, if necessary). For 0 < a ≤
1− δ, the above inequality holds easily because in this range of a,
E(R, S, a) ≥
(
E(R, S, 0)
(
1− (1− δ)2)(n+m1+m2)/2) (1−a2)−(n+m1+m2)/2.
This completes the claim for lower bound on E(R, S, a). 
A similar proposition about the bound on the degree of the poly-
nomial P in Theorem 1.1 was proved in [1] (Proposition 2.1, [1]). For
the convenience of the reader, we state it here:
Proposition 2.3. Let f(x) = P (x)e−
1
2
((A+iB)x,x) with A and B two
real symmetric matrices and P a polynomial. If f ∈ L2(Rn), then A is
positive definite. Moreover, the following are equivalent:
(i)
∫
Rn
∫
Rn
|f(ξ)||fˆ(η)|
(1 + |ξ|+ |η|)N e
|ξ·η| dξ dη <∞ ;
(ii) B = 0 and deg(P ) <
N − n
2
.
We are now in a position to prove Theorem 2.1.
Proof of Theorem 2.1. Let f(x) = P (x)e−(Ax,x) for some positive
definite matrix A and a polynomial P with deg(P ) = k. By definition
of Ka(f), it immediately follows that Ka(f) = Ka(fM) where fM (x) =
| detM |1/2f(Mx), M being an invertible matrix. Therefore, without
loss of generality, we can assume that A = 1
2
I. In that case fˆ takes
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the form fˆ(y) = H(y)e−
1
2
|y|2 for some polynomial H with deg(H) =
deg(P ) = k. Thus, by Proposition 2.2, there exists a positive constant,
say C1 such that
Ka(f) = E(P,H, a) ≤ C1(1− a2)−(n+2k)/2.
Similarly for a given polynomial Q with deg(Q) = m, in view of the
lower bound estimate of Proposition 2.2 there exists a positive constant,
say C2 such that
Ka(Qϕ0) ≥ C2(1− a2)−(n+2m)/2.
If k ≤ m, then (1− a2)m−k ≤ 1 for all 0 < a < 1 and therefore,
Ka(f) ≤ C1(1− a2)−(n+2k)/2
≤ C1(1− a2)−(n+2m)/2 ≤ C1C−12 Ka(Qϕ0).
Conversely, suppose that Ka(f) ≤ CKa(Qϕ0) for some polynomial Q
with deg(Q) = k. As above, this implies that for all 0 < a < 1
Ka(f) ≤ C˜(1− a2)−(n+2k)/2 ≤ C˜(1− a)−(n+2k)/2
for some positive constant C˜. We will prove that f(x) = P (x)e−(Ax,x)
for some positive definite matrix A and a polynomial P . Then the fact
that deg(P ) ≤ k will follow from Proposition 2.2. The proof of this
theorem is adapted from that of Demange in [2]. We make use of the
Bargmann transform B which takes L2(Rn) isometrically onto the Fock
space consisting of all entire functions on Cn that are square integrable
with respect to the Gaussian measure (4π)−n/2e−
1
2
|z|2dz. The transform
B is explicitly given by
Bg(z) = π−n/2e−
1
4
z2
∫
Rn
g(ξ) e−
1
2
|ξ|2ez·ξ dξ
where g ∈ L2(Rn) and z ∈ Cn. Throughout this article by z · ξ we
mean x · ξ+ iy · ξ. In estimating Bf we make use of another important
property of the Bargmann transform, viz., Bg(−iz) = Bgˆ(z).We apply
the Bargmann transform on f and fˆ simultaneously to get
Bf(z)Bfˆ (z) = π−ne−
1
2
z2
∫
Rn
∫
Rn
f(ξ)fˆ(η) e−
1
2
(|ξ|2+|η|2)ez·(ξ+η) dξ dη
which is bounded by
π−ne−
1
2
(|x|2−|y|2)
∫
Rn
∫
Rn
|f(ξ)||fˆ(η)| e− 12 (|ξ|2+|η|2)ex·(ξ+η) dξ dη.
Now e−
1
2
(|ξ|2+|η|2)ex·(ξ+η) can be written as
eaξ·ηe−
1
2
|ξ−(x−aη)|2e−
1
2
(1−a2)|η− 11+ax|2e 12( 1−a1+a)|x|2e 12 |x|2
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which is bounded by ea|ξ·η|e
1
2(
1−a
1+a)|x|2e
1
2
|x|2. Therefore,
|Bf(z)Bfˆ(z)| ≤ π−nKa(f) exp
(
1
2
(
|y|2 + 1− a
1 + a
|x|2
))
≤ C1(1− a)−(n+2k)/2 exp
(
1
2
(
|y|2 + 1− a
1 + a
|x|2
))
.(4)
The above estimate (4) holds for all z ∈ Cn and for all 0 < a < 1. Now
for z = x+ iy with |x| > 1, we choose a such that (1−a)|x|2 = 1. Then
(4) becomes
|Bf(z)Bfˆ(z)| ≤ C1|x|n+2k exp
(
1
2
(
|y|2 + 1
1 + a
))
≤ C1e1/2(1 + |x|)n+2k exp
(
1
2
|y|2
)
.(5)
Now for all |x| ≤ 1, (4) gives
|Bf(z)Bfˆ(z)| ≤ C1(1− a)−(n+2k)/2 exp
(
1
2
(
|y|2 + 1− a
1 + a
))
≤ C1e1/2(1− a)−(n+2k)/2 exp
(
1
2
|y|2
)
which holds for all a with 0 < a < 1. So we can let a→ 0 in the above
estimate and then together with (5), we get for all z ∈ Cn,
|Bf(z)Bfˆ(z)| ≤ C2(1 + |x|)n+2k exp
(
1
2
|y|2
)
(6)
where C2 = C1e
1/2. Similar arguments can be given to verify that
Bf(z)Bfˆ(−z) also satisfies the estimate of (6). Now Since Ka(f) =
Ka(fˆ), the same estimate (6) holds when f is replaced by fˆ and then
in view of Bfˆ(z) = Bf(−iz), we have
|Bf(z)Bfˆ(z)| ≤ C2(1 + |y|)n+2k exp
(
1
2
|x|2
)
.(7)
Now we recall the following variant of Phragme´n-Lindelo¨f principle:
Lemma 2.4. Suppose G : Cn → C be an entire function which sat-
isfies the following estimates:
|G(z)| ≤ C(1 + |z|)meb|y|2,
|G(ξ)| ≤ C(1 + |ξ|)me−b|ξ|2
for all z = x + iy ∈ Cn, ξ ∈ Rn. Then G(z) = P (z)e−bz2 where P is a
polynomial of degree at most m.
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For a proof of this result we refer to Theorems 1.4.4, 1.4.5 on Page
22-23 in [9]. Let us write F (z) = e−
1
2
z2Bf(z)Bfˆ (z). Then for all
ξ ∈ Rn
|F (ξ)| = e− 12 |ξ|2|Bf(ξ)Bfˆ(ξ)|
≤ C2(1 + |ξ|)n+2ke− 12 |ξ|2
using the estimate (6). And for all z ∈ Cn
|F (z)| = e− 12 (|x|2−|y|2)|Bf(z)Bfˆ(z)|
≤ C2(1 + |y|)n+2ke 12 |y|2
using the estimate (7). Therefore, Lemma 2.4 can be applied to F to
conclude that F (z)e
1
2
z2 is a polynomial of degree at most n+2k, which
is same as saying that Bf ·Bfˆ is a polynomial of degree at most n+2k.
Now we recall the following result (Lemma 2.3 in [1])
Lemma 2.5. Let ϕ be an entire function of order 2 on Cn such
that, on every complex line, either ϕ is identically 0 or it has at most
N zeros. Then, there exists a polynomial R with degree at most N and
a polynomial S with degree at most 2 such that ϕ(z) = R(z)eS(z).
Since Bf · Bfˆ is a polynomial, it is easy to see that Bf satis-
fies the hypothesis of Lemma 2.5 and therefore, Bf(z) = R(z)eS(z)
where R is a polynomial of degree at most n+2k
2
and S is a polyno-
mial of degree at most 2. Now, Bf(z)Bfˆ(z) = Bf(z)Bf(−iz) =
R(z)R(−iz)eS(z)+S(−iz). But since Bf · Bfˆ is a polynomial, we must
have S(z) + S(−iz) = 2m(z)πi, for some m(z) ∈ Z. The continuity of
S implies thatm : Cn → Z is continuous. Therefore, m has to be a con-
stant function. Without loss of generality, we can assume that m = 0,
which means S(z) + S(−iz) = 0. This together with the fact that S is
a polynomial of degree at most 2 forces S to be a homogeneous poly-
nomial. If we denote the Gaussian function by ϕ0(x) = e
− 1
2
|x|2, then
by definition of the Bargmann transform we have
fˆ ∗ ϕ0(x) = πn/2e− 14 |x|2Bfˆ(x)
= πn/2R(−ix)e− 14 |x|2+S(−ix)
= πn/2R(−ix)e−((C+iD)x,x).
Since S is homogeneous, it follows that C and D are symmetric. Also,
integrability of fˆ implies integrability of fˆ ∗ ϕ0 which forces C to be
positive definite. Taking the Fourier transform on both sides we get
f(−ξ)ϕ0(ξ) = R˜(ξ)e− 14 ((C+iD)−1ξ,ξ)
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for some polynomial R˜ with deg(R˜) = deg(R). Rewriting the above
expression, we have
f(ξ) = P (ξ)e−
1
2
((A+iB)ξ,ξ)
where A and B are real symmetric matrices. Also, the integrability of f
implies that A is positive definite. As described in the beginning of the
proof of this theorem that without loss of generality we can assume that
A = I. Now fˆ(y) = Q˜(y)e−
1
2
((I+iB)−1y,y) for some polynomial Q˜. Notice
that (I + iB)−1 = (I − iB)(I + B2)−1 and thus Ka(f) < ∞ implies
that the homogeneous polynomial (ξ, ξ) + ((I + B2)−1η, η) − 2a(ξ, η)
is non-negative. Since this is true for all 0 < a < 1, it follows that
the homogeneous polynomial (ξ, ξ) + ((I +B2)−1η, η)− 2(ξ, η) is non-
negative. Our claim is that it is possible if and only if B = 0. To see
this, let η0 be an eigenfunction corresponding to an eigenvalue λ0 of
the real symmetric matrix B. Then, (I+B2)−1η0 = (1+λ20)
−1η0. Thus
for all ξ ∈ Rn,
(ξ, ξ) + (1 + λ20)
−1(η0, η0)− 2(ξ, η0) ≥ 0.
In particular, take ξ = η0 to get ((1 + λ
2
0)
−1 − 1) ‖η0‖2 ≥ 0, which
implies λ0 = 0. This means the only eigenvalue of the symmetric
matrix B is 0 which proves that B = 0. This completes the proof of
the theorem.
We will now show that the condition in Theorem 2.1 and that in
Theorem 1.1 are equivalent. This follows from Propositions 2.2 and 2.3
and the following two lemmas (Lemmas 2.6 and 2.7).
Lemma 2.6. Let f ∈ L2(Rn) be such that for some N ≥ 0
E =
∫
Rn
∫
Rn
|f(ξ)||fˆ(η)|
(1 + |ξ|+ |η|)N e
|ξ·η| dξ dη <∞.
Then there exists a positive constant C such that for all 0 < a < 1
Ka(f) ≤ C(1− a2)−N
Proof. Without loss of generality assume that f 6= 0. Write
A(η) =
∫
Rn
|f(ξ)|
(1 + |ξ|)N e
|ξ·η| dξ.
Then, ∫
Rn
A(η)
(1 + |η|)N |fˆ(η)| dη ≤ E <∞
and thus A(η)fˆ(η) is finite almost everywhere. Also since fˆ( 6= 0) is
finite almost everywhere (being in L2(Rn)), it follows that |U | > 0
where U = {η ∈ Rn : A(η) < ∞} and |U | is the Lebesgue measure
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of U. Now we claim that there exists n linearly independent vectors
in U. For this choose η1 ∈ U . Now |U \ Rη1| = |U | > 0. Now choose
η2 ∈ U \ Rη1. Again |U \ (Rη1 + Rη2)| = |U | > 0. Continuing this
way we can get a linearly independent set, say {η1, η2, ...., ηn} in U. Let
A = (aij) be the n × n matrix whose jth row forms the vector ηj and
let B = (bij) be the inverse of A. Let m
′ = max1≤i,j≤n |bij |, then clearly
m′ > 0. Also by definition of U, A(ηj) <∞ which in particular implies∫
Rn
|f(ξ)|
(1 + |ξ|)N e
|aj1ξ1+....+ajnξn| dξ <∞
for each j = 1, 2, ...., n. Now,
|ξk| =
∣∣∣∣∣
n∑
j=1
bkj(aj1ξ1 + .... + ajnξn)
∣∣∣∣∣ ≤ m′
n∑
j=1
|aj1ξ1 + ....+ ajnξn|.
This implies
e
1
m′n |ξk| ≤
n∏
j=1
(
e|aj1ξ1+....+ajnξn|
)1/n ≤ 1
n
n∑
j=1
e|aj1ξ1+....+ajnξn|
and therefore, for each k = 1, 2, ...., n,∫
Rn
|f(ξ)|
(1 + |ξ|)N e
1
m′n |ξk| dξ <∞.
Again,
e
1
m′n2 |ξ| ≤
n∏
j=1
(
e
1
m′n |ξj |
)1/n
≤ 1
n
n∑
j=1
e
1
m′n |ξj |
which gives ∫
Rn
|f(ξ)|
(1 + |ξ|)N e
1
m′n2 |ξ| dξ <∞.
Similarly, ∫
Rn
|fˆ(η)|
(1 + |η|)N e
1
m′′n2 |η| dη <∞
for some m′′ > 0. Let us fix 0 < δ < min{ 1
m′n2 ,
1
m′′n2} so that we have
R1 =
∫
Rn
|f(ξ)|eδ|ξ| dξ <∞,
R2 =
∫
Rn
|fˆ(η)|eδ|η| dη <∞.
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Let Ua,δ = {(ξ, η) ∈ Rn×Rn : |ξ ·η| ≥ δa(1+ |ξ|+ |η|)}, Va,δ = {(ξ, η) ∈
Rn × Rn : |ξ · η| < δ
a
(1 + |ξ|+ |η|)} and write
K1a(f) =
∫ ∫
Ua,δ
|f(ξ)||fˆ(η)|ea|ξ·η| dξ dη,
K2a(f) =
∫ ∫
Va,δ
|f(ξ)||fˆ(η)|ea|ξ·η| dξ dη.
Then Ka(f) = K
1
a(f) +K
2
a(f) and
K2a(f) ≤
∫
Rn
∫
Rn
|f(ξ)||fˆ(η)|eδ(1+|ξ|+|η|) dξ dη = R1R2eδ.
Now,
K1a(f) ≤
∫ ∫
Ua,δ
|f(ξ)||fˆ(η)|
(1 + |ξ|+ |η|)N
(a
δ
|ξ · η|
)N
ea|ξ·η| dξ dη
which is bounded by the product of
(
a
δ(1−a)
)N
and
∫
Rn
∫
Rn
|f(ξ)||fˆ(η)|
(1 + |ξ|+ |η|)N e
|ξ·η| {((1− a)|ξ · η|)Ne−(1−a)|ξ·η|} dξ dη.
But we know that for each fixed N ≥ 0, supr≥0 rNe−r =M <∞. Thus
K1a(f) ≤
aNM
δN
(1− a)−N
∫
Rn
∫
Rn
|f(ξ)||fˆ(η)|
(1 + |ξ|+ |η|)N e
|ξ·η| dξ dη
=
aNME
δN
(1− a)−N
≤ M ′(1− a2)−N (since 0 < a < 1).
If we choose C =M ′ +R1R2eδ, then we have
Ka(f) ≤ C(1− a2)−N
for all 0 < a < 1. 
Lemma 2.7. Let f ∈ L2(Rn) be such that for all 0 < a < 1
Ka(f) ≤ C(1− a2)−M
for some C > 0, M ≥ 0. Then
E =
∫
Rn
∫
Rn
|f(ξ)||fˆ(η)|
(1 + |ξ|+ |η|)2M+3e
|ξ·η| dξ dη <∞.
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Proof. It follows from the definition of Ka(f) that f, fˆ ∈ L1(Rn).
Let U = {(ξ, η) ∈ Rn × Rn : |ξ · η| ≤ 1}. For each k ∈ {2, 3, 4, .......}
write Uk = {(ξ, η) ∈ Rn × Rn : k2 ≤ |ξ · η| ≤ k} and
Ek =
∫ ∫
Uk
|f(ξ)||fˆ(η)|
(1 + |ξ|+ |η|)2M+3 e
|ξ·η| dξ dη.
Now since |ξ|+ |η| ≥ (2|ξ||η|)1/2 ≥ (2|ξ · η|)1/2, we have
Ek =
∫ ∫
Uk
|f(ξ)||fˆ(η)|
(1 + |ξ|+ |η|)2M+3e
(1− 1
k
)|ξ·η|e
1
k
|ξ·η| dξ dη
≤ ek−(2M+3)/2
∫
Rn
∫
Rn
|f(ξ)||fˆ(η)|e(1− 1k )|ξ·η| dξ dη
≤ Cek−(2M+3)/2
(
1−
(
1− 1
k
)2)−M
≤ C ′k−(2M+3)/2
(
1−
(
1− 1
k
))−M
= C ′k−3/2.
And thus
E ≤
∞∑
k=2
Ek +
∫ ∫
U
|f(ξ)||fˆ(η)|
(1 + |ξ|+ |η|)2M+3e
|ξ·η| dξ dη
≤ C ′
∞∑
k=2
k−3/2 + e‖f‖1‖fˆ‖1 <∞.

As mentioned in the introduction, we now prove the following result
which clearly shows that an exact analogue of Vemuri’s theorem is not
true in the context of Beurling’s theorem. In what follows we denote
by Φα the normalised Hermite functions on R
n.
Theorem 2.8. Let 0 < a < 1 be fixed. There does not exist any
t > 0 such that the Hermite coefficients of every function f with the
subcritical Beurling’s condition
Ka(f) =
∫
Rn
∫
Rn
|f(x)||fˆ(y)|ea|x·y| dx dy <∞
satisfy |(f,Φα)| ≤ Cte−(2|α|+n)t/2 for all α ∈ Nn.
Proof. Suppose, to the contrary, that there exists t > 0 such
that |(f,Φα)| ≤ Cf,te−(2|α|+n)t/2, for all α ∈ Nn and for all functions
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f satisfying Ka(f) < ∞. For each δ > 0, let fδ stand for the dilation
of f given by fδ(x) = δ
n/2f(δx). Then (fδ)
∧(ξ) = δ−n/2fˆ(δ−1ξ) and
Ka(fδ) = Ka(f) <∞. Thus for all δ > 0, we should have
|(fδ,Φα)| ≤ Cf,δ,t e−(2|α|+n)t/2, for all α ∈ Nn.
Now we use the above estimate in the Hermite expansion of fδ to get
|fδ(x)| ≤ Cf,δ,t
∑
α∈Nn
e−(2|α|+n)t/2|Φα(x)|.
If we apply Holder’s inequality in the above estimate and use the
Mehler’s formula for Hermite functions (see Proposition 1.2.1 in [9]),
viz., for all r < 1,∑
α∈Nn
r|α|Φα(x)Φα(y) = π−n/2(1− r2)−n/2e−
1
2
1+r2
1−r2 (|x|
2+|y|2)+ 2r
1−r2 x·y,
then we get that for every s < t,
|fδ(x)| ≤ C1e− 12 tanh(s)|x|2
for some constant C1 which is independent of x. Fix an s < t and
choose δ0 such that tanh(s) > δ0. Then we have
(8) |f(x)| = δ−n/20 |fδ0(δ0−1x)| ≤ C1δ−n/20 e−
1
2
δ−2
0
tanh(s)|x|2.
Since |(fδ,Φα)| = |((fδ)∧,Φα)|, similar estimate holds for (fδ)∧ as well.
In particular for δ = 1,
(9) |fˆ(ξ)| ≤ C2e− 12 tanh(s)|ξ|2.
With (8) and (9), Hardy’s theorem can be applied to conclude that
f = 0. 
We now prove the following results for eigenfunctions of the Fourier
transform.
Theorem 2.9. Let 0 < a < 1 be fixed. Let f ∈ L2(Rn) (n ≥ 1)
satisfy the subcritical Beurling’s condition
Ka(f) =
∫
Rn
∫
Rn
|f(x)||fˆ(y)|ea|x·y| dx dy <∞.
If, in addition, f is an eigenfunction of the Fourier transform, then
there exists a positive constant C (independent of a) such that for all
α ∈ Nn,
|(f,Φα)| ≤ Cet/2(Ka(f))1/2
(
n∏
j=1
(2αj + 1)
1/4n
)
e−(2|α|+n)t/2n
where t is determined by the condition a = tanh(2t).
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Proof. Once again we make use of the Bargmann transform B.
The most important property of B which we need is that the Taylor
coefficients cα of Bf are related to the Hermite coefficients (f,Φα) of
f. More precisely, we have
(f,Φα) =
(
2αα! πn/2
)1/2
cα.
Therefore, in order to prove the theorem we only need to estimate
the Taylor coefficients of Bf for which, in view of Cauchy’s formula,
we need good estimates of Bf. We have already seen in the proof of
Theorem 2.1 that the given assumption on f leads to
|Bf(z)Bfˆ(z)| ≤ π−nKa(f) exp
(
1
2
(
|y|2 + 1− a
1 + a
|x|2
))
.
By assumption f is an eigenfunction of the Fourier transform, therefore
|Bfˆ(z)| = |Bf(z)|. Thus we have
|Bf(z)| ≤ (π−nKa(f))1/2 exp
(
1
4
(
|y|2 + 1− a
1 + a
|x|2
))
.
But since Bfˆ(z) = Bf(−iz) and |Bfˆ(z)| = |Bf(z)| we also have
|Bf(z)| ≤ (π−nKa(f))1/2 exp
(
1
4
(
|x|2 + 1− a
1 + a
|y|2
))
.
In the one dimensional case, we can apply Phragme´n-Lindelo¨f principle
(see the proof of Theorem 2.1 in [10]) to prove that
|Bf(z)| ≤ (π−1Ka(f))1/2 exp
(
1
4
√
1− a
1 + a
(|x|2 + |y|2)
)
.
And proceeding with the proof of Theorem 2.1 in [10] we get that
|(f, hk)| ≤ C ′et/2 (Ka(f))1/2 (2k + 1)1/4 e−(2k+1)t/2
where C ′ is independent of a and t is determined by the condition
a = tanh(2t).
In higher dimensions (n ≥ 2), for each fixed z2, . . . , zn ∈ C, we
think of Bf(·, z2, . . . , zn) as an entire function of one complex variable
which is bounded by
(
π−nKa(f)
)1/2 n∏
j=2
exp
(
1
4
|zj|2
)
exp
(
1
4
(
y21 +
1− a
1 + a
x21
))
and(
π−nKa(f)
)1/2 n∏
j=2
exp
(
1
4
|zj|2
)
exp
(
1
4
(
x21 +
1− a
1 + a
y21
))
.
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Then we can proceed as in [10] (as mentioned above) to get
|(f,Φα)| ≤ C ′′et/2 (Ka(f))1/2 (2α1 + 1)1/4 e−(2α1+1)t/2
where C ′′ is independent of a. Similarly we can consider other variables
of Bf as well. Thus for each j ∈ {1, 2, . . . , n} we get
|(f,Φα)| ≤ C ′′et/2 (Ka(f))1/2 (2αj + 1)1/4 e−(2αj+1)t/2.
By combining these estimates together, we get that
|(f,Φα)| ≤ C ′′et/2(Ka(f))1/2
(
n∏
j=1
(2αj + 1)
1/4n
)
e−(2|α|+n)t/2n.

Remark 2.1. As mentioned earlier, the conclusion of the above
theorem in the higher dimensional case is believed not to be the best,
the reason being (upto our knowledge) the absence of an appropriate
analogue of Phragme´n-Lindelo¨f principle. However in a special case we
do obtain the best decay.
Theorem 2.10. Let 0 < a < 1 be fixed. Let f ∈ L2(Rn) (n ≥ 2)
satisfy the subcritical Beurling’s condition
Ka(f) =
∫
Rn
∫
Rn
|f(x)||fˆ(y)|ea|x·y| dx dy <∞.
If, in addition, f is O(n)−finite and an eigenfunction of the Fourier
transform, then there exists a positive constant C (independent of a)
such that for all α ∈ Nn,
|(f,Φα)| ≤ C(Ka(f))1/2
(
n∏
j=1
(2αj + 1)
1/4
)
e−(2|α|+n)t/2
where t is determined by the condition a = tanh(2t).
Proof. We have already seen in the previous theorem that the
given assumptions on f lead to the following estimates on Bf
|Bf(z)| ≤ (π−nKa(f))1/2 exp
(
1
4
(
|y|2 + 1− a
1 + a
|x|2
))
,
|Bf(z)| ≤ (π−nKa(f))1/2 exp
(
1
4
(
|x|2 + 1− a
1 + a
|y|2
))
.
With these estimates, by considering a vector valued Bargmann trans-
form, we have proved the result in Section 5 of [5]. 
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Finally we prove that any function f satisfying Beurling’s condition
is an entire vector for the Schro¨dinger representation of the Heisenberg
group Hn. The space of all analytic vectors for the Schro¨dinger repre-
sentation π of the Heisenberg group is denoted by (L2(Rn))ω. Recall
that f ∈ L2(Rn) is said to be an analytic vector for π if the map
(x, u) → π(x, u)f is real analytic from R2n into L2(Rn). It is known
that f ∈ (L2(Rn))ω if and only if the map (x, u) → π(x, u)f extends
as a holomorphic function to a tube domain in C2n such that
(10) sup
{(y,v):|y|2+|v|2<t2}
∫
Rn
|π(x+ iy, u+ iv)f(ξ)|2 dξ <∞
for some t > 0. If the above is true, then we have the formula (see
Theorem 1.1 in [8])∫
Rn
∫
K
|π(k · (x+ iy, u+ iv))f(ξ)|2 dk dξ
= e(u·y−v·x)
∞∑
k=0
‖Pkf‖22
k!(n− 1)!
(k + n− 1)!ϕ
n−1
k (2iy, 2iv)
where K is the compact group Sp(n,R) ∩ O(2n,R), and Pk are the
orthogonal projections associated to the eigenspaces of the Hermite
operator H and ϕn−1k (y, v) = L
n−1
k (
1
2
(|y|2 + |v|2))e− 14 (|y|2+|v|2) are the
Laguerre functions of type (n− 1). Here Sp(n,R) stands for the sym-
plectic group of 2n by 2n matrices with real entries that preserve the
symplectic form [(x, u), (y, v)] = (u · y − v · x) on R2n and have deter-
minant one. The asymptotic behavior of the Laguerre functions ϕn−1k
in the complex domain is well known. From Theorem 8.22.3 in Szego
[7] we see that ϕn−1k (2iy, 2iv) behaves like e
2
√
(2k+n)(|y|2+|v|2)1/2 . From
the above formula it follows that f ∈ (L2(Rn))ω if and only if f is in
the image of L2(Rn) under the Hermite-Poisson semigroup e−t
√
H for
some t > 0. A function f ∈ L2(Rn) is said to be an entire vector for
π if the map (x, u) → π(x, u)f extends to C2n as an entire function
and satisfies (10) for every t > 0. It follows then from the above that
f is an entire vector for π if and only if f is in the image of L2(Rn)
under e−t
√
H for every t > 0. With this we are now ready to prove the
following theorem:
Theorem 2.11. Let f ∈ L2(Rn) satisfy the subcritical Beurling’s
condition
Ka(f) =
∫
Rn
∫
Rn
|f(x)||fˆ(y)|ea|x·y| dx dy <∞
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for some a > 0. Then f is an entire vector for the Schro¨dinger repre-
sentation of the Heisenberg group Hn.
Proof. We have noticed that f is an entire vector for π if and only
if it is in the image of L2(Rn) under e−t
√
H for every t > 0. Therefore,
the theorem will follow once we prove that
|(f,Φα)| ≤ Cte−t(2|α|+n)1/2
for all α ∈ Nn and for all t > 0. For a ≥ 1, we already know that
f = 0. So we take 0 < a < 1. In this case there are infinitely many
linearly independent functions satisfying the Beurling’s condition, e.g.
all Hermite functions. Without loss of generality let us assume f is
nontrivial. The idea of the proof of this theorem comes from the proof
of Beurling’s theorem due to Ho¨rmander [4]. Consider the non-negative
functions A and B on Rn defined by
A(ξ) =
∫
Rn
|fˆ(η)|ea|ξ·η| dη, B(η) =
∫
Rn
|f(ξ)|ea|ξ·η| dξ.
Then by the hypothesis of the theorem∫
Rn
|f(ξ)|A(ξ) dξ =
∫
Rn
|fˆ(η)|B(η) dη = Ka(f) <∞.
Now repeating the arguments of the first part of Lemma 2.6, one can
verify that there exists some δ′ > 0 such that∫
Rn
|f(ξ)|eδ′|ξ| dξ <∞,
∫
Rn
|fˆ(η)|eδ′|η| dη <∞.
As a result of this, both f and fˆ extend as holomorphic functions to
a domain Ωn in Cn containing Rn, where Ω is a horizontal strip in C
containing R.
Now we will show that both A and B grow faster than any exponen-
tial function. For this first notice that Sn−1 can be written as a union of
finitely many proper open connected spherical caps Uj , j = 1, 2, ..., N
such that for each j,
|ω1 · ω2| ≥ 1
2
, for all ω1, ω2 ∈ Uj .
Now choose k for which ξ′ ∈ Uk. Then
A(rξ′) ≥
∫ ∞
0
∫
Uk
|fˆ(sω)|ea2 rssn−1 ds dω.
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Since Sn−1 is the union of Uj ’s, it follows that
A(rξ′) ≥ min
j
∫ ∞
0
∫
Uj
|fˆ(sω)|ea2 rssn−1 ds dω
≥ min
j
∫
s≥ 2t
a
∫
Uj
|fˆ(sω)|ea2 rssn−1 ds dω
≥ etrmin
j
∫
s≥ 2t
a
∫
Uj
|fˆ(sω)|sn−1 ds dω.
The above is true for every t > 0. Since fˆ is the restriction to Rn of
a non-zero complex analytic function in a domain Ωn ⊂ Cn containing
Rn, it follows that fˆ is a real analytic function on Rn. Thus by unique-
ness theorem of real analytic functions, it follows immediately that in
any given domain of Rn, one can find a smaller domain on which fˆ is
away from zero. Thus for any j ∈ {1, 2, ...., n},∫
s≥ 2t
a
∫
Uj
|fˆ(sω)|sn−1 ds dω > 0.
But then
A(rξ′) ≥ C(t)etr
where
C(t) = min
j
∫
s≥ 2t
a
∫
Uj
|fˆ(sω)|sn−1 ds dω > 0.
Similarly B grows faster than any exponential function. In other
words for every t > 0∫
Rn
|f(ξ)|et|ξ| dξ <∞,
∫
Rn
|fˆ(η)|et|η| dη <∞.
With these estimates the proof will be completed once we have the
following theorem. 
Theorem 2.12. Let ψ be a measurable function on Rn satisfying
the estimates
|ψ(ξ)| ≤ g(ξ)e−t|ξ|, |ψˆ(η)| ≤ h(η)e−t|η|
for some t > 0 and integrable functions g and h. Then there exists a
positive constant C (independent of a) such that for all α ∈ Nn,
|(ψ,Φα)| ≤ C
n∏
j=1
(2αj + 1)
1/4 e
− t√
2n
(2αj+1)
1/2
where t is determined by the condition a = tanh(2t).
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Proof. The theorem is proved by estimating the Taylor coeffi-
cients of the Bargmann transform of ψ. An exact analogue of this the-
orem was proved in [6] (Theorem 3.9) where g and h were assumed to be
bounded. Nevertheless, we present the proof here for the convenience
of the reader. The given condition on ψ implies that
|Bψ(x+ iy)| ≤ π−n/2e− 14 (|x|2−|y|2)
∫
Rn
g(ξ)e−t|ξ|e−
1
2
|ξ|2e|x||ξ| dξ.
By completing the squares, one can verify that the above integral is
dominated by e
1
2
(|x|−t)2‖g‖1 leading to
|Bψ(x+ iy)| ≤ Cn,t e 14 (|x|2+|y|2)e−t|x|
≤ Cn,t
n∏
j=1
e
1
4
(x2j+y
2
j )e
− t√
n
|xj |.
Similarly, the given condition on ψˆ and the relation Bψ(−iz) = Bψˆ(z)
gives the other estimate for Bψ, namely,
|Bψ(x+ iy)| ≤ Cn,t
n∏
j=1
e
1
4
(x2j+y
2
j )e
− t√
n
|yj |.
Using the Cauchy integral formula, we get for every rj > 0, j =
1, 2, . . . , n
|cα| ≤ 1
(2π)n
∫ 2π
0
. . .
∫ 2π
0
|Bψ(r1eiθ1 , . . . , rneiθn)|
rα11 . . . r
αn
n
dθ1 . . . dθn
≤ 4Cn,t
(2π)n
n∏
j=1
r
−αj
j e
1
4
r2j
(∫ pi
4
0
e
− t√
n
rj cos θj dθj +
∫ pi
2
pi
4
e
− t√
n
rj sin θj dθj
)
≤ C˜n,t
n∏
j=1
r
−αj
j e
1
4
r2j e
− t√
2n
rj .
Since the above is true for every rj > 0, j = 1, 2, . . . , n, we can take in
particular rj = (2αj + 1)
1/2 to get
|cα| ≤ C˜n,t
n∏
j=1
(2αj + 1)
−αj/2 e
1
4
(2αj+1)e
− t√
2n
(2αj+1)
1/2
.
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Thus
|(ψ,Φα)| ≤ C˜n,t
(
2αα!πn/2
)1/2 n∏
j=1
(2αj + 1)
−αj/2 e
1
4
(2αj+1)e
− t√
2n
(2αj+1)1/2
∼ C˜n,t
n∏
j=1
(2αj + 1)
1/4 e
− t√
2n
(2αj+1)
1/2
where the last estimate is obtained using the Stirling’s formula Γ(λ +
1) ∼ λλ+1/2 e−λ. 
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