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Virtual reality (VR) enables precise control of an ani-
mal’s environment and otherwise impossible exper-
imental manipulations. Neural activity in rodents
has been studied on virtual 1D tracks. However, 2D
navigation imposes additional requirements, such
as the processing of head direction and environment
boundaries, and it is unknown whether the neural
circuits underlying 2D representations can be suffi-
ciently engaged in VR. We implemented a VR setup
for rats, including software and large-scale electro-
physiology, that supports 2D navigation by allowing
rotation and walking in any direction. The entorhi-
nal-hippocampal circuit, including place, head direc-
tion, and grid cells, showed 2D activity patterns
similar to those in the real world. Furthermore, border
cells were observed, and hippocampal remapping
was driven by environment shape, suggesting func-
tional processing of virtual boundaries. These results
illustrate that 2D spatial representations can be
engaged by visual and rotational vestibular stimuli
alone and suggest a novel VR tool for studying rat
navigation.
INTRODUCTION
Neurons in the navigation system exhibit activity patterns
that are functions of at least two spatial dimensions of an
environment. For example, hippocampal place cells in 2D
environments are active within firing fields that extend in both
dimensions (O’Keefe and Dostrovsky, 1971), and grid cells in
the medial entorhinal cortex (MEC) are active at vertices of a
2D hexagonal lattice (Hafting et al., 2005). Furthermore, neural
activity in the entorhinal-hippocampal circuit is sensitive to the
geometry of a 2D environment. For instance, border cells in the
MEC are active at specific boundaries of an environment (Sol-
stad et al., 2008), and changes to environment shape induce a
strong ‘‘global remapping’’ response in the hippocampus,
where place cells change both the strength of firing and the
relative locations of their firing fields (Muller and Kubie, 1987;
Wills et al., 2005).442 Neuron 84, 442–456, October 22, 2014 ª2014 Elsevier Inc.Virtual reality (VR) for rodents can be a powerful method for
studying neural activity during navigation because it enables
manipulations that are either difficult or impossible to perform
in the real world (Ho¨lscher et al., 2005; Harvey et al., 2009;
Dombeck et al., 2010; Chen et al., 2013; Ravassard et al.,
2013). For the study of 2D activity patterns, examples of manip-
ulations might include morphing environment shape (Leutgeb
et al., 2005; Wills et al., 2005), moving spatial frames of refer-
ence (Gothard et al., 1996; Shapiro et al., 1997; Kelemen and
Fenton, 2010), switching between environments of different
shapes (Muller and Kubie, 1987; Wills et al., 2005), or even
creating physically impossible environments (Knierim et al.,
2000; Aflalo and Graziano, 2008). However, studies so far
have primarily tested animals on 1D linear tracks, rather than
2D environments, and exploited VR mainly for the purpose of
restraining animals to enable intracellular recordings and two-
photon imaging.
In behavioral VR studies, rats successfully navigate in open
2D arenas (Ho¨lscher et al., 2005; Cushman et al., 2013). Yet,
in spite of the interest in 2D patterns of neural activity, such
patterns have never been reported in rodent VR systems. In
fact, the minimal sensory and behavioral requirements for
the production of 2D representations are unknown, and it is
therefore unclear whether such representations can ever be
engaged by a practical VR system. Some differences between
VR and the real world raise concerns about the feasibility of ob-
taining 2D activity patterns. For example, differences in self-
motion and vestibular information available to the animal can
disrupt signals that are necessary in some models of grid cells
and head direction cells (McNaughton et al., 2006; Clark and
Taube, 2012). Furthermore, head-fixed and body-fixed sys-
tems create a conflict between visual cues and the animal’s
vestibular-based sense of direction during virtual rotations;
such a conflict might destabilize spatially modulated activity
(Knierim et al., 1995; Shapiro et al., 1997; Czurko´ et al.,
1999). In fact, a recent study showed that hippocampal cells
do not exhibit spatially modulated 2D activity in a VR setup
that constrains the animal’s real-world bearing angle (Aghajan
et al., 2013).
Finally, the activity of border cells is hypothesized to be crit-
ical for the formation of grid cell and place cell firing patterns
(Barry et al., 2006; Solstad et al., 2008). Yet, it is unclear
what constitutes a functional border and whether the neces-
sary experience can be produced by a visual boundary in
VR without the accompanying somatosensory and behavioral
Figure 1. VR Setup for 2D Navigation in Rats
(A) Schematic of the setup. For clarity, the screen is rendered partially transparent, and the transparent ceiling is tinted. Inset: yaw blocker in contact with the
treadmill, preventing treadmill rotations around the vertical axis.
(B) Side view of the setup, showing the light path of the VR projection in red.
(C) Photograph of the attachment to the commutator, illustrating components that rotate with the rat.
(D) Photograph of a rat in the harness, attached to the commutator via a hinged arm.
(E) Schematic illustrating coverage of the animal’s field of view by the VR projection. Rats can fully rotate their bodies to view a 360 screen and walk in any
direction on the treadmill.
(F) Rendering of a virtual square arena by the VR software. The image is prewarped by the software for projection onto the conical screen. Inset: schematic of the
animal’s position in the square arena.
(G) Simulated partial view of the environment from the rat’s location.
See also Figures S1–S3.
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tion system can properly respond to the shape of a virtual
environment.
To understand the requirements for engaging 2D spatial
activity patterns, we built a novel VR system specifically de-
signed for 2D navigation in rats. We find that a purely visual VR
setup, combined with unconstrained body rotation of the animal,
is sufficient to produce 2D activity patterns in the hippocampal-
entorhinal system, similar to those observed in the real word. We
further find that hippocampal place cells are sensitive to the
shape of the 2D environment, and that border cells are engaged,
suggesting proper processing of boundary information in the
presence of visual inputs alone. These results are informative
about the mechanisms underlying 2D firing patterns. Further-
more, because our system incorporates flexible software and
large-scale electrophysiology, we offer a general-use tool for
the study of the rat spatial navigation system.RESULTS
Apparatus and Software
Wedesigned and implemented an integrated VR system special-
ized for 2D navigation in rats. Rather than constraining animals in
a single direction on a treadmill (Harvey et al., 2009; Ravassard
et al., 2013), we wanted to allow rats to turn and interact with a
complete 360 view of a virtual environment. We therefore de-
signed a spherical treadmill and harness system more similar
to the one used by Ho¨lscher et al. (2005), which allowed animals
to rotate around the vertical axis (see Experimental Procedures;
Figures 1A–1D and Figure S1 available online).
In a 360 VR system (Ho¨lscher et al., 2005), the immersive
apparatus makes it challenging to include a recording system
that neither obstructs the animal’s view nor provides unwanted
non-VR directional cues. We therefore designed a novel projec-
tion system using a truncated cone-shaped screen and aNeuron 84, 442–456, October 22, 2014 ª2014 Elsevier Inc. 443
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were projected onto the screen (Figures 1A and 1B). A commu-
tator and an attachment system for the animal were mounted on
the transparent ceiling, avoiding both the light path of the projec-
tion and the rat’s field of view (Figure 1B). We also designed and
implemented a 128-channel electrophysiology system, miniatur-
ized using multiplexing technology to satisfy the constraints of
the projection (see Experimental Procedures; Figures 1C and
S2). The commutator allowed animals to rotate and walk in any
direction on the treadmill. A fluid reward system was also
attached to the commutator and rotated with the animal (Figures
1C and 1D). In addition to covering the full azimuth range, the
projection system covered a wide range of elevation view angles
(30 to +45, Figure 1E).
We wrote a MATLAB-based software package for designing
virtual environments and rendering them on the screen (see
Experimental Procedures; Figure S3). The software monitored
signals from two optical mice that were positioned on the tread-
mill’s equator to record rotations of the treadmill around any
horizontal axis. These velocity signals were integrated in time
to update the animal’s location, and the virtual environment
was rendered and displayed at each new location. An example
of a virtual environment rendered with this software is illustrated
in Figures 1F and 1G. The software prewarped the image of the
environment, such that its projection onto the conical screenwas
correct from the rat’s viewpoint.
2D Navigation
A key requirement for recording spatial activity patterns in the
brain is the complete coverage of a 2D environment by the
animal’s trajectory. We designed a 2D virtual square arena
(1 3 1 m or 2 3 2 m) and asked whether rats could be trained
to produce sufficient coverage of this arena. In real-world envi-
ronments, coverage is achieved by distributing reward (such
as food pellets) throughout the environment. VR offers the added
advantage of allowing computer control of reward locations,
which can be used to randomize the animal’s trajectory or
even bias it toward least-visited locations. Using these princi-
ples, we implemented two tasks designed to maximize 2D
coverage: the ‘‘random foraging’’ task (n = 10 rats) and the
‘‘target pursuit’’ task (n = 4 rats).
In the random foraging task (seeExperimental Procedures), the
arena was divided into 9–25 zones, one of which was chosen as
the reward zone. Zone boundaries and the reward location were
invisible to the animal. On the contrary, in the target pursuit task,
the center of the reward zone was indicated by a small cylinder
(visible in Figure 1G). In both tasks, when the animal entered
the reward zone, a drop of water was delivered, and the reward
zone was instantly moved to a new random location. In the target
pursuit task, the reward location was drawn from a nonuniform
distribution, chosen to bias the animal toward or away from the
walls of the arena, depending on coverage in prior sessions.
In the random foraging task, rats learned to walk in
meandering trajectories that quickly covered a large fraction of
the environment (Figure 2A). To quantify coverage, we divided
the arena into a 403 40 grid of bins, as is typical for the analysis
of neural activity, and asked what fraction of the total number
of bins were visited by the rat. On average, a large fraction444 Neuron 84, 442–456, October 22, 2014 ª2014 Elsevier Inc.of the bins (>90%) were visited within a relatively short time
(20–30 min) in a 2 3 2 m environment (Figure 2B).
In the target pursuit task, all rats learned to approach visible
targets along roughly straight-line trajectories (Figure 2C). The
median path length between successive reward sites was
1.91 ± 0.05 times longer than the optimal straight-line path
(mean ± SE, n = 4 rats). This ratio is significantly smaller than
the ratio observed in the random foraging task (3.53 ± 0.25,
n = 10 rats, p < 0.001, t test), indicating that behavior was indeed
guided by the visible targets. Indeed, rats demonstrated goal-
oriented control of the treadmill: they followed each reward by
an abrupt decrease in speed, a change in bearing angle (by up
to 180), and then acceleration toward the next target (Figures
S4A–S4C). Paths produced in this behavior also covered a large
fraction of the environment (>90% of bins) within 20–30 min
(Figure 2D).
Thus, rats successfully navigated in 2D virtual arenas, and
both the random foraging and the target pursuit tasks were suit-
able for producing complete environment coverage. For the
following analyses, no significant differences in the firing pat-
terns of cells were observed across the two tasks; data were
therefore pooled together.
We also implemented a task akin to the Morris water maze
(Morris, 1984; Cushman et al., 2013), in which targets were at
fixed virtual locations but invisible, requiring animals to use
environmental cues to navigate to a previously learned place.
Rats succeeded at this task, suggesting that they were able to
performmemory-guided navigation in our VR apparatus (Figures
S4D–S4G; Movie S1).
Hippocampal Activity in 2D VR
We next asked whether the 2D spatial structure of virtual envi-
ronments was represented in the hippocampus. In seven rats,
we recorded 2,408 CA1 units (Figure S5A), classified as 2,093
putative pyramidal cells and 315 putative interneurons based
on the firing rate and spike duration (see Experimental Proce-
dures). Of the putative pyramidal cells, 1,107 (52.9%) showed
spatially-modulated firing and were classified as place cells (Fig-
ure 3A). In two rats, we also recorded CA1 sharp-wave ripple
events during sleep to better estimate the total number of units;
45 of the 90 cells in these sessions (50%) were place cells in VR.
Pyramidal cells that were not place cells were typically silent
(peak firing rate: 0.70 ± 0.04 Hz for nonplace cells, 4.0 ±
0.12 Hz for place cells; median ± bootstrap SD across cells).
Similar firing patterns were observed in CA3 (Figure 3B).
Place cells in the 2D virtual arena were spatially sparse. Most
cells fired in a single field (1.32 ± 0.02 fields on average, ±SE;
similar to real-world recordings [Henriksenet al., 2010]). Each field
occupied a small region of the environment; this region was
bigger in larger environments but accounted for a similar fraction
of the total area (11.4%±0.55% in the 13 1marena and 14.4%±
0.35% in the 2 3 2 m arena; median ± bootstrap SD across n =
1,831 and 2,698 fields, respectively; also similar to the real-world
recordings [Fenton et al., 2008; Henriksen et al., 2010]).
Across simultaneously recorded place cells (Figure 3C), fields
tiled most of the environment, suggesting that information about
virtual 2D location was contained in the activity of hippocampal
populations. To test this directly, we implemented an algorithm
Figure 2. Two Behavioral Tasks for Achieving Full Coverage of 2D Environments in VR
(A) Contiguous trajectories of a rat performing the random foraging task. In each case, a reward is located in one of the unmarked zones, and the rat walks around
the environment in search of the rewarded zone (blue). After each success, the target is relocated to another randomly chosen zone.
(B) Percent of the environment visited by animals in the random foraging task, as a function of duration of the recording session. Data were averaged across all
sessions in 2 3 2 m environments of a single rat, then averaged across rats. Error bars represent SE.
(C) Contiguous trajectories of a rat performing the target pursuit task. In each case, the center of a rewarded zone is marked by a visible beacon (small cylinder). A
circular zone around the beacon was rewarded.
(D) Environment coverage in the target pursuit task.
See also Figure S4.
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and McNaughton, 1993) (see Experimental Procedures) that de-
coded the animal’s position from the population vector of firing
rates. The algorithm appeared to accurately recover the animal’s
trajectory from the activity of CA1 cells (Figure 3D).We tested the
algorithm on all sessions in all animals and quantified its perfor-
mance for various subsets of recorded neurons (5–45 pyramidal
cells, Figure 3E). Performance improved with the increasing
number of cells, and for 45 cells the median distance from de-
coded location to true location (decoding error) was <20% of
the environment width (similar to Wilson and McNaughton,
1993).
Entorhinal Cortical Activity in 2D VR
The spatial memory system includes themedial entorhinal cortex
(MEC), where cells exhibit a diversity of 2D spatial activitypatterns. In particular, MEC grid cells, head direction cells and
border cells have been studied (Hafting et al., 2005; Sargolini
et al., 2006; Solstad et al., 2008). To characterize these cell types
in VR, we recorded 1,214 cells in 11 rats during the 2D navigation
tasks described above (see Experimental Procedures). Head di-
rection-related signals were also analyzed in 1,580 additional
cells in eight rats that were sampling bearing angles by walking
in a circle around a virtual environment. To analyze cells
belonging to each class, we implemented statistical methods
that have been previously used for data in real-world environ-
ments (see Experimental Procedures).
Of all cells, 110 in 3 rats were active noninterneurons recorded
in the 23 2 m environment and located in the dorsal 1 mm of the
MEC (Figure S5B), where grid cells with small grid spacing have
been observed (Stensola et al., 2012). Many of these cells
indeed exhibited grid cell firing patterns: they fired in multipleNeuron 84, 442–456, October 22, 2014 ª2014 Elsevier Inc. 445
Figure 3. Hippocampal Neurons Exhibit 2D
Place Fields in VR
(A) Example of a place cell in CA1. Left: animal’s
path during a 30 min session (gray) and locations
of spikes (red). Right: rate map of the cell. Number
indicates maximum firing rate in Hz.
(B) Example of a place cell in CA3.
(C) Rate maps of 18 simultaneously recorded
place cells in CA1. Every cell with amaximum firing
rate of >4 Hz is shown.
(D) Typical segments of an animal’s trajectory,
showing the performance of an algorithm that uses
population activity in CA1 to decode the animal’s
virtual location.
(E) Performance of the decoding algorithm, as a
function of the number of cells used in the analysis.
Values are mean ± SE across all sessions in all
rats.
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spatial autocorrelation functions showed 60 symmetry (Fig-
ure 4A). Thirty-six cells (33%) had gridness scores exceeding
the value expected by chance in randomly reshuffled data
sets (p < 0.05, Figure 4B).These cells showed a wide range of
grid scales (over a factor of 2), consistent with the wide range
and possibly with the modularity observed in real-world environ-
ments (Stensola et al., 2012) (Figure 4C). However, the scales
were larger than those reported in the same region of the
MEC in real-world environments by a factor of 2.5 (smallest
scale of 100 cm, compared to 40 cm). Likely because of
this expansion, none of the 252 cells recorded in the smaller
1 3 1 m environment could be unambiguously classified as
grid cells, though some cells had two or three distinct firing
fields in this environment. Similarly, none of the cells at the
more ventral locations in the MEC (n = 520 cells) were classified
as grid cells—possibly because of the expected increasing
dorsoventral gradient of grid scales (Brun et al., 2008; Stensola
et al., 2012)—although we did observe spatially-modulated cells
at those locations.
Firing rates of many MEC cells were modulated by the rat’s
head direction in VR (Figures 4D and S5C). We analyzed active
noninterneurons recorded on sessions with sufficient sampling446 Neuron 84, 442–456, October 22, 2014 ª2014 Elsevier Inc.of all head directions. Of the 1,717 cells,
762 had a relationship between firing rate
and head direction that was more stable
than expected by chance in randomly re-
shuffled data sets (p < 0.01, Figure 4E).
Of these cells, 557 (32% of the total)
had a mean vector length larger than ex-
pected by chance (p < 0.01, Figure 4F)
and were therefore not only directionally
stable, but also significantly tuned to a
single head direction. These cells were
called ‘‘head direction cells’’ and used
for subsequent analyses. Some cells
were ‘‘conjunctive,’’ passing the criteria
for both grid cells and head direction
cells (Figure S6) (Sargolini et al., 2006).We also observed border cells (Figure 4G), which had firing
fields adjacent to a wall of the environment. Of the 882 active
noninterneurons recorded, 50 (5.7%) had a significantly large
border score compared to reshuffled data sets (p < 0.05, Fig-
ure 4H) and also exhibited a significantly high spatial information
rate (p < 0.05, Figure 4I). In the reshuffled data sets (200 per cell),
only 0.024%of the simulated cells passed this dual criterion indi-
cating that, like in real environments (Solstad et al., 2008), border
cells in VR represented a small, but significant subpopulation of
MEC neurons.
Locking of Spatial Firing Patterns to Virtual Cues
Animals in our system changed bearing angle by physically
rotating around the vertical axis. It is therefore conceivable that
not only virtual cues, but some real-world cues provided direc-
tional information that influenced the firing patterns of neurons.
Such directional cues might include undesirable asymmetries
in the projection system or the treadmill, odor and auditory
cues in the recording environment, etc. We asked to what extent
real-world cues contributed to the firing patterns we observed.
In all recording sessions, the image of the virtual environment
was slowly rotated relative to the real environment (by 0.2/s,
30 min per full rotation, Figure 5A). Thus, two reference frames
Figure 4. Neurons in the Medial Entorhinal Cortex Exhibit 2D Activity Patterns
(A) Examples of grid cells. Top: animal’s path (gray) and locations of spikes (red). Middle: rate maps of the grid cells. Numbers indicate maximum firing rates in Hz.
Bottom: autocorrelations of the rate maps. Colors range from dark blue (1 correlation) to dark red (+1 correlation).
(B) Distribution of observed gridness scores across all cells (top plot) and gridness scores in randomly reshuffled data sets (bottom plot). Red line: 95th percentile
of the reshuffled distribution, used as a threshold to define grid cells.
(C) Distribution of grid spacing across all grid cells. Examples from (A) are marked.
(D) Polar plots of example head direction cells, showing firing rate as a function of head direction. Numbers indicate the maximum firing rates in Hz.
(E) Directional stability scores across all cells, plotted as in (B) and showing the 99th percentile of the reshuffled distribution.
(F) Mean vector lengths for all cells that passed the directional stability threshold. Red line: 99th percentile used to define head direction cells.
(G) Rate maps of example border cells. Numbers indicate maximum firing rates in Hz.
(H) Border scores across all cells, plotted as in (B) and showing the 95th percentile of the reshuffled distribution.
(I) Spatial information rates for all cells that passed the border score threshold. Red line: 99th percentile used to define border cells.
See also Figure S6.
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Figure 5. Spatial Activity Patterns in VR Follow Virtual Cues
(A) Schematic of the experiment, in which the image of the virtual environment was rotated relative to the real-world (laboratory) environment. Two mutually
rotating reference frames were defined: the real-world (black) and the VR (green).
(B) Activity of a CA1 neuron plotted in the VR reference frame. Left: animal’s path (gray) and locations of spikes (red). Right: rate map of the cell. Number indicates
the maximum firing rate in Hz.
(C) Activity of the same neuron as in (B), plotted the same way but in the real-world reference frame.
(D) Difference between spatial information rates in the VR and the real-world reference frames across all cells that had spatially modulated activity in either
reference frame. Numbers above 0 indicate cells that preferred the VR reference frame.
(E) Activity of anMEC neuron plotted in the VR reference frame. Left: animal’s head direction as a function of time (gray) and spikes fired by the neuron (red). Right:
polar plot of the neuron’s firing rate as a function of head direction. Number indicates the maximum firing rate in Hz.
(F) Activity of the same neuron as in (E), plotted the same way but in the real-world reference frame.
(G) Difference between mean vector lengths in the VR and the real-world reference frames across all cells whose activity was modulated by head direction in
either reference frame. Numbers above 0 indicate cells that preferred the VR reference frame.
See also Figure S7.
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walls of the virtual environment and one in which the axes
were aligned to the cardinal directions of the laboratory. We
asked which reference frame was better represented by CA1 ac-448 Neuron 84, 442–456, October 22, 2014 ª2014 Elsevier Inc.tivity. Figures 5B and 5C show the activity of one typical cell. In
the VR reference frame, this cell’s spikes formed a small place
field (Figure 5B). However, the same spikes analyzed in the
real-world reference frame had a highly dispersed pattern
Neuron
2D Virtual Reality System for Rats(Figure 5C). Across all cells, wemeasured the spatial information
rates in the two reference frames and compared the two rates. Of
the 1,296 cells classified as place cells in at least one of the refer-
ence frames, most (1,023 cells, 79%) had a significantly higher
information rate in the VR reference frame (Figure 5D), whereas
only four (0.31%) had a higher information rate in the real-world
reference frame.
We similarly analyzed head direction cells by measuring the
tuning of MEC neurons to the head direction in VR and to the
head direction in the real world. Figures 5E and 5F show the ac-
tivity of a typical MEC neuron. This cell fired at a consistent
preferred head direction in the virtual environment, but in the
real world its preferred direction was constantly changing due
to the relative rotation of the two reference frames. For every
MEC neuron, we performed this comparison by calculating the
mean vector lengths in the two reference frames (to quantify
the strength of directional tuning) and by comparing the two
lengths. Of the 497 cells selective to head direction in at least
one of the reference frames (and with sufficient sampling of di-
rections in both), most had stronger tuning in VR (383 cells,
77%), whereas only a minority (25 cells, 5%) had significantly
stronger tuning in the real world (Figure 5G).
Similar preference for the VR reference frame was observed in
grid cells and border cells (Figure S7).
Determination of the Initial Spatial Patterns in VR
We showed that spatial activity patterns preferentially track VR
when virtual and real-world cues are moved relative to one
another. But what sets the initial patterns of activity, at the very
beginning of a recording session? One possibility is that these
spatial patterns are determined by thememory of the virtual envi-
ronment from previous sessions. Another possibility is that these
patterns are set by the real-world (where the animal is located
prior to the experiment), but when the VR projection is switched
on, they begin to shift in response to the rotation of the virtual
cues. To distinguish these possibilities, we recorded place cells
on two consecutive sessions in the same environment. The initial
orientation of the VR environment relative to the real world was
different in the two sessions by a randomly chosen rotation angle
(Figure 6A). If the initial orientation of place cell maps was deter-
mined by the memory of the VR cues, one would expect place
cells to fire in the same part of the environment in the two ses-
sions. On the contrary, if the initial orientation of place cell
maps was set by the real-world cues, one would expect place
fields to keep their initial orientation relative to the laboratory,
but change location in the virtual environment.
Figure 6B illustrates three typical place cells recorded in this
experiment. Although the virtual environment was rotated by
77 between the two sessions, all place fields remained locked
to the virtual environment. Indeed, across the recorded popula-
tion, the best match between firing rate maps recorded on the
two sessions occurred at a 0 rotation relative to virtual coordi-
nates (Figure 6C). Thus, in this example the orientation of the
spatial maps appeared to be set by the VR, rather than the
real-world cues.
Examples shown in Figures 6D–6G illustrate a different
behavior, observed on two other sessions where the virtual envi-
ronment was rotated by 72 and 155. In both cases, place cellsinitially appeared to lock better to the real-world reference frame,
rather than to the virtual environment. For example, cell 3 in Fig-
ure 6D fired roughly in the true ‘‘north’’ of the environment on
both sessions, even though the true north corresponded to
different virtual walls. However, the rotation of place fields rela-
tive to the virtual environment was not 72 and 155, as would
be expected from being determined by the real-world cues.
Rather, place fields rotated by 90 and 180—the closest multi-
ples of 90 to the angles of 72 and 155 (Figures 6E and 6G).
Thus, although field locations in these examples were influenced
by the real world, these locations were constrained by the square
geometry of the virtual environment. For example, cells that fired
in a corner on one session continued to fire in a corner (albeit a
different one) on the second session, whereas cells that fired
along a wall continued to fire along a different wall (e.g., cell 1
in Figure 6D and cell 3 in Figure 6F).
Note that in all examples, the virtual environment was slowly
rotated throughout the session, and place cells followed the vir-
tual environment (as previously shown; Figure 5). Thus, even in
the latter two examples (Figures 6D–6G), place cell maps were
not fully determined by the real-world cues. Rather, real-world
cues set the orientation of these maps relative to the virtual envi-
ronment at the beginning of the session. Then, following the
animal’s transition into VR, place fields were entirely determined
by virtual cues and remained at the initially set virtual location.
Figure 6H shows a summary across all pairs of sessions where
an accurate estimate of place map rotation could be obtained. In
15 pairs of sessions, the virtual environment was rotated by an
absolute amount of <45; in 14 of these pairs, place fields did
not rotate relative to the virtual environment by an amount signif-
icantly different from 0. In 36 additional pairs of sessions, the vir-
tual environment was rotated by an amount exceeding 45. In 22
of these pairs (61%), place fields locked better to the virtual cues
than to the real-world reference frame. In the remaining cases,
place fields initially aligned better to the real-world reference
frame and tended to rotate either by ±90 or 180 relative to
the virtual environment. The rotation angle in these cases devi-
ated from the nearest multiple of 90 by only 4.5 ± 0.9—signif-
icantly less than if the rotation aligned place fields to real-world
cues with no regard for the 90 symmetry (24.8 ± 1.8, p <
0.001, paired t test).
Hippocampal Remapping in VR
In the real world, place cells respond to changes of environment
by exhibiting various types of ‘‘remapping’’ (Muller and Kubie,
1987; Leutgeb et al., 2004; Wills et al., 2005; Colgin et al.,
2008). We wanted to see whether these types of remapping
could be observed across different virtual environments, but in
the same real-world context (recording room, VR apparatus,
etc.).Wedesigned three distinct virtual environments (Figure 7A).
Environments A and B were square arenas of the same size (13
1 or 23 2 m in different rats) and had four objects at the corners.
However, the shapes of these objects, as well as the visual
patterns on the walls and the floors of the arenas were distinct.
Environment C was a circular arena (1.4 or 2.8 m diameter) sur-
rounded by three objects separated by 120.
We recorded 402 place cells in four rats on alternating ses-
sions in geometrically similar environments (A and B). FiguresNeuron 84, 442–456, October 22, 2014 ª2014 Elsevier Inc. 449
Figure 6. Place Field Locations at the
Beginning of a Session Are Partially Influ-
enced by the Real World
(A) Schematic of the experiment. The orientation of
the virtual environment relative to the real-world
(laboratory) was discretely changed between two
sessions.
(B) Rate maps of three place cells recorded on two
sessions; the virtual environment was rotated by
77 between sessions. All place fields reappeared
in the same positions relative to the VR.
(C) Bottom: all ten recorded place cells, including
those in (B). Each row is the cross-correlation of
rate maps from the two sessions, with the rate
map from session 2 rotated by D angle. Colors for
each cell are scaled from lowest correlation (white)
to highest (black). Top: average cross-correlation
across all ten cells. Peak at 0 indicates that rate
maps did not rotate relative to VR.
(D and E) Another example, plotted the same way
as (B) and (C). In this example, place fields rotated
by 90 relative to the VR.
(F and G) Another example, plotted the same way
as (B) and (C). In this example, place fields rotated
by 180 relative to the VR.
(H) For all pairs of sessions, the angle by which the
VR was rotated relative to the real world between
sessions (‘‘environment rotation’’) and the angle by
which place fields rotated relative to the virtual
environment (‘‘place field rotation’’). In most ca-
ses, place fields locked better to the virtual envi-
ronment (points at y = 0); in other cases, fields
locked better to the real world (points closer to the
diagonal). In the latter case, rotations relative to
the virtual environment appeared to be con-
strained to multiples of 90.
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Although the two environments were visually distinct, cells fired
in the same locations relative to one another in both square
arenas. However, some changes in firing rate were observed.
For example, the cell in Figure 7B exhibited a higher firing rate
in environment B and showed consistent increases and de-
creases in firing rate across multiple switches between the two
environments. Examples in Figure 7C show that while some cells
were more active in square arena A, others had a similarly strong
preference for square arena B. These changeswere similar to the
‘‘rate remapping’’ reported in geometrically similar real-world en-
vironments (Muller and Kubie, 1987; Leutgeb et al., 2004).
In the real world, stronger remapping is often observed across
differently shaped environments (Muller and Kubie, 1987; Wills
et al., 2005). We recorded 419 neurons in four rats on alternating
sessions in geometrically distinct virtual environments (A and C
or B and C). We indeed observed stronger changes in firing
patterns across these environments. For example, the cell in
Figure 7D had a place field in the circular arena, but was virtually
silent in the square arena. Across the population, many cells
were active in only the square or the circular environment (Fig-
ure 7E). Other cells had place fields in both environments; how-
ever, while some of these fields were located at similar positions
relative to one another, the locations of other fields changed
across environments (e.g., rightmost cell in Figure 7E). These
types of changes were similar to the ‘‘global remapping’’ re-
ported in differently shaped real environments (Muller and Kubie,
1987; Wills et al., 2005).
We quantified both rate and global remapping across all cells.
We measured rate remapping using firing rate divergence (Lever
et al., 2002), which quantified the change in peak firing rates
across environments compared to the changes across sessions
in the same environment. Across every pair of different environ-
ments, the firing rate divergence exceeded values expected
from repetitions of any individual environment (p < 0.001 for all
comparisons, paired t test, Figure 7F). To quantify global remap-
ping, we measured the spatial correlation of rate maps across
different environments and across sessions in the same environ-
ment. Because rates were normalized to compute correlation,
this measure was not sensitive to overall changes in firing rate,
but only reflected changes in spatial pattern. Across repetitions
of the same environment, median correlation values were high
(0.67–0.74, Figure 7G). For recordings in geometrically similar
environments (A and B), the correlation was not different (0.67,
p > 0.3 for all comparisons, Wilcoxon rank sum test). However,
in geometrically distinct environments (A and C or B and C),
the correlation was significantly lower (0.41 in both cases, p <
0.001).
DISCUSSION
In this study, we designed and tested a VR apparatus for 2D nav-
igation in rats. We recorded hippocampal cells in CA1 and CA3
and observed firing in small, localized fields that, as a population,
covered 2D environments and faithfully represented the animal’s
virtual location. We also recorded in MEC and found previously
described classes of cells (grid cells, head direction cells, and
border cells). All cells exhibited qualitatively similar firing andoccurred in similar proportions within the population to their
counterparts in real-world environments. Additionally, we found
that all cells preferentially followed VR cues when these cues
rotated relative to the laboratory. Thus, in a system that allows
rats to rotate their bodies, visual inputs appear to be sufficient
for engaging 2D spatial activity patterns, similar to those
engaged during real-world navigation.
The animals’ ability to rotate in order to change the bearing
angle is an important difference between our VR setup and
body-fixed or head-fixed setups (Harvey et al., 2009; Ravassard
et al., 2013). In other setups, animals rotate the VR image by
spinning the spherical treadmill around the vertical axis, thus
producing a conflict between vestibular information and visual
flow. Some data suggest that such a conflict might destabilize
activity patterns in the rat navigation system (Knierim et al.,
1995; Shapiro et al., 1997; Czurko´ et al., 1999). In fact, a recent
study showed that place cell activity lacks 2D spatial modulation
in a system that does not allow body rotations (Aghajan et al.,
2013). It remains to be seen whether the presence of rotation
in our system was truly a critical feature required for engaging
2D firing patterns. It also remains to be seen whether systems
that lack rotation, such as those using head fixation, can be
modified to produce such patterns.
Results in our system suggest that the crucial circuit elements
underlying 2D representations are intact and can therefore
be studied with VR. However, there are some quantitative differ-
ences between activity in VR and the real world. One notable dif-
ference we found was the expansion of spacing between grid
cell firing fields in VR. The smallest spacing we observed was
1 m, 2.53 larger than the smallest spacing observed at the
same dorsal-most region of MEC in the real world (Stensola
et al., 2012). Previous recordings of grid cells on 1D linear tracks
in VR showed similarly large grid spacing (smallest spacing of
1.1 m in Domnisoru et al., 2013).
One possible mechanism of grid expansion in VR could be
related to the frequency of theta oscillations. As in other VR sys-
tems (Domnisoru et al., 2013; Ravassard et al., 2013), the theta
frequency we observed was lower than the typical frequencies
in real-world environments (Figures S8A–S8C); this reduction
has been proposed to result from differences in vestibular inputs
(Russell et al., 2006; Ravassard et al., 2013). A correlation be-
tween theta frequency and grid spacing has been observed (Gio-
como et al., 2007); however, expansion has also been observed
under some conditions without an accompanying change in
theta (Brun et al., 2008), and the causal relationship between
the two phenomena is not understood.
Another reason for grid expansion could be the higher speed
of locomotion in our system (average 40 cm/s) compared to
random foraging experiments (Lu and Bilkey, 2010) (Figures
S8D and S8E). It is conceivable that the grid cell spacing is re-
scaled by the typical speed that an animal previously used to
navigate in a given environment—for instance, via a normaliza-
tion of the velocity-related inputs into MEC. Finally, a third
conceivable mechanism is the possible difference in velocity-
related signals between VR and the real world due to differences
in the optic flow or the proprioceptive feedback. If the grid
cell network acts as an integrator of velocity-related inputs
(McNaughton et al., 2006), a rescaling of these inputs wouldNeuron 84, 442–456, October 22, 2014 ª2014 Elsevier Inc. 451
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piece of evidence suggesting that velocity-related signals might
be different in VR is that the slope of the firing rate-velocity rela-
tionship in CA1 neurons was flatter in our system than in real-
world environments (Lu and Bilkey, 2010) (Figure S8F).
Expansion of grid spacing has been observed in some real-
world conditions, such as in novel environments (Barry et al.,
2007). Given the session-to-session stability of place cells we
observed, it is unlikely that VR is always processed as a novel
environment by the navigation system. However, some of the
novelty-related neural processes (i.e., neuromodulatory inputs)
might be engaged due to the sensory differences between VR
and the real world. Further work is required to distinguish be-
tween the possible causes of grid expansion, both in VR and in
real-world situations. Such studies may be informative about
the mechanisms of grid formation and may also expose some
caveats for the use of VR to study these mechanisms.
One issue specific to 2D navigation is the processing of geom-
etry (i.e., boundaries and environment shape) by the navigation
system. In the real world, animals engage in complex interaction
with boundaries, involving not only visual stimulation, but other
sensory modalities and behavioral feedback. We found border
cells in our VR system, suggesting that visual stimulation alone
may be sufficient to produce this firing pattern. Previous studies
showed other features of border cells, such as activity at novel
introduced walls, as well as changes in firing in response to envi-
ronment elongation (Solstad et al., 2008). Although our data
suggest thatMEC responds to the visual perimeter of an environ-
ment, it remains to be seen whether border cells in VR encode
more generalized boundary information, as in (Solstad et al.,
2008).
In addition, we recorded the same CA1 cells in different envi-
ronments and found that their firing was sensitive to the shape
of the virtual environment. We observed changes in firing rate
in identically-shaped, although visually distinct environments.
However, in differently shaped environments, the changes in
firing were more pronounced, including loses and gains of place
fields and changes in the relative locations of some (though not
all) of the fields. Respectively, these responses were similar to
the previously described rate and global remapping responses
(Muller and Kubie, 1987; Colgin et al., 2008). In fact, the magni-
tudes of the changes we observed were similar to those reportedFigure 7. Place Cells Exhibit Different Types of Remapping in VR
(A) Images of virtual environments used for inducing hippocampal remapping.
(B) Example of a CA1 neuron recorded across four alternating sessions in geomet
30min. For each session, Left plots: all recorded spikes, with the spikes of the sho
amplitudes of thewaveforms on the four wires of the tetrode. Right plots: Ratemap
rate. Numbers indicate maximum firing rates for each session. Rightmost plot: ra
(C) Rate maps of simultaneously recorded place cells on sessions in the two sq
numbers: ratios of peak firing rates; cells are sorted from those more active in sq
(D) Example of a CA1 neuron recorded across four alternating sessions in geome
cell in (B). The cell fired very few spikes on the sessions in the square environme
(E) Rate maps of simultaneously recorded place cells on sessions in the square an
rate across the two rate maps.
(F) Firing rate divergence for all pairs of environments. Higher numbers indicate ra
Dashed line: average divergence across reshuffled data sets, in which cell ident
(G) Spatial cross-correlation values for all pairs of environments. Lower numbe
bootstrap SDs of the median. Dashed line: average cross-correlation across resin CA1 in similar real-world experiments (Lever et al., 2002; Leut-
geb et al., 2004). Our environments weremore distinct that those
typically used in the real world and were different not only in
shape, but also in other features like the number and appearance
of objects. It therefore remains to be seen how much of the
global remapping response we observed was truly attributable
to the environment shape.
Finally, we found that when a discrepancy between the real
world and the VR was created at the beginning of a recording
session, place cells often aligned better to their previous orien-
tation in the real world. Yet, even in cases of realignment,
place field rotations relative to the virtual environment were
restricted to multiples of 90, constraining place maps to the
square geometry of the environment. This dominating effect
of geometry further supports our conclusion that environment
boundaries and shape are properly processed in a vision-
based system.
Previous studies found that conflicts between cues can cause
realignment of place fields relative to an environment (Knierim
et al., 1995; Shapiro et al., 1997; Czurko´ et al., 1999). However,
our results are surprising because, following this initial realign-
ment, fields proceeded to track the VR reference frame. Thus,
our results may constitute a form of hippocampal remapping
in which the place fields align to the same set of visual cues,
but at different orientations on different sessions. Because, by
design, only visual cues could contribute to place cell formation
in VR, these results demonstrate that the hippocampusmay form
an internally consistent spatial map that is not driven by the sen-
sory environment.
The success of our VR system at engaging 2D patterns of ac-
tivity suggests that it can be a general-purpose tool for the study
of the spatial navigation system in rats. Several innovations
made this system possible. First, unlike other setups that were
previously used for neural recordings, our system incorporated
a commutator and a 360 screen, enabling rotations and uncon-
strained 2D navigation. To enable these features, we solved the
challenge of designing a projection system in which an immer-
sive environment was combinedwith hardware that neither inter-
fered with the animal’s view, nor created undesirable non-VR
directional cues. Second, we developed a large-scale multielec-
trode recording system by miniaturizing circuits using multiplex-
ing technology to satisfy the constraints of the VR projection.rically similar (square) environments. Sessions were 30 min long, separated by
wn neuron in red. Spikes are plotted in a projection of a 4D space defined by the
s of the neuron. All four ratemaps are color-scaled to the samemaximum firing
te map from the first session scaled to its own maximum firing rate.
uare environments. Colors of all rate maps are independently scaled. Boxed
uare arena B to those more active in square arena A.
trically different (square and circle) environments, plotted the same way as the
nt.
d circular environments. For each cell, colors are scaled to the maximum firing
te remapping. Values are medians across cells ± bootstrap SDs of the median.
ities were scrambled.
rs indicate global remapping. Values are medians across pairs of sessions ±
huffled data sets.
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for rendering images of virtual environments and controlling VR
experiments in real-time. Commercial software systems for 3D
graphics are available, but these programs are usually designed
for advanced 3D gaming or animation. Consequently, they are
difficult to modify, both to attain the basic structure of a rodent
VR experiment and to eliminate unwanted features, such as
complex frame-by-frame movement control, intended for hu-
man use. These software systems often require substantial
customization to implement any new type of an experiment
(Harvey et al., 2009). On the contrary, our software package
has been specifically designed for rodent navigation experi-
ments and streamlined some critical functions, such as prewarp-
ing environment images for projections onto curved screens,
monitoring and processing the animal’s velocity, delivering
rewards, synchronizing behavioral data with electrophysiology,
and implementing arbitrary experimental logic. In addition, the
software included functions for object-oriented access to the
environment, which were optimized for real-time environment
manipulations.
In summary, we demonstrated that commonly studied neural
phenomena in the rat spatial memory system are engaged dur-
ing 2D navigation in VR. Thus, the underlying circuit mechanisms
appear to be functional when only visual stimulation and full-
body rotation are used. The method we presented integrates
hardware, software, electrophysiological recording, and behav-
ioral training. We therefore expect it to be useful for a wide range
of navigation experiments that can benefit from VR.
EXPERIMENTAL PROCEDURES
See Supplemental Experimental Procedures for the details of all of the
following procedures.
Virtual Reality Apparatus and Software
The VR setup contained a Styrofoam spherical treadmill (46 cm diameter) that
was floated using a pressurized air jet, enabling frictionless rotations around
any horizontal axis. The rat was constrained to the apex of the treadmill using
a harness and a hinged arm attached to a commutator, allowing body rotation
around the vertical axis and walking in any direction on the treadmill. A reser-
voir for fluid reward, a solenoid valve and a lick tube were attached to the same
hinged arm and therefore rotated with the animal. Two optical mice positioned
on the equator of the treadmill were used to monitor treadmill velocity. Images
of virtual environments were projected through a transparent ceiling onto a
truncated cone-shaped screen that completely surrounded the animal. This
geometry allowed hardware above the animal to avoid the light path of the pro-
jection (Figure 1B). Custom-written MATLAB software was used for designing
virtual environments, closed-loop monitoring of the animal’s movement,
rendering of VR images, and prewarping of these images for projection onto
the conical screen.
Subjects
All animal procedures were approved by the Princeton University Institutional
Animal Care and Use Committee and carried out in accordance with NIH stan-
dards. Subjects were adult male Long-Evans rats (Taconic). Training started at
an age of 10 weeks. Animals were placed on a water schedule in which sup-
plemental water was provided after behavioral sessions, such that the total
daily water intake was 5% of body weight.
Behavioral Training
Rats were trained to cover 2D environments in three training stages. In the first
stage, they were habituated to the harness and the treadmill. In the second454 Neuron 84, 442–456, October 22, 2014 ª2014 Elsevier Inc.stage, they were placed in an infinitely long virtual linear track with regularly
spaced rewards. The gain between speed in VR and treadmill rotations was
initially three times higher than normal in order to encourage locomotion, but
was gradually reduced during training. In the third stage, animals were placed
in 2D environments that contained either an invisible reward zone (‘‘random
foraging task’’) or a zone indicated by a visual beacon (‘‘target pursuit task’’).
Environments were either square (1 3 1 m or 2 3 2 m) or circular (1.4 m or
2.8 m diameter). When the animal entered the reward zone, delivery of water
(25 ml) to the animal was triggered, and the reward zone was moved to a
new random location. During training, the size of the reward zone was gradu-
ally reduced.
A separate group of rats was trained to perform the ‘‘memory-guided navi-
gation task.’’ In the third stage of training, these rats were placed in one of two
identically-shaped, but visually distinct environments. Each environment had a
stationary reward zone indicated by a visual beacon. On each trial, the rat was
placed at a random location in a randomly chosen environment and was
required to enter the reward zone in order to receive water and initiate the
next trial. During training, visual beacons were made increasingly transparent
and eventually invisible, requiring rats to use memory of reward location to
navigate.
Electrophysiological Recording System
We designed and built a custom 128-channel recording system compatible
with the VR setup. The system contained small headstages (28 3 15 3
1.8 mm, 1.2 g) that used miniature multiplexing amplifier arrays (Intan Technol-
ogies, RHA2132) to filter, amplify and multiplex 32 channels onto a single wire.
Multiplexed signals were digitized at 31.25 kHz per channel using a National
Instruments PCI-6133 data acquisition card. Custom MATLAB software was
used for real-time demultiplexing and recording of the signals.
Tetrode Recording Devices
Microdrive assembly devices with independently movable tetrodes were
custom-designed using principles adapted from Kloosterman et al. (2009)
and manufactured using 3D stereolithography. For recordings of either the
hippocampus or the MEC, devices contained one cannula that guided eight
tetrodes in a single bundle. For recordings of both areas in the same animal,
devices contained two cannulas that guided 16 tetrodes in two separate bun-
dles. For each bundle, a reference electrode was inserted at a fixed depth of
about 1 mm dorsal to the targeted recording location.
Surgery, Recording Procedures, and Histology
Standard stereotaxic surgery procedures were used to implant recording de-
vices above the hippocampus and/or the MEC. On the days following surgery,
tetrodes were advanced by 15–125 mmuntil the CA1 pyramidal cell layer or the
MEC superficial layers were reached. Some hippocampal tetrodes were
advanced further into the CA3 pyramidal cell layer. After the last day of exper-
iments, small lesions to mark tetrode tip locations were made by passing
anodal current (15 mA, 1 s) through one wire of each tetrode. Animals were
perfused transcardially, and brains were processed histologically to identify
recording locations.
Data Analysis
Spike Sorting and Classification
Electrode signals were band-pass filtered and thresholded to extract spike
waveforms. Clustering to identify individual units was performed manually us-
ing peak-to-peak amplitudes of the waveforms. Putative interneurons were
identified by thin spike waveforms and high mean firing rates. Place cells,
grid cells, head direction cells, and border cells were identified using previ-
ously published methods for analyzing data from real-world 2D environments
(see Supplemental Experimental Procedures). Instances in which the same
unit was recorded on multiple days were identified by measuring the Mahala-
nobis distances between clusters identified on successive sessions.
Decoding of Virtual Location
To decode the animal’s location from the activity of hippocampal populations,
we used a procedure adapted fromWilson andMcNaughton (1993). An instan-
taneous population vector was computed from the firing rates of all simulta-
neously recorded pyramidal cells, smoothed with a 2 s rolling square window.
Neuron
2D Virtual Reality System for RatsThe decoded location was defined as the location whose average population
vector had the smallest Euclidean distance to the instantaneous population
vector.
Analysis of Environment Rotation Experiments
For sessions in which the virtual environment was rotated, we defined two
mutually rotating reference frames: the VR reference frame and the real-world
reference frame. The animal’s location and head direction could therefore be
defined in either reference frame. For the analysis of place cells, we asked
whether the spatial information rate (Skaggs et al., 1993) was higher when
the VR location or the real-world location was used. For the analysis of head
direction cells, we asked whether the mean vector length of the head direction
tuning curve was larger when the VR head direction or the real-world head di-
rection was used.
To measure place field rotation across two sessions, we warped all rate
maps (square or circular) onto a circular disk. The rate map from one session
was then rotated in 1 increments, and the Pearson cross-correlation between
the two maps was measured at each rotation angle. Correlation as a function
of angle was averaged across all simultaneously recorded place cells, and the
peak of this average was identified.
Analysis of Remapping
To quantify rate remapping, we measured the firing rate divergence (Lever
et al., 2002). Divergence for each cell was defined as the absolute difference
in firing rates across two environments, divided by the absolute difference in
firing rates across two sessions in the same environment. For each rat, the
median of divergence values across cells was calculated.
To analyze global remapping, we calculated a spatial cross correlation index
across two sessions: As described above, rate maps recorded in two environ-
ments were warped onto a circular disk, one of the rate maps was rotated in 1
increments, and Pearson cross-correlation between the two maps was
computed. At each angle, the average cross correlation across all simulta-
neously recorded cells was calculated. The spatial correlation index for a
pair of sessions was then defined as the maximum average correlation across
all rotation angles.SUPPLEMENTAL INFORMATION
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