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Запропоновано метод побудови класифікацій-
них нечітких баз знань, в яких носієм експертної 
інформації є трендові правила «причини – наслід-
ки». Показано, що класифікаційні нечіткі правила, 
які з’єднують міри значимостей причин і наслід-
ків за допомогою нечітких квантифікаторів, пред-
ставляють множину розв’язків системи нечітких 
логічних рівнянь для заданих класів виходу
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Предложен метод построения классификаци-
онных нечетких баз знаний, в которых носите-
лем экспертной информации являются трендо-
вые правила «причины – следствия». Показано, 
что классификационные нечеткие правила, 
которые связывают меры значимостей причин и 
следствий с помощью нечетких квантификато-
ров, представляют множество решений систе-
мы нечетких логических уравнений для заданных 
классов выхода
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1. Вступ
Побудова класифікаційних нечітких правил ЯК-
ЩО-ТО полягає у визначенні значень входів, які від-
повідають заданому класу виходу [1, 2]. На практиці 
експерту для заданої частини ТО необхідно підібрати 
частину ЯКЩО. Ця задача відноситься до класу 
обернених [3] і полягає у відновленні значень вхідних 
змінних, які найкращим чином пояснюють спостере-
ження [4]. 
Зручним інструментом формалізації експертної 
інформації при моделюванні причинно-наслідкових 
зв’язків є композиційне правило виведення Заде [5], 
яке зв’язує вхідні і вихідні змінні об’єкта (причини і 
наслідки) за допомогою матриці нечітких відношень. 
Задача відновлення входів (причин) формулюється у 
вигляді оберненого нечіткого логічного виведення і по-
требує розв’язання системи нечітких логічних рівнянь. 
Аналітичні [6, 7] і чисельні [8–10] методи розв’язання 
нечітких логічних рівнянь з max-min композицією до-
сліджуються протягом багатьох років. Не дивлячись 
на те, що теоретичні основи нечітких логічних рівнянь 
є добре розвинутими, такі рівняння потребують більш 
ефективного використання їх потенціалу для моделю-
вання систем.
2. Аналіз літературних даних і постановка проблеми
Традиційно задача побудови нечіткої бази знань 
вирішується у два етапи. На першому етапі генеру-
ються абдуктивні гіпотези [11, 12]. На другому етапі 
здійснюється селекція правил, в основі якої лежить 
поняття подібності [13]. Метою селекції є пониження 
складності системи шляхом видалення неефективних 
і надлишкових правил і підвищення точності виведен-
ня шляхом вибору альтернативних правил. На сьогод-
ні немає єдиного методичного стандарту для налашту-
вання структури правил. Сучасні генетичні системи 
здійснюють селекцію за допомогою мір оцінювання, 
які визначають ступінь значущості правил-кандидатів 
у покритті навчальної вибірки та виникненні помилок 
класифікації. Міри подібності та зв’язаності [14, 15] 
або вагові коефіцієнти [16, 17] використовуються для 
генерування правил-кандидатів, злиття або відбору 
альтернативних правил. Багатоцільові генетичні алго-
ритми використовують ці критерії для побудови функ-
ції відповідності з метою автоматичного проектування 
точних і компактних баз правил.
В цій статті пропонується підхід до генерування 
правил на основі формалізації причинно-наслідкових 
зв’язків у термінах рівнянь нечітких відношень [6, 7]. 
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Система класифікаційних правил ЯКЩО-ТО може 
бути перетворена до множини лінгвістичних розв’яз-
ків рівнянь нечітких відношень шляхом переходу до 
сполученої системи нечітких термів [18], де міри значи-
мостей нечітких термів причин і наслідків (підвищен-
ня, падіння) описуються нечіткими квантифікаторами 
(значне підвищення, суттєве падіння) [19, 20]. Такий 
перехід дозволяє з’єднати причини і наслідки трендо-
вими правилами, а міри значимостей причин і наслід-
ків – сполученими правилами, які є якісними розв’яз-
ками рівнянь нечітких відношень для заданих класів 
виходу [19, 20]. Прикладом трендового правила є:
– ЯКЩО попит зростає І запас зменшується ТО 
ціна зростає.
Прикладом сполученого правила є: 
– ЯКЩО значне зростання попиту І суттєве змен-
шення запасу;
– АБО різке зростання попиту І незначне зростан-
ня запасу;
– ТО ціна значно зростає. 
Таким чином, задача генерування правил зводить-
ся до розв’язання системи рівнянь нечітких відношень, 
що дозволяє уникнути процедури селекції правил. В 
роботах [19, 20] використовувались трендові нечіт-
кі відношення, що потребувало розв’язання системи 
нечітких логічних рівнянь із розширеною max-min 
композицією і вимагало значних обчислювальних ви-
трат [10]. В цій роботі пропонується використовува-
ти трендові нечіткі правила, що дозволить понизити 
обчислювальну складність за рахунок розв’язання 
ієрархічної системи нечітких логічних рівнянь з max-
min і двоїстою min-max композицією [2]. Розв’язання 
рівнянь нечітких відношень за допомогою генетичного 
алгоритму забезпечує оптимальну кількість нечітких 
правил для кожного вихідного терму і оптимальну 
форму функцій належності вхідних термів для кожно-
го лінгвістичного розв’язку.
3. Ціль та задачі дослідження
Метою даної роботи є розвинути підхід [19, 20] до 
побудови абдуктивних міркувань на основі трендо-
вих правил, що дозволить понизити складність задачі 
генерування класифікаційних нечітких баз знань. В 
цьому випадку задача оберненого виведення потре-
бує розв’язання системи нечітких логічних рівнянь з 
ієрархічною max-min/min-max композицією [2]. 
Для досягнення поставленої мети вирішувались 
наступні задачі: 
– розробка нечіткої моделі об’єкта на основі трендо-
вих і сполучених правил; 
– розробка алгоритму побудови класифікаційної 
нечіткої бази знань на основі оберненого логічного 
виведення. 
4. Метод побудови класифікаційної нечіткої бази знань
4. 1. Апроксимація трендовими і сполученими 
нечіткими правилами
Розглядається об’єкт виду y f( )= X  з n входами 
1 n(x ,...,x )=X  і виходом y , для якого взаємозв’я-
зок «входи - вихід» може бути представлений у ви-
гляді системи класифікаційних нечітких правил 
ЯКЩО-ТО [1]:
j
jp
i i j
p 1,z i 1,n
[ (x a )] y d
= =
= → =  , j 1,m= ,  (1)
де jpia  – нечіткий терм, який оцінює змінну ix  в пра-
вилі з номером jp ; jd  – нечіткий терм, який оцінює 
змінну y ; jz  – кількість правил, що відповідають 
терму jd . 
Нечітка база знань (1) може бути перетворена до 
множини лінгвістичних розв’язків системи рівнянь 
нечітких відношень шляхом переходу до сполученої 
системи нечітких термів.
Нехай: 
ii1 ik
{c ,...,c }  – множина нечітких термів при-
чин для оцінки параметра ix , i 1,n= ; 1 M{E ,...,E }  – мно-
жина нечітких термів наслідків для оцінки парамет- 
ра y . Перепозначимо множину причин як 1 N{C ,...,C } = 
={
1 n11 1k n1 nk
c ,...,c ,...,c ,...,c }, де 1 nN k ... k= + + . 
Взаємозв’язок «причини – наслідки» будемо зада-
вати системою трендових нечітких правил [1]:
J
JP
i i J
P 1,Z i 1,n
[ (x B )] y E
= =
= → =  , J 1,M= , (2)
де JPiB  – нечіткий терм причини, який описує змінну 
ix  в рядку з номером JP 1,Z= , 
JP
iB ∈ ii1 ik{c ,...,c }; ZJ – кіль-
кість правил, що відповідають класу виходу JE .
Нечіткій базі знань (2) відповідає система нечіт-
ких логічних рівнянь, яка зв’язує функції належності 
нечітких термів причин і наслідків [1]:
JP
J i
J
E BR
JP i
i 1,nP 1,Z
(y) max[w min( (x ))],
==
µ = µ  J 1,M= , (3)
де JE (y)µ  – функція належності змінної y  до терму 
JE ; 
JP
iB
i(x )µ  – функція належності змінної ix  до тер- 
му JPiB ; 
R
JPw  – вага правила з номером JP .
Взаємозв’язок «причини – наслідки» у трендових 
правилах (2) будемо задавати ієрархічною системою 
матриць відношень L JH E⊆ ×R =[ LJr , L 1,K= , J 1,M= ] 
і I LC H⊆ ×V =[ ILv , I 1,N= , L 1,K= ], де LH  – комбіна-
ція вхідних термів у правилі з номером L ; K – число 
комбінацій вхідних термів у (2). Елемент матриці 
нечітких відношень R – це вага правила
 LJ
r ∈[0, 1], яка 
характеризує ступінь впливу комбінації причин LH  
на виникнення наслідку JE . Елемент бінарної матриці 
V – це вага терму ILv {0,1}∈ , де ILv 1(0)=  якщо терм IC  
присутній (відсутній) у комбінації причин LH . 
За наявності матриць R і V система нечітких ло-
гічних рівнянь (3) може бути представлена у вигляді 
ієрархічної системи рівнянь нечітких відношень з max-
min і двоїстим min-max правилами композиції [2]
J LE H
LJ
L 1,K
max(min( ,r )),
=
µ = µ J 1,M= ,   (4)
L IH C
IL
I 1,N
min(max( ,v )),
=
µ = µ L 1,K= .  (5) 
Тут Cм = N1 CC( ,..., )µ µ  – вектор мір значимостей при-
чин IC ; 
Eм = 1 ME E( ,..., )µ µ  – вектор мір значимостей на-
слідків JE ; 
Hм = 1 KH H( ,..., )µ µ  – вектор мір значимостей 
комбінацій причин LH . 
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Для кожного класу jd  
множина розв’язків системи 
рівнянь (3) може бути представлена у вигляді системи 
сполучених правил ЯКЩО-ТО, яка еквівалентна си-
стемі (1):
jp
i
j
A jp
i i j
p 1,z i 1,n
[ { (x ) }] y d
= =
µ = α → =  , j 1,m= ,  (6)
де jpiA – нечіткий терм причини, який оцінює змінну 
ix  в правилі з номером jp ; 
jp
iα  – нечіткий квантифі-
катор, який описує міру значимості причини 
jp
iAµ  в 
правилі з номером jp 1,z= . 
Шляхом переходу від термів jpiα , що описують міри 
значимостей 
jp
iAµ , до термів jpia , що описують змінні ix , 
система правил (6) переписується у вигляді:
j
jp jp
i i i j
p 1,z i 1,n
[ (x (A , ))] y d
= =
= α → =  , j 1,m= ,  (7)
де jpia =(
jp
iA , 
jp
iα ) – сполучений терм, що описує змінну 
ix , i 1,n= , в правилі з номером jp .
Нечіткій базі знань (7) відповідають нечіткі логічні 
рівняння, які зв’язують функції належності сполуче-
них термів у розв’язках системи (3) [1]:
jp
j i
j
d ar
jp i
i 1,np 1,z
(y) max[w min{ (x )}]
==
µ = µ , j 1,m= ,  (8)
де jd (y)µ  – функція належності змінної y до класу jd ; jp
ia
i(x )µ  – функція належності змінної ix  до сполуче- 
ного терму jpia =(
jp
iA , 
jp
iα ); 
r
jpw  – вага правила з номе- 
ром jp .
У нечітких логічних рівняннях використовується 
така функція належності нечіткого терму Т [1]:
T 2(u) 1 (1 ((u ) ) ),µ = + -β σ   (9) 
де β – координата максимуму функції, T( ) 1µ β = ; σ
 
– па- 
раметр концентрації. 
Операція дефазифікації виконується за форму-
лою [1]:
j j
m m
d dr
j
j 1 j 1
y y (y) (y)
= =
= µ µ∑ ∑ . (10)
де r
j
y  – границі класів рішень jd . 
4. 2. Задача оптимізації для оберненого виведення
Якщо правила (7) є розв’язками системи нечітких 
логічних рівнянь (3), то для якісних значень входів 
ix =
jp
ia  і виходу y = jd  у розв’язку з номером jp  
вико-
нується співвідношення:
JP
J i
J
E BR jp
j JP i
i 1,nP 1,Z
(d ) max[w min{ (a )}],
==
µ = µ  J 1,M= .
де JE j(d )µ  і 
JP
iB jp
i(a )µ  – ступені належності якісних зна-
чень ix =
jp
ia  і y = jd  до нечітких термів JE  і 
jp
iB .
Тоді виникає задача оберненого виведення, яка 
формулюється так: для заданих класів виходу y = jd , 
j 1,m= , знайти кількість правил jz  і відновити форми 
функцій належності входів ix =
jp
ia  у кожному правилі.
Побудова нечітких правил (7) потребує розв’язання 
системи нечітких логічних рівнянь (4), (5) для відомої 
матриці відношень R  та якісних значень виходу jy d= , 
j 1,m= . Елементами розв’язку (6) системи рівнянь 
(4), (5) є значення вхідних змінних ix , i 1,n= , для 
яких 
jp
iAµ ( ix )= jpiα , jp 1,z= . Будемо інтерпретувати ці 
значення вхідних змінних як координати максимуму 
функцій належності нечітких термів jpia , що описують 
змінну ix  в рядку jp , jp 1,z= , бази знань (7), де значен-
ню виходу y = jd , j 1,m= , відповідає jz  лінгвістичних 
розв’язків системи (4), (5). 
Вибір комбінацій причин або термів jpiA  для класу 
jd  здійснюється на основі розв’язання системи рів-
нянь (4) з max-min композицією.
Нехай = µ µ1 KH HHj j j( ,..., )µ  – вектор мір значимостей 
комбінацій причин для класу y = jd , j 1,m= . 
Дотримуючись підходу [2, 8–10], задача розв’я-
зання системи нечітких логічних рівнянь (4) фор-
мулюється так. Для кожного значення виходу jy d= , 
j 1,m= , знайти вектор мір значимостей комбінацій 
причин = µ µ1 KH HHj j j( ,..., )µ , який задовольняє обмеження 
LH
j [0,1]µ ∈ , L  1,K= , і забезпечує мінімальну відстань 
між спостережуваними і модельними мірами значи-
мості наслідків:
J L
H
j
2M
E H
1 j j LJ
L 1,KJ 1
F (d ) max(min( ,r )) min
=
=
 
= µ - µ =  ∑ м .   (11) 
Міри значимості комбінацій причин у класі jd  
визначаються єдиним максимальним розв’язком 
H
jµ = 
=( 1 KH Hj j,...,µ µ ) системи рівнянь (4) [6, 7]. 
Пошук максимального розв’язку 
H
jµ  здійснюється 
шляхом багаторазового розв’язання задачі оптиміза-
ції (11) і починається з пошуку її нульового розв’язку 
= µ µ1 KH HHj0 j0 j0( ,..., )µ , j 1,m= . Верхня границя ( L
H
jµ ) знахо-
диться в діапазоні LHj0[ ,1]µ . 
Нехай = µ µ1 KH HHj j j(t) ( (t),..., (t))µ  – розв’язок задачі 
оптимізації (11) на t-ому кроці формування розв’язку 
H
jµ . При пошуку верхніх границь ( L
H
jµ ) передбачаєть-
ся, що =H H1 j 1 j0F ( (t)) F ( )µ µ  і L L
H H
j j(t) (t 1)µ ≥ µ - . Встанов-
лення верхніх границь здійснюється за правилом: 
якщо ≠ -H Hj j(t) (t 1)µ µ , то L
H
jµ = L
H
j (t)µ , L  1,K= . Якщо 
= -
H H
j j(t) (t 1)µ µ , то пошук розв’язку 
H
jµ  припиняється. 
Визначення границь β -параметрів правил здій-
снюється шляхом розв’язання системи рівнянь (5) з 
двоїстою min-max композицією.
Нехай = β βj jj 1 N( ,..., )B = 1 nj j j j11 1k n1 nk( ,..., ,..., ,..., )β β β β  – век-
тор координат максимуму функцій належності нечіт-
ких термів для класу y = jd , j 1,m= .
Дотримуючись підходу [2, 8–10], задача ро-
зв’язання системи нечітких логічних рівнянь (5) 
формулюється так. Для кожного значення вихо-
ду jy d= , j 1,m= , знайти вектор координат макси-
муму = β βj jj 1 N( ,..., )B , який задовольняє обмеження 
j
iiil [x , x ]β ∈ , i 1,n= , і забезпечує мінімальну відстань 
між спостережуваними і модельними мірами значи-
мості комбінацій причин:
=
=
 
= µ - µ β =  ∑ L I j
2K
H C j
IL2 j j I
I 1,NL 1
F (d ) min(max( ( ),v )) min
B
.  (12)
 
Для кожного класу jd , j 1,m= , єдиному максималь-
ному розв’язку 
H
jµ =( 1 K
H H
j j,...,µ µ ) системи (4) відповідає 
множина розв’язків j jS ( ,d )R системи (5), яка визна-
чається єдиним мінімальним розв’язком jB  і множи-
ною максимальних розв’язків 
* H
j jS ( )µ = = *jh j{ , h 1,z }BВ :
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j jS ( ,d )R =
∈
   
B
B B

*
jh j
jhj
S
, .  (13)
Тут B j =
j j
1 N
( ,..., )β β  і B jh = jh jh1 N( ,..., )β β  – вектори ниж-
ніх і верхніх границь координат максимуму jpIβ , де опе-
рація об’єднання виконується над усіма ∈B
* H
jh j jS ( )µ . 
Передбачається, що із збільшенням (зменшенням) 
абсолютного значення параметра jIβ , збільшується 
(зменшується) міра значимості IC jI( )µ β . 
Формування інтервалів (13) здійснюється шля-
хом багаторазового розв’язання задачі оптимізації 
(12) і починається з пошуку її нульового розв’язку 
= β βB j0 j0j0 1 N( ,..., ) , j 1,m= . Нижня границя ( jilβ ) знахо-
диться в діапазоні j0i il[x , ]β . Верхня границя (
jh
ilβ ) для 
h 1=  знаходиться в діапазоні j0 iil[ , x ]β , а для h 1>  – в 
діапазоні 
il
[ , x ] , причому із області пошуку вилуча-
ються максимальні розв’язки 
jp
ilβ , p h< . 
Нехай = β βj jj 1 N(t) ( (t),..., (t))B  – розв’язок зада-
чі оптимізації (12) на t-ому кроці формування ін-
тервалів (13), тобто 2 j 2 j0F ( (t)) F ( )=B B , оскільки для 
всіх ∈jB j jS ( ,d )R  значення критерію (12) однакове. 
При пошуку верхніх границь (
jh
Iβ ) передбачаєть-
ся, що j jI I(t) (t 1)β ≥ β - , а при пошуку нижніх границь 
( j
I
β ) передбачається, що j jI I(t) (t 1)β ≤ β - . Встановлення 
верхніх (нижніх) границь здійснюється за прави-
лом: якщо ≠ -B Bj j(t) (t 1) , то 
jh
Iβ ( jIβ )= jI(t)β , I  1,N= . 
Якщо = -B Bj j(t) (t 1) , то формування інтервально-
го розв’язку B B jhj[ , ]  припиняється. Пошук інтерва-
лів (13) продовжується, допоки виконується умова 
≠B Bjh jp , p h< .
Генетичний алгоритм розв’язання задач оптимі-
зації (11), (12) реалізований у середовищі MATLAB. 
Для реалізації генетичного алгоритму хромосома 
визначається як вектор-рядок двійкових кодів ро-
зв’язків LHjµ і jIβ , L  1,K= , I  1,N= , j 1,m= . Операція 
схрещування виконується шляхом обміну частин 
хромосом в кожному розв’язку LHjµ і jIβ . Функція 
відповідності будується на основі критеріїв (11) і (12). 
Формування інтервальних розв’язків здійснюється 
шляхом багаторазового запуску генетичного алго-
ритму із встановленням уточнених границь області 
пошуку. Умовою завершення алгоритму є відсутність 
нових верхніх і нижніх границь протягом заданого 
проміжку часу. 
5. Результати комп’ютерного експерименту
Розглянемо об’єкт «два входи – один вихід», який 
має еталонну аналітичну модель виду:
y ((2z 0.9)(7z 1) (17z 19) (15z 2))/10= - - - - ,
де 2 21 2z ((x 3.0) (x 2.5) )/ 40= - + - . Модель-еталон зобра-
жена на рис. 1. 
Трендові правила, надані експертом, представлені 
в табл. 1. Нечіткими причинами є: 11c  зниження до 
0, 12c  наближення до 3.0, 13c  підвищення до 6.0 для 
1x ; 21c  зниження до 0, 22c  наближення до 3.0 для x2. 
Нечіткими наслідками є: 1E зниження до –0.7, 2E  
на-
ближення до 1.0, 3E  
підвищення до 3.5. Для побудови 
нечітких відношень використовувався метод парних 
порівнянь [8, 9].
Рис. 1. Модель-еталон
Таблиця 1
Експертні трендові правила 
№
ЯКЩО ТО y
1x 2x 1E 2E 3E
1H 11c 21 0.45 0.89 0.11
2H 11c 22c 0.78 0.33 0.11
3H 12c 21c 0.45 0.21 0.11
4H 12c 22c 0.45 0.21 0.89
5H 13c 21c 0.45 0.89 0.11
6H 13c 22c 0.78 0.33 0.11
Система нечітких логічних рівнянь для генеруван-
ня правил – розв’язків має вигляд:
1 1 2 3
4 5 6
E H H H
H H H
( 0.45) ( 0.78) ( 0.45)
( 0.45) ( 0.45) ( 0.78)
µ = µ ∧ ∨ µ ∧ ∨ µ ∧ ∨
∨ µ ∧ ∨ µ ∧ ∨ µ ∧
2 1 2 3
4 5 6
E H H H
H H H
( 0.89) ( 0.33) ( 0.21)
( 0.21) ( 0.89) ( 0.33)
µ = µ ∧ ∨ µ ∧ ∨ µ ∧ ∨
∨ µ ∧ ∨ µ ∧ ∨ µ ∧
3 1 2 3
4 5 6
E H H H
H H H
( 0.11) ( 0.11) ( 0.11)
( 0.89) ( 0.11) ( 0.11)
µ = µ ∧ ∨ µ ∧ ∨ µ ∧ ∨
∨ µ ∧ ∨ µ ∧ ∨ µ ∧
 
(14)
де                                                                       
,
1Hµ = 11 21c cµ ∧µ ,
2Hµ = 11 22c cµ ∧µ ,
3Hµ = 12 21c cµ ∧µ ,
4Hµ = 12 22c cµ ∧µ ,
5Hµ = 13 21c cµ ∧µ ,
6Hµ = 13 22c cµ ∧µ .    (15)
Задача полягала у побудові сполучених правил, 
які описують об’єкт для m 5= . Параметри функцій на-
лежності нечітких термів 1 3E E÷  і 1 5d d÷ , встановлені 
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експертом, представлені в табл. 2. Для кожного класу 
1 5d d÷  міри значимостей 
E
j(d )µ  визначались за допо-могою функцій належності на рис. 2: 
E
1(d )µ =( 1
Eµ =0.90; 2Eµ =0.25; 3Eµ =0.08); 
E
2(d )µ =( 1
Eµ =0.63; 2Eµ =0.40; 3Eµ =0.09); 
E
3(d )µ =( 1
Eµ =0.36; 2Eµ =0.81; 3Eµ =0.25); 
E
4(d )µ =( 1
Eµ =0.11; 2Eµ =0.27; 3Eµ =0.70); 
E
5(d )µ =( 1
Eµ =0.09; 2Eµ =0.18; 3Eµ =0.90).
Таблиця 2
Параметри функцій належності нечітких термів змінної y
Параметр 1E 2E 3E 1d 2d 3d 4d
β - 0.05 1.14 3.40 0.25 0.50 1.30 2.60 3.00
σ - 0.34 0.27 0.64 0.25 0.25 0.60 0.60 0.60
Рис. 2. Функції належності нечітких термів змінної y
Для кожного класу 1 5d d÷  за допомогою генетично-
го алгоритму отримана множина розв’язків для β - па- 
раметрів сполучених правил, які представлені в 
табл. 3. Інтервали значень β - параметрів визначались 
за допомогою функцій належності нечітких причин, 
параметри яких представлені в табл. 4.
Таблиця 3
Параметри сполучених правил
№
ЯКЩО ТО 
jp
1A 1x
jp
2A 2x y
11 11c [0, 0.39] 22c [2.50, 3.50]
1d12 13c [5.62, 6.0] 22c [2.50, 3.50]
13 12c 1.64 або 4.35 21c 1.02
21 11c [0, 0.56] 22c 2.28 або 3.71
2d22 13c [5.45, 6.0] 22c 2.28 або 3.71
23 12c [0.30, 5.70] 21c 0.88
31 11c [0, 0.35] 21c [0, 0.34]
3d32 13c [5.65, 6.0] 21c [0, 0.34]
33 12c [1.95, 4.05] 22c [1.97, 4.03]
41 12c [2.38, 3.62] 22c [2.39, 3.61] 4d
51 12c [2.67, 3.34] 22c [2.68, 3.32] 5d
Таблиця 4
Параметри функцій належності нечітких причин 
Параметр
1x 2x
11c 12c 13c 21c 22c
β - 0 3.00 6.00 0 3.00
σ - 0.72 0.95 0.72 0.72 0.95
Набір правил в табл. 3 відповідає множині розв’яз-
ків системи нечітких логічних рівнянь (14), (15):
1S( ,d )R ={ 11
cµ =0.78; 22cµ ∈[0.78, 1.0]}
 { 11cµ ∈[0.78, 1.0]; 22cµ =0.78}
 { 13cµ =0.78; 22cµ ∈[0.78, 1.0]}
 { 13cµ ∈[0.78, 1.0]; 22cµ =0.78}
 { 12cµ =0.33; 21cµ =0.33},
2S( ,d )R ={ 11
cµ =0.63; 22cµ ∈[0.63, 1.0]}
 { 11cµ ∈[0.63, 1.0]; 22cµ =0.63}
 { 13cµ =0.63; 22cµ ∈[0.63, 1.0]}
 { 13cµ ∈[0.63, 1.0]; 22cµ =0.63}
 { 12cµ =0.11; 21cµ =0.40},
3S( ,d )R ={ 11
cµ =0.81; 21cµ ∈[0.81, 1.0]}
 { 11cµ ∈[0.81, 1.0]; 21cµ =0.81}
 { 13cµ =0.81; 21cµ ∈[0.81, 1.0]}
 { 13cµ ∈[0.81, 1.0]; 21cµ =0.81}
 { 12cµ =0.45; 22cµ =0.45},
4S( ,d )R ={ 12
cµ =0.70; 22cµ ∈[0.70, 1.0]}
 { 12cµ ∈[0.70, 1.0]; 22cµ =0.70},
5S( ,d )R ={ 12
cµ =0.89; 22cµ ∈[0.89, 1.0]}
 { 12cµ ∈[0.89, 1.0]; 22cµ =0.89},
де терми причин у правилах jpiA  визначаються макси-
мальними розв’язками ( Hм ): 
E
1(d )µ =(
1Hµ =0.33, 2
H
µ =0.78, 
3Hµ =0.33, 4
H
µ =0.11, 5
H
µ =0.33, 6
H
µ =0.78),
E
2(d )µ =(
1Hµ =0.40, 2
H
µ =0.63, 
3Hµ =0.11, 4
H
µ =0.11, 
5Hµ =0.40, 
6Hµ =0.63),
E
3(d )µ =(
1Hµ =0.81, 2
H
µ =0.45, 
3Hµ =0.45, 4
H
µ =0.45, 5
H
µ =0.81, 6
H
µ =0.45),
E
4(d )µ =(
1Hµ =0.33, 2
H
µ =0.33, 
3Hµ =0.45, 4
H
µ =0.70, 5
H
µ =0.33, 6
H
µ =0.33),
E
5(d )µ =(
1Hµ =0.21, 2
H
µ =0.21, 
3Hµ =0.45, 4
H
µ =0.89, 5
H
µ =0.21, 6
H
µ =0.21).
Набір сполучених правил має таку структуру 
(рис. 3). Загальна кількість нечітких правил становить 
14 з наступним розподілом правил по класах: 4 для 1d , 
5 для 2d , 3 для 3d , 1 для 4d  і 5d .
Лінгвістична інтерпретація інтервалів β - параме-
трів представлена в табл. 5, де для оцінки змінної 1x  використовувались нечіткі терми Низький (Н), вище 
Низького (вН), нижче Середнього (нС), Середній (С), 
вище Середнього (вС), нижче Високого (нВ), Високий 
(В), а для оцінки змінної 2x  
використовувались нечіт-
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кі терми Низький (Н), нижче Середнього (нС), Серед-
ній (С), вище Середнього (вС), Високий (В). Параметри 
функцій належності нечітких термів у правилах-ро-
зв’язках, представлені в табл. 6, 7. Функції належ-
ності нечітких термів вхідних змінних представлені 
на рис. 4.
Рис. 3. Структура сполучених правил (границі класів 
позначено: * – d1; 
· – d2; ∆ – d3; + – d4;  – d5) 
Таблиця 5
Лінгвістична інтерпретація інтервальних правил
№ 
ЯКЩО ТО 
1x 2x y
11 
12 
13
Н  
В  
вН або нВ
С – вС 
С – вС 
нС
1d
21 
22 
23
Н  
В 
нС – вС
нС або В 
нС або В 
Н
2d
31 
32 
33
Н  
В 
нС або вС
Н 
Н 
C або В
3d
41 нС або вС вС 4d
51 С вС 5d
Таблиця 6
Параметри функцій належності нечітких термів змінної 1x
Параметр Н вН нС С вС нВ В
β - 0.30 1.60 2.40 3.00 3.60 4.40 5.70
σ - 0.75 0.80 0.50 0.60 0.50 0.80 0.75
Таблиця 7
Параметри функцій належності нечітких термів змінної 2x
Параметр Н нС С вС В
β - 0.30 0.90 2.40 3.00 3.60
σ - 0.70 0.85 0.55 0.60 0.50
Трендові і сполучені нечіткі правила забезпечують 
апроксимацію об’єкта, яка показана на рис. 5. 
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Рис. 4. Функції належності нечітких термів вхідних 
змінних: а – x1; б – x2
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Рис. 5. Результати лінгвістичної апроксимації:  
а – трендовими правилами; б – сполученими правилами
Для трендових і сполучених правил точ -
ність виведення становить на рівні RMSE 0.7429=  
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і RMSE 0.5518= , відповідно. Підвищення точності 
лінгвістичної апроксимації можливо за рахунок на-
стройки нечітких відношень і правил методами, пред-
ставленими в [1, 2].
6. Обговорення результатів оцінки складності 
алгоритму побудови нечітких правил
Порівняно із роботою [1], запропонований метод 
дозволяє замінити розв’язання задачі оптимізації з 
Z(2n 1)+  змінними для двопараметричних функцій 
належності і ваг правил на розв’язання послідовності 
Z  задач оптимізації з 2n  змінними для верхніх і ниж-
ніх границь інтервалів. Порівняно із [19, 20] поетапне 
налаштування мір значимостей причин та їх комбіна-
цій дозволило скоротити кількість змінних з 2N  до 
2n  при налаштуванні форм функцій належності спо-
лучених термів у розв’язках системи рівнянь нечітких 
відношень.
7. Висновки
Запропоновано метод генерування класифікаційних 
нечітких баз знань на основі розв’язання рівнянь нечіт-
ких відношень, що дозволяє уникнути селекції правил із 
множини правил-кандидатів. Система рівнянь нечітких 
відношень є одночасно носієм експертної інформації і ге-
нератором класифікаційних нечітких правил. Для цього 
причини і наслідки з’єднуються трендовими правилами 
або відношеннями, а міри значимостей причин і наслідків – 
сполученими правилами, які є якісними розв’язками систе-
ми рівнянь нечітких відношень для заданих класів виходу. 
Отримано спосіб пониження складності задачі гене-
рування класифікаційних нечітких баз знань за рахунок 
поетапного розв’язання задач оптимізації. Розв’язання 
рівнянь нечітких відношень за допомогою генетичного 
алгоритму забезпечує оптимальну кількість нечітких 
правил для кожного вихідного терму і оптимальну фор-
му функцій належності вхідних термів для кожного 
лінгвістичного розв’язку.
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Дана стаття присвячена створенню мате-
матичної моделі процесу скловаріння шляхом 
отримання математичних моделей окремих 
фізико-хімічних явищ цього процесу. Розглянуто 
такі фізико-хімічні аспекти, як горіння палива, 
плавлення шихти, гідро- та газодинаміка роз-
плаву скломаси та газового середовища, тепло-
обмін у скловарній печі. Отримано темпера-
турні поля скловарної печі
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Данная статья посвящена созданию мате-
матической модели процесса стекловарения 
путем получения математических моделей 
отдельных физико-химических явлений этого 
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ческие аспекты, как горение природного газа, 
плавления шихты, гидро- и газодинамика рас-
плава стекломассы и газовой среды, теплооб-
мен в стекловаренной печи. Получены темпе-
ратурные поля стекловаренной печи
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1. Вступ
Сучасний світовий ринок вимагає постійного вдо-
сконалення виробництва та зменшення затрат на оди-
ницю продукції. Особливо гостро це відчувається у 
скловарному виробництві в Україні, через постійно 
зростаючі ціни на енергоносії, зокрема природній газ, 
який є основним джерелом тепла при виробництві 
скла. Зважаючи на це, необхідно постійно шукати 
шляхи вдосконалення процесу виробництва скла та 
оптимізації затрат на його виробництво. Як правило, 
експерименти на реально працюючому об’єкті прак-
тично не можливі, саме через це виникає потреба ство-
рення імітаційних моделей скловарної печі шляхом 
математичного моделювання.
2. Аналіз літературних досліджень та постановка 
проблеми
Загальною науковою проблемою є отримання ма-
тематичної моделі процесу скловаріння котра б відо-
бражала всі складові цього процесу у повному обсязі. 
Література, присвячена математичному моделюванню 
процесу скловаріння доволі багаточисельна. У робо-
тах [1–3] розглянуто математичні моделі, що базу-
ються на зональному методі розрахунку теплообміну 
випромінюванням. У роботі [4] на основі зонального 
методу моделювання теплообміну в газовому просторі 
печі отримані залежності між довжиною факела і 
його яскравістю та величиною падаючого на скломасу 
теплового потоку. Важливі розробки у сфері матема-
тичного моделювання скловарних печей містяться у 
працях [5–7]. В роботах [5–8] наведено промислову 
точку зору щодо того, які вимоги виносяться до моде-
лей, та підкреслено теми, що потребують подальшого 
дослідження та розвитку. В роботі [6] описано ключові 
явища, які присутні у процесі варки та допоміжних 
процесах (таких, як випаровування на поверхні скло-
маси, іржавіння вогнетривкого покриття) та узагаль-
нено рівняння переносу, що описують гідродинамічні 
процеси та явища теплопереносу у скломасі. У роботах 
[9–10] висвітлено сучасний підхід до моделювання 
температурних полів схожих теплових об’єктів за до-
помогою методів обчислювальної гідродинаміки та 
сучасних програмних засобів.
Оскільки існує значна складність проведення до-
сліджень на реальній працюючій печі, одним із спо-
собів уникнути цих досліджень є математичне моде-
лювання. У скловарній печі одночасно протікає багато 
