In this paper, we provide a method to accelerate the power of splicing systems. We introduce the splicing systems on trees to be built as partially annealed single strands, that is a quite similar notion and a natural extension of splicing systems on strings. Trees are a common and useful data structure in computer science and have a biological counterpart such as molecular sequences with secondary structures, which are typical structures in RNA sequences. Splicing on trees involves (1) complete subtrees as axioms, (2) restriction operated on the annealed subsequences, (3) rules to substitute a complete subtree with another. We show that splicing systems on trees with nite sets of axioms and nite sets of rules can generate the class of context-free languages without the need of multiplicity constraints.
Introduction
We extend the notion of splicing systems, usually de ned on strings, to splicing systems on trees.
Splicing systems (also called H systems) have been developed as a new computational tool for generating formal languages, and are inspired by molecular biology. The original splicing operations are de ned on linear strings like DNA sequences. Main theoretical results which have been established in splicing systems are that extended H systems with nite sets of axioms and nite sets of rules can exactly generate the class of regular languages 6]. They can characterize the class of recursively enumerable languages if we allow multiplicity constraints 2]. However, the multiplicity requirement is very unnatural from the biological point of view, and further it destroys the advantage of massive parallelism in molecular computation 1].
In this paper, we provide a method to accelerate the power of splicing systems. We introduce the splicing systems on trees, to be built as partially annealed single strands, that is a quite similar notion and a natural extension of splicing systems on strings. Trees are a common and useful data structure in computer science and have a biological counterpart such as molecular sequences with secondary structures, which are typical structures in RNA sequences. This extension is motivated by two researches, Genetic programming 4] and Stochastic context-free grammars for modeling RNA 7] .
Genetic Programming is the extension of the Genetic Algorithm into the space of tree-like structures. That is, the objects that constitute the population are not xed-length character strings that encode possible solutions, they are programs expressed in tree-like structures. This extension succeeds to provide the substantial increase of the power and applicability of genetic algorithm.
Stochastic context-free grammars have successfully been applied to modeling families of RNA sequences and their e ectiveness have been shown in computational biology problems such as folding, aligning and discriminating RNA sequences. This research seems to implicitly imply the possibility of splicing on secondary structures which are typical in RNA families to get a generative power for context-free languages.
Preliminaries
A tree over an alphabet V is a rooted, directed, connected acyclic nite graph in which the direct successors of any node are linearly-ordered from left to right. If we consider V as a set of function symbols, the trees over V can be identi ed with well-formed terms over V and written linearly with commas and parentheses. Let V T denote the set of all trees over V . Let denote the null tree in V T . Formally, a grammar is composed of three parts. The rst is a nite alphabet of terminal symbols. For DNA sequences, this alphabet comprises the nucleotides A, T, G and C. The second is a nite set N of nonterminal symbols and a special start symbol S. The third is a set P of rewrite rules (or production rules) that specify how sequences containing nonterminals may be rewritten by expanding those embedded nonterminals to new subsequences. The language generated by the grammar is the set of all sequences of terminal symbols that can be derived from the start symbol S by repeatedly applying productions from P .
A context-free grammar (CFG) is de ned by a quadruple G = (N; ; P; S). Each production rule in P has the form X ! for X 2 N and 2 (N ) , indicating that the nonterminal X can be replaced by the sequence . The language generated by a CFG G is denoted L(G).
A derivation is a rewriting of a sequence using the rules of the grammar. It begins with a sequence that consists only of the start symbol S. In each step of the derivation, a nonterminal from the current sequence is chosen and replaced with the right-hand side of a production rule for that nonterminal. This replacement process is repeated until the sequence consists of terminal symbols only. A simple derivation is shown in Figure 1 .
A derivation can be arranged in a tree structure called a derivation tree. Let D(G) denote the set of derivation trees of a CFG G.
a. Production rules P = f S0 ! S1 ; S7 ! G S8 ; S1 ! C S2 G; S8 ! G; S1 ! A S2 U; S8 ! U; S2 ! A S3 U; S9 ! A S10 U; S3 ! S4 S9 ; S10 ! C S10 G; S4 ! U S5 A; S10 ! G S11 C; S5 ! C S6 G; S11 ! A S12 U; S6 ! A S7 ; S12 ! U S13 ; S7 ! U S7 ; S13 ! C g
c. Parse tree A simple CFG which may be used to derive a set of RNA sequences including the speci c example illustrated here, CAUCAGGGAAGAUCUCUUG. S 0 (start symbol), S 1 ; : : :; S 13 are nonterminal symbols; A, U, G and C are terminal symbols representing the four nucleotides. b. Application of the production rules P could generate the given sequence by the derivation indicated. c. The derivation in b may be arranged in a tree structure called a derivation tree.
Splicing systems on tree structures
We de ne the splicing operation on tree structures.
A splicing rule on tree structures over V is of the form (See Figure 3. ) A splicing scheme on tree structures (or HT system) is a pair = (V; R), where V is an alphabet and R is a set of splicing rules on tree structures over V .
For a HT system = (V; R) and a tree language L V T , we de ne (L) = fz 2 V T j (x; y)`r z for some x; y 2 L; r 2 Rg:
We also de ne the iterated splicing as follows:
For two classes of tree languages, F 1 , F 2 , we denote by HT (F 1 ; F 2 ) the set of all tree languages (L), for L 2 F 1 and = (V; R), R 2 F 2 . Especially, we denote by F IN the class of nite tree languages and by HT (FIN; F IN) the set of all tree languages (L) generated from a nite tree language L 2 F IN and a nite set of splicing rules on tree structures in F IN. 3 RNA secondary structures and tree structures
We demonstrate that a special kind of trees, called skeletons, have a biological counterpart such as RNA sequences with secondary structures and splicing operations on skeletons correspond to splicing on secondary structures of molecular sequences. Let denote the special symbol labeled for internal nodes in trees. A tree de ned over (f g ) is called a skeleton. The skeleton is a tree which has only one label for the internal nodes. It tells us only the shape and terminal nodes of the derivation tree.
On the other hand, in RNA, the nucleotides A, C, G and T interact in speci c ways to form characteristic secondary-structure motifs such as helices, loops and bulges. In general, the folding of an RNA chain into a functional molecule is largely governed by the formation of intramolecular A-T and G-C Watson-Crick pairs. Such base pairs constitute the so-called biological palindromes in the genome.
We consider that such a physical secondary structure of molecular sequence corresponds to a skeleton. A skeleton represents the syntactic structure of a RNA sequence (Figure 4 , right), and this syntactic structure corresponds to the physical secondary structure (Figure 4 , left). Therefore, splicing on secondary structures of RNA sequences (like shown in Figure 5 ) corresponds to splicing on skeletons. We call HT system on skeletons HTS system. Thus HTS system is a formalism for splicing on secondary structures and has the feasible molecular implementation as in RNA. 4 The power of HT systems First we show that splicing on tree structures can exactly generate the class of context-free languages. Next we show our main result that splicing on skeletons is almost equal to the power of context-free grammars. Both proofs are natural extensions of the one in Paun 5] . Figure 4 : A physical secondary structure of RNA sequence and a derivation tree (skeleton) which corresponds to the secondary structure. Conversely, consider the derivation trees of G. Such derivation trees t of depth less than two are in L 0 , hence in (L 0 ). Assume that all such derivation trees of depth less than some n 2 are in (L 0 ) and consider a derivation tree t of the smallest depth greater than n in D(G). If t 6 2 L 0 , it follows that a path in t contains a production rule X ! UY (X; Y 2 N; U 2 N ) on three di erent positions: t = t 0 ( X(U(u 1 ); Y (t 1 ( X(U(u 2 ); Y (t 2 ( X(U(u 3 ); Y (t 3 ))) )) ))) ): Then t 0 = t 0 (X(U(u 1 ); Y (t 1 (X(U(u 2 ); Y (t 3 )))))); t 00 = t 0 (X(U(u 1 ); Y (t 2 (X(U(u 3 ); Y (t 3 )))))): are correct derivation trees of G and the depths of both trees t 0 and t 00 are less than the depth of t and hence less than n. Therefore t 0 ; t 00 2 (L 0 ). From the form of t 0 , t 00 and of splicing rules of , it is obvious that t 2 (L 0 ). Hence D(G) (L 0 ). Conversely, consider the skeletons over V describing derivation trees of G. Such skeletons s which describe derivation trees of G of depth less than two are in L 0 , hence in (L 0 ). Assume that all such skeletons which describe derivation trees of G of depth less than some n 2 are in (L 0 ) and consider a skeleton s which describe a derivation tree of G of the smallest depth greater than n, that is, h(s) is of the smallest depth greater than n in D(G). If s 6 ( (s 3 )) )):
describe correct derivation trees of G and the depths of both trees s 0 and s 00 are less than the depth of s and hence less than n. Therefore s 0 ; s 00 2 (L 0 ). From the form of s 0 , s 00 and of splicing rules of , it is obvious that s 2 (L 0 ).
Consequently, for each derivation tree t of G we nd a skeleton s 2 (L 0 ) such that h(s) is exactly the derivation tree t, i.e., h(s) = t. Hence D(G) h( (L 0 )).
5 Conclusions
Since it has been proved that operating splicing on linear strings we obtain regular languages, unless we consider multiplicity constraints, and as soon as we introduce those constraints we can generate all RE, we looked for some variations to the model to avoid multiplicity and nonetheless to go beyond regular languages.
We de ned a model to generate context-free languages, and structures closely related to them, like derivation trees and skeletons. But it is noticeable that the model so de ned keeps good molecular feasibility, producing molecules resembling some secondary structures of biological objects like RNA.
Even DNA can be assembled in unusual structures, using partial annealings and techniques that could be useful for a concrete implementation of our proposal. A solid-support based methodology to build complex DNA structures has been de ned in 10], and suggestive comments on the experimental pitfalls of this constructions have been reported in 8].
Recently, Winfree, Yang and Seeman discussed in 9] a similar way of generating contextfree languages, based on the joining of short sequences to reproduce the derivation of a string. With respect to that paper, the main advantage of our proposal is that they encoded in the molecules all the terminals and the nonterminals involved by the derivation, while here we can work on the simpler strings representing the skeletons. A correct derivation is still obtained by having the restriction enzymes recognizing speci c substructures and not directly the nonterminals, before splicing two trees to generate a new one.
