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the original data into more stationary signals with different frequencies. Each Intrinsic Mode Function (IMF) 23 has been taken as input data to the back-propagation neural network model. The final predicted SST data is 24 obtained by aggregating the predicted data of individual IMFi. A case study, of the monthly mean SST 25 anomaly (SSTA) in the northeastern region of the North Pacific, shows that the proposed hybrid CEEMD-26 BPNN model is much more accurate than the hybrid EEMD-BPNN model, and the prediction accuracy based 27 on BP neural network is improved by the CEEMD method. Statistical analysis of the case study demonstrates 28 that applying the proposed hybrid CEEMD-BPNN model is effective for the SST prediction. 29
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Introduction 35
The Sea Surface Temperature (SST) is a main factor in the interaction between the ocean and the The decomposition effect is equivalent to EEMD, and the reconstruction error caused by adding white noise 95 is reduced (Tang et al., 2015) . At present, the EMD model and its improved algorithms had been widely used 96 in many fields on ocean science, such as storm surge and sea level rise (Wu et its improved algorithms can effectively reduce the complexity non-stationarity of the non-stationarity time-100 series data, which helps further analysis and processing. 101
The ensemble empirical mode decomposition (EEMD) method is a noise assisted empirical mode 102 decomposition algorithm. The CEEMD works by adding a certain amplitude of white noise to a time series, 103 decomposing it via EMD, and saving the result. In contrast to the EEMD method, the CEEMD also ensures 104 that the IMF set is quasi-complete and orthogonal. The CEEMD can ameliorate mode mixing and 105 intermittency problems. The CEEMD is a computationally expensive algorithm and may take significant 106 time to run. 107 2018) has certain advantages in dealing with nonlinear problems, it is a basic machine learning algorithm 112 and its principle is simple and operability is strong, so in ocean science and engineering it has been widely 113
used. 114
In view of non-stationary and nonlinear monthly mean SST, the EEMD, CEEMD and BP neural network 115 will be used here to study how to improve the accuracy of SST prediction. The hybrid EMD-BPNN models 116 will be established for the prediction of SSTA in the northeastern region of the Pacific Ocean. showed that in the spring and summer of 2014, the high SST area of the northeastern Pacific had expanded 131 to coastal ocean waters, which affected the weather in coastal areas and the lives of fishermen, and even 132 affected the temperature in Washington, USA, causing interference to daily life. 133
In this study, we select the northeastern region of the North Pacific Ocean (in Fig.1, 40°N-50°N , 150°W-134 135°W) to measure sea surface temperatureSST. The time-series data of SST for the study area from 135 January 1982 to December 2016 with a data length of 420 months was obtained from OISST-V2 (Fig. 2) . 136
The monthly mean sea surface temperature anomaly (SSTA) was used in the analysis and calculation. As 137 shown in Fig. 2(a) , it can be found the overall time-series data is very messy, nonlinear and random from the 138 perspective of the image. The purpose of this study is to combine the EEMD algorithm and the CEEMD decomposition algorithm 146 respectively with the BP neural network algorithm to establish a prediction model, a hybrid EMD-BPNN 147 model. The EEMD and CEEMD algorithms are performed on the monthly mean SSTA data to obtain a series 148 of intrinsic mode functions (IMFi). Each IMFi is predicted by a BP neural network and then the IMFi are 149 recombined to obtain the predicted value of SSTA. 150
Decomposition by the EEMD algorithm 151
The SSTA in Fig. 2 i, the EEMD algorithm will reduce the influence of non-stationarity on prediction. The absolute error (ERR) 164 of the decomposition can be calculated by the following Formula (1). 165 ( ) ( ) ( ) ( ) The BPNN algorithm is a multi-layer feedforward network trained according to the error back 213 propagation algorithm and is one of the most widely used deep learning algorithms. The BP network can be 214 used to learn and store a large number of mappings of input and output models without the need to publicly 215 describe the mathematical equations of these mapping relationships. The learning rule is to use the steepest 216 descent method. When applied to SST predicting, the input data are monthly mean SST in previous months 217 and the output data are predicted SST time-series data. The desired data for comparison is the observed actual 218
SST. 219

SSTA prediction model based on hybrid improved EMD-BPNN algorithm 220
The proposed monthly mean sea surface temperature anomaly (SSTA) predicting model includes three 221 The prediction results of each mode decomposition component based on the EEMD algorithm are shown 247
in Fig. 8 . The absolute errors of the predicted value and the actual value are shown in Table 1 . where, xn and yn are the observed and the predicted values respectively, N is the number of data used for 254 the performance evaluation and N is 12 in this study. Results are shown in Table 1 . According to the same method, the eight mode components decomposed by CEEMD algorithm have 270 been analyzed and predicted. The prediction results and error analysis have been shown in Fig. 9 and Table  271 2. It can be seen from Fig. 9 and Table 2 2.0163×10
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The prediction results of the monthly mean SSTA in 2017 are obtained by reconstructing the mode 289 decomposition components (Fig. 10 ) and the absolute error (ERR) of prediction results have been shown in 290 
300
The correlation coefficient between the prediction values based on the CEEMD-BPNN model and 301 observations is 0.97 indicating a significance level of 0.001. The result indicates that SSTA in 2017 was 302 predicted accurately by the CEEMD-BPNN model. As can be seen from the above discussions, the ERR of 303 decomposition components based on the EEMD and CEEMD algorithms will affect the accuracy of the final 304 prediction results. Table 3 shows that prediction results of the hybrid CEEMD and BPNN model are much 305 better than with the EEMD-BPNN. This is because after CEEMD, the original unsteady data are changed 306 into certain components that have fixed frequency and periodicity. The CEEMD algorithm with less 307 decomposition error has less error in the final prediction results, which proves that the CEEMD method has 308 more advantages in data decomposition than the EEMD method. At the same time, we can find that the final 309 prediction error of the two prediction models mainly comes from the first three mode decomposition 310 components, and the error of the last five components has little effect on the accuracy of the final prediction 311 results. 
