Abstract-This paper presents an axiomatic approach to soft learning vector quantization (LVQ) and clustering based on reformulation. The reformulation of the fuzzy c-means (FCM) algorithm provides the basis for reformulating entropy-constrained fuzzy clustering (ECFC) algorithms. This analysis indicates that minimization of admissible reformulation functions using gradient descent leads to a broad variety of soft learning vector quantization and clustering algorithms. According to the proposed approach, the development of specific algorithms reduces to the selection of a generator function. Linear generator functions lead to the FCM and fuzzy learning vector quantization (FLVQ) algorithms while exponential generator functions lead to ECFC and entropy-constrained learning vector quantization (ECLVQ) algorithms. The reformulation of LVQ and clustering algorithms also provides the basis for developing uncertainty measures that can identify feature vectors equidistant from all prototypes. These measures are employed by a procedure developed to make soft LVQ and clustering algorithms capable of identifying outliers in the data set. This procedure is evaluated by testing the algorithms generated by linear and exponential generator functions on speech data.
I. INTRODUCTION

C
ONSIDER the set which is formed by feature vectors from an -dimensional Euclidean space, that is, Clustering is the process of partitioning the feature vectors to clusters, which are represented by the prototypes Vector quantization can be seen as a mapping from an -dimensional Euclidean space into the finite set also referred to as the codebook.
Codebook design can be performed by clustering algorithms, which are typically developed to solve a constrained minimization problem involving two sets of unknowns, namely the membership functions that assign feature vectors to clusters and the prototypes. The solution of such problems is often determined using alternating optimization [1] , [9] . These clustering techniques include the crisp -means [1] , fuzzymeans [1] , and generalized fuzzy -means [17] . Alternative formulations of the clustering problem resulted in a variety of clustering and vector quantization algorithms based on entropy constraints [4] , [6] , [8] , [10] , [11] , [13] , [30] , [33] . Some of the algorithms obtained by entropy-constrained optimization relate directly or indirectly to Gibbs distribution and deterministic annealing [30] , [33] . Minimization of an objective function incorporating the fuzzy partition entropy and the distortion between the prototypes and the feature vectors resulted in entropy-constrained fuzzy clustering (ECFC) algorithms [10] , [11] . Formulations of clustering and vector quantization involving entropy constraints often lead to algorithms similar in form with those produced by an expectation-maximization (EM) formulation of clustering and vector quantization [3] , [5] , [29] .
Recent developments in neural-network architectures resulted in learning vector quantization (LVQ) algorithms [12] , [13] - [15] , [18] - [21] , [22] - [24] , [27] , [28] , [31] - [34] . LVQ is the name used for unsupervised learning algorithms associated with a competitive neural network. Batch fuzzy learning vector quantization (FLVQ) algorithms were introduced by Tsao et al. [31] , and their connection to probabilistic vector quantization models proposed by Yair et al. [33] was studied in [2] . The update equations for FLVQ involve the membership functions of the fuzzy -means (FCM) algorithm, which are used to determine the strength of attraction between each prototype and the input vectors. Karayiannis and Bezdek [19] developed a broad family of batch LVQ algorithms that can be implemented as the FCM or FLVQ algorithms. The minimization problem considered in this derivation is actually a reformulation of the problem of determining fuzzy -partitions that was solved by the FCM algorithm [9] . Reformulation is the process of reducing an objective function treated by alternating optimization to a function that involves only one set of unknowns, namely the prototypes [19] . The function resulting from this process is referred to as the reformulation function. This paper extends the concept of reformulation to ECFC algorithms and presents an axiomatic approach to soft LVQ and clustering based on reformulation.
II. REFORMULATING FUZZY CLUSTERING ALGORITHMS
The importance of reformulation in LVQ and clustering was revealed by a recent publication, which showed that a broad family of batch LVQ algorithms can be derived by minimizing [19] (1) where is the generalized mean (or unweighted -norm) of defined as [7] (2)
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The form of (3) indicates that (1) is a new functional expression for the reformulation function that was discussed by Hathaway and Bezdek in [9] . The reformulation function (3) can also be written as (4) with and (5) with
A. Entropy-Constrained Fuzzy Clustering Algorithms
Consider the -partition of that is, the partition of in clusters represented by the set of prototypes Let be the membership function that assigns the feature vector to the cluster represented by the prototype The matrix defines a fuzzy -partition of if and Let be the set of all matrices that define fuzzy -partitions of
The entropy was proposed by Shannon as a measure of uncertainty for statistical models. Bezdek [1] proposed the partition entropy as a formal analogy for fuzzy -partitions. The partition entropy of any fuzzy -partition of is defined as (6) where if The definition of the partition entropy implies that
The partition entropy is minimized if and only if the -partition is crisp, that is, if and only if each entry of takes only the values zero or one. The partition entropy attains its maximum value if and only if corresponds to a maximally fuzzy -partition, i.e., if and only if ECFC algorithms were developed to solve the minimization problems [11] (7)
where the matrix is a fuzzy -partition, is defined in terms of the partition entropy as (8) and , is the the average distortion between the feature vectors and the prototypes , defined as (9) , is defined in terms of the scaling parameter and the fuzzification parameter
The scaling parameter can be used to develop clustering algorithms invariant under uniform scaling of the feature vectors
The fuzzification parameter determines the relative effect of the entropy and the distortion terms on the objective function , If , the entropy term is dominant and minimization of , implies maximization of the partition entropy As the value of decreases, the effect of the entropy term reduces and the minimization of the distortion between the feature vectors and the prototypes plays an increasingly dominant role. If , the effect of the entropy term in (7) is eliminated and the clustering process is almost exclusively based on the minimization of the distortion , between the feature vectors and the prototypes. The solution of this problem was determined using alternating optimization [11] . The coupled necessary conditions for solutions , of (7) are (10) where , and
The fuzziness of the -partition produced by this formulation depends on the value of [11] . If then approaches zero and Such a value of produces a maximally fuzzy partition. As the value of decreases, (10) assigns membership values to the feature vectors according to their relative distance from a certain prototype. As , the membership function (10) approaches the indicator function of the crisp -means algorithms, that is, if and otherwise. The transition from a maximally fuzzy to a nearly crisp partition can also be seen as an annealing process. The value of increases as the value of decreases, while as Clearly, can be interpreted as the system temperature which decreases from a very high value to zero during the annealing process. In this context, the fuzziness of the partition relates to the number of accessible states for the system.
The ECFC algorithms described above and other algorithms based on entropy-constrained optimization are not inherently invariant to uniform scaling of the feature vectors [11] . Unless entropy-constrained clustering and vector quantization algorithms are specifically designed to be invariant to uniform scaling of the feature vectors, they could produce trivial partitions if the free parameters that determine the decay rates of the exponential functions force them to take values close to zero or one. The development of clustering algorithms invariant under uniform scaling of the feature vectors can be accomplished by using the scaling parameter to balance the relative effect of the entropy and distortion components of the objective function (7) . The scaling parameter can be computed at each iteration according to the condition (12) where is a bias constant that determines the relative weight assigned to the partition entropy and scaled average distortion components of the objective function (7) . If , the evaluation of the scaling parameter according to (12) favors the average distortion over the partition entropy. Conversely, the evaluation of according to (12) increases the role of the partition entropy in the clustering process if According to the scheme presented above, can be computed at each iteration in terms of the current estimates of the prototypes and the membership values as (13) In the beginning of the clustering process, where the membership values are unknown, it can be assumed that the partition is maximally fuzzy, that is, In this case, the scaling parameter can be evaluated by requiring that which is satisfied if (14) B. Reformulating ECFC Algorithms ECFC algorithms can be reformulated using the same procedure that resulted in the reformulation of the FCM algorithm. The functional (7) minimized by ECFC algorithms can be written as (15) If are optimally given as in (10) , then
where (17) If are given in (10), then combining (15) and (16) gives (18) Since (18) gives (19) Since the term is independent of the prototypes, the reformulation function (19) that corresponds to ECFC algorithms can be simplified as where (20) with and (21) with
III. GENERALIZED REFORMULATION FUNCTION
The FCM and ECFC algorithms correspond to reformulation functions of the same basic form. This motivates the search for a generalized reformulation function that can lead to a variety of soft LVQ and clustering algorithms. Consider the family of functions of the general form (22) where (23) The search for admissible reformulation functions of this form requires the determination of the conditions that must be satisfied by the functions and involved in their definition, which are assumed to be differentiable everywhere.
A. Update Equations
Minimization of admissible reformulation functions of the above form using gradient descent can produce a variety of batch LVQ algorithms. The gradient of with respect to the prototype can be determined as (24) The update equation for the prototypes can be obtained according to the gradient descent method as which gives (25) where is the learning rate for the prototype and the competition functions are computed in terms of and as (26) The LVQ algorithms derived above can be implemented iteratively. Let be the set of prototypes obtained after the th iteration. According to the update equation (25), a new set of prototypes can be obtained according to (27) where are the learning rates at iterate and with Under certain conditions, the LVQ algorithms described by the update equation (27) reduce to iterative clustering algorithms [31] . The update equation (27) can also be written as (28) According to (28) , can be evaluated only in terms of the feature vectors if the direct effect of diminishes. This can be accomplished if or, equivalently, if
The closed-form formula that can be used to compute the prototypes at each iteration is obtained by substituting the learning rates at (29) in the update equation (28) as (30) B
. Admissible Reformulation Functions
The search for admissible reformulation functions is based on the properties of the competition functions which regulate the competition between the prototypes for each feature vector
The following three axioms describe the properties of admissible competition functions. Axiom 3 implies that a prototype that is closer in the Euclidean distance sense to the feature vector than another prototype is attracted more strongly by this feature vector.
Axioms 1-3 lead to the admissibility conditions for reformulation functions summarized by the following theorem.
Theorem 1: Let be a finite set of feature vectors which are represented by the set of prototypes Then, the function defined by (22) and (23) is an admissible reformulation function of the first (second) kind in accordance with the axiomatic requirements 1-3 if and are differentiable everywhere functions of satisfying the condition and are both monotonically decreasing (increasing) functions of and is a monotonically increasing (decreasing) function of Proof: The proof of this theorem is presented in Appendix A.
C. Special Cases
The reformulation function that corresponds to the FCM algorithm can be obtained as a special case of the generalized reformulation function defined by (22) and (23) The reformulation function corresponding to ECFC algorithms can be obtained as a special case of the generalized reformulation function defined by (22) and (23) (34) 
A. Competition and Membership Functions
Given an admissible generator function , the corresponding soft LVQ and clustering algorithms can be obtained by gradient descent minimization of the reformulation function defined by (22) and (23) This is the form of the competition functions of the batch LVQ algorithms developed by minimizing (1) using gradient descent [19] .
Since the condition (44) becomes
The condition (51) implies that the linear generator function produces fuzzy -partitions, with the membership functions obtained from the competition functions as Using (50)
which are the membership functions of the FCM algorithm [1] .
2) Exponential Generator Functions:
The proposed formulation can also produce fuzzy -partitions if , which corresponds to and For this generator function, (43) gives (53) In this case, and For , the competition functions can be obtained using (53) as (54) This is the form of the competition functions of entropyconstrained learning vector quantization (ECLVQ) algorithms [13] .
For this generator function, the condition (44) becomes
According to (55), the exponential generator function also produces fuzzy -partitions, with the membership functions obtained from the competition functions as For and (54) gives (56) which are the membership functions of ECFC algorithms [10] , [11] .
VII. EXPLORING THE STRUCTURE OF THE DATA
The performance of clustering and vector quantization algorithms is strongly affected by the existence of outliers in the feature set, i.e., by "noisy" samples that do not belong to any of the clusters. Unless outliers are identified and suppressed or eliminated, they can influence the formation of clusters by competing with the rest of the feature vectors to attract the prototypes. Because of the constraint (45), fuzzy clustering and learning vector quantization algorithms assign to outliers membership values that fail to represent "degree of belonging" to various clusters. This disadvantage can be remedied by establishing uncertainty measures that can identify outliers in the set of feature vectors [17] . The analysis which follows derives uncertainty measures for soft clustering and LVQ algorithms generated by increasing generator functions by building upon the axiomatic approach proposed in this paper. The extension of this analysis to algorithms generated by decreasing generator functions is straightforward.
A. Uncertainty Measures
The soft LVQ and clustering algorithms developed in Section VI are uniquely determined by the ratios , which are defined in terms of the corresponding generator function by (43). Let be the harmonic mean of , defined as (57)
If
, then can be written as (58) where denotes the generalized mean of , and is the arithmetic mean of , which can be obtained from the generalized mean for Since and the generalized mean is an increasing function of [7] (59) with the equality holding if If , then is equidistant from all the prototypes. If , then the corresponding feature vector is almost equidistant from the prototypes if is sufficiently close to one.
The uncertainty measures can also be expressed in terms of the competition and membership functions of the soft LVQ and clustering algorithms corresponding to the generator function
The competition functions of the soft LVQ algorithms generated by the generator function can be written in terms of as Thus, the uncertainty measures take the form 
B. Identifying Outliers in the Data Set
A feature vector is an outlier if it is distant from all prototypes. Although the feature vectors that are equidistant from the prototypes are not necessarily outliers, simple geometry reveals that the outliers existing in the feature set tend to be equidistant from all prototypes [17] . Therefore, the search for outliers in the feature set can be restricted to the feature vectors assigned uncertainty measures close to one.
Let be the set of feature vectors assigned uncertainty measures close to one. Let also be the set containing the indexes of all feature vectors in , that is, The outliers in the feature set can be identified among the feature vectors in by establishing some quantitative measure indicative of their location in the feature space relative to the prototypes. For increasing generator functions , the outliers among the feature vectors can be identified by computing (64)
If there exist outliers among , then their corresponding measures (64) are expected to be significantly higher than all the rest. The identification of outliers can be facilitated by establishing relative instead of absolute measures, such as the following outlier indicators
The advantage of the outlier indicators defined at (65) is that they satisfy , and also In practical applications, the outliers can easily be identified with various levels of confidence using the normalized values of the outlier indicators, defined as (66) where and denote the sample mean and standard deviation of , respectively. A feature vector can be characterized as an outlier if is sufficiently close to one and , where is a positive integer. The confidence of this decision increases as approaches one and the value of increases above one. 
5) If
and then go to Step 4).
VIII. IMPLEMENTATION OF THE ALGORITHMS
The algorithms described in this paper can be implemented as clustering or batch LVQ algorithms. During the th iteration, the prototypes are computed in terms of the set of prototypes available after the th iteration according to (27) . The update equation (27) defines a clustering algorithm if is fixed during the learning process and the learning rates are computed at each iteration as The batch scheme (27) can be implemented as an LVQ algorithm if and the value of is not fixed during learning. In such a case, the update equation (27) is necessary for extreme points of the corresponding minimization problem based on (22) and (23) with and In other words, the objective function for which the updates (27) are necessary varies with [19] . If decreases during learning, the update equation (27) produces descending LVQ algorithms [31] . In such a case, codebook design can be seen as an annealing process with playing the role of the system temperature. In practice, is often calculated at iterate as (67) where and are the initial and final values of , respectively, and is the total number of iterations [31] . The clustering algorithm resulting from the proposed formulation with is the FCM [1] . The clustering algorithm resulting from the proposed formulation with is the ECFC, which is summarized in Table I . The learning vector quantization algorithm resulting from the proposed formulation with can be implemented as the FLVQ [2] , [31] . The LVQ algorithm resulting from the proposed formulation with is the ECLVQ, which is summarized in Table II .
IX. EXPERIMENTAL RESULTS
The algorithms described in this paper were tested on a set of two-dimensional (2-D) vowel data formed by computing the first two formants F1 and F2 from samples of ten phonemes spoken by different speakers [25] , [26] . This data set has been extensively used to compare different pattern classification approaches because of the significant overlapping between the points corresponding to different phonemes in the F1-F2 plane [25] , [26] . The available feature vectors were used to form the 2-D vowel data set shown in Fig. 1 , which contains 338 vectors. The algorithms presented in this paper were tested using a normalized version of the 2-D vowel data produced by replacing each feature sample by where and denote the sample mean and standard deviation, respectively, of this feature over the entire data set. The algorithms tested in these experiments were initialized using the same set of randomly selected prototypes. All clustering algorithms were tested with a fixed 
value of
The LVQ algorithms were implemented with values of decreasing linearly from to The clustering and LVQ algorithms generated by were tested with The performance of the algorithms was evaluated by counting the number of crisp clustering errors, i.e., the number of feature vectors that were assigned to a wrong physical class by terminal nearest prototype partitions of the data. With the exception of the feature vectors corresponding to the phoneme "who'd," the feature vectors from each of the other classes were represented by two or more prototypes. This is consistent with the structure of the feature space. It is clear from Fig. 1 that only the feature vectors representing the phoneme "who'd" form a cluster that is relatively well separated from the rest of the data. The clustering errors were counted by assuming that a cluster corresponds to a physical class if the majority of the feature vectors represented by its prototype belong to this physical class. According to this scheme, almost 50% of the feature vectors were clustered incorrectly by the algorithms produced by and Nevertheless, this data set is particularly hard for any unsupervised clustering algorithm due to extensive overlapping. Note that even supervised pattern classifiers classify incorrectly more than 20% of the feature vectors from this data set [16] , [20] , [25] , [26] . Tables III and IV show 5% of the feature vectors from the 2-D vowel data set ordered according to the proximity of their uncertainty measures to one by the soft clustering and LVQ algorithm generated by and , respectively. For each of these feature vectors, Tables III and IV also show the normalized values  of  the corresponding outlier indicators. According to Table I , the clustering algorithm generated by assigned the highest normalized outlier indicator value to the feature vector which represents the phoneme "heed." The algorithm also assigned relatively high values to the feature vectors representing the phoneme "had," and representing the phoneme "head." The normalized values of the outlier indicators assigned to the rest of the feature vectors were significantly lower. This implies that these feature vectors are almost equidistant from all prototypes but they are not located far enough to qualify as outliers. Thus, is the only feature vector that was clearly identified as an outlier by the clustering algorithm generated by According to Table III , the LVQ algorithm generated by also identified the feature vector as an outlier. However, the normalized value of the outlier indicator assigned to this feature vector by this algorithm was lower than that assigned to the same feature vector by the corresponding clustering algorithm tested with a fixed value of This can be attributed to the fact that the LVQ algorithm was implemented with values of that decreased linearly from a high initial value to the final value For high values of , the algorithm produces partitions that are close to a maximally fuzzy partition. This implies that even the outliers in the feature set are allowed to attract the prototypes for high values of
The effect of the outliers on the prototypes decreases as the value of decreases. In addition to the feature vector the LVQ algorithm assigned relatively high normalized outlier indicator values to the feature vector representing the phoneme "head," and the feature vectors and all representing the phoneme "had." However, these feature vectors can hardly be considered as outliers, as indicated by comparing their uncertainty measures to one and the normalized values of their outlier indicators to the highest value 1.857 that was assigned to feature vector
The validity of the results of the algorithms generated by can easily be verified by inspecting the feature space shown in Fig. 1 . According to Table IV, the uncertainty measure values assigned by the clustering and LVQ algorithms generated by to all feature vectors were significantly lower than 1. This is an indication that there were no feature vectors equidistant or almost equidistant to the prototypes created by these algorithms. As a result, the algorithms did not identify any outlier in the feature set. This is a direct consequence of computing the competition and membership functions in terms of the exponential generator function , which increases much faster than the linear generator function as increases. The competition and membership functions corresponding to allow all feature vectors to attract some selected prototypes, including those that can be considered as outliers. As a result, the final prototypes represent all feature vectors, including the outliers.
X. CONCLUSIONS
The relationship between FCM and FLVQ algorithms indicated that clustering algorithms can alternatively be derived by minimizing their corresponding reformulation function using gradient descent. This relationship motivated the reformulation of ECFC algorithms presented in this paper, which indicated that a broad variety of soft LVQ and clustering algorithms can be developed by minimizing an admissible reformulation function. According to the proposed formulation, the development of new algorithms reduces to the search for a generator function that satisfies certain conditions. FCM and ECFC algorithms can be interpreted as special cases of the proposed formulation corresponding to linear and exponential generator functions, respectively. The algorithms described in this paper were tested on a data set formed by 2-D vowel data. These experiments indicated that the clustering and LVQ algorithms generated by are capable of identifying outliers in the feature set. On the other hand, the clustering and LVQ algorithms generated by attempt to create prototypes that represent equally well all feature vectors, including the outliers that might be contained in the feature set.
The most important contribution of this paper is perhaps the axiomatic approach proposed for developing soft LVQ and clustering algorithms, which could eventually replace alternating optimization as the exclusive tool for vector quantization and clustering. The simplicity of the proposed approach allows the development of algorithms that would not be the product of alternating optimization techniques [14] , [15] . In fact, the fuzzy LVQ and clustering algorithms produced by the proposed formulation using linear and exponential generator functions constitute only a tiny subset of all possible algorithms that can be generated by this approach. Any admissible generator function other than those considered in this paper leads to soft but not necessarily fuzzy LVQ and clustering algorithms. The search for admissible generator functions leading to soft LVQ and clustering algorithms can be facilitated by the behavior and properties of the algorithms considered in this paper. The results of this study indicate that the search for potential generator functions would involve admissible functions increasing faster than the linear generator function and slower than the exponential generator function. The development of such algorithms and the study of their behavior and properties are currently under investigation. 
