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RECONSTRUCTION OF THE ONE-DIMENSIONAL THICK
DISTRIBUTION THEORY
YUNYUN YANG
Abstract. The theory of thick distributions (both in dimension 1 and in
higher dimensions) was constructed in recent years [7, 27]. However this the-
ory of distributions with one thick point in dimension one is very different
from that in higher dimensions. In this paper the author uses the language
of asymptotic analysis to reconstruct the 1-dimensional thick distribution the-
ory and to incorporate it into the framework of the higher-dimensional thick
distribution theory. Some new concepts and interesting results appear in this
paper from viewing singular functions in a different way.
1. Introduction
In recent years, some research in mathematics and physics suggests us to consider
non-smooth functions as test functions in the theory of distributions. In particular,
one considers functions with a point singularity. The emergence of the special
point either corresponds to the singularity of the field equations, or to the non-
linearity caused by the multiplication of distributions [1, 2, 3, 4, 12, 13, 27]. Classical
distribution theory cannot handle these problems.
In the past decades, researchers have done some work to solve these problems.
Blanchet and Faye develop such a scheme in the context of finite parts, pseudo-
functions and Hadamard regularization, to study the dynamics of point particles in
high post-Newtonian approximations of general relativity [2]. Their work was built
upon the the discussion by Sellier of Hadamard finite part of smooth functions with
one point singularity [22].
Considering distributions with a point singularity can also be applied to the
research of point-source fields. Basic electrodynamics tells us that, because of
∇2 1r = −4πδ (x) and the Poisson’s equation ∇
2Φ (x) = −ρ (x) /ǫ0, we can describe
the potential of a point-source field caused by an electron ρ (x) = qδ (x) . Yet
applying the Laplace operator ∇2 = 1r2
∂
∂rr
2 ∂
∂r + ...directly on
1
r cannot give us the
desired ∇2 1r = −4πδ (x) . In order to solve this, Blinder [3] and Hu [16] suggest
to use sgn (r) /r instead of 1/r to have ∇2 sgn(r)r = −2δ (r) /r
2 = −4πδ (x) . Yet
sgn (r) /r and −2δ (r) /r2 both are NOT well-defined distributions. In fact, they
are so called “thick distribution”.
Paskusz [20] points out, it is not rigorous to say H (x) δ (x) = 12δ (x) based on
H (x) = H2 (x) . Indeed, taking distributional derivative on both sides of H (x) =
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H2 (x) does give us 2H (x) δ (x) = δ (x) . Yet, if one continues to multiply both
sides with 2H (x) one gets δ (x) = 2H (x) δ (x) = 4H2 (x) δ (x) = 4H (x) δ (x) ,
and then gets 2 = 4. In fact, both H2 (x) and H (x) δ (x) are not well-defined
distributions. One cannot simply apply distributional derivatives on both sides of
the above equation.
Bowen, [4], points out that, when we multiply two distributions, the product
rule may not apply. For example, let njk = xjk/r, where xjk is the jk-th coordinate
and r is the radius r =
√
x21 + ...+ x
2
n. We have
∂
∂xi
(nj1nj2nj3
r2
)
6= nj1nj2
∂
∂xi
(nj3
r2
)
+
nj3
r2
∂
∂xi
(nj1nj2) .
where the ∂ means the distributional derivative. However, the equation holds when
one considers ”thick distributional derivative”.
A one-dimensional thick distribution theory was first developed by Estrada and
Fulling in order to solve some of these dilemmas [7]. They define the ”thick test
function space” as the topological vector space consists of all compactly supported
functions which are smooth on R\ {a}, and whose one-sided derivatives at x = a
exist. They defined the ”thick distribution space” as the dual space of the thick
test function space.
The thick distribution theory of higher dimensions was later developed by Estrada
and Yang [27]. We also published a series of papers to further develop the applica-
tion of thick distributions [9, 25, 26, 29]. In higher dimensions, we define the ”thick
test functions” as those compactly supported functions that are smooth on Rn\ {a} ,
and which have a strong asymptotic expansion near a : φ (a+ x) ∼
∑∞
j=m aj (w) r
j
when x → 0, where aj (w) is a smooth function on the unit sphere S
n−1. Given a
proper topology, the space of all such functions is a topological vector space. We
then define the dual space as the ”thick distribution space”.
One could see that because Rn (n ≥ 2) is connected when taking away a sin-
gle point a, while R is disconnect doing the same thing, the construction of the
higher dimensional thick distribution theory is very different from that of the one-
dimensional case. One could not talk about ”one-sided derivatives” in the higher
dimensional case. Instead, we used the asymptotic expansion behavior near the
singularity to describe thick test functions.
The purpose of this present article is to try to combine these two seemingly
different theories, and to incorporate the one-dimensional thick distribution theory
into the framework of the higher dimensional thick distribution theory. This work
will give us some insights of the function space itself.
About the notation: d/dx means the ordinary derivative, d/dx means the dis-
tributional derivative, d∗/dx means the thick distributional derivative.
This is the structure of this article: in Section 2 we give a brief review of the
established thick distribution theory. Section 3 is the main part of this article,
we introduce a new one-dimensional thick distribution theory there, which is more
allied with the higher dimensional thick distribution theory, and the established one-
dimensional thick distribution theory is a special case of the new thick distribution
theory. In this section, we firstly identify R\ {0} with S0 × R+, where ”S
0” de-
notes the ”0-dimensional unit sphere”, namely, the 2 end-points of the line segment
[−1, 1]. Under this viewpoint, we define the meaning of a function f (x) = f (w, r)
having an asymptotic expansion
∑∞
j=m aj (w) r
j as r → 0+, where w ∈ S0. Then,
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we give a few examples where viewing f (x) as f (w, r) are quite elegant, as well as
a few lemmas discussing a few properties of f (w, r) . In subsection 3.2 we introduce
a new thick test function space in one-dimensional case. Under our definition, the
established thick test function space in one-dimensional case is a closed subspace.
In subsections 3.3 and 3.4, we reconstruct the one-dimensional thick distribution
theory, and provide a few examples of the new thick distributions. At the end of the
article we provide a solution of a problem pointed out by Paskusz, of multiplying
Schwartz distributions, in the context of the new one-dimensional thick distributoin
theory.
2. Review of the established 1-dim and higher dimensional thick
distribution theory
2.1. One-dimensional thick distribution theory. One-dimensional thick dis-
tribution theory was developed by Estrada and Fulling in 2007 [7]. In their paper,
the ”thick test function space” is defined as the topological vector space consists
of all compactly supported functions which are smooth on R\ {a}, and whose one-
sided derivatives at x = a exist. One denotes thick test function space D∗,a (R) .
Given a proper topology, the usual test function space D (R) is a closed subspace of
D∗,a (R) . Then they define the dual space of D∗,a (R) as “thick distribution space”,
denoted D′∗,a (R) . If a = 0, we simply denote the space of thick test functions and
thick distributions D∗ (R) and D
′
∗ (R), respectively.
By the Hahn-Banach theorem, the usual distribution space D′ (R) is just a pro-
jection of D′∗,a (R) . Namely, any usual distribution f has a lifting f˜ in D
′
∗,a (R) ,
such that π
(
f˜
)
= f, where π is the projection operator.
An example of thick distribution in D′∗ (R) would be δ+ (x) : for any thick test
function φ (x), we have
〈δ+ (x) , φ (x)〉 = φ+ (0) ,
where φ+ (0) denotes lim
x→0+
φ (x) , the rightside limit of φ (x) ; and φ− (0) denotes
lim
x→0−
φ (x) . Moreover, one can define an extension of the Dirac delta function as:
(2.1) δ∗,λ (x) = λδ+ (x) + (1− λ) δ− (x) .
Namely, the projection of δ∗,λ (x) onto the usual distribution space is the Dirac
delta function δ (x): if we use i : D (R) →֒ D∗ (R) to denote the inclusion and π :
D′∗ (R) → D
′ (R) the projection, then one clearly sees that, for any φ (x) ∈ D (R) ,
we have φ+ (0) = φ− (0) = φ (0) , then,
〈π (δ∗,λ (x)) , φ (x)〉 = 〈δ∗,λ (x) , i (φ (x))〉
= λφ+ (0) + (1− λ)φ− (0)
= φ (0) = 〈δ (x) , φ (x)〉 .
In particular, if λ = 12 ,
δ∗,1/2 (x) =
1
2
δ+ (x) +
1
2
δ− (x) .
Let S∗ (R) denote the space of smooth functions with a thick point at the origin,
and with fast decay at infinity. Then in [7] Estrada and Fulling proved that the
space of Fourier transform of S∗ (R) would be the space W (R) . Namely, the space
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consists of those functions ψ ∈ C∞ (R) that admits an asymptotic expansion of the
type
ψ (x) ∼
∞∑
n=1
cnx
−n, as |x| → ∞,
for some constants c1, c2, c3, .... The correponding dual space W
′ is therefore the
Fourier transform of the tempered thick distributions S ′∗.
2.2. Higher dimensional thick distribution theory. In paper [27], Yang and
Estrada developed a theory of thick distributions in dimension n ≥ 2. There is
a essential difference between the topology of R and that of Rn : taking away a
point in R will make it into two disconnected parts while doing the same thing for
R
n will not. Hence we cannot use the so called ”jump discontinuity” to describle
singularities of functions in Rn. Therefore, the theory of thick distributions in higher
dimensions is quite different from the established one-dimensional theory.
Definition 1. Let φ be defined in Rn\ {0} . We say that φ has the asymptotic
expansion
∑∞
j=m aj (w) r
j as x→ 0 if for all M ≥ m,M ∈ Z,
(2.2) lim
r→0+
∣∣∣∣∣∣φ (x) −
M∑
j=m
aj (w) r
j
∣∣∣∣∣∣ r−M = 0, uniformly on w ∈ S.
In this case we write φ(x) ∼
∑∞
j=m aj (w) r
j as x→ 0.
Let p ∈ Nn denote a multi-index and (∂/∂x)
p
=
(
∂|p|
)
/∂xp11 ...∂x
pn
n , |p| = p1 +
... + pn. If aj (w) ∈ C
∞
(
Sn−1
)
is a smooth function on the unit sphere Sn−1,
then applying (∂/∂x)p on aj (w) r
j we will obtain another homogeneous function of
degree j−|p| , which we denote aj−|p|,p (w) r
j−|p|. Hence formally applying (∂/∂x)
p
on
∑∞
j=m aj (w) r
j will give us another expansion of the form
∑∞
j=m−|p| aj,p (w) r
j .
In general, asymptotic expansions cannot be differentiated [8]; if the asymptotic
expansion of the differentiation of the function is the same as the term-by-term
differentiation of the expansion, then the expansion is called ”strong”.
Definition 2. Let φ ∈ C∞ (Rn\ {0}) .We say that the expansion φ (x) ∼
∑∞
j=m aj (w) r
j
as x→ 0 is strong if for each p ∈ Nn the asymptotic development of (∂/∂x)
p
φ (x)
as x → 0 exists and equals
∑∞
j=m−|p| aj.p (w) r
j , the term-by-term differentiation
of
∑∞
j=m aj (w) r
j .
Definition 3. Let D∗,a (R
n) denote the vector space of all smooth functions φ
defined in Rn\ {a} , with support of the form K\ {a} , where K is compact in Rn,
that admits a strong asymptotic expansion of the form
(2.3) φ (a+ x) = φ (a+ rw) ∼
∞∑
j=m
aj (w) r
j , as x→ 0,
where m ∈ Z, and where aj are smooth functions of w, that is, aj ∈ D
(
Sn−1
)
. We
call D∗,a (R
n) the space of test functions on Rn with a thick point located at x = a.
It is sometimes convenient to take a = 0; we denote D∗,0 (R
n) by D∗ (R
n) .
Observe that if φ is a standard test function, namely, smooth in all Rn and with
compact support, then it has a Taylor expansion, which may be divergent, but gives
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a strong asymptotic expansion, φ (a+ rw) ∼ a0 +
∑∞
j=1 aj (w) r
j , where a0 is just
the real number φ (a) . Hence D (Rn) ⊂ D∗,a (R
n) ; we denote by
(2.4) i : D (Rn) →֒ D∗,a (R
n) ,
the inclusion map. In fact, with the topology constructed by the following defini-
tions, D (Rn) is actually a closed subspace of D∗,a (R
n) .
The following auxiliary spaces are needed for defining the topoloty of D∗,a (R
n)
Definition 4. Let m be a fixed integer. The subspace D
[m]
∗,a (Rn) consists of those
test functions φ whose expansion (2.3) begins at m. For a fixed compact K whose
interior contains a, D
[m;K]
∗,a (R
n) is the subspace formed by those test functions of
D
[m]
∗,a (R
n) that vanish in Rn\K.
Definition 5. Let m be a fixed integer and K a compact subset of Rn whose interior
contains a. The topology of D
[m;K]
∗,a (R
n) is given by the seminorms
{
‖‖q,s
}
q>m,s≥0
defined as
‖φ‖q,s = sup
x+a∈K
sup
|p|≤s
r−q
∣∣∣∣∣∣(∂/∂x)p φ (a+ x)−
q−1∑
j=m−|p|
aj.p (w) r
j
∣∣∣∣∣∣ ,
where x = rw,p ∈Nn, and (∂/∂x)
p
φ (a+ x) ∼
∑∞
j=m−|p| aj.p (w) r
j . The topology
of D
[m]
∗,a (R
n) is the inductive limit topology of the D
[m;K]
∗,a (R
n) as K ր ∞. The
topology of D∗,a (R
n) is the inductive limit topology of the D
[m]
∗,a (R
n) as mց −∞.
Next we quote the definition of the ”thick distribution space”:
Definition 6. The space of distributions on Rn with a thick point at x = a is
the dual space of D∗,a (R
n) . We denoted it by D′∗,a (R
n) , or just as D′∗ (R
n) when
a = 0. We call the elements of D′∗,a (R
n) “thick distributions”.
Let π : D′∗,a (R
n)→ D′ (Rn) denote the projection operator, dual to the inclusion
map i : D (Rn) →֒ D∗,a (R
n) . Since D (Rn) is closed in D∗,a (R
n) , the Hahn-Banach
theorem immediately yields that:
Theorem 1. Let f be any distribution in D′ (Rn) , then there exists thick distribu-
tions g ∈ D′∗,a (R
n) such that π (g) = f.
Example 1. (Thick delta functions of degree q) Let g (w) is a distribution in Sn−1.
The thick delta function of degree q, denoted as gδ
[q]
∗ , acts on a thick test function
φ (x) as 〈
gδ
[q]
∗ , φ
〉
=
1
Cn−1
〈g (w) , aq (w)〉 ,
where φ (rw) ∼
∑∞
j=m aj (w) r
j as x→ 0, and Cn−1 =
∫
Sn−1
dσ (w) is the surface
area of the n-dimensional unit sphere.
We consider the special case when q = 0, g (w) ≡ 1, we denote it δ
[0]
∗ := δ∗. One
could easily check that π (δ∗) = δ, is the famous Dirac delta function.
All operations on thick distributions are defined via duality, especially the mul-
tiplication and the derivative:
Definition 7. If ψφ ∈ D∗ (R
n) for any φ ∈ D∗ (R
n) , then for an f ∈ D′∗ (R
n) , ψf
is well-defined as 〈ψf, φ〉 = 〈f, ψφ〉 .
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Definition 8. Let f ∈ D′∗ (R
n) is a thick distribution, then the thick distributional
derivative of f is defined as〈
∂∗f
∂xj
, φ
〉
= −
〈
f,
∂φ
∂xj
〉
, φ ∈ D∗ (R
n) .
One could easily see that π
(
∂∗f
∂xj
)
= ∂f∂xj , the distributional derivative of f.
3. Reconstruction of the one-dimensional case
3.1. Asymptotic expansions with respect to r. Now let us view the line seg-
ment [−1, 1] as 1-dimensional unit ball, and the boundary, i.e., the two points at
−1 and 1 as the “0 dimensional unit sphere”. We denote the two boundary points
−1 and 1, respectively. We denote the set {−1,1} as S0, in accordance to the name
“0 dimensional unit sphere”.
Thus we can generalize the concept of “functions on the unit sphere” to “func-
tions on the 0 dimensional unit sphere”: that is, a function from two points to R.
Notice that the two points are disconnected, and any functions from one point to
R is just a constant.
Now we can express the R\{0} as R\{0} ⊂ S0×R>0 : x = (w, r) , where r = |x| ;
w = 1 when x > 0 and w = −1 when x < 0. That is, if r > 0, (1, r) denotes all
positive numbers while (−1, r) denotes all negative numbers. Notice there are two
points in S0×R>0 with r = 0, that is, (1, 0) and (−1, 0) .
Notice that S0 has the natural discrete topology. We endow the space S0 ×R≥0
with the product topology. We endow S0 × R+ with the product topology, and it
is not hard to see that R\ {0} is homeomorphic to S0 × R+.
Definition 9. Let r = |x| ,we say a function f (x) = f (w, r) defined on R\{0}
has an asymptotic expansion
∞∑
j=m
aj (w) r
j , as x → 0 , where w ∈ S0, ai (w) is a
function on S0, if
(3.1) lim
r→0+
∣∣∣∣∣∣f (x)−
M∑
j=m
aj (w) r
j
∣∣∣∣∣∣ r−M = 0, uniformly on w ∈S0.
In this case we write f (x) ∼
∞∑
j=m
aj (w) r
j as x → 0. In fact, we can interchange
x→ 0 with r → 0+ here.
Let us present a few examples.
Example 2. The first example would be polynomials. Without loss of generality,
suppose f (x) = a2mx
2m + a2m−1x
2m−1 + ... + a0 is a polynomial of even degree.
One could see that f (x) = f (w, r) = a2mr
2m + a2m−1 (w) r
2m−1 + ...+ a0, where
the coefficients of even power terms a2k are constants and the coefficients a2k−1 (w)
of all odd power terms are functions on S0 :
a2k−1 (w) =
{
a2k−1 when w = 1
−a2k−1 when w = −1
, 1 ≤ k ≤ m.
Clearly, we have the asymptotic expansion f (w, r) ∼ a0+...+a2m−1 (w) r
2m−1+
a2mr
2m as x→ 0.
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The next example shows the elegance of such description when we try to de-
scribe functions with a jump singularity at the origin. Let us present the Heaviside
function.
Example 3. The Heaviside function is given as
H (x) =
{
1 when x > 0
0 when x < 0
.
Let us write it in the above notation, then
(3.2) H (x) = a0 (w) =
{
1 when w = 1
0 when w = −1
,
and it admits an asymptotic expansion H (x) ∼ a0 (w) as x→ 0.
Let us present a lemma now concerning the relationship between the asymptotic
expansion with respect to x and the asymptotic expansion with respect to r :
Lemma 1. Suppose f (x) : R\{0} → R admits an asymptotic expansion f ∼
∞∑
j=m
a2jx
2j + a2j+1x
2j+1 as x → 0, then it admits an asymptotic expansion f ∼
∞∑
j=m
a2jr
2j + a2j+1 (w) r
2j+1 as r → 0+. Where a2j are constants, and
a2j+1 (w) =
{
a2j+1 when w = 1
−a2j+1 when w = −1
.
Here we can start the expansion with an even term because we can allow a2m = 0.
Proof. Since f (x) admits an asymptotic expansion f ∼
∞∑
j=m
a2jx
2j + a2j+1x
2j+1,
then
lim
x→0
∣∣∣∣∣∣f (x) −
M∑
j=2m
ajx
j
∣∣∣∣∣∣ |x|−M = 0
On the other hand,
(3.3) 0 = lim
x→0+
∣∣∣∣∣∣f (x)−
M∑
j=2m
ajx
j
∣∣∣∣∣∣ |x|−M = limr→0+
∣∣∣∣∣∣f (r)−
M∑
j=2m
ajr
j
∣∣∣∣∣∣ r−M
And
(3.4) 0 = lim
x→0−
∣∣∣∣∣∣f (x)−
M∑
j=2m
ajx
j
∣∣∣∣∣∣ |x|−M = limr→0+
∣∣∣∣∣∣f (−r)−
M∑
j=2m
aj (−r)
j
∣∣∣∣∣∣ r−M
Combine(3.3) and (3.4), we have
lim
r→0+
∣∣∣∣∣∣f (x) −
M∑
j=2m
aj (w) r
j
∣∣∣∣∣∣ r−M = 0,
where aj (w) = aj when j is even, and
aj (w) =
{
aj when w = 1
−aj when w = −1
when j is odd. Thus by definition 9, we obtain the statement of the lemma. 
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Example 4. Let f : R→ R be a smooth function. It has a Taylor expansion at the
origin: f (x) ∼
∞∑
j=0
f(j)(0)
j! x
j . It may not converge. But it is an asymptotic expansion
as x→ 0. By the Lemma 1, we have an asymptotic expansion
f ∼
∞∑
j=0
a2jr
2j + a2j+1 (w) r
2j+1 as r → 0+,
where a2j =
f(2j)(0)
(2j)! and
a2j+1 (w) =

f(2j+1)(0)
(2j+1)! when w = 1
− f
(2j+1)(0)
(2j+1)! when w = −1
.
Next we want to discuss the derivative of
∞∑
j=m
aj (w) r
j with respect to x. We
first discuss
d(a(w)rj)
dx , where w ∈ S
0, a (w) is a function on S0. Because there is a
natural inclusion R\{0} ⊂ S0×R>0, clearly, a (w) r
j can be viewed as a function
on x when r = |x| 6= 0. Thus, it is legal to talk about ”derivative with respect to
x” in the usual sense.
We first discuss the derivative
d(a(w)rj)
dx , j 6= 0, at x0 > 0. Denote the coordinate
of x0 at S
0 ×R≥0 as (1, x0) . Since S
0 is endowed with the discrete topology, there
is a small neighborhood of (1, x0) , denoted as {1} × [x0 − δ, x0 + δ], on which the
function a (w) rj equals a (1)xj , where a (1) is the value of the function a (w) at
w = 1, namely, a constant. Thus we have
d
(
a (w) rj
)
dx
∣∣∣∣∣
x=x0
=
d
(
a (1)xj
)
dx
∣∣∣∣∣
x=x0
= a (1) jxj−1
∣∣
x=x0
.
Similarly, when x0 < 0, there is a small neighborhood of (−1,−x0) , denoted as
{−1} × [−x0 − δ,−x0 + δ], on which the function a (w) r
j equals a (−1) (−x)
j
,
hence when x0 < 0, j 6= 0, we have
d
(
a (w) rj
)
dx
∣∣∣∣∣
x=x0
= −a (−1) j (−x)
j−1
∣∣∣
x=x0
.
When j = 0, a similar analysis shows that d(a(w))dx
∣∣∣
x=x0
= 0 when x0 6= 0.
When x = 0, a (w) can be viewed as a multi-valued function on x. On the other
hand, if j > 0, then a (w) rj = 0 at x = 0. We can talk about the so called ”left-
derivative” and ”right-derivative” of a (w) rj , j > 0 at x = 0. It is not hard to
see, the ”left-derivative” and ”right-derivative” are both 0 when j > 1; and the
”right-derivative” equals a (1) while the ”left-derivative” equals a (−1) when j = 1,
at x = 0.
Based on the above discussion, we have the following theorem regarding the
derivative
d(a(w)rj)
dx :
Theorem 2. Let a (w) rj be a function on S0 × R+, then
d
(
a (w) rj
)
dx
=
{
a (1) jxj−1 when x > 0
−a (−1) j (−x)
j−1
when x < 0
.
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In summary, it amounts to saying
d(a(w)rj)
dx = b (w) r
j−1, where b (w) is a function
on S0 :
b (w) =
{
a (1) j when w = 1
−a (−1) j when w = −1
.
We immediately have the following theorem:
Theorem 3. If f (x) ∼
∞∑
j=m
aj (w) r
j as x → 0, then the term-by-term derivative
with respect to x of the expasion takes the following form in S0 × R+ :
∞∑
j=m
d
(
aj (w) r
j
)
dx
=
∞∑
j=m−1
aj,1 (w) r
j ,(3.5)
where aj,1 (w) =
{
aj+1 (w) (j + 1) when w = 1
−aj+1 (w) (j + 1) when w = −1
.(3.6)
Example 5. The above theorems show that the usual derivative (NOT the distri-
butional derivative) of the Heaviside function is 0 on S0 × R+ = R\ {0} . Here we
can clearly distinguish between the ”usual derivative” and the ”distributional de-
rivative”. Since we know the famous fact that the ”distributinal derivative” of the
Heaviside function is the Dirac delta function.
Now we are ready to construct the space of thick test functions.
3.2. Reconstruction of the space of test functions on R with a thick point.
Definition 10. Let φ ∈ C∞ (R\ {0}) . We say that φ (x) has a “strong” expansion
∼
∞∑
j=m
aj (w) r
j as x → 0 if the asymptotic development of d
pφ
dxp exists and equals
the term-by-term differentiation
∞∑
j=m
dp(aj(w)r
j)
dxp , as the derivative was discussed in
the previous section.
We now define the space of test functions with a thick point at x = a.
Definition 11. Let D∗,a (R) denote the vector space of all compactly supported
smooth functions φ defined in R\ {a} , that admit a strong asymptotic expansion of
the form
(3.7) φ (a+ x) ∼
∞∑
j=m
aj (w) r
j , as x→ 0.
where aj (w) is a function on S
0 as defined above in definition 9. We call D∗,a (R)
“the space of test functions on R with a thick point located at x = a”. We denote
D∗,0 (R) as D∗ (R) .
The definition of D∗,a (R) is very much analogous to the defintion of D∗,a (R
n)
when n ≥ 2. [27]
On the other hand, the thick test functions defined in [7] is included in the
above definition. Recall that a thick test function defined in [7] is a compactly
supported function φ with domain R, smooth in R\ {a} , and at x = a all its one-
sided derivatives,
φ(n) (a± 0) = lim
x→a±
φ(n) (x) , ∀n ∈ N,
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exist. Here let us introduce a different notation Dold∗,a (R) to denote the space of such
functions. One can see that any function in Dold∗,a (R) admits a strong asymptotic
expansion
φ (a+ x) ∼
∞∑
j=0
aj (w) r
j , as x→ 0,(3.8)
where aj (w) =
{
φ(j)(a+0)
j! when w = 1
(−1)
j φ(j)(a−0)
j! when w = −1
.
In particular, if φ (x) has a jump discontinuity at x = a, then in the expansion
(3.8), a0 (1) 6= a0 (−1) .
By example 4, all compactly supported smooth functions form a closed subspace
of Dold∗,a (R) , thus there are natural inclusion maps :
(3.9) D (R) →֒ Dold∗,a (R) →֒ D∗,a (R) .
Now let us define a topology on D∗,a (R) and make it a topological vector space.
Similar to [27], we denote the subspace D
[m]
∗,a (R) as the test functions φ whose ex-
pansion (3.7) begins atm. For a fixed compactK whose interior contains a,D
[m,K]
∗,a (R)
is the subspace formed by those test functions of D
[m]
∗,a (R) that vanish in R\K.
Now let us define the topology of the space of thick test functions in R.
Definition 12. Let m be a fixed integer and K a compact subset of R whose interior
contains a. The topology of D
[m,K]
∗,a (R) is given by the seminorms
{
‖‖q,s
}
s≥0
defined
as
‖φ‖q,s = sup
x+a∈K
sup
0≤p≤s
r−q
∣∣∣∣∣∣(d/dx)p φ (a+ x)−
q−1∑
j=m−p
aj,p (w) r
j
∣∣∣∣∣∣ ,
where (d/dx)
p
φ (a+ x) ∼
q−1∑
j=m−p
aj,p (w) r
j . The topology of D
[m]
∗,a (R) is the induc-
tive limit topology of the D
[m,K]
∗,a (R) as K ր ∞. The topology of D∗,a (R) is the
inductive limit topology of D
[m]
∗,a (R) as mց −∞.
One could see that the “space of test functions in R” that is introduced in the
paper [7] is a closed subspace of D∗,a (R) introduced above: D
old
∗,a (R) ⊆ D∗,a (R) .
Moreover, Dold∗,a (R) is closed in D∗,a (R) with respect to derivatives.
Furthermore, there is a natural inclusion map i : D (R) →֒ D∗,a (R). With the
topology defined in definition 12, the space of usual test functions D (R) is a closed
subspace of D∗,a (R) , similar to the case of higher dimensions [27].
3.3. Space of distributions on R with a thick point. Having all the prepara-
tion above, we can define distributions on R with a thick point.
Definition 13. The space of distributions on R with a thick point at x = a is the
dual space of D∗,a (R) . We denote it D
′
∗,a (R) , or just as D
′
∗ (R) when a = 0. We
call the elements of D′∗,a (R) “thick distributions”.
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Let π : D′∗,a (R) → D
′ (R) , be the projection operator, dual to the inclusion
i : D (R) →֒ D∗,a (R) . Since D (R) is closed in D∗,a (R) , by the Hanh-Banach
theorem we have the following result.
Theorem 4. Let f be any distribution in D′ (R) , then there exist thick distributions
g ∈ D′∗,a (R) such that π (g) = f.
Naturally, if f ∈ D′ (R) then there are infinitely many thick distributions g with
π (g) = f.
Before giving any examples of thick distributions, let us recall that by the con-
vention of the discrete measure, the ”integral” of a function on a discrete set is just
the summation of the function over these discrete points. Using our notation in
this present article, one just write, for any function φ defined on S0:∫
S0
φ (w) dσ (w) = φ (1) + φ (−1) .
For example, for the Heaviside function as in equation (3.2): H (x) = a0 (w) ,
(3.10)
∫
S0
a0 (w) dσ (w) = 1.
For a constant function φ (w) ≡ 1,
(3.11)
∫
S0
1dσ (w) =
∫
S0
dσ (w) = 2.
Thus one can discuss the ”double integral” on S0 × R+ if it exists:∫
S0
∫ +∞
0
φ (w, r) drdσ (w) =
∫ +∞
0
[φ (1, r) + φ (−1, r)] dr(3.12)
=
∫ +∞
0
φ (x) dx+
∫ −∞
0
φ (x) d (−x)
=
∫ +∞
0
φ (x) dx+
∫ 0
−∞
φ (x) dx.
Clearly, if φ ∈ D (R) is a usual test function, then∫
S0
∫ +∞
0
φ (w, r) drdσ (w) =
∫ +∞
−∞
φ (x) dx,
is just a normal integral over R.
Next let us present a few examples of thick distributions in D′∗,a (R) .
It is well known that any locally integrable function f defined in R yields a
distribution, usually denoted by the same notation f, by the prescription
(3.13) 〈f, φ〉 =
∫ +∞
−∞
f (x)φ (x) dx, φ ∈ D (R) .
Similar to the higher dimensional case, if a /∈ suppf, that is, if f (x) = 0 for
|x− a| < ǫ for some ǫ > 0, then (3.13) will also work in D′∗,a (R) . However, if
a ∈ suppf, then, in general the integral
∫ +∞
−∞
f (x)φ (x) dx would be divergent and
thus a thick distribution that one could call “f” cannot be defined in a canonical
way. Nevertheless, it is possible in many cases to define a ”finite part” distribution
Pf (f (x)) which is the canonical thick distribution corresponding to f. Let us recall
at this point the definition of the finite part of a limit [8].
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Definition 14. Let F be a function defined in an interval of the form (0, a) for some
a > 0. We say that the finite part of the limit of F (ǫ) as ǫ→ 0+ exists and equals
A, and denote this as F.p. limǫ→0+ F (ǫ) = A, if F has the decomposition F (ǫ) =
Ffin (ǫ) + Finfin (ǫ) , where the infinite part Finfin (ǫ) is a finite linear combination
of functions of the type ǫ−p lnq ǫ, where p ≥ 0 and q > 0, and where the finite part
Ffin (ǫ) is a function whose limit as ǫ→ 0
+ equals A.
Definition 15. Let f be a locally integrable function definied in R\ {a} . The thick
distribution Pf (f (x)) is defined as
〈Pf (f (x)) , φ (x)〉 = F.p.
∫ +∞
−∞
f (x)φ (x) dx(3.14)
= F.p. lim
ǫ→0+
∫
|x−a|≥ǫ
f (x)φ (x) dx, φ ∈ D∗,a (R) ,
provided that the finite part integrals exist for all φ ∈ D∗,a (R) . Here if we set
x− a = y, |y| = r, then
∫
|x−a|≥ǫ
f (x)φ (x) dx =
∫
|y|≥ǫ
f (y + a)φ (y + a) dy =
∫
|y|≥ǫ
g (y)ψ (y) dy
(3.15)
=
∫
S0
∫ +∞
ǫ
g (w, r)ψ (w, r) dr
=
∫ +∞
ǫ
g (1, r)ψ (1, r) dr +
∫ +∞
ǫ
g (−1, r)ψ (−1, r) dr
=
∫ +∞
ǫ
g (y)ψ (y) dy +
∫ −∞
−ǫ
g (y)ψ (y)d (−y)
=
∫ +∞
a+ǫ
f (x)φ (x) dx +
∫ a−ǫ
−∞
f (x)φ (x) dx.
Similar to the higher dimensional case, although the finite part limit is not
defined for all locally integrable functions f, Pf (f (x)) is defined in many important
and interesting cases.
Example 6. If λ ∈ C then Pf
(
|x− a|
λ
)
is a well-defined thick distribution of
D′∗,a (R) . Indeed, one needs to consider the finite part of the integral
∫ +∞
−∞ |x− a|
λ
φ (x) dx
for any φ (x) ∈ D∗,a (R) . Explicitly, since F.p.
∫ A
0 r
αdr = Aα+1/ (α+ 1) , α 6=
−1, F.p.
∫A
0
r−1dr = logA, we obtain that if λ /∈ Z then
〈
Pf
(
|x− a|
λ
)
, φ (x)
〉
=
∫
|x−a|≥A
|x− a|
λ
φ (x) dx
(3.16)
+
∫
|x−a|<A
|x− a|
λ
φ (x)− ∑
j≤−Reλ−1
aj (w) |x− a|
j
 dx
+
∑
j≤−Re λ−1
(aj (1) + aj (−1))
Aλ+j+1
λ+ j + 1
,
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while if λ = k ∈ Z then
〈
Pf
(
|x− a|
λ
)
, φ (x)
〉
=
∫
|x−a|≥A
|x− a|
k
φ (x) dx
(3.17)
+
∫
|x−a|<A
|x− a|
k
φ (x)− ∑
j≤−k−1
aj (w) |x− a|
j
 dx
+
∑
j<−k−1
(aj (1) + aj (−1))
Aλ+j+1
λ+ j + 1
+ (a−k−1 (1) + a−k−1 (−1)) logA.
Formulas (3.16) and (3.17) hold for any A > 0. The finite part is needed for all λ
in the space of thick distributions D′∗,a (R) .
Using the ideas of the previous example one can show that when ψ is smooth
in all of R, i.e., ψ ∈ E (R) , then Pf (ψ (x)) ∈ D′∗,a (R) ; notice that the finite part
regularization is always needed if there is a thick point in the support of ψ.
Example 7. This example will be the “finite part regularization” of the Heaviside
function. The regulariztion is needed because of the singularity of the thick test
functions: let φ (x) ∈ D∗ (R) , the Pf (H (x)) ∈ D
′
∗ (R) is defined as:
〈Pf (H (x)) , φ (x)〉 =
∫
|x−a|≥A
H (x)φ (x) dx+
∫
|x−a|<A
H (x)
φ (x)− ∑
j≤−1
aj (w) r
j
 dx
(3.18)
+
∑
j<−1
aj (1)
Aj+1
j + 1
+ a−1 (1) logA.
Similar to the higher dimensional case, we can also define a “thick delta function
with degree q”. This definition is closely related to the extension of Dirac delta
function introduce in [7]. Note that here we use the notation C0 =
∫
S0
1dσ (w) =∫
S0 dσ (w) = 2.
Definition 16. Let g (w) be a distribution in S0, the thick delta function of degree
q, denoted as gδ
[q]
∗ , acts on a thick test function φ (x) as〈
gδ
[q]
∗ , φ
〉
D′∗(R)×D∗(R)
=
1
C0
〈g (w) , aq (w)〉D′∗(S)×D∗(S)
,
where φ (x) ∼
∞∑
j=m
aj (w) r
j ,as x→ 0, and C0 = 2.
The thick delta function of degree 0, namely gδ
[0]
∗ will be denoted as gδ∗, as
g (w) δ∗, or as g (w) δ∗ (x) . In particular, if g (x) ≡ 1, then we obtain the one-
dimensional “plain thick delta function” δ∗, given as
〈δ∗, φ〉D′∗(R)×D∗(R) =
1
C0
∫
S0
a0 (w) dσ (w) =
a0 (1)
2
+
a0 (−1)
2
.
Remark 1. If φ ∈ D (R) is a usual test function, then by example 4 we see that
〈π (δ∗) , φ〉 = 〈δ∗, i (φ)〉 =
φ (0)
2
+
φ (0)
2
= φ (0) ,
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hence π (δ∗) = δ.
Moreover, if φ ∈ Dold∗ (R) , let π
′ : D′∗ (R)→ D
′old
∗ (R) be the projection onto the
space of thick distributions defined in [7], let φ+ (0) denote lim
x→0+
φ (x) and φ− (0)
denote lim
x→0−
φ (x) . Then by equation (3.8), one can see that
〈π′ (δ∗) , φ〉 =
1
2
φ+ (0) +
1
2
φ− (0)
=
〈
δ˜ (x) , φ (x)
〉
,
where δ˜ (x) is defined in [7], equation (3.10).
Example 8. Let gλ (w) be a distribution in S
0 : 〈gλ (w) , a (w)〉 = 2λa (1) +
2 (1− λ) a (−1), where 0 ≤ λ ≤ 1 is a constant. Then〈
gλδ
[q]
∗ , φ
〉
D′∗(R)×D∗(R)
= λaq (1) + (1− λ) aq (−1) .
In particular, if λ = 1, 〈
g1δ
[q]
∗ , φ
〉
D′∗(R)×D∗(R)
= aq (1) .
If φ ∈ Dold∗ (R) , then
〈π′ (g1δ∗) , φ〉 = φ+ (0) .
3.4. Algebraic and analytic operations in D′∗,a (R). Naturally, we define the
algebraic and anlytic operations in D′∗,a (R) in the same way they are defined for
the usual distributions, namely, by duality.
3.4.1. Basic definitions. Let f, g ∈ D′∗,a (R) , φ (x) ∈ D∗,a (R) , and λ ∈ C. Then
f + λg ∈ D′∗,a (R) is given as
(3.19) 〈f + λg, φ〉 = 〈f, φ〉+ λ 〈g, φ〉 .
Let c ∈ R, translations are handled by
(3.20) 〈f (x+ c) , φ (x)〉 = 〈f (x) , φ (x− c)〉 .
Notice that f ∈ D′∗,a (R) while the translation f (x+ c) ∈ D
′
∗,a−c (R) . Observe that
any distribution g of the space D′∗,a (R) can be written as g (x) = f (x− a) for some
f ∈ D′∗ (R), and this justifies studying most results in D
′
∗ (R) only.
Moreover,
〈f (cx) , φ (x)〉 =
1
|c|
〈f (x) , φ (x/c)〉 .
3.4.2. Multiplication. The operation of multiplication is defined by duality: suppose
for any φ ∈ D∗,a (R) , ψφ is still an element in D∗,a (R) . Then if ρ ∈ D
′
∗,a (R) , we
define
〈ψρ, φ〉 := 〈ρ, ψφ〉 .
ψ is called a “multiplier” of D∗,a (R) and D
′
∗,a (R) .
From the definition one can see that the space of multipliers for a space of test
functions and for its dual space are the same, their Moyal algebra. The space of
multipliers of the spaces of standard test functions and standard distributions D (R)
and D′ (R) is the space E (R) of all smooth function in R.
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Definition 17. A function ψ defined in R\ {a} belongs to E∗,a (R) if ψ is smooth
in R\ {a} and if for each ordinary test function ρ ∈ D (R) the product ρψ belongs
to D∗,a (R) .
Clearly, E∗,a (R) contains all functions that are smooth in R\ {a} and having an
asymptotic expansion
∞∑
j=m
aj (w) r
j as x → a. Now we show that E∗,a (R) actually
is consisted by such functions. Indeed, if we pick ρ ∈ D (R) such that ρ (x) ≡ 1
in a neighbourhood of a, then we see that each ψ ∈ E∗,a (R) actually admits and
expansion
∞∑
j=m
aj (w) r
j as x→ a.
It is clear that we have the following proposition.
Proposition 1. The Moyal algebra of D∗,a (R) and of D
′
∗,a (R) , namely the space
of multipliers, is E∗,a (R) .
Example 9. The Heaviside function H (x) = a0 (w) =
{
1 when w = 1
0 when w = −1
is
NOT a multiplier of D′ (R) , but it is a multiplier of D′∗ (R) .
3.4.3. Derivatives of thick distributions. The derivatives of thick distributions are
defined also by duality.
Definition 18. If f ∈ D′∗,a (R) then its thick distributional derivative d
∗f/dx is
defined as 〈
d∗f
dx
, φ
〉
= −
〈
f,
dφ
dx
〉
, φ ∈ D∗,a (R) .
From the discussion in the previous sections, one sees that in general the spaces
D
[m]
∗,a (R) are not closed under differentiation. But D
[0]
∗,a (R) is closed under differ-
entiations.
About the notation: d/dx means the ordinary derivative, d/dx means the dis-
tributional derivative, d∗/dx means the thick distributional derivative. Similar to
the higher dimensional case, let f ∈ D′∗,a (R) and g = π (f) , we have:〈
π
(
d∗f
dx
)
, φ
〉
=
〈
d∗f
dx
, i (φ)
〉
= −
〈
f,
di (φ)
dx
〉
= −
〈
f, i
(
dφ
dx
)〉
= −
〈
π (f) ,
dφ
dx
〉
=
〈
dg
dx
, φ
〉
.
Hence we obtain the following proposition:
Proposition 2. Let f ∈ D′∗,a (R) , then
π
(
d∗f
dx
)
=
dπ (f)
dx
.
Because the derivative of test functions satisfies the product rule, the derivative
of thick distrubutions also satisfy the product rule:
d∗ (ψf)
dx
=
dψ
dx
f + ψ
d∗f
dx
, f ∈ D′∗,a (R) , ψ ∈ E∗,a (R) .
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Next let us compute a very important example of thick derivatives, the thick de-
rivative of the Heaviside function.
Example 10. The Heaviside function in D′∗ (R) is defined in the example 7, now
let us compute the derivative of it. By definition, for any φ ∈ D∗ (R)〈
d∗ (Pf (H (x)))
dx
, φ
〉
= −
〈
Pf (H (x)) ,
dφ
dx
〉
.
Now suppose dφ/dx has asymptotic expansion dφ/dx ∼
+∞∑
j=m
bj (w) r
j and φ has the
asymptotic expansion φ ∼
+∞∑
j=m+1
aj (w) r
j . Then by the definition given in example
7,
−
〈
Pf (H (x)) ,
dφ
dx
〉
= −
∫
|x−a|≥A
H (x)
dφ
dx
dx +
∫
|x−a|<A
H (x)
d (φ (x))
dx
−
∑
j≤−1
bj (w) r
j
 dx
(3.21)
+
∑
j<−1
bj (1)
Aj+1
j + 1
+ b−1 (1) logA
= −
∫ +∞
A
dφ
dx
dx−
∫ A
0
d (φ (x))
dx
−
∑
j≤−1
bj (w) r
j
 dx
−
∑
j<−1
bj (1)
Aj+1
j + 1
− b−1 (1) logA
= φ (A)− φ (A) + a0 (1) + 0 = a0 (1) = 〈g1δ∗, φ〉D′∗(R)×D∗(R)
Thus the derivative of the Heaviside function is g1δ∗, which is defined in the example
8.
Now consider the projection of the derivative of the Heaviside function d∗ (Pf (H (x))) /dx =
g1δ∗ onto the usual distribution space D
′ (R) :
(3.22) 〈π (g1δ∗) , φ〉 = 〈g1δ∗, i (φ)〉 = φ (0) = 〈δ, φ〉 .
Keep in mind that π (Pf (H (x))) = H (x) , the usual Heaviside function. Hence
π (d∗ (Pf (H (x))) /dx) = δ (x) = d (π (Pf (H (x)))) /dx as expected.
Next let me present an application of the derivative of thick distributions.
Problem 1. Paskusz [20] pointed out that the following proof is problematic, where
H (x) is the usual Heaviside function:
Since H (x) = H2 (x), taking the distributional derivative on both sides, we have
δ (x) = 2H (x) δ (x) . Hence H (x) δ (x) = 12δ (x) . However, if we multiply H (x) on
both sides again we will get 12δ (x) = H (x) δ (x) = H
2 (x) δ (x) = 12H (x) δ (x) =
1
4δ (x) , hence we have
1
2 =
1
4 , which is clearly wrong.
The key observation of this mistake is that H (x) · H (x) is not a well-defined
distribution, that is,
〈
H2 (x) , φ (x)
〉
D′(R)×D(R)
= 〈H (x) , H (x)φ (x)〉 is not well-
defined since H (x)φ (x) is not a usual test function in D (R) : it has a jump dis-
continuity. Thus we cannot simply apply the distributional derivative on both sides
of the equaion H (x) = H2 (x) .
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Solution 1. In the sense of thick distributions we can restate this whole story
in a rigorous way thus to avoid the mistake 12 =
1
4 . In fact, it’s easy to see that
H (x) is a multiplier of the thick distributions, i.e. H (x) f (x) ∈ D′∗ (R) for any
f (x) ∈ D′∗ (R) . Thus H (x) · H (x) should be viewed as a multiplier times a thick
distribution: H (x) · Pf (H (x)). Then
d∗ (H (x) · Pf (H (x)))
dx
=
d (H (x))
dx
Pf (H (x)) +H (x)
d∗ (Pf (H (x)))
dx
= 0 + g1δ∗
from the previous discussions. And equation 3.22 tells us that π
(
d∗(H(x)·Pf(H(x)))
dx
)
=
δ.
On the other hand, it is clear that H (x) · Pf (H (x)) = Pf (H (x)) , taking
derivatives on both sides yields
g1δ∗ = g1δ∗.
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