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Abstract
Convection in Earth's mantle is driven largely by horizontal density gradients that
form when cold, dense, mantle lithosphere descends into the mantle interior, either
through subduction for plate-scale flow, or as localized convective instability beneath
lithospheric plates. The deformation associated with these processes is resisted by the
extreme temperature-dependence of the lithosphere's strength. Ways in which litho-
sphere deformation affects convection in the mantle are examined here, by comparing
both theory and the results of numerical experiments.
Convective instability at the base of a cold thermal boundary layer with temperature-
and strain-rate-dependent viscosity is investigated by defining a quantity, termed
here the "available buoyancy," that takes into account the tradeoff between cold
temperatures both promoting and resisting convective instability. This quantity can
be used to determine approximately whether, and how fast, convective instability
grows. Horizontal shortening is also included, which tends to increase gravitational
instability, allowing up to 60% of the mantle lithosphere to be convectively removed.
The subsequent influx of hot, buoyant, asthenosphere could cause rapid surface uplift.
For plate-scale flow, subduction zone deformation may resist convection. This pos-
sibility is studied here using a regional finite element model of subduction. This
model shows that for sufficiently strong lithosphere, convection is resisted more by
the bending deformation of a subducting plate than by shearing of the underlying
mantle. Such behavior can be explained by a variation of boundary layer theory
that includes an analytic expression for the energy required to bend a viscous plate.
For the mantle, the bending resistance should control plate velocities if the effective
lithosphere viscosity is greater than about 1023 Pa s. This produces a reasonable
distribution of plate velocities for Earth and may reconcile models for its thermal
evolution with surface heat flow observations. These results are verified using a new
method for implementing subduction that parameterizes plate bending within a small
region of a mantle-scale convection model. This model also shows that small-scale
convection, by removing the basal part of the oceanic lithosphere, can decrease the
bending resistance and thus may be an essential aspect of plate tectonics on Earth.
Thesis Co-Supervisor: Bradford H. Hager, Professor of Earth Sciences
Thesis Co-Supervisor: Peter Molnar, Senior Research Associate
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Chapter 1
Introduction
The Earth is thought to lose heat primarily through convective heat transfer expressed
at the surface by rigid motions of tectonic surface plates. In particular, plate tectonics
allows hot mantle rock to be exposed to cold surface temperatures as it travels from
ridges to trenches. The resulting conductive cooling accounts for over 60% of Earth's
total heat flow [e.g., Sclater et al., 1980] and forms a cold thermal boundary layer
known as the oceanic lithosphere. Because the oceanic lithosphere is colder than the
underlying mantle, it is also denser (Figure 1.1a). This unstable density structure
causes the oceanic lithospheric to dive into the mantle interior at subduction zones
(Figure 1.2a), creating large horizontal temperature gradients that drive convective
flow. In fact, cold subducted slabs are thought to drive plate motions, and thus
convection of the mantle as a whole, by pulling on the surface plates to which they
are attached [e.g., Chapple and Tullis, 1977; Forsyth and Uyeda, 1975; Hager and
O'Connell, 1981; Lithgow-Bertelloni and Richards, 1995]. This pattern of convection
is summarized by boundary layer theory, in which, as first described by Turcotte and
Oxburgh [1967], the oceanic lithosphere forms the upper boundary layer of convection
in the mantle and actively participates in convective circulation there.
Because the strength of mantle rock depends strongly on temperature, Earth's
cold surface temperatures also cause the lithosphere to be stiffer than the underlying
mantle. Laboratory experiments suggest that the temperature-dependence of diffu-
sion or dislocation creep should create several orders of magnitude variation in the
effective viscosity of mantle rocks for the temperature variations expected for the
oceanic lithosphere (Figure 1.1b). The extreme strength of mantle rocks at low tem-
peratures causes mantle convection to be expressed at the surface as the movement
of rigid tectonic plates. This temperature-dependent strength should also tend to re-
sist the deformation required for cold, dense, lithosphere to participate in convective
downwelling.
Numerical studies of convection with a stiff upper boundary layer show that if
temperature-induced viscosity contrasts through the boundary layer exceed 103 -
105, deformation at the surface becomes sufficiently difficult that convection occurs
beneath a "stagnant lid" [e.g., Christensen, 1984b; Davaille and Jaupart, 1993; Moresi
and Solomatov, 1995; Ratcliff et al., 1997; Solomatov, 1995]. In this case, short-
wavelength convective downwellings, of the type first described by Howard [1964],
remove fluid that is sufficiently warm to flow from the base of a cold, rigid, surface
layer. The stagnant fluid at the surface is "frozen" in place by its strength and thus
can not participate in convection, despite its significant excess density. Although this
is not the dominant style of convection on Earth, convective downwelling may still
occur at the base of lithospheric plates. For example, the flattening of the linear
relationship between the seafloor depth and the square-root of its age at 80 million
years can be explained by processes that limit the thickness to which plates can grow
[e.g., Parsons and Sclater, 1977; Stein and Stein, 1992]. One such process is small-
scale convection [e.g., Davaille and Jaupart, 1994; Marquart et al., 1999], which could
be initiated once cooling has thickened the lithosphere sufficiently for it to become
unstable.
Dense, potentially unstable, mantle lithosphere may also accumulate at the base
of a plate because of tectonic convergence at Earth's surface. Horizontal shortening
thickens the crust and creates mountain belts, and may also thicken the mantle por-
tion of the lithosphere. If this thickening is sufficient to cause the mantle lithosphere
to become convectively unstable, its basal portion may be removed by gravitational
instability [e.g., Fleitout and Froidevaux, 1982; Houseman, McKenzie and Molnar,
1981]. The replacement of this material by hot, buoyant asthenosphere should then
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Figure 1.1: Typical depth-dependence of (a) temperature and density and (b) viscos-
ity expected for oceanic lithosphere that is t, - 80 million years old. Here tempera-
ture is that of a cooling halfspace using a thermal diffusivity of K = 10-6 m 2 s - 1 [e.g.,
Turcotte and Schubert, 1982, pp. 163-167]. The increase in excess density with lower
temperatures is given by Ap = pca(Tm - T), where pm = 3300 kg m-3 is the mantle
background density and a = 3 x 10-' K-1 is the thermal expansivity. The effective
viscosity, ri, is given by the constitutive law for diffusion or dislocation creep [e.g.
Kohlstedt et al., 1995] and is shown here on a log scale relative to the viscosity of the
interior mantle, Trm. The activation energy, Ea, is shown by laboratory measurements
to be between 200 and 500 kJ/mol, values that produce extreme variations in viscos-
ity, as shown in (b). For the coldest temperatures, other deformation mechanisms,
such as brittle faulting, may limit rock strength. Nevertheless, the strength of cold,
dense lithosphere should limit the mantle's ability to utilize its significant negative
buoyancy for driving convection.
lead to rapid surface uplift, later followed by extension [e.g., England and Houseman,
1989; Houseman and Molnar, 1997; Molnar, England, and Martinod, 1993; Neil and
Houseman, 1999]. Furthermore, if the mantle lithosphere deforms according to a
nonlinear stress-strain relationship, horizontal shortening should weaken the entire
lithospheric layer, making it more prone to convective instability [Conrad and Mol-
nar, 1997; Molnar, Houseman, and Conrad, 1998]. Later, the strain-rates associated
with the growing instability itself should decrease the lithosphere's strength, accel-
erating unstable growth [Canright and Morris, 1993; Houseman and Molnar, 1997].
Although the entire thickness of the mantle lithosphere probably does not participate
in this type of convection, localized convective instability may be observable at the
surface as an episode of rapid uplift.
Thus, convective instability at the base of continental lithosphere (Figure 1.2b)
should be enhanced by horizontal shortening and non-Newtonian viscosity, but should
also be resisted by the temperature-induced strength of lithospheric rocks. In this
thesis, I investigate the conditions under which the base of a cold boundary layer
might become convectively unstable, and in doing so introduce a general method for
taking into account variations in viscosity and density through the layer (Chapter 2).
This analysis includes the effects of non-Newtonian viscosity and horizontal shortening
(Chapter 3), and can be applied to a variety of conditions that may lead to local-scale
convective instability at the base of the lithosphere.
Although, the temperature-dependence of mantle viscosity should be sufficient to
force the mantle to convect beneath a stagnant lithospheric layer, Earth's surface
plates are clearly mobile and participate in convection. Thus, subduction zones must
somehow be weak enough to permit the rapid localized deformation that is required
for the entire thickness of the oceanic lithosphere to descend into the mantle interior
where it can drive mantle-scale convection. In particular, a subducting plate must
bend and slide past an overriding plate in order for it to subduct (Figure 1.2a). The
weakening mechanism that allows subduction is not well understood, but may be as-
sociated with brittle fracture of lithospheric rocks [e.g., Moresi and Solomatov, 1998].
In fact, the significant seismicity of Wadati-Benioff zones above - 200 km depth is
a) Subduction Zone
Deformation
b) Convective Instability
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Mantle Interior
Figure 1.2: A cartoon showing the two styles of lithosphere-influenced convection that
are investigated here. First, mantle-scale convection is facilitated by the downwelling
of the oceanic lithosphere in a subduction zone, as shown in (a). Although subduction
allows the entire lithospheric layer to participate in convection, it should also signifi-
cantly resist convective motions because it requires the lithosphere to bend and slide
past an overriding plate, deformation that is made difficult because the lithosphere
is strong. Smaller-scale convection, shown in (b), may occur at the base of conti-
nental lithosphere, but is also resisted by lithosphere strength. Localized convective
instability of this type may ultimately remove the basal portion of the mantle litho-
sphere, and should be enhanced by mechanical thickening of the lithospheric layer.
Both types of convection utilize the negative thermal buoyancy of the cold mantle
lithosphere, but are resisted by the lithosphere's temperature-induced strength.
evidence for deformation of a subducting slab by brittle fracture as it both bends
and unbends within the subduction zone [e.g., Bevis, 1986; Engdahl and Scholz, 1977;
Hasegawa et al., 1994; Isacks and Barazangi, 1977; Kawakatsu, 1986]. Brittle frac-
ture is an inelastic deformation mechanism, meaning that it requires an expenditure
of energy by the convecting mantle. Furthermore, because the mantle behaves as
a temperature-dependent viscous fluid, additional energy must be spent deforming
subduction zone material in a viscous way. Because these deformation mechanisms
dissipate energy, they resist the flow of oceanic lithosphere into the underlying mantle.
Thus, although subduction zones must be weak enough to allow subduction to occur,
they may also provide a significant source of resistance to mantle-scale convection.
Boundary layer theory, as it is typically applied to the convecting mantle, as-
sumes that convective flow is primarily resisted by viscous deformation of the mantle
interior. If, however, the bending of the lithosphere at subduction zones provides
additional resistance of comparable magnitude, the rate of convection should be sig-
nificantly slower than is predicted by standard boundary layer theory. To determine
the possible influence of lithosphere deformation on convection, I use a local-scale
model of subduction to examine the energy dissipated by a bending slab with an
effectively viscous rheology (Chapter 4). By including this additional energy in a
global-scale energy balance, an altered version of boundary layer theory can be de-
veloped. This version describes a style of convection in which plate speeds are slower
than would be expected for an isoviscous mantle because they are partially depen-
dent on lithospheric strength. In this case, the rate of convective heat transfer should
also depend on lithospheric strength, which could have implications for the Earth's
thermal evolution (Chapter 5).
To demonstrate, in a numerical model, convection that is slowed by the resistance
to bending at subduction zones, I introduce a new method for implementing subduc-
tion in a mantle-scale model of convection (Chapter 6). This method parameterizes
lithospheric deformation at a subduction zone by enforcing a global energy balance
that includes an expression for the energy dissipated by a bending plate. In this
model, the deformation within the subduction zone does not need to be resolved in
detail, which allows different models for this deformation to be implemented easily. In
Chapter 6, I use this model to verify the predictions made by the version of boundary
layer theory developed in Chapters 4 and 5 that includes viscous plate bending. In
the Earth, other deformation mechanisms such as brittle fracture or plastic flow are
likely to influence subduction zone deformation. This new method for implementing
subduction should make it possible to examine the effects of these other deformation
mechanisms on global convective flow without requiring the development of compli-
cated finite element gridding schemes and the accompanying computational effort.
In summary, the cold lithosphere not only drives convective flow through its signif-
icant negative buoyancy, but also resists this flow through its strength. In this thesis,
I compare theory and the results of numerical calculations to investigate modes of
lithospheric deformation that allow the dense mantle lithosphere to be utilized for
driving convection, despite its strength. In particular, I examine mechanisms for the
deformation of a strong lithospheric layer and discuss how this deformation may af-
fect convection in Earth's mantle, both at small scales appropriate for convection at
the lithospheric base (Figure 1.2b), and at large scales appropriate for mantle-wide
convection (Figure 1.2a).
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Chapter 2
Convective Instability of a
Boundary Layer with
Temperature- and
Strain-Rate-Dependent Viscosity
in Terms of 'Available Buoyancy'
Published in Geophysical Journal International by C. P. Conrad and P. Molnar, 139,
51-68, 1999. Copyright by the Royal Astronomical Society.
Abstract. Cold mantle lithosphere is gravitationally unstable with respect to the
hotter buoyant asthenosphere beneath it, leading to the possibility that the lower
part of the mantle lithosphere could sink into the mantle in convective downwelling.
Such instabilities are driven by the negative thermal buoyancy of the cold lithosphere
and retarded largely by viscous stress in the lithosphere. Because of the temperature
dependence of viscosity, the coldest, and therefore densest, parts of the lithosphere are
unavailable for driving the instability because of their strength. By comparing theory
and the results of a finite element representation of a cooling lithosphere, we show
that for a Newtonian fluid, the rate of exponential growth of an instability should be
approximately proportional to the integral over the depth of the lithosphere of the
ratio of thermal buoyancy to viscosity, both of which are functions of temperature,
and thus depth. We term this quantity "available buoyancy" because it quantifies
the buoyancy of material sufficiently weak to flow, and therefore available for driving
convective downwelling. For non-Newtonian viscosity with power law exponent n
and temperature-dependent pre-exponential factor B, the instabilities grow super-
exponentially, as described by Houseman and Molnar [1997], and the appropriate
time scale is given by the integral of the nth power of the ratio of the thermal
buoyancy to B. The scaling by the "available buoyancy" thus offers a method of
determining the time scale for the growth of perturbations to an arbitrary temperature
profile, and a given dependence of viscosity on both temperature and strain rate. This
time scale can be compared to the one relevant for the smoothing of temperature
perturbations by the diffusion of heat, allowing us to define a parameter, similar
to a Rayleigh number, that describes a given temperature profile's tendency toward
convective instability. Like the Rayleigh number, this parameter depends on the cube
of the thickness of a potentially unstable layer; therefore, mechanical thickening of a
layer should substantially increase its degree of convective instability, and could cause
stable lithosphere to become convectively unstable on short time scales. We estimate
that convective erosion will, in 10 million years, reduce a layer thickened by a factor
of two to a thickness only 20 to 50% greater than its pre-thickened value. Thickening
followed by convective instability may lead to a net thinning of a layer if thickening also
enhances the amplitude of perturbations to the layer's lateral temperature structure.
For the mantle lithosphere, the resulting influx of hot asthenosphere could result in
rapid surface uplift and volcanism.
2.1 Introduction
The Earth's lithosphere is both denser and stronger than the underlying astheno-
sphere, and thus provides the negative buoyancy needed to drive convection in the
mantle while at the same time significantly resisting these convective motions [e.g,
Solomatov, 1995]. As a result, the lithosphere influences the patterns and scales of
convection that occur in the mantle. For example, Jaupart and Parsons [1985] find
that the length scale of convection depends critically on the viscosity contrast between
the boundary layer and the underlying fluid. For intermediate viscosity contrasts, the
strength of the upper boundary layer causes convection to occur at wavelengths larger
than those expected for an isoviscous fluid, which could explain the explain the ex-
istence of long-wavelength plates on the Earth [e.g, Davies, 1988]. If the viscosity
contrast is large, deformation of the boundary layer becomes sufficiently difficult that
it can not participate in convection. In this case, short-wavelength instabilities, of
the type described by Howard [1964] and observed in the laboratory by Davaille and
Jaupart [1993], develop beneath a "rigid lid." These convective downwellings could
manifest themselves in the Earth as the downwelling of the lower, weaker, part of the
mantle lithosphere into the underlying asthenosphere.
Convective removal of cold mantle lithosphere and its replacement by hot astheno-
sphere could manifest itself at the surface as rapid surface uplift followed by eventual
extension [e.g., Bird, 1979; England and Houseman, 1989; Houseman and Molnar,
1997; Molnar, England, and Martinod, 1993; Neil and Houseman, 1999]. This se-
quence of events has been inferred for several mountain belts [Houseman and Molnar,
1997]. For example, the Tibetan plateau is thought to have undergone rapid uplift
about 8 million years ago in response to convective removal of mantle lithosphere,
triggered by mechanical thickening [e.g., Harrison et al., 1992; Molnar, England, and
Martinod, 1993].
Thickening of the mantle lithosphere by horizontal shortening can enhance the
gravitational instability in several ways. First, thickening forces cold lithosphere
downward into the hot asthenosphere, increasing the mass excess of the thickened re-
gion. [e.g., Fleitout and Froidevaux, 1982; Houseman, McKenzie and Molnar, 1981].
Second, horizontal shortening could generate large amplitude perturbations to the
background temperature structure of the lithosphere through nonuniform thickening
or folding of the lithosphere [e.g., Bassi and Bonnin, 1988; Fletcher and Hallet, 1983;
Ricard and Froidevaux, 1986; Zuber, Parmentier, and Fletcher, 1986]. Finally, if
the lithosphere weakens with increasing strain rate, as is expected for mantle rocks
with non-Newtonian viscosity, horizontal shortening can decrease the strength of the
lithosphere and thus enhance its potential for convective instability [Molnar, House-
man, and Conrad, 1998]. Thus, horizontal shortening could play an important role
in generating convective instabilities in the lithosphere.
The degree to which the mantle lithosphere can become convectively unstable
depends primarily on its density and viscosity structure. Because of the temperature
dependence of mantle viscosity, the coldest, and therefore densest, part of the mantle
lithosphere is also the most viscous (Figure 2.1). As a result, the gravitationally
most unstable material in the lithosphere may be unavailable for driving a convective
instability because of its strength. The bottom part of the mantle lithosphere is
warmer, and therefore weaker, than the material that overlies it, but its warmth also
makes it less dense, and therefore less prone to instability. Thus, low temperature
makes lithospheric rock both dense and strong, with the former driving and the
latter retarding an instability. As a result, the generation of a convective instability is
determined by the lithosphere's temperature structure and the details of how viscosity
and density depend on temperature. Because neither the temperature profile of the
lithosphere nor its affect on viscosity are well known, it is difficult to predict whether
convective instabilities can, in fact, grow in the lithosphere.
If diffusion of heat is ignored, the convective instability can be approximated as
a Rayleigh-Taylor instability in which a dense layer overlies a less dense layer in a
gravitational field [e.g, Chandrasekhar, 1961]. Gravity acting on perturbations to
this unstable stratified density structure will cause these perturbations to grow, but
against resisting forces due to the viscous strength of the layers. As the perturbation
grows, the buoyancy forces increase, causing the instability to grow at a faster rate.
For Newtonian viscosity, the amplitude of the instability initially grows exponentially
with time [e.g, Chandrasekhar, 1961]. For non-Newtonian, strain-rate-dependent,
viscosity, the instability grows super-exponentially because the effective viscosity of
the fluid decreases as amplitudes, and thus strain rates, increase [Canright and Mor-
ris, 1993; Houseman and Molnar, 1997]. A few studies [e.g. Conrad and Molnar,
1997; Molnar, Houseman and Conrad, 1998] have shown that exponential or super-
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Figure 2.1: A cartoon showing the approximate variation of density (left) and viscosity
(right) with depth in a boundary layer, analogous to the lithosphere. Both are the
result of the variation of temperature with depth, and are given for an error-function
temperature profile (top) and a linear temperature profile (bottom), which are the
two initial temperature profiles studied in the numerical calculations performed here.
Viscosity, which varies with temperature according to (2.43), where r = B/2, is shown
relative to that of the deep fluid (asthenosphere). Plots for different r(z) are shown
by r, which is the ratio of surface viscosity to mantle viscosity. Thus, r = 1 represents
the isoviscous case.
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exponential growth rates depend critically on how viscosity varies across a layer.
By combining the analysis of these previous studies with a heuristic analysis of the
growth of an instability, we develop a general scaling law that enables us to estimate
the growth rate of an instability from its initial temperature and viscosity structures.
The Rayleigh-Taylor analysis ignores the effects of the diffusion of heat. In a full
convective instability, density perturbations are created by horizontal temperature
gradients. If viscous forces are sufficiently strong, the rate at which perturbations
to the temperature structure grow could be slowed to the point at which they are
eliminated by thermal diffusion. If this occurs, growth of the instability stops, and
the thermal structure is convectively stable. Lateral diffusion of heat diminishes
short wavelength instabilities faster than longer ones, so its effects should decrease
with increasing wavelength. By comparing growth rates obtained by analogy to the
Rayleigh-Taylor instability to the rates at which temperature perturbations decay, we
show that we can determine whether a given temperature profile will be convectively
unstable for a given wavelength and temperature dependence of viscosity. We verify
this using numerical solutions to the basic equations for convection, for both New-
tonian and non-Newtonian rheology, and allowing for finite amplitude instabilities.
Although we do not directly include horizontal shortening in our calculations, we
will show that mechanical thickening of the lithosphere can cause it to become more
convectively unstable, by increasing the amount of negatively buoyant material that
can contribute to an instability and by diminishing the retarding effects of thermal
diffusion. Thus, we present another mechanism by which convective instability is
enhanced by horizontal shortening, supporting the prediction that convective insta-
bilities are most likely to occur where the mantle lithosphere has been significantly
thickened.
2.2 Theory
We begin our analysis of the convective instability of the lithosphere by exploiting a
simple analysis of the Rayleigh-Taylor instability, building upon the linear analysis
presented by Chandrasekhar [1961], and considered further by Conrad and Molnar
[1997] and Houseman and Molnar [1997]. This analysis recognizes that lithospheric
temperatures increase much more rapidly with depth than the adiabatic profile and
thus generate a density structure that can become unstable if perturbations to it are
allowed to grow.
The deformation of a fluid is described by a strain rate, i,, which is defined in
terms of the components of velocity, ui:
I ( ui + uj&u, + u (2.1)
2 ax,+ x,
The flow field is incompressible:
Bui
0ii =-- O 0 (2.2)
In a viscous fluid, flow occurs to balance viscous stresses and gravitational body
forces:
0"i Pg(iz = 0 (2.3)
Ox3
where g is the gravitational acceleration, p is density, Sji is the Kronecker delta, and
we ignore inertial terms. The stress component, ai,, can be separated into pressure,
p, and deviatoric stress, Trj:
cij = -pSij + Tij (2.4)
We assume a nonlinear relationship between deviatoric stress, nj, and strain rate, di,
of:
=ij  BE(1-1)ij (2.5)
where B is a rheological parameter, n is a power law exponent, and E 2 = (1/2) >Ij 6ztj
i, is the second invariant of the strain-rate tensor. Mantle rocks are thought to deform
by dislocation flow of olivine in the lithosphere, which can be described using (2.5)
where n is about 3 to 3.5 [e.g., Kohlstedt, Evans, and Mackwell, 1995]. It is useful to
relate stress directly to strain rate as:
T-j = 2ri, (2.6)
where effective viscosity, r, depends on strain rate according to:
q = _ 2 (2.7)
If n = 1 for Newtonian viscosity, the material exhibits a linear relationship between
stress and strain rate, and q = B/2 is a constant.
2.2.1 Review of Previous Studies
If viscosity is Newtonian (n = 1), perturbations to an unstable density structure
grow exponentially with time [e.g., Chandrasekhar, 1961; Conrad and d Molnar, 1997].
Thus, if Z is the magnitude of a sinusoidal perturbation in vertical displacement, and
w = OZ/Ot is the downward velocity, both grow with the exponential growth rate q,
as given by:
dw dZ
dt - qw and dt -= qZ (2.8)dt dt
where q can be expressed as a function of the material properties of the fluid:
Apgh ,,q = q  (2.9)27
Here Ap is the density difference across the unstable portion of the layer, h is a
typical length scale associated the thickness of this layer, and 7 is the Newtonian
viscosity at the bottom of the layer. The dimensionless growth rate, q", is a function
of the variation of both density and viscosity with depth, and of the wavelength of
the perturbation.
A density instability in a fluid with non-Newtonian viscosity (n > 1) grows super-
exponentially, as described by Canright and Morris [1993] and Houseman and Molnar
[1997]. As the amplitude of a growing instability increases, strain rates also increase,
so the effective viscosity ir, as given by (2.7), decreases. Houseman and Molnar [1997]
suggest approximating Ez " w/h in (2.7) to define a time-varying effective viscosity
to be used to define i7 in (2.9). Then, with such a definition for q in (2.9) inserted
into (2.8), they obtain an expression for super-exponential growth:
W = C (n pg(h) l /n ) (tb -t) (2.10)
where tb is the time at which velocity becomes infinite, at which point the instability
must be detached from the dense layer, and C" is a dimensionless measure of the rate
of growth, equivalent to q" and dependent on the variation of density and B with
depth, and on the wavelength of the perturbation. Houseman and Molnar [1997]
suggest the following nondimensionalization of time and length:
t"=t pgh and z" - (2.11)B h
which reduces (2.10) to:
w" = " ) (t- t")b (2.12)
If n = 1 for Newtonian viscosity, using (2.11) to make (2.8) dimensionless yields
dw"/dt" = q"w". Because the dimensionless time scale of (2.11) contains no informa-
tion about the variation of density or viscosity with depth, this information must be
incorporated into q" or C".
2.2.2 Available Buoyancy
Because both q" and C" depend on the details of how density and viscosity vary
with depth, their values must be redefined and recalculated for every given density
and viscosity profile. In what follows, we use a heuristic analysis of a Rayleigh-Taylor
instability to develop a more general scaling law to account for the variation of density
and viscosity with depth in a layer. In doing so, we define new dimensionless growth
rates, q' and C', which are distinguished from q" and C" by depending only on the
wavelength of the perturbation.
Consider a layer positioned between z = -h and z = 0 of density pi overlying
a halfspace of density p2 < pl. A sinusoidal perturbation of the boundary between
them creates a deviatoric stress field. Continuity of normal stress across the perturbed
boundary can be expressed as a difference in stresses across a line representing the
unperturbed boundary, by taking the additional overburden pressure due to the de-
formation into account [e.g., Ricard and Froidevaux, 1986]:
07,zz - 02.zz = (PI - p 2 )gZ cos(kx) (2.13)
where k = 2r/A is the wavenumber of the perturbation in vertical displacement and
Z is its amplitude. Thus, the stresses that drive the instability are generated by the
anomalous mass of material that has crossed the original boundary between the layers.
These driving stresses can be separated into deviatoric stress and pressure, as shown
by (2.4). The deviatoric stress, 7z, can be directly related to fluid deformation using
(2.6). The fluid flow itself also creates a dynamic pressure, p, which varies laterally.
The amplitudes of both rzz and p should both depend linearly on the right hand
side of (2.13) because both components are associated with the perturbation to the
density field, but their relative values should vary with wavenumber and depth. In
the numerical studies we perform later, we find that the depth dependences of rzz
and p are similar throughout a deforming layer, except where the deviatoric stress
is necessarily zero, such as near a rigid boundary. As a result, we can relate the
deviatoric stress directly to the total stress, and treat azz as proportional to Tzz in the
following analysis, remembering that this approximation overestimates the deviatoric
stress near rigid boundaries. Because the fraction of the total stress that is deviatoric
depends on the wavenumber k, we proceed using only proportionalities when dealing
with stress. The uncertainty in proportionality will later be accommodated in a factor
that depends only on wavenumber.
To develop a simple scaling law that takes into account the variation of material
properties with depth, we must apply the driving stresses given by (2.13) to a con-
tinuously varying density field. Let us simplify the problem by assuming that shear
stresses, rxz, are zero. Although this is clearly not valid for the entire flow field, sym-
metry allows us to make this approximation where the deflection of the boundary is
at a maximum (near x = 0 in (2.13)). We approximate the driving stress, rzz, as a
function of depth by representing the density field as a series of infinitesimally thin
layers with density contrast dp between them. Then the maximum driving stress,
located at x = 0, can be written in analogy to (2.13) as:
drzz(z) dp(z)
d gZ (2.14)dz dz
Suppose that density varies with temperature, T, according to:
p(T) = Pm + pma(Tm - T) (2.15)
where Pm is the background mantle density, a is the coefficient of thermal expansion,
and Tm is the uniform temperature of fluid below the cold upper layer [e.g., Turcotte
and Schubert, 1982, p. 179]. Integrating (2.14) from -zm, a point at the bottom of
the dense layer where T = Tm and the driving stress is zero, to a shallower depth of
-z yields:
7T,(z) - pmga(Tm - T(z))Z (2.16)
where we treat the perturbation amplitude, Z, as constant at all depths in the layer.
Because the perturbation Z must go to zero at a rigid surface, we recognize that
(2.16) overestimates the stress as z approaches zero.
To relate the driving stresses to the growth of the instability, we use the fact that
the vertical strain rate (izz) integrated from -zm to the surface along the vertical
centerline of the sinusoidal perturbation (here iz = 0) is equal to the downward
velocity of the perturbation at z = -zm:
w(-zm) dZ i z(z)dz (2.17)d J-zm
This relation should yield the downward velocity at any depth z, not just -zm, but we
make this choice because we later relate strain rate to stress, and we wish to include
the contribution to the downward velocity from stresses throughout the entire layer.
We proceed assuming a general constitutive relation because we will later consider
the case in which n > 1. Assuming incompressibility as in (2.2) and that shear strain
rates are small near the perturbation's maximum, E ~ izz. Then applying (2.5) to
(2.17) yields:
dZ o( z(Z)
w = dz (2.18)dt _ z B(T(z)) (2.18)
where we allow the rheological parameter, B, to vary with temperature. Defining the
driving stress using (2.16), and again assuming that the perturbation amplitude, Z,
does not vary with depth, we find:
dZ PmY O(T z - T(z))Z)ndz (2.19)
dt oo B(T(z))
where we use the fact that the driving stress below the layer is zero to expand the lower
integration limit. We can simplify this integral by nondimensionalizing temperature,
T', and the rheological parameter, B'(T'):
T'- T-T and B'(T') B(T) (2.20)
To Bm
where To = Tm - T, is the difference between the temperature at depth, Tm, and the
surface temperature, Ts, and Bm = B(Tm). Thus, T' varies between 1 at depth and
0 at the surface. We nondimensionalize length according to:
z' = z/h (2.21)
where h is a length scale associated with the thickness of the unstable layer. Using
these nondimensionalizations, we define functions Fn and fab, according to:
= f ( dz' = (fab( ')) dz' (2.22)
-oo B'T(z) Io
Thus, F, is the integral through the layer of fab to the n power. Using this definition
of F, and the nondimensionalizations above, we can simplify (2.19) to:
dZ C' pm gaTo)hFZ (2.23)
dt n Bm !
where C' is analogous to the super-exponential growth rate C defined by Houseman
and Molnar [1997], derived with a different approach for a range of constant prop-
erties. This expression yields exponential growth of the perturbation amplitude Z if
n = 1 and super-exponential growth if n > 1.
The function fab in (2.22) weights the negative buoyancy at each point in the
thermal structure by the inverse of its viscosity coefficient. For highly temperature-
dependent viscosity, the coldest regions, although quite dense, do not yield large
values of fJb. Instead, the largest values of fab occur in relatively warm, less dense
regions near the bottom of the thermal structure where viscosity is small. Thus, the
weighting offered by fab accounts for the negative buoyancy of strong material being
less important than that of weak material in driving a convective instability. As a
result, fab should scale the contributions of fluid at different depths to the total driving
buoyancy. We term F,, the integral of negative buoyancy divided by viscosity, the
"available buoyancy," because it measures the total negative buoyancy "available"
for driving a convective instability. Insofar as F, properly takes into account the
variation of density, viscosity, and temperature with depth in an unstable layer, the
dimensionless growth rate in (2.23), C', should depend only on the wavelength of the
initial perturbation. We will test this statement, and thus test the validity of this
scaling of the growth rate using the "available buoyancy," by performing a series of
numerical experiments on convectively unstable fluids.
2.2.3 Newtonian Fluids
If n = 1 for Newtonian viscosity, (2.23) becomes:
dZ ,pmgaTohF1Z (2.24)
dt 2rm
where C' is replaced by q'. The perturbation, Z, grows exponentially with growth
rate:
, PmgaTohq = q F (2.25)
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If Ap = pmaTo, this definition of q' is the same as that given in (2.9), except that now
our growth rate scales with the parameter F1, so q' should vary only with wavelength.
2.2.4 Non-Newtonian Fluids
To analyze non-Newtonian fluids (n > 1), we take the time derivative of (2.23):
dw C' n  Pm gaTon hFnn( (2.26)
dt B (2.26)
We eliminate the perturbation size, Z, in favor of the velocity, w, using (2.23):
dw = C' (pmgaTo) (hFn)(1/n) (2n-1)/n (2.27)
Houseman and Molnar [1997] show that integration of (2.27) yields:
w [C'(fn l) PmgaT (hFn)(1 /n) (tb - t)] )  (2.28)Bm 2.2)
which is similar to (2.10) and yields super-exponential growth, but includes the "avail-
able buoyancy" parameter, F,. This suggests a nondimensionalization of distance and
time of:
t'= t pgh )n and z' = - (2.29)
B h
which is similar to (2.11), but now includes information about how B and p vary with
depth. Thus, C' should depend only on the perturbation wavelength. Then (2.28)
becomes:
w/= C/ 1' - t,) (2.30)
which is the same as (2.12), but uses the new nondimensionalization of time. The time
t' is, of course, a function of the size of the initial perturbation, Z'. By integrating
(2.30), Houseman and Molnar [1997] show that:
Zt) (n l ) bC' (t - t') (2.31)
from which we can relate t' to Z' by setting t' = 0:
t= n)l (2.32)
2.2.5 The Role of Diffusion of Heat
Diffusion of heat smooths, and thus diminishes, perturbations to an unstable density
structure. To quantify thermal diffusion, we compare the rates at which temperature
anomalies are advected to those at which they are diffused, in a manner similar to that
used by Conrad and Molnar [1997]. For conductive transfer of heat in one-dimension:
OT a 2T
at= 2) (2.33)
where K the the thermal diffusivity [e.g., Turcotte and Schubert, 1982, p. 154]. We
consider thermal diffusion in the horizontal direction because horizontal variations
in density grow unstably. Consider perturbations to the background temperature
field of the form T - cos(kx). Then (2.33) shows that such perturbations decay
exponentially with time as:
OT 47r2
at = -K 4T = -qdT (2.34)
at A2
which defines the exponential decay rate, qd.
We wish to compare the rate at which temperature perturbations are diffused to
the rate at which they are advected. For the general case of non-Newtonian rheology,
we can obtain an instantaneously valid exponential growth rate by comparing (2.23)
to the exponential growth equation for Z(t) in (2.8). This gives an exponential growth
rate, q, of:
()=(PmaToT hFZ- (2.35)
This expression varies with perturbation amplitude, Z(t), so that q, increases as Z
does, yielding the super-exponential growth predicted by (2.28). For a given value
of Z, however, it gives an exponential growth rate for advection of temperature per-
turbations, which we compare to the rate of exponential decay by taking the ratio
qn/qd. We simplify by ignoring all constants and assume that the fastest growing
wavelength scales with the layer thickness, so A i h. In doing so, we obtain a dimen-
sionless quantity that compares the rate of advection to the rate of thermal diffusion,
and thus resembles a Rayleigh number:
a PmgaTo h3Zn-1Ra, = F, (2.36)( nBm K
For Newtonian viscosity, n = 1, yielding:
Pm gaToh3
Ral ---- F (2.37)
which is independent of Z. This "Rayleigh" number, Ran, is a measure of the con-
vective instability of a thermal boundary layer, as first described by Howard [1964].
2.3 Numerical Experiments
To carry out experiments on both Newtonian and non-Newtonian fluids with differ-
ent "available buoyancy," we use the finite element code ConMan, which can solve
the coupled Navier-Stokes and energy equations appropriate for thermal diffusion,
incompressibility, and infinite Prandtl number [King, Raefsky and Hager, 1990]. This
code has been found capable of accurately determining the exponential growth rate
of an isothermal Rayleigh-Taylor instability [van Keken et al., 1997]. We initiated
convective instability by imposing a temperature field in which cold material over-
lies warmer material. Because we assign a thermal expansivity a, the colder fluid is
denser, and flows downward into the underlying warm fluid as the instability grows.
Two initial temperature fields are used (Figure 2.1). Conductive cooling of a
halfspace, appropriate for the cooling of oceanic lithosphere, yields a temperature
profile given by an error function:
T(z) = T, + To erf(-z/hc) (2.38)
where h, = 2it and t, is the time during which the halfspace has cooled [e.g.,
Turcotte and Schubert, 1982, pp. 163-167]. A linear temperature profile results from
conduction of heat across a fixed thickness, hi:
T(z) = Ts + To(-z/hl) for 0 > z > -h (2.39)
T(z) = Tm for z < -ht
To allow instabilities to develop, we perturb the temperature field sinusoidally in the
horizontal dimension with a wavelength A. In particular, we allow the length scales
of the thermal profile to vary as:
hc(x) = 2 /1 + pcos(27rx/A) (2.40)
hi(x) = h1 1 + pcos(27rx/A)
where p is a constant that specifies the amplitude of the perturbation. Thus, the
thickness of the unstable temperature structure varies between hvI ± p and hv1 - p.
This corresponds to a sinusoidal variation in the cooling time, tc, which has no physical
relevance to us, but imposes a smooth perturbation.
So that the unstable layer occupies a constant proportion of the finite element
grid, we varied the size of the grid so that its depth is 8.27 times hc or 7.33 times
hi. The horizontal dimension of the box is determined by the wavelength at which
the instability is perturbed, which also scales with hc or hl. We use 90 elements in
the vertical direction, with 60 elements in the upper half of the box, giving double
resolution in the region where the most of the deformation occurs. The number of
elements in the horizontal direction is varied so that each element in the upper half
of the box is square.
Boundary conditions on the box are rigid on the top surface, free slip along the
two sides, and zero stress along the bottom boundary. Although the Earth's surface is
free slip, we choose a rigid top because we wish to study convection beneath the cold
upper lithosphere, which is strong and therefore acts as a rigid upper boundary to
the fluid beneath it. Furthermore, the free slip boundary condition generally results
in flow at wavelengths comparable to the depth of the entire fluid, unless viscosity
is highly temperature-dependent [e.g, Solomatov, 1995; Jaupart and Parsons, 1985J.
In our case, this leads to flow at infinite wavelength because we use a no stress
bottom boundary condition. For the Earth, the free-slip boundary condition results
in plate-scale flow, which is not under study here. Nevertheless, we do perform a few
calculations with a free slip upper boundary for comparison.
The no stress bottom boundary condition permits fluid to flow in and out of the
bottom boundary so that material is not constrained to circulate within the box,
which could impede flow. The box is sufficiently deep, however, that the base of a
growing instability, defined by the location of the T' = 0.9 isotherm, only penetrates
the top 30% of the box before the instability begins detach from the overlying layer.
To see how this bottom boundary may effect our results, we tried imposing zero
horizontal velocity on the bottom boundary while maintaining free flow of material
in the vertical direction. This boundary condition produces unstable growth that is
less than 10-% slower than it is for the no stress boundary condition, indicating that
our choice of the latter does not significantly speed unstable growth.
Because we are studying the time-dependence transient phenomena, the accuracy
of our time stepping routine is important. We use an explicit predictor-corrector algo-
rithm, which should be accurate to second-order [Hughes, 1987, pp. 562-566]. After
several tests, we chose a time step that is one tenth that of the dynamically chosen
Courant time step. Increasing the temporal resolution further produced measured
growth rates that were larger by only a few percent. Because we do not hope to be
able to measure growth rates to better than one, and possibly two, significant figures,
this degree of error was deemed acceptable.
We allow density, p, to vary with temperature according to (2.15). As a result,
density, and thus the buoyancy that drives the instability, varies with depth (Fig-
ure 2.1). The temperature dependence of the rheological strength parameter, B, is
generally given as: ( Ea
B(T) = Bo exp nRT) (2.41)
where B0 is an initial value of B, Ea is an activation energy, R is the universal gas
constant, and T is temperature in Kelvins [e.g., Kohlstedt, Evans, and Mackwell,
1995]. We can define Bo such that B(Tm) = B,, from which we approximate (2.41)
as:
B(T) = Bm exp( Ea(Tm ) (2.42)
nRTm2
If we define a variable r = exp(EaTo/nRT2), we can rewrite (2.42) as:
T -T
B(T) = Bm exp(ln(r) To ) (2.43)
Thus, the parameter r describes how strongly B varies with temperature. In addition,
because rl(T,) = r7 , r represents the total variation in B across the fluid.
By increasing r, we increase the strength of the cold, dense portions of the un-
stable density structure and thus decrease their ability to participate in a convective
downwelling. The variation of the function fab, as given by (2.22), with depth (Fig-
ure 2.2) provides a measure of the relative contributions of each level in the unstable
density profile to the convective instability as a whole. For constant B (r = 1), the
greatest contribution to the instability occurs in the coldest, densest regions at the
surface of the layer. As this cold material is strengthened, however, by an increase
in r, the greatest contribution occurs deeper in the layer, where material is suffi-
ciently warm to be weak enough to participate in the downwelling. For the most
strongly temperature-dependent viscosity (r = 1000), only the bottom portion of
the dense layer can contribute. This region is thinner for the linear profile than the
error-function profile, because the latter contains more warm material.
We argue above that the integral of the nt h power of the contribution function,
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Figure 2.2: Plot of the log of the "available buoyancy" function, fab, given by (2.22) as
a function of dimensionless depth for the (a) error-function and (b) linear temperature
profiles. For each profile, fab(Z') is given for four temperature dependences of viscosity,
using values of r of 1, 10, 100, and 1000 in (2.43). The decrease of fab with increasing
viscosity contrast is shown by the decrease of fab as z' approaches zero, as r increases.
The integral of fb with depth gives the total "available buoyancy," Fn (Figure 2.3).
For n > 1, fnb can be represented by multiplying the horizontal axis by n.
f b, should scale with the growth rate of the instability. We calculated F,(r) by
numerically integrating the curves given in Figure 2.2 for both error-function and
linear temperature profiles, and for n = 1 and n = 3 (Figure 2.3). Because fab _< 1,
F3 < F1 for all r, and F3 decreases significantly faster than F with increasing r
(Figure 2.3). The linear temperature profile exhibits smaller values of F" than does
the error-function profile, especially for large r, because less warm material is available
to participate in the instability (Figure 2.2).
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Figure 2.3: The total available buoyancy, F, as a function of log r for both the error-
function and linear temperature profiles, and for n = 1 and n = 3. F" is calculated
by integrating fab (Figure 2.2) according to (2.22). As the temperature dependence
of viscosity increases with increasing r, more of the negative buoyancy becomes un-
available for driving a convective instability because of its increased strength. This
is shown by the decrease of F, with r.
2.4 Results for Newtonian Viscosity
We first examine the role of temperature-dependent Newtonian viscosity on the expo-
nential growth of convective instability for an error-function temperature profile (Fig-
ure 2.4). Increasing the temperature dependence of viscosity decreases the amount of
material that participates in the instability. For example, only the bottom isotherm
(T' = 0.9) shows significant deflection at large amplitudes for r = 1000 (Figure 2.4d),
while nearly the entire unstable layer participates in the downwelling for r = 1 (Fig-
ure 2.4a). For each value of r, the shallowest significantly deflected isotherm lies near
the maximum in the corresponding profile of fab in Figure 2.2a. Thus, the curves
in Figure 2.2 appear, at least qualitatively, to represent the regions of the dense
layer participating in the convective instability. The exception is for r = 1. The
rigid boundary condition permits no deflection at the surface, but fab(r = 1) has a
maximum there (Figure 2.2).
When made dimensionless without scaling by "available buoyancy," the time for
an instability to reach a given amplitude increases as the temperature dependence of
viscosity increases (Figure 2.4). We can quantify this effect by calculating a dimen-
sionless growth rate, as for a Rayleigh-Taylor instability, for each viscosity profile. To
do this, we measure the downward speed, w, of the T' = 0.9 isotherm as a function
of time. Because this isotherm is near the bottom of the unstable layer, its speed
gives us a measure of the growth of the entire instability. We nondimensionalize (2.8)
using (2.11), which gives:
In w" = In w" + q"t" (2.44)
where w" is the initial dimensionless velocity. If growth is exponential, a plot of In w"
versus t" should then yield a linear relationship with slope equal to q". The initially
linear slopes shown in Figure 2.5a for the four cases shown in Figure 2.4 indicate
that the instability begins its growth exponentially. Following the initial exponential
growth stage, the instabilities accelerate slightly as non-linear effects become more
important at large amplitudes. This behavior is also observed by Houseman and
Molnar [1997] who attribute the acceleration in part to the selection of the fastest
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Figure 2.4: Temperature profiles showing the growth of a convective instability from
an initially error-function temperature profile perturbed using (2.40) with p = 0.04
and A' = ,A/h = 4.14. Shown are isotherms for T' of 0.1, 0.3, 0.5, 0.7, and 0.9, with
the lower temperatures closer to the surface. Sets of profiles for four values of r of
1, 10, 100, and 1000 are shown in parts (a) through (d). In each part, two sets of
isotherms show different stages of growth. We chose profiles for which the maximum
depth to the T' = 0.9 isotherm was between 1.5 and 2.0h, (dashed lines) and between
2.5 and 3.0h, (solid lines). The times for each are given and are nondimensionalized
using (2.11) without the "available buoyancy." It is clear that the profiles with
more strongly temperature dependent viscosity require more time to reach a given
amplitude and remove a smaller amount of material.
growing wavelength at large amplitudes. Because we allow instabilities to grow to
very large amplitudes, this non-linear phase is followed by a period in which growth of
the instability begins to taper off and the downwelling plume approaches a constant
velocity. When the instability detaches from the unstable layer, it should reach a
"terminal" velocity, a condition described approximately by Stokes flow, the descent
of a heavy sphere in a viscous fluid [e.g., Turcotte and Schubert, 1982, pp. 263-2681.
Growth rates, q", show a strong dependence on the temperature dependence of
viscosity, with larger r yielding slower growth. When is time is nondimensionalized
using (2.29) to include the "available buoyancy" (Figure 2.5b), however, the four
curves nearly collapse onto a single curve, with approximately equal dimensionless
exponential growth rates, q'. This indicates that the "available buoyancy" scales the
affect of the temperature dependence of viscosity. We attribute the relatively low
dimensionless growth rate for r = 1 to the influence of the rigid top boundary of the
fluid. As discussed above, this condition does not permit this instability to utilize the
significant "available buoyancy" near the surface of the layer for r = 1 (Figure 2.2),
so the scaling with F overestimates the amount of dense material that participates in
the instability. For r > 1, there is little contribution to the "available buoyancy" from
the surface because the material is strong there, and FI more accurately represents
the amount of material available for driving a convective instability.
Growth rates nondimensionalized without "available buoyancy" depend on both
the temperature dependence of viscosity and on the wavelength of the initial per-
turbation (Figure 2.6a). When scaled by "available buoyancy," however, the three
curves for r > 1 approximately collapse onto a single curve that depends only on
wavenumber (Figure 2.6b). There remains a difference at short wavelengths (k' > 2),
some of which is due to the presense of the rigid lid, as discussed above. Similar cal-
culations using a free slip upper boundary condition (Figure 2.7) show that for short
wavelengths, the "available buoyancy" scaling works slightly better with a free top
(compare Figures 2.6b and 2.7). Growth rates at long wavelengths (small k') are not
properly scaled if top boundary slips freely because in this case the preferred wave-
length scales with the depth of the box and not the depth of the unstable layer. For
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Figure 2.5: Plots of ln(w") or ln(w'), the natural log of the dimensionless downward
speed of the T' = 0.9 isotherm at x' = 0, versus dimensionless time, t' or t", for
the four convective instabilities profiled in Figure 2.4. Time is nondimensionalized
using (2.11) in (a), indicated by double primes, and by (2.29) in (b), indicated by
single primes. Thus, (b) scales rates with "available buoyancy," but (a) does not. For
each value of r, the symbols represent output from finite element calculations, and
lines represent linear fits to the initial slope, the value of which is the dimensionless
growth rate, q' or q". The growth rates scaled by "available buoyancy" are nearly
independent of r, showing that this scaling accounts for the temperature dependence
of viscosity. The big symbols indicate the times for which temperature profiles of the
instability are given in Figure 2.4.
the nearly isoviscous cases of r = 1 and r = 10, this allows the longest wavelengths
to grow most rapidly (Figure 2.7), but if viscosity is highly temperature-dependent,
growth rates decrease with wavelength, as they do for a rigid lid (compare r = 1000
curves in Figures 2.6b and 2.7). Thus, the "available buoyancy" does a better job
of scaling the temperature dependence of viscosity if the upper boundary is free slip,
but only for short and intermediate wavelength perturbations.
For the rigid top, we also attribute some of the unscaled differences in q' at large
wavelength (Figure 2.6b) to the decrease of the wavelength of maximum growth rate
with increasing r. As the viscosity becomes more temperature-dependent, the thick-
ness of the unstable layer that participates in the instability decreases. This thick-
ness should scale with the dominant wavelength [Conrad and Molnar, 1997; Molnar,
Houseman and Conrad, 1998], so that the maximum value of q" or q' should occur
at shorter wavelengths for larger r, as can be seen in Figure 2.6b. As a result, q' at
short wavelengths is smaller for smaller values of r.
Similar calculations using a rigid top and an initially linear temperature profile
(Figure 2.8) yield wavelengths of maximum growth rate that depend on r more than
they do for an error-function temperature profile (Figure 2.6). We attribute this to the
presence of more warm material, and thus more "available buoyancy," near the bottom
of the error-function profile than the linear profile (Figure 2.2). Because this material
always participates in an instability, the effective thickness of the unstable part of the
layer is less variable for the error-function profile than it is for the linear profile. Thus,
the effective thicknesses of the "available buoyancy" curves, fab, in Figure 2.2 depend
more on r for the linear profile. Because the wavelength of maximum growth rate
should scale approximately with this thickness, its values show a greater variation for
the linear temperature profile.
The "available buoyancy" scaling of the growth rate appears to account for the
temperature dependence of viscosity in the results for the linear temperature profile
(Figure 2.8). Because the wavelength of maximum growth rate varies with r, the
curves for different r do not fall together when scaled with the "available buoyancy"
(Figure 2.8b). The value of the maximum growth rate, however, is the same for all
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Figure 2.6: Plots of dimensionless growth rate, q" or q', versus dimensionless
wavenumber, k' = 27r/A', with time and length scaled using (2.11) in (a) and (2.29) in
(b). Thus, (b) scales rates with the "available buoyancy." We used an error-function
initial temperature profile perturbed using (2.40) with p = 0.04.
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Figure 2.7: Similar to Figure 2.6b, but for free slip boundary conditions on the
top surface, again using the "available buoyancy" to scale time. A comparison to
Figure 2.6b shows that for short wavelengths (k' > 2), the "available buoyancy"
scaling accounts for the temperature dependence of viscosity slightly better if the
upper boundary condition is free slip. At long wavelengths (k' < 2), however, the
"available buoyancy" scaling shown here breaks down because, for free slip, the longest
wavelengths grow most rapidly, except for large r.
r > 1. (For r = 1, the presence of the rigid surface causes this scaling to overesti-
mate the actual growth rate, as discussed above.) Furthermore, the maximum value
of q" for the linear temperature profiles is about 0.18 (Figure 2.8b), which is only
about 20% larger than the maximum value of about 0.14 found for the error-function
temperature profile (Figure 2.6b). This agreement is more impressive when we recall
that for r = 100 and r = 1000, the "available buoyancy" scaling differs by a factor of
approximately two between the linear and error-function temperature profiles (Fig-
ure 2.3). The agreement of growth rates for different temperature profiles suggests
that the "available buoyancy" scaling provides a dimensionless growth rate that is
independent of the functional form of the initial temperature profile.
If viscosity is Newtonian (n = 1), growth rates for a Rayleigh-Taylor instability
can be predicted from linear theory. We use the analysis of Conrad and Molnar
[1997] to predict growth rates for an unstable layer with a linear temperature profile
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Figure 2.8: Similar to Figure 2.6, for an initially linear temperature profile, perturbed
using (2.40) with p = 0.04. In this case, however, symbols show growth rates esti-
mated from the finite element calculations and lines show growth rates predicted by
Rayleigh-Taylor linear theory, as given by Conrad and Molnar [1997].
and exponentially varying viscosity. Such calculations yield growth rates that agree
to within 10% of those measured here (Figure 2.8). The greatest deviation occurs
at short wavelengths, but tests show that increasing the spatial resolution of the
finite element grid reduces this disagreement. The agreement between Rayleigh-
Taylor theory and our calculations, which include thermal diffusion, indicates that
the convective instability approximates a Rayleigh-Taylor instability, at least for the
high values of Ral used here. The agreement also indicates that ConMan accurately
simulates the convective instability.
We investigated the conditions for the stability of a cold, dense layer by measuring
q' for different values of the stability parameter, Ran (Figure 2.9). We calculated
growth rates for a linear temperature profile and k' = 3.1, chosen because it is near
the maximum of the q' versus k curves for r = 10, 100, and 1000 (Figure 2.8b). The
three values of q'(Rai) for these values of r differ from one another by less than 10%,
when dimensionless growth rates are calculated using the "available buoyancy." For
large values of Ral, q' is approximately equal to 0.18, as we observed in Figure 2.8b.
When Ral is less than about 500, growth is slowed, and for Ral less than about
50, growth is stopped altogether. This decrease in q' is due to the suppression of
temperature perturbations by thermal diffusion as Ral decreases.
The ability of thermal diffusion to suppress unstable growth should vary with
wavelength because small wavelength perturbations are most susceptible to smoothing
by thermal diffusion in the horizontal direction. This is evident in Figure 2.10, where,
for large k', growth is stopped or significantly slowed for the smallest values of Ral. At
longer wavelengths, however, growth rates for this same value of Raj become greater
than those of the larger Ra1 calculations. Long wavelength perturbations are less
prone to smoothing by horizontal thermal diffusion, and for sufficiently small Ral,
they appear to grow more rapidly than those with larger Ral. We attribute relatively
high dimensionless growth rates at long wavelengths also to thermal diffusion, but
in the vertical direction. If the layer cools sufficiently during advective growth, its
thickness and the amount of unstable material will increase so that the instability
proceeds with more "available buoyancy" than the initial conditions suggest. This
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Figure 2.9: Plot showing how the dimensionless growth rate, q', varies with the
stability parameter, Ral, for a layer with Newtonian viscosity (n = 1) and for r of
10, 100, and 1000. Scaling is with the "available buoyancy," as given by (2.29). A
linear temperature profile, perturbed using (2.40), A' = A/hl = 4.07, and p = 0.04
giving Z' = 1.98%, was used in each case, and we varied Ral by varying rm.
causes growth rates that are scaled by the original amount of "available buoyancy"
to increase.
2.5 Results for Non-Newtonian Viscosity
We performed several runs using a non-Newtonian viscosity with power law exponent
n = 3, and a variable initial perturbation size. We use an initial perturbation to an
error-function temperature profile given by (2.40) in which t, varies by 20%, giving
a maximum downward perturbation of Zo = 0.0954h,. The results (Figure 2.11)
are qualitatively similar to those presented for Newtonian rheology in Figure 2.4 in
that a smaller fraction of the dense layer is removed in a longer period of time for
layers with more highly temperature-dependent rheology. The retarding by a highly
temperature-dependent rheology, however, is more pronounced for non-Newtonian
0.2 Ra = 8300
S . , Ra =830
. 0.1 - "
. 1
SRa = 83
Ral = 8.3
-0.1
0 1 2 3 4 5
k'
Figure 2.10: Plots of dimensionless growth rate, q', versus dimensionless wavenumber,
k' = 27r/A', for an initially linear temperature profile, perturbed using (2.40) and
p = 0.04. All curves use r = 100, and Ra1 is varied by varying rlm. Time is scaled
using (2.29) to include the "available buoyancy."
viscosity than it is for Newtonian viscosity. For example, the Newtonian runs with
r = 1000 (Figure 2.4d) take about 8 times as long to reach the same amplitude as
the r = 1 runs (Figure 2.4a), when time is nondimensionalized without the "available
buoyancy". This ratio is closer to 83, or 500, for the non-Newtonian cases (Fig-
ures 2.11a and 2.11d). Thus, for n = 3, non-Newtonian viscosity approximately
cubes the effects of temperature dependence of B. This is an indication that our
definition of the "available buoyancy" in (2.22), where F, - f,, may be applicable
for n > 1.
Some of the temperature contours show a deflection toward the surface near the
left edge of the calculations shown in Figure 2.11, indicating that temperatures do not
always increase away from the center of the instability. This observation is somewhat
surprising because it is not what we found for Newtonian rheology (Figure 2.4). One
explanation could be numerical error. Travis et al. [1990] show that errors in the
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Figure 2.11: Similar to Figure 2.4, but for temperature profiles showing the growth
of a convective instability in a non-Newtonian fluid (n = 3) from an initially error-
function temperature profile that is perturbed using (2.40) with p = 0.2 and A' =
A/h = 4.14. The times for both stages of the instability are given, and are scaled
using (2.11), without the "available buoyancy."
temperature field tend to be maximized near the stagnating regions of a finite-element
grid. If numerical error is a problem, however, it is not diminished by increasing the
spatial resolution of the finite element grid or by allowing the surface node nearest
the corner to move freely in the horizontal direction to prevent "grid locking." Fur-
thermore, other numerical codes produce similar results [U. Christensen, personal
communication, 1998]. Another explanation could be related to the stress dependent
viscosity, which would tend to increase the effective viscosity of the stagnant corner
region due to the low strain rates there. The effective viscosity of the material just
to the side of the stagnant corner, however, should decrease due to the presence of
significant strain rates that advect temperature contours around the corner from the
side. For increasingly temperature-dependent viscosity, the stagnant corner becomes
less pronounced, because it is not associated with the rigid lid, and deeper, because
the zone of active deformation is shifted downwards (Figure 2.11). In any case, the net
effect of this phenomenon, which represents less than a 10% difference in temperature
across a small portion of the entire downwelling region, should be small.
The runs with non-Newtonian viscosity show a greater acceleration of the insta-
bility with increasing time than do the Newtonian results. For Newtonian viscosity,
about 15% of the total time is spent between the two temperature profiles shown in
Figure 2.4, compared to between 1.5 and 3% for runs with non-Newtonian viscosity
(Figure 2.11). Clearly growth for non-Newtonian viscosity accelerates faster than the
exponential growth we observe for Newtonian viscosity, as Houseman and Molnar
[1997] demonstrate for the Rayleigh-Taylor instability. To test Houseman and Mol-
nar's [1997] scaling law, we again determine the velocity of the T' = 0.9 isotherm
as a function of time for the four calculations contoured in Figure 2.11. According
to (2.12), a plot of W'' ( -2/3) as a function of dimensionless time, t", should be linear,
with slope equal to -2C"/3 and a time intercept of t"'. Because t" varies by orders
of magnitude with changes in r (Figure 2.11), we rescale both axes by dividing by t'
(Figure 2.12a). Thus, all curves have the same time intercept at t"/It = 1, and their
relative slopes can be compared easily.
The relationships between w"(- 2/3) and t" are clearly linear for all r (Figure 2.12a),
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Figure 2.12: Plots of (a) w"(- 2/3)/t' versus t"/t'', where double primes indicate a scal-
ing of time without the "available buoyancy" using (2.11) and of (b) w'(-2/3 )/t' versus
t'/t', where single primes indicate a scaling of time with the "available buoyancy" us-
ing (2.29). We define w" or w' as the downward speed of the T' = 0.9 isotherm at
x' = 0, for the four convective instabilities profiled in Figure 2.11, and big symbols
in (a) represent times that are profiled there. We scale each curve with the time t'
or t' so that the four curves can be compared more easily. The linear relationships
shows that the instabilities grow super-exponentially, as predicted by Houseman and
Molnar [1997]. The lines show linear fits to the initial portion of the numerical results
(symbols), and we estimate values of C" and C' from the slope of this line.
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Figure 2.13: Similar to Figure 2.12b, but for free slip boundary conditions on the
top surface, again using the "available buoyancy" to scale time. A comparison to
Figure 2.6b shows that the "available buoyancy" scaling better accounts for the tem-
perature dependence of viscosity if the upper boundary condition is free, rather than
rigid.
and their slopes yield values of C" that decrease by a factor of about 7 as r increases
from 1 to 1000 (Figure 2.12a). When time is nondimensionalized using (2.29) to
include the "available buoyancy," and w'(-2/3) is plotted versus t' (Figure 2.12b),
the discrepancy between the slopes for different r is improved, but C'(r = 1) and
C'(r = 1000) still differ by about a factor of two. This scatter is considerably im-
proved to within about 15% of its mean value if the upper boundary condition is free
slip (Figure 2.13), but for the rigid top, large scatter is observed at all wavelengths
(Figure 2.14). As we found for Newtonian viscosity, a rigid surface boundary condi-
tion causes the "available buoyancy" scaling to overestimate the rate of growth for
the isoviscous case (r = 1), presumably because it includes a contribution from dense
material near the rigid surface that can not participate in the instability. For r > 1,
estimates of C' fall within about 20% of their median value of C'(r = 100) = 0.47
(Figures 2.12b and 2.14b). For an initially linear temperature profile, maximum val-
ues of C' are between 0.4 and 0.5 for all r > 1 (Figure 2.15b). The isoviscous case,
r = 1, again yields values of C' that are smaller than those for r > 1. For non-
Newtonian viscosity and a rigid top, the scaling of the temperature dependence of
viscosity using the "available buoyancy" is less impressive than it was for Newtonian
viscosity, but it still provides a useful method of approximating super-exponential
growth rates, and appears to be somewhat independent of the functional form of the
initial temperature profile.
Linear theory can not provide predictions of super-exponential growth rates, but
we can compare our calculations for the linear temperature profile to those of previous
numerical studies of the Rayleigh-Taylor instability. For r = 1, Houseman and Molnar
[1997] give a maximum value of C" = 0.37 for n = 3 and a linear density profile over an
inviscid halfspace, where we have divided by two to make their nondimensionalization
agree with ours, and by 2(1/3) to account for the difference in their definition of
E. This is nearly a factor of two larger than the maximum value we measure of
C = 0.21 (Figure 2.15a). Some (maybe half) of this discrepancy is expected because
we do not use an inviscid lower halfspace. We have adjusted estimates of C" by
Molnar, Houseman, and Conrad [1998] for the Rayleigh-Taylor instability of a layer
with B decreasing exponentially and density decreasing linearly over a halfspace of
constant B by dividing by a factor of (In r)("+ l )/n to make them agree with our
nondimensionalization. These adjustments yield C" = 0.096 for r = 10 and C" =
0.040 for r = 100. Our measurements of C" = 0.064 and C" = 0.026 (Figure 2.15a)
are about 70% those of Molnar, Houseman, and Conrad [1998]. This discrepancy may
be numerical, but could also be due to the different density structures at the bottom
of the layers; for Molnar, Houseman, and Conrad [1998], there is no diffusion of heat,
but with such diffusion, density, and hence mass, is redistributed before significant
growth occurs. Moreover, such a redistribution occurs where viscosity is lowest, and
thus at a level that affects the "available buoyancy" most. Thus, perhaps we should
not expect our estimates of C" to agree with those for a Rayleigh-Taylor instability.
The variation of C' with the stability parameter Ra3 (Figure 2.16) is similar to
the variation of q' with Rai that we observe for Newtonian viscosity (Figure 2.9). For
non-Newtonian viscosity, three temperature dependences of viscosity are given for
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Figure 2.14: Plots of the dimensionless super-exponential growth rate, C" or C',
versus dimensionless wavenumber, k' = 2r/A', with time scaled using (2.11) in (a)
and (2.29) in (b). Thus, (b) scales rates with "available buoyancy." We used an
initially error-function temperature profile perturbed using (2.40) with p = 0.2.
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Figure 2.15: Similar to Figure 2.14, but for an initially linear temperature profile,
perturbed using (2.40) with p = 0.2.
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Figure 2.16: Plot showing how the super-exponential growth parameter, C', scaled
with the "available buoyancy" using (2.29), varies with the stability parameter, Ra 3 ,
for a layer with non-Newtonian viscosity (n = 3) and for r = 10, 100, and 1000. We
show calculations for two choices of the initial amplitude, Z', of the perturbation to
an initially linear temperature profile; using (2.40) and p = 0.10 or p = 0.20, we
generate perturbations of Z' = 4.88% or ZO = 9.54%. We varied Ra3 by varying Bi.
two different amplitudes of initial perturbations, Zo, and the value of Ra3 , calculated
according to (2.36), takes into account the magnitude of the perturbations. For all
and for Ra 3 > 1000, we observe fairly constant values of C' equal to about 0.45. For
values of Ra 3 less than about 100, the layer is convectively stable. The convective
stability of a layer depends on the wavelengths at which it is perturbed. As we
found for Newtonian viscosity, short wavelength perturbations are stable at smaller
values of Ra3 than are long wavelength perturbations (Figure 2.17), because they
can be diminished by diffusion of heat in the horizontal direction. Long wavelength
perturbations again promote increased instability because thermal diffusion in the
vertical direction increases the driving buoyancy of the layer as the instability grows
(Figure 2.17).
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Figure 2.17: Plot of C' versus dimensionless wavenumber, k' = 27r/A' for an initially
linear temperature profile, perturbed using (2.40) and p = 0.2. All curves use r = 100,
and Ra3 is varied by varying Bi. Time is scaled using (2.29) to include the "available
buoyancy."
2.6 Application to the Lithosphere
We have shown that the stability parameter, Ran, scales the vertical variations of
density and viscosity with depth. We now estimate this parameter for the litho-
sphere to determine the conditions under which it might become unstable and how
long a convective instability might take to remove the bottom portion of the litho-
sphere. To do this, we estimate the parameters relevant to the lithosphere. We use
Pm = 3300 kg m - 3, g = 9.8 m s- 2, a = 3 x 10- 5 K - 1 , and K = 10
- 6 m 2 s - 1. If
the mantle lithosphere varies in temperature between T, = 800 K at the Moho and
Tm = 1600 K at its base, the temperature variation across the potentially unstable
mantle lithosphere is To = Tm - T, = 800 K.
To estimate the "available buoyancy," F,, we assume a temperature profile for
the lithosphere and apply laboratory measurements of the temperature dependence
of viscosity. The parameter B varies with temperature as:
-1
B(T) = 3 2n exp (2.45)
where R = 8.3 J K-lmol-' is the universal gas constant, H is the activation enthalpy,
and A is the experimental constant inferred from laboratory measurements that relate
strain rates to a power of stress [Molnar, Houseman, and Conrad, 1998]. This relation
can be made dimensionless using (2.20):
B'(T') = exp ( HTo( - TT) (2.46)
nRTm(Ts + ToT')
For both linear and error-function geotherms, we use (2.22), (2.45), and (2.46) to cal-
culate Bm and F, for values of H, A, and n given by Karato, Paterson, and FitzGerald
[1986] and relevant to diffusion (n = 1) and dislocation (n > 1) creep mechanisms
for "wet" and "dry" conditions (Table 2.1). The dislocation creep mechanism is ap-
plicable if stresses are greater than about 0.1 to 1 MPa, which is likely the case for
convective instability. Hirth and Kohlstedt [1996] propose that the "wet" rheology
is applicable below 60 to 70 km depth. For dislocation creep, the estimates of H
in Table 2.1 differ from those of Hirth and Kohlstedt [1996] by less than 20%, but
estimates of A for dry olivine are smaller by a factor of 5, and those for wet olivine
can not be easily compared because Hirth and Kohlstedt [1996] give a stress exponent
of 3.5. For diffusion creep, estimates of A depend significantly on grain size, which is
not well known for the mantle. Because of uncertainties in A and n, we expect our
calculations of Bm to also include significant uncertainty, making our ignorance of
the presence of wet or dry conditions at the base of the lithosphere somewhat unim-
portant for this study. Our estimates of F,, however, do not depend on A, and thus
should be more reliable. The most uncertain parameters are then the thickness, h,
of the mantle lithosphere, and the material strength at its base, Bm; we leave these
parameters to be determined in the following analysis.
To estimate stability and growth rates for diffusion creep, we first calculate Ral
Table 2.1. Estimates of B,, and F,, for various creep regimes and temperature profiles.
Creep Regime n t  Ht At B F,? F?
(kJ/mol) (s-1 Pa - ) (Pa s'/) (Error Function) (Linear)
Wet Diffusion 1 250 1.5 x 1 0 - 12 6.7 x 1019 3.1 x 10- 2 8.5 x 10- 3
Dry Diffusion 1 290 7.7 x 10- 10: 2.6 x 1018 2.6 x 10 - 2 6.6 x 10-
Wet Dislocation 3 420 1.9 x 10- 1 5 1.9 x 109 1.3 x 10-4 5.5 x 10-5
Dry Dislocation 3.5 540 2.4 x 10- 16 1.9 x 109  2.3 x 10- 5  8.8 x 10- 6
tFrom Karato, Paterson, and FitzGerald [1986].
+Assumes a 10 mm grain size.
using (2.37) as a function of Tm using the parameters values listed above and for
values of h equal to 25, 50, 100, and 200 km. We do this for F = 3.1 x 10- 2 and
F1 = 6.6 x 10- 3 to span the full range of "available buoyancy" given for diffusion creep
in Table 2.1. Using the values of q'(Ral) given in Figure 2.9 for r = 100, we use (2.25)
to calculate the exponential growth rate, q, as a function of Tr/m. Exponential growth
exhibits a doubling of the amplitude of an instability in a time given by ln(2)/q, which
we plot as a function of 77m in Figure 2.18. Because the growth rate scales inversely
with viscosity, the doubling time scales with rim, if rim is small enough to yield a large
value of Ral (Figure 2.18). If 77m is sufficiently large that Ral 50 (Figure 2.9),
however, exponential growth stops, and the doubling time becomes infinite. This
critical viscosity varies with the lithosphere thickness, h (equation (2.37)). As a
result, a thin unstable layer requires lower viscosity at its base to become convectively
unstable than does a thicker layer (Figure 2.18).
Depending on the initial amplitude of a perturbation, several doubling times will
be required for that perturbation to grow large enough to remove the bottom portion
of the lithosphere. Thus, if convective instability requires five doubling times within,
say, 10 million years, the (Newtonian) viscosity at the base of the lithosphere must be
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Figure 2.18: Plot of the time for an instability to double in amplitude, given by
ln(2)/q, as a function of the viscosity at the bottom of the layer, rm, for exponential
growth with Newtonian viscosity. The doubling time, given in millions of years, is
calculated as described in the text for four layer thicknesses and the two most extreme
values of F given in Table 2.1 for diffusion creep, and other parameter values given
in the text. The dot represents a solution showing that if rm = 3 x 1019 Pa s and
h = 100 km, an instability will double in size approximately every 2 million years.
Such an instability will be removed in 10 million years if five doubling times are
required for this to occur.
less than about 3 x 10" Pa s for a 100 km thick mantle lithosphere and F = 3.1 x 10-2
(dot on Figure 2.18). Thinner lithosphere or decreased "available buoyancy" requires
smaller viscosities. Viscosity as low as rm = Bm/2 = 1.3 x 101s Pa s is suggested
by laboratory studies (Table 2.1) for diffusion creep, which would allow mantle litho-
sphere thicker than about 50 km to rapidly become unstable. Hager [1991] used
several geophysical observables to estimate that asthenospheric viscosities could be
as low as 1019 Pa s but other authors suggest values closer to 1020 Pa s [e.g., Mitro-
vica and Forte, 1997]. This latter value permits only very thick (200 km) lithosphere
to become unstable in 10 million years for the lower bound of "available buoyancy"
(Figure 2.18, dashed lines) but still allows instability in 50 km thick lithosphere for
the upper bound of F1 (Figure 2.18, solid lines). Thus, if viscosity is Newtonian,
convective removal of the lithosphere's base in a few million years is perhaps not
unrealistic, but probably only where mantle lithosphere is more than 100 km thick.
To consider non-Newtonian viscosity applicable for dislocation creep, we calcu-
lated Ran as a function of Bm for dislocation creep under both wet (n = 3) and dry
(n = 3.5) conditions. We again use the lithospheric parameters given above and new
estimates of F, (Table 2.1), and we consider perturbations with amplitudes only 10%
of the thickness of the entire layer, Zo = 0.1h. We use the r = 100, Z' = 9.54% curve
in Figure 2.16 to obtain C' as a function of Bin, from which we calculate the dimen-
sionless time to removal, t' using (2.32). We make this quantity dimensional using
(2.29), and give its functional dependence on Bm in Figure 2.19 for both wet and dry
olivine, four thicknesses, and the range of F, given in Table 2.1. In applying the curve
for C'(Ra3), which we calculated using n = 3, to dry conditions for which n = 3.5,
we have assumed that the curve of C'(Ran) is approximately the same for both n = 3
and n = 3.5. This assumption is perhaps not inappropriate because Houseman and
Molnar [1997] find only a weak dependence of C" on n for n = 2, 3, and 5.
Extrapolations of laboratory measurements to conditions at the base of the litho-
sphere yield Bm on the order of 109 Pa s1/n for both n = 3 and n = 3.5 (Table 2.1).
This value of Bm implies convective removal of the lower lithosphere in less than 1
million years for lithospheric thicknesses greater than about 25 km for wet conditions
(Figure 2.19a), but 100 km for dry conditions (Figure 2.19b). These thicknesses, of
course, depend on the actual value of B,. Similarly, the "available buoyancy," F,,
(Table 2.1) affects the "critical" thickness for convective instability. Decreasing F
by a factor of two corresponds to increasing Bm by a factor of only 2 1/n, as shown
by (2.29), making variations in Fn less important for n = 3 or 3.5 than for n = 1.
For n > 1, the time to removal also depends on the initial perturbation amplitude,
Zo, to the (1 - n) power, as in (2.32). As supposed by Houseman and Molnar [1997]
and Molnar, Houseman, and Conrad [1998], perturbations with amplitudes half the
lithospheric thickness may be possible for recently thickened lithosphere, which are
five times the amplitude of those considered here. Multiplying Z by a factor of 5
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Figure 2.19: Plot of tb, the time for an instability to become completely detached from
an unstable layer, as a function of the rheological parameter at the bottom of the layer,
Bn, for a non-Newtonian viscosity characterized by dislocation creep. The removal
time, given in millions of years, is calculated as described in the text for both (a) wet
conditions, for which n = 3, and (b) dry conditions, for which n = 3.5. Calculations
are given for four layer thicknesses, the two values of F, given in Table 2.1, and the
other parameter values given in the text.
has the same effect as decreasing Bm by a factor of 51- l /n, as shown by (2.32) if it is
redimensionalized by (2.29). This shifts the curves in Figure 2.19 to the right by a
factor of about 3, which expands the range of Bm that produces rapid instability for
a given lithosphere thickness.
Some portions of the continental lithosphere have remained stable for long periods
of the Earth's history. Many cratonic shields have undergone little or no deformation
for more than a billion years [e.g., Hoffman, 1990]. Thus, continental lithosphere
is generally stable; some additional mechanism is required for it to become unsta-
ble. One such mechanism could be mechanical thickening. If the mantle lithosphere
is thickened along with the crust during an episode of horizontal shortening, the
vertical length scales associated with a convective instability increase. Because the
sublithospheric viscosity is not affected by such thickening, an increase in h has the
effect of decreasing the time for an instability to occur (Figures 2.18 and 2.19). For
certain values of h and 7rm or Bin, increasing h by a factor of two can cause an oth-
erwise stable lithosphere to become convectively unstable on short time scales. For
example, if B, = 1010 Pa s1/ 3 for dislocation creep of wet olivine, 50 km thick mantle
lithosphere is convectively stable, but its lower part will be removed in 2 million years
if it thickens by a factor of two (Figure 2.19a).
If viscosity is non-Newtonian, increasing the amplitude of a perturbation has the
same affect as increasing the layer thickness, h, as discussed above. Thus, convective
instability can be generated from a stable mantle lithosphere if large perturbations can
be generated at its base. Horizontal shortening could help generate large amplitude
perturbations through folding instability or localized thickening. Because horizontal
shortening has already been associated with the initiation of convective instability
through an increase in lithosphere thickness, as described above, or through a decrease
in strength due to strain-rate weakening [Molnar, Houseman, and Conrad, 1998], it
seems likely that horizontal shortening could initiate a convective instability at the
bottom of the lithosphere.
Convective instability should continue to erode thickened mantle lithosphere until
it is thin enough to be stable on long time scales. The bottom, weakest part will be
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Figure 2.20: Plot of tb, the time for an instability to become completely detached from
an unstable layer, as a function of the thickness the layer, h. The removal time, given
in millions of years, is calculated as described in the text assuming wet conditions
(n = 3), Bm = 1010 Pa s1/3, F3 = 1.3 x 10 - 4 , and an initial perturbation amplitude,
Z 0, of either 10% or 50% of h. Other parameter values are given in the text.
removed quickly, but removal of the colder interior of the mantle lithosphere requires
increasingly greater time [Molnar, Houseman, and Conrad, 1998]. To determine the
thickness of a layer that will remain stable for a given amount of time, we plot the
removal time, tb, as a function of the layer thickness, h (Figure 2.20). We calculated
tb using (2.32) and the dependence of C' on Ra 3 (Figure 2.16), and assume wet
conditions (n = 3), Bm = 10'0 Pa s1/3 , F3 = 1.3 x 10 - 4 , and the parameter values
given above. If perturbation amplitudes are 10% of the mantle lithosphere thickness,
a layer 65 km thick will be stable for a billion years. If this layer is mechanically
thickened to 130 km, the first instability to grow should do so in about 1 million years
(Figure 2.20), and should remove the basal part, about 16 km using the estimates
of Molnar, Houseman, and Conrad, [1998]. With negligible diffusion of heat in this
interval, perturbations at the base of the remaining 114 km thick layer should be
unstable and grow, but more slowly. This process should continue, with removal of
basal layers at successively lower rates until a stable layer is achieved. If perturbation
amplitudes remained only 10% of the layer thickness, the layer would eventually
return to its original thickness, 65 km, but this will take a billion years (Figure 2.20).
A thickness of 80 km, however, will be reached in only 10 million years. It is possible
to make similar estimates for a variety of values of Bm by estimating the thickness of
a layer that is stable on time scales of 10 million years from Figures 2.18 and 2.19 for
a given value of Bin. This thickness is generally a factor of 1.2 to 1.5 times that of a
layer that remains stable for a billion years (Figures 2.18 and 2.19). Thus, lithosphere
that is at its stability limit and then thickened by a factor of two, should, in 10 million
years, erode back to a thickness 20 to 50% larger than its original thickness. The lower
end of this range applies to thinner layers (25 to 50 km) and the higher end to thicker
layers (100 to 200 km).
This estimate is complicated by the dependence of both Ran and tb the pertur-
bation amplitude, which we expect to increase as a layer thickens. If, for instance,
as h increased from 65 km to 130 km, perturbations grew from 10% to 50% of h, the
thickness of the layer after 10 million years of convective removal will be about 40
km (Figure 2.20), only 60% of the original 65 km thickness. Thus, it is possible that
mechanical thickening could lead to a net thinning of the mantle lithosphere because
convective instability can remove more lithosphere than is accumulated by a thick-
ening event. For this to occur, viscosity must be non-Newtonian and the mechanical
thickening must generate a significant increase in perturbation amplitude.
We might also expect the temperature profile of a thickened layer to change as its
bottom part is convectively removed. The base of the lithosphere should be removed
soon after, or during, a thickening event, and should carry with it a significant frac-
tion of the layer's "available buoyancy," leaving that layer overly cold, and therefore
strong. Thus, we expect a decrease in F, with each successive removal, slowing further
unstable growth. This decrease in F, is opposed by the diffusion of heat. Thermal
diffusion associated with the juxtaposition of cold lithosphere and hot asthenosphere
after a convective removal event should help replenish the "available buoyancy" by
increasing the amount of warm material. If thermal diffusion and the increase in per-
turbation size caused by thickening approximately balance the decrease in "available
buoyancy" as successive instabilities occur, then the above estimates of the degree
of convective thinning following mechanical thickening should apply. If a decrease in
"available buoyancy" overwhelms the perturbation size increase, it will be difficult for
the instability to grow sufficiently to remove a significant fraction of the lithosphere.
On the other hand, if the increase in perturbation size is more important than the de-
crease in "available buoyancy," thickened lithosphere could erode mantle lithosphere
and eventually make it thinner than its original thickness.
2.7 Conclusions
The "available buoyancy" provides a simple scaling that approximates the rate at
which a density instability may grow from a cold, dense fluid layer. Although the
growth rates for several thermal structures have already been determined [e.g., Conrad
and Molnar, 1997; Houseman and Molnar, 1997; Molnar, Houseman, and Conrad,
1998], they are necessarily complicated by the details of the temperature dependence
of viscosity, non-Newtonian viscosity, and the functional dependence of temperature
on depth within the layer. The advantage of the "available buoyancy" scaling is
that it enables all of these "complications" to be included in a single scaling, so
that an approximate determination of the growth rate can easily be calculated for
a given temperature and viscosity structure. By comparing this growth rate to the
slowing effects of thermal diffusion, we can assess whether a given thermal structure
is convectively unstable.
Thus far, we have examined only unstable density structures that are generated
by the thermal contraction of fluids at cold temperatures. For the deep mantle litho-
sphere beneath continents, an unstable density structure created by temperature may
be stabilized by the addition of basalt-depleted, low-density peridotites [Jordan, 1978;
Jordan, 1981; Jordan, 1988]. This structure, proposed to account for the observed
stability of deep continental roots over billions of years, has been termed by Jordan
[1978] the "continental tectosphere." Although our definition of the "available buoy-
ancy" does not take chemical density differences into account, this should be relatively
easy to do. Qualitatively, the addition of low-density material to a thermal structure
should decrease the total "available buoyancy," and thus slow growth. Care must be
used, however, when determining the convective stability of density structures that are
partially generated by chemical differences because only temperature-induced density
variations are subject to smoothing by thermal diffusion. In the tectosphere, however,
the compositional variations in density are not themselves unstable, so the stability
analysis derived here should apply, if the appropriate "available buoyancy" can be
estimated.
Because continental lithosphere is thought be stable, at least on time scales of bil-
lions of years, some disrupting event must occur for it to begin to become unstable.
We have shown that the lithosphere can move from a condition of convective stabil-
ity to one of instability through the mechanical thickening of its mantle component.
Because the degree of instability is proportional to the cube of the mantle litho-
sphere's thickness, significant thickening can lead to instability, both by increasing
the amount of negatively buoyant material in a given vertical column, and by decreas-
ing the effects of thermal diffusion. In addition, if lithospheric material behaves as
a non-Newtonian fluid, large-amplitude perturbations generated in conjunction with
a thickening process, and weakening due to horizontal straining, can generate even
more rapid convective removal after a thickening event. We estimate that 10 million
years after mechanical thickening, it is possible that convective erosion could result in
a mantle lithosphere that is only 60% as thick as it was before the thickening event.
A smaller fraction of lithosphere is removed if the amplitude of perturbations does
not increase significantly as the layer thickens.
Such convective removal should result in surface uplift of a few kilometers [e.g.,
Bird, 1979; England and Houseman, 1989; Molnar, England, and Martinod, 1993],
followed by eventual extension, as is observed in several mountain ranges [Houseman
and Molnar, 1997]. The replacement of cold mantle lithosphere by hot asthenosphere
should also cause melting of portions of the remaining mantle lithosphere, causing
volcanism and possibly regional metamorphism. Trace element isotopic analysis of
volcanism in previously thickened areas suggests that this volcanism is produced by
the melting of continental lithosphere, not asthenosphere [e.g., Fitton, James, and
Leeman, 1991; Turner et al., 1996]. This evidence is not consistent with some models
that produce rapid surface uplift such as complete delamination of mantle lithosphere
or mechanical thickening that does not yield instability. It is, however, consistent with
significant, but not complete, removal of the mantle lithosphere by convective erosion,
a processes that we have shown to be associated with previous mechanical thickening
of the mantle lithosphere.
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Chapter 3
Convective Instability of
Thickening Mantle Lithosphere
Abstract. Mantle lithosphere, being colder and therefore denser than the under-
lying mantle, is prone to convective instability that can be induced by horizontal
shortening. Numerical experiments on a cold layer with imposed horizontal short-
ening were carried out to examine the relative importance of mechanical thickening,
thermal diffusion, and gravitational instability in deforming the layer. This analysis
is then used to develop a method for determining which of these styles dominates
for a layer thickening at a given rate. If viscosity is non-Newtonian, the imposition
of shortening decreases the lithospheric strength, which causes perturbations to the
lithosphere's temperature structure to grow exponentially with time. Once these per-
turbations become sufficiently large, they then grow super-exponentially with time,
eventually removing the lithospheric base. Because lithospheric viscosity is highly
temperature-dependent, at most only the lower 30% of the lithosphere participates
in the downwelling associated with this initial super-exponential growth event. After
this event, however, a downwelling develops that removes material advected into the
region of downwelling by horizontal shortening. The magnitude of this persistent
downwelling depends on the rate and duration of shortening. If the total amount of
shortening does not exceed 50% (doubling of crustal thickness), then this downwelling
extends to a depth 3 to 4 times the thickness of undeformed lithosphere and forms a
sheet significantly thinner than the width of the region undergoing shortening. Once
shortening stops, this downwelling is no longer replenished by the shortening process,
and should then detach due to its inherent gravitational instability. The hottest 60%
of the mantle portion of the lithosphere could be removed in such an event, which
would be followed by an influx of hot, buoyant asthenosphere that causes rapid sur-
face uplift. Because more cold material is removed after the cessation of shortening
than by the initial gravitational instability, the former has a potentially greater in-
fluence on the amount of surface uplift. The Tibetan interior is thought to have been
shortened by about 50% in - 30 million years and afterward, at approximately 8 Ma,
experienced a period of rapid uplift that may have resulted from the removal of a
large downwelling "finger" of cold lithosphere generated by shortening.
3.1 Introduction
Thickening of the crust is one consequence of horizontal convergence at the Earth's
surface and is the main process by which mountains are built. Thickening of mantle
lithosphere may occur as well, and has been proposed as an accompanying process
that may also affect mountain building. In particular, thickening should enhance the
gravitational instability of cold, dense mantle lithosphere with respect to the hot,
buoyant asthenosphere beneath it (Figure 3.1a) [e.g., Fleitout and Froidevaux, 1982;
Houseman, McKenzie and Molnar, 1981]. If the mantle lithosphere becomes suffi-
ciently unstable, localized convective downwelling, of the type described by Howard
[1964], may be initiated at the base of the mantle lithosphere (Figure 3.1b). The sub-
sequent removal of cold lithosphere, and its replacement by hot mantle, could result
in rapid surface uplift followed by extension [e.g., Bird, 1979; England and Houseman,
1989; Neil and Houseman, 1999]. This process is thought to have caused rapid uplift
of the Tibetan plateau 8 million years ago [Harrison et al, 1992; Molnar, England,
and Martinod, 19931, and has been inferred for other mountain belts [Houseman and
Molnar, 1997; Platt and England, 1994; Platt et al., 19981.
The gravitational instability of mantle lithosphere can be enhanced by thickening
a) Mechanical Thickening of Lithosphere
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b) Convective Removal of Mantle Lithosphere
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Figure 3.1: Cartoons showing (a) horizontal shortening and thickening of the litho-
sphere, which includes both the crustal layer and the lithosphere's mantle portion.
Mechanical thickening should enhance the gravitational instability of the cold, dense,
mantle lithosphere with respect to the hot asthenosphere below. If the mantle litho-
sphere is made sufficiently unstable, its lower portion may be removed in a localized
convective downwelling, drawn in (b). Removal of mantle lithosphere and its replace-
ment by hot asthenosphere could result in rapid uplift at the surface. Shown on the
right in both (a) and (b) is output from a numerical experiment that shows the gen-
eration of convective instability by mechanical thickening of a cold, dense layer. Here
arrows represent velocity and show horizontal shortening of the central region in (a)
and a faster flow associated with convective downwelling in (b). Temperature, repre-
sented by shades of gray (colder is darker) and contours (evenly spaced temperature
intervals), clearly shows the removal of the cold layer's basal portion.
in several ways. First, thickening increases the amount of dense, potentially unstable
material in a thickened region [e.g., Conrad and Molnar, 1999; Fleitout and Froide-
vaux, 1982; Houseman, McKenzie and Molnar, 1981]. Second, if lithospheric rocks
deform by a nonlinear stress-strain relationship, as they are observed to do in labo-
ratory experiments, the strain-rates associated with shortening should decrease the
background strength of the lithosphere and enhance its gravitational instability [Mol-
nar, Houseman, and Conrad, 1998]. Finally, nonuniform thickening generates large
variations in the lithosphere's stratified temperature field, allowing gravitational in-
stability to grow from accompanying variations in the density field. If viscosity is
non-Newtonian, the strain-rates associated with the growing instability decrease the
lithosphere's strength and cause the instability to grow more rapidly. This process
accelerates into a rapid removal of the lithospheric base [e.g., Canright and Morris,
1998; Conrad and Molnar, 1999; Houseman and Molnar, 1997].
These mechanisms of promoting gravitational instability of the lithosphere have
been studied by approximating the convective instability as a Rayleigh-Taylor insta-
bility, in which diffusion of heat is ignored. Thermal diffusion, however, smooths
perturbations to the lithosphere's stratified temperature field, and thus may retard,
or even prevent, their growth as part of convective instability. Conrad and Molnar
[1999] address this issue by including the stabilizing effects of thermal diffusion for a
generalized density and viscosity structure. These authors, however, study instability
only in layers that are already convectively unstable, and consider horizontal short-
ening only as a mechanism that allows the lithosphere to thicken into an unstable
state. The role of horizontal shortening in making lithosphere unstable is treated
more fully by Molnar, Houseman and Conrad [1998], but their studies do not include
thermal diffusion. Thus, an analysis of the full convective instability for a layer that
is undergoing horizontal shortening is needed.
The numerical experiments described below, which are similar to those exempli-
fied in Figure 3.1, simulate mantle lithosphere that eventually becomes convectively
unstable because it thickens. I compare the deformation that results to the unstable
growth predicted by simpler studies of the Rayleigh-Taylor instability for different
rheologies [e.g., Conrad and Molnar, 1997; 1999; Houseman and Molnar, 1997], un-
dergoing horizontal shortening [e.g., Molnar, Houseman, and Conrad, 1998], and in
conjunction with thermal diffusion [e.g., Conrad and Molnar, 1999]. The rheologi-
cal conditions and magnitudes of shortening rates that generate the various types of
gravitational instability can then be determined in a general way through the use
a dimensionless scaling analysis, as can the approximate time-dependent behavior
of a growing instability. Finally, I attempt to determine how much material may
be removed by convective instability in a thickening environment, and the effect of
this removal on the remaining lithosphere. As a result, this study treats the full
convective instability of thickening mantle lithosphere more completely than do pre-
vious analyses. Because they build upon previously-developed scaling analyses for
various aspects of the the full problem treated here, these results are comprehensive,
but easily applied to gravitationally unstable layered structures such as the mantle
lithosphere.
3.2 Review of Rates for Unstable Growth
The convective stability of a thickening cold thermal boundary layer can be studied by
observing the behavior of small perturbations to the boundary layer's stratified tem-
perature field. Various time scales are associated with different mechanisms that pro-
mote the growth or decay of these perturbations. The first growth mechanism is the
shortening process itself, which advects cold material downward as the layer thickens,
and therefore amplifies perturbations to the temperature field [e.g., Bassi and Bonnin,
1988; Fletcher and Hallet, 1983; Ricard and Froidevaux, 1986; Zuber, Parmentier, and
Fletcher, 1986]. Two types of growth are associated with the gravitational instability
of a dense fluid overlying a less dense fluid, also known as a Rayleigh-Taylor instabil-
ity. If the viscosity of the deforming fluid is independent of strain-rate, perturbations
initially grow exponentially with time [e.g., Chandrasekhar, 1961; Conrad and Mol-
nar, 1997; Whitehead and Luther, 1975]. For non-Newtonian viscosity, growth is
super-exponential with time [e.g., Canright and Morris, 1993; Houseman and Mol-
nar, 1997]. Finally, the lithosphere's density field is perturbed through temperature,
which is subject to thermal diffusion. Thermal diffusion smooths temperature vari-
ations, and thus diminishes the amplitude of density perturbations, slowing, or even
preventing, their unstable growth [e.g., Rayleigh, 1916].
The complete convective instability of a thickening boundary layer with non-
Newtonian viscosity can thus be ideally described as the simultaneous action of (a)
mechanical thickening, (b) exponential followed by (c) super-exponential growth of
perturbations, and (d) thermal diffusion acting to suppress growth. Each mechanism
operates with a characteristic time scale that depends on size of the perturbation itself
and on the physical properties of the layer. In general, one of the four mechanisms
has a dominant influence on the behavior of perturbations because it induces growth
or decay of perturbations at significantly faster rates than do the others. In what
follows, expressions for these growth or decay rates are developed. These expressions
are later used to construct dimensionless parameters that compare the relative im-
portance of the different mechanisms in deforming a given thermal boundary layer
that is undergoing horizontal shortening.
3.2.1 Exponential Growth
If thermal diffusion is ignored, perturbations to an unstable density structure grow
in a manner that can be described by an analysis of the Rayleigh-Taylor instability.
In this analysis, it is useful to describe deformation of a fluid by a strain rate, ip,,
defined in terms of the components of velocity, ui:
i (U - + X) (3.1)
The flow field is incompressible, meaning that cii = 0. In a highly viscous fluid,
gravitational body forces are balanced by viscous stresses associated with flow. This
flow, described by the strain rate, is related to the deviatoric stress, -3, by:
T6 = 2,riij (3.2)
The effective viscosity, 7r, can vary with temperature and may depend on strain rate:
B .,_,)
2 = En (3.3)
where B is a rheological parameter, n is a power law exponent, and E 2 = (1/2) Lij ;iJ"
eij is the second invariant of the strain-rate tensor. Dislocation creep of olivine in the
lithosphere is often described using (3.3) and n about 3.5 [e.g., Kohlstedt, Evans, and
Mackwell, 1995].
For Newtonian viscosity (n = 1), r = B/2 is a constant. In this case, perturbations
to an unstable density structure grow exponentially with time [e.g., Chandrasekhar,
1961; Conrad and Molnar, 1997]. Thus, if Z is the magnitude of a sinusoidal pertur-
bation of wavelength A, and w = dZ/dt is its downward speed, both obey:
dw dZ
dt = qw and -- = qZ (3.4)dt dt
where q is the exponential growth rate.
Conrad and Molnar [1999] nondimensionalize time and length according to:
pgaToh I z
t = t F and z =_- (3.5)
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where p is the mantle density, a is the thermal expansivity, g is the gravitational
acceleration, To is the temperature difference across the layer, h is the thickness
of the unstable layer, and rTm is the Newtonian viscosity at the base of the layer.
The parameter F is a constant that accounts for the temperature dependence of
viscosity, termed the "available buoyancy" by Conrad and Molnar [1999], who show
that F is given by the integral through the layer of the thermal buoyancy divided
by the viscosity. Because colder portions of the layer are also stronger, the "available
buoyancy" scaling quantifies the portion of the total buoyancy that is sufficiently
weak to participate in the gravitational downwelling. Thus, the scaling of time given
by (3.5) applies for cold layers with Newtonian viscosity, and arbitrary dependence
of viscosity on temperature.
Using (3.5) to nondimensionalize (3.4) yields an expression for a dimensionless
growth rate q', which can be related to the dimensional growth rate, q, according to:
pgaToh Fiq' (3.6)
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Using numerical experiments, Conrad and Molnar [1999] measure a maximum value
of q' i 0.2 for dimensionless wavelengths close to A' = A/h = 4. The combination
of (3.4) and (3.6) provides an estimate of the downward speed at the bottom of a
perturbation growing exponentially with time:
dZ pgaToh q (3.7)
dt 2Im,
where the subscript of wl refers to the value of the power-law exponent, n = 1.
If viscosity is non-Newtonian (n > 1), T/m decreases as strain-rates increase, as
shown by (3.3). For a dense layer undergoing horizontal shortening, strain-rates
are associated with both horizontal shortening and unstably growing perturbations.
For sufficiently small perturbation amplitudes, the strain-rates due to shortening are
greater, and thus determine the effective viscosity of the dense layer. As long as
this viscosity remains constant, perturbations grow exponentially with time and with
growth rate given by (3.6), where the viscosity is given by (3.3). Once strain-rates
associated with the growing perturbation begin to dominate those due to shortening,
effective viscosity is affected and growth proceeds super-exponentially, as described
below. Thus, as suggested by Conrad and Molnar [1997] and confirmed by Molnar,
Houseman and Conrad [1998], perturbations may grow exponentially with time even
if viscosity is non-Newtonian, but only if their amplitude is sufficiently small.
3.2.2 Super-Exponential Growth
An increase in the amplitude of a growing perturbation causes an increase in strain-
rates, and thus a decrease in the effective viscosity of a non-Newtonian fluid (n > 1).
This decrease in viscosity causes a density instability to grow super-exponentially with
time [e.g., Canright and Morris, 1993; Houseman and Molnar, 1997]. By approximat-
ing E - w/h, Houseman and Molnar [1997] obtain an expression for the time-varying
viscosity using (3.3). This leads to an expression for the downward speed, wn, of:
dZ Cn (pgaTo (3.8)
Wf d - Y 0 h Fn Zn (3.8)dt n Bm
where F, is the "available buoyancy," which depends on n and the depth dependence
of B, Bm is the value of B at the base of the unstable layer, and C is a dimensionless
measure of the rate of growth [Conrad and Molnar, 1999]. Notice that when n = 1,
(3.8) reduces to (3.7) and C is equivalent to q'. For n = 3, measurements of C for
different dependences of B on T differ from 0.45 by about 20% [Conrad and Molnar,
1999].
Following Houseman and Molnar [1997], Conrad and Molnar [1999] suggest nondi-
mensionalizing distance and time according to:
/ pgaToh , z
t"= Bm Fn and z" = z' - (3.9)
Bm h
where double primes indicate a nondimensionalization of time for super-exponential
growth. Solving for w" in terms of t" yields:
[C ( - 1) ( t")] (3.10)
which indicates super-exponential growth [Houseman and Molnar, 1997]. Here t'b is
the dimensionless time at which speed becomes infinite and the instability must be
detached from the dense layer. By integrating (3.10), Houseman and Molnar [1997]
show:
S a Zo
(l - n )
tb - (3.11)
where Z' is perturbation's initial amplitude.
3.2.3 Horizontal Shortening
Horizontal shortening of a layer generates thickening and causes the base of the layer
to descend with a speed w, = dh/dt. Incompressibility requires i,, = -izz = ws/h,
giving:
dh dw,WS iExh and = iz z (3.12)dt dt
A comparison to (3.4) shows that (3.12) is an expression for exponential growth. In
this case, however, it is not the perturbation amplitude Z that grows exponentially
with time, but the thickness of the entire layer h. The "growth rate" in this case is
simply iz.
3.2.4 Diffusion of Heat
The cooling of a boundary layer generates the negative buoyancy that drives con-
vective instability. Conductive cooling of a halfspace, appropriate for the cooling of
oceanic lithosphere, yields a temperature profile given by an error function:
T(z) = T, + To erf(-z/h) where h = 2 ,-t, (3.13)
Here t, is the time during which the halfspace has cooled [e.g., Turcotte and Schubert,
1982, pp. 163-167] and T, is the surface temperature. The rate at which an isotherm
at depth h descends can be easily determined by taking the time derivative of h:
dh _ 2K
Wd,v d7 i h(3.14)
where the subscripts d and v denote diffusion in the vertical direction.
Diffusion of heat also smooths, and thus diminishes, the horizontal perturbations
in temperature from which instability must grow [e.g., Conrad and Molnar, 1997;
1999]. Consider perturbations to the background temperature field of the form AT -
cos(kx), where AT is the temperature perturbation, k = 27r/A is the wavenumber,
and x is horizontal distance. The horizontal temperature field is subject to the heat
conduction equation:
at = a x2 ,d2  (3.15)
where K the the thermal diffusivity [e.g., Turcotte and Schubert, 1982, p. 154]. Per-
turbations decay exponentially with time as:
OAT 47r2
= - 4- AT (3.16)
The wavelength, A, should scale with the thickness of the layer, h. In addition, the
amplitude of a perturbation to an isotherm, Z, should be linearly related to the
amplitude of horizontal temperature variations, AT. Ignoring constants, horizontal
thermal diffusion then generates a characteristic rate of:
dZ nZ
wd,h = (3.17)dt h 2
where the negative sign indicates a diminishment of perturbation amplitudes with
time.
3.3 Numerical Experiments
Numerical experiments, similar to those performed by Conrad and Molnar [1999],
can be used to search for the conditions under which each mode of deformation
is dominant. I use the finite element code ConMan, which can solve the coupled
thermal diffusion and incompressible Navier-Stokes equations for high Prandtl number
[King, Raefsky and Hager, 1990]. Convective instability is initiated by imposing a
temperature field as in (3.13). With an assigned thermal expansivity a, colder fluid
is denser and flows downward into the underlying warm fluid as the instability grows.
Perturbing (3.13) by applying:
h(x)= 2-tc 1 + pcos(27rx/A) (3.18)
where p is a constant that specifies the perturbation amplitude, initiates unstable
growth. This corresponds to a sinusoidal variation in t, which imposes a smooth
perturbation.
The finite element grid has a depth 8.27h and a width of A'/2 = 2.07h. Per-
turbations with this wavelength grow most rapidly [Conrad and Molnar, 1999], and
thus should reflect the unstable growth that occurs in a system initially perturbed
at all wavelengths. The grid consists of 54 elements in the vertical direction, with 36
elements in the upper half of the box, giving double resolution in the region where the
most of the deformation occurs. Eighteen elements in the horizontal direction make
each element in the upper half of the box square. This resolution is coarser than that
used by Conrad and Molnar [1999], but tests show that measurements of growth rate
are only changed by a few percent.
Horizontal shortening is generated by imposing horizontal velocity boundary con-
ditions along the vertical and top surfaces of the box. Specifically, the left side of
the box has zero horizontal velocity, and a horizontal velocity of -v is imposed along
the right boundary. On both sides, free slip in the vertical direction is permitted.
Along the top surface, the imposed velocity is zero in the vertical direction, and has
a horizontal component that tapers linearly from zero on the left to -v on the right.
These boundary conditions set up a flow that allows the dense surface layer to thicken
according to (3.12), where i,, = 2v/A. Horizontal shortening could also have been im-
plemented by imposing forces, instead of velocities, on the sides of the box. Although
this method more closely resembles lithospheric shortening, which probably involves
external forces acting on strong surface plates, it does not specify the location or the
rate of thickening, making the resulting deformation more difficult to analyze. In this
work, the pattern of shortening is imposed by the velocity boundary conditions, and
an assumption is made that external forces could generate this pattern if present. Fi-
nally, no stress boundary conditions are imposed along the bottom boundary so that
material is not constrained to circulate within the box, which could impede the flow.
The box is sufficiently deep, however, that the sinking boundary layer accelerates to
a terminal velocity before approaching the bottom of the box.
The imposition of zero vertical velocity at the surface ignores any downward de-
flection of the crust-mantle boundary, which may influence gravitational instability
of the mantle lithosphere. For example, downward motion of the Moho is gravi-
tationally unfavorable, which causes unstable growth below the Moho to be slowed
by any Moho deflection that it creates [Houseman et al., 1999; Neil and Houseman,
1999]. This effect, however, requires a coupling between deflection of the Moho and
convective instability, and thus should be diminished if the cold lithosphere near the
Moho is stronger than the downwelling portion of the mantle lithosphere. As a re-
sult, the stabilizing effects of a crustal layer should be negligible if viscosity is strongly
temperature-dependent, as is considered here. On the other hand, Moho deflection
induced by thickening should increase the rate at which the cold mantle lithosphere
is forced downwards into the hot asthenosphere. This should increase the amplitude
of perturbations, which, for non-Newtonian viscosity, increases the downward speeds
associated with gravitational instability, as shown by (3.8). Thus, deflection of the
Moho by horizontal shortening may promote convective instability.
Viscosity in this analysis is non-Newtonian, as described by (3.3), with a power-law
exponent of n = 3. Following Conrad and Molnar [1999], B varies with temperature
according to:
T -T
B(T) = Bm exp(ln(r) Tm ) (3.19)
where the parameter r is the total variation in B across the fluid's temperature
range, and Tm is the temperature of the underlying fluid. Thus, B(Tm) = Bm and
B(T, = Tm - To) = rBm. The temperature dependence of viscosity is altered by
varying r.
3.4 A Comparison of Rates for Unstable Growth
A dense layer of non-Newtonian fluid that is undergoing horizontal shortening should
exhibit time-dependent growth or decay of perturbations that can be described pre-
dominantly by one of the above-mentioned modes of deformation. These modes in-
clude exponential and super-exponential growth of perturbations, uniform thickening
of the layer, and diffusion of heat in the vertical and horizontal directions. Equations
(3.7), (3.8), (3.12), (3.14), and (3.17) provide expressions for wl, w 3, ws wd,v, and
Wd,h, which are the downward speeds of isotherms near the bottom of an unstable
temperature structure for each of these modes operating independently. In general,
the dominant mode should be the one that causes the isotherms of a layer to move
most rapidly. Because the above speeds depend on the material properties of the
layer, the shortening rate, and the amplitude of the perturbations to the layer's tem-
perature structure, the dominant mode should also depend on these quantities, and
may change with time as perturbations grow.
In what follows, a series of numerical experiments is used to determine the dom-
inant mode of deformation for various combinations of the relevant parameters. To
apply these experiments generally, dimensionless numbers are constructed by tak-
ing ratios of various combinations of the expressions for speed given above. The
numerically-determined set of parameter values for which a given mechanism de-
forms isotherms most rapidly can then be expressed as ranges of these dimension-
less numbers. Thus, each deformation mechanism is dominating in its own region
of dimensionless parameter space, and the boundaries between these regions define
"critical" values of the dimensionless parameters. To determine the dominant mode
of deformation for any given layer that is undergoing shortening, one needs only to es-
timate values for the dimensionless numbers defined below, and then compare these
values to the measured "critical" values. A summary of the various dimensionless
parameters and their critical values is given in Table 3.1.
3.4.1 Convective Instability: Unstable Growth and Thermal
Diffusion
By studying a layer that is not undergoing horizontal shortening, Conrad and Mol-
nar [1999] determine the basic requirements for convective instability. Their analy-
sis recognizes that horizontal thermal diffusion causes perturbations to an unstable
temperature structure to decrease in amplitude with speed wd,h given by (3.17). If
viscosity is effectively Newtonian (n = 1), exponential growth causes fluid to move
downward with speed wi given by (3.7). The ratio of these two speeds yields a di-
mensionless number that is proportional to a "Rayleigh" number, analogous to the
Rayleigh number commonly used in thermal convection, and measures the convective
instability of a thermal boundary layer:
pmgaToh3  W1Rai = - F ~ (3.20)
2K7rlm Wd,h
where the constant q' is ignored in the definition of Ral. If viscosity is non-Newtonian
with power law exponent n, the downward speed is given by wn in (3.8). In this case,
the relevant dimensionless "Rayleigh" number becomes:
PRa mgT n h 3 Z n - 1 Wn
Ran = F _ (3.21)
n Bnm  K n Wd,h
Note that if n = 1, Ran becomes Ral.
Whether perturbations grow unstably or are damped by thermal diffusion depends
on the relative values of wn and wd,h, and thus on the parameter Ran. A large value
of Ran means that Wn >> Wd,h, and unstable growth should dominate. To determine
the "critical" value of Ran above which a cold boundary layer becomes convectively
unstable, Conrad and Molnar [1999] measure the downward speed of material with a
temperature of T' = T/To = 0.9 (near the base of the layer) as a function of time in
a series of numerical experiments similar to those described above, but using , = 0.
For n = 1, the initial slope of a plot of In w' versus t', made dimensionless using (3.5),
gives the dimensionless exponential growth rate, q'. Similarly, if n > 1, a plot of
w"-2/3 versus t", where time is nondimensionalized according to (3.9), should have a
slope of -C(n - 1)/n, as shown by (3.10). Varying the viscosity rim, or the viscosity
coefficient Bm if n > 1, allows the growth rates q' or C to be determined as a function
of Ral or Ran.
Numerical experiments [Conrad and Molnar, 1999] show that for large Ral, growth
occurs with dimensionless growth rates close to q' - 0.2. If, however, Ral < 1000,
measured values of q' are less than 0.2, and for Ral < 100 they become negative.
Negative values of q' indicate that perturbation amplitudes are diminished by the
diffusion of heat faster than they can grow. Results are similar for n = 3, where
C - 0.45 for Ra3 > 1000 and negative for Ra1 < 100. Thus, the "critical" value
of Ran is about 100, at least for n = 1 and n = 3. If Ran > 100, unstable growth
occurs; otherwise, the layer is stable to convection.
3.4.2 Horizontal Shortening and Thermal Diffusion
Now consider a layer of fluid with non-Newtonian viscosity and large B such that
Ra3 < 100, and that thickens due to an imposed horizontal strain-rate ,xx. As de-
scribed above and by Conrad and Molnar [1999], such a layer should be convectively
stable, so that any heat transfer must be due either to advection by the imposed
horizontal shortening or to thermal diffusion. Horizontal shortening causes the bot-
tom of a layer to descend with velocity w,, as shown by (3.12). Isotherms also grow
deeper due to cooling from above, at a rate given by (3.14) as wd,,. The ratio of these
two rates yields a dimensionless quantity defined here as P because it is similar to a
Peclet number, which compares rates of advective and diffusive heat transport:
P = xxh 2 - w(3.22)
K; Wd,v
where the factor of 2 is omitted for simplicity. If P is large, boundary layers thicken
due to horizontal shortening, but if P is small, they thicken by cooling.
The "critical" value of P for which the transition between these two types of
thickening occurs is determined by first measuring the downward velocity, w, of the
T' = 0.9 isotherm as a function of time for many different values of P. Thickening of
the layer by horizontal shortening alone causes dimensionless velocity and time to be
related according to:
t= ) = exp t'" where t"' = ti,, (3.23)
which is obtained y nondimensionalizing the expression for dw(t/d in (3.12) and = 0)
which is obtained by nondimensionalizing the expression for dw,ldt in (3.12) and
integrating. According to (3.23), a plot of ln(w"') versus t"' should have a slope of
unity if shortening is dominant. The measured value of this slope is a "growth rate"
that is nondimensionalized by i,, and termed q"' here. It is clear from Figure 3.2
that q"' - 1 for P greater than about 10, which is consistent with uniform thickening.
Because these measurements are for a layer that is convectively stable (Ran < 100),
thickening alone must dominate for P > 10.
For P less than about 1, q"' increases with decreasing P (Figure 3.2), which indi-
cates that growth occurs more rapidly than would be expected for a layer experiencing
only mechanical thickening. This is because, for sufficiently small P, horizontal short-
ening is slow enough that isotherms move downward more rapidly due to cooling than
they do because of thickening. Because the velocity of the fluid at the location of a
given isotherm is measured and not the vertical motion of of the isotherm itself, the
measurement of w'" is still that of the thickening layer, given by (3.12), where h is the
depth of the given isotherm. This velocity measurement increases with time, however,
because isotherms move downward due to cooling according to (3.14), causing w"' to
be measured at increasingly larger values of h. In short, cooling causes the sampling
point (a given isotherm) to move to deeper locations within the fluid, locations where
the fluid velocity given by (3.12) is greater. The measured value of the downward
speed thus changes with time according to:
dw Ow h 2K 2K
S -X = -w (3.24)dt dh 49 h h2
where (3.12) gives Ow/&h and (3.14) gives Oh/Ot. By analogy to (3.4), (3.24) is
an expression for exponential growth with growth rate q = 2i/h 2 . When made
dimensionless using i, this growth rate can be simplified to q"' = 2/P. This relation
approximates the measured values of q.' for P < 1 (Figure 3.2), meaning that vertical
thermal diffusion dominates in this range.
At small values of P, measured growth rates become negative (Figure 3.2). This
occurs because the layer is convectively stable (Raj < 100 and Ra3 < 100), so that
horizontal thermal diffusion causes perturbation amplitudes to decrease with time. If
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Figure 3.2: Plot of the initial dimensionless "growth rate," q" = q/ixx, as a function
of P, which is varied by varying rxx. Here q"' is determined by measuring the initial
slope of a plot of ln(w. ') versus t"', where time is made dimensionless using t'" ' t,.
Theory predicts that q"' - 1 if the depth of isotherms increases solely because of
horizontal shortening, which is observed for P > 10. If isotherms deepen due to
cooling from above, theory predicts q"' - 2/P, which is observed for P < 1 (thin
solid line). At sufficiently small P, q"' < 0 because horizontal thermal diffusion
causes perturbations to decrease in amplitude faster than shortening thickens the
layer. Growth rates are calculated as described in the text for a set of parameters
that yield Ra 3 = 26000Z' 2 F 3. The maximum value of Ra3 is then 0.7 for Z' = 9.54%
and r = 10. The maximum value of Ral is 0.7 for this same curve at P - 104. Thus,
measured growth rates should only be affected by horizontal shortening and thermal
diffusion because both Ral and Ra3 are below their critical values for convective
instability.
horizontal strain-rates, expressed by P, are sufficiently small, this leads to negative
measurements of the growth rate, as Conrad and Molnar [1999] found for convective
instability.
3.4.3 Convective Instability and Horizontal Shortening
A layer undergoing horizontal shortening may also deform due to gravitational in-
stability. If Ra3 > 100, perturbations grow super-exponentially with time, at least
after the effective viscosity is governed by strain-rates associated with the growing
instability. If background strain-rates are larger than those induced by the instability,
however, horizontal shortening induces a background Newtonian viscosity given by
(3.3) that should promote initially exponential growth [Molnar, Houseman and Con-
rad, 1998]. For still larger imposed strain-rates, uniform thickening may overwhelm
either the exponential or super-exponential growth associated with gravitational in-
stability.
A transition from super-exponential to exponential growth of perturbations is
thus expected at some imposed background strain-rate. The downward speed of a
perturbation growing super-exponentially is given by (3.8) if n = 3 and should be
independent of i,,. The downward speed associated with exponential growth is given
by (3.7) and increases with i/3 because the effective viscosity given by (3.3) for n = 3
is proportional to i2/3. The ratio of these two speeds is proportional to the ratio
Ral/Ra3 and is given by:
Ra= 3 3B 2/3 (3.25)
Ra3  pgaToZ w3
Thus, large values of i create large Rai/Ra3 , which favors exponential growth.
Conversely, if &i, is small, perturbations should grow super-exponentially.
Both types of growth can be demonstrated by plotting ln(w'), where w' is the di-
mensionless downward speed of the T' = 0.9 isotherm, as a function of the dimension-
less time, t'. As discussed above, if growth is exponential, this curve should be linear,
with slope equal to the dimensionless exponential growth rate, q'. For Ral/Ra3 = 10
the approximately linear initial relationship between ln(w') and t', with an initial
slope of 0.19 (Figure 3.3), agrees with measurements of q' - 0.2 made by Conrad
and Molnar [1999] for Newtonian viscosity if Ra1 > 100. Thus, for Ral/Ra3 = 10, a
perturbation initial grows exponentially with time. Later, the slope of this curve in
Figure 3.3 increases, presumably because super-exponential growth begins to become
important.
For Ral/Ra3 = 1, a plot of ln(w') versus t' does not include an initial linear
segment, but instead the slope rapidly increases with time (Figure 3.3). Growth
in this case is super-exponential and the slope of a tangent to the curve of ln(w')
versus t' gives a measurement of the "instantaneous" growth rate at a given time.
The above theory predicts the value of this growth rate for a given perturbation
amplitude. Taking the time derivative of (3.8), nondimensionalizing using the time
scale for exponential growth in (3.5), and then simplifying using the definitions of
Ral and Ran in (3.20) and (3.21) yields:
dw ' n Ran
dt' n= Ra w '  (3.26)
Thus, the initial "instantaneous" slope of a plot of ln(w') versus t', denoted here as
q', should be equal to nCnRa,/Ral. For Raa/Ra3 = 1, a measurement of this initial
slope using the first few data points gives qO = 0.45 (Figure 3.3). This is larger than
the predicted value of nC Ran/Ral = 0.27, calculated using C = 0.45 [Conrad and
Molnar, 1999], by nearly a factor of two. It is difficult, however, to fit a tangent to a
set of points that are not linear, so perhaps an exact match to the theory should not
be expected.
The transition from super-exponential to exponential growth can now be found
by observing how measurements of q' depend on Ra1/Ra 3 (Figure 3.4). For large
Ra/Ra3 and exponential growth, the measured initial slope should be constant and
equal to qo - 0.2 (Figure 3.4) [Conrad and Molnar, 1999]. Although these mea-
surements depend somewhat on perturbation size and begin to increase with increas-
ing strain-rate for Ral/Ra3 > 100, measured values of q' - 0.2 are evident for
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Figure 3.3: Plot of In w', where w' is the downward speed of the T' = 0.9 isotherm,
versus t' (nondimensionalized using (3.5) for exponential growth). Shown are curves
for two choices of Ral/Ra3 and for r = 100 and Z' = 9.54%. Theory predicts that if
growth is exponential, these curves should be linear, with slope equal to the dimen-
sionless growth rate, q'. For Ral/Ra3 = 10, the initially linear relationship indicates
exponential growth with q' close to 0.2, the value expected for exponential growth
[Conrad and Molnar, 1999]. Not even the initial part of the curve for Ra/Ra3 = 1,
however, is linear, but instead the "instantaneous" growth rate, as measured by the
slope of a tangent to the curve at a given time, increases with time. This behavior is
consistent with super-exponential growth of perturbations. The initial value of this
"instantaneous" growth rate is estimated by measuring the average slope through
the 2 nd, 3rd, and 4th data points. Because the initial slope changes rapidly with
time, an accurate estimate of q' is difficult to make for super-exponential growth.
By consistently measuring the slope in the same way, however, the variation of this
initial "instantaneous" growth rate as a function of Ral/Ra3 can be observed. This
is shown in Figure 3.4, where the two growth rates measured here are marked.
2 < Rau/Ra3 < 100. For small Ral/Ra3 , super-exponential growth should dominate
even in initial stages. Indeed, for Ral/Ra3 < 2 the measurements of q' follow the
curve for nCnRan/Ral (Figure 3.4), as predicted by (3.26). These measured values
are systematically larger, by about a factor of two, than the predicted values, as found
for a single example in Figure 3.3, and can be attributed to the difficulty of measuring
the true initial slope. The change in the dependence of q' on Ra1/Ra 3 in Figure 3.4 in-
dicates that the transition between super-exponential and exponential growth occurs
for Ra 1/Ra 3 - 2. This value is independent of Z' and the temperature-dependence
of B (Figure 3.4).
At sufficiently rapid background strain-rates, uniform thickening of the layer oc-
curs faster than the gravitational instability grows. Thus, another transition, this
one from exponential growth to uniform thickening, should occur as strain-rates in-
crease. Again, this transition can be found by first taking the ratio of the speeds for
mechanical thickening, w., and exponential growth, wl, which can be simplified to:
Wl_ Z Ral 4 (3.27)
ws P
This ratio depends on the perturbation size ZO because the only important dimension
affecting w, in (3.12) is the layer thickness, but wl also increases with the size of the
perturbation, as in (3.7). Thus, layers perturbed with different amplitudes should
experience a transition from exponential growth to thickening at different values of
Rai/P.
To see where thickening becomes important, measurements of q'O, the "instanta-
neous" initial growth rate discussed above, are plotted a function of Z Rai/P (Fig-
ure 3.5). If shortening is the most important growth mechanism, the downward speed
at the base of a layer is given by w, in (3.12). Taking the time derivative of (3.12),
nondimensionalizing using (3.5), and simplifying using the definitions of Ral and P
in (3.20) and (3.22) yields:
dw' P
S- -lw' (3.28)
dt' - RaiWS (3.28)
Thus, if the layer grows only by thickening, q' = P/Rai. Measured values of q'
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Figure 3.4: Plot of the initial dimensionless growth rate, q0, as a function of Rall/Ra3 .
Here q( is measured as shown in Figure 3.3 and where time is made dimensionless using
(3.5). The smallest value of Ra3 is 770 for the ZA = 4.88% and r = 1000 curve, mean-
ing that the layer is always potentially unstable to super-exponential growth. This
type of growth is observed for small strain-rates that produce Rall/Ra3 < 2, where
theory (see text) predicts super-exponential growth with initially q( = nCnRa3 /Raj(thin solid line). For Rax/Ra3 > 2, qi - 0.2, as predicted for exponential growth.
Thus, for strain-rates that are large enough to produce Ral/Ra3 > 2, the background
viscosity of the layer is reduced sufficiently so that density perturbations grow unsta-
bly and exponentially with time. The large gray stars correspond to measurements
made in Figure 3.3.
behave in this way for Z'Ral/P < 0.5 (Figure 3.5), for the three different initial
perturbation amplitudes. For ZO Ral/P > 0.5, measured growth rates trend toward
q' - 0.2. For small initial perturbations such as ZA = 0.01, growth rates may be
smaller than q' - 0.2 even for Z Ral/P > 0.5 (Figure 3.5), indicating that horizontal
shortening still influences growth.
The transition between exponential and super-exponential growth, determined
from Figure 3.4 to occur at Ral/Ra3 , 2, can also be represented in terms of ZRa 1/P
and observed in Figure 3.5. By solving for the strain-rate at which Ral/Ra3 - 2
and inserting this expression into the definition of Z/'Ra 1/P given in Table 3.1, it is
possible to rewrite Ra,/Ra3 - 2 as ZORal/P - 3.67FV/, 3. Using the values
of F1 and F3 given by Conrad and Molnar [1999], the transition from exponential to
super-exponential growth can be estimated to occur at ZARa 1/P - 5. This transition
is evident Figure 3.5, and is, coincidentally, nearly independent of the temperature
dependence of B across the layer.
3.4.4 Summary
Three dimensionless quantities, Ral, Ran, and P, together with the initial dimen-
sionless perturbation size, Zj, can be used to determine the mode of deformation
that occurs in a cold thickening boundary layer with non-Newtonian viscosity and
power-law exponent n = 3 (Table 3.1). If Ra3 > 100, the instability may grow
super-exponentially, but only if imposed strain-rates, i,, are small enough that
Ral/Ra3 < 2 (Figure 3.4), or alternatively ZjRa 1/P > 5 (Figure 3.5). If the im-
posed strain rate is large enough that Z Ra/P < 0.5 (Figure 3.5), or alternatively
Ra1/Ra 3 > 100 (Figure 3.4), mechanical thickening of the layer dominates the down-
ward advection of isotherms (Figure 3.5). Intermediate imposed strain-rates lead to
exponential growth of perturbations, as long as Ral > 100.
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Figure 3.5: Plot of the initial dimensionless growth rate, qO, made dimensionless
using (3.5), as a function of Z'Ra/P. The results for which ZARaI/P > 5 are the
same as those for which Ral/Ra3 < 2 in Figure 3.4, where they are attributed to
super-exponential growth. Theory predicts (see text) that if growth is controlled by
horizontal shortening, qj = P/Ral. This is observed for ZO'Ra/P < 0.5 (compare
to thin solid lines). For 0.5 < ZARal/P < 5, a mixture of horizontal shortening
and exponential growth causes growth rates to increase toward qj = 0.2, the value
expected for exponential growth. The large gray star corresponds to a measurement
made in Figure 3.6.
Table 3.1. Summary of Dimensionless Quantities (for n = 3)
Description of Dimensionless Quantity
pgaToh3 F -2/3
t Bm
Compares exponential growth
and thermal diffusion
Ra 3  (prgaTo )h3Z2Ra 3 -- F3
Compares super-exponential
growth and thermal diffusion
Compares mechanical thickening
and thickening due to cooling
Ra ( 3B 2 F1 2/3
Ra3  pgToZ F3 X
Compares exponential growth
and super-exponential growth
Critical Values and Dominant Mode of Growth
Ra1 > 100 Exponential Growth
Ral < 100 No Growth
Ra 3 > 100 Super-Exponential Growth
Ra3 < 100 No Growth
Applies if Ral < 100 and Ra3 < 100
P> 1 Mechanical Thickening
P < 1 Thickening due to Cooling
Applies if Ral > 100 or Ra3 > 100
Ra 1 <2
Rua3
2 < Ra < 100
Ral
> 100
Ra3
Super-Exponential Growth
Exponential Growth
Mechanical Thickening
Applies if Raj > 100 or Ra3 > 100
Z , R a = pgaToh F-1/3
P - B, 1
Compares exponential growth
and mechanical thickening
Z, Rai <
-F-
0.5 < Z' <
Z R a j >
P
0.5 Mechanical Thickening
5 Exponential Growth
5 Super-Exponential Growth
3.5 Transitions Between Mechanisms of Instabil-
ity
The dimensionless quantities Rai, Ra3, and P depend on the layer thickness h, and
thus increase as the layer thickens with time. The measure of instability Ra3 also
increases as gravitational instability grows because it depends on the perturbation
amplitude Z. As a result, an unstable layer should experience transitions between
different types of deformation as increases in h and Z cause Ral, Ra3 , and P to
encounter the "critical" values described above and in Table 3.1.
As an example, consider convective instability at the base of a layer perturbed
initially with amplitude Z' = 4.88%, r = 100, and choices of ,, and other parameters
such that Z'Rai/P - 0.7. As noted in Figure 3.5 and shown by a plot of ln(w') versus
t' (Figure 3.6a), such a layer undergoes a combination of Rayleigh-Taylor growth
and horizontal shortening such that q' = 0.12, where time is made dimensionless
using (3.5). This value is smaller than the value of q' - 0.2 appropriate for purely
exponential growth. As discussed above and shown in Figure 3.5, however, q' < 0.2
for initial perturbation amplitudes that are sufficiently small because shortening still
influences growth. Thus, in the example shown in Figure 3.6a, isotherms are initially
advected downward in part by uniform thickening of the layer.
As the perturbation amplitude Z' increases with time due to Rayleigh-Taylor
growth, the quantity Z'Ra1/P also increases, making deformation of the layer less
influenced by mechanical thickening (Figure 3.5). In fact, transition to exponential
growth occurs as the perturbation amplitude nears Z' - 10% and Z'Ral/P nears 1.4
(Figure 3.6b), seen also in the change in slope near t' = 2 (Figure 3.6a). The new
measured growth rate of q' = 0.26 is larger than expected for exponential growth.
Because the layer has thickened by about 30% before exponential growth becomes
dominant, however, the thickness h used in (3.5) to make time dimensionless should
be increased by a factor of 1.3, making the value of 0.26 consistent with the predicted
dimensionless growth rate of q' = 0.2 [Conrad and Molnar, 1999], and that observed
in Figure 3.5 for Z' = 10% and Z'Rai/P - 1.4.
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Figure 3.6: Plot of (a) In w' as a function of time (made dimensionless using the time
scale for exponential growth in (3.5)) for a layer with initial values of Raj, Ra 3, and
P of 800, 10, and 50, respectively, and for r = 100 and Z' = 4.88%. The time varia-
tion of the dimensionless perturbation amplitude Z' and the dimensionless parameter
Z'RaP is shown by (b). The linear trends in (a) show that growth is initially
exponential, with growth rate q' = 0.12, until Z'Ra-P 1.4, at which point the
dimensionless growth rate increases to q' = 0.26. The slower initial growth can be at-
tributed to the influence of the thickening rate, which initially moves isotherms down-
ward faster than does exponential growth. When perturbations become sufficiently
large (Z' - 10%), exponential growth becomes fastest. Finally, super-exponential
growth occurs for Z'Ra1 /P > 5. The transition between the various types of growth
is approximately predicted by the changes in slopes in Figure 3.5, where the initial
growth rate measurement of this calculation is marked.
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Figure 3.7: Plots of (a) w"(- 2/3 ) and (b) the dimensionless parameter Ral/Ra3 , de-
fined by (3.25), as a function of time (made dimensionless using the time scale for
super-exponential growth in (3.9)) for the instability described in Figure 3.6. The
linear behavior for t" > 840 indicates super-exponential growth with growth param-
eter C = 0.29. This occurs when perturbation amplitudes become large enough that
Rall/Ra3 decreases below about 2, as shown in (b) and predicted in Figure 3.4. The
line marking the approximate transition in behavior is the same as the one marked
in Figure 3.6 for a different dimensionless time.
When perturbation amplitudes become sufficiently large that Ra 3 > 100 and
Ral/Ra3 < 2 (or if Z'Rai/P > 5), super-exponential growth of perturbations is
faster than exponential growth. In Figure 3.6, where time is nondimensionalized
using the time scale for exponential growth given by (3.5), growth becomes faster than
exponential for t' > 6, the time at which Z'Rai/P - 5 (Figure 3.6b), consistent with
the transition in Figure 3.5. This same time is marked in Figure 3.7 at t" - 840, where
time is nondimensionalized using the time scale for super-exponential growth given by
(3.9). For t" > 840, the plot of w"( - 2/3) versus t" is approximately linear, with slope
indicating a growth parameter of C = 0.29 (Figure 3.7a). This transition to super-
exponential growth occurs when Rai/Ra3 becomes less than about 2 (Figure 3.7b),
the critical value of this ratio in Figure 3.4. The measured value of C = 0.29 is
smaller than the value of C - 0.4 measured by Conrad and Molnar [1999]. This
discrepancy is exacerbated by the fact that the layer has thickened by about 70%
when super-exponential growth begins, meaning that this measured value should
be reduced further by a factor of (1.7)1/n = 1.2, as determined by the relationship
between h and C in (3.8). Conrad and Molnar [1999], however, measured C using
an initial perturbation amplitude only 10% of h. Here super-exponential growth is
measured from a layer that has been previously distorted at large amplitudes by both
thickening and exponential growth. If the resulting perturbation structure is not
optimal for growth, these perturbations might grow more slowly than those measured
by Conrad and Molnar [1999].
For a thickening unstable layer, the dominant mode of deformation progresses
from exponentially increasing mechanical thickening, to faster exponential growth of
a gravitational instability, and finally to still faster super-exponential growth of this
instability. Depending on initial conditions, these three types of deformation will
evolve from one to the next as the layer thickens and perturbations grow. The scaling
analysis developed above for an initially perturbed layer can be used to predict the
approximate time-dependent evolution of a thickening unstable layer that experiences
transitions between different styles of thickening and growth as it evolves.
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3.6 The Evolving Thermal State of an Unstable
Layer
If mechanical thickening of mantle lithosphere generates convective instability, the
lithosphere's low viscosity basal portion will be removed in an event whose time de-
pendence is described above. The colder, more viscous shallow lithosphere may also
be unstable, but on time scales longer than those that apply to the initial lower litho-
sphere instability [Molnar, Houseman and Conrad, 1998]. Thus, convective erosion
at the lithospheric base should continue at progressively slower rates until the layer
is thin enough to be convectively stable, as defined by Ra3 < 100. Complete convec-
tive stability, however, is not likely to be achieved for billions of years following an
initial instability [Conrad and Molnar, 1999], perhaps making stability geologically
unimportant. Instead, the actual amount of material removed by convective instabil-
ity and the subsequent convective erosion depends on the time scale relevant to the
geologic process that is being studied.
Previous studies of convective instability [e.g., Conrad and Molnar, 1999; Molnar,
Houseman and Conrad, 1998] extrapolate the analysis for a single downwelling insta-
bility to the ongoing convective erosion of a layer afterwards. As a result, they do not
account for the ongoing thermal evolution of the layer due to heating by the influx
of hot asthenosphere from below, or additional cooling from above. In addition, they
ignore the possible role that ongoing horizontal shortening may play in continuing
to thicken the layer. To study the evolution of mantle lithosphere after its base is
convectively removed, calculations similar to those described above are extended for
times beyond this initial event.
3.6.1 Additional Numerical Calculations
In the lithosphere, shortening, and therefore convective instability caused by short-
ening, occurs at convergent zones between large plates of nearly constant thickness.
To consider durations of convergence long enough to allow large finite shortening, I
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extend the width of the finite element grid to 6.20h, three times that used in the
calculations above. The wider grid allows the instability to occur farther from the
right edge where imposed boundary conditions generate shortening, and thus should
diminish the influence of these boundary conditions on the evolution of the shortening
region after the instability occurs. Shortening is permitted only in the left one-third
of the grid by adding uniform velocity boundary conditions to the top surface of the
rightmost two-thirds of the grid. Thus, at the surface, the horizontal velocity tapers
unformly from zero to -v on 0 < x' < 2.07 and is equal to -v on 2.07 < x' < 6.20.
The other boundary conditions are the same as those used above.
The imposed horizontal shortening causes the unstable layer to thicken at a rate
that can be expressed by P using (3.22) as a multiple of the thermal diffusion time
scale. Perhaps a more meaningful expression for the thickening rate is the time for
a layer's thickness to increase by 100%. In these calculations, a doubling of layer
thickness can be achieved by collapsing a region of width 2L into a region of width
L, which corresponds to horizontal shortening of 50%. If L is the width of the
shortening region and material is brought into this region with velocity v, then the
horizontal strain-rate is ix, = v/L and 100% thickening is achieved after a time
tloo = L/v = 1/iz. Using (3.22), too00 can be written in terms of P:
1 h2
tloo = . P (3.29)
Xxx PK:
Later, it will be useful to make time nondimensional using the time scale for expo-
nential growth. Applying (3.5) and simplifying yields:
Ral
t00o (3.30)P
Values for P and Ral are given below so that t'00 can be calculated using (3.30).
Sixteen calculations are performed, for four different temperature dependences of
viscosity, given by values of r of 1, 10, 100, and 1000, and for four different shortening
rates, which yield values of P of 1.5, 4.8, 15, and 48. Because the stability parameter
Raj depends on strain-rate, as shown by (3.20) and (3.3), layers with larger values
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of P, and thus larger strain-rates, have larger Ral, making them convectively more
unstable. To study layers that are inherently stable when subject to low shortening
rates, but that become unstable when shortening rates increase, the strength param-
eter Bm is chosen so that a layer shortening with P = 4.8 has a value of Ral near the
critical value of 100. Because layers with larger r, and therefore smaller "available
buoyancy" parameter FI, have a diminished tendency toward convective instability
(as shown by (3.20)), the chosen values of Bm are smaller for layers with larger r.
Thus, despite differences in r, layers are equally unstable at a given shortening rate.
The stability parameter Ral is thus varied only by changing the shortening rate,
which is specified here by a change in P.
Because horizontal shortening is only imposed between x' = 0 and 2.07, thickening
in this region generates a perturbation to the initially unperturbed error-function tem-
perature profile. This perturbation then should grow unstably, either exponentially
with time if shortening is sufficiently rapid that Ral > 100, or super-exponentially
with time once this perturbation becomes large enough that Ra3 > 100. Either way,
localized thickening eventually leads to a perturbation that grows unstably. This
initial downwelling eventually removes the basal portion of the layer, as shown for
r = 100 by the locations of isotherms in Figure 3.8 (black lines). Typically, down-
welling persists following the initial removal event, and continues to remove cold
material from both the upper reaches of the surface layer, as well as new material
that is brought in from the side. This downwelling appears to be a permanent feature
and eventually reaches a steady state in which it removes all new cold material that
is brought in by the imposed horizontal shortening (Figure 3.8, grey lines).
3.6.2 The Evolution of Downwelling
To study the instability's development over time, I record the locations and downward
speeds of the nine isotherms between T' = 0.1 and T' = 0.9 on left side of the box,
where the instability is a maximum. I also record the depth of these isotherms as they
are advected into the right-hand side of the box. The amplitude of the perturbation
to each isotherm, Z', can be measured by taking the difference in an isotherm's depth
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Figure 3.8: Profiles of temperature for a convective instability growing from a thick-
ening thermal boundary layer with temperature-dependent, non-Newtonian viscosity
for which n = 3 and r = 100. Only the left half and the upper 60% of the entire
finite element calculation is shown. Growth is initiated by imposing velocity bound-
ary conditions on an initially unperturbed error function temperature profile. These
boundary conditions generate horizontal shortening between x' = 0 and x' = 2.06,
as described in the text. Thus, the layer thickens in this region, which generates a
lateral variation in the temperature field from which convective instability can grow.
Shown are isotherms for T' = 0.1 through 0.9, with colder temperatures closer to the
surface. Sets of isotherms for different shortening rates are shown in parts (a) through
(d), where the difference in shortening rates is parameterized by P, but also affects
Ra1 by changing the background viscosity of the layer. In each case, two times are
shown, where time is nondimensionalized using the time scale for exponential growth
given by (3.5). The dark contours show a time during the super-exponential phase
of the instability, in which a "blob" of material is rapidly descending into the lower
halfspace. The light contours show the instability at the end of the calculation, when
cold material is flowing downward from the base of the instability at a nearly steady
rate.
between the left and right hand sides of the grid, and then normalizing this quantity
by the original depth of that isotherm. To determine the fraction of the downward
speed that is not due to the initially-imposed velocity field associated with horizontal
shortening, the initial speed of material containing a given isotherm is subtracted
from its measured value. Because the layers are initially unperturbed, this initial
speed should result almost entirely from horizontal shortening. The velocity that
remains, termed w'orr here, must be associated with either gravitational instability
or the acceleration of mechanical thickening beyond its initial rate (remember that
w, in (3.12) grows exponentially with time).
A comparison of the expressions for wl and w, in (3.7) and (3.8), shows that if
gravitational instability dominates, a plot of ln(w'orr) versus ln(Z') should yield a lin-
ear relationship with slope equal to the power-law exponent, n, that depends on the
style of growth: n = 1 for exponential and n > 1 for super-exponential growth [Mol-
nar, Houseman and Conrad, 1998]. If mechanical thickening dominates, subtracting
the initial velocity from (3.12) yields Worr = ,,Z if h(t) = h(t = 0) + Z(t). This
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relation should, like exponential growth, yield a slope of unity in a plot of ln(w,,,o)
versus ln(Z'). Such a plot (Figure 3.9) shows a slope near unity for the coldest
isotherms, indicating exponential growth of perturbations or mechanical thickening
throughout. For the hotter isotherms, a change in slopes indicates a transition to
super-exponential growth of perturbations (slope of m = n = 3). For all of the calcu-
lations shown in Figure 3.9, the dimensionless quantity Z'Ra/P > 0.5 for Z' > 6%
(ln(Z') > -2.8 in Figure 3.9). This implies that exponential growth (rather than
horizontal shortening) dominates prior to the transition to super-exponential growth,
at least for the hotter isotherms. Following this period of super-exponential growth,
curves for the hotter isotherms begin to oscillate due to an interaction with the base
of the finite element grid (Figure 3.9), indicating that these isotherms have detached
from the cold surface layer.
Thus, growth for the hotter isotherms is initially exponential, but that soon be-
comes super-exponential and eventually leads to the removal of the basal portion
of the layer. The time for this removal to occur once the super-exponential growth
phase begins can be estimated using (3.11), where time is nondimensionalized using
(3.9) for super-exponential growth. Changing this nondimensionalization to that of
exponential growth using (3.5) yields:
1 Ral
t' = (3.31)b (n - 1)Cn Ra (3.31)
If n = 3, super-exponential growth begins when Ral/Ra3 - 2. Using this value and
C = 0.45, the time to the initial removal event can be estimated as t' - 11, and is
independent of shortening rate. This is comparable to the times shown in Figure 3.8
for the initial instability to become large (times associated with black curves), but
allows no time for the development of perturbations prior to the initiation of super-
exponential growth. The estimates of Ral/Ra3 = 2 and C = 0.45 are, however,
approximate. If instead Ral/Ra3 - 1.5 is appropriate, as it seems to be in Figure 3.7b,
t' - 8, a value that is nearly as large as the times shown in Figure 3.8. Thus, the
initial removal event consists primarily of a super-exponential growth phase, but is
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Figure 3.9: A plot of ln(w'corr) as a function of ln(Z') for each of the nine isotherms
(solid lines, T' = 0.1 through 0.9) and for the four calculations shown in Figure 3.8
(parts (a) through (d)). The colder isotherms have smaller initial velocities. Here
W/or' = w' - w'(t = 0) and Z' are measured as described in the text. As shown
by taking the natural log of the expression for exponential growth of gravitational
instability in (3.7) or the corrected expression for horizontal shortening (see text), a
slope of m = 1 indicates that one of these two modes is dominant. By taking the
natural log of equation (3.8), a slope of m = 3 indicates super-exponential growth for
power-law creep with exponent n = 3. Dashed lines with slopes of 1 and 3 are shown
for comparison. Initially, all of the isotherms experience either exponential growth of
gravitational instability or mechanical thickening (slope of 1). Eventually, the hotter
isotherms are removed by an event in which perturbations grow super-exponentially
with time (slope of 3). These isotherms later cease their growth because they fall
through the bottom of the box and begin a period of oscillatory behavior.
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preceded by a brief exponential growth phase, and perhaps an even briefer horizontal
shortening phase. Because the dimensionless duration of super-exponential growth
is independent of the shortening rate, the slightly shorter times for faster shortening
rate (larger P in Figure 3.8) can be attributed to the dependence of the exponential
growth phase's duration on shortening rate. If shortening is faster, less time is spent
in the generation of perturbations large enough to produce Ra3 > 100, the condition
for initiation of super-exponential growth.
3.6.3 The Thermal State After Initial Instability
The amount of material removed by the initial instability can be estimated by observ-
ing the number of isotherms that participate in the initial downwelling in Figure 3.8.
For example, the bottom three isotherms are clearly involved in the downwelling for
the slowest shortening rate (Figure 3.8a). A fourth isotherm appears to join the in-
stability for faster shortening (Figure 3.8d). Another way of determining how much
material is initially removed is to estimate how many isotherms change their slopes
from m = 1 to m = 3 in Figure 3.9. It is clear that the colder isotherms (smaller
w') do not change slope, except for a small, temporary, acceleration that occurs when
the hotter isotherms begin their super-exponential phase. In each of the four cases
shown in Figure 3.9, the hotter four isotherms change their slope significantly, while
perturbations to the colder five isotherms continue with slopes near unity. The initial
removal event is also evident in a plot of the depth of each isotherm as a function of
time (Figure 3.10), and it is clear that between three and four isotherms are removed
by it.
A more quantitative estimate of the amount of material removed by the initial
instability can be obtained by examining the distribution of isotherms at the removal
time in Figure 3.10. In particular, the ratio of each isotherm's depth at a given time
to its initial depth defines a "thickening factor" that can then be used to compare
the relative deflections of different isotherms at various times. At the removal time,
defined here to be the time in which the T' = 0.9 isotherm first encounters the bottom
boundary of the finite element grid, isotherms are typically separated into two groups.
108
Figure 3.10: A plot showing the depth of each of the nine isotherms (T' = 0.1
through 0.9, where the colder isotherms are closer to the surface), as a function of
time (made dimensionless using the time scale for exponential growth in (3.5)) for the
four calculations shown in Figure 3.8 (parts (a) through (d)). In each case, the super-
exponential growth phase is evident as the bottom isotherms plunge deeply into the
lower halfspace, eventually descending through the base of the grid at z' = 8.27. These
isotherms then begin a period of oscillatory behavior while the shallower isotherms
continue to be drawn downwards. Also shown for each case is the dimensionless
time at which the layer would have thickened by 100% in the absence of convective
instability. This time corresponds to 50% shortening at the surface and is given by
(3.30) as t' = Rai/P.
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Figure 3.11: A plot showing, as a function of shortening rate (expressed by P) and the
temperature dependence of viscosity (expressed by r), the dimensionless temperature
of the coldest material removed by the first, super-exponential growth removal event.
This temperature is defined as that of material that deepens to a depth 5 times
greater than its original (unperturbed) depth at the time of the initial instability. It
is evident that a greater portion of the layer is initially removed if viscosity is only
weakly temperature-dependent (smaller r) and that the shortening rate has little
effect on the amount of material removed in this initial event.
Colder isotherms subside steadily with time (Figure 3.10) and typically deepen by
a factor less than about 3 by the time of the removal event. Hotter isotherms that
actively participate in this event penetrate deeply into the box, which causes them
to grow deeper by factors greater than about 7, a quantity limited by the box depth
(Figure 3.10). The isotherm that delineates the boundary between these two types
of behavior can be defined as the temperature of material for which an arbitrarily
chosen thickening factor of 5 applies (Figure 3.11). The factor of 5 is midway between
the values of 7 and 3 estimated for isotherm "removal" and "nonremoval," but tests
show that choosing 4 or 6 gives similar results.
The approximate temperature of the coldest material that participates in the ini-
tial removal event is shown in Figure 3.11. For example, the T' - 0.7 isotherm is
removed for r = 100, with slightly colder material being removed at higher short-
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ening rates (Figure 3.11). This estimate is supported by comparing the deflection
of the T' - 0.7 isotherm to that of the other isotherms in Figure 3.10. The cutoff
temperature for removal (Figure 3.11) is highly dependent on the temperature depen-
dence of viscosity coefficient, r, with nearly the entire layer being initially removed
in the constant B case (r = 1), and only the bottom few isotherms being removed
if r = 1000. As found above for r = 100, the amount of material removed in this
initial removal event does not depend strongly on the rate of shortening. This is due
to the domination of the initial removal event by super-exponential growth, which,
unlike exponential growth, does not depend on the shortening rate. Thus, the short-
ening rate should not affect the amount of material removed in this initial instability,
provided this rate is large enough to generate instability.
3.6.4 The Thermal State After Prolonged Thickening
Because these calculations extend beyond the initial instability, they can be used to
examine deformation of the unstable layer after the initial removal event. As the
initial downwelling passes through the base of the finite element grid, the negative
thermal buoyancy associated with the downwelling isotherms is suddenly removed,
which causes these isotherms to retreat rapidly. This response is typically followed
by another advance of downwelling, and oscillatory behavior develops (Figure 3.10)
until it is damped into a steady state downwelling flow (Figure 3.8). Several colder
isotherms that do not participate in the initial removal event are eventually drawn
into this later downwelling flow (Figure 3.8). The slope of m , 1 in Figure 3.9
indicates that they descend either by exponential growth of gravitational instability
or by continued mechanical thickening.
A layer's tendency toward exponential growth of gravitational instability is mea-
sured by Ral, which, because it depends on the layer's background viscosity, and thus
its background shortening rate, increases with P. Thus, faster shortening rates cause
both P and Ral to increase (remember that, for a given value of r, Ral is changed
only by varying the shortening rate). Thus, if the observed long-term instability is
due to exponential growth, downwellings should be more substantial at larger strain-
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rates because greater Ral enhances instability. This is indeed what the calculations
show. For example, if P (and thus Ral) is small, only the bottom few isotherms are
significantly deflected at the end of the calculation (Figure 3.Sa), but nearly all of
the dense layer is removed at fast shortening rates (Figure 3.8d). In addition, the
colder isotherms penetrate more deeply (Figures 3.9 and 3.10) at faster shortening
rates (larger P).
The same behavior, however, might also result from mechanical thickening of
the cold part of the layer. The velocity boundary conditions force cold fluid into
the right side of the finite element grid and out through its bottom. If the cold
surface layer is in thermal steady state, this cold fluid must be removed from the
layer by the persistent downwelling. In this light, it is not surprising that increased
shortening rates are associated with a more substantial downwelling that penetrates
deeper into the underlying fluid. The depth of penetration of these isotherms can
be estimated by comparing the final depth of each isotherm to that isotherm's initial
depth. The average of this "deepening factor" for the isotherms that do not encounter
the bottom of the box at the end of the calculation provides a measure of how deeply
a downwelling extends below the shortening region at the surface (Figure 3.12a).
Downwellings are more substantial for rapidly shortening layers (expressed by P),
but the amount of material that participates in these downwellings depends only
weakly on the temperature-dependence of viscosity (expressed by r). This indicates
that these downwellings serve as a mechanism by which thickened material can be
continuously removed from a shortening layer. Although this process is generated by
shortening, it is facilitated by the inherent gravitational instability of this material,
which causes it to ultimately be removed by active downwelling.
The gravitational removal of the basal part of the surface layer prevents it from
thickening into an overly unstable condition from which another transient instability
can develop. Thus, the persistent downwellings that follow prolonged shortening
are part of the steady-state behavior of a shortening layer. In the Earth, however,
shortening cannot be expected to continue indefinitely. If shortening ceased, some,
at least, of the material protruding into the asthenosphere would presumably become
112
1 10 100 1000
r
40
30 0.1
20
0.2
10 0.3
7
5
4
3 20.4
2 0.5 b)
1 10 100 1000
r
Figure 3.12: Similar to Figure 3.11, but showing the thermal properties of the steady-
state persistent downwelling that removes material added to the layer by shortening.
(a) shows the approximate depth to which this downwelling penetrates at the end of
the calculations, expressed as a multiple of the original depth of the layer. This depth
is calculated by taking the average of the factor by which each of the nine isotherms
between T' = 0.1 and 0.9 deepens, excluding the isotherms that encounter the bottom
of the box at that time. (b) shows the temperature of downwelling material at a depth
equal to that of the original position of the T' = 0.9 isotherm. If shortening were
to stop at this point, material hotter than that shown in (b) would presumably be
removed. It is clear that the persistent downwelling advects cold material deeper
into the mantle if the shortening rate is higher (larger P), and that the temperature
dependence of viscosity is of lesser importance.
113
unstable, detach, and then be replaced by hotter material. The amount of material
that might be removed can be estimated by measuring the temperature of the coldest
material that protrudes deeper than the original depth of the T' = 0.9 isotherm,
taken to represent the base of the unstable layer. These temperatures are shown
in Figure 3.12b for a downwelling in thermal steady-state. It is clear that colder
material is removed from more rapidly shortening layers (large P), but that the
temperature of material removed is independent of the temperature-dependence of
viscosity. This is consistent with more rapid shortening producing more substantial
persistent downwellings, which are subject to removal once shortening stops.
3.6.5 The Thermal State After 50% Shortening
Geological observations in severely shortened regions such as Tibet indicate that
the total amount of horizontal shortening can reach 50% (shortening by a factor
of two) [Le Pichon, Fournier, and Jolivet, 1992; Molnar, England, and Martinod,
1993]. Horizontal shortening of this magnitude can be accommodated by a doubling
of crustal thickness (100% thickening) in the shortening region, which generates sig-
nificant buoyancy that resists further crustal thickening. This resistance causes the
region of active shortening to migrate to undeformed adjacent regions once horizontal
shortening has reached about 50% [e.g., England and Houseman, 1986; England and
Searle, 1986; Molnar and Tapponnier, 1978]. If the amount of horizontal shortening
is limited to 50%, the amount of time that dense mantle lithosphere is exposed to
the destabilizing effects of horizontal shortening is also limited. In this case, the per-
sistent downwellings discussed above might not penetrate as deeply as they would if
allowed to grow indefinitely.
Because the dimensionless time to the initial removal event is a constant value of
about 8, 50% shortening occurs well after the initial removal event for a slowly short-
ening layer (Figure 3.10a), but the two may be nearly simultaneous if shortening is
rapid (Figure 3.10d). Thus, for the shortening rates studied, 50% shortening typically
occurs sometime after the initial removal event, but before the persistent downwelling
has grown to its full extent. To characterize the thermal state of the persistent down-
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welling at the time of 50% shortening, the depth of penetration of an isotherm at
the time t'00 is calculated and expressed as a multiple of the original depth of the
layer. This calculation is similar to the one performed above for the downwelling after
prolonged thickening, but includes only those isotherms that are not removed in the
initial removal event. Because, for r = 1, all isotherms participate (Figure 3.10), only
the coldest three isotherms are used. The result (Figure 3.13a) shows that persis-
tent downwellings are generally less substantial for 50% shortening than they are for
prolonged shortening (Figure 3.12a), particularly at large strain-rates. In fact, their
diminishment at large P means that for r > 10, the deepening factor has a nearly
constant value between 3 and 4 (Figure 3.13a). Downwelling of this magnitude causes
material hotter than a dimensionless temperature T' between 0.3 and 0.4 to protrude
deeper than the original depth of the T' = 0.9 isotherm (Figure 3.13b). Thus, if
convergence slows after shortening an unstable layer by 50%, the hottest 60 to 70%
of downwelling fluid should be removed. This fraction does not depend significantly
on shortening rate or on the temperature dependence of viscosity.
3.7 Application to the Lithosphere
The above analysis shows that several styles of deformation are possible for a dense
layer undergoing horizontal shortening, and that the particular style that a layer
chooses depends on the values of the dimensionless quantities Ral, Ra3 , P, and Z'.
This analysis can now be applied to the mantle lithosphere to determine the types
of deformation that are possible as a result of shortening, and to characterize the
changes to the lithospheric structure that may result from this deformation. To do
this, parameter values relevant to the lithosphere must be estimated. These include
pm = 3300 kg m - 3 , g = 9.8 m s- 2 , a = 3 x 10- 5 K- 1, and K = 10- 6 m 2 S- 1. If
the mantle lithosphere varies in temperature between T, = 800 K at the Moho and
Tm = 1600 K at its base, the temperature variation across the potentially unstable
mantle lithosphere is To = Tm - T, = 800 K.
The rheology of mantle lithosphere is thought to be characterized by diffusion
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Figure 3.13: Similar to Figure 3.12, but showing measurements taken at tloo, the time
for 100% thickening (or 50% horizontal shortening) to occur. In this case, both the (a)
depth of penetration of the persistent downwelling (given in units of the initial layer
thickness) and the (b) temperature of material protruding deeper than the original
depth of the T' = 0.9 isotherm depend only weakly on both the shortening rate given
by P and the temperature-dependence of viscosity given by r.
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creep, for which n = 1, at stresses lower that 0.1 to 1 MPa, and by dislocation creep,
for which n = 3 to 3.5, at higher stresses [Karato, Paterson, and FitzGerald, 1986].
Convective instability should be accompanied by stresses greater than this, favoring
dislocation creep. Hirth and Kohlstedt [1996] propose that the mantle is "wet" below
60 to 70 km depth, for which Karato, Paterson, and FitzGerald [1986] deduced a power
law exponent of n = 3, an activation energy of Q = 420 kJ/mol, and a preexponential
factor of A = 1.9 x 10-15 Pa s-3 for olivine. Using these parameter values, Conrad and
Molnar [1999] estimate Bm = 1.9 x 109 Pa s1/3 . Hirth and Kohlstedt [1996], however,
assign a power law exponent of n = 3.5 to wet olivine. As a result, considerable
uncertainty is associated with Conrad and Molnar's [1999] estimate of Bin, which is
accommodated here by using n = 3 and allowing Bm to vary.
The "available buoyancy" parameter F, accounts for the temperature dependence
of B for a given temperature profile in a layer. Conrad and Molnar [1999] estimate its
value for wet dislocation creep by assuming an activation energy of Q = 420 kJ/mol.
They find F3 = 1.3 x 10-4 for an error function temperature profile. If the strain-
rates associated with horizontal shortening control the effective viscosity of the layer,
this viscosity is constant with perturbation amplitude, meaning that the power law
exponent n = 1 is applicable. Following Conrad and Molnar [1999], F = 5.7 x 10- 2 for
the error function temperature profile, which is slightly larger than that estimated
by Conrad and Molnar [1999] for n = 1, because their study uses parameters for
diffusion creep without horizontal shortening. If the temperature profile is not that of
an error function, estimates of the "available buoyancy" should be different from those
assumed here. This uncertainty is acceptable, however, because it can be absorbed
by the uncertainty associated with the strength parameter Bin.
As described above, the values of Ral, Ra3, and P can be used to determine
which of the above-described mechanisms should dominate lithospheric deformation.
In particular, their "critical" values (Table 3.1) delineate transitions between differ-
ent styles of thickening and growth. By plotting the location of these transitions as
a function of parameters that can vary, a "phase diagram" can be constructed that
shows the dominant style of growth in different regions of the space defined by the
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variable parameters. An example diagram (Figure 3.14) shows the typical location
of boundaries between the four deformation styles, or "phases," in the space defined
by the strength parameter B, and the time tl 00, for 100% thickening to occur, which
defines the strain-rate according to (3.29). In this case, if both Ra3 < 100 and
Ral < 100, the layer is convectively stable, with mechanical thickening (MT) domi-
nating if P > 1 and thickening by thermal diffusion (TD) dominating otherwise. If
Raj > 100, horizontal shortening still dominates if ZO Ra/P < 0.5, otherwise pertur-
bations grow exponentially (EG) with time for Ral/Ra3 > 1 and super-exponentially
(SEG) otherwise. The locations of these boundaries relative to dimensional values
of Bm and t100 depend on the parameters used to calculate Ral, Ra3, and P. As a
result, diagrams are constructed by plotting the locations of these "critical" values
as functions of Bm and t100 for the lithospheric parameters given above, perturba-
tion amplitudes of Z' = 10% (Figure 3.15) and ZS = 50% (Figure 3.16), and layer
thicknesses of h = 25, 50, 100, and 200 km (parts (a) through (d) in Figures 3.15
and 3.16).
The boundaries between dominating styles of thickening or unstable growth change
as the mantle lithosphere thickens, or as perturbations to it grow. By considering how
these boundaries move due to changes in h or Z, the evolution of the mantle litho-
sphere's thermal structure can be examined. Consider mantle lithosphere for which
Z = 10%, Bm = 1010 Pa s1/ a , h = 25 km, and tloo = 50 million years. Initially, such
a lithosphere grows most rapidly by cooling from above (Figure 3.15a). However, as
it thickens, Ral increases, causing the transitional boundary of P = 1 to move to-
ward larger values of tlo0. By the time the lithosphere is 50 km thick (Figure 3.15b),
such mantle lithosphere grows most rapidly by horizontal shortening. Alternatively,
if the shortening rate increases suddenly due to an acceleration of convergence at the
surface, t100 should suddenly decrease, causing a transition from thermal diffusion to
horizontal shortening as the most rapid mechanism for deformation (Figure 3.15a).
The thickness of the mantle lithosphere should continue to increase, either by
cooling from above or by horizontal shortening, until the lithospheric layer becomes
convectively unstable. In fact, it can be argued that continental lithosphere is prob-
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Figure 3.14: A cartoon of a "phase diagram" that shows the dominant style of thick-
ening or growth (the "phases") as a function of the strength parameter Bm and the
time, too00 , for 100% thickening (or 50% horizontal shortening) to occur. Here, t100oo
defines the background horizontal strain-rate, as in (3.29). The boundaries between
each of the four regions are determined by the "critical" values associated with Ra1 ,
Ra3 , and P, summarized in Table 3.1: Raj = 100, Ra3 = 100, P = 1, Ral/Ra3 = 2,
and Z'Ra,/P = 0.5. For each line, arrows show the direction in which a quantity
increases or decreases away from the line. Light lines show portions of these lines that
are not relevant to determining the stability of a given mode. The four mechanisms
include: thickening by thermal diffusion (denoted TD), mechanical thickening associ-
ated with horizontal shortening (denoted MT), exponential growth of perturbations
(denoted EG), and super-exponential growth of perturbations (denoted SEG).
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Figure 3.15: "Phase diagrams" similar to the one exemplified in Figure 3.14, but
where the parameters relevant to the lithosphere (see text) are used to calculate
the locations of boundaries between the different styles of thickening and growth.
Shown in (a) through (d) are diagrams for mantle lithosphere with thicknesses of
h = 25, 50, 100, and 200 km, and for an initial perturbation amplitude of Z' = 10%.
ably close to its stability limit for long portions of Earth's history. The lithospheric
roots beneath the cratonic shields, for example, are thought to have experienced little
deformation since the Archean [e.g., Hoffman, 1990]. Without any deformation, cool-
ing from the surface since that time should cause the lithosphere to grow several times
thicker than its maximum depth, which has been estimated at up to 200 to 300 km
[e.g., Gaherty and Jordan, 1995; Jaupart et al., 1998; Jordan, 1988; Simons, Zielhuis,
and van der Hilst, 1999]. Clearly some erosion of the lithospheric base must occur to
limit the lithospheric depth, even if the lithospheric root is partially stabilized due
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to an inherent chemical buoyancy, as has been proposed for the continental "tecto-
sphere" [e.g., Jordan, 1978; 1981; 1988]. If the erosion process involves convective
instability, then the continental lithosphere should be at or near its stability limit,
which is given by Ral = 100 or Ra3 = 100.
Consider mantle lithosphere that is tectonically stable (not shortening) and that
has grown to its stability limit, for which Ra3 = 100. The thickness of such lithosphere
is given by the value of h that produces Ra3 = 100 for values of Z0 and Bm appro-
priate for the lower lithosphere (Figures 3.15 and 3.16). For example, if Z0 = 10%,
and the experimentally observed value of Bm - 109.1 Pa s1/3 applies, only mantle
lithosphere thinner than - 25 km is stable to convection (Figure 3.15a). If mantle
lithosphere thicker than this value can remain stable, Bm must be greater or Z6 must
be smaller. In fact, an order of magnitude increase in Bm is required to increase the
maximum thickness of stable lithosphere to 100 km (Figure 3.15c). An increase in
Bm with lithosphere thickness is perhaps expected due to the pressure dependence of
dislocation creep [e.g., Karato and Wu, 1993]. In addition, it is possible that uncer-
tainties in estimates for F3, or in the application of laboratory measurements of Bm
to the lithosphere, could conspire to permit layers that are more than 100 km thick
to be stable to small-scale convection at their base.
If horizontal convergence is applied to a layer that is close to its stability limit
(Ra3 = 100), gravitational instability can be initiated rapidly. An increase in the
background horizontal strain rate, xx, corresponds to a decrease in the time to 100%
thickening, given by tloo in (3.29). As shown in Figures 3.15 and 3.16, a sufficiently
large decrease in tloo along the Ra3 = 100 curve causes exponential growth of pertur-
bations to dominate deformation of the layer. For example, if Bm - 1010.1 Pa s1/3 and
Zo = 10%, mantle lithosphere of thickness h = 100 km is stable to convection if short-
ening is sufficiently slow that tl00 > 80 Ma (Figure 3.15c). For t1 00 ~ 30 million years,
as seems to characterize Tibet [Molnar, England, and Martinod, 1993], the lithosphere
is gravitationally unstable, with perturbations growing exponentially with time (Fig-
ure 3.15c). Once perturbations begin to grow, the region for which Ra3 > 100 (super-
exponential growth of perturbations) begins to include larger values of Bm (compare
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Figure 3.16: Similar to Figure 3.15, but for a perturbation amplitude of ZA = 50%. A
comparison to Figure 3.15 shows that the region in which super-exponential growth
of perturbations dominates (denoted SEG) is larger for larger ZA.
Figures 3.15 and 3.16). Thus, 100 km thick lithosphere for which Bm = 1010.1 Pa s1/3
and tloo = 30 Ma, but for which perturbations have increased to 50%, should ex-
hibit super-exponential growth of perturbations (Figure 3.16c). In fact, if the layer
is already at its stability limit before it begins thickening, super-exponential growth
should begin after only a small increase in perturbation amplitude, meaning that the
majority of the deformation should occur as super-exponential growth.
If the onset of horizontal convergence is not sufficient to initiate exponential
growth, super-exponential growth may still develop after sufficient mechanical thick-
ening. First, non-uniform horizontal shortening may increase the amplitude of pertur-
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bations, causing the layer to move from a state in which horizontal shortening domi-
nates to one in which super-exponential growth dominates. If Bm = 1010.1 Pa s1/3 and
h = 100 km, but tloo decreases only to 100 million years, an increase in perturbation
amplitudes due to horizontal shortening should still cause super-exponential growth
rapidly to become dominant (compare Figures 3.15c and 3.16c). Alternatively, an
increase in layer thickness h due to mechanical thickening should cause a marginally
stable layer to become unstable (compare the location of Bm = 1010.1 Pa s1/3 and
tloo = 100 million years in Figures 3.15c and 3.15d).
Once super-exponential growth begins, the time for the initial gravitational in-
stability to remove the bottom part of the mantle lithosphere can be estimated by
making t' in (3.31) dimensional using (3.5), which for n = 3 can be written:
h2  1
tb = (3.32)
r;Ra3 2C 3
Because super-exponential growth begins when Ra3 = 100, with C = 0.45 the removal
time can be written as tb = 0.055h 2/. With K = 10-6 m 2 s - 1 , t b becomes a function
of only the layer thickness, h (Figure 3.17). All of the other parameters that affect
growth are eliminated from this expression by the assumption that super-exponential
growth begins when Ra3 = 100. If, as discussed above, a phase of exponential growth
or shortening precedes super-exponential growth, its duration should be short and
thus should not significantly affect this estimate of tb.
As discussed above, the amount of material removed by the initial instability de-
pends primarily on the temperature-dependence of viscosity. If, as is likely to be
the case, viscosity varies by a factor of more than 100 across the mantle lithosphere,
at most only the hottest 30% of the mantle portion of the lithosphere is removed
(Figure 3.11). If shortening continues after this time, however, the ongoing addition
of cold material to the lithosphere is balanced by a persistent downwelling that re-
moves this extra cold mantle lithosphere from the shortening region. If shortening
is sufficiently fast and is allowed to occur indefinitely, this downwelling is capable of
causing all but the coldest 10% of the mantle lithosphere to be advected into the man-
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Figure 3.17: Plot of the time, tb, for the initial instability to remove the base of the
mantle lithosphere, and of the time, t1 00, for 100% thickening of the lithosphere (or
50% horizontal shortening at the surface) to occur. Both tb and t10o are calculated as
described in the text as a function of the thickness, h, of the mantle lithosphere. The100% thickening time depends on the shortening rate, expressed here in terms of P.
the once shortening stops (Figure 3.12b). Because this persistent downwelling results
more from mechanical thickening than from a balance of viscous and gravitational
body forces, the amount of material that participates in this downwelling is nearly
independent of the temperature-dependence of viscosity (Figure 3.12b).
The total amount of lithospheric shortening that occurs on the Earth may be
limited to 50%. As a result, the amount of time during which a persistent downwelling
can develop may be limited as well. The time to 50% shortening (100% thickening)
can be compared to the time for the initial instability to occur by taking the ratio of
loo and tle using (3.29) and (3.32). Simplifying using Ra3 = 100 and C = 0.45 shows
that L 00 = tb/(0.055P). Thus, the time to 50% shortening is some multiple of the
that tIO0 = tb/(.055P). Thus, the time to 50% shortening is some multiple of the
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initial removal time, where this multiple depends on P (Figure 3.17). If shortening
is sufficiently fast that P > 1/0.055 - 18, mechanical thickening of the layer should
occur more rapidly than convective instability, meaning that an estimate of tb is
probably not relevant. As shown in Figure 3.17, P > 18 requires 100 km thick mantle
lithosphere to double in thickness in only 15 million years, and thinner lithosphere
to shorten even more rapidly. This is faster than the - 30 million years expected
for shortening by 50% in Tibet [Molnar, England, and Martinod, 1993], but implies
horizontal strain-rates of - 10- 15 s- 1 , which are perhaps not unreasonable for other
convergent zones such as the Transverse Ranges of California [e.g., Houseman et al.,
1999].
On the other hand, if shortening is slow enough that P < 18, then tl 00 > tb,
meaning that 50% shortening occurs after the initial removal event. In this case,
only the hottest 60% of material is advected into the mantle (Figure 3.13b). Because
the persistent downwelling removes material that is advected into the downwelling
region, its amplitude depends on the amount of shortening that occurs. Thus, for
shortening of 50%, the amount of material that participates in the downwelling is a
constant. This amount (the hottest 60%, corresponding to - 500 C of temperature
variation if the mantle lithosphere accounts for - 800 C) is a larger fraction of the
lithosphere than is observed to participate in the initial instability (at most the hottest
30%, or - 2500 C), making the persistent downwelling a potentially more important
consequence of shortening than the initial removal event.
A possible limitation of this analysis is that it is performed in only two dimen-
sions, meaning that downwellings necessarily are sheet-like structures. This limitation
is perhaps acceptable because this study is designed to treat instability that is gen-
erated by horizontal shortening, which, for convergence between two large plates, is
inherently a two-dimensional process. Because, however, instabilities grow exponen-
tially or super-exponentially with time, small lateral differences in growth rate can be
rapidly amplified, causing a downwelling sheet to have a three-dimensional structure,
which could complicate the application of these results to the mantle. In addition,
these results treat dislocation creep, for which n - 3. Thus, regions of low strain-rate
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resist flow because their effective viscosity is high. It is possible that flow in the
asthenosphere is instead Newtonian, with a viscosity as low as 1019 Pa s [e.g., Hager,
1991]. In this case, the viscosity beneath the lithosphere would not be dictated by
the background shortening rate, and thus would allow the lower lithosphere to be
removed more rapidly, even at lower shortening rates than the above analysis sug-
gests. On the other hand, deflection of the Moho is also ignored, which, if driven by
convective instability, should tend to resist convective instability because it is gravita-
tionally unfavorable [e.g., Neil and Houseman, 1999]. Moho deflection may, however,
also promote convective instability by generating large-amplitude perturbations to
the mantle lithosphere's thermal structure.
3.8 Conclusions
The theory and numerical experiments described above examine the deformation of
unstable mantle lithosphere that is undergoing active shortening. The thermal struc-
ture of mantle lithosphere evolves due to four processes. In the absence of convective
instability, mantle lithosphere thickens either by horizontal shortening or by cool-
ing from above. Convective instability manifests itself either by exponential growth
of perturbations, which requires lithospheric viscosity to be set by the background
shortening rate, or by super-exponential growth of these perturbations, in which case
viscosity is set by the strain-rates associated with instability. The conditions under
which each type of deformation is dominant can be determined by comparing the
amplitudes of the dimensionless parameters Ral, Ra3, P, and Z', which are defined
for this purpose (Table 3.1).
In applying these results, mantle lithosphere is assumed to have cooled suffi-
ciently that Ra3 - 100, meaning that it is nearly convectively unstable. In this
case, horizontal shortening can easily initiate convective instability by increasing the
amplitude of perturbations, either directly through non-uniform thickening, or by
lowering the background viscosity so that perturbations begin to grow exponentially
with time. Once super-exponential growth begins, the time for removal is approxi-
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mately tb = 0.055h2 /. Thus, for mantle lithosphere 100 km thick, the initial removal
event occurs 17 million years after shortening initiates super-exponential growth. For
strongly temperature-dependent viscosity, at most only the hottest 30% of the mantle
lithosphere is involved in this event.
As shortening of the lithosphere continues, downwelling of lithospheric material
persists after the initial removal event. This downwelling removes material that is
continually being added to the layer by shortening, and thus is more substantial for
larger shortening rates. If, however, the total amount of shortening is limited to
50%, corresponding to thickening of 100% (doubling of crustal thickness), shortening
may cease before this downwelling can penetrate into the mantle to its maximum
possible depth. Because this persistent downwelling removes material added to the
lithosphere by shortening, its amplitude depends on the amount of shortening that
occurs. For 50% shortening, the hottest 60% of mantle lithosphere participates in the
downwelling, which extends to depths about 3 to 4 times the lithospheric depth. As
a result, the downwelling that results from mechanical thickening of the layer is more
substantial than the downwelling associated with the initial removal event.
Once mechanical thickening stops after achieving 50% shortening, the persistent
downwelling that extends into the mantle beneath the shortening region is no longer
replenished by the addition of lithospheric material above it. Because it is a thin
feature, as evidenced by the depth (3 to 4 times h) to which only the lower 60% of
the mantle lithosphere extends (corresponding to temperatures between about 1100 K
and 1600 K), it is not likely to survive once horizontal shortening stops. If this
"finger" of cold lithosphere is removed, either due to its own gravitational instability
or to mantle shear, its replacement by hot asthenosphere should cause significant
uplift at the surface, which could lead to rapid mountain building. The timing of
surface uplift should coincide approximately with the end of a period during which
50% shortening is achieved. For Tibet, 50% shortening (doubling of crustal thickness)
began at 40 to 50 Ma and is thought to have taken 30 to 40 million years to complete.
Rapid uplift at the surface is inferred to begin at approximately 8 Ma [Harrison et
al., 1992; Molnar, England, and Martinod, 1993], after shortening had ceased within
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the interior of Tibet. This pattern is consistent with the gradual building of a cold
protrusion into the mantle by horizontal shortening and rapid surface uplift associated
with its removal once shortening stops.
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Chapter 4
Effects of Plate Bending and Fault
Strength at Subduction Zones on
Plate Dynamics
Published in Journal of Geophysical Research by C. P. Conrad and B. H. Hager, 104,
17551-17571, 1999. Copyright by the American Geophysical Union.
Abstract. For subduction to occur, plates must bend and slide past overriding plates
along fault zones. Because the lithosphere is strong, significant energy is required for
this deformation to occur, energy that could otherwise be spent deforming the man-
tle. We have developed a finite element representation of a subduction zone in which
we parameterize the bending plate and the fault zone using a viscous rheology. By
increasing the effective viscosity of either the plate or the fault zone, we can increase
the rates of energy dissipation within these regions and thus decrease the velocity of
a plate driven by a given slab buoyancy. We have developed a simple physical theory
that predicts this slowing by estimating a convecting cell's total energy balance while
taking into account the energy required by inelastic deformation of the bending slab
and shearing of the fault zone. The energy required to bend the slab is proportional
to the slab's viscosity and to the cube of the ratio of its thickness to its radius of
curvature. The distribution of dissipation among the mantle, lithosphere, and fault
zone causes the speed of a plate to depend on its horizontal length scale. Using the
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observation that Earth's plate velocities are not correlated to plate size, we can con-
strain the lithosphere viscosity to be between 50 and 200 times the mantle viscosity,
with higher values required if the fault zone can support shear tractions 50 MPa
over 300 km. These subduction zone strengths imply that the mantle, fault zone,
and lithosphere dissipate about 30%, 10%, and 60% of a descending slab's poten-
tial energy release if the slab is 100 km thick. The lithospheric component is highly
dependent on slab thickness; it is smaller for thin plates but may be large enough
to prevent bending in slabs that can grow thicker than 100 km. Subduction zone
strength should be more stable than mantle viscosity to changes in mantle temper-
ature, so the controlling influence of subduction zones could serve to stabilize plate
velocities over time as the Earth cools. Because the "details" of convergent plate
boundaries are so important to the dynamics of plate motion, numerical models of
mantle flow should treat subduction zones in a realistic way.
4.1 Introduction
The tectonic motions of Earth's plates are thought to represent the upper boundary
layer of convection in the mantle. This boundary layer founders in a few localized
downwellings known as subduction zones in which one plate dives beneath another
into the mantle's interior. It is thought that the negative buoyancy associated with
cold, dense slabs drives plate motions by pulling on the surface plates to which these
slabs are attached [e.g., Chapple and Tullis, 1977; Forsyth and Uyeda, 1975; Hager
and O'Connell, 1981; Lithgow-Bertelloni and Richards, 19951. The cold temperatures
of the boundary layer make it not only denser but stiffer than the mantle, a fact
that has important implications for convection in the mantle. For example, several
authors [e.g., Bunge and Richards, 1996; Davies, 1988; Gurnis and Zhong, 19911 have
noted that the long-wavelength structure of mantle flow is at least partly controlled
by the existence of strong surface plates.
Convection of a fluid with a strong upper boundary layer has been studied by
several authors. In fluids with temperature-dependent viscosity, Jaupart and Parsons
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[1985] found that two length scales of instability are possible. For large viscosity
contrasts between the boundary layer and the underlying fluid, deformation of the
entire upper boundary layer becomes sufficiently difficult that it cannot participate
in convection. In this case, short-wavelength instabilities develop below a "rigid lid."
For intermediate viscosity contrasts the upper boundary layer can participate in the
convective circulation, but its strength produces wavelengths that are longer than
would be expected for an isoviscous fluid. Solomatov [1995] describes this convective
regime as a transitional one between the isoviscous and the rigid lid regimes, dis-
tinguished by the significant resistance to flow offered by the cold boundary layer.
This resistance can rival that due to shearing of the interior, meaning that the strong
upper boundary layer is important in determining convective behavior.
Because the boundary layer is so important, the details of how it deforms should be
important as well. In standard isoviscous boundary layer theory, first used to describe
mantle convection by Turcotte and Oxburgh [1967], downwellings are symmetrical and
result in horizontal shortening of the material at the surface above them. Thus, some
material at the surface stagnates above the descending plume while cold material from
either side flows beneath it. The downwellings associated with plate-scale convection
in the mantle do not behave in this manner. Instead, in a subduction zone, one
plate bends and descends into the mantle beneath another, even if both plates are
composed of oceanic lithosphere. This one-sided downwelling allows more of the
thermal buoyancy of the boundary layer to participate in driving plate motions than
is achieved in the rigid lid or isoviscous styles of convection. It is not clear, however,
if this increased buoyancy is offset by the increased resistance to deformation imposed
by the subducting plate's strength.
There is evidence that resistance to convection is created by the subduction zone.
First, the seismicity of Wadati-Benioff zones illuminates the location of the slab [e.g.,
Isacks and Barazangi, 1977; Giardini and Woodhouse, 1984]. The fact that energy is
released by earthquakes within the slab indicates that the descending lithosphere must
generate at least some resistance to mantle convection. In addition, the focal mecha-
nisms associated with this seismicity seem, in some cases, to indicate a stress pattern
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in the slab characteristic of bending as the slab begins to descend, and unbending as
it straightens out and continues into the mantle [e.g., Bevis, 1986; Hasegawa et al.,
1994; Kawakatsu, 1986]. The dissipation of energy within the slab as it both bends
and unbends indicates that at least some of the bending deformation is inelastic and
is undone by more inelastic deformation in an unbending process [e.g., Chapple and
Forsyth, 19793.
The presence of inelastic deformation in the slab is indicative of the type of rhe-
ology that controls the slab's behavior. The topography and gravity of trenches
associated with subduction can be explained by theoretical models of the bending of
an elastic plate - 30 km thick [e.g., Hanks, 1971; Watts and Talwani, 1974]. If the
radius of curvature of a bending plate is R = 200 km [e.g., Bevis, 1986], its Young's
modulus is E = 70 GPa [e.g., Turcotte and Schubert, 1982, p. 106], and its Poisson's
ratio is v = 0.25, we estimate, following Turcotte and Schubert [1982, p. 1141, that
the maximum bending stresses in the plate must be of order 6000 MPa. This figure
is about an order of magnitude larger than the maximum strength of oceanic litho-
sphere [e.g., Kohlstedt et al., 1995], so at most only 10% of elastic bending stresses
can be supported. The remaining stress must be relaxed by an inelastic deformation
mechanism. For an elastic-plastic or elastic-brittle rheology, elastic stresses greater
than the maximum yield stress are relieved by fracturing of the rock [e.g., Turcotte
and Schubert, 1982, pp. 341-345]. This type of rheology can produce the seismicity
distributions of the Benioff zones, which are, perhaps coincidentally, also - 30 km
wide [e.g., Hasegawa et al., 1994; Jarrard, 1986; Kawakatsu, 1986]. In a viscoelastic
rheology, viscous strains relax large elastic stresses [e.g., Turcotte and Schubert, 1982,
pp. 337-340]. We expect the lithosphere to exhibit some viscous properties because
it is partly composed of cold mantle material, and the mantle certainly behaves as a
highly temperature-dependent viscous fluid. In fact, some authors have shown that
trench topography can be explained by the loading of a viscous plate [e.g., De Bre-
maecker, 1977], by viscous stresses associated with bending [e.g., Melosh and Raefsky,
1980], or by viscous coupling of the surface to the negative buoyancy of the slab [e.g.,
Sleep, 1975; Zhong and Gurnis, 1994].
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The oceanic lithosphere probably experiences all of the above mentioned defor-
mation mechanisms at various stages during subduction, making a full description of
the applicable constitutive relation extraordinarily complicated. We recognize, how-
ever, that all of the deformation mechanisms, with the exception of elastic bending,
dissipate energy and thus retard the flow of the lithosphere into the mantle. In what
follows, we estimate the energy dissipated by a deforming slab assuming viscous flow
and compare it to the energy dissipated by flow in the underlying mantle. In doing
so, we are able to determine how plate velocities depend on the material strength of
the subducting lithosphere, which we express as the lithosphere's "effective" viscosity.
Because we are simply performing an energy balance, this parameter can be thought
of as allowing viscous flow to dissipate the same energy that would be dissipated if
all of the complicated deformation mechanisms were included. Because the effective
lithosphere viscosity results from some combination of many deformation mechanisms
whose relative and absolute strengths are not known, we treat the effective viscosity
as a variable upon which plate velocity depends. Using Earth's observed distribution
of plate velocities, we hope to constrain the value of this parameter and, as a result,
the importance of subduction to the large-scale convective structure of Earth.
4.2 Viscous Dissipation
One way to determine the relative importance of the slab, fault zone, and mantle is
to compare the energy dissipated in deforming each of these regions. To do this, we
start with conservation of momentum for a continuous medium:
au; ou; 0;,
Pt + PU = fi + (4.1)
at I a p j = xj
where f, is a body force, a,, is the stress, p is density, t is time, and ui and xi
are the velocity and distance components. To obtain an expression for energy, we
multiply (4.1) by ui and integrate over a volume V. After some manipulation [e.g.,
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Chandrasekhar, 1961, pp. 12-14], we obtain
P U2 dV + pu ujdSj (4.2)2 v at 2 s
= f uadS3 - JU- _ dV + JvufidV
where S is the surface of the volume V. These five terms express the energy balance
for viscous flow, and only the last two contribute significantly for the mantle. The
left-hand side gives the rate at which the fluid's kinetic energy changes with time and
is negligible if the Reynolds number is low, as it is for the mantle. The first term on
the right-hand side is the rate at which stresses do work on the boundary of V. If V
is the volume of a closed convecting cell with free-slip boundary conditions, this term
is zero.
The middle term on the right-hand side of (4.2) represents the rate at which work
is done on the medium by the deformation. It is useful to decompose the total stress
a,, into its pressure p and deviatoric rTi components:
Pi3 = -p 6i3 + ri3 (4.3)
where 5,j is the Kronecker delta function. Defining the strain rate
J - I j + (4.4)
the rate of work integral can be written
I a-d- a = V-- j(6 nt +T T2 ) dV (4.5)
The first term on the right-hand side of (4.5) represents the increase in internal energy
due to changes in volume, while the second term represents strain energy dissipated
by shearing of the material.
At this point, we make the simplifying assumptions that the material is incom-
pressible, i,, = 0, and that its rheology can be expressed as that of a fluid, with an
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effective viscosity rj that can be a function of position:
rij = 2rij (4.6)
Then the rate at which work is done on the material is
vd= 7ijidV = 2 riqijiijdV (4.7)
where Dvd is the total rate of viscous dissipation.
For an isoviscous mantle the fluid deformation within a convecting cell is charac-
terized by a surface plate moving with velocity vp and a return flow governed by the
free-slip condition at the core-mantle boundary. The resulting viscous flow produces
shear stresses that can be determined by analogy to asthenospheric counterflow [e.g.,
Turcotte and Schubert, 1982, pp. 232-236]. The result is r7, = 3rm,vp(D - z)/D 2
where rm is the mantle viscosity, D is the mantle thickness, and z is depth (positive
downward). For a cell of length L we use (4.7) to estimate Ovd, the total rate of
viscous dissipation in the mantle
=vd = 37mv 2 (A + Cm) (4.8)
where Dvd as for all subsequent expressions for dissipation, is per unit length per-
pendicular to the direction of flow. Here A is the aspect ratio of the convecting cell,
equal to the greater of LID or D/L. In defining A, we recognize that for L < D
the dominant flow is similar to the one described above but in the vertical direction
and produced by the downgoing slab (also moving with speed vp) and the free-slip
boundary associated with the return upwelling. In addition, we recognize that to
conserve mass, a return circulation must occur near the two shorter edges of the cell.
The variable parameter Cm in (4.8) accounts for the additional energy dissipated by
this circulation and depends on how sharply streamlines of the flow are forced to
bend at corners. Simple numerical tests show that (4.8) accurately describes viscous
dissipation that occurs in a box with two boundaries that are free-slip and two that
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move with velocity v,. We also find that Cm does not depend on the aspect ratio A.
The remaining term in (4.2) gives the rate at which body forces do work on the
fluid. We refer to this term as 4 pe because, for the mantle, it represents the rate at
which gravitational potential energy is released. The net work done by gravity on
the hydrostatic component of the density field is zero for a closed convecting cell, so
only the horizontally varying component of the density field contributes to 4Pe. For
a Boussinesq fluid whose density varies with temperature, 4 pe is given by
pe = p [Tm - T(x, z)] v,(x, z)dV (4.9)
where v, is the vertical component of velocity (positive downward), T is temperature,
T, is the mantle interior temperature, a is the thermal expansivity, and g is the
acceleration due to gravity. For slab driven flow, only the descending slab contributes
to (4.9). To perform this integral, we must integrate over the temperature profile of
the subducting slab, which changes as the slab descends and warms. The heat that
warms the slab is lost from the neighboring mantle, so the integral of the temperature
profile along horizontal planes should not vary with depth [e.g., Turcotte and Schubert,
1982, pp. 176-178]. Thus we can simply use the integral of the surface temperature
profile in estimating (4.9). This profile is that of a cooling boundary layer, generated
as the lithosphere travels across Earth's surface, and can be represented as an error
function [e.g., Turcotte and Schubert, 1982, pp. 163-167]:
T(z) = AT erf (z/hs) + Ts (4.10)
where T, is the temperature at the surface, AT = Tm-Ts is the temperature difference
between the mantle and the surface, and h, is the thickness of subducting lithosphere,
defined here in terms of the time t, during which the boundary layer has cooled:
h, = 2 = 2 KL/v (4.11)
where K is the thermal diffusivity. Then the total rate of potential energy release
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provided by the slab is, in two dimensions
pe = pgaATvls erfc z ) dz -= ATv(4.12)
where is is the length of the subducted portion of the slab and we have assumed that
the slab velocity is the same as the surface plate velocity vP.
The energy balance given by (4.2) is then simply a balance between viscous dis-
sipation and potential energy release, and can be simplified to Dvd = Vipe. Equating
these terms using (4.8) and (4.12) yields an expression for the plate velocity:
pgaAThsl,
vp =(A + CM) (4.13)
3V rom (A + Cm)
Combining (4.13) and (4.11), setting 1, = D and L > D, and solving for v, yields
VP = (4L 13 (pgaTD) 2/3 L -2/3vp = + m (4.14)
This expression for velocity is a variation of a similar expression given by standard
boundary layer theory [Turcotte and Schubert, 1982, p. 282]. The differences arise in
our estimate of the viscous dissipation in (4.8), where we assume that the boundary
condition at the mantle's base is free slip and that a slab's velocity is equal to that of
its attached surface plate. For a more complicated system with a strong lithosphere
that subducts, the added viscous dissipation in the subduction zone should serve
to slow the plate by adding terms to the denominator of (4.13). To determine the
influence of the subduction zone, we have developed a finite element model of a
convecting system that specifically includes a subduction zone.
4.3 Finite Element Model
Various numerical parameterizations of a subduction zone have been used to study a
variety of problems. These are generally either local studies designed to investigate
the dynamics of the subduction zone itself [e.g., Gurnis and Hager, 1988; Houseman
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and Gubbins, 1997; Melosh and Raefsky, 1980; Toth and Gurnis, 1998; Zhang et al.,
1985; Zhong and Gurnis, 1994] or large-scale studies designed to look at the effect of
various parameterizations of subduction zones on mantle convection of a global scale
[e.g., Bercovici, 1995; Bunge and Richards, 1996; Davies, 1989; Hager and O'Connell,
1981; King and Hager, 1994; King et al., 1992; Puster et al., 1995; Zhong and Gurnis,
1995a, b]. Due to computational constraints, the local studies generally have finer
spatial resolution than the global models and thus can more realistically incorporate
some of the more detailed structures of a subduction zone. In particular, Houseman
and Gubbins [1997], Melosh and Raefsky [1980], and Zhang et al., [1985] assign a
realistic curved geometry to an isolated subducting plate and look at the bending
of that plate as it descends. Zhong and Gurnis [1994] and Zhong et al. [1998] also
introduce a fault zone into an otherwise regular grid in an effort to parameterize the
interaction between subducting and overriding plates. Finally, Toth and Gurnis [1998]
allow a fault zone's geometry to evolve in response to dynamical forces associated with
the initiation of subduction.
Detailed local models of subduction zones demand fine numerical resolution and
complex grid geometry, so it is difficult to incorporate these models into larger-scale
global models. To get around this problem, the detailed structure of the subduction
zone is generally parameterized in a simple way in an effort to mimic its effects on
mantle flow. Several methods have been used. One is to impose piecewise continuous
velocity boundary conditions at the surface to force plate-like behavior [e.g., Hager
and O'Connell, 1981; Davies, 1988; Bunge and Richards, 1996]. Another approach
is to implement plates by combining strongly temperature-dependent viscosity with
low-viscosity weak zones that represent plate boundaries [e.g., Davies, 1989; Gurnis
and Hager, 1988; King and Hager, 1990; Puster et al., 1995]. Both approaches, while
indeed allowing the plates to move in a plate-like fashion, do not take into account the
detailed structure of the subduction zone and its dynamics. A few studies include a
fault zone that can support shear stresses and allow differential displacements across
its width [e.g., Toth and Gurnis, 1998; Zhong and Gurnis, 1994, 1995a, b; Zhong
et al., 1998]. This fault zone parameterizes the interaction between the subducting
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and overriding plates and allows for more realistic subduction geometry, in that one
plate overrides another and the entire thermal buoyancy of the subducting plate is
incorporated into driving convection. These studies, however, do not specifically
treat the deformation within the lithosphere as it subducts. This deformation may
be important in resisting plate motions, so a more complete analysis of a subduction
zone's effect on mantle flow is needed.
In this study we incorporate the important features of local subduction models
in a larger-scale convecting system. In particular, we include a smoothly bending
subducting slab and an adjacent fault zone in a viscous model of a single convection
cell. Both are modeled as viscous fluids in a finite element calculation using ConMan,
a finite element code that solves the coupled thermal diffusion and incompressible
Navier-Stokes equations for both Newtonian and non-Newtonian rheology [King et
al., 1990]. The finite element grid we used includes a lithosphere, mantle, and viscous
fault zone, as shown in Figure 4.1. Its length L is 1500 km, and its depth D is 1200
km.
An accurate representation of deformation in the subducting slab is facilitated
in the design of our finite element grid. The curved surface of the slab is parallel
to the direction of its descent into the mantle, allowing it to flow into the mantle
in a smooth, continuous fashion, as real slabs do in Earth. A rectangular grid of
comparable resolution, which could have been more easily implemented, would not
allow this type of slab behavior because the slab edges would consist of corners in the
grid, which would alter its flow. The surface of the slab is drawn so that the vertical
component of the slab velocity at each point increases as the error function of the arc
length around the slab, as described by Melosh and Raefsky [1980]. We use a slab
dip angle of 900 and a radius of curvature R of 240 km. This surface describes the
curved upper surface of the subducting slab. The rest of the grid, which represents
both the lithosphere and mantle, is filled in below this surface as shown in Figure 4.1
and is assigned a temperature-dependent mantle viscosity 1m. Free-slip is imposed
along all horizontal and vertical surfaces, and all corners are pinned.
The interaction between the subducting and overriding plates is parameterized
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Figure 4.1: The finite element grid used. Shown in expanded detail is the gridding
of the subduction zone. This region is highlighted on a schematic of the full finite
element grid (inset). The portion of the grid that is not detailed here has a regular
geometry and allows a return circulation to the subducting region. The shaded regions
represent, from lower left to upper right, the mantle, subducting lithosphere, fault
zone, and overriding arc-wedge region. The lithosphere is differentiated from the
mantle by temperature alone. Flow boundary conditions are free slip along all grid
edges. The large dots represent nodes that are pinned to zero velocity. Distances
shown are in kilometers.
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by a viscous fault zone one element wide, bounded above by an overriding arc-wedge
region whose lower boundary is pinned (Figure 4.1). We use a fault zone of length
If = 782 km and width wf = 10.7 km and assign a temperature-independent viscosity
q7/, which allows the fault to support shear stress. The shear strain rate across the
fault zone is given by if = vp/wf, so the shear stress within the fault zone 7f is
given by
Tf = 2rf f = 71f- (4.15)
Wf
The strength of a viscous fault zone, represented by the stress it can support, is thus
a function of both the imposed viscosity and the velocity of the subducting plate.
Real fault zones are not, of course, composed of viscous fluids but of rocks that can
support some degree of frictional shear stress. Our viscous fault zone supports shear
stresses between the subducting plate and the overriding wedge and thus models this
essential aspect of a real fault zone.
The overriding wedge region (Figure 4.1) is also a viscous fluid with a viscosity
100 times that of the mantle, but it does not participate in the main convective flow.
Instead, free-slip boundary conditions along the grid edges allow a small circulation
of material between the fault zone and the wedge. This circulation is minor and does
not affect the dynamics of the subducting plate system, as demonstrated below.
We assign an error function temperature profile to the oceanic lithosphere as given
by (4.10), using T, = 273 K, AT = 12000C, K = 1 mm 2 s - 1 , and a preimposed cooling
time t,. Initially, this temperature profile is imposed across the entire surface of the
grid. Velocity boundary conditions along the surface of the oceanic plate are used to
advect this temperature profile into the mantle, where thermal diffusion allows some
warming of the slab as it descends. Because the finite element grid is not long enough
for significant thickening of the thermal boundary layer to occur as it traverses the
box, the imposed cooling time t, dictates the approximate thickness of the slab, as in
(4.11).
The cold temperatures of the oceanic lithosphere are responsible for its increased
strength relative to the mantle below. Temperature-dependent viscosity r(T) is gen-
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erally given for dislocation flow as [e.g., Kohlstedt et al., 1995]
ri(T) = m exp E R m) (4.16)
where R = 8.31 J mol- 1 K- 1 is the universal gas constant, E, is the activation energy,
and mantle temperature Tm yields mantle viscosity r,i [King, 1991]. This viscosity
law is only applied to the lithosphere and mantle, and a maximum viscosity of 104 rm
is enforced. Although the above viscosity law does not account for the variety of
deformation mechanisms that may occur in the subducting lithosphere, we account
for the strengthening or weakening effects of these mechanisms by allowing E, to vary.
Thus (4.16) can be thought of as defining the effective viscosity of the lithosphere.
Once the velocity boundary conditions have advected the temperature field to
depth, they are replaced by free-slip boundary conditions. The temperature field
then provides negative buoyancy with which the slab can drive mantle flow. This
is achieved by making the Boussinesq approximation and by imposing a nonzero
coefficient of thermal expansion, 0, everywhere except for the overriding wedge. We
allow the dense slab to drive convection until a thermally consistent steady state model
of mantle flow is achieved. In other words, the plate descends under its own weight
with a constant velocity vp, and the thermal buoyancy of the plate is determined by the
descent of a slab with this same velocity. We calculate this steady state solution using
a fault zone viscosity of 1,J/100 and an activation energy of E, = 100 kJ mol-1. The
latter value is smaller than is generally found for olivine in laboratory experiments,
but Christensen [1984a] shows that the effects of stress-dependent viscosity can be
approximated in calculations with Newtonian viscosity by decreasing E,. In any case,
this steady state solution is used only as a starting point for the models described
below in which we allow rf and Ea to vary.
It is potentially difficult to force strong lithosphere into or away from the corners
of the finite element grid. To prevent this difficulty, we apply temperature boundary
conditions to prevent high-viscosity material from nearing the corners (Figure 4.1,
inset). When the slab descends deeper than 800 km depth, its temperature is set to
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Tm, thus eliminating its strength and thermal buoyancy below this depth. Similarly,
as the plate pulls away from the mantle upwelling opposite the descending slab, mantle
viscosities are imposed for the first 200 km of the plate. Buoyancy, however, is still
controlled by the temperature distribution, which is set to mimic that of a ridge by
using (4.10) and allowing t, to increase linearly from zero to its full value at 200 km.
In this way, we more realistically generate the small pushing force derived from the
horizontal juxtaposition of buoyant mantle and dense lithosphere, while still allowing
the slab to easily pull away from the edge of the grid.
The importance of the slab and fault zone should depend on their rheology. To
see how they do, we vary the strength of the fault zone by changing its viscosity rf
and the effective viscosity of the lithosphere by changing the activation energy, E,,
associated with temperature dependence in (4.16). The steady state buoyancy field
is used to drive flow for one time step to test the system's response to each new
rheology. We record the plate velocity and the total viscous dissipation the mantle,
lithosphere, fault zone, and overriding wedge. The lithosphere is distinguished from
the mantle by temperature; elements with average temperatures < 0.9AT + T, are
considered lithosphere.
4.4 Nondimensionalization
The activation energy Ea determines how viscosity varies with depth in the litho-
sphere. To determine how the geometry and rheology of the subduction zone affect
its importance to the convecting system, it is useful to estimate an effective viscosity
of the entire lithosphere for a given activation energy. To do this, we use an averag-
ing method suggested by Parmentier et al. [1976] in which viscosity is weighted by
the square of the second invariant of the strain rate tensor and then averaged over
volume:
fV T2dVS=fv dV (4.17)fv i2 dV
We have performed experiments with both Newtonian and strain-rate-dependent rhe-
ology and have found that our results, when expressed in terms of this definition of
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effective viscosity, are independent of the type of rheology applied. As a result, we can
define an effective viscosity that is the result of either Newtonian or non-Newtonian
rheology in a bending lithosphere. In addition, it should be possible to account for
brittle behavior by applying a highly non-Newtonian (plastic) rheology, which ap-
proximates the effects of a yield stress.
We nondimensionalize the lithosphere and fault zone viscosities by the mantle
viscosity:
, = , Of (4.18)] = -
r/m 7m
where overbars indicate effective viscosities calculated using (4.17) and primes indicate
dimensionless quantities. We note that a typical velocity is given by Vpo = 2oh =
rohs/7lm, where io is a typical strain rate and To is a typical stress. Using ro =
pga TI, we nondimensionalize velocity as
v' V (4.19)P (pgaAThsls/qm)
Because dissipation in the fault zone is related to both its length If and the shear
stress it supports, rf, it is useful to express the fault zone strength as the product of
these quantities, made dimensionless using rT and hs:
(r If)' = Tlf (4.20)
pgaATh,(
Combining (4.15), (4.18), (4.19), and (4.20), we find
(Ti)' = 77' V' 1/wf (4.21)
To calculate (Trtl)', we areally average the shear stress in the fault zone elements,
multiply by If, and nondimensionalize this quantity using (4.20). The result is gen-
erally larger than values predicted using (4.21) by roughly 20%. Runs in which the
subducting plate is significantly slowed by the lithosphere's strength yield fault zone
stresses that are even larger, probably because the stress is less accurately represented
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by the shearing given by (4.15) if v, is small. In any case, the fact that (4.20) and
(4.21) agree as well as they do over orders of magnitude change in both fault zone
and lithosphere viscosity indicates that we can accurately represent a fault zone in a
viscous way.
4.5 Finite Element Results
We have run the finite element code for a range of lithosphere and fault zone strengths
for plate thicknesses of 57, 100, and 157 km. As a result, we are able to determine
how the dimensionless plae te velocity varies with r, (f lf)', and h, (Figures 4.2a, 4.3a,
and 4.4a). In the nondimensionalization we assume an effective slab length of I, =
700 km, which ignores any contribution from the upper 100 km of the finite element
grid. This is reasonable because the driving buoyancy of the slab is determined by
horizontal variations in density, which are small near the surface due to the slab's
nearly horizontal orientation there (Figure 4.1).
An isoviscous convecting system with an aspect ratio of A = L/D = 1500/1200 -
1.25 should produce a dimensionless velocity of v' = 0.06, as shown by a comparison
of (4.13) and (4.19) if Cm = 2, as we estimate later. The finite element results show
that v' is less than this value for all lithosphere and fault zone viscosities shown but
is close to this isoviscous limit for a weak, thin, lithosphere and a weak fault zone
(Figure 4.2a). Thus a strong lithosphere or fault zone significantly slows a plate.
Thick plates are slowed more than thin plates for a given lithosphere viscosity and
fault strength (compare Figures 4.2a, 4.2b, and 4.2c), especially for plates with high
lithospheric viscosity.
To show that it is indeed the bending of the slab and the shearing of the fault zone
that act in slowing the plate, we plot the percentage of the total viscous dissipation
that occurs in each of the mantle (Figures 4.2b, 4.3b, and 4.4b), lithosphere (Fig-
ures 4.2c, 4.3c, and 4.4c), and fault zone (Figures 2d, 4.3d, and 4.4d) as a function
of dimensionless lithosphere viscosity and fault strength for each of the three plate
thicknesses studied. The fraction of the viscous dissipation that occurs in the wedge
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Figure 4.2: Results from the finite element model for a plate thickness of h, = 57 kin,
plotted as a function of dimensionless lithosphere viscosity q' given by (4.18) and the
dimensionless fault strength (ryly)' given by (4.20). Shown are (a) the dimensionless
plate velocity v', given by (4.19), and the percentage of the total viscous dissipation
that occurs in the (b) mantle, (c) lithosphere, and (d) fault zone. For comparison,
these regions represent 91%, 7%, and 0.5% of the total area of the finite element grid.
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Figure 4.3: Similar to Figure 4.2, for a plate thickness hs = 100 km. The mantle,
lithosphere, and fault zone represent 87%, 11%, and 0.5% of the total area, respec-
tively.
region is everywhere less than < 0.5% of the total and thus is insignificant. Included
in the figure captions is the fraction of the total area of the finite element grid each
region represents. In every case, the fraction of the viscous dissipation that occurs
in the mantle is smaller than its areal fraction. Instead, the lithosphere or fault zone
dissipate more than their share of the total.
In general, as the fault zone strength increases, the plate velocity decreases and
the proportion of dissipation in the fault zone increases, indicating that an increased
resistance in the fault zone slows the plate. We also observe the same general trend
of decreased plate velocities and increased dissipation in the lithosphere as either
the thickness or viscosity of the lithosphere increases. The fraction of dissipation in
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Figure 4.4: Similar to Figure 4.2, for a plate thickness h, = 157 km. The mantle,
lithosphere, and fault zone represent 82%, 16%, and 0.5% of the total area, respec-
tively.
the lithosphere increases with decreasing lithosphere strength, however, if the fault
zone is strong but the lithosphere is weak. This is because a strong fault zone acts
to pin the surface of the slab to the overriding wedge. If the slab is itself weak,
significant shearing is permitted within the slab, causing viscous dissipation in the
slab to increase. This motion, however, is not plate-like because the fault zone does
not accommodate motion of the subducting plate past the overriding wedge. The
fault zone, by definition, must be weaker than the subducting plate.
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4.6 Theoretical Prediction of Plate Velocity
The finite element results show that the plate velocity decreases significantly from
its expected isoviscous value when a strong lithosphere or fault zone are present.
Because the expression for the plate velocity (4.13) arises from a balance between
viscous dissipation and potential energy release, it is clear that the expression for
this balance becomes incorrect as we increase the strength of the lithosphere or fault
zone. The expression for potential energy release (4.12) should not be altered by
this change, but the expression for viscous dissipation should include the dissipation
that occurs in the fault zone and the lithosphere. We attempt to combine the viscous
dissipation in these regions with that of the mantle in (4.8) to obtain an expression for
velocity similar to (4.13). To do this, we first characterize fault zone and lithosphere
dissipation.
4.6.1 Fault Zone Dissipation
The pattern of viscous dissipation in the fault zone is shown by Figure 4.5 for a strong
fault zone with an intermediate lithosphere viscosity. It is clear that the largest rate
of viscous dissipation is found within the elements of the fault zone and is typically
between 50 and 100 times the mean value for the entire finite element grid. For a plate
velocity of vp = 10 cm yr - 1 and the mantle parameters given later, we estimate, using
(4.12), an average potential energy release of 1.7 x 10- s W m - 3 for a convecting cell.
Assuming a specific heat of C, = 1100 J kg- 1 K - 1, the concentration of this heating
by a factor of 100 within the fault zone should cause temperatures there to increase
by 75 0C in the 5 Myr it takes for a subducting material to pass through 500 km
of subduction zone. This heating may weaken the fault somewhat but should be
primarily carried away by thermal diffusion into the adjacent cold slab.
We have shown that the decrease in velocity from v, to zero across the fault zone
of width wj and area 1fwf generates a shear stress Tf given by (4.15). If 1f is nearly
uniform along the fault's length, the dissipation in the fault zone (}d can be expressed
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Figure 4.5: Distribution of viscous dissipation (gray shades) and the directions of
most extensile deviatoric stress (arrows) for h, = 100 km and viscous parameters
that yield a relatively weak lithosphere and a relatively strong fault zone. Here,
r = 22, (rll)' = 0.15, and v, = 0.018. For reference, the upper surface of the
fault zone is represented as a solid line. The density of viscous dissipation is shown
as a multiple of the average value for the entire finite element grid. The length of
arrows is scaled by the log of the amplitude of the dimensionless deviatoric stress,
r' = r/(pgaAThs), and stresses a factor of 105 smaller than the maximum stress
are given zero length. The percentages of the total viscous dissipation in the mantle,
lithosphere, and fault zone are 36%, 27%, and 37%.
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using (4.7):
Ov d = rfvpl (4.22)
Neither the width of the fault zone w1 nor its viscosity, Trf, are used in this estimation
of dissipation. Faults in real subduction zones are not viscous but may exhibit brittle
or plastic rheology and thus should support some degree of shear stress over some
length, so we can still estimate their contribution to the total viscous dissipation using
(4.22).
4.6.2 Lithosphere Dissipation
The lithosphere exhibits a more complicated pattern of dissipation than does the fault
zone, as is shown in Figure 4.6 for a strong lithosphere and a weak fault zone. There
appear to be four primary regions of contribution to the total dissipation. As the slab
begins to subduct, one region near the top of the slab exhibits extensional stresses
along its length, while another region below it is under horizontal compression. This
pattern is reversed as the slab exits the curved part of the subducting slab. These
stresses are similar to fiber stresses in a bending elastic plate, as described by Turcotte
and Schubert [1982, pp. 112-115]. As the slab begins to descend, it must deform
into a bent shape, which forces the surface of the slab to expand while its base
contracts. As the slab continues to descend, it must unbend from a curved shape into
a straight one. The recovery of this straightened shape requires undoing the inelastic
deformation that originally bent the slab. Thus the top surface of the slab contracts
while the bottom surface expands. This stress pattern matches the one observed in
Figure 4.6 and generates an amplification of viscous heating by up to a factor of 100
(Figure 4.6). If we assume that the average heating of slab material as it travels
through the subduction zone is half of this, we expect the slab to only warm by 350C,
which should not significantly affect its material strength.
We estimate the dissipation associated with the observed stress pattern by analyz-
ing the bending and unbending deformation. It can be shown using similar triangles
[Turcotte and Schubert, 1982, pp. 114-115] that the horizontal strain ,, associated
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However, I, is proportional to R, so we can approximate the strain rate as
X N Up y (4.24)
RR
Combining (4.7) and (4.24), the viscous dissipation in the lithosphere, O4d, is
hd c -/2 (R R) dy (4.25)
Performing this integral and using the fact that l is proportional to R, we find
vd PC121 r 3 (4.26)
where we have introduced the constant Cl in which we incorporate all constants of
proportionality and integration that arise in the derivation. Thus we find that the
lithospheric dissipation depends on the cube of the ratio of the thickness of the slab
to its radius of curvature.
4.6.3 Expression for Plate Velocity
The sum of the dissipation rates for each of the mantle, fault zone, and lithosphere
yields the total dissipation in the convecting system, which should equal its rate of
potential energy release, as shown by (4.2). Thus
Ipe - Ovd v+ vd + (vd (4.27)
Combining (4.8), (4.12), (4.22), and (4.26) and solving for the plate velocity, we find
C'pgaATl1h - CfTyIf (4.28)
S3Tm (A + Cm) + C17 1 (hs/R)3
where we assign C, = 1/V and introduce the constant Cf, which should be close
to unity, to account for possible inconsistencies between the theory used to derive
(4.28) and the finite element results. If we apply the nondimensionalizations we have
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previously developed in (4.18), (4.19), and (4.20) to (4.28), we find
, C, - C (rf iY)'
3 (A + Cm) + Crl' (h,/R)3
We compare the dimensionless velocity observed in the finite element results (Fig-
ures 4.2a, 4.3a, and 4.4a) to the velocities predicted by (4.29) in Figure 4.7. This
comparison requires us to estimate the constants Cm, C1, and Cf. To do this, we
look first at the velocity curve for h, = 157 km, log r' > 2, and (rflI)' = 0.005 (Fig-
ure 4.7a). In this region, lithosphere dissipation largely determines the velocity, as
seen in (4.29) where the second term in the denominator dominates. We find that
C1 = 2.5 gives a good match for this portion of the line when Cm and Cf are unity.
We next determine Cm by approximately matching this same curve near log 7' = 0.5,
where the mantle dissipation is most important, and find that Cm = 2.5 gives a
good match. Finally, we determine Cf by matching the curves for (7rlf)' = 0.3
(Figure 4.7d) where the fault zone is most important, finding Cf = 1.2.
The results shown in Figure 4.7 show that both the hs = 100 km and h
157 km curves are well matched between the finite element results and theory. This
match is impressive given that it occurs over orders of magnitude variations in the
dimensionless lithosphere viscosity and fault zone strength, where the importance of
each ranges from negligible to governing. The third set of curves, h, = 57 km, shows
finite element velocities that are consistently larger than predicted, but the match
is not unreasonable, and the predictive power of (4.29) does not appear significantly
diminished. One explanation for the discrepancy could be that the thinner slab
has a longer effective slab length i, because more of the curved part of the slab
can participate in pulling the slab downward. The result of increasing 1, is most
easily seen by first redimensionalizing both the observed and predicted curves using
the previous value of i~ that we used to nondimensionalize them. This yields the
dimensional values of the observed plate velocity, to be matched by (4.28). Using a
larger value of 1, in (4.28) increases the predicted value of v, by increasing the driving
buoyancy of the plate. Thus assuming a larger value of 1, for the h. = 57 km curves
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Figure 4.7: A comparison of the dimensionless velocity v' obtained from the finite
element calculations (thick lines) to the velocity predicted by theory (thin lines) using
(4.29). Velocity is nondimensionalized using (4.19) and is plotted as a function of the
log of the dimensionless lithosphere viscosity 7' for four different dimensionless fault
zone strengths (Tflf)' and for plate thicknesses of h, = 57, 100, and 157 km (solid,
dashed, and dotted lines). We use C, = 2.5, C1 = 1.2, and C1 = 2.5 in (4.29), which
are estimated as described in the text.
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should bring their observed and predicted velocities closer together. This effect will
be more pronounced for a strong fault zone because the numerator of (4.28) is smaller
so a constant increase in the driving buoyancy should cause a proportionally larger
increase in velocity. This could explain the larger discrepancy for the thin plate in
Figure 4.7d.
Theory predicts that Cf should be unity, but it is larger by 20%. One explanation
for this discrepancy could be that (4.22) underestimates fault zone dissipation by 20%,
requiring a corresponding increase in Cf to yield the correct dissipation. Another
possibility is again a change in the length of the slab, is. Decreasing the slab length
by, say, a factor of 1.2 would cause a decrease in the first term in the numerator
of (4.28). To prevent a decrease in plate velocity, we could decrease Cf and C
by the same factor and Cm by a different factor that depends on A. This would
approximately yield C1 = 1, as predicted by theory, and C, = Cl = 2. This group of
constants, combined with the new shorter slab length, causes the lines in Figure 4.7
to match as well as they currently do, only at larger dimensionless velocities because
they are nondimensionalized with the shorter slab length (4.19). This seems a likely
explanation because it involves changing the effective length of the slab, a quantity
that is difficult to estimate and may also be responsible for the discrepancies seen for
thinner plates. Thus we proceed using C1 = 1 and Cm = C, = 2.
4.7 Comparison to Observed Plate Velocities
Plates that are attached to subducting slabs move faster than those that are not
[e.g., Forsyth and Uyeda, 1975; Gripp and Gordon, 1990]. The difference is striking;
plates with an attached slab move with velocities between 6 and 9 cm yr - 1 while
those without generally move slower than 2 cm yr- 1 when velocities are measured
relative to the hotspot reference frame [e.g., Forsyth and Uyeda, 1975; Gordon and
Jurdy, 1986]. The more rapid motion of slab-bearing plates is thought to indicate
that the pull of slabs plays a dominant role in propelling the plates [e.g., Gripp and
Gordon, 1990].
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Earth's slab-bearing plates exhibit a wide range of horizontal length scales, as
shown in Table 4.1, where two estimates of the plate length L are given. If a plate
moves with constant velocity and does not change in size, the plate length is given
by L = Avp, where As is the age of the plate as it begins to subduct. Because
As varies along the horizontal length of the subduction zone, the ages presented in
Table 4.1 are averages determined by taking the length-weighted average of slab ages
given by Jarrard [1986]. For the Pacific plate, three separate subducting regions are
given, as well as their average. Another approximation to the horizontal length scale
of the plate is the square root of the area of the plate. It is apparent from Table 4.1
that both approximations for L are about the same for each plate and that Earth's
plates exhibit about an order of magnitude variation in plate length, from 1500 km
for the Cocos plate to 10,000 km for the Pacific plate. The velocities associated with
these plates, however, are not correlated to these length scales (Table 4.1). All slab-
bearing plates, with the exception of the small Juan de Fuca plate, move with absolute
velocities between 6 and 9 cm yr - 1. This consistency of plate velocities is supported
by the past history of plate motions. Gordon and Jurdy [1986] show that nearly
all oceanic plates have moved with velocities between 5 and 9 cm yr-' throughout
the Cenozoic. Some exceptions include the Kula, Farallon, and Indian plates, which
achieved velocities of 11 to 14 cm yr-' in the early Cenozoic, and the slow Juan de
Fuca plate today.
The lack of a relationship between plate velocity and length is somewhat surpris-
ing, because if the resistive forces of plate tectonics depend on the shearing of the
underlying mantle, smaller plates should move more rapidly than larger ones [e.g.,
Morgan, 1971]. Thus, if the velocity is given by (4.13), we expect longer plates to
be slowed. This, of course, assumes that the driving force of each plate is the same.
We do not expect this to be true, because longer plates should have thicker slabs,
which will drive them faster. The equilibrium relationship between velocity and plate
length is given by (4.14), which has a flatter dependence on L than does (4.13). This
could help explain the lack of variation of vp among oceanic plates, but vp in (4.14)
still depends on L.
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Table 4.1. Subducting Plate Data
Plate Velocitya cm/yr Subducting Age b Ma Plate Length, km
vP A, L = A,vp, L = v/Plate Areaa
Cocos 8.6 17 1500 1700
Indian 6.1 105 6400 7700
Juan de Fucab 3.4 8 300
Nazca 7.6 51 3900 3900
Pacific
Total 8.0 104 8300 10400
South 8.0 94 8000 10400
Japan 8.0 128 10240 10400
Alaska 8.0 47 3800 10400
Philippine 6.4 37 2400 2300
aFrom Forsyth and Uyeda [1975].
bFrom Jarrard [1986].
By including the energy dissipation of the fault zone and lithosphere in the total
energy balance of the convecting cell, a new variation of vp with L should result.
It is possible that by adjusting the strengths of the lithosphere and fault zone, we
can find a new distribution of plate velocities that is consistent with the observation
that v, does not depend on L. To determine the range of lithosphere and fault zone
strengths in which this occurs, we first express the plate velocity vp as a function of
plate thickness h, using a variation of (4.28) and (4.29):
pgaATlsho h,/(hov ) - (f f )'
7m 3 (A + 2) + 2(' (hs0R)
where we have changed the nondimensionalization of fault zone strength by replacing
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(4.30)
h, by ho in (4.20). This is done so that the dimensional value of the fault zone strength
does not change with the plate thickness. We let ho have a constant value of 100 km,
but this value has no physical meaning, since the dimensional fault strength is not
dependent on it. We also assume K = 10-6 m 2 s - 1, p = 3300 kg m - 3 , g = 10 m s- 2,
a = 3 x 10- 5 K- 1, AT = 1200 0C, 1, = 1000 km, and D = 2500 km. The radius of
curvature of the descending slab, R, is taken to be 200 km, after estimates by Bevis
[1986] and Isacks and Barazangi [1977]. Below, we determine how plate velocity
v, varies with plate length L for various choices of the fault zone and lithosphere
strengths (rflf)' and rq. Because value of the the mantle viscosity rm is not well
constrained, we use it as a free parameter that we can adjust to match the magnitude
of plate velocities to those found on Earth.
The thickness of a plate as it begins to subduct depends on its age and hence
on its length and velocity as in (4.11). This relationship between plate velocity and
thickness is shown by solid lines in Figure 4.8 for plate lengths that correspond to
those of the Cocos and Pacific plates (L = 1500 and 10, 000 km). These curves are
members of a larger family of curves that satisfy the thickness-age relationship of
(4.11) for each value of L. To determine the velocity of plates of a given length, we
apply (4.30). Curves for this expression are also plotted in Figure 4.8 for four models
of r and (Trl )' and for the two values of L. The intersections of these two sets of
curves are denoted by circles in Figure 4.8 and give the velocity and thickness of a
plate for each of the four models and for the two plate lengths L. For each model
of subduction zone strength we have chosen rm in (4.30) such that the Cocos plate
curves (L = 1500 km, thin lines) intersect to give the actual Cocos plate velocity of
8.6 cm yr-'. We then calculate, for each model, the velocity and thickness solutions
for the Pacific plate (L = 10, 000 km, thick lines) using the same viscosity we used
for the Cocos plate. We can evaluate each model of subduction zone strength by its
ability to predict the Pacific plate velocity (8 cm yr-').
For a strong lithosphere, solutions only exist for the Pacific plate in the limit that
the lithosphere grows very thick and velocities approach zero (observe that the thick
curved solid line never crosses the dotted and dashed lines in Figure 4.8b). In fact,
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Figure 4.8: Solutions for the plate velocity vp and thickness h, of plates for two
ridge-to-trench plate lengths L = 1500 km for the Cocos plate (thin lines) and L =
10, 000 km for the Pacific plate (thick lines). Solid lines satisfy the thickness-age
relationship (4.11). Dashed and dotted lines represent the balance between viscous
dissipation and potential energy release given by (4.30). For cases in which the
resulting plate thickness is larger than 100 km, we also plot the intersection of (4.30)
and hs = 100 km, which represent solutions for plates that cannot grow thicker than
100 km. For each model of lithosphere and fault zone strength the mantle viscosity
r m is adjusted to yield the Cocos plate velocity of vp = 8.6 cm yr-1 for L = 1500 km.
The required values of qm can be estimated from Figure 4.11a. (a) Curves for a weak
lithosphere of q' = 20. (b) Curves for a strong lithosphere of TiJ = 200. In both
Figures 4.8a and 4.8b, the dotted and dashed lines show (Tfl)' = 0 and 0.15 for a
strong and weak fault zone, respectively.
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if 71' is large, both (4.30) and (4.11) have velocities that vary as 1/h' for large hs,
meaning that solutions only exist for vp = 0. To obtain nonzero plate velocities and
still allow strong plates, we must place a limit on the thickness of the lithosphere.
This is perhaps not unrealistic because at some point a growing boundary layer must
become unstable and cease to thicken [e.g., Howard, 1964; Jaupart and Parsons, 1985].
We thus disallow thickening beyond an age of 80 Ma, the point at which the linear
relationship between seafloor depth and the square root of its age is observed to break
down [e.g., Parsons and Sclater, 1977]. There is some controversy over whether this
observation is real and over the physical mechanism by which it occurs if it is, but we
will assume that this breakdown is accompanied by a corresponding cessation of plate
thickening at 100 km, the thickness given by (4.11) for 80 Ma. Thus, if solutions to
(4.11) and (4.30) require plate thickness > 100 km, we allow solutions for both the
thick plate and for h, = 100 km in Figure 4.8.
The four models of lithosphere and fault strength produce different variations of
velocity with plate thickness, as shown by the dashed and dotted curves in Figure 4.8.
If the fault zone is weak (dotted lines), the velocity variation with h, depends on the
two denominator terms of (4.30). For small hs the bending term is small, so the
constant mantle term dominates, causing (4.30) to increase approximately linearly
with h, as the buoyancy increases. As h, increases, the lithosphere term begins to
dominate, and the curve for (4.30) bends over and decreases as 1/h' for large h.
The thickness at which the lithosphere term begins to become important depends
on the dimensionless lithosphere viscosity rj'. The effect of increasing the fault zone
strength is to decrease the numerator of (4.30), causing zero velocity at a nonzero
thickness and approximately shifting the curves for (4.30) to the right. As a result, the
Pacific plate curves intersect the thickness-age relationship at different velocities for
different combinations of fault zone and lithosphere strength (thick lines, Figure 4.8).
Only two of the four models produce realistic plate velocities for both the Cocos
and Pacific plates. If the lithosphere is weak (Figure 4.8a), the fault zone must also
be weak (dotted line) or Pacific plate velocities are too large. If the lithosphere is
strong (Figure 4.8b), nonzero plate velocities are only obtained if the maximum plate
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thickness of h, = 100 km is enforced. In this case, realistic velocities of - 8 cm yr -1
are only obtained for the Pacific plate if the fault zone is also strong (dashed line).
The parameter space of dimensionless lithosphere and fault zone strength is more
fully explored in Figure 4.9, where solutions for plate velocity are plotted as a function
of plate length L. For each subduction model of lithosphere and fault zone strength,
two solutions are given: one for which a maximum thickness of 100 km is enforced
and one for which h, > 100 km is permitted. As before, the one remaining free
parameter, the mantle viscosity rim, is adjusted for each model so that plates of length
L = 1500 km have velocities equal to 8.6 cm yr- 1, the set of values appropriate for
the Cocos plate. We can now test a given model's validity by seeing if it gives realistic
plate velocities for all values of L between the Cocos and Pacific plate lengths. It
is clear that for all but the weakest lithosphere strengths, we must restrict the plate
thickness to 100 km in order to get reasonable plate velocities at large L. For weak
fault zones of (rflf)' = 0.0 (Figure 4.9a), a dimensionless lithosphere viscosity near
711 = 60 yields a variation of velocity with L that is confined to the observed range
of 5 to 9 cm yr-'. Greater values of 7r7 give velocities that are too small for large L,
while smaller values yield velocities that are too large. As observed in Figure 4.8,
larger fault zone strength requires greater dimensionless lithosphere viscosity. For
example, if (rflf)' = 0.15 (Figure 4.9d), a lithosphere viscosity between about 71 = 200
and r1 = 600 seems to produce a good range of plate velocities. Intermediate fault
zone strengths require intermediate dimensionless lithosphere strengths, as shown in
Figures 4.9b and 4.9c. Thus we can obtain a reasonable set of plate velocities for
all fault strengths (Jrfl)' between 0.0 and 0.15 but only for specific values of the
lithospheric strength q that increase with fault strength.
The portion of the parameter space defined by the dimensionless lithosphere and
fault zone strengths that yields Earth-like plate velocities for all plate lengths is high-
lighted in Figure 4.10. This region is defined such that all plates of lengths between
1500 and 10,000 km (representing the Cocos and Pacific plates) have velocities be-
tween 4 and 11 cm yr - 1, a more liberal constraint than the one Earth places on the
range of plate velocities. The band of models that produce acceptable plate velocities
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Figure 4.9: Plots of plate velocity v, as a function of plate length L that represent
solutions to (4.11) and (4.30) such as those shown in Figure 4.8. For each curve
the mantle viscosity irm is adjusted so that the curve gives a solution that fits the
Cocos plate, where vp = 8.6 cm yr- and L = 1500 km (denoted by a star). Two
curves are given for each model, one in which a maximum plate thickness of 100 km
is enforced and one in which it is not. The branching of the two models is denoted by
a dot, with the smoother line representing the thick plate curve. Sixteen models are
presented, showing fault strengths (r7fl)' of (a) 0.0, (b) 0.05, (c) 0.1, and (d) 0.15.
Dotted, dash-dotted, dashed, and solid curves represent 1'1 values of 20, 60, 200, and
600, respectively. The mantle viscosities associated with each model can be estimated
from Figure 4.11a.
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runs through values of (Tflf)' between 0.0 and about 0.2. As observed in Figure 4.9,
strong fault zones for which (rflf)' > 0.15 require the lithosphere viscosity to be
> 300 times that of the mantle to produce reasonable plate velocities. For weaker
fault zones, lithosphere viscosities between 50 and 300 times rm are required.
The fraction of the total viscous dissipation that occurs in each region of the plate
system is also shown in Figure 4.10, for plate lengths of 10,000 km (Pacific plate) and
1500 km (Cocos plate). For both the Pacific and Cocos plates the viscous dissipation
in the lithosphere remains approximately constant throughout the shaded region. For
the Pacific plate the lithosphere dissipates between 50 and 70% of the total potential
energy (Figure 4.10c). This value is larger than the corresponding 15 to 30% for
the Cocos plate (Figure 4.10f) because the Pacific plate bends into the mantle with
the maximum thickness of h, = 100 km, which generates more dissipation. For the
Cocos plate the decrease in lithosphere dissipation is accompanied by an increase in
dissipation in both the fault zone and the mantle.
The correlation between the highlighted region of reasonable plate velocities and
contours of lithosphere importance (Figures 4.10c and 4.10f) is a consequence of the
two sharing the same pattern in dimensionless lithosphere-fault zone strength space.
The fact that they do has a consequence for the dimensional value of lithosphere vis-
cosity predicted by our models. The percentage of lithosphere dissipation is given by
the ratio of (4.26) to (4.12). The result is proportional to vp, h., qi, and other parame-
ters that are constant between models. Because the fraction of lithospheric dissipation
is approximately constant in the region of reasonable velocities, the product of these
three terms must be constant. We have defined vp to be constant, and for large L, h,
is a constant 100 km. Thus t should be constant among the acceptable models. This
is shown in Figure 4.11b, in which the contours of dimensional lithosphere viscosity
approximately follow the shaded region of realistic velocities. From Figure 4.11b, we
estimate an effective viscosity for between about 60 and 150 x 1021 Pa s. Thus, as
fault zone strength increases, the required increase in the dimensionless lithosphere
viscosity r' is achieved through a decrease in mantle viscosity, not an increase in
lithosphere viscosity.
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Figure 4.10: Model results that yield the Cocos plate velocity v, = 8.6 Pa s for
the Cocos plate length L = 1500 km for the solution of (4.11), (4.30), and h <
100 km, plotted as a function of both lithosphere strength ri and fault zone strength
(rl)'. The shaded region represents the portion of parameter space that produces
a "realistic" distribution of plate velocities, defined such that plate velocities fall
between 4 and 11 cm yr-' for all values of L between 1500 and 10000 km. To the
upper left of the shaded region, maximum velocities are > 11 cm yr-'; to its lower
right, minimum velocities are < 4 cm yr-'. The percentage of viscous dissipation
that occurs in the (a) mantle, (b) fault zone, and (c) lithosphere are shown for a plate
length of L = 10,000 km, corresponding to the Pacific plate. (d), (e), and (f) show
these percentages for a plate of length L = 1500 km, corresponding to the Cocos
plate.
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Figure 4.11: Results for the models shown in Figure 4.10, with the shaded area again
representing the portion of parameter space that produces a realistic distribution of
plate velocities. (a) Mantle viscosity, given in units of 1021 Pa s, that is required
to produce the Cocos plate velocity of v, = 8.6 cm/yr for the Cocos plate length,
L = 1500 km. (b) Lithosphere viscosity for these models, which is simply the product
of the mantle viscosity and the dimensionless lithosphere viscosity (the horizontal
axis). The vertical axis in Figure 4.11b is the same as that of Figure 4.11a, only
expressed in dimensional units using (4.20) and the parameter values given in the
text.
The results described above are obtained by adjusting one free parameter, the
mantle viscosity, so that each model of lithosphere and fault zone strength yields the
Cocos plate velocity of vp = 8.6 cm yr - 1 at L = 1500 km length. Our results thus
depend on our choice of the Cocos plate as a "reference" plate and may not be repre-
sentative if the Cocos plate velocity is anomalously large or small. If it were greater
than the observed value of 8.6 cm yr - 1 , the curves in Figure 4.9 should be shifted up-
ward by a constant factor, making some of the large ?q curves "realistic," according to
our previous definition. Similarly, if the Cocos plate velocity were decreased, curves
for smaller values of rf would become appropriate. Indeed, tests show that the shaded
regions in Figures 4.10 and 4.11 should be widened if we allow for a distribution of
velocities for the Cocos plate. Similarly, the choice of another reference plate, such as
the Nazca plate, serves to widen the range of "acceptable" subduction zone models.
These changes, however, are not great, and we have already accounted for some of
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this variation by using a liberal range of plate velocities to constrain our realistic set
of subduction models. Thus we continue by drawing conclusions using the results
shown in Figures 4.10 and 4.11 as a guide.
4.8 Application to the Earth's Subduction Zones
Independent estimates of mantle viscosity could be used in conjunction with Fig-
ure 4.11a to help constrain the strength of the lithosphere and fault zone. Estimates
of mantle viscosity, however, are currently uncertain to within an order of magnitude,
the range expressed in Figure 4.11a. In addition, because mantle viscosity varies sig-
nificantly with depth, it is unclear how a mantle viscosity profile should be averaged
in order to compare it to Figure 4.11a. In effect, we have defined the mantle viscos-
ity in (4.8) as the viscosity that is needed to allow (4.8) to yield the total viscous
dissipation in the mantle, which does not necessarily correspond to independent es-
timates derived from geoid or postglacial rebound studies. In addition, the viscosity
estimates in Figure 4.11a are generated by assuming the effective length of the neg-
atively buoyant portion of the slab to be l = 1000 km. The value of this quantity
is the subject of some controversy and may be diminished if the slab has difficulty
penetrating the phase change [e.g., Tackley, 1995] or jump in viscosity [e.g, Gurnis
and Hager, 1988] at 670 km depth. Lithgow-Bertelloni and Richards [1995], on the
other hand, estimate that slabs in the lower mantle contribute - 70% of the total
force needed to drive the plates, suggesting that Is should extend deeply into the lower
mantle. Our estimate of 1, = 1000 km is intermediate between these two extremes,
but if it is incorrect, the estimates of mantle and lithosphere viscosity (Figures 4.11a
and 4.11b) should be changed in proportion to 1,, as shown by (4.30).
If the strengths of the lithosphere and the fault zones were well known, we could
use Figure 4.10 to determine the relative importance of the mantle, lithosphere, and
fault zone in dissipating convective energy. The effective lithosphere viscosity rTl
is particularly difficult to constrain because it represents an attempt to relate the
complicated rheological laws of non-Newtonian rheology and brittle failure to simple
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viscous flow. In addition, any errors in our estimate of the radius of curvature of
bending slabs, R, are mapped into qi. As shown by (4.30), an increase in R can be
balanced by a corresponding increase in qi by the cube of the change in R. Thus it is
difficult to precisely estimate rt for Earth. Using R = 200 km, the range of acceptable
lithosphere viscosities is between 60 and 150 x 1021 Pa s (Figure 4.11b). The mantle
viscosity required is close to 1021 Pa s for weak fault zones and smaller for strong
fault zones (Figure 4.11a). It is reasonable that significant temperature-dependent
strengthening occurs in the lithosphere, so this range of lithosphere viscosities seems
plausible.
To estimate the strength of the fault zone, we estimate its length and the shear
stress it supports. An analysis of the seismicity under Japan [Hasegawa et al., 1994]
reveals low-angle thrust events occurring along the upper surface of the plate. If
these earthquakes represent slip on the plate bounding fault, this fault appears to
be - 200 km long. The stress on such faults can be estimated in several ways.
Earthquake stress drops on plate bounding faults are typically < 10 MPa [e.g., Hanks,
1977; Kanamori and Anderson, 1975]. This provides a lower bound on the typical
fault stress, but if earthquakes do not relieve all of the stress on the fault, the actual
stress could be larger. Hanks [1977] speculates that plate-bounding faults support
stresses of the order of 100 MPa down to - 15 km, at which point the strength of
rocks decreases due to an increase in temperature. Hickman [1991] suggests that
although faults should be capable of supporting such stresses, the lack of heat flow
anomalies associated with plate-bounding strike-slip faults indicates that the stress on
these faults must be downward of 20 MPa. Molnar and England [1990], on the other
hand, use heat flow estimates near major subduction zone thrust faults to estimate
that stresses on these faults must exceed 30 MPa. Finally, Zhong and Gurnis [1994]
show that trench topography is best matched in dynamic models of subduction zones
if major thrust faults support shear stresses of 15 to 30 MPa to 100 km depth.
Average fault stresses of 10 to 100 MPa supported over 200 km yield fault strengths
between 2000 and 20,000 MPa km, which, when made dimensionless using (4.20),
yields (rflf)' between about 0.017 and 0.17. This range gives essentially no constraint
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on fault strength in Figures 4.10 and 4.11, but if we assume that faults are weak, we
need only consider dimensionless fault strengths less than about (7flf)' = 0.05. In this
case, the dissipation in the fault zone must be < 10% of the total for thick (Pacific)
plates and < 20% for thin (Cocos) plates (Figures 4.10b and 4.10e). Because the
lithosphere dissipation is consistently - 60% of the total for thick plates and 20%
for thin plates (Figures 4.10c and 4.10f), the mantle component of dissipation is
- 20 - 40% for thick plates and 60 - 80% for thin plates (Figures 4.10a and 4.10d).
4.9 Discussion
To estimate the relative importance of the lithosphere, fault zone, and mantle in
resisting convective motions, we use an energy balance between the rate of viscous
dissipation and the rate of potential energy release. In doing so, we ignore the effects
of heating associated with viscous dissipation in both our finite element calculations
and our analytic theory. This is consistent with our assuming an incompressible fluid
in (4.5), which eliminates the pressure work term. For a compressible fluid, including
viscous dissipation mainly affects the details of the temperature field and hence the
details of the distribution of internal buoyancy and potential energy release. Backus
[1975] and Hewitt et al. [1975] show that for a compressible fluid the net cooling
associated with the pressure term globally balances the temperature increase due
to viscous heating. Thus we do not expect an important change in the global rate
of potential energy release. Viscous heating might have an important effect locally
in regions of concentrated dissipation such as fault zones and slabs because of the
temperature dependence of effective viscosity. For fault zones, we already use an in
situ effective rheology. For the slab although the rate of dissipation can be high,
the time a parcel of material spends in a region of high dissipation is short, so its
temperature increase is small.
By balancing viscous dissipation and potential energy release, we have defined a
range of lithosphere and fault zone strengths for which plates move at speeds within
the range observed on Earth (5 - 9 cm yr-1). There are a few plates, however,
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that do not move with velocities within this range. For one, the small Juan de
Fuca plate is currently subducting at < 4 cm yr-' (Table 4.1). In fact, our model
predicts a slow velocity for short plates (Figure 4.9) because the negative buoyancy
of their thin subducted slabs is small. Another exception is the slow subduction of
the North American, South American, and Antarctic plates under the Caribbean,
Scotia, and South American plates [Jarrard, 1986]. The horizontal extent of these
slabs represents only a small fraction of the perimeter of the plate to which they are
attached [Forsyth and Uyeda, 1975], so we can not expect the pull of the subducted
slab to be a significant driving force for these plates.
Plate velocities in the early Cenozoic (64-43 Ma) were slightly larger than those
observed today. An examination of individual plate motions shows that the increase in
plate velocity is significant for the Indian, Kula, and Farallon plates, which traveled
close to 14 cm yr - 1 in the early Cenozoic [Gordon and Jurdy, 1986]. Plate recon-
structions [Gordon and Jurdy, 1986; Lithgow-Bertelloni and Richards, 1998] show
that during this time period the Kula and Farallon plates were shrinking in size as
their ridges moved closer to their subduction zones. Our model assumes that the
plate is in a steady state. In particular, we assume that the plate thickness asso-
ciated with buoyancy is the same as that associated with bending, so that the two
values of h, in the plate velocity equation (4.28) are the same. For a shrinking plate
the slab is composed of material that subducted with an age older than that of the
material that is currently subducting. Thus the thickness associated with buoyancy
in the numerator of (4.28) should be larger than that associated with bending in the
denominator. As a result, a shrinking plate should travel with a faster velocity than
a plate that is in steady state. It is possible that the Kula and Farallon plates were
propelled at faster rates during the early Cenozoic due to the fact that they were
shrinking during this time period. The Indian plate, however, does not appear to
change in size while its velocity is near 14 cm yr-' [Gordon and Jurdy, 1986].
Other mechanisms could be responsible for variations in plate velocities. First,
transform faults could affect a plate's velocity by forcing it to travel in a direction
parallel to the fault's strike and at an angle to the pull of the subduction zone [e.g.,
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Lithgow-Bertelloni and Richards, 1998; Zhong et al., 1998]. In addition, R or 1, could
change with time or between plates, yielding variations in vP, as shown in (4.28).
Finally, complications to mantle convection induced by variations in viscosity and
the presence of phase changes could affect plate motions [e.g., Bunge et al., 1996;
Hager and O'Connell, 1979; Tackley, 1995; Van der Hilst et al., 1997; Zhong and
Gurnis, 1995a].
We have shown, however, that the mantle plays an important role only for short
plates and for long plates the lithosphere is dominant (Figure 4.10). Thus the mantle
dynamics may play a secondary role to subduction zone dynamics in controlling the
patterns and rates of mantle convection. This observation could have important im-
plications for Earth's history and future. In an isoviscous Earth, plate velocities scale
with mantle viscosity [e.g., Turcotte and Oxburgh, 1967]. Thus a small decrease in
mantle temperature should cause plate velocities to slow considerably because mantle
viscosity is highly temperature dependent. The strength of subduction zones, how-
ever, should primarily depend on Earth's surface temperature, which should remain
fairly constant over most of Earth's history. If subduction zones indeed provide a
primary resistance to convection in the mantle, the independence of their strength
from changes in mantle temperature could cause plate velocities to be stabilized over
geologic time, despite lower mantle viscosity during warmer periods of Earth's his-
tory. In the future, a cooling Earth should continue to convect in the current plate
tectonic regime until mantle viscosity increases to the point at which it produces more
dissipation than the bending lithosphere. From (4.28), we see that this requires about
an order of magnitude increase in rm unaccompanied by a similar change in T1. Thus
one role of strong subduction zones could be to stabilize plate tectonic rates over long
periods of Earth's history.
Another parameter that is important in controlling plate velocities is the maxi-
mum thickness of the oceanic lithosphere, which we have taken here to be 100 km.
If the lithosphere can grow thicker than this, the additional bending stresses, which
depend on the cube of plate thickness, slow the plate considerably, causing the plate
to cool and thicken even more. A Pacific-sized plate with no thickness restrictions
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becomes frozen at zero plate velocity if its viscosity is Z 100 times that of the mantle
(Figure 4.9). This could throw the Earth into the rigid lid convective regime described
by Jaupart and Parsons [1985] and Solomatov [1995]. It is interesting to speculate
that the process that limits oceanic plate thicknesses on Earth, if it exists, could be
the process that enables Earth to convect in a plate tectonic mode instead of a more
Venus-like rigid lid mode. This process is likely to be affected by the temperature
difference between the mantle and lithosphere and the temperature-dependent prop-
erties of the lithosphere, so it may depend on mantle temperature. If it does, a hotter
mantle in the past, or a cooler one in the future, could change the maximum thickness
of oceanic lithosphere and thus alter the plate tectonic style of Earth.
4.10 Conclusions
We have shown that the rheology of the lithosphere is crucially important in control-
ling the dynamics of convection in the mantle. The strength of fault zones and the
effective viscosity of the lithosphere, which is probably affected by both brittle fault-
ing and non-Newtonian viscous flow, are important quantities that control Earth's
distribution of plate velocities. Thus, as anticipated by Jaupart and Parsons [1985]
and Solomatov [1995], it is the strength of the upper boundary layer to convection
in the mantle that determines the convective pattern of the mantle. We have found
that for Earth it is how easily this upper boundary layer can bend and slide past
neighboring lithosphere as it subducts that determines the mantle's convective style.
We have shown that at least 60% of the energy associated with the descent of
a subducting slab attached to a long, thick plate is dissipated by the bending of
the slab, and up to 10% more may be dissipated in the fault zone adjacent to the
slab. For shorter, thinner plates, the bending contribution decreases. Because the
subduction zone itself is so crucially important in determining the dynamics of plate
tectonics and mantle convection on Earth, it is essential that subduction zones be
handled carefully in numerical models of mantle convection. It is not clear that the
implementation of convergent plate boundaries using piecewise continuous kinematic
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boundary conditions, low-viscosity boundaries, or even a faulted lithosphere can ac-
curately reproduce the extreme importance of the bending lithosphere in a numerical
model. One solution may be to apply a complicated, high-resolution gridding scheme,
like the one used here in a local study, to a global mantle flow calculation. This would
require intense gridding and computational effort. Alternatively, a more sophisticated
parameterization of subduction zones must be developed that mimics the dissipation
patterns of bending and fault zone shear that occur in real subduction zones.
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Chapter 5
The Thermal Evolution of an Earth
with Strong Subduction Zones
Published in Geophysical Research Letters by C. P. Conrad and B. H. Hager, 26,
3041-3044, 1999. Copyright by the American Geophysical Union.
Abstract. It is commonly supposed that plate tectonic rates are controlled by the
temperature-dependent viscosity of Earth's deep interior. If this were so, a small
decrease in mantle temperature would lead to a large decrease in global heat transport.
This negative feedback mechanism would prevent mantle temperatures from changing
rapidly with time. We propose alternatively that convection is primarily resisted by
the bending of oceanic lithosphere at subduction zones. Because lithospheric strength
should not depend strongly on interior mantle temperature, this relationship decreases
the sensitivity of heat flow to changes in interior mantle viscosity, and thus permits
more rapid temperature changes there. The bending resistance is large enough to
limit heat flow rates for effective viscosities of the lithosphere greater than about
1023 Pa s, and increases with the cube of plate thickness. As a result, processes that
affect plate thickness, such as small-scale convection or subduction initiation, could
profoundly influence Earth's thermal history.
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5.1 Introduction
Plate velocities are typically thought to depend on the viscosity of the mantle's deep
interior, which depends strongly on temperature. In this view, as the earth cools,
mantle viscosity increases, which forces slower convection and less efficient heat trans-
port. This slows the mantle's cooling rate and stabilizes its internal temperature [e.g.,
Davies, 1980; Tozer, 1972]. Mantle temperatures can change more rapidly with time if
convection is influenced by the lithosphere, which is colder, and therefore stiffer, than
the underlying mantle. In simple convection calculations that include temperature-
dependent viscosity, Christensen [1985] found surface heat flow to depend more on the
viscosity of the cold thermal boundary layer than on that of the underlying mantle.
Because lithospheric viscosity depends on surface temperatures, which are thought
to have changed little since the Archean, Christensen's [1985] calculations predict
nearly constant heat flow. The decoupling of heat flow from temperature prevents
heat loss rates from slowing as the interior cools. This leads to greater present-day
cooling rates in thermal evolution models that reproduce current mantle temperatures
[Christensen, 1985].
The notion that the viscosity of the lithosphere limits mantle heat flow has received
some criticism, particularly because Christensen's [1985] convection models do not
produce realistic subduction zones. Instead, these models describe convection beneath
a "stagnant lid," where only a small portion of the upper thermal boundary layer
participates in downwelling beneath nearly stationary surface plates. Gurnis [1989]
produced more realistic subduction and plate motions by including "weak zones" of
low viscosity fluid at plate boundaries. These weak zones diminish the role of the
lithosphere in controlling plate velocities. Because interior mantle viscosity remains
as the controlling parameter, mantle temperatures are again stabilized.
The geometry of Earth's subduction zones requires cold, strong, lithosphere to
deform as it bends and descends into the mantle. Conrad and Hager [1999a] show
that this bending deformation provides at least as much resistance to plate motions
as viscous deformation of the underlying mantle. Thus, the rheological properties of
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the bending lithosphere should play an important role in determining plate velocities.
If this is the case, the negative feedback mechanism that stabilizes temperatures is
disrupted while plate motions and subduction are maintained. In this study, we
include the bending resistance in studies of parameterized convection to show how
plate bending at subduction zones could play an important role in Earth's thermal
evolution.
5.2 Parameterized Convection Models
The relationship between convective heat transport and interior temperature is typ-
ically investigated in the context of Rayleigh-Bernard convection, where a constant
temperature boundary condition is imposed at the base of the system. For this sce-
nario, the dimensionless heat flux is given by the Nusselt number, Nu, which is the
ratio of the heat flow due to convection to that due to conduction alone. For steady
convection, Nu is often related to the Rayleigh number of the system, Ram, by a
power law [e.g., Davies, 1980]:
Nu - Ram where Ram pgaTD' (5.1)
where p, g, a, and K are the density, gravitational acceleration, thermal expansivity
and diffusivity, and T is the temperature difference across the system's depth, D. For
a system with constant viscosity rim and constant basal temperature, boundary layer
theory gives 3 = 1/3 [e.g., Turcotte and Oxburgh, 1967]. For internal heating, both
the definition of Nu and the value of / predicted by boundary layer theory differ
[e.g., O'Connell and Hager, 1980].
The strength of the negative feedback mechanism that stabilizes mantle temper-
atures depends on 3. As the earth cools, Ram decreases because r/m depends on
temperature. If / > 0, this decreases Nu, and slows the mantle's rate of temperature
change. Conversely, knowledge of the mantle's cooling rate allows us to distinguish
among convection models that yield different values of / [e.g., Christensen, 1985].
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The earth's present rate of secular cooling is obtained from estimates of the Urey
ratio, which is the ratio of current mantle heat production to total heat flow. The
latter has been estimated at about 39 x 1012 W, after the contribution from radioac-
tivity in the continental crust, 5 x 1012 W, is subtracted from the worldwide total
heat flow [e.g., O'Connell and Hager, 1980; Sclater et al., 1980; Stein, 1995]. The
rate of internal heating can be estimated from the abundances of the heat producing
elements, U, Th, and K, in the mantle. Their relative abundances are relatively well
constrained to a ratio of about 1:4:10000 [e.g., Jochem et al., 1983], but their abso-
lute abundance is more uncertain. Geochemical models of the primitive mantle yield
21 ppb for the present abundance of U, giving a current mantle heat production of
15 x 1012 W [Jochem et al., 1983]. For comparison, if the mantle were solely composed
of the material sampled by mid-ocean ridges (MORB), with a concentration of 3 ppb
for U, the mantle heat production would be 2.4 x 1012 W [Kellogg et al., 1999]. These
estimates, when compared with the mantle heat flow, yield a Urey ratio of 0.4 for
models using a primitive mantle and 0.06 for a mantle composed of MORB source.
Thus, 60% or more of the current mantle heat flow may represent secular cooling.
A thermal history for the earth is obtained by assuming a heating history from
estimates of the Urey ratio and integrating heat flow rates from (5.1) backward in
time from Earth's present thermal state. For 3 = 1/3, Christensen [1985] finds that
the mantle cools from a molten state to its present one in significantly less than the
expected 4.5 billion years if more than about 15% of current mantle heat flow is due
to secular cooling. Thus, to allow Urey ratios less than 0.85, the feedback mechanism
that stabilizes mantle temperatures must be diminished, which implies a decrease
in 0. If 0 < 0.1, Christensen [1985] obtains plausible thermal histories for Urey
ratios between 0.3 and 0.6. These values are consistent with the above estimates of
the Urey ratio, but, as described above, Christensen's [1985] convection models that
yield 3 < 0.1 do not produce realistic plate motions or subducting slabs. In what
follows, we introduce an analysis based on plate bending in subduction zones that
produces small 3 while still allowing realistic plate and slab behavior.
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5.3 Plate Bending and Mantle Heat Flow
The mantle loses much of its heat through the formation of oceanic lithosphere. The
total heat flow from an oceanic plate, expressed here as N, a dimensionless number
analogous to a Nusselt number, is given by:
N 2( vp (1/2) 4DN = 2D - -= 4 (5.2)
where v, is the plate velocity, L is the ridge to trench plate length, and h, = 2 KL/v P
is the plate thickness at the time of subduction [e.g., Turcotte and Schubert, 1982, p.
280-3]. It has been suggested that oceanic plates only thicken for 80 Ma, the age at
which seafloor flattening is observed to begin [e.g., Sclater et al., 1980]. If additional
heat transport for older plates limits their thickness to some maximum value hm < hs,
then N should be larger than that given by (5.2). For Earth, the additional heat flow
is less than 10%, and is important only for the oldest plates [Sclater et al., 1980].
The velocity of a plate can be estimated by considering the energy budget of a
single convecting cell [e.g., Conrad and Hager, 1999a; Richter, 1984; Turcotte and
Oxburgh, 1967]. Convection is driven by the potential energy release of a descend-
ing slab, given by Ipe = pgaCTvplshslv/l [Conrad and Hager, 1999a] where i is the
effective slab length. Slab reheating is accompanied by cooling of the surrounding
mantle, so a slab's net buoyancy change as it descends should be negligible. Thus, 1,
is determined by the depth of convective circulation, and can be taken as a constant.
Potential energy release is typically balanced by viscous dissipation within the shear-
ing mantle, given by Conrad and Hager [1999a] as v)d = 3Tmv(L/D + 2). Conrad
and Hager [1999a] also derive the expression ov d = 2qlv(hs/R)3 for the viscous dis-
sipation within the bending subducting slab and note that (Id could be as large as,
or even much greater than, I' d . Here r1 is the effective viscosity of the lithosphere
and R is the radius of curvature of the subducting plate. Setting ( pe = v + (d d
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and solving for vp yields:
pgaTlsh8 / rpgv /(5.3)P 3Im (LID + 2) + 2r1l (hs/R)3
We now solve for plate thickness h. = 2 KL/vp using (5.3):
( 7 mL 12V R 3 (L/D + 2) (1/3)
S rll, Rat - 8vL/ (5.4)
where we have defined a dimensionless "lithospheric" Rayleigh number:
Raj- pgaTR3  (5.5)
that is a measure of convective instability resisted by the bending lithosphere.
It is clear from (5.4) that as Ral approaches 8VIrL/,, the thickness h, becomes
infinite. This occurs because a plate slowed by lithospheric bending will thicken
due to increased cooling, and thus slow even further because a thicker plate is more
difficult to bend. This runaway process leads to infinitely thick plates, which are not
plausible for the earth, so we impose a maximum plate thickness hm. Thus, if h. in
(5.4) is larger than hm, we obtain an expression for N by setting h, = hm in (5.3)
and applying the resulting expression for vp to (5.2). In terms of Ram and Raj, this
yields:
( 41,hm RamRai (1/2)
N(5.6)
7r3/2 LD 3 (L/D + 2) Ra1 + 2Rah3 /D 3
We now study limiting cases for weak and strong lithosphere.
5.3.1 Weak Bending Lithosphere
If lithosphere is weak or does not bend sharply, Rat is large. If Ral >> 8v/- L/l,
applying (5.4) to (5.2) yields:
N = (Ram 3 2 L 1 2 (1/3) (5.7)
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which applies if Ram is sufficiently large that h, < hm. In this case, convection
is adequately described by boundary layer theory, giving /3 1/3. If, however,
Ram is sufficiently small that h, > hm, plates reach their maximum thickness before
subducting and (5.6) yields:
(Ra 41shm )(1/2) (5.8)
N= 37r3/ 2LD (L/D + 2)
In this scenario, plate velocities are slowed by resistance in the mantle until the plate
thickness saturates. Because slab thickness is constant, faster plates are no longer
slowed because their slabs are thinner. As a result, N is more sensitive to changes in
Ram than it is for simple boundary layer theory, as shown by the power-law exponent
of 3 = 1/2.
5.3.2 Strong Bending Lithosphere
A strong resistance to bending occurs if Rat is less than or about 8v/7L/I~, in which
case plates always reach their maximum thickness, so (5.6) applies. If Ram is small
so that the denominator of (5.6) is dominated by Rat, then (5.6) reduces to (5.8).
Otherwise, if Ram is large, (5.6) becomes:
( 21,D2 ) (1/ 2)
N = (Rat3/2Lh2 ) (5.9)
Here the bending dissipation , rd, overwhelms the dissipation in the underlying mantle
cdm, and thus controls plate velocities. This causes N to be sensitive only to Rat. If
Rat is independent of changes in Ram, 0 0 in (5.1) is implied.
5.4 Application to Earth
We now determine how N varies with Ram for a set of parameter values that char-
acterize the earth. We use pm = 3300 kg m - 3, g = 10 m s - 2, a = 3 x 10- 5 K- 1,
T = 1200 K, K = 10-6 m 2 s - 1, D = 2500 km, R = 200 km [Bevis, 1986], and
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Figure 5.1: A log-log plot of N vs. Ram for four different plate lengths, L, using
the "preferred" values of r71 = 1023 Pa s and hm = 100 km. The slopes, 03, are the
exponent of the N - Rao relation.
,s = 1000 km, and assume that these values remain constant throughout Earth his-
tory. In doing so, we assume that the dynamical effect of any change in T, by at
most 50%, will be overwhelmed by the accompanying orders of magnitude change
in mantle viscosity. Because these temperature-induced changes in rm should have
the largest effect on the mantle Rayleigh number, we vary r/m to generate a range of
values for Ram.
The maximum plate thickness and the lithosphere viscosity are somewhat difficult
to estimate and may have been different in the past. To see how heat transport
is affected by each of these quantities, we plot N as a function of Ram for various
combinations of hm and r77 (Figures 5.1 to 5.3), but show results for "preferred" values
in Figure 5.1. We estimate hm = 100 km by assuming plates achieve their maximum
thickness after 80 Ma. The effective viscosity of the bending lithosphere is likely the
result not only of viscous flow, but also of plastic and brittle deformation associated
with non-Newtonian creep and faulting. Conrad and Hager [1999a] estimate this
effective viscosity to be of order 771 = 1023 Pa s, a value a few orders of magnitude
182
stiffer than estimates for the mantle. We vary L between 2500 and 10000 km, the
approximate range of plate lengths on Earth. To calculate N, we first use (5.4) to
calculate hs. If hs > hm, we use (5.6) to calculate N, otherwise, we use (5.2).
The functional dependence of N on Ram varies differently for different plate
lengths, L. For small Ram, the N versus Ram curve has a slope of 3 , 1/2 (Fig-
ure 5.1), as predicted by (5.8). For large Ram, long plates show a slope of - 0 while
short plates give/3 1/3 (Figure 5.1). The divergence between these two behaviors
occurs because short plates do not thicken sufficiently for the bending resistance to
become large. Long plates, on the other hand, do have time to thicken, so their
bending resistance becomes large enough to limit plate velocities if Ral < 8V/7L/ls.
Thus, for weak lithosphere leading to large Ral (Figure 5.2a), plates of all lengths
are governed by3 - 1/3, as predicted by (5.7) for weak bending resistance. If the
lithosphere is strong (Figure 5.2b), plates of all lengths are dominated by the bending
resistance, which yields/3 - 0, as predicted by (5.9). Intermediate behavior occurs
for rt = 1023 Pa s, for which only long plates show 0 - 0 (Figure 5.1).
If the mantle cools, the negative buoyancy of the lithosphere decreases (assum-
ing constant surface temperatures). As a result, the lithosphere should become less
unstable; if small-scale convection erodes the lithospheric base, it should become less
effective as the mantle cools, increasing hm. Thicker plates produce smaller heat
flow, so larger hm should lead to smaller N (compare N for long plates in Figures 5.1
and 5.3). Thus, if hm increases with decreasing Ram, / must be greater than zero.
By comparing the values of N for hm = 50 and 100 km (Figures 5.3a and 5.1), we
estimate that if hm were to double due to a decrease of Ram by two orders of mag-
nitude, we would obtain 3 - 0.15. Such a large increase in hm seems unlikely, so /3
should probably be somewhat less than 0.15.
Cooler mantle temperatures produce larger mantle viscosities, but may also in-
crease the effective viscosity of the lithosphere. If bending stresses control convection,
N decreases with increasing rij, leading to /> 0 (compare N for long plates in Fig-
ures 5.1 and 5.2b). An increase in r1, could also cause bending stresses to suddenly
become important if Ral becomes smaller than 8/L/1, (compare curves for long
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plates in Figures 5.2a and 5.1). Thus, mantle cooling could cause bending slabs to
become more effective at resisting convection than the shearing mantle, causing 3 to
drop from 1/3 to 0 at some time.
5.5 Conclusions
We have shown that if plate bending in subduction zones is important in controlling
plate velocities, heat flow is less sensitive to interior viscosities and temperatures,
so more rapid changes in mantle temperature are permitted. Thus, plate bending
could be a mechanism by which values of /3 less than 0.1 can be obtained in the
relationship Nu - RaO. As discussed above and by Christensen [1985], / must be
small to reconcile parameterized convection models with the observed secular cooling
of the mantle, expressed by estimates of Urey ratios near 0.4. The plate bending
mechanism is preferable to other models of convection that yield / < 0.1 because it
arises naturally from subduction zone geometry, and thus produces realistic plate and
slab behavior.
We conclude that small values of / are only achieved if bending subducting slabs
have an effective viscosity of order 1023 Pa s or more. For viscosities close to this
value, only an earth with large, Pacific-sized plates that can grow sufficiently thick
before they subduct will experience a decrease in P. Because the plate thickness is
so influential in determining plate velocities, any process that affects plate thickness
could be an essential aspect of plate tectonics, and could greatly influence Earth's
thermal evolution. Such processes may include small-scale convection beneath plates,
which may limit the plate thickness through basal erosion, or the physical details of
subduction initiation, which may control how large, and thus how thick, plates can
become.
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Chapter 6
Mantle Convection with Strong
Subduction Zones
Abstract. Because mantle viscosity is temperature-dependent, cold subducting
lithosphere should be strong, which implies that the rapid, localized deformation
associated with subduction should resist plate motions, and thus slow convection in
the underlying mantle. Due to computational constraints, the deformation of a sub-
ducting plate cannot be accurately resolved in mantle-scale convection models, so its
affect on convection is difficult to investigate. We have developed a new method for
implementing subduction that parameterizes the deformation associated with bending
of the oceanic lithosphere within a small region of a finite element grid. By imposing
velocity boundary conditions in the vicinity of the subduction zone, we enforce a ge-
ometry for subduction, producing a slab with a realistic thermal structure. To make
the model dynamically consistent, we specify a rate for subduction that balances the
energy budget for convection, which includes an expression for the energy needed to
bend the oceanic lithosphere as it subducts. This expression is determined from a
local model of bending for a strong viscous slab. By implementing subduction in
this way, we have demonstrated convection with plates and slabs that resemble those
observed on Earth, but in which up to 30% of the mantle's total convective resistance
is associated with deformation occurring within the subduction zone. This additional
resistance slows plate velocities by nearly a factor of two compared to models with
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a weak slab. For sufficiently strong lithosphere, the bending deformation is sufficient
to stop plate motions altogether and causes convection beneath a "stagnant lid." By
introducing a low-viscosity asthenosphere beneath the oceanic plate, we demonstrate
that small-scale convection at the base of oceanic lithosphere may limit plate thick-
ness, and thus the resistance to bending, and causes plate velocities to depend on
the strength of the bending lithosphere rather than on the viscosity of the underlying
mantle. For a cooling Earth, lithospheric strength should be nearly constant, but
the mantle viscosity should increase with time. Thus, subduction-resisted convection
should produce nearly constant plate velocities and heat flow over time, which has
implications for the thermal evolution of the Earth. We estimate that this style of con-
vection should apply for the Earth if the effective viscosity of the bending lithosphere
is greater than about 1023 Pa s, but only if some mechanism, such as small-scale
convection, prevents the bending resistance from stopping plates altogether. Such a
mechanism could be fundamental to plate tectonics and Earth's thermal history.
6.1 Introduction
The motions of Earth's tectonic plates are understood to be the surface expression
of convection in the mantle. Because the plates are cold, they are denser than the
mantle beneath them, and thus gravitationally unstable. For Earth, this instability
manifests itself as subduction, in which oceanic lithosphere bends and dives into the
mantle beneath overriding plates. Because it involves the entire oceanic lithosphere,
subduction is an efficient mechanism for converting the significant negative buoyancy
of the surface plates into horizontal density gradients that drive convection. In fact,
subducted lithosphere is thought to drive plate motions, and thus mantle-scale flow,
by pulling on attached surface plates [e.g., Chapple and Tullis, 1977; Forsyth and
Uyeda, 1975; Hager and O'Connell, 1981; Lithgow-Bertelloni and Richards, 1995].
The cold temperatures of surface plates also make them stiffer than the underlying
mantle, a fact that causes plates to move rigidly as coherent units. The temperature-
dependent viscosity that strengthens plate interiors, however, should also strengthen
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subducting lithosphere, and thus tend to resist the rapid localized deformation asso-
ciated with subduction. Indeed, numerical studies of mantle convection show that if
temperature-induced viscosity contrasts are above about 103 - 105, a cold thermal
boundary layer can become strong enough to resist deformation altogether, forc-
ing convection to occur instead beneath a "stagnant lid" [e.g., Christensen, 1984a;
Davaille and Jaupart, 1993; Moresi and Solomatov, 1995; Ratcliff et al., 1997; Solo-
matov, 1995]. Laboratory measurements of the temperature-dependence of diffusion
or dislocation creep in mantle rocks [e.g., Hirth and Kohlstedt, 1996; Karato et al.,
1986] suggest an order of magnitude variation in viscosity for every 1000 C degrees of
temperature change. For a temperature difference of . 600 C across the ductile part
of the lithosphere, viscosity variations should be more than sufficient for a stagnant lid
to develop, yet this style of convection is not dominant for Earth. Subduction zones,
then, serve to break an otherwise stagnant lid by permitting the rapid localized de-
formation that is required for plate-like motions to occur. The weakening mechanism
that allows subduction is not well understood, but brittle fracture [e.g., Moresi and
Solomatov, 1998; Zhong and Gurnis, 1996; Zhong et al., 1998], strain-rate-weakening
[e.g., Tackley, 1998], a maximum yield stress [e.g., Trompert and Hansen, 1998], and
various self-lubricating rheologies [e.g., Bercovici, 1996; 1998; Lenardic and Kaula,
1994] have been proposed as possibilities.
Generating plate-like behavior in numerical models of mantle convection generally
involves weakening convergent plate boundaries in some way, and justifying this action
by appealing to one or more of the above mechanisms for weakening. For example, one
commonly-used method is to simply parameterize all of the possible weakening effects
into low-viscosity "weak zones" that are imposed between high-viscosity plates [e.g.,
Davies, 1989; Gurnis and Hager, 1988; King and Hager, 1990; 1994; Puster et al.,
1995]. Weak zones also can be generated naturally by applying stress-weakening or
self-lubricating constitutive laws to the lithosphere. This generates "instantaneous"
zones of weakness between rigid plates and avoids the necessity of imposing plate
boundary locations [e.g., Bercovici, 1996; 1998; Lenardic and Kaula, 1994; Tackley,
1998; Trompert and Hansen, 1998]. Other studies break the surface lithosphere with
189
a fault that allows a jump in velocity across its width and may support some degree
of shear stress [e.g., Toth and Gurnis, 1998; Zhong and Gurnis, 1994, 1995a, b; Zhong
et al., 1998]. Finally, plate-like behavior can be forced by simply imposing piecewise
continuous plate velocities at the surface [e.g., Hager and O'Connell, 1979; Davies,
1988; Bunge and Richards, 1996]. Such kinematic models avoid the difficulties of
implementing realistic subductions zones, but are not dynamically self-consistent.
Due to computational constraints, the deformation associated with convergent
plate boundaries typically spans only a few elements of a regularly spaced finite
element grid. Thus, for the above methods to be accurate, they must include the
deformation of a subducting plate within the small region of weakening in which
subduction is implemented. It is not clear, however, that any of these studies achieve
an accurate representation of subduction because the convergence that occurs in
these studies is not compared to detailed observations available at subduction zones.
For example, the seismicity of the upper 200 km of Wadati-Benioff zones is thought
to indicate plate bending as a slab begins to subduct, followed by unbending as
the straightens and continues into the mantle [e.g., Bevis, 1986; 1988; Engdahl and
Scholz, 1977; Hasegawa et al., 1994; Isacks and Barazangi, 1977; Kawakatsu, 1986].
This unique strain pattern has been reproduced in detailed local models of subduction
[e.g., Conrad and Hager, 1999a; Houseman and Gubbins, 1997; Melosh and Raefsky,
1980; Toth and Gurnis, 1998; Zhang et al., 1985] in which a strong plate is forced to
bend as it passes through a realistic subduction zone geometry. Global-scale models
must parameterize subduction more coarsely and thus cannot accurately mimic the
stresses associated with bending or unbending within the subducting plate.
Part of the deformation that occurs during subduction is expressed as brittle
fracture by seismicity. Brittle fracture is an inelastic deformation mechanism, which
means that energy is dissipated as the subducting plate bends and unbends in the
subduction zone [e.g., Chapple and Forsyth, 1979]. In addition, the mantle certainly
behaves as a highly temperature-dependent fluid, so additional inelastic deformation
should occur as viscous flow. Thus, subduction zones may demand a significant
fraction of the mantle's total energy budget. In fact, Conrad and Hager [1999a] show
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that if slabs remain two orders of magnitude stronger than the upper mantle as they
descend, the bending and unbending of oceanic lithosphere at subduction zones may
require as much energy as viscous flow within the mantle interior. If the energy
spent on plate bending were available instead for deforming the mantle, as it would
be if subduction zones were weak, significantly faster plate velocities would result.
Thus, it is possible that plate bending at subduction zones, by retarding the flow
of the oceanic lithosphere into the mantle interior, could limit plate velocities. This
result is confirmed by Becker et al. [1999], who compare laboratory and numerical
experiments for a growing slab.
Because most large-scale convection models requires convergent plate boundaries
to be weak for subduction to occur, the energy dissipated at these boundaries should
not be particularly large. On the other hand, Conrad and Hager's [1999a] local
model of subduction produces plate-like behavior while dissipating significant energy
within a subducting slab that remains strong as it deforms. Conrad and Hager's
[1999a] subduction model, however, uses an irregular finite element grid that is both
too complicated and of too high resolution to be of practical use in larger, mantle-
scale studies. In this work, we devise a method for including the results of Conrad
and Hager's [1999a] analysis within a small region of a large, regularly-spaced, fi-
nite element grid. To do this, we impose a geometry for subduction that produces
realistic temperature and velocity fields for the resulting slab. To make subduction
dynamically self-consistent, we also specify the rate at which subduction occurs by
applying Conrad and Hager's [1999a] energy balance analysis. This method allows
us to control how much energy is dissipated within the subduction zone, and thus
parameterizes the effects of deformation within the subduction zone on convection in
the entire mantle. Using this method, we study mantle convection with subduction
zones that dissipate a significant fraction of the mantle's convective energy, as they
should if oceanic plates remain strong as they subduct. In doing so, we determine
the maximum amount of bending dissipation that is possible before "stagnant lid"
convection develops. In addition, we confirm some of the predictions made by Con-
rad and Hager [1999b], who suggest that the bending resistance at subduction zones
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could profoundly influence Earth's thermal history.
6.2 The Energetics of Mantle and Lithosphere De-
formation
Convection in the mantle is typically formulated as a balance between viscous stresses
and gravitational body forces, but it can also be described by an energy balance be-
tween the rate at which gravitational potential energy is released and the rate at
which this energy is dissipated viscously by the deformation of mantle and litho-
sphere materials [e.g., Backus, 1975; Chandrasekhar, 1961, pp. 12-14; Conrad and
Hager; 1999a, Hewitt et al., 1975]. For this study, we implement subduction-driven
convection using both approaches; we use a force balance to determine viscous flow
within the mantle and an energy balance to describe the effects of subduction zone
deformation on the entire convecting system. More specifically, we use an expression
for the energy required to bend subducting lithosphere to parameterize the gross ef-
fects of this deformation on convection, but without requiring sufficient resolution to
accurately describe plate bending. To implement this energy balance, we must first
determine the energy dissipated by a subducting slab and compare this to the total
energy requirements of convection. Here we follow the analysis of Conrad and Hager
[1999a], who assume a viscous rheology for the bending lithosphere. The approach,
however, is general and dissipation associated with other deformation mechanisms
could be included, if desired.
Mantle convection is driven by lateral variations in the mantle's heterogeneous
density field. Potential energy is released largely by the downward motion of cold
slabs and the upward motion of hot plumes. The total potential energy release, 1 pe,
can be written as:
Dpe = A pgaT(x, z)v(x,z)dA (6.1)
where p is density, g is the acceleration due to gravity, a is the thermal expansivity, T
is temperature, and vz is the vertical velocity (positive upwards). For two-dimensional
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flow, the total potential energy release is calculated by integrating over the entire area,
A, of the convecting system, and is given per unit length perpendicular to the plane
of flow. For flow driven by the negative buoyancy of slabs, Conrad and Hager [1999a]
show that this expression becomes:
(pe = Pga(Tnt - T,)lshVP CpeVP (6.2)
where Tint and Ts are the temperatures of the mantle interior and surface, h, is the
thickness of the slab as it subducts, i, is the length of the subducted portion of the
slab, and v, is the slab's downward velocity, which we assume is equal to the velocity
of the attached surface plate. Here we introduce the quantity Cpe, which will prove
useful later, to express the dependence of •pe on everything except for v,.
The release of potential energy is balanced by energy dissipation throughout the
entire convecting system. For viscous flow, the viscous dissipation, •vd, can be written
as [e.g., Chandrasekhar, 1961, pp. 12-14]:
=vd r= ,J idA = 2 Jrici3dA (6.3)
where the strain-rate, i,, is given by:
1 Oui Ouj
, - + (6.4)
' 2 ( Oxj Oxi
and is related to the deviatoric stress, 7,j, by the constitutive relation:
7iJ - 27ri (6.5)
which defines the effective viscosity, 71, of the fluid. For mantle flow driven by the
motion of a plate and a slab, each moving with speed vp, the total viscous dissipation
can be expressed using (6.3) as:
Ov = CmmUp (6.6)
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where rim is the effective mantle viscosity and Cm is a geometrical constant that
depends on the pattern of flow [Conrad and Hager, 1999a].
Because their viscosity is temperature-dependent, subducting slabs should have a
material strength, expressed here as an effective viscosity rl, that is greater than that
of the underlying mantle. In addition, subduction zones accommodate large changes
in surface velocity over short horizontal distances, which implies large strain-rates.
According to (6.3), both of these facts indicate that the viscous dissipation for a
subduction zone should be large. By combining theory with numerical calculations,
Conrad and Hager [1999a] show that the bending and unbending of an effectively
viscous lithosphere in a subduction zone produces a viscous dissipation, Dvd of:
(vd = 2v2i ( 3 (6.7)
where R is the radius of curvature that describes the bent shape of the slab. Conrad
and Hager [1999a] show that pvd may be larger than #d if the effective lithosphere
viscosity is of order 1023 Pa s, which is only about two orders of magnitude larger
than estimates for the viscosity of the underlying mantle. Significant energy dissipa-
tion may also be associated with other aspects of the subduction zone. For example,
Conrad and Hager [1999a] estimate that dissipation in the fault zone between the slab
and the overriding plate may account for up to 10% of the mantle's total energy dis-
sipation. Additional dissipation may result from corner flow in the mantle associated
with the motion of the subducting plate.
The effective lithosphere viscosity, qi, that applies in (6.7) represents the com-
bined effects of all of the deformation mechanisms that contribute to bending of the
lithosphere, which should include viscous flow, brittle fracture, and non-Newtonian or
plastic deformation. In using (6.7) to express the bending dissipation, an assumption
is made that 1 does not vary with either the plate velocity vp or the plate thickness
hs. If, however, the viscosity depends on stress or strain-rate, then il should decrease
as either of these quantities increase. For example, if the lithosphere's brittle rheology
causes it to fail for stresses above some maximum yield stress, then (6.3) suggests that
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1d should be linearly dependent on vp. Similarly, bending stresses should increase as
h, increases, meaning that stress-weakening should cause the effective viscosity rT to
be smaller for thicker plates. In this analysis, we study how one model for subduction
zone deformation affects mantle-scale convection, using (6.7) to express bending for a
viscous lithosphere. In doing so, we recognize that non-linear viscosity or subduction
zone deformation not associated with bending may introduce additional behavior, but
save the analysis of these complicating effects for future study.
6.3 Including Plate Bending within a Numerical
Convection Calculation
To simulate the bending of oceanic lithosphere in a subduction zone, we modify
ConMan, a finite element code that solves the coupled thermal diffusion and incom-
pressible Navier-Stokes equations for a highly viscous fluid [King et al., 1990]. These
modifications allow the effects of plate bending to be included within a small region
of a regular finite element grid. To illustrate this, we set up a finite element grid (Fig-
ure 6.1) with aspect ratio 2.5, a resolution of 40 by 100 elements, free-slip boundary
conditions on the top and bottom surfaces, and flow-through boundary conditions
on the two sides. Temperature boundary conditions maintain constant temperatures
Tb at the grid base and Ts < Tb at the surface. The surface also includes an explic-
itly strong continental lithosphere (40 elements wide) and oceanic lithosphere that
is distinguished from the underlying mantle by its lower temperature. Temperature-
dependent viscosity makes the oceanic lithosphere strong and thus causes its motions
to be plate-like. The oceanic lithosphere is bounded on one side by a low-viscosity
"ridge," and on the other side by a specially-designed "subduction zone" that imple-
ments the descent of oceanic lithosphere into the mantle and expresses the energy
requirements of a bending plate, as described below.
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Figure 6.1: Cartoon showing the various regions of the finite element grid, each of
which is characterized by different viscosity laws, as defined in Table 6.1. Mantle
and subduction zone viscosity is temperature-dependent while the other regions have
constant viscosity. Of these, the ridge is weak, the upper continent is strong, and the
lower continent viscosity is approximately equal to that of the mantle interior. A few
models include a low-viscosity asthenosphere that has a constant viscosity 1 / 10 th that
of the mantle interior. The subduction zone region includes a set of specially-designed
velocity boundary conditions (detailed in Figure 6.2) that impose the geometry for
subduction.
6.3.1 Nondimensionalization
At this point, it is useful to define a set of dimensionless variables. We define the
Rayleigh number, Ram, for the convecting system as:
Ra pgaATD
3 (6.8)
where AT is the temperature difference Tb - Ts, D and n are the thickness and
thermal diffusivity of the mantle layer, and rm is its average viscosity, which in these
calculations is calculated by following Parmentier et al. [1976], who suggest weighting
the viscosity by the square of the strain-rate. We define a dimensionless viscosity, r7',
as:
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(6.9)
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where 170 is the mantle viscosity corresponding to Ram = 106, a value we use as a
reference model in the calculations to follow. In these calculations, we vary Ram by
changing rim and keep the other terms in the Rayleigh number, as defined by (6.8),
constant. We define a dimensionless temperature, T', according to:
T'= T-T (6.10)
Tb - Ts
Thus, T' = 0 at the surface and T' = 1 at the base. Finally, we nondimensionalize
time and distance according to:
t' =t and z' (6.11)
D2 D
which implies a nondimensionalization for velocity of:
D
v/ = v- (6.12)
6.3.2 Viscosity Structure
The various regions of the finite element grid are distinguished by viscosity (Table 6.1).
For the mantle and the subduction zone regions, viscosity is temperature-dependent,
which generates plate-like flow at the surface. We use the viscosity law [e.g., Kohlstedt
et al., 1995]:
7A'(T') = 1'(Ti't,) exp RTaT (6.13)
where Ea is an activation energy, R = 8.31 J mol- 1 K-' is the universal gas con-
0
stant, and we assume a non-adiabatic temperature variation between T, = 0 C at
the surface and Tb = 2000 C at the core-mantle boundary. We choose an initial in-
terior temperature of Tint = 1300 C, which is a reasonable value for the Earth. This
corresponds to a dimensionless value of T'nt = 0.65, which is close to the steady-
state interior temperatures that are produced in this study. We choose an activation
energy of E, = 100 kJ mol-1 because this value is large enough to produce plates
and slabs that move as coherent units, but weak enough to prevent the entire mantle
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Table 6.1. Viscosity Variations within the Finite Element Model
Dimensionless Viscositya
Mantleb
Subduction Zoneb
Ridge
Upper Continent
Lower Continent
Asthenospherec
"Weak Zone"c
rlsz ('
i'.I
I
riuc
Sc
rias
7'wz
aViscosity is made dimensionless using (9).
bTemperature-dependent viscosity is described by
maximum value of qr' = 1000 is enforced.
7 ' (T!t)exp
= '(T')
- 1000
- rm (Tint)
(13), where T'st = 0.65 and a
cThe asthenosphere and the weak zone are only included in a few specific models (see
text).
from evolving into a cold, immobile state. The value of ' (Ti'n,) is varied to produce
different mantle Rayleigh numbers, Ram. The interior viscosity typically decreases
slightly over time because the mantle interior warms to temperatures greater than
T'it = 0.65, increasing Ram. Finally, we set a maximum viscosity of r1'ax = 1000 for
all runs. This prevents the extremely large viscosities inherent to (6.13) at T' = 0,
but also maintains a high constant viscosity at the surface that is not dependent on
the interior viscosity. This feature is useful in an application to the thermal evolution
of the Earth.
The other various regions of the finite element grid (Figure 6.1) have Newtonian
viscosity that does not depend on temperature (Table 6.1). The "ridge" is a region 2
elements wide and 9 deep that has a low viscosity of r' = r' (T' = 1). The weakness
of the ridge allows the oceanic plate to easily pull away from the continent. The
198
Region
E,(RTAT R1tInl
continent itself is divided into two regions. The upper part (4 elements deep) has a
strong viscosity equal to Krl" = 1000, and is thus as strong as the strongest oceanic
lithosphere. The lower continent (5 elements deep) has a viscosity of r', = r' (Tt),
which is close to the viscosity of the mantle interior. We found it necessary to remove
the temperature-dependence of fluid below the lower continent to prevent this material
from cooling and then accreting to the continental base, making it overly-thick. Later,
we study the effects of a low-viscosity asthenosphere beneath the oceanic plate, by
applying a constant viscosity of 71', = rlm(T'nt)/10 to the 4th through 9th elements
from the surface, between the ridge and the subduction zone.
6.3.3 The Subduction Zone
To implement subduction, we apply velocity boundary conditions within, and on the
boundaries of, the subduction zone region (Figure 6.2). On the left-hand edge of the
subduction zone, an imposed horizontal velocity of magnitude vi forces the oceanic
plate into the subduction zone. This material is later forced out of the subduction
zone base by boundary conditions that impose vertical velocity of magnitude vi.
Within the subduction zone, the fluid is forced to turn smoothly by velocity boundary
conditions, also of magnitude v,, but directed tangentially to an arc with radius of
curvature equal to R' = 0.225, which is the depth of the subduction zone region.
Other boundary conditions include free-slip along the top surface and pinned nodes
along the boundary with the overriding upper continental plate (Figure 6.2). By
enforcing vertical flow along the boundary with the lower continent, we direct flow
within the subduction zone and also generate flow within the lower continent region,
preventing cold material from accumulating there. This set of boundary conditions for
the subduction zone generates stable subduction that can be implemented indefinitely,
as long as the thickness of the thermal boundary layer does not exceed that of the
subduction zone region.
We must choose the speed, v,, with which we force subduction to occur. Because
the oceanic plate is strong, forcing subduction at a speed vi causes the plate velocity,
v, to be equal to v,. To generate convection that is fully dynamic, but that still
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Imposed Velocity, v.
Free Slip
Figure 6.2: A detail of the subduction zone region of the finite element grid showing
the velocity boundary conditions used to implement subduction. The large dots
indicate pinned nodes and double-sided arrows indicate free slip boundaries. Large
arrows indicate the direction of the imposed velocity boundary conditions, which
force subduction with a realistic geometry and produce a realistic thermal structure
for the resulting slab. All of the imposed velocities have the same amplitude vi, which
is determined by the iterative procedure described in the text.
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includes the proper amount of dissipation within the subduction zone, we require the
total energy dissipated viscously to be equal to the total potential energy released.
Thus, we choose vi so that Dpe = D + Od, which, using (6.2), (6.6), and (6.7) gives:
Cpe
vp = vi = (6.14)C7m + 2rqi (h,R)3
This expression gives the speed with which to drive subduction in order for the sub-
duction zone to dissipate the prescribed amount of energy. To use this expression,
however, we must know Cm and CPe, which are not easily estimated for a potentially
complicated flow pattern. Because the dependence of Cm and Cpe on v, is weak, we
can estimate these quantities by first forcing the system with a chosen velocity vi- 1,
measuring O'd (excluding the subduction zone) and 4Pe using (6.3) and (6.1), and
then applying (6.2) and (6.6). Applying these estimates for Cm and Cpe to (6.14)
yields a new expression for vi that depends on v,_l:
VP = Vi = (6.15)
v 1-1 + 2qj (h,/R)3
Thus, the proper subduction rate can be calculated using an iterative procedure in
which the effects of applying a speed vi- 1 are tested by measuring Ovd and jpe for
this speed. A new speed vi is then calculated using (6.15) and then tested in the same
manner. This procedure is repeated until the imposed speed does not change by more
than 0.01%. The resulting value of vi is the rate for subduction that balances potential
energy release and the total viscous dissipation, which includes the contribution from
the bending slab. This subduction rate is used to advance the flow field by a single
timestep, and then is used as the initial test velocity for the next timestep. If the
flow field is close to steady-state, convergence occurs in only a few iterations. If the
flow field is changing rapidly, convergence typically requires 10 to 20 iterations.
This iteration procedure produces a flow field for which the total potential energy
release is equal to the sum of the measured viscous dissipation for the mantle and an
expression for the viscous dissipation associated with bending a viscous slab. Thus,
it includes, in a dynamically consistent way, the bending deformation of a potentially
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strong viscous plate, without requiring the grid resolution necessary to model this
deformation accurately. Implementation instead depends on the accuracy of • p e
and vad. We can estimate the error involved with measurements of these quantities
by comparing Ope and •vd for a run in which we do not impose velocity boundary
conditions, in which case we expect Dvd = •pe . For the finite element grid we use,
we find that Ope is typically greater than Ovd by up to 2% for Ram 10' and by up
to 5% for Ram - 10'. This difference is associated with errors in the velocity field.
Potential energy release depends linearly on vertical velocity, as in (6.1), whereas
viscous dissipation depends on the square of velocity in both directions, as in (6.3).
Thus, we expect errors in measurements of 4 vd to be larger than those for •pe . This
is indeed what we find in tests; measurements of •We converge more rapidly with
increasing grid resolution than do measurements of •vd . Because our measurements
of •vd are slightly too small, our method of forcing the viscous dissipation to balance
the potential energy release causes too much viscous dissipation to be placed in the
bending lithosphere. This overestimate could be up to 5% for Rayleigh numbers close
to 107, which are the least resolved of our calculations.
6.3.4 Implementation of the Subduction Zone
To implement this iteration procedure, we modified the finite element code ConMan
[King et al., 1990], which calculates the flow velocity field by solving:
Ku = f (6.16)
for u, which is a vector of unknown velocities. Here K is the "stiffness" matrix, which
implements the equations of incompressible Stokes flow for the given finite element
grid, and f is a vector that describes the buoyancy forces that drive the flow. The
most time-consuming step in solving for u is inverting K, an operation that must
be performed every time step if the viscosity field changes with time (as it does for
temperature-dependent viscosity). Velocity boundary conditions are implemented by
removing the specified velocities from u, multiplying them by the associated columns
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of K, and then moving the result to the right hand side. Thus:
K,u, = f- - uk, (6.17)
where uj is the jth velocity boundary condition, kj is the jth column of K, the
subscript r indicates that rows or columns have been removed, and the summation is
over all of the imposed velocity boundary conditions. To change the velocity boundary
conditions by a constant factor, as is necessary to update the imposed subduction zone
velocity from vi- 1 to v,, it is simply necessary to multiply the quantity Ej ujkj by
the appropriate factor. This method allows the imposed velocity to be updated for
each iteration without inverting the stiffness matrix Kr. As a result, the iteration
procedure runs quickly and does not add prohibitively to the total computation time.
6.4 Examples of Convection with a Bending Litho-
sphere
To initiate subduction, we first impose a constant subduction velocity of v' = 500
on an initially isothermal mantle with temperature Tn t = 0.65 and Rayleigh number
Ram = 106. The cold temperature boundary condition at the surface cools the
fluid there and the resulting thermal boundary layer is subducted into the mantle
interior, forming a slab. Once the temperature field ceases to change significantly
with time, it is used as a starting point for runs in which the rate of subduction is
dynamically chosen according method described above. For these calculations, an
effective viscosity for the lithosphere, rj', is chosen so that the viscous dissipation of
the bending slab can be calculated from (6.7). To calculate ) d, we estimate the plate
thickness h' using the depth of the T' = T'nterf(1) = 0.55 isotherm. This isotherm
was chosen because it represents a high temperature that is consistently within the
boundary layer, and thus provides a reliable scale for the boundary layer thickness.
As described above, we assume a bending radius of curvature of R' = 0.225. For
each choice of lithosphere viscosity I', we allow dynamically-driven subduction to
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proceed until the system has reached an approximate steady-state, which typically
occurs after several thousand time steps. Because, as each system evolves, the mantle
typically warms slightly, the viscosity there decreases, leading to Rayleigh numbers
greater than the initial value of 106. For each calculation, we present the final value of
Ram, calculated based on the average mantle viscosity. Even after the calculation has
reached its "steady state," quantities such as the plate velocity v and the subducting
plate thickness h' continue to change with time, oscillating about some mean value,
as is shown for several different values of q' in Figure 6.3. Short time-scale variations
in the driving buoyancy field, which occur as the slab interacts with the continent or
the base of the mantle region, could cause this behavior. In addition, slight variations
in the measured value of the plate thickness h. should have an amplified effect on
plate velocity because the bending resistance depends on the cube of hs, as in (6.7).
As a first example, we apply an effective lithosphere viscosity of q' = 500. A
snapshot of convection at thermal steady state (Figure 6.4) features a flow field and
a temperature structure that is consistent with rigid plate motions and subduction-
dominated flow. This slab originates at the subduction zone (Figure 6.4a) where
the velocity boundary conditions generate a smooth flow of the oceanic lithosphere
into the underlying mantle (Figure 6.4b). The strength of the surface plate assures
a nearly uniform surface speed between the ridge and the subduction zone. The flow
field generated within the lower continent region (Figure 6.4b) results from coupling
to the downward motion of the subducting slab. This flow is important because it
prevents the development of an overly thick continent by constantly removing cold
fluid from the continental base. The temperature field (Figure 6.4a) also contains hot
upwelling plumes that originate at the bottom boundary layer.
For the relatively weak lithosphere with q' = 10, an average of only 1.1% of the
total viscous dissipation occurs as simulated plate bending within the subduction
zone (Figure 6.3c). Thus, for weak lithosphere, bending provides little resistance to
convection and plate motions. Increasing the lithospheric strength to r7 = 100 or
r1 = 500, however, causes the viscous dissipation associated with bending to increase
(Figure 6.3c), which leads to lower plate speeds (Figure 6.3a). The slower plates are
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Figure 6.3: A comparison of (a) plate velocity v', (b) plate thickness h', and (c)
the fraction of the total energy dissipation that occurs as plate bending within the
subduction zone, as a function of time. Results are shown on a log scale for four
subducting slabs with r of 10, 100, 500, and 1000, for which Ram is 1.1 X 106,
1.2 x 106, 1.5 x 106, and 2.9 x 106.
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Figure 6.4: A snapshot of convection that includes a bending slab (r7 = 500) and
Ram = 1.1 x 106. This combination leads to an average plate speed of v ' = 507
and an average plate thickness of h' = 0.076. Here, because the slab is weak, only
33.5% of the total viscous dissipation is accounted for by plate bending within the
subduction zone; the rest is dissipated viscously in the mantle. The subduction zone,
ridge, and upper and lower continents are outlined in white for reference. Denoted
by contours in (a) is the temperature field, where the contour interval is 10% of the
total temperature variation across the grid. Shown in (b) is a detail of the subduction
zone and its surroundings, where the flow field is indicated by arrows. Thick arrows
indicate imposed velocities that force fluid through the subduction zone.
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slightly thicker (Figure 6.3b) because they have more time to cool as they travel from
the ridge to the trench. For a bending slab with viscosity rlj = 500, the bending
dissipation accounts for 33.3% of the total dissipation (Figure 6.4).
Increasing the plate viscosity still further to q' = 1000 slows the plate significantly
(Figure 6.3a), which causes it to thicken. The greater plate thickness increases the
bending resistance because pv)d depends on the cube of the plate thickness, as shown
by (6.7), and thus leads to a further slowing of the plate. This runaway process
rapidly decelerates the plate (Figure 6.3a) and ultimately causes it to thicken by
nearly a factor of two (Figure 6.3b). Because the plate motion is so significantly
slowed, the deformation occurring within the subduction zone is small compared to
that occurring within the underlying mantle, as evidenced by the average bending
dissipation of only 10.8% (Figure 6.3c). The temperature and flow fields at steady-
state (Figure 6.5) show convection occurring primarily beneath a "stagnant lid."
Although a downwelling in the vicinity of the subduction zone is still evident, it
involves only the hottest few isotherms and consists of speeds that are much larger
than those of the oceanic plate.
Thus, it appears that the total amount of dissipation that can occur within the
subduction zone may be limited. If the subduction zone is too strong, surface plates
are slowed, and thicken until "stagnant lid" convection develops. We have generated
plate-like motions, however, for convection in which 33% of the total viscous dissipa-
tion occurs as plate bending within the subduction zone. This is a large fraction of
the total and demonstrates that subduction zones can provide significant resistance
to convection while still allowing mobile plates at the surface.
6.5 The Temperature Profile of Subducted Slabs
Standard isoviscous boundary layer theory, first applied to the mantle by Turcotte and
Oxburgh [1967], assumes that convective downwelling is symmetrical, which implies
horizontal shortening at the surface. This pure shear representation of downwelling
requires the coldest portion of the thermal boundary layer to stagnate at the surface
207
1.0
0.5
0.0
0.0 0.5 1.0 1.5 2.0 2.5
Figure 6.5: Snapshot of convection beneath a "stagnant lid," generated using Ram =
2.9 x 106 and a slab strength of rl' = 1000. As in Figure 6.4, contours indicate
temperature and the arrows indicate flow velocities. In this case, the resistance to
bending slows the plate, which causes it to thicken and slow further because resistance
to bending is greater for thicker plates. This runaway process decelerates the plate
to v' = 37 and produces a bending dissipation of only 10.8%. The subsurface flow
velocities, however, are greater and indicate that convection is occurring beneath a
"stagnant lid."
above the downwelling. Subduction, on the other hand, is characterized by simple
shear along a plate bounding fault, making it inherently asymmetrical. This style
of subduction allows the entire thermal boundary layer to participate in convection,
which should generate slabs that are colder, and thus more negatively buoyant, than
slabs produced by a pure shear mechanism. Here we implement subduction with a
set of velocity boundary conditions that were designed to efficiently move the entire
thermal boundary layer into the mantle interior. The resulting slabs should thus be
colder than slabs produced by methods that require pure shear deformation at the
surface.
To demonstrate this point, we compare our implementation of subduction to a
pure shear implementation in which we treat the subduction zone as a "weak zone"
by removing the velocity boundary conditions and imposing a constant, but low, vis-
cosity of r'z = 1 in the subduction zone region. The slab that forms (Figure 6.6)
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Figure 6.6: Similar to Figure 6.4, but for a "weak zone" representation of subduction
and for Ram = 1.4 x 106. To implement a "weak zone," the velocity boundary con-
ditions used in the previous implementation of subduction are removed and constant
viscosity with a value close to that of the mantle interior (here r, = 1) is imposed
within the subduction zone. In this case, subduction occurs symmetrically beneath
the edge of the continent, which causes the slab to be thinner and have a smaller
temperature contrast than in previous models where the subduction zone geometry is
imposed (compare to Figure 6.4). Here we find a plate velocity, v, = 496, and a plate
thickness, h' = 0.077, that are about the same as what we found for a bending slab
in which r' = 500 (Figure 6.4), but the viscous dissipation within the "weak zone,"
here 9.6% of the total, is significantly smaller.
209
has a smaller temperature contrast than does the slab that arises from an imposed
subduction zone geometry (compare to Figure 6.4). The difference in thermal struc-
ture is more apparent in a cross-section of temperature taken through the base of the
subduction zone (Figure 6.7), which shows that a slab formed using a "weak zone"
is thinner and warmer than a slab formed with either a strong (rI' = 500) or a weak
(r~ = 10) bending slab. We attribute the decreased negative buoyancy of slabs pro-
duced by a "weak zone" to the decreased efficiency with which pure shear moves cold
fluid from the boundary layer into the mantle. For the "weak zone," fluid near the
surface moves downward more slowly than does deeper fluid, causing subduction to
be dominated by the hotter material at the base of the boundary layer. Because the
cold surface material does not participate as extensively, the resulting slab is warmer.
We also compare the temperature profiles of the slabs produced here to the profiles
expected for the Earth (Figure 6.7). To do this, we measure temperature as a function
of horizontal distance using the temperature contours of Ponko and Peacock's [1995]
detailed models of a slab's thermal structure. We make this measurement at a depth
of 200 km depth because this depth is about twice that of the base of the oceanic plate,
and is thus analogous to the depth of the previously-plotted profiles in Figure 6.7.
To compare temperature profiles, we scale horizontal distance by the approximate
thickness of the oceanic plate, which is about 100 km for Ponko and Peacock's [1995]
results and about 0.1 in Figure 6.4. We also scale the 13000 and 1400 0 C temperature
variation in Ponko and Peacock's [1995] models to the corresponding temperature
variation of T' = 0.7 in our models. The resulting temperature profiles (Figure 6.7)
match the profiles for both the weak and strong bending slabs better than they match
the profile for the "weak zone" subduction model. Thus, our method for implementing
subduction by imposing its geometry produces a realistic temperature profile for the
subducted slab, and, as described above, this slab has greater negative buoyancy than
slabs produced using only a "weak zone."
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Figure 6.7: A comparison of temperature profiles through the slab for different im-
plementations of subduction, measured in each case at the depth of the base of the
subduction zone region. The temperature profile is similar for the weak (Trl = 10,
dashed line) and the strong (Figure 6.4, r' = 500, dash-dotted line) bending slabs,
but the profile for the "weak zone" implementation (Figure 6.6, dotted line) is signif-
icantly thinner and warmer. For comparison, we show temperature profiles measured
from Ponko and Peacock's [1995] two thermal models of the slab beneath Alaska (solid
lines), which have been rescaled as described in the text to allow a comparison to our
results.
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6.6 Application to Boundary Layer Theory
Boundary layer theory, as it is typically applied to the mantle, suggests that increases
in the viscosity of the mantle interior should result in slower plate velocities at the
surface. We have shown, however, in a few example calculations, that plate velocity
may also depend on the viscosity associated with lithospheric bending as a plate
subducts. We now investigate how changing the mantle's interior viscosity affects
plate velocities for a convective system in which bending of the lithosphere is an
important aspect of convection. This analysis can be applied to a cooling Earth,
which should experience an increase in its interior viscosity over time.
To vary the mantle Rayleigh number, we apply interior viscosities of ',(T)
1/3, 1, and 3. If the average interior mantle temperature were to remain constant
at T' = 0.65, these choices of viscosity would produce mantle Rayleigh numbers of
Ram = 3 x 10, 1 x 106, and 3.3 x 106. Typically, some warming causes Ram to increase
slightly. Using the same starting temperature field as before, we initiate convection
using different lithospheric viscosities 1 ' and allow convection to occur until a steady
state is reached. At steady-state and for each lithosphere viscosity, we measure the
average plate velocity vp, plate thickness h , and the fraction of dissipation occurring
as bending (Figure 6.8).
Several trends are noteworthy. First, as predicted by boundary layer theory, plate
velocity increases with increasing Ram (Figure 6.8a), which leads to a thinner oceanic
plate (Figure 6.8b). As we found above for a single value of Ram, a significant decrease
in v' (by nearly a factor of two) is observed as the lithosphere viscosity increases from
71 = 10 to rl = 500 (Figure 6.8a). This decrease in plate velocity is accompanied by
an increase in plate thickness h' (Figure 6.8b), and by an increase in the fraction of
the total dissipation that occurs as bending (Figure 6.8c). Once lithosphere viscosity
increases beyond ri = 500, a stagnant lid develops, as we found above for r = 1000.
The stagnant lid (shown as solid symbols in Figure 6.8) is characterized by much lower
plate velocities (Figure 6.8a), exceptionally thick plates (Figure 6.8b), and decreased
bending dissipation of less than about 10% (Figure 6.8c).
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Figure 6.8: The variation of (a) plate velocity v', (b) plate thickness h', and (c) the
fraction of the total energy dissipation that occurs as plate bending, as a function
of the effective viscosity of the bending plate q'. All results are shown on a log
scale and the three different lines indicate the grouping of results by mantle Rayleigh
number Ram. Filled symbols indicate calculations that produce convection beneath
a "stagnant lid" while open symbols indicate plate-like behavior. The large symbols
denote runs in which a low-viscosity asthenosphere is included, which has the effect
of limiting plate thickness and thus preventing the formation of a "stagnant lid."
Temperature and flow fields for the three plate-like calculations with an asthenosphere
are shown in Figures 6.9 and 6.10.
213
--
b)b)
0 200 400 600 800 1000
+ ...... ............4, • " "'
-
-
V.V,
50
3(
; 2(
We can compare the trends observed in Figure 6.8 with those predicted by Conrad
and Hager [1999b], who discuss a variation of standard boundary layer theory that
includes viscous bending of the lithosphere at a subduction zone. By balancing Fpe
with V' and 4[d, plate velocity vp can be expressed as:
pga(Tint - Ts)lhsI (6.18)
Cm?m + 2 1 (h,/R)3
The thickness of a plate at the time of subduction is determined by halfspace cooling,
which leads to a relationship between plate thickness and plate velocity of:
hs=2 L/vp or = (6.19)
Combining (6.18) and (6.19) yields an expression for plate thickness hs:
( 1 .34/ Cm, Ra L/D ( 1 / 3 ) (6.20)h Ra= Ra - 8 L1(6.20)
where, following Conrad and Hager [1999b], Rat is a "lithospheric" Rayleigh number:
Ra - pga(Tint - Ts)R 3  (6.21)
Raj =K
Using (6.19) and (6.20), we can write the relationship between mantle Rayleigh num-
ber and both plate thickness and plate velocity in terms of a power-law:
hS - RajOD and v, - Ra /D (6.22)
where / is a power-law exponent, given in this case by / = 1/3. This value for
/ was originally obtained from boundary layer theory that did not include bending
slabs [e.g., Turcotte and Oxburgh, 1967], but the above analysis shows that this value
should apply even if the bending dissipation is significant. If, however:
Rat < 8v/_rL/1s (6.23)
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it is the clear from (6.20) that the plate thickness h, becomes infinite, in which case the
plate velocity vp approachs zero, and a stagnant lid is formed. This condition occurs
when the bending dissipation is sufficiently large such that v, as expressed by (6.18)
is always smaller than v, expressed by (6.19) [e.g., Conrad and Hager, 1999a]. By
applying (6.21) to (6.23) and making the lithosphere viscosity dimensionless according
to (6.9), we can rewrite the condition for a stagnant lid as:
S R 3  1s
S 10D3 8 L (6.24)
To apply this equation to our model, we set s, = D, L/D = 1.5, and RID = 0.225.
This yields a condition for the stagnant lid of qr 2 540, which is independent of mantle
viscosity. We observe a transition to a stagnant lid in the range 500 < q < 700 for
the two smaller ranges of Ram in Figure 6.8, which agrees with theory. For higher
Ram, the transition occurs at slightly larger rj', indicating a slight dependence on
Ram. This deviation from theory may be due to thinning of the oceanic lithosphere
by convective erosion at its base, as discussed below.
For lithosphere viscosities smaller than those for which a stagnant lid develops, the
fraction of total energy dissipation that occurs as bending is independent of mantle
Rayleigh number (Figure 6.8c). This observation can be predicted by first writing an
expression for the fraction of dissipation that bending represents, and rewriting this
expression in terms of Raj:
4Ivd 27h 3/R 3  2h3
(6.25)1vad + 4d =Cmrm + 2rith3/R 3  CmD 3Ral/Ram + 2h
Applying (6.20) to (6.25) yields:
Dvd 8V/-L/D (6.26)
Tvd d Raj
Thus, the fraction of the total dissipation that bending represents should not depend
on Ram, but instead on the properties of the lithosphere expressed by Raj. This is
indeed what we observe; bending dissipation depends more on qi than on Ram in
215
Figure 6.8c. For lithospheric bending that approaches the "stagnant lid" limit, as
defined by (6.23), plates are infinitely thick, so the bending dissipation is 100%. For
flow with mobile plates of finite thickness, the maximum bending dissipation should
be smaller than this. Here we observe a maximum value of about 33% (Figure 6.8c),
which is nearly half of the 50 to 60% value that Conrad and Hager [1999a] estimate
for the mantle based on the Earth's distribution of surface plate velocities. Their
estimate, however, ignores flow beneath continents, which should also be driven by
subducting slabs. To include this portion of the flow, the deep mantle portion of
Conrad and Hager's [1999a] energy budget analysis should be increased by about two
thirds, which corresponds to the approximate ratio of continent area to ocean area
for the Earth, and also for this analysis. Doing this decreases their estimate of the
fraction of bending dissipation to about 35 to 45%, which, interestingly, is consistent
with the measurements made here.
6.7 The Role of an Asthenosphere
The resistance to plate bending leads to stagnant lid convection because it slows
plate motions, thickening plates and increasing the bending resistance further. This
runaway process thus requires the bending resistance to increase as plate motions are
slowed, a consequence that can be interrupted in one of two ways. First, various stress-
weakening constitutive relations may cause the slab's effective strength to decrease
once bending stresses increase beyond a certain point. Riedel et al. [1999] suggest that
such weakening may place a maximum on the total amount of viscous dissipation that
can occur within the bending slab. Once this maximum value is reached, increases in
slab age, and thus thickness, do not change the bending resistance, which breaks up
the feedback mechanism that leads to a stagnant lid. Another mechanism, proposed
by Conrad and Hager [1999a, b], could be a process that limits the oceanic plate
thickness to some maximum value. In this case, once the oceanic plate thickness
saturates, the plate bending resistance would remain constant even for a slab with a
Newtonian viscosity.
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There is evidence, in fact, that oceanic plates might not achieve their maximum
possible thickness at the time of subduction. For example, it has been proposed
that plates reach their maximum thickness after about 80 million years, the age
at which the linear relationship between seafloor depth and the square-root of its
age is observed to break down [e.g., Parsons and Sclater, 1977; Stein and Stein,
1992]. One mechanism that might limit plate thicknesses is convective erosion at the
base of the oceanic lithosphere [e.g., Davaille and Jaupart, 1994; Marquart et al.,
1999; Parsons and McKenzie, 1978], which, if important, would remove cold material
below about 100 km, the thickness given by (6.15) for a plate 80 million years old.
Convective instability beneath the oceanic lithosphere could be facilitated by the
presence of a low-viscosity asthenospheric channel that may exist between 100 and
400 km depth [e.g., Hager, 1991]. Although some controversy is associated with the
seafloor flattening observation and the mechanism by it occurs [e.g., Stein and Stein,
1997], we investigate the effects of limiting the maximum plate thickness by adding
a low-viscosity asthenosphere to our calculations.
We introduce an asthenosphere by imposing a constant viscosity with a value
1/10 t h that of the mantle interior for the 4th through 9 th elements from the surface
between the ridge and the subduction zone (Figure 6.1). The mantle region above
this low-viscosity asthenosphere has temperature-dependent viscosity as before, and
therefore continues to behave as a rigid plate. We employ an effective viscosity for
bending of r7' = 1000, which produces a "stagnant lid" in calculations without an
asthenosphere (Figure 6.8), and vary the mantle viscosity as before. The results
(Figure 6.8, large symbols), show plate thicknesses that are smaller than is observed
for the stagnant lid (Figure 6.8b) and greater plate velocities (Figure 6.8a). Thus, the
presence of an asthenosphere facilitates plate-like motion in calculations that would
otherwise produce stagnant lid convection.
The velocity and temperature fields produced by these calculations (Figures 6.9
to 6.10) demonstrate how the asthenospheric channel prevents stagnant lid forma-
tion. Because the viscosity of the asthenosphere region is smaller than that of the
the oceanic plate above it, any cold fluid in the asthenosphere is gravitationally more
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Figure 6.9: Temperature (contours, as in Figure 6.4) and flow (arrows) for convection
with a strong bending plate (q77 = 1000) and an asthenosphere with constant viscosity
that is about 1/ 10th that of the mantle interior. Shown are results for (a) a mantle
Rayleigh number of Ram = 6.4 x 105 (large open diamond in Figure 6.8) and (b) a
mantle Rayleigh number of Ram = 2.1 x 106 (large open square in Figure 6.8). In
both cases, small-scale instability occurs beneath the oceanic plate once it begins to
thicken into the low-viscosity asthenosphere. This process removes cold fluid from
the base of the plate and limits the thickness to which a plate can grow. Because
thick plates cannot form, stagnant-lid convection is averted.
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unstable than it is in the overlying plate, and thus can be removed more easily by
small-scale convection. The downwellings beneath the oceanic plate in Figures 6.9
and 6.10 demonstrate this process of convective removal of cold fluid from the as-
thenosphere. Because plates cannot grow thick, slow plates do not become slower
because of an additional resistance to bending, and a stagnant lid is avoided. Be-
cause, however, the plate viscosity is high, making the bending resistance large, the
plates in these calculations move slowly, which permits flow velocities in the interior
fluid to to be greater than those of the surface plate (Figures 6.9 and 6.10). This
is particularly true at high mantle Rayleigh number (Figure 6.10a), where the rapid
removal of the slab once it leaves the subduction zone bears some resemblance to the
stagnant lid calculations (Figure 6.5). A detailed look at the subduction zone region
(Figure 6.10b), however, shows that surface flow is indeed plate-like. In addition, the
deformation of the descending slab that occurs within the mantle is a property of
the dependence of slab strength on temperature, a characteristic of slabs that is not
well understood and cannot be modeled accurately here. It is possible that a slightly
different viscosity law could produce slabs that are strong enough to remain largely
intact at high Rayleigh number, despite slow-moving plates at the surface.
If small-scale convection or some other process limits the thickness of plates to
some maximum value hm, the power-law relationships given in (6.22) should apply,
but with a value of / < 1/3. To show this, we note that if h, = h, the plate velocity
given by (6.18) and (6.19) is no longer relevant. The relative importance of the two
terms in the denominator of (6.18) depend on the fraction of dissipation occurring
as bending. This can be estimated from (6.25), which, if Ram is sufficiently large,
shows that the bending resistance should be dominant, even for plate-like flow. In
this case, as discussed by Conrad and Hager [1999b], the plate velocity, as given by
(6.18), depends only on lithosphere viscosity and the buoyancy of the slab, and is
thus independent of mantle viscosity and Rayleigh number. As a result, we expect /
in (6.22) to be zero.
We test this prediction by measuring the average plate velocity and plate thickness
as a function of Rayleigh number (Figure 6.11) for both weak (riq = 10) and strong
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Figure 6.10: Similar to Figure 6.9, but for a mantle Rayleigh number of Ram =
8.2 x 106. The full flow field of convection shown in (a) features some of the attributes
of the "stagnant lid" convection shown in Figure 6.5 because the temperature contrast
across the downwelling slab is diminished and the flow velocities in the mantle interior
are larger than those associated with the plate. The detailed view of the subduction
zone region in (b), however, shows that surface motion is, in fact, plate-like. As
we found for smaller Rayleigh number in Figure 6.9, small-scale instability removes
the basal portions of the oceanic plate and prevents the development of a full-scale
stagnant lid.
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Figure 6.11: Log-log plots showing the dependence of (a) plate velocity v' and (b)
plate thickness h' on mantle Rayleigh number Ram. Shown are selected results from
Figure 6.8, for a weak bending slab (r4I = 10), a strong bending slab (r7 = 500), and
a strong bending slab (qr' = 1000) for a calculation that includes an asthenosphere.
As shown in Figure 6.3, both v' and h' vary significantly with time. Thus, we plot
their mean values for the time period after which steady-state has been achieved.
Error-bars show one standard deviation from this mean, and thus give an estimate
of the uncertainty associated with each measurement. Lines through the points are
the least-squares linear fits to the three data points. According to (6.22), v' should
depend on Ra 2 and h' should depend on Ram0. Thus, we express the best-fit slope
of each line in terms of the power-law exponent /, which, if boundary layer theory
applies, should have a value of P = 1/3. The measurements made here indicate that
in general3 P 1/3, even if the bending resistance is large (jqI = 500), but / < 1/3 for
the calculations that include an asthenosphere.
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(rq = 500) bending plates, and for a strong bending plate with an asthenosphere
(rq = 1000). Some uncertainty is associated with these measurements because, as
shown in Figure 6.3, both v, and h, vary significantly with time, making the mea-
surement of a "typical" value somewhat difficult. As before, we measure an average
value at steady-state, but include error-bars with a length of one standard-deviation to
show an the approximate range of uncertainty. As predicted, the calculations without
an asthenosphere (rI' = 10 and 500) produce values of 3 near 1/3, even for a strong
bending plate. Some variation is observed, but the expected slopes associated with
/ = 1/3 could easily fit within the error estimates. The calculation with an astheno-
sphere, however, shows smaller estimates for p of about 0.19 for velocity and 0.24
for plate thickness. In both cases, calculating a slope using only data from the two
larger values of Ram would produce an even smaller measurement of 3 (Figure 6.11).
Thus, the addition of an asthenosphere serves to make plate velocity and thickness
less dependent on mantle Rayleigh number. Theory predicts a value of 3 = 0 if plate
thickness is constant. We can see that our implementation of an asthenosphere does
not produce constant plate thickness with varying Rayleigh number (Figure 6.11b),
which explains measured values of /3 > 0 for velocity (Figure 6.11a).
6.8 Heat Flow and the Thermal Evolution of the
Earth
The relationship between plate velocities and mantle Rayleigh number has implica-
tions for Earth's thermal evolution because this relationship influences the efficiency
of convective heat transport. The Earth's primary mechanism for heat loss is the
cooling of oceanic plates, for which the total heat flow can be written as:
( VP) ( 1 / 2 )
2D PL , Ram (6.27)
which uses the relationship between vp and Ram given by (6.22) [e.g., Turcotte and
Schubert, 1982, p. 280-3]. Here the heat flow is given by N and is made dimensionless
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by dividing by the heat flow expected from conduction occurring alone. Thus N is
analogous to a Nusselt number, which measures the efficiency of heat transfer by
convection. The response of mantle heat flow to changes in Ram is measured by the
power-law exponent /3, which, as discussed above, should have a value of 3 - 1/3 if
boundary layer theory applies. Thus, as the Earth cools, Ram should decrease because
the interior mantle viscosity is thought to depend on temperature. If / > 0, this
change should be accompanied by a decrease in N, which slows the mantle's rate of
cooling. This negative feedback mechanism has the effect of preventing rapid changes
in the temperature of the interior. If / is smaller than the value of 1/3 predicted
by boundary layer theory, this temperature-regulating mechanism is diminished, and
more rapid changes in mantle temperature are permitted. Thus, the response of
convection to changes in mantle interior viscosity, measured by /, determines the
course of Earth's thermal evolution.
The variation of either plate velocity or plate thickness with mantle Rayleigh
number (Figure 6.11) produce either measurements of /3 - 1/3 for subduction zones
that are either weak (7r1 = 10) or strong (,q = 500), but / < 1/3 for calculations
that include an asthenosphere. The value of / applicable for convective heat transfer,
and thus for Earth's thermal evolution, can also be estimated directly by measuring
the heat flow out of the surface of the finite element calculation. We make this mea-
surement, using the technique developed by Ho-Liu et al. [1987], for both the entire
grid surface (Figure 6.12a), and for the oceanic plate alone (Figure 6.12b). In both
cases, we observe a smaller value of /3 for calculations that include an asthenosphere.
All of the measurements are smaller than the expected value of /3 1/3, presumably
because of heat transfer mechanisms that are not associated with the formation of the
oceanic plate. Such mechanisms certainly apply for the total heat flow measurement
(Figure 6.12a) because a significant fraction of this heat flow occurs as conduction
through the continent. This portion of the total heat flow should depend weakly on
Ram, which explains the smaller measured values of /3 for the total heat flow (com-
pare Figures 6.12a and 6.12b). Conduction through (as opposed to cooling of) the
oceanic plate may occur as well, which could explain the measurements of /3 < 1/3
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there (Figure 6.12b). Most of the oceanic heat flow, however, occurs close to the
ridge where the plate is thin and cooling of the oceanic plate dominates. This portion
of the heat flow is related to v/2, as in (6.27). For the calculation that includes
an asthenosphere, we observe a diminished dependence of v' on Ram (Figure 6.11a)
because the plate velocity is determined 7j' rather than on q7. The measurement of
/ - 0.17 using oceanic heat flow (Figure 6.12b) can be attributed to the same effect.
For a cooling Earth, lithosphere viscosity should depend on surface temperatures,
which are thought to have deviated by less than 50 C since the Archean [e.g., Holland
and Kasting, 1992]. This implies constant lithosphere strength, so if convection rates
depend on this strength, plate velocities, and thus mantle heat flow, should be be more
constant as the Earth cools than they would be if plate velocities depended solely on
the mantle viscosity. Thus, the calculations for which /3 < 1/3 predict constant heat
flow over time. Small /3 is not, however, produced by a large bending resistance alone.
Instead, the bending resistance must remain constant despite changes in Ram, which
requires some mechanism for maintaining either constant subducting plate thickness
or diminished average strength for thicker plates. As discussed above, either of these
two mechanisms are viable possibilities for the Earth.
A diminished value of / has been proposed as a mechanism for explaining an
apparent discrepancy between estimates of Earth's current rate of secular cooling and
models of the Earth's thermal history that are based on parameterized convective
heat transport [e.g., Christensen, 1985; Conrad and Hager, 1999b]. The former is
typically expressed by the Urey number, which is the ratio of mantle's current rate
of heat production to its total surface heat flow. This ratio has been estimated to
have a present-day value of about 0.5 based on estimates of the concentration of
internal heat sources for the primitive mantle [e.g., Christensen, 1985]. However, if
/ = 1/3, the mantle is efficient at regulating its internal temperature, which implies
a small amount of present-day secular cooling. In fact, thermal history calculations
suggest that if more than about 15% of the total mantle heat flow represents secular
cooling (Urey number of 0.85), a value of 3 = 1/3 produces a thermal catastrophe
only one or two billion years ago [e.g., Christensen, 1985]. If, however, / < 1/3, the
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Figure 6.12: Similar to Figure 6.11, but showing measurements of the (a) total heat
flow and (b) heat flow out of the oceanic plate, as a function of mantle Rayleigh
number Ram. Here heat flow is expressed as the dimensionless quantity N,which is
normalized by the solution for conduction alone and is thus analogous to a Nusselt
number. The slope, /, is measured as shown in Figure 6.11, and boundary layer theory
predicts 3 = 1/3. This slope is smaller than expected in all cases, but particularly so
for the calculations that include an asthenosphere.
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mantle is less efficient at regulating its temperature and thus can cool more rapidly,
permitting smaller Urey ratios. Christensen [1985] estimates that Urey ratios of ~ 0.5
are acceptable if/3 P 0.1. This is smaller than the estimates of 3 made here, but it
is possible that, as predicted theoretically by Conrad and Hager [1999b], Earth-like
combinations of mantle Rayleigh number, lithosphere strength, and maximum plate
thickness could yield smaller /. Such calculations, however, require computational
power beyond the scope of this study.
Christensen [1985] also observed ,3 < 1/3 in convection calculations that included
temperature-dependent viscosity. These calculations, however, pay no special atten-
tion to subduction zones, and thus are better described by "stagnant lid" convection
without realistic slabs or surface plates. Our model in which plate motions are re-
sisted by lithospheric bending at subduction zones produces Earth-like plate and slab
behavior, but still produces decreased /3. Other models that generate reasonable sub-
duction by imposing "weak zones" [e.g., Gurnis, 1989] do not yield small P because
plate velocities depend on mantle viscosity.
6.9 Discussion
The method for implementing subduction developed here incorporates an assumed
model for subduction zone deformation into a small region of a finite element grid.
Thus, it provides a useful method for incorporating Conrad and Hager's [1999b] study
of viscous bending for a subducting plate into a larger-scale convecting system with-
out requiring additional numerical resolution. Because this method parameterizes
subduction zone deformation using an energy balance, other models for this defor-
mation can also be easily implemented, as long as an expression for the energy they
dissipate can be written in terms of the gross physical properties of the subduction
zone such as the thickness, velocity and temperature structure of the subducting
plate. In particular, it would be useful to study the effects of different rheologies that
include stress-weakening or a maximum yield stress.
We enforce a realistic geometry for subduction by imposing velocity boundary
226
conditions in the vicinity of the subduction zone. As we have shown, this approach
produces a more realistic thermal field for the subducted slab than is produced by
other methods that employ pure shear at the surface. Using velocity boundary con-
ditions, however, has the disadvantage that the dip angle must be pre-imposed and
constant with time. We have found that by using different sets of velocity boundary
conditions, subduction with a dip angle smaller than the 90 angle used here can be
implemented fairly easily. If an expression for the proper dip angle could be deter-
mined from the characteristics of mantle flow, a more fully dynamic representation
of subduction could be implemented by imposing the proper set of velocity boundary
conditions at each time step. If, however, the velocity boundary conditions change
between iterations, the stiffness matrix must be reinverted at each iteration, which
would slow the calculation considerably.
Our method for implementing subduction uses an energy balance between viscous
dissipation and potential energy release to determine the rate for subduction. Because
this energy balance is determined globally, it is unclear how to implement multiple
subduction zones. For example, in a model with two subduction zones, some method
of dividing the viscous dissipation and potential energy release must be developed so
that an expression for the appropriate subduction rate can be determined for both
subduction zone. If the flow associated with each subduction zone were independent,
then a valid solution could be determined by imposing zero velocity at one subduction
zone and using the energy balance method globally to determine the velocity for the
other. The velocity for the first subduction zone could be determined by the same
method, and then the two velocities could be imposed simultaneously to advance the
flow. We would expect an interaction, however, between the flow associated with
neighboring subduction zones, so this method might miss some important aspects of
convection in a multiple subduction zone system.
Due to computational constraints, we were unable to study Earth-like Rayleigh
numbers of 107 - 108. Nevertheless, we can apply our analysis to the Earth in several
ways. For example, we have found, and theory predicts, that the maximum amount of
bending dissipation that can occur before the formation of a stagnant lid, measured
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here at 33%, should be nearly independent of mantle Rayleigh number. We have
also shown that if some mechanism limits the total bending resistance, stagnant
lid convection is replaced by convection with mobile surface plates whose velocity
is determined by lithospheric strength. Thus, if such a mechanism is present, the
condition for the onset of stagnant lid convection also indicates the onset of convection
characterized by plate velocities that are independent of mantle Rayleigh number.
This condition, predicted by Conrad and Hager [1999b] and verified numerically here,
is given by (6.23) as Rai < 8 (r)L/l s, a condition that does not depend on mantle
interior viscosity. For the Earth, we estimate p = 3300 kg m-3, g = 10 m s-2, 7
3 x 10-5 K - 1, Tt -T = 1300 K, K = 10-6 m 2 S- 1 , D = 2500 km, R = 200 km
[Bevis, 1986; 1988], I, = 1000 km, and L = 5000 km. Applying these values to
(6.21) and (6.23), we estimate a critical value for the effective lithosphere viscosity
of 717 _ 1023 Pa s. This estimate is consistent with other estimates of T71 by De
Bremaecker [1977] and Conrad and Hager [1999a] and is a value typically used in
studies that generate subduction by introducing faults to strong oceanic lithosphere
[e.g., Zhong and Gurnis, 1995a, b; Zhong et al., 1998]. Because the mantle's viscosity
is temperature-dependent, we expect r/1 to be somewhat greater than the viscosity of
the underlying mantle. Estimates of the latter are of order 1021 Pa s, so an effective
viscosity for bending of - 1023 Pa s is perhaps not unreasonable.
Convection at high Rayleigh number may also have characteristics that cannot
be adequately modeled here. In our models, we could implement higher Rayleigh
number by decreasing the mantle viscosity. This would induce additional small-scale
convection beneath the oceanic lithosphere, even if we did not impose an astheno-
sphere. Thus, in the Earth, a low-viscosity asthenosphere might not be needed for
oceanic plate thicknesses to be limited by convective erosion at their base. On the
other hand, decreasing the mantle viscosity in our models would also serve to weaken
the downgoing slab. In our lowest viscosity calculations that include an asthenosphere
(Figure 6.10), we found that the slab weakens considerably as it descends, causing it
to rapidly pull away from the subduction zone. This behavior resembles that of the
"stagnant lid," and decreasing the mantle viscosity further might cause the slab to
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fall away from the subduction zone altogether. Certainly both small-scale convection
and the deformation of a downgoing slab are complicated processes that, like plate
bending in subduction zones, depend on the details of the rheology that affect them.
We expect that neither is adequately modeled in these calculations, but that both
should be essential aspects of the style of convection studied here.
6.10 Conclusions
The method developed here for implementing subduction in a numerical model of
convection parameterizes the deformation of a subduction zone within a small re-
gion of a finite element grid. Because we do not attempt to model this deformation
accurately, but instead rely on more detailed local models to do this, we can easily
investigate the effects of different types of subduction zone deformation on mantle
flow. To demonstrate the importance of subduction zones to convection, we imple-
ment a model for bending a viscous plate within the subduction zone. In particular,
we study convection in which oceanic plates maintain their strength as they deform
within the subduction zone. This type of "strong" subduction zone cannot be inves-
tigated using standard methods for implementing subduction because these methods
typically require convergent plate boundaries to be weak.
Using this method, we have shown that plate-like surface motions are produced
even if the bending deformation associated with subduction dissipates 33% of the
mantle's total convective energy, in which case plate velocities are slowed significantly.
Once the bending dissipation reaches this level, plates are slowed sufficiently that
they become old enough, and thus thick enough at the time of subduction, that the
bending resistance stops plate motion altogether, causing convection to occur beneath
a "stagnant lid." If, however, some process prevents the bending resistance from
increasing with plate age, plate-like convection can be maintained. One such process
could be small-scale convection beneath old oceanic lithosphere, which could limit
the thickness to which plates can grow, and thus prevent old plates from becoming
too thick to subduct. Various stress-weakening rheologies may also be able to weaken
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the subducting slab if it begins to become too thick. Whatever process is involved,
it could be an essential aspect of mantle convection that facilitates plate-tectonic
motions at the Earth's surface, and thus enables Earth to avoid the "stagnant lid"
convection that might apply for Venus or Mars.
If the bending resistance saturates to some constant maximum value, the effec-
tive lithosphere viscosity that applies for plate bending should largely determine the
velocity of plates. We have shown that, for the Earth, an effective lithosphere vis-
cosity of 1023 Pa s should be sufficient to control plate velocities. If this viscosity
remains constant despite the increases in mantle interior viscosity that we expect for
a cooling Earth, plate velocities, and thus mantle heat flow, should change little over
time. Because convection rates are not determined by the mantle interior viscosity,
the temperature-regulating feedback mechanism that slows convective heat transfer
as the Earth cools is diminished. Thus, an Earth with "strong" subduction zones
should experience more rapid changes in temperature, which is consistent with geo-
chemical evidence that about half of present-day mantle heat flow represents secular
cooling. As a result, we conclude that the deformation associated with plate bending
at subduction zones could be an essential aspect of mantle convection, particularly if
the lithosphere remains strong as it subducts. Not only might this additional bending
resistance slow plate motions, but it could control the efficiency of convective heat
transport, and thus determine the thermal evolution of the Earth.
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Chapter 7
Conclusions
The analyses of the preceding chapters are designed to investigate styles of convec-
tion that may arise in the Earth's mantle because low surface temperatures create
a lithosphere that is dense, allowing it to drive convection, but also strong, caus-
ing it resist convective flow. Chapters 2 and 3 show that convective instability at
short wavelengths should be capable of removing the basal portion of the mantle
lithosphere, but that the amount and rate of removal depends on the details of how
viscosity and density vary with depth. This type of convection is often described
as occurring beneath a "stagnant lid" because it does not involve the cold, dense,
material at the surface that is too stiff to flow. For the entire thickness of the mantle
lithosphere to participate in convection, it must subduct into the mantle interior,
a process that requires the entire lithosphere to experience a bending deformation.
Chapter 4 examines the bending of a viscous subducting lithosphere and shows that
subducting plates need not be particularly weak for subduction to occur. In fact, it
is possible to demonstrate mantle-scale flow with mobile surface plates even if this
flow is primarily resisted by the bending of plates in subduction zones (Chapter 6).
For the Earth, this style of convection requires an effective viscosity for the bending
lithosphere of about 1023 Pa s (Chapters 5 and 6), a value that is only about two
orders of magnitude stiffer than estimates for the average viscosity of the underly-
ing mantle. Lithospheric viscosity of this magnitude is certainly possible given the
extreme temperature-dependence of mantle viscosity.
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The two types of convection studied here, convective instability beneath a "stag-
nant lid" and plate-like flow with subduction zones that are "strong," are controlled
largely by the strength of the mantle lithosphere. As a result, lithospheric strength
may be a fundamental property of convection in the mantle, controlling not only
the style of convection, but also the rate at which it occurs. Yet, the mechanical
properties that apply for lithosphere deformation, either at the lithospheric base or
within a subduction zone, are difficult to determine. For example, the extreme tem-
perature dependence of mantle viscosity observed in the laboratory suggests that the
lithosphere's cold temperatures should force convection to occur beneath a stagnant
lid, but mobile plates are observed on Earth. Thus, some process must cause sub-
duction zones to be weaker than plate interiors. Obvious candidates include brittle
fracture, which is observed within subducting plates by the seismicity it produces, the
weakening effects of water or other volatiles, and various other non-linear constitutive
relations that cause rock strength to decrease as strain-rates increase. Although these
weakening effects can be observed experimentally, it is difficult to extrapolate labora-
tory results to the length scales, stresses, and strain-rates appropriate for subduction.
In determining an expression for the energy dissipated by a bending subducting
plate, the analysis of Chapter 4 uses a viscous rheology for the plate and assumes that
any weakening effects of nonlinear behavior can be grouped into an "effective" value
for this viscosity (Chapter 4). Even if such weakening mechanisms are important, this
assumption should be valid for a plate with a given thickness because the effective
value for viscosity can be defined as the one that would produce the proper amount
of viscous dissipation if a Newtonian flow law were applicable. This assumption may
break down, however, when this analysis is applied to plates of varying thickness, as
it is in Chapters 5 and 6. In particular, the various weakening mechanisms might
be expected to become more important for thicker plates, because the stresses and
strain-rates associated with bending are larger for a thicker plate. Thus, a flow law
with a maximum yield stress or some other weakening mechanism could cause the
total amount of energy that a bending subducting plate can dissipate to be limited.
Because an excessively large amount of bending dissipation is shown here to cause
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convection beneath a stagnant lid, such mechanisms could be essential for generating
subduction and plate tectonics. As a result, it would be useful to include such rheo-
logical laws in future models of subduction zone deformation. Such an effort would
require the determination of more appropriate expressions for the amount of energy
dissipated by a bending slab. This should require not only a better understanding
of the rheology that applies for large, rapidly deforming regions such as subduction
zones, but also a better understanding of the "details" of how subducting plates de-
form. This understanding can be partially achieved in the laboratory, but probably
also requires the development of new ways of using surface observations to constrain
numerical models.
The analysis of Chapter 4 shows that for a plate with Newtonian viscosity, the
bending resistance depends on the cube of a plate's thickness as it subducts. Thus,
this thickness could also be an essential quantity that determines whether the bending
resistance at subduction zones is unimportant, controls plate velocities, or stops them
altogether in the case "stagnant lid" convection. As shown in Chapter 6, small-scale
convection, possibility facilitated by the presence of a low-viscosity asthenosphere,
may remove material at the base of the oceanic lithosphere, and thus could limit
the subducting plate thickness. In addition, because plates thicken as they cool,
the processes that determine the age of plates at the time of subduction should
also affect their thickness. If, for example, plates were limited to the size of the
Cocos plate, the subduction zone resistance would be small because plates would not
have time to grow thick. Thus, small-scale processes such as subduction initiation
or convective instability, which should be important for local deformation such as
mountain building, could also profoundly influence mantle-scale convective processes
associated with plate motions and the thermal evolution of the Earth.
In addition to plate bending at subduction zones and small-scale instability be-
neath plates, the lithosphere may deform in other ways that influence mantle-scale
convection. For example, although the effects of transform faults are not studied here,
such faults involve potentially strong parts of the oceanic plate, are comparable in
length to subduction zones, and accommodate significant motion along their length.
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As a result, the energy dissipated by transform faults may, like subduction zones, be
important to the mantle's energy budget. If this is the case, transform faults could
exert a significant resisting influence on plate motions, and thus may be as important
as subduction zones in influencing mantle convection. Other regions, such as ridges
and continental lithosphere, also exhibit interesting and important styles of localized
deformation that should also dissipate energy, and thus exert a potentially important
influence on convection in the mantle as a whole.
Because convection in the Earth's mantle may depend on small-scale processes
associated with the "details" of how the lithosphere deforms, it is important to obtain
a better understanding of these deformation processes. This thesis demonstrates
that one way to assess the global importance of local-scale processes is to study
them in a local model, as is done here for subduction and convective instability
beneath continental lithosphere. Such studies can provide insight into the relevancy
of these processes to larger-scale convection, and could help constrain lithospheric
properties, particularly if they yield predictions that can be tested by geological or
seismological observables. Even if they are important globally, small-scale processes
need not be adequately resolved in large-scale convection models. Instead, methods
of parameterizing the effect of these process in large-scale models can provide an
efficient method for testing their effects on convection. An energy-balance method for
including the bending deformation of a subducting plate within a large-scale model
of convection is demonstrated here, as is a method for parameterizing the effects
small-scale convection beneath the oceanic lithosphere (Chapter 6). In summary, an
efficient way of studying the global-scale effects of small-scale processes of lithosphere
deformation is to use local models to gain insight into these processes, and then
to develop methods for including their essential aspects within the framework of a
larger-scale convection model.
234
References
Backus, G. E., Gross thermodynamics of heat engines in deep interior of Earth, Proc.
Natl. Acad. Sci. U.S.A., 72, 1555-1558, 1975.
Bassi, G., and J. Bonnin, Rheological modeling and deformation instability of litho-
sphere under extension, Geophys. J. Int., 93, 485-504, 1988.
Becker, T. W., C. Faccenna, R. J. O'Connell, and D. Giardini, The development of
slabs in the upper mantle: Insights from numerical and laboratory experiments,
J. Geophys. Res., 104, 15207-15226, 1999.
Bercovici, D., A source-sink model of the generation of plate tectonics from non-
Newtonian mantle flow, J. Geophys. Res., 100, 2013-2030, 1995.
Bercovici, D., Plate generation in a simple model of lithosphere-mantle flow with
dynamic self-lubrication, Earth Planet. Sci. Lett., 144, 41-51, 1996.
Bercovici, D., Generation of plate tectonics from lithosphere-mantle flow and void-
volatile self-lubrication, Earth Planet. Sci. Lett., 154, 139-151, 1998.
Bevis, M., The curvature of Wadati-Benioff zones and the torsional rigidity of sub-
ducting plates, Nature, 323, 52-53, 1986.
Bevis, M., Seismic slip and down-dip strain rates in Wadati-Benioff zones, Science,
240, 1317-1319, 1988.
Bird, P., Continental delamination and the Colorado Plateau, J. Geophys. Res., 84,
7561-7571, 1979.
Bunge, H.-P., and M. A. Richards, The origin of large scale structure in mantle
convection: Effects of plate motions and viscosity structure, Geophys. Res. Lett.,
23, 2987-2990, 1996.
Canright, D., and S. Morris, Buoyant instability of a viscous film over a passive fluid,
J. Fluid Mech., 255, 349-372, 1993.
Chandrasekhar, S., Hydrodynamic and hydromagnetic stability, Oxford University
235
Press, Oxford, 1961.
Chapple, W. M., and D. W. Forsyth, Earthquakes and bending of plates at trenches,
J. Geophys. Res., 84, 6729-6749, 1979.
Chapple, W. M., and T. E. Tullis, Evaluation of the forces that drive the plates,
J. Geophys. Res., 82, 1967-1984, 1977.
Christensen, U., Convection with pressure- and temperature-dependent non-Newto-
nian viscosity, Geophys. J. R. Astron. Soc., 77, 343-384, 1984a.
Christensen, U. R., Heat transport by variable viscosity convection and implications
for the Earth's thermal evolution, Phys. Earth Planet. Inter., 35, 264-282, 1984b.
Christensen, U., Thermal evolution models for the earth, J. Geophys. Res., 90, 2995-
3007, 1985.
Conrad, C. P., and B. H. Hager, The effects of plate bending and fault strength at
subduction zones on plate dynamics, J. Geophys. Res., 104, 17551-17571, 1999a.
Conrad, C. P., and B. H. Hager, The thermal evolution of an Earth with strong
subduction zones, Geophys. Res. Lett., 26, 3041-3044, 1999b.
Conrad, C. P., and P. Molnar, The growth of Rayleigh-Taylor-type instabilities in the
lithosphere for various rheological and density structures, Geophys. J. Int., 129,
95-112, 1997.
Conrad, C. P., and P. Molnar, Convective instability of a boundary layer with tem-
perature and strain rate dependent viscosity in terms of 'available buoyancy,'
Geophys. J. Int., 139, 51-68, 1999.
Davaille, A., and C. Jaupart, Transient high-Rayleigh-number thermal convection
with large viscosity variations, , J. Fluid. Mech. 253, 141-166, 1993.
Davaille, A., and C. Jaupart, Onset of thermal convection in fluids with temperature-
dependent viscosity: Application to the oceanic mantle, J. Geophys. Res., 94,
19853-19866, 1994.
Davies, G. F., Thermal histories of convective Earth models and constraints on ra-
diogenic heat production in the earth, J. Geophys. Res., 85, 2517-2530, 1980.
Davies, G. F., Role of the lithosphere in mantle convection, J. Geophys. Res., 93,
10451-10466, 1988.
Davies, G. F., Mantle convection model with a dynamic plate: Topography, heat flow
and gravity anomalies, Geophys. J. Int., 98, 461-464, 1989.
De Bremaecker, J.-C., Is the oceanic lithosphere elastic or viscous?, J. Geophys. Res.,
236
82, 2001-2004, 1977.
Engdahl, E. R., and C. H. Scholz, A double Benioff zone beneath the central Aleutians:
an unbending of the lithosphere, Geophys. Res. Lett., 4, 473-476, 1977.
England, P. and G. Houseman, Finite strain calculations of continental deformation 2.
Comparison with the India-Asia collision zone, J. Geophys. Res., 91, 3664-3676,
1986.
England, P. and G. Houseman, Extension during continental convergence, with ap-
plication to the Tibetan plateau, J. Geophys. Res., 94, 17561-17579, 1989.
England, P. and M. Searle, The Cretaceous-Tertiary deformation of the Lhasa block
and its implications for crustal thickening in Tibet, Tectonics, 5, 1-14, 1986.
Fitton, J. G., D. James, and W. P. Leeman, Basic magmatism associated with late
Cenozoic extension in the western United States: Compositional variations in
space and time, J. Geophys. Res., 96, 13693-13711, 1991.
Fleitout, L., and C. Froidevaux, Tectonics and topography for a lithosphere containing
density heterogeneities, Tectonics, 1, 21-56, 1982.
Fletcher, R. C., and B. Hallet, Unstable extension of the lithosphere: A mechanical
model for Basin-and-Range structure, J. Geophys. Res., 88, 7457-7466, 1983.
Forsyth, D., and S. Uyeda, On the relative importance of the driving forces of plate
motion, Geophys. J. R. Astron. Soc., 43, 163-200, 1975.
Gaherty, J. B., and T. H. Jordan, Lehmann discontinuity as the base of an anisotropic
layer beneath continents, Science, 268, 1468-1471, 1995.
Giardini, D., and J. H. Woodhouse, Deep seismicity and modes of deformation in
Tonga subduction zone, Nature, 307, 505-509, 1984.
Gordon, R. G., and D. M. Jurdy, Cenozoic global plate motions, J. Geophys. Res.,
91, 12389-12406, 1986.
Gripp, A. E., and R. G. Gordon, Current plate velocities relative to the hotspots
incorporating the NUVEL-1 global plate motion model, Geophys. Res. Lett., 17,
1109-1112, 1990.
Gurnis, M., A reassessment of the heat transport by variable viscosity convection
with plates and lids, Geophys. Res. Lett., 16, 179-182, 1989.
Gurnis, M., and B. H. Hager, Controls of the structure of subducted slabs, Nature,
335, 317-321, 1988.
Gurnis, M., and S. Zhong, Generation of long wavelength heterogeneity in the mantle
237
by the dynamic interaction between plates and convection, Geophys. Res. Lett.,
18, 581-584, 1991.
Hager, B. H., Mantle viscosity: A comparison of models from postglacial rebound and
from the geoid, plate driving forces, and advected heat flux, in Glacial Isostasy,
Sea-Level and Mantle Rheology, pp. 493-513, ed. by R. Sabadini, K. Lambeck,
and E. Boschi, Kluwer Academic Publishers, Dordrecht, 1991.
Hager, B. H., and R. J. O'Connell, Kinematic models of large-scale mantle flow,
J. Geophys. Res., 84, 1031-1048, 1979.
Hager, B. H., and R. J. O'Connell, A simple global model of plate dynamics and
mantle convection, J. Geophys. Res., 86, 4843-4867, 1981.
Hanks, T. C., The Kuril trench-Hokkaido rise system: Large shallow earthquakes and
simple models of deformation, Geophys. J. R. Astron. Soc., 23, 173-189, 1971.
Hanks, T. C., Earthquake stress drops, ambient tectonic stresses and stresses that
drive plate motions, Pure Appl. Geophys., 115, 441-458, 1977.
Harrison, T. M., P. Copeland, W. S. F. Kidd, and A. Yin, Raising Tibet, Science,
255, 1663-1670, 1992.
Hasegawa, A., S. Horiuchi, and N. Umino, Seismic structure of the northeastern Japan
convergent margin: A synthesis, J. Geophys. Res., 99, 22295-22311, 1994.
Hewitt, J. M., D. P. McKenzie, and N. O. Weiss, Dissipative heating in convective
flows, J. Fluid Mech., 68, 721-738, 1975.
Hickman, S. H., Stress in the lithosphere and the strength of active faults, U.S. Natl.
Rep. Int. Union Geod. Geophys. 1987-1990, Rev. Geophys., 29, 759-775, 1991.
Hirth, G., and D. L. Kohlstedt, Water in the oceanic upper mantle: implications for
rheology, melt extraction and the evolution of the lithosphere, Earth Planet. Sci.
Lett., 144, 93-108, 1996.
Ho-Liu, P., B. H. Hager, and A. Raefsky, An improved method of Nusselt number
calculations, Geophys. J. R. Astron. Soc., 88, 205-215, 1987.
Hoffman, P. F., Geological constraints on the origin of the mantle root beneath the
Canadian shield, Phil. Trans. R. Soc. Lond. A, 331, 523-532, 1990.
Holland, H. D., and J. F. Kasting, The environment of the Archean Earth, in The
Proterozoic Biosphere: A Multidisciplinary Study, pp. 21-24, ed. by W. Schopf
and C. Klein, Cambridge University Press, Cambridge, 1992.
Houseman, G. A., and D. Gubbins, Deformation of subducted oceanic lithosphere,
Geophys. J. Int., 131, 535-551, 1997.
238
Houseman, G. A., D. P. McKenzie, and P. Molnar, Convective instability of a thick-
ened boundary layer and its relevance for the thermal evolution of continental
convergent belts, J. Geophys. Res., 86, 6115-6132, 1981.
Houseman, G. A., E. A. Neil, and M. D. Kohler, Lithospheric instability beneath the
Transverse Ranges of California, J. Geophys. Res., submitted, 1999.
Houseman, G. A., and P. Molnar, Gravitational (Rayleigh-Taylor) instability of a
layer with non-linear viscosity and convective thinning of continental lithosphere,
Geophys. J. Int., 128, 125-150, 1997.
Howard, L. N., Convection at high Rayleigh number, in Proceedings of the 11th Inter-
national Congress of Applied Mechanics, ed. by H. G6rtler, New York, Springer,
1109-1115, 1964.
Hughes, T. J. R., The Finite Element Method, Prentice-Hall, Englewood Cliffs, NJ,
1987.
Isacks, B. L., and M. Barazangi, Geometry of Benioff zones: Lateral segmentation
and downwards bending of the subducted lithosphere, in Island Arcs, Deep Sea
Trenches and Back-Arc Basins, edited by M. Talwani and W. C. Pitman III, pp.
99-114, AGU, Washington, D. C., 1977.
Jarrard, R. D., Relations among subduction parameters, Rev. Geophys., 24, 217-284,
1986.
Jaupart, C., J. C. Mareschal, L. Guillou-Frottier, and A. Davaille, Heat flow and
thickness of the lithosphere in the Canadian Shield, J. Geophys. Res., 103, 15269-
15286, 1998.
Jaupart, C. and B. Parsons, Convective instabilities in a variable viscosity fluid cooled
from above, Phys. Earth Planet. Inter., 39, 14-32, 1985.
Jochem, K. P., A. W. Hofmann, E. Ito, H. M. Seufert, and W. M. White, K, U and
Th in mid-ocean ridge basalt glasses and heat production, K/U and K/Rb in the
mantle, Nature, 306, 431-436, 1983.
Jordan, T. H., Continents as a chemical boundary layer, Phil. Trans. R. Soc. Lond.
A, 301, 359-373, 1981.
Jordan, T. H., Composition and development of the continental tectosphere, Nature,
274, 544-548, 1978.
Jordan, T. H., Structure and formation of the continental tectosphere, in J. Petrology,
Special Volume, ed. by M. A. Menzies and K. G. Cox, Oxford, Oxford Univ. Press,
11-37, 1988.
Kanamori, H., and D. L. Anderson, Theoretical basis of some empirical relations in
239
seismology, Bull. Seismol. Soc. Am., 65, 1073-1095, 1975.
Karato, S.-I., and P. Wu, Rheology of the upper mantle: A synthesis, Science, 260,
771-778, 1986.
Karato, S.-I., M. S. Paterson, and J. D. Fitzgerald, Rheology of synthetic olivine
aggregates: Influence of grain size and water, J. Geophys. Res., 91, 8151-8176,
1986.
Kawakatsu, H., Double seismic zones: Kinematics, J. Geophys. Res., 91, 4811-4825,
1986.
Kellogg, L. H., B. H. Hager, and R. D. van der Hilst, Compositional stratification in
the deep mantle, Science, 283, 1881-1884, 1999.
King, S. D., The interaction of subducting slabs and the 670 kilometer discontinuity,
Ph.D. thesis, Calif. Inst. of Tech., Pasadena, 1991.
King, S. D., and B. H. Hager, The relationship between plate velocity and trench
viscosity in Newtonian and power-law subduction calculations, Geophys. Res.
Lett., 17, 2409-2412, 1990.
King, S. D., and B. H. Hager, Subducted slabs and the geoid, 1, Numerical experi-
ments with temperature-dependent viscosity, J. Geophys. Res., 99, 19843-19852,
1994.
King, S. D., C. W. Gable, and S. A. Weinstein, Models of convection-driven tectonic
plates: A comparison of methods and results, Geophys. J. Int., 109, 481-487,
1992.
King, S. D., A. Raefsky, and B. H. Hager, ConMan: vectorizing a finite element code
for incompressible two-dimensional convection in the Earth's mantle, Phys. Earth
Planet. Inter., 59, 195-207, 1990.
Kohlstedt, D. L., B. Evans, and S. J. Mackwell, Strength of the lithosphere: Con-
straints imposed by laboratory experiments, J. Geophys. Res., 100, 17587-17602,
1995.
Le Pichon, X, M. Fournier, and L. Jolivet, Kinematics, topography, shortening, and
extrusion in the India-Eurasia collision, Tectonics, 11, 1085-1098, 1992.
Lenardic, A., and W. M. Kaula, Self-lubricated mantle convection: Two-dimensional
models, Geophys. Res. Lett., 21, 1707-1710, 1994.
Lithgow-Bertelloni, C., and M. A. Richards, Cenozoic plate driving forces, Geophys.
Res. Lett., 22, 1317-1320, 1995.
Lithgow-Bertelloni, C., and M. A. Richards, The dynamics of Cenozoic and Mesozoic
240
plate motions, Rev. Geophys., 36, 27-78, 1998.
Marquart, G., H. Schmeling, and A. Braun, Small-scale instabilities below the cooling
oceanic lithosphere, Geophys. J. Int., 138, 655-666, 1999.
Melosh, H. J., and A. Raefsky, The dynamical origin of subduction zone topography,
Geophys. J. R. Astron. Soc., 60, 333-354, 1980.
Mitrovica, J. X., and A. M. Forte, Radial profile of mantle viscosity: Results from
the joint inversion of convection and postglacial rebound observables, J. Geo-
phys. Res., 102, 2751-2769, 1997.
Molnar, P., and P. England, Temperatures, heat flux, and frictional stress near major
thrust faults, J. Geophys. Res., 95, 4833-4856, 1990.
Molnar, P., P. England, and J. Martinod, Mantle dynamics, uplift of the Tibetan
plateau, and the Indian monsoon, Rev. Geophys., 31, 357-396, 1993.
Molnar P., G. A. Houseman, and C. P. Conrad, Rayleigh-Taylor instability and con-
vective thinning of mechanically thickened lithosphere: Effects of non-linear vis-
cosity decreasing exponentially with depth and of horizontal shortening of the
layer, Geophys. J. Int., 133, 568-584, 1998.
Molnar, P., and P. Tapponnier, Active tectonics of Tibet, J. Geophys. Res., 83, 5361-
5375, 1978.
Moresi, L.-N., and V. S. Solomatov, Numerical investigations of 2D convection with
extremely large viscosity variations, , Phys. Fluids, 7, 2154-2162, 1995.
Moresi, L., and V. Solomatov, Mantle convection with a brittle lithosphere: Thoughts
on the global tectonic styles of the Earth and Venus, Geophys. J. Int., 133, 669-
682, 1998.
Morgan, W. J., Convection plumes in the lower mantle, Nature, 230, 42-43, 1971.
Neil, E. A., and G. A. Houseman, Rayleigh-Taylor instability of the upper mantle
and its role in intraplate orogeny, Geophys. J. Int., 133, 568-584, 1999.
O'Connell, R. J., and B. H. Hager, On the thermal state of the earth, in Physics of
the earth's Interior, ed. by A. M. Dziewonski and E. Boschi, pp. 270-317, Soc.
Italiana di Fisica, Bologna, 1980.
Parmentier, E. M., D. L. Turcotte, and K. E. Torrance, Studies of finite amplitude
non-Newtonian thermal convection with application to convection in the Earth's
mantle, J. Geophys. Res., 81, 1839-1846, 1976.
Parsons, B., and D. McKenzie, Mantle convection and the thermal structure of plates,
J. Geophys. Res., 83, 4485-4496, 1978.
241
Parsons, B., and J. G. Sclater, An analysis of the variation of ocean floor bathymetry
and heat flow with age, J. Geophys. Res., 82, 803-827, 1977.
Platt, J. P., and P. C. England, Convective removal of lithosphere beneath mountain
belts: Thermal and mechanical consequences, Am. J. Sci., 294, 307-336, 1994.
Platt, J. P., J.-I. Soto, M. J. Whitehouse, A. J. Hurford, and S. P. Kelley, Thermal
evolution, rate of exhumation, and tectonic significance of metamorphic rocks from
the floor of the Alboran extensional basin, western Mediterranean, Tectonics, 17,
671-689, 1998.
Ponko, S. C., and S. M. Peacock, Thermal modeling of the southern Alaska subduction
zone: Insight into the petrology of the subducting slab and overlying mantle
wedge, J. Geophys. Res.100, 22117-22128, 1995.
Puster, P., B. H. Hager, and T. H. Jordan, Mantle convection experiments with
evolving plates, Geophys. Res. Lett., 22, 2223-2226, 1995.
Ratcliff, J. T., P. J. Tackley, G. Schubert, and A. Zebib, Transitions in thermal
convection with strongly variable viscosity, Phys. Earth Planet. Inter., 102, 201-
212, 1997.
Rayleigh, Lord (J. W. Strutt), On convection currents in a horizontal layer of fluid,
when the higher temperature is on the under side, Phil. Mag., 32, 529-546, 1916.
Ricard, Y., and C. Froidevaux, Stretching instabilities and lithospheric boudinage,
J. Geophys. Res., 91, 8314-8324, 1986.
Richter, F. M., Regionalized models for the thermal evolution of the earth, Earth
Planet. Sci. Lett., 68, 471-484, 1984.
Riedel, M. R., S.-I. Karato, and D. A. Yuen, Criticality of subducting slabs, Earth
Planet. Sci. Lett., submitted, 1999.
Sclater, J. G., C. Jaupart, and D. Galson, The heat flow through oceanic and conti-
nental crust and the heat loss of the Earth, Rev. Geophys. and Space Phys., 18,
269-311, 1980.
Simons, F. J., A. Zielhuis, and R. D. van der Hilst, The deep structure of the Aus-
tralian continent inferred from surface wave tomography, Lithos, 48, 17-43, 1999.
Sleep, N. H., Stress and flow beneath island arcs, Geophys. J. R. Astron. Soc., 42,
827-857, 1975.
Solomatov, V. S., Parameterization of temperature- and stress-dependent viscosity
convection and the thermal profile of Venus, in Flow and Creep in the Solar Sys-
tem, edited by D. B. Stone and S. K. Runcorn, pp. 131-145, Kluwer, Norwell,
Mass., 1991.
242
Solomatov, V. S., Scaling of temperature- and stress dependent viscosity convection,
Phys. Fluids, 7, 266-274, 1995.
Stein, C. A., Heat flow of the earth, in Global Earth Physics, A Handbook of Physical
Constants, ed. by T. J. Ahrens, pp. 144-158, American Geophysical Union,
Washington, 1995.
Stein, C. A., and S. Stein, A model for the global variation in oceanic depth and heat
flow with lithospheric age, Nature, 359, 123-129, 1992.
Stein, S., and C. A. Stein, Sea-floor depth and the Lake Wobegon effect, Science,
275, 1613-1614, 1997.
Tackley, P. J., On the penetration of an endothermic phase transition by upwellings
and downwellings, J. Geophys. Res., 100, 15477-15488, 1995.
Tackley, P. J., Self-consistent generation of tectonic plates in three-dimensional mantle
convection, Earth Planet. Sci. Lett., 157, 9-22, 1998.
Toth, J., and M. Gurnis, Dynamics of subduction initiation at preexisting fault zones,
J. Geophys. Res., 103, 18053-18067, 1998.
Tozer, D. C., The present thermal state of the terrestrial planets, Phys. Earth Planet.
Inter., 6, 182-197, 1972.
Travis, B. J., C. Anderson, J. Baumgardner, C. W. Gable, B. H. Hager, R. J.
O'Connell, P. Olson, A. Raefsky, and G. Schubert, A benchmark comparison
of numerical methods for infinite Prandtl number thermal convection in two-
dimensional Cartesian geometry, Geophys. Astrophys. Fluid Dynamics, 55, 137-
160, 1990.
Trompert, R., and U. Hansen, Mantle convection simulations with rheologies that
generate plate-like behavior, Nature, 395, 686-689, 1998.
Turcotte, D. L., and E. R. Oxburgh, Finite amplitude convective cells and continental
drift, J. Fluid Mech., 28, 29-42, 1967.
Turcotte, D. L. and G. Schubert, Geodynamics, John Wiley and Sons, New York,
1982.
Turner, S., N. Arnaud, J. Liu, N. Rogers, C. Hawkesworth, N. Harris, S. Kelley, P.
van Calsteren, and W. Deng, Post-collision, Shoshonitic volcanism on the Tibetan
Plateau: Implications for convective thinning of the lithosphere and the source of
ocean island basalts, , J. Petrology, 37, 45-71, 1996.
van der Hilst, R. D., S. Widiyantoro, and E. R. Engdahl, Evidence of deep mantle
circulation from global tomography, Nature, 386, 578-584, 1997.
243
van Keken, P. E., S. D. King, H. Schmeling, U.
and M.-P. Doin, A comparison of methods for
convection, J. Geophys. Res., 102, 22477-22495,
R. Christensen, D. Neumeister,
the modeling of thermochemical
1997.
Watts, A. B., and M. Talwani, Gravity anomalies seaward of deep-sea trenches and
their tectonic implications, Geophys. J. R. Astron. Soc., 36, 57-90, 1974.
Whitehead, J. A., and Luther, D. S., Dynamics of laboratory diapir and plume models,
J. Geophys. Res., 80, 705-717, 1975.
Zhang, J., B. H. Hager, and A. Raefsky, A critical assessment of viscous models of
trench topography and corner flow, Geophys. J. R. Astron. Soc., 83, 451-475,
1985.
Zhong, S., and M. Gurnis, Controls on trench topography from dynamic models of
subducted slabs, J. Geophys. Res., 99, 15683-15695, 1994.
Zhong, S., and M. Gurnis, Mantle convection with plates and mobile, faulted plate
margins, Science, 267, 838-843, 1995a.
Zhong, S., and M. Gurnis, Towards a realistic simulation of plate margins in mantle
convection, Geophys. Res. Lett., 22, 981-984, 1995b.
Zhong, S., and M. Gurnis, Interaction of weak faults and non-Newtonian rheology
produces plate tectonics in a 3D model of mantle flow, Nature, 383, 245-247, 1996.
Zhong, S., M. Gurnis, and L. Moresi, The role of faults, nonlinear rheology, and
viscosity structure in generating plates from instantaneous mantle flow models,
J. Geophys. Res., 103, 15255-15268, 1998.
Zuber, M., E. M. Parmentier, and R. C. Fletcher, Extension of continental lithosphere:
A model for two scales of Basin and Range deformation, J. Geophys. Res., 91,
4826-4838, 1986.
01K(
244
