Abstract-In this study, we describe an effective video communication framework for the wireless transmission of H.264/AVC medical ultrasound video over mobile WiMAX networks. Medical ultrasound video is encoded using diagnostically driven, error resilient encoding, where quantization levels are varied as a function of the diagnostic significance of each image region. We demonstrate how our proposed system allows for the transmission of high-resolution clinical video that is encoded at the clinical acquisition resolution and can then be decoded with low delay. To validate performance, we perform OPNET simulations of mobile WiMAX medium access control and physical layers characteristics that include service prioritization classes, different modulation and coding schemes, fading channel's conditions, and mobility. We encode the medical ultrasound videos at the 4CIF (704×576) resolution that can accommodate clinical acquisition that is typically performed at lower resolutions. Video quality assessment is based on both clinical (subjective) and objective evaluations. 
ulation screening and emergency crisis management. Advancements in mobile health systems are expected to bring greater socioeconomic benefits, improving the quality of life of patients with mobility problems, the elderly, and people residing in remote areas, by enhancing their access to specialized care. Moreover, they will provide a critical time advantage that can prove life saving in life-threatening emergency incidents.
Current research in m-health video communications systems include modality-aware (m-aware) diagnostically driven systems, which adapt to the underlying wireless transmission medium [3] . Diagnostically driven systems often rely on the use of diagnostic regions of interest (ROIs) [4] [5] [6] . Adaptation to the wireless network's characteristics includes diagnostically relevant selection of the source encoding parameters and error control for addressing inevitable transmission errors. Clinical video quality assessment (VQA) methods are vital for the systems' objective of communicating reliable medical video to the medical expert [4] , [7] , [8] .
In terms of wireless infrastructure, thus far, m-health video systems have been primarily based on 3G wireless networks [3] , [5] . Given the limited upload data rates supported by these channels (up to 384 kb/s), the associated source encoding parameters were bounded to CIF resolution video size. As documented in [4] and [6] , medical video resolution directly impacts the clinical capacity of the transmitted video. For atherosclerotic plaque ultrasound video, shifting from QCIF (176×144) to CIF (352×288) resolution enables the assessment of plaque type [6] , providing critical clinical information to the medical expert for assessing the possibility of a plaque rupture, leading to stroke. Some recent studies that have briefly highlighted the benefits associated with streaming higher resolutions can be found in [4] and [9] [10] [11] . However, these studies are based on a limited number of cases, while the clinical aspect has not been extensively addressed. Moreover, these previous studies did not address individual network parameters' issues associated with clinical capacity of high-resolution video transmission.
As a result, there is a strong demand to investigate new 3.5G and 4G wireless technologies [12] facilitating medical video communication at the clinically acquired video resolution. Ultimately, the goal is to deliver sufficiently high resolutions and video frame rates with the low-delay and low packet loss rates (PLR) that can approach the experience of in-hospital examinations.
In this study, we investigate the added clinical value of highresolution (4CIF-704×576) medical video communications over mobile worldwide interoperability for microwave access (WiMAX) networks for emergency telemedicine. The efficacy of the proposed end-to-end ultrasound video communication scheme is validated based on scalable clinical criteria. For this purpose, the clinically validated approach introduced [12] is extended from the CIF resolution to the higher resolution of 4CIF and the lower resolution of QCIF. In [6] , diagnostically relevant selection of encoding parameters based on video region's clinical importance was used (see Fig. 1 ). Here, we extensively validate different medium access control (MAC) and Physical layer features of mobile WiMAX channels that can support efficient emergency telemedicine m-health systems. Most importantly, we clinically evaluate ultrasound videos transmitted using different network parameters configurations. The goal of the network study is to provide recommendations for resilient network parameter selection that will accommodate different emergency scenarios and varying network state.
We summarize the primary contributions of this paper over previously published work (see, e.g., [6] 
A. Physical Layer Features
The primary features of the physical layer include adaptive modulation and coding (QPSK, 16-QAM, 64-QAM), hybrid automatic repeat request (hARQ), and fast channel feedback. WiMAX uses scalable orthogonal frequency division multiple access that divides the transmission bandwidth into multiple subcarriers. The number of subcarriers ranges from 128 for 1.25 MHz channel bandwidth and extends up to 2048 for 20-MHz channels. In this manner, dynamic QoS can be tailored to an individual application's requirements. In addition, orthogonality among subcarriers allows overlapping leading to flat fading. In other words, multipath interference is addressed by employing OFDM, while available bandwidth can be split and assigned to several requested parallel applications for improved system's efficiency. The latter is true for both downlink (DL) and uplink (UL). A multiple-input multiple-output antenna system improves communication performance, including significant increases in data throughput and link range, without additional bandwidth or increased transmit power.
B. MAC Layer Features
The most important features of the MAC layer include QoS provision through different prioritization classes, direct scheduling for DL and UL, efficient mobility management, and security. The five QoS categories are described in [14] and [15] . Based on each application's requirements, we have an appropriate QoS class with its corresponding UL burst and data rate. For real-time video streaming, the best option is to use the real-time polling service (rtPS) QoS class. The rtPS class specifies the minimum sustained data rate, the maximum traffic burst, the maximum tolerated latency, and a traffic priority, which the WiMAX air interface scheduler is designed to accommodate [15] .
Mobility management is well addressed in 802.16e and current 802.16m standards, which was an issue in 802.16d primary standard for fixed connections. With a theoretical support of serving users at 120 km/h in 802.16e, established connections provide adequate performance for vehicles moving with speeds between 50 and 100 km/h.
III. METHODOLOGY
We investigate high-resolution medical video communication performance over mobile WiMAX networks based on realistic clinical scenarios. The aim is to model realistic scenarios that can be used to evaluate the challenges associated with developing mhealth video systems for emergency telemedicine. Such a system is illustrated in Fig. 2 . The key concept is to communicate the patient's video (trauma or ultrasound) to the hospital premises, for remote diagnosis and assistance with in-ambulance care, moreover for better triage and hospital admission related tasks (e.g., surgery chamber preparation).
For the scenario depicted in Fig. 2 , the medical ultrasound video transmission is launched once the paramedics have stabilized the patient, utilizing equipment residing in the ambulance. The simulated scenario models a typical route from the emergency incident to the hospital premises and highlights the technological challenges associated with the wireless communication of ultrasound video of adequate diagnostic quality.
In what follows, we provide more detailed descriptions of each block component of the proposed medical video communication framework in the context of the scenario depicted in Fig. 2 .
A. Preprocessing
This step typically involves video resolution and frame rate adjustments to match the available channel bandwidth (upload data rate) and end-user device capabilities. In this study, highbandwidth mobile WiMAX networks allow the investigation of the transmission of 4CIF video resolution at 15 frames/s.
B. Diagnostically Relevant Encoding
The proposed system uses a diagnostically relevant (m-aware) and resilient encoding scheme that has been described in [4] and [6] . The key idea is to associate video ROIs with clinical criteria. Each video slice is then assigned a quality level based on its diagnostic significance. These quality levels are implemented by adjusting the values of the quantization parameter as demonstrated in Fig. 1 . In this manner, significant bitrate requirements can be preserved by compressing the background (nondiagnostically important region). The basic ROI approach can be extended to different medical imaging modalities and is already gaining ground in the literature [3] , [4] , [9] .
For atherosclerotic plaque ultrasound videos, the correspondence between the ROIs and the clinical significance are as follows (see Fig. 1 ). Fig. 1 and Table VI) . 2) Surrounding plaque region for visualizing stenosis: A high degree of stenosis is used as a strong predictor of the risk of stroke.
3) Near and far wall regions for visualizing wall motion:
The interest in visualizing the near and far walls comes from the need to compare motion patterns with the plaque. Unstable plaques can have different motion patterns than the whole plaque.
4) ECG region for visualizing ECG waveform:
The ECG is used to help visualize plaque and stenosis changes through different parts of the cardiac cycle (e.g., during systole and diastole). In this study, we consider three different video resolutions, namely QCIF (176×144), CIF (352×288), and 4CIF (704×576), for the encoding setup depicted in the left column of Table I . The objective is to include scalable screen resolutions that are widely used in the literature today, in addition to investigating high-resolution encodings over mobile WiMAX networks. In the latter case, only 4CIF resolution with the recommended diagnostically acceptable QPs setting of 38/30/28 (see also [6] ) is used.
A series of ten videos encoded at 15 frames/s is used to evaluate the proposed concept. H.264/AVC error resilient tool, flexible macroblock ordering (FMO) type 2, is used to implement variable quality slice encoding. Baseline profile, universal variable length coding entropy coding, IPPP encoding structure, with an Intra update frame interval of 15 frames, and a total of 100 frames per video summarize the encoding parameters. The JM H.264/AVC reference software [16] has been used for encoding. For the mobile WiMAX video transmission experiments, the obtained results are averaged over ten simulations runs for each scenario. Redundant slices (RS) at the encoder (one every four coded frames) and simple frame copy error concealment at the decoder are used to recover from packet losses.
C. Mobile WiMAX Video Transmission
We investigate high-resolution video communication performance based on the scenario illustrated in Fig. 2 . Our aim is to realistically model the varying state of wireless channels that contributes to ultrasound video degradation when transmitting from the ambulance to the hospital. For this typical scenario, we investigate the use of different channel modulation and coding schemes, signal attenuation due to different signal propagation models, mobility, distance from the BS, bandwidth availability through subcarriers scalability, and QoS prioritization classes.
A synopsis of the parameters associated with the scenario of Fig. 2 Table II , while the total number of processed videos is illustrated in the right column of Table I . The ambulance travels with speeds ranging from 60 to 100 km/h and traverses through locations situated near the effective coverage zone of the BS (distance range: 150 m-1.3 km). The multipath channel model is set to ITU Vehicular A, while a vehicular path loss model is also considered; with a shadow fading correction of 12 dBs (OPNET [17] implements differently path loss and multipath fading, and allows shadow fading correction for increasing possible signal attenuation combinations during simulations). Three different channel modulation and coding schemes are investigated, namely QPSK For a more realistic evaluation, the ultrasound video traffic sent through the network is modeled via trace files generated using real ultrasound video encodings. In Scenario 1, the ultrasound videos are looped over the entire route to examine the wireless channel's performance by measuring the average QoS parameters such as PLR, end-to-end delay, and delay jitter.
appears in
2) Scenario 2: In Scenario 2, ultrasound video traffic is initiated at four different locations (see Fig. 2 ) selected to highlight the wireless channel's ability to provide reliable medical video communications at different distances from the BS. Following the wireless transmission and the QoS measurements, the successfully streamed packets are mapped back to the original RTP files, decoded, and evaluated by the relevant medical expert. In addition to the wireless network's QoS measurements, VQA ratings described below summarize the evaluation setup.
D. Video Quality Assessment
VQA includes objective and subjective evaluations. Objective VQA is given in terms of the video quality metric (e.g., PSNR) computed over the specified video slices using the clinical criteria. Clinical evaluation is performed by the relevant medical expert for the clinical criteria provided in Table VI . Ratings are given in the range of 1-5. A rating of 5 is the highest possible and it signifies that the diagnostic information in the decoded video is of essentially the same quality as the original video. A rating of 4 indicates that there is a diagnostically acceptable loss of minor details. At the lowest scale, a rating of 1 signifies that the decoded video is of unacceptably low quality.
IV. RESULTS AND DISCUSSION
In this section, we discuss the experimental evaluation of the proposed medical ultrasound video transmission framework. We present results in terms of video encoding, medical video transmission over mobile WiMAX channels, and clinical evaluation.
A. Diagnostically Relevant Encoding
To demonstrate the efficiency of the proposed diagnostically relevant encoding scheme, we provide a comparative evaluation of: 1) FMO with constant QP video slices and 2) FMO with variable QPs and RS for communications in noisy environments. For each method, we had four sets of quantization levels for the video slices as depicted in Table I.  Table III depicts the associated bitrate gains of the proposed variable quality slice encoding scheme when compared to the conventional uniformly encoded medical video. Fig. 3 uses boxplots to illustrate the bitrate requirements of the medical ultrasound video dataset, for the two investigated encoding schemes. Bitrate gains for equivalent perceptual quality are computed using the BD-PSNR algorithm [18] , based on the four rate points shown in Fig. 3 . The average bitrate demands reductions are 42.3% for 4CIF, 39.8% for CIF, and 34.7% for QCIF resolution videos. Bitrate gains are functions of the area occupied by the diagnostic ROIs, and most of the savings come from compressing the background (see Fig. 1 ). Here, the medical video dataset comprises videos with diagnostic ROIs ranging between 44% and 72% of the entire video [4] . the PLR measured are in the order of 1%. This is also highlighted in Fig. 4(a) for the video shown in Fig. 1(a) . 16-QAM 3 / 4 and 64-QAM 3 / 4 depict comparable performance with PLR extending up to 5%. At these PLR, the reconstructed ultrasound videos still yield acceptable diagnostic performance, due to the use of RS and FMO error-resilience features. By examining the PLR standard deviation in Table IV , however, we observe that PLR for 16-QAM 3 / 4 and 64-QAM 3 / 4 vary significantly and can reach unacceptably high rates. This is more clearly visualized in Fig. 4(b) and (c), where it is obvious that significant packet losses occur at large distances to the BS. This is not the case for QPSK 1 / 2 scheme, which exhibits a robust performance throughout the simulation irrespective of the varying channel conditions. The reasoning is that QPSK 1 / 2 requires lower signal-to-noise ratio (SNR) compared to 16-QAM 3 / 4 and 64-QAM 3 / 4 [19] to maintain a quality connection. This is clearly depicted in Fig. 4 , where the upload SNR (measured each second) fluctuations experienced by packets traversing from the mobile station to the BS do not result in packet losses for QPSK 1 / 2 as in the rival channel modulation and coding schemes. This benefit comes at the expense of the channel's capacity as depicted in Table II . QPSK 1 / 2 conveys information at 1 bit/symbol/Hz, as compared to 16-QAM 3 / 4 and 64-QAM 3 / 4 , which provide 3 and 4.5 bits/symbol/Hz, respectively (mobile WiMAX capacity is given at mega symbols per second-Msps). As a result, QPSK 1 / 2 utilizes 2048 subcarriers at 20 MHz to meet the channel capacity required to transmit 4CIF resolution medical video, whereas 16-QAM 3 / 4 and 64-QAM 3 / 4 only require 512 subcarriers.
B. Mobile WiMAX Medical Video Transmission 1) Scenario 1:
Average end-to-end delay of transmitted packets for all three channel modulations and coding schemes examined is less than 22 ms, which is well within the acceptable bounds for medical video streaming applications [19] (300 ms but preferably less than 100 ms). Similarly, delay jitter is negligible for the presented scenario. This is partly due to the fact that in this particular scenario, no background traffic is modeled, while the RTP packets do not traverse through multiple nodes to reach their destination. However, even in the previously described circumstances, the use of service prioritization classes (as detailed in Section II) allows mobile WiMAX networks to meet the individual QoS requirements of each service.
2) Scenario 2: To better examine the performance of the system for transmission near the boundaries of the BS's effective coverage zone, a second scenario was implemented where the mobile station transmits only one video loop at each of the four different distances from the BS depicted in Fig. 2 (in Scenario 1, each video is looped until the end of each simulation). In this way, the actual quality of the transmitted video can be computed, both objectively and subjectively, as well as the specific QoS measurements at these locations, allowing accurate assumptions as to the extent (as a function of the distance from the BS and mobility) that the investigated channel modulation and coding schemes can be used.
Results are shown in Table V and Fig. 5 . As expected, QPSK 1 / 2 attains diagnostically acceptable QoS measurements in all four locations, with consistently low PLR and high PSNR scores around 39 dBs [see leftmost boxplots of Fig. 5(a) ]. Here, we use the term diagnostically acceptable to refer to the fact that the attained plaque ROI PSNR values are above 35 dB that were shown to qualify for clinical practice in [6] .
16-QAM 3 / 4 and 64-QAM 3 / 4 deliver diagnostically acceptable performance comparable to QPSK 1 / 2 only for the first location, which is situated closer to the BS [see location "1" in Fig. 2 and leftmost boxplots of Fig. 5(b) ]. As the mobile station (ambulance) moves away from the BS and signal attenuation increases, the quality of the video can be significantly degraded. At 1 km from the BS, diagnostically acceptable average PSNR ratings are still obtained. The experienced PLR and the associated PLR standard deviation, however, suggest that ultrasound video of unacceptable clinical quality is transmitted at some occasions. This is more obvious at location "2" (1.1 km from BS) and 64-QAM 3 / 4 , as shown in Fig. 5(c) . Here, it is important to note that the depicted results in Fig. 5(a) and (b) are boxplots based on PSNR averages of ten simulation runs of the ten videos parting the ultrasound video dataset. On the other hand, Fig. 5(c) depicts boxplots reporting the PSNR ratings for each of the ten simulation runs, for the video depicted in Fig. 1(a) . The latter case demonstrates the extreme channel conditions a mobile station is likely to experience when transmitting at the effective coverage zone of the BS. As shown in Fig. 5(c) , increased number of packet losses and high PLR standard deviation, as already discussed above, often results in diagnostically unacceptable PSNR ratings.
The latter observation is verified during the clinical evaluation (see clinical evaluation section below) where different video instances are clinically validated. At the furthest location, high PLR make the transmitted video of limited clinical interest. Consequently, distances greater than 1 km from the BS provide for a boundary case for this scenario.
The results from the objective evaluation significantly extend the findings of previous studies in the literature [4] , [9] [10] [11] . Here, additional experimentation allowed investigating higher mobile speeds up to 100 km/h (compared to 50 km/h [4] , [9] ), distances between 150 m and 1.3 km from the BS (compared to 500 m [4] , [9] ), hybrid vehicular multipath and path loss propagation models (compared to free space [10] , [11] and vehicular models [9] ), and subcarriers scalability up to 2048 (compared to 512 [9] and 1024 [4] ), for a dataset composed of ten ultrasound videos and an overwhelming number of investigated cases. Most importantly, the clinical capacity of the communi- CIF and 4CIF resolutions. The medical expert was asked to comment on the clinical content of these two resolutions. Based on previous knowledge, CIF resolution provided for evaluating the clinical criterion of plaque type, something which was not feasible with lower QCIF resolution. The findings verified the hypothesis that higher resolution is associated with communicating a larger amount of clinical information. Detailed assessment of plaque morphology is made possible for 4CIF resolution medical video. This was not always the case with lower CIF resolution.
However, the key finding in these experiments is that 4CIF resolution closely matches the clinical capacity of the original video. Similar to [7] and [8] , the medical expert was also asked to rate whether the encoded video contained the same amount of clinical information as the original video. The medical expert concluded that the clinical information precision found in 4CIF resolution ultrasound video is comparable to that of the ultrasound device's monitor. It is associated with better assessment of the plaque motion and plaque components movement, which leads to confident assessment of plaque type and plaque morphology, aligned with diagnosing possibility of plaque rupture. Moreover, it facilitates better visualization of the intima of the near and far walls, of the plaque components, and the fibrous cap where this is applicable. In general, it is expected to reduce interobserver variability. On the other hand, a higher frame rate than 15 frames/s may be required to rival in-hospital examination.
2) Scenario 2: Table VII summarizes the clinical evaluation of investigated locations of the previously described Scenario 2. It evaluates the capability of mobile WiMAX networks to communicate high-resolution medical ultrasound video. Here, we present mean opinion scores of a representative sample of the 120 instances (3 channel modulation and coding schemes × 4 locations × 10 simulation runs = 120 instances) of the video shown in Fig. 1(a) .
Videos decoded after transmission using QPSK 1 / 2 attain the highest clinical ratings. This is aligned with the objective assessment depicted in Table V , and the associated high PSNR scores. 16-QAM 3 / 4 and 64-QAM 3 / 4 attain diagnostically acceptable ratings (marginal at 1.1 km from the BS) in all but the most distant (last) location, where they fail to qualify for clinical practice. Clearly, when the distance from the BS exceeds 1 km, a switch to a more robust channel modulation scheme will prevent clinical quality to fall below of what is acceptable. Fig. 6 depicts video image examples of the investigated schemes. The artifacts in Fig. 6(c) demonstrate the limits in trying to visualize plaque morphology at this larger distance. Even at 4CIF resolution, the plaque morphology cannot be visualized with 16-QAM 3 / 4 at a distance of 1.3 km.
V. CONCLUDING REMARKS This paper proposes an H.264/AVC-based framework for the wireless transmission of atherosclerotic plaque ultrasound video over mobile WiMAX networks. The depicted diagnostically driven encoding scheme shows that equivalent clinical quality can be obtained at significantly reduced bitrate demands. When combined with recent postprocessing error concealment techniques [11] , it can provide for additional diagnostic resilience. Comprehensive experimentation showed that low-delay highresolution 4CIF ultrasound video transmission is possible over mobile WiMAX networks, even at speeds of 100 km/h and distances of 1 km from the BS. The investigated channel modulation and coding schemes verified that QPSK 1 / 2 is the most robust scheme, especially when transmitting from locations with low SNR. On the other hand, 16-QAM 3 / 4 and 64-QAM 3 / 4 provide higher network capacities and are preferable when the transmitting station is closer to the BS. The performance of the system in terms of transmitted video's quality was evaluated using both objective and subjective evaluations. Clinical validation verified the capacity of mobile WiMAX networks to provide robust, clinically acceptable 4CIF ultrasound video transmission, thus enabling the transmission of ultrasound video at resolutions close to the original's video acquired resolution.
Ongoing research includes video transmission simulations over long-term evolution (LTE) and LTE-Advanced wireless channels using OPNET network simulator, as well as real-time setups. In the future, we also want to investigate how diagnostic encoding based on the emerging high efficiency video coding (HEVC) standard [20] can lead to more efficient, error-resilient encoding [21] . Moreover, the proposed framework is currently validated for use in other medical video modalities.
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