Feedforward neural networks provide the dominant model of how the brain performs visual 8 object recognition. However, these networks lack the lateral and feedback connections, 9 and the resulting recurrent neuronal dynamics, of the ventral visual pathway in the human 10 and nonhuman primate brain. Here we investigate recurrent convolutional neural networks 11 with bottom-up (B), lateral (L), and top-down (T) connections. Combining these types of 12 connections yields four architectures (B, BT, BL, and BLT), which we systematically test 13
Generate the digit
Get random crops for the debris Overlay the debris on the digit Figure 1 : The process for generating stimuli for digit debris. First the target digit is generated. Random crops of all possible targets are taken to create a mask of debris, which is applied to the target as an occluder.
However, within natural visual scenes, occlusion is generated by other whole objects. These 138 objects might also be of interest to the observer. In this scenario, simply ignoring the occluding 139 objects would not make sense. In digit clutter, these cases are simulated by generating images 140 with multiple digits that are sequentially placed in an image, where their positions are also drawn 141 from a uniform random distribution. This generates a series of digits that overlap, producing a 142 relative depth order. The task of the network is then to recognise all digits that are present. 143 Design of these images was performed at high resolution (512 × 512 pixels) and, for computational 144 simplicity, the images were resized to a low resolution (32 × 32 pixels) when presented to the 145 network. 146 In these experiments we use stimulus sets, that vary in either the number of digits in a scene 147 -three digits, four digits, or five digits -or the number of fragments that make up the debris 148 -10 fragments (light debris), 30 fragments (moderate debris), or 50 fragments (heavy debris). 149 Examples from these stimulus sets are shown in Figure 2 . This allows us to measure how the 150 performance of the networks differ across these task types and levels of occlusion.
151
For each of these image sets, we randomly generated a training set of 100,000 images and a 152 validation set of 10,000 images, which were used for the determining the hyperparameters and 153 learning regime. All analyses where performed on an independent test set of 10,000 images. 154 All images underwent pixel-wise normalisation prior to being passed to the network. The mean and 155 standard deviations used for the normalisation were always calculated from the training data. 156 To test the hypothesis that the benefit of recurrence is not simply for cleaning up noise, we also 157 test the network on object recognition where the input has additive Gaussian noise. To prevent 158 ceiling performance, we use the MNIST handwritten digit recognition data set. The MNIST 159 data set contains 60,000 images in total that are divided into a training set of 50,000 images, a 160 validation set of 5,000 images, and a testing set of 10,000 images. We add Gaussian noise to 161 these images after normalisation, which allows an easy interpretation in terms of signal to noise 162 ratio.
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Models

164
In these experiments we use a range of convolutional neural networks (for an introduction to this Adding top-down or lateral connections to feedforward models introduces cycles into the graphical 173 structure of the network. The presence of cycles in these networks allow recurrent computations 174 to take place, introducing internally generated temporal dynamics to the models. In comparison, 175 temporal dynamics of feedforward networks can only be driven by changes in the input. The effect 176 of recurrent connections can be seen through the unrolling of the computational graph across time 177 steps. In these experiments, we run our models for four time steps and the resulting graph for 178 BLT is illustrated in Figure 4 .
179
As the recurrent networks (BT, BL, and BLT) have additional connections compared to purely feedforward networks (B), they also have a larger number of free parameters (Table 1) . To control 181 for this difference, we test two variants of B that have a more similar number parameters to the which means that the network is trained to converge as soon as possible, rather than at the final 208 time step. However, when measuring the accuracy, we use the predictions at the final time step 209 as this generally produces the highest accuracy. The key component of these models is the recurrent convolutional layer (RCL). The inputs to 212 these layers are denoted by h (τ,m,i,j) , which represents the vectorised input from a patch centred 213 on location i, j, in layer m, computed at time step τ . We define h (τ,0,i,j) as the input image to 214 the network.
215
For B, the lack of recurrent connections reduces RCLs to a standard convolutional layer where 216 the pre-activation at time step τ for a unit in layer m, in feature map k, in position i, j is defined
where τ = 0 (as B only runs for a single time step) the convolutional kernel for bottom-up 219 connections is given in vectorised format by w b m,k and the bias for feature map k in layer m is 220 given by b m,k .
221
In BL, lateral inputs are added to the pre-activation, giving
The term for lateral inputs zeros. This rule applies for all recurrent input, including top-down inputs.
227
In BT, we add top-down inputs to the pre-activation instead of lateral inputs. This gives
Where the top-down term is (w t m,k ) T h (τ −1,m+1,i,j) , and w t m,k is the top-down convolutional kernel 229 in vectorised format. In our models, top-down connections can only be received from other hidden 230 layers. As a result, top-down inputs are only given when m = 1 and otherwise they are set to a 231 vector of zeros. The rule for top-down inputs also applies to top-down inputs in BLT.
232
Finally, we can add both lateral and top-down inputs to the pre-activation, which generates the 233 layers we use in BLT
The output, h τ,m,i,j,k , is calculated using the same operations for all layers. The pre-activation ReLUs are defined as
and local response normalisation is defined for input x τ,m,i,j,k as
For local response normalisation, we use n = 5, c = 1, α = 10 −4 , and β = 0.5 throughout.
240
The output of layer l at time step t is then given by
Readout layer 242
In the final layer of each time step, a readout is calculated for each class. This is performed in 243 three steps. The first stage is a global max pooling layer, which returns the maximum output This has the effect of bounding the output between 0 and 1. The response of each of these 248 outputs can be interpreted as the probability that each target is present or not. At each time step, the networks give an output from the readout layer, which we deonteŷ t , where 251 we interpret each output as the probability that a particular target is present or not.
252
In training, the objective is to match this output to a ground truth y, which uses binary encoding 253 such that its elements y i are defined as
Where y is the list of target digits present. 255 We used cross-entropy to calculate the error betweenŷ t and y, which is summed across all time
L2-regularisation is included, with a coefficient of λ = 0.0005, making the overall loss func- 
Where n is the iteration index, µ is the momentum coefficient, and ε is the learning rate. We use 263 µ = 0.9 for all models and set ε by the following weight decay rule
Where η is the initial learning rate, δ is the decay rate, e is the epoch (a whole iteration through 265 all training images), and d is the decay step. In our experiments we use η = 0.1, δ = 0.1, and 266 d = 40. All networks were trained for 100 epochs. expected FDR = 0.05). with no significant difference between BL or BLT for light (χ 2 (1, N = 298 10, 000) = 0.04, p = 0.835) and moderate debris (χ 2 (1, N = 10, 000) = 0.00, p = 0.960). The When networks were trained to recognise digits under heavy debris, and tested to recognise 315 unoccluded digits, we found all pairwise differences to be significant (p < 0.05, expected FDR = 316 0.05, Figure 6 ). The best performing network was B-K, followed by recurrent networks. B and 317 B-F performed much worse than all of the other networks (Table 3) . To examine the ability of the networks to handle occlussion when the occluder is not a distractor, 320 the networks were tested on their ability to recognise multiple overlapping digits.
321
When recognising three digits simultaneously, recurrent networks generally outperformed feedfor-322 ward networks (Figure 7) , with the exception of BT and B-K where no significant difference was 323 found (χ 2 (1, N = 30, 000) = 3.53, p = 0.06). All other differences were found to be significant 324 (p < 0.05, expected FDR = 0.05). A similar pattern is found when recognising both four and 325 five digits simultaneously. However, in both four and five digit tasks, all pairwise differences were 326 found to be significant, with B-K outperforming BT (Figure 7) .
327
For every model, the error rate increases as the number of digits increase (Table 4 ). An interaction 328 effect was found between image set and recurrence when comparing recognising three digits (image To test the hypothesis that the benefit of recurrence does not extend to dealing with noise in 337 general, we test the performance of the networks on MNIST with unstructured additive Gaussian 338 noise.
339
For MNIST with and without Gaussian noise, all recurrent networks performed significantly better 340 than the feedforward models, and all pairwise comparisons between feedforward models were found 341 to be significant (p < 0.05, expected FDR = 0.05). However, no significant difference was found 342 within recurrent models (Figure 8 ). These relationships were found for both MNIST with and 343 without Gaussian noise.
344
When testing for interactions between the presence of recurrence and image sets, we found that 345 D was not significantly different from zero when comparing models trained and tested on MNIST We found support for the hypothesis that recurrence helps when recognising objects under oc-352 clusion. This benefit does not appear to extend to unstructured noise in general. The benefit of recurrence for occluded object recognition appears to be particularly strong in the case of occlusion 354 generated by a non-target, with much larger increases in error observed for feedforward networks 355 compared to recurrent networks when the amount of occlusion is increased. In the multiple digit 356 recognition tasks, where the occlusion is generated by other targets, the best performing networks 357 are still recurrent. However, the difference in performance is not as large and recurrent networks 358 do not exclusively outperform feedforward networks, with B-K outperforming BT.
359
In these experiments, BLT is the best performing network across all tasks, but it performs at the 360 same level as BL when recognising digits under light and moderate levels of debris. This suggests 361 that at lower levels of occlusion, feedforward and lateral connections are sufficient for performing 362 the task. However, top-down connections become beneficial when the task involves recognising 363 digits under heavier levels of debris.
364
Of the feedforward models, B-K is always the best performing and outperforms recurrent models 365 in some tasks, in the case of BT. One potential explanation is that B-K encorporates some of 366 the benefits of recurrence by having a larger receptive field. This is because recurrence increases 367 the effective receptive field of a unit by receiving input from neighbouring units. This may also 368 explain why BT is the worst performing recurrent model (and outperformed by B-K) as it does 369 not have lateral connnections that more directly integrate information from neighbouring units, 370 but information has to go through a higher layer first in order to achieve this.
We find evidence to suggest that feedforward networks have particular difficulty recognising objects 372 under occlusion generated by debris, and not just learning the task of recognising digits when 373 trained with heavily occluded objects. This is given by the finding that feedforward networks 374 (specifically B-K) can perform very well at recognising the digit without occlusion, when trained 375 to recognise digits under occlusion. This suggests they have learnt a good model of the underlying 376 task (Section 3.1.2). However, B-K performs worse than recurrent models when recognising the 377 target under occlusion. This indicates that the B-K has difficulty recognising the digit under 378 occlusion rather than a problem with learning to perform the task whereas, recurrent networks 379 have much less difficulty of performing the task of recognising the target under occlusion. This 380 further supports the idea that recurrent processing helps in occluded object recognition. 2010). Alternatively, as our occluders contain visual features that could be potentially misleading, 412 recurrent connections may have more of an effect of suppressing the networks representation of 413 the occluders. If these networks are to be useful models of visual processing, then it is important 414 that future work attempts to understand the underlying processes taking place.
415
It could be argued that BLT performs the best due to the larger number of parameters it can 416 learn. However, we know that the performance of these networks is not only explained by the 417 number of learnable parameters, as B-F has the largest number of parameters of the models 418 tested (Table 1) and performs poorly in all tasks relative to the recurrent models. Finding exactly 419 parameter matched controls for these models that are conceptually sound is difficult. As discussed 420 earlier (Section 2.2), altering the kernel size of the feedforward models is the best control, but 
