In this work we present a new and efficient Bayesian method for nonlinear three dimensional large scale structure inference. We employ a Hamiltonian Monte Carlo (HMC) sampler to obtain samples from a multivariate highly non-Gaussian lognormal Poissonian density posterior given a set of observations. The HMC allows us to take into account the nonlinear relations between the observations and the underlying density field which we seek to recover. As the HMC provides a sampled representation of the density posterior any desired statistical summary, such as the mean, mode or variance, can be calculated from the set of samples. Further, it permits us to seamlessly propagate non-Gaussian uncertainty information to any final quantity inferred from the set of samples. The developed method is extensively tested in a variety of test scenarios, taking into account a highly structured survey geometry and selection effects. Tests with a mock galaxy catalog based on the millennium run show that the method is able to recover the filamentary structure of the nonlinear density field. The results further demonstrate the feasibility of non-Gaussian sampling in high dimensional spaces, as required for precision nonlinear large scale structure inference. The HMC is a flexible and efficient method, which permits for simple extension and incorporation of additional observational constraints. Thus, the method presented here provides an efficient and flexible basis for future high precision large scale structure inference.
INTRODUCTION
Modern large galaxy surveys allow us to probe cosmic large scale structure to very high accuracy if the enormous amount of data can be processed and analyzed efficiently. Especially, precision reconstruction of the three dimensional density field from observations poses complex numerical challenges. For this reason, several reconstruction methods and attempts to recover the underlying density field from galaxy observations have been presented in literature (see e.g. Bertschinger & Dekel 1989 Lahav et al. 1994; Hoffman 1994; Fisher et al. 1995; Bistolas & Hoffman 1998; Webster et al. 1997; Schmoldt et al. 1999; Zaroubi 2002; Erdogdu et al. 2004; ). Recently, presented a high resolution Wiener reconstruction of the Sloan Digital Sky Survey (SDSS) matter density field, and demonstrated the feasibility of precision large scale structure analysis. The Wiener filtering approach is based on a linear data model, which takes into account several observational effects, such as survey geometry, selection effects and noise (Kitaura & Enßlin 2008; ). Although, the Wiener filter has proven to be extremely efficient for three dimensional matter field reconstruction, it still relies on a Gaussian approximation of the density posterior. While this is an adequate approximation for the largest scales, precision recovery of nonlinear density structures may require non-Gaussian posteriors. Especially, the detailed treatment of the non-Gaussian behavior and structure of the Poissonian shot noise contribution may allow for more precise recovery of poorly sampled objects. In addition, for a long time it has been suggested that the fully evolved nonlinear matter field can be well described by lognormal statistics (see e.g. Hubble 1934; Peebles 1980; Coles & Jones 1991; Gaztanaga & Yokoyama 1993; Kayo et al. 2001) . These discussions seem to advocate the use of a lognormal Poissonian posterior for large scale structure inference. Several methods have been proposed to take into account non-Gaussian density posteriors (see e.g. Saunders & Ballinger 2000; Kitaura & Enßlin 2008; Ensslin et al. 2008; ).
However, if the recovered nonlinear density field is to be used for scientific purposes, the method not only has to provide a single estimate, such as a mean or maximum a postiori reconstruction, but it should also provide uncertainty information, and the means to nonlinearly propagate this uncertainty to any final quantity inferred from the recovered density field.
For this reason, here we propose a new Bayesian method for nonlinear large scale structure inference. The developed computer program HADES (HAmiltonian Density Estimation and Sampling) explores the posterior distribution via an Hamiltonian Monte Carlo (HMC) sampling scheme. Unlike conventional Metropolis Hastings algorithms, which move through the parameter space by a 1 , Francisco Shu Kitaura random walk, and therefore require prohibitive amounts of steps to explore high dimensional spaces, the HMC sampler suppresses random walk behavior by introducing a persistent motion of the Markov chain through the parameter space (Duane et al. 1987; Neal 1993 Neal , 1996 . In this fashion, the HMC sampler maintains a reasonable efficiency even for high dimensional problems (Hanson 2001) . The HMC sampler has been widely used in Bayesian computation (see e.g. Neal 1993 ). In cosmology it has been employed for cosmological parameter estimation and CMB data analysis (Hajian 2007; Taylor et al. 2008) .
In this work we demonstrate that the HMC can efficiently be used to sample the lognormal Poissonian posterior even in high dimensional spaces. In this fashion, the method is able to take into account the nonlinear relationship between the observation and the underlying density which we seek to recover. The scientific output of the HMC is a sampled representation of the density posterior. For this reason, any desired statistical summary such as mean, mode and variance can easily be calculated from the HMC samples. Further, the full non-Gaussian uncertainty information can seamlessly be propagated to any finally estimated quantity by simply applying the according estimation procedure to all samples. This allows us to estimate the accuracy of conclusions drawn from the analyzed data.
In this work, we begin, in section 2, by presenting a short justification for the use of the lognormal distribution as a prior for nonlinear density inference, followed by a discussion of the lognormal Poissonian posterior in section 3. Section 4 outlines the HMC method. In section 5 the Hamiltonian equations of motion for the lognormal Poissonian posterior are presented. Details of the numerical implementation are described in section 6. The method is extensively tested in section 7 by applying HADES to generated mock observations, taking into account a highly structured survey geometry and selection effects. In section 8 we summarize and conclude.
THE LOGNORMAL DISTRIBUTION OF DENSITY
In standard cosmological pictures, it is assumed that the initial seed perturbations in the primordial density field originated from an inflationary phase in the early stages of the Big Bang. This inflationary phase enhances microscopic quantum fluctuations to macroscopic scales yielding the initial density fluctuations required for gravitational collapse. These theories predict the initial density field amplitudes to be Gaussian distributed. However, it is obvious that Gaussianity of the density field can only be true in the limit |δ| 1, where δ is the density contrast. In fully evolved density fields with amplitudes of σ 8 > 1, as observed in the sky at scales of galaxies, clusters and super clusters, a Gaussian density distribution would allow for negative densities, and therefore would violate weak and strong energy conditions. In particular, it would give rise to negative mass (δ < −1). Therefore, in the course of gravitational structure formation the density field must have changed its statistical properties. Coles & Jones (1991) argue that assuming Gaussian initial conditions in the density and velocity distributions will lead to a log-normally distributed density field. It is a direct consequence of the continuity equation or the conservation of mass.
Although, the exact probability distribution for the density field in nonlinear regimes is not known, the lognormal distribution seems to be a good phenomenological guess with a long history. Already Hubble noticed that galaxy counts in two dimensional cells on the sky can be well approximated by a lognormal distribution (Hubble 1934) . Subsequently, the lognormal distribution has been extensively discussed and agreements with galaxy observations have been found (e.g. Hubble 1934; Peebles 1980; Coles & Jones 1991; Gaztanaga & Yokoyama 1993; Kayo et al. 2001) . Kayo et al. (2001) studied the probability distribution of cosmological nonlinear density fluctuations from N-body simulations with Gaussian initial conditions. They found that the lognormal distribution accurately describes the nonlinear density field even up to values of the density contrast of δ ∼ 100.
Therefore, according to observations and theoretical considerations, we believe, that the statistical behavior of the nonlinear density field can be well described by a multivariate lognormal distribution, as given by:
where Q is the covariance matrix of the lognormal distribution and µ i describes a constant mean field given by:
This probability distribution, seems to be an adequate prior choice for reconstructing the present density field. However, using such a prior requires highly nonlinear reconstruction methods, as will be presented in the following.
LOGNORMAL POISSONIAN POSTERIOR
Studying the actual matter distribution of the Universe requires to draw inference from some observable tracer particle. The most obvious tracer particles for the cosmic density field are galaxies, which tend to follow the gravitational potential of matter. As galaxies are discrete particles, the galaxy distribution can be described as a specific realization drawn from an inhomogeneous Poisson process (see e.g. Layzer 1956; Peebles 1980; Martínez & Saar 2002) . The according probability distribution is given as:
where N g k is the observed galaxy number at position x k in the sky and λ k is the expected number of galaxies at this position. The mean galaxy number is related to the signal s k via:
where R k is a linear response operator, incorporating survey geometries and selection effects,N is the mean number of galaxies in the volume and B(x) k is a nonlinear, non local, bias operator at position x k . The lognormal prior given in equation (1) together with the Poissonian likelihood given in equation (3) yields the lognormal Poissonian posterior, for the density contrast s k given some galaxy observations N g k :
However, this posterior greatly simplifies if we perform the change of variables by introducing r k = ln(1 + s k ). Note, that this change of variables is also numerically advantageous, as it prevents numerical instabilities at values δ ∼ −1. Hence, we yield the Posterior
It is important to note, that this is a highly non-Gaussian distribution, and nonlinear reconstruction methods are required in order to perform accurate matter field reconstructions in the nonlinear regime. In example, estimating the maximum a postiori values from the lognormal Poissonian distribution involves the solution of implicit equations. However, we are not solely interested in a single estimate of the density distribution, we rather prefer to draw samples from the lognormal Poissonian posterior. In the following, we are therefore describing a numerically efficient method to sample from this highly non-Gaussian distribution.
HAMILTONIAN SAMPLING
As already described in the previous section the lognormal Poissonian posterior will involve highly nonlinear reconstruction methods and will therefore be numerically demanding. Nevertheless, since we propose a Bayesian method, we are not interested in only providing a single estimate of the density field, but would rather be able to sample from the full non-Gaussian posterior. Unlike, in the Gibbs sampling approach to density field sampling, as proposed in Jasche (2009), there unfortunately exists no known way to directly draw samples from the lognormal Poissonian distribution. For this reason, a Metropolis-Hastings sampling mechanism has to be employed. However, the Metropolis-Hastings has the numerical disadvantage that not every sample will be accepted. A low acceptance rate can therefore result in a prohibitive numerical scaling for the method, especially since we are interested in estimating full three dimensional matter fields which usually have about 10 6 or more free parameters s k . This high rejection rate is due to the fact, that conventional Markov Chain Monte Carlo (MCMC) methods move through the parameter space by a random walk and therefore require a prohibitive amount of samples to explore high-dimensional spaces. Given this situation, we propose to use a Hybrid Monte Carlo method, which in the absence of numerical errors, would yield an acceptance rate of unity.
The so called Hamiltonian Monte Carlo (HMC) method exploits techniques developed to follow classical dynamical particle motion in potentials (Duane et al. 1987; Neal 1993 Neal , 1996 . In this fashion the Markov sampler follows a persistent motion through the parameter space, supressing the random walk behavior. This enables us to sample with reasonable efficiency in high dimensional spaces (Hanson 2001) .
The idea of the Hamiltonian sampling can be easily explained. Suppose, that we wish to draw samples from the probability distribution P({x i }), where {x i } is a set consisting of the N elements x i . If we interpret the negative logarithm of this posterior distribution as a potential:
and by introducing a 'momentum' variable p i and a 'mass matrix' M, as nuisance parameters, we can formulate a Hamiltonian describing the dynamics in the multi dimensional phase space. Such a Hamiltonian is then given as:
As can be seen in equation (8), the form of the Hamiltonian is such, that this distribution is separable into a Gaussian distribution in the momenta {p i } and the target distribution P({x i }) as:
It is therefore obvious that, marginalizing over all momenta will yield again our original target distribution P({x i }).
Our task now is to draw samples from the joint distribution, which is proportional to exp(−H). To find a new sample of the joint distribution we first draw a set of momenta from the distribution defined by the kinetic energy term, that is an N dimensional Gaussian with a covariance matrix M. We then allow our system to evolve deterministically, from our starting point ({x i }, {p i }) in the phase space for some fixed pseudo time τ according to Hamilton's equations:
The integration of this equations of motion yields the new position ({x i }, {p i }) in phase space. This new point is accepted according to the usual acceptance rule:
Since the equations of motion provide a solution to a Hamiltonian system, energy or the Hamiltonian given in equation (8) is conserved, and therefore the solution to this system provides an acceptance rate of unity. In practice however, numerical errors can lead to a somewhat lower acceptance rate. Once a new sample has been accepted the momentum variable is discarded and the process restarts by randomly drawing a new set of momenta. The individual momenta {p i } will not be stored, and therefore discarding them amounts to marginalizing over this auxiliary quantity. Hence, the Hamiltonian sampling procedure basically consists of two steps. The first step is a Gibbs sampling step, which yields a new set of Gaussian distributed momenta. The second step, on the other hand amounts to solving a dynamical trajectory on the posterior surface.
EQUATIONS OF MOTION FOR A LOG-NORMAL POISSONIAN SYSTEM
In the framework of Hamiltonian sampling the task of sampling from the lognormal Poissonian posterior reduces to solving the corresponding Hamiltonian system. Given the posterior distribution defined in equation (6) we can write the potential ψ({r k }) as: 
The gradient of this potential with respect to r l then yields the forces, given as:
Equation (14) obviously is a very general formulation of the reconstruction problem, and it demonstrates that the Hamiltonian sampler can in principle deal with all kinds of nonlinearities, especially in the case of the bias operator B(x). However, for the sake of this paper, but without loss of generality, in the following we will assume a linear bias model:
where b is a constant linear bias factor. We then obtain the potential:
and the corresponding gradient reads:
Inserting these results in equations (10) and (11) then yields the equations of motion:
and
New points on the lognormal Poissonian posterior surface can then easily be obtained by solving for the trajectory governed by the dynamical equations (18) and (19).
NUMERICAL IMPLEMENTATION
Our numerical implementation of the lognormal Poissonian Sampler is named HADES (Hamiltonian Density Estimation and Sampling). It utilizes the FFTW3 library for Fast Fourier Transforms and the GNU scientific library (gsl) for random number generation (Frigo & Johnson 2005; Galassi et al. 2003) . In particular, we use the Mersenne Twister MT19937, with 32-bit word length, as provided by the gsl rng mt19937 routine, which was designed for Monte Carlo simulations (Matsumoto & Nishimura 1998 ).
The leapfrog scheme
As described above, a new sample can be obtained by calculating a point on the trajectory governed by equations (18) and (19). This means that if we are able to integrate the Hamiltonian system exactly energy will be conserved along such a trajectory, yielding a high probability of acceptance. However, the method is more general due to the Metropolis acceptance criterion given in equation (12). In fact, it is allowed to follow any trajectory to generate a new sample. This would enable us to use approximate Hamiltonians, which may be evaluated computationally more efficiently. Note, however, that only trajectories that approximately conserve the Hamiltonian given in equation (8) will result in high acceptance rates. In order to achieve an optimal acceptance rate, we seek to solve the equations of motion exactly. For this reason, we employ a leapfrog scheme for the numerical integration. Since the leapfrog is a symplectic integrator, it is exactly reversible, a property required to ensure the chain satisfies detailed balance (Duane et al. 1987) . It is also numerically robust, and allows for simple propagation of errors. Here, we will implement the Kick-Drift-Kick scheme. The equations of motions are integrated by making n steps with a finite stepsize , such that τ = n : Figure 2 . Volume rendering of artificial galaxy counts, generated as described in section 7.1. The two pannels show different projections. Effects of survey geometry and selection function are clearly visible. The observer is centered at (0, 0, 0).
We iterate these equations until t = τ. Also note, that it is important to vary the pseudo time interval τ, to avoid resonant trajectories. We do so by drawing n and randomly from a uniform distribution. For the time being we will employ the simple leapfrog scheme. However, it is possible to use higher order integration schemes, provided that exact reversibility is maintained.
Hamiltonian mass
The Hamiltonian sampler has a large number of adjustable parameters, namely the Hamiltonian 'mass matrix, M, which can greately influence the sampling efficiency. If the individual r k were Gaussian distributed, a good choice for HMC masses would be to set them inversely proportional to the variance of that specific r k (Taylor et al. 2008) . However, for non-Gaussian distributions, such as the lognormal Poissonian posterior, it is reasonable to use some measure of the width of the distribution (Taylor et al. 2008) . Neal (1996) proposes to use the curvature at the peak. In our case, we expanded the Hamiltonian given in equation (16) in a Taylor series up to quadratic order for |r i | << 1. This Taylor expansion yields a Gaussian approximation of the lognormal Poissonian posterior. Given this approximation and according to the discussion in Appendix A, the Hamiltonian mass should be set as:
However, calculation of the leapfrog scheme requires inversions of M. Considering the high dimensionality of the problem, inverting and storing M −1 is computationally impractical. For this reason we construct a diagonal 'mass matrix' from equation (23). We found, that choosing the diagonal of M, as given in equation (23), in its Fourier basis yields faster convergence for the sampler than a real space representation, since it accounts for the correlation structure of the underlying density field.
Parallelization
For any three dimensional sampling method, such as the lognormal Poisson sampler or the Gibbs sampler presented in Jasche (2009), CPU time is the main limiting factor. For this reason parallelization of the code is a crucial issue. Since our method is a true Monte Carlo method, there exist in principle two different approaches to parallelize our code.
The numerically most demanding step in the sampling chain is the leapfrog integration with the evaluation of the potential. One could therefore parallelize the leapfrog integration scheme, which requires parallelizing the fast Fourier transform. The FFTW3 library provides parallelized fast Fourier transform procedures, and implementation of those is straightforward (Frigo & Johnson 2005) . However, optimal speed up cannot be achieved. The other approach relies on the fact that our method is a true Monte Carlo process, and each CPU can therefore calculate its own Markov chain. In this fashion, we gain optimal speed up and the possibility to initialize each chain with different initial guesses.
The major difference between these two parallelization approaches is, that with the first method one tries to calculate a rather long sampling chain, while the latter one produces many shorter chains.
TESTING HADES
In this section, we apply HADES to simulated mock observations, where the underlying matter signal is perfectly known. With these tests we will be able to demonstrate that the code produces results consistent with the theoretical expectation. Further more, we wish to gain insight into how the code performs in real world applications, when CPU time is limited.
Setting up Mock observations
In this section we will describe a similar testing setup as described in . For the purpose of this paper we generate lognormal random fields according to the probability distribution given in equation (1). These lognormal fields are generated based on cosmological power-spectra for the density contrast δ. We generate these power spectra, with baryonic wiggles, following the prescription described in Eisenstein & Hu (1998) and Eisenstein & Hu (1999) and assuming a standard ΛCDM cosmology with the set of cosmological parameters (Ω m = 0.24, Ω Λ = 0.76, Ω b = 0.04, h = 0.73, σ 8 = 0.74, n s = 1 ). Given these generated density fields we draw random Poissonian samples according to the Poissonian process described in equation (3).
The survey properties are described by the galaxy selection function F i and the observation Mask M i where the product:
yields the linear response operator. The selection function is given by:
where r i is the comoving distance from the observer to the center of the ith voxel. For our simulation we chose parameters b = 0.6, r 0 = 500 Mpc and γ = 2.
In figure 1 we show the selection function together with the sky mask, which defines the observed regions in the sky. The two dimensional sky mask is given in sky coordinates of right ascension and declination. We designed the observational mask to represent some of the prominent features of the Sloan Digital Sky Survey (SDSS) mask (see Abazajian et al. 2009 , for a description of the SDSS data release 7). The projection of this mask into the three dimensional volume yields the three dimensional mask M i .
Two different projections of this generated mock galaxy survey are presented in figure 2 to give a visual impression of the artificial galaxy observation.
Burn in behavior
The theory described above demonstrates that the Hamiltonian sampler will provide samples from the correct probability distribution function as long as the initial conditions for the leapfrog integration are part of the posterior surface. However, in practice the sampler is not initialized with a point on the posterior surface, and therefore an initial burn-in phase is required until a point on the correct posterior surface is identified. As there exists no theoretical criterion, which tells us when the initial burn-in period is completed, we have to test this initial sampling phase through experiments. These experiments are of practical relevance for realworld applications, as they allow us to estimate how many samples are required before the sampler starts sampling from the correct posterior distribution. To gain intuition we set up a simple experiment, in which we set the initial guess for the lognormal field constant to unity (r 0 k = 1). Therefore, the initial samples in the chain will be required to recover structures contained in the observation. In order to gain intuition for the behavior of our nonlinear Hamiltonian sampler, we compare two cases. The first case consists of an artificial observation including selection effects and observational mask generated as described above. The second case is a comparison calculation, where we set the observation response operator R i = 1. In this latter fiducial case, only shot noise remains as observational uncertainty. It is important to note, that the individual Markov samples are unbiased in the sense that they possess the correct power information. Unlike a filter, which suppresses power in the low signal to noise regions, the Hamiltonian sampler draws true samples from the lognormal Poissonian posterior, given in equation (5), once burn-in is completed. Therefore, a lognormal Poissonian sample has to be understood as consisting of a true signal part, which can be extracted from the observation and a fluctuating component, which restores power lost due to the observation. This interpretation is similar to the behavior of the Gibbs sampler, as discussed in , with the exception that there is no obvious way to separate the true signal part from the variance contribution for the nonlinear Hamiltonian sampler. Hence, the lower the signal to noise ratio of the data, the higher will be the fluctuating component.
This effect can be observed in figure 3 where we compare three successive Markov samples to the true mock signal via a point to point statistics. It can be nicely seen, that the correlation with the true underlying mock signal improves as burn-in progresses. As expected, the fiducial calculation, shown in the right panels of 3, has a much better correlation with the underlying true mock signal than the full observation. This is clearly owing to the fact, that the full observation introduces much more variance than in the fiducial case. To visualize this fact further, we calculate the Euclidean distance between Markov samples and the true mock signal:
over the progression of the Markov chain. In the lower panels of figure 3 , it can be observed that the Eucledian distance drops initially and then saturates at a constant minimal d k . This minimal d k is related to the intrinsic variance contribution in the individual samples. While the variance is lower for the fiducial observation, it is higher for the full observation. As HADES produces unbiased samples, we can gain more detailed insight into the initial burn-in phase of the Markov chain, by following the evolution of successive power-spectra measured from the samples. In addition, we measure the deviation ξ k l of the sample power spectra P (27) Figure 4 demonstrates that HADES completes burn-in after ∼ 20 samples in the case of the fiducial calculation (right panels). However, the burn-in history for the full observation (left panels) reveals a more interesting behavior. Initially, the power spectra show huge excursions at large scales. This is due to the observational mask and the fact, that initially these regions are dominated by the constant initial guess (r 0 k = 1). It is interesting to note, that the first sample seems to be much closer to the true underlying power specrum at the smaller scales, while the 20th samples is much further away. This clearly demonstrates the nonlinear behavior of the lognormal Poissonian sampler. We observe, that with iterative correction of the large scale power, the entire power spectrum progressively approaches the true mock power spectrum. This can be seen nicely in the lower left panel of figure 4. After one hundred samples have been calculated the true mock power spectrum is recovered for all following samples. Thus, the initial burn-in period for a realistic observational setting can be expected to be on the order of 100 samples. Such a burn-in period is numerically not very demanding, and can easily be achieved in even higher resolution calculations.
Further, we ran a full Markov analysis for both test cases, by calculating 20000 samples with a resolution of 64 3 voxels. We then estimate the ensemble mean and compared the recovered density field in the observed region via a point to point statistic to the true underlying mock signal. The results are presented in the upper panels of figure 5. It can be seen that both results are strongly correlated with the true underlying signal. To emphasize this fact, we also calculate the correlation factor given as:
The correlation factors for the two test scenarios are also given in figure 5 . They clearly demonstrate, that the Hamiltonian sampler was able to recover the underlying density field to high accuracy in both cases.
Convergence
Testing the convergence of Markov chains is subject of many discussions in literature (see e.g. Heidelberger & Welch 1981; Gelman & Rubin 1992; Geweke 1992; Raftery & Lewis 1995; Cowles & Carlin 1996; Hanson 2001; Dunkley et al. 2005) . In principle, there exist two categories of possible diagnostics. The methods of the first category rely on comparing inter chain quantities between several chains while others try to estimate the convergence behavior from inter chain quantities within a single chain. In this paper we use the widely used Gelman&Rubin diagnostic, which is based on multiple simulated chains by comparing the variances within each chain and the variance between chains (Gelman & Rubin 1992) . In particular, we calculate the potential scale reduction factor (PSRF) (see Appendix B for details). A large PSRF indicates that the inter chain variance is substantially greater than the intra chain variance and longer chains are required. Once the PSRF approaches unity, one can conclude that each chain has reached the target distribution. We calculated the PSRF for each voxel of our test cases for chains with length N samp = 20000. The results for the two tests, as discussed above, are presented in figure 5. They clearly indicate the convergence of the Markov chains.
For the time being we use the Gelman&Rubin statistic to test convergence because of technical simplicity, although for the expense of having to calculate at least two chains. In the future we plan to explore other convergence diagnostics. In particular we are aiming at including intra chain methods as proposed in Hanson (2001) or Dunkley et al. (2005) . This would allow us to detect convergence behavior within the chain during burn-in. Such a convergence criterion could then be used to adjust the Hamiltonian masses for optimal sampling efficiency, as was proposed in Taylor et al. (2008) .
Testing with simulated galaxy surveys
In this section, we describe the application of HADES to a mock galaxy survey based on the millennium run (Croton et al. 2006) . The intention of this exercise is to test HADES in a realistic observational scenario. In particular, we want to demonstrate that HADES is able to reconstruct the fully evolved nonlinear density field of the N-body simulation. The mock galaxy survey consists of a set of comoving galaxy positions distributed in a 500 Mpc box. To introduce survey geometry and selection effects, we virtually observe these galaxies through the sky mask and according to the selection function described in section 7.1. The resulting galaxy distribution is then sampled to a 128 3 grid. This mock observation is then processed by HADES, which generates 20000 lognormal Poissonian samples.
In figure 6 we present successive slices through density samples of the initial burn-in period. As can be seen, the first Hamiltonian sample (upper panels in figure 6 ) is largely corrupted by the false density information in the masked regions. This is due to the fact, that the Hamiltonian sampler cannot be initialized with a point on the posterior surface. The initial samples are therefore required to identify a point on the according posterior surface. As can be seen, the power in the unobserved and observed regions equalizes in the following samples. Also note, that the first density sample depicts only very coarse structures. However, subsequent samples resolve finer and finer details. With the hundredth sample burn-in is completed. The lower panels of figure 6 demonstrate, that the Hamiltonian sampler nicely recovers the filamentary structure of the density field.
Being a fully Bayesian method, the Hamiltonian sampler does not aim at calculating only a single estimate, such as a mean or maximum a postiori value, it rather produces samples from the full lognormal Poissonian posterior. Given these samples we are able to calculate any desired statistical summary. In particular, we are able to calculate the mean and the according variance of the Hamiltonian samples.
In figure 7 we show three different volume renderings of the ensemble mean density and the according ensemble variance fields. It can be seen that the variance projections nicely reflect the Poissonian noise structure. Comparing high density regions in the ensemble mean projections to the corresponding positions in the variance projections, reveals a higher variance contribution for these regions, as expected for Poissonian noise. This demonstrates, that our method allows us to provide uncertainty information for any resulting final estimate.
SUMMARY AND CONCLUSION
In this work we introduced the Hamiltonian Monte Carlo sampler for nonlinear large scale structure inference and demonstrated its performance in a variety of tests. As already described above, according to observational evidence and theoretical considerations, the posterior for nonlinear density field inference is adequately represented by a lognormal Poissonian distribution, up to overdensities of δ ∼ 100. Hence, any method aiming at precision estimation of the fully evolved large scale structure in the Universe needs to handle the nonlinear relation between observations and the signal we seek to recover. The Hamiltonian Monte Carlo sampler, presented in this work, is a fully Bayesian method, and as such tries to evaluate the lognormal Poissonian posterior, given in equation 5, via sampling. In this fashion, the scientific output of the method is not a single estimate, but a sampled representation of the multidimensional posterior distribution. Given this representation of the posterior any desired statistical summary, such as mean, mode or variances can easily be calculated. Further, any uncertainty can seamlessly be propagated to the finally estimated quantities, by simply applying the according estimation procedure to all Hamiltonian samples.
Unlike conventional Metropolis Hastings algorithms, which move through the parameter space by random walk, the Hamiltonian Monte Carlo sampler suppresses random walk behavior by following a persistent motion. The HMC exploits techniques developed to follow classical dynamical particle motion in potentials, which, in the absence of numerical errors, yield an acceptance probability of unity. Although, in this work we focused on the use of the lognormal Poissonian posterior, the method is more general. The discussion of the Hamiltonian sampler in section 4, demonstrates that the method can in principle take into account a broad class of posterior distributions.
In section 7, we demonstrated applications of the method to mock test cases, taking into account observational uncertainties such as selection effects, survey geometries and noise. These tests were designed to study the performance of the method in real world applications.
In particular, it was of interest to establish intuition for the behavior of the Hamiltonian sampler during the initial burn-in phase. Especially, the required amount of samples before the sampler starts drawing samples from the correct posterior distribution was of practical relevance. The tests demonstrated, that for a realistic setup, the initial burn-in period is on the order of ∼ 100 samples.
Further, the tests demonstrated that the Hamiltonian sampler produces unbiased samples, in the sense that each sample possesses correct power. Unlike a filter, which suppresses the signal in low signal to noise regions, the Hamiltonian sampler nonlinearly augments the poorly or not observed regions with correct statistical information. In this fashion, each sample represents a complete matter field realization consistent with the observations. The convergence of the Markov chain was tested via a Gelman&Rubin diagnostic. We compared the intra and inter chain variances of two Markov chains each of length 20000 samples. The estimated PSRF indicated good convergence of the chain. This re-1 , Francisco Shu Kitaura Figure 6 . Slices through density samples during the initial burn-in phase. The upper panels correspond to the first sample, middle panels show the tenth sample and the lower panels present the hundredth sample. Left and right panels show two different slices through the corresponding sample. It can be seen that during the initial burn-in phase power equalizes between the observed and unobserved regions. Successive samples recover finer and finer details.
c 2006 RAS, MNRAS 000, 1-14 Figure 7 . Volume rendering of the ensemble variance (upper panels) and the ensemble mean (lower panels) obtained from the mock galaxy catalog analysis for three different perspectives. The mean shows filigree structures which have been recovered. It can also be seen that the ensemble variance reflects the Poissonian behavior of the noise. High density regions in the ensemble mean field correspond to regions with high variance as is expected for a Poissonian shot noise contribution.
sult demonstrates, that it is possible to efficiently sample from nonGaussian distributions in very high dimensional spaces.
In a final test the method was applied to a realistic galaxy mock observation based on the millennium run (Croton et al. 2006 ). Here we introduced again survey geometry and selection effects and generated 20000 samples of the lognormal Poissonian posterior. The results nicely demonstrate that the Hamiltonian sampler recovers the filamentary structure of the underlying matter field realization. For this test we also calculated the ensemble mean and the corresponding ensemble variance of the Hamiltonian samples, demonstrating that the Hamiltonian sampler also provides error information for a final estimate.
To conclude, in this paper we present a new and numerically efficient Bayesian method for large scale structure inference, and its numerical implementation HADES. HADES provides a sampled representation of the very high dimensional non-Gaussian large scale structure posterior, conditional on galaxy observations. This permits us to easily calculate any desired statistical summary, such as mean, mode and variance. In this fashion HADES is able to provide uncertainty information to any final quantity estimated from the Hamiltonian samples. The method, as presented here, is very flexible and can easily be extended to take into account additional nonlinear observational constraints and joint uncertainties.
In summary, HADES, in its present form, provides the basis for future nonlinear high precision large scale structure analysis. 1 , Francisco Shu Kitaura one has to calculate M parallel MCMC chains, which are initialized from different parts of the target distribution. After discarding the initial burn-in samples, each chain is of length n. We can then label the outputs of various chains as φ
