Abstract-Network traffic prediction has been an important problem in the field of network designing and planning. Several prediction approaches are developed to predict the network traffic as well as its generalization promotion ability. By analyzing the limitation of previous approaches, we propose a network traffic prediction approach based on the Chaos theory and Regression-SMKL (RRSMKL) algorithm. To our best knowledge, this is the first work that couples Chaos theory and RSMKL for network traffic prediction. First, we employ Chaos theory to extract the features of networks. Then we propose the RSMKL is to predict the network traffic, in the manner of regression. The proposed approach is then applied to predict the real network traffic data. By the simulation test, the results show that the proposed prediction approach in this paper has satisfied prediction accuracy, fast prediction speed and better network traffic prediction ability.
INTRODUCTION
With the rapid development of network, business and applications loaded by network grow with each passing day. So it's the important problem to strengthen network construction and management for operators. In order effectively improve running speed and availability of network, prediction of network traffic is the key. Meanwhile, network traffic is not only the important parameter to weigh running load and condition of the network, but also the important and basic link in network management [1] . That is to say, network traffic, which is linked with network's relative activities, is one of the important carriers to record and feedback the network and its users' activities [2] . What's more, we can timely understand running condition of network system through monitoring the network traffic. Prediction is to make an anticipated estimation and projection to information not yet occurred and indeterminate up to now according to the past and current information. That is, under certain mathematical model, make a reasonable speculation within allowable error range to the development trend, direction and all possible states of information in the next period of time. When network traffic is abnormal, the emerged problem is solved by network managers after the alarm induced by network management system, which is a responsive behavior-problems come first, then deal with them. However, it's possible to effect on normal running of the network for such a way, the reason of which it that there is no enough time to analyze and deal with problems. If the overload of traffic can be predicted in advance, and problems can be analyzed and handled before the overload, then the availability of network can be significantly improved. Therefore, it has important influence on management and normal running of the network to predict network traffic, so network traffic prediction has been an important research subject up to now.
At present, there are mainly two network traffic prediction methods: one is the traditional prediction method represented by time series method, such as weighted one-rank local-region method; another is the artificial intelligence prediction method represented by neural network, such as the prediction method of combination of chaos theory and BP neural network, where BP neural network is the prediction model. And the essence it a progress, in which the past known condition is input, then the future results are output by prediction operator. Meanwhile, traditional time series model can only deal with a short network flow. However, with the development of network measure technology, researchers found that the business of high-speed network had a long correlation or similarity, which cannot be handled with traditional methods, so the prediction method of time series is limited. Neural network takes the principle of minimization of empirical risk, but the required training sample is large, which can easily cause over-fitting (the weak generalization ability), resulting in the reduction of prediction accuracy. Meanwhile, neural network has a very complex structure, so it's difficult to select the number of nods in implication layers. With the uninterrupted increase of input dimension, the subsequent sharp increase of number of neurons usually leads to the problem of "curse of dimension", which greatly limits the application of neural network.
For network traffic prediction method basing on combination of chaos theory and SVRM algorithm, different kernel functions have different features, so that different kernel functions have different performances in different applications [3] [4] . What's more, there is no perfect theory used as a basis to construct or select a kernel function up to now. In addition, when there is heterogeneous information in features of samples [5] [6] , or the scale of samples is very large [7] [8] , or multidimensional data is irregular [9] , or the data unevenly distributes in high-dimensional feature space, it's obviously unreasonable to deal with all samples only with the way of mapping induced by the single simple kernel.
Therefore it's important to select one algorithm, which includes heterogeneous information and has a large-scale sample, irregular multi-dimensional data or uneven distribution of high-order feature space. Meanwhile, performance of function of this algorithm has little difference when being used in different applications.
Network traffic prediction is the important content of network management, so the real-time and accurate network traffic prediction is not only the base of realizing optimal configuration of network resources, but also the important guarantee to make the network be used in society. Based on analyzing the relative research findings, on account of the limit and deficiency of network traffic prediction, network traffic prediction is explored in depth in this paper. Based on the network traffic prediction method of combining chaos theory with RSMKL, the model of network traffic prediction is constructed, in order to improve the accuracy and effectiveness of network traffic prediction, the purpose of which is to enrich methods of network traffic prediction on a theoretical level and supply references with optimizing network traffic prediction on a practical level [10] .
On the basis of phase space reconstruction of chaos theory, RSMKL is taken as prediction model to fit evolution trend of phase points in phase space of network traffic, in order to build one network traffic prediction model basing on combination of chaos theory and RSMKL. It first transforms the time series of undimensional network traffic into the form of matrix with phase space reconstruction of chaos theory, and then trains the constructed time series with RSMKL. And the training method is composed as,
(1) Normalize data of the collected record samples of the network connections after the quantity features are transformed;
(2) Obtain multi-kernel functions and compare the results with different combinations of kernel functions, in order to select a better multi-kernel function; (3) Determine the parameters of the selected multikernel function using grid-search method;
(4) The normalized data can be the input of RSMKL training, and then the results can be got through training. So it can avoid blindness of selecting data of RSMKL in the progress of training.
(5) Finally, do simulation experiments with specific network traffic data [11] [12] .
The simulation results show that: (1) results of predicting network traffic with the combination of chaos theory and support vector machine has a great volatility, but the average relative error and mean square error of method proposed in this paper are relatively concentrated, and the prediction accuracy is obviously higher than that of the former; (2) When determine kernel parameters to make experiments with gird-search method, which expresses great advantage in average relative error, mean square error and optimizing time, satisfactory prediction results can be obtained [13] .
The contributions of this paper are twofold: (1) We use Chaos theory to analyze the network traffic, and firstly utilize Chaos theory the extract features that can identify the complex network.
(2) We propose RSMKL based on SMKL, and use it to predict the network traffic. Note that the SMKL is originally proposed for classification, while our proposed RSMKL can do regression.
II. THE PROPOSED SCHEME
Observed from analyzing features of network traffic, network traffic has certain chaos, so one method, which is consist of RSMKL and chaos theory to realize predicting network traffic, is presented in this paper [14] . The complete framework of the proposed method can be found in Figure 1 . Figure 1 .
The experiment procedure of the proposed method 
And three issues shall be solved before the chaos theory and RSMKL are used in predicting the traffic: (1) Chaos prediction in systems; (2) the identification of chaos features and time features of network traffic; (3) phase space reconstruction in systems. However, in order to solve the above problems, it needs to analyze in phase space. Therefore phase space reconstruction has a critical influence on predicting network traffic. The coupling of feature extraction method and prediction model
A. Feature Extraction
In this paper, phase space can be constructed with coordinate delay. Then a group of traffic series getting from actual prediction can be expressed as 12 , , , n x x x ;  is time delay, and m is the embedding dimension.
What's more, the span of i is from   1 m   to n , the reconstructed phase points can be expressed by . In reconstruction of phase space, it's significantly important to determine embedding dimension m and time delay, so in this paper, the method of mutual information is used to determine time delay when representation of chaos is used to determine embedding dimension. Finally, the above method of phase space construction can be used to identify and handle chaos features of network traffic [15] .
The feature extraction procedure and the kernel section for features are illustrated in Figure 2 .
The information table [7] is ,,,
is the attribute set, for example {weight, gender}; V is the domain that defines the value space of the attribute set. And the information function can be expressed as:
The above formula also can be expressed as
. Assuming that XU  and A  , the lower bound and the upper bound can be respectively defined as:
The critical value is shown as down PNX PX PX  . Then the calculation of the classification error rate is shown in the following formula:
where 0 ( ) 1 p X   After all attributes of the set to be studied are fully simplified, it can construct the accurate information table. Then it classifies the rules within the information table. Finally it will put forward some effective decision rules.
Integrating the results of Boolean operation can get the Table 1 . Some attribute values in Table 6 were ignored according to the Boolean operation results: x2, x4, x6, x7. Some must keep two attribute values: x1，x5. The rules premise of d and x8 represented are al=2 or a2=3 the two attribute values. But because in the category d=2 there is the rule represented byx2, a2=3->d=2. So the attribute value represented byx3 and x8 can be omitted (omitted attribute value represented by "-"). But only using the value of the property can represent.
The above part gives the features of network traffic which can identify the statues of network, and can be delivered to RSMKL for network traffic prediction.
B. Traffic Prediction using RSMKL Algorithm
We now describe RSMKL with an example of function
  be the dot product in feature space with parameter , which can be directly used as recurrence or to classify according to features of functions. In support vector machine, the goal of learning is to determine the global optimum in test data ( , ) ii xy . In addition, the study on multi-kernel can be also used to estimate the value of 
where 0 d  . In the above formula, and kernel can be any common differentiable function, which should be continuously derivable with respect to d . Moreover, canbe loss functions of any types. In this paper, our purpose is to predict the network traffic, which is essentially a regression problem rather than a classification problem. We here extend RSMKL for regression by introducing the loss function:
To take advantage of the existing methods for largescale optimization, we can adjust the original two steps of optimization combined in one nest with the standard progress. In external cycle, learning kernel is achieved through optimizing . But in internal cycle, the kernel is confirmed and parameters of support vector machinecan be obtained. That is, these can be obtained only when the original assumption is rewritten as the follows: 
In this equation HK  . Therefore, in order to making use of gradient, we first need to obtain . If we need a rapid convergence rate, in order that the second step can go with a swing, our assumption can be properly revised, but not use gradient descent [6] .
III. EXPERIMENTAL RESULTS
This paper used the Chaos theory, combining with the RSMKL, to predict the network traffic [16] [17] . The experiment is mainly composed of five procedures as follows: data acquisition, feature extraction, vectorization representation, training and evaluation for the experiment results [18] . The experiment process is shown in Figure 1 .
A. Data Collection and the Expression of Direction Space
In this paper, the experimental data is collected from the network center of North China University of Water Conservancy and Hydropower [19] . This article collected the network traffic of per hour from March 15, 2011 to April 15, 2013, totally 30 days, getting 720 data (30 24 720)

. During the experiment, this paper put the network traffic of the former 20 days as the training sample, and the last 10 days as test samples to predict traffic data. After getting the traffic data, it will be expressed as the direction space form,
and we use 1 2 1 , , , ,
to represent a set of real traffic data. Then we use the mutual information method to determine the delay time , and set its value as three hours. The CAO said method is used to determine the embedding dimension of 8 m  . We used the small quantitative data method, which is modified by Sato, to determine the Laypunovindex λ 0.0117  . Finally, we input the values into the direction space reconstruction equation, and then we will get 684 training samples. So we can use the method proposed in this paper to carry on the training. In order to avoid the inner product calculating difficulty, image feature too big or too small of the Kernel function in the training process, so we give the normalized processing to the training data.
The purpose of attribute reduction is to remove the redundant attribute i a .The condition is that it needs to 
This can be used for attribute reduction. The feature extraction procedure and the corresponding kernel section procedure are illustrated in Figure 2 .
B. The Evaluation Criteria of the Algorithm
In order to perform a comprehensive and credible evaluation about the method in this paper, this paper it used the generic guidelines to evaluation. As for the regression experiments, it used the accuracy as the evaluation criteria:
tp tn

Accuracy tp tn fp fn
Among it, TP (true positive) said the positive samples that the classifications are correct; TN (true negative) said the negative samples that the classifications are correct; FP (false positive) said the positive samples that the classifications are wrong; FN (false negative) said the negative samples that the classifications are incorrect. Although the recall rate and other evaluation criteria can be used to assess the classification algorithm, the classification accuracy is one of the most widely and intuitive evaluation criteria. Here consider two classes classification problems, the two types of samples were recorded as positive samples, and negative samples. The molecular is the sum of TP and TN, and the denominator is all the test samples.
C. Selecting the Kernel Parameters
Because of the kernel function, the parameters of the kernel and the high-dimensional mapping space, there exists corresponding relationship. When performing the prediction, we only need to choose the appropriate kernel function, kernel parameters and high-dimensional mapping space. It is possible to obtain the separator with good learning ability and generalization ability. Because the error penalty factor C and are the key factors that can influence the properties of RSMKL [6] . These parameters will have great influence on the prediction accuracy and generalization ability of RSMKL. When it selects the parameters, it will use the grid search method to get the optimal selection. The operation of this method is simple and easy to understand, so it has been widely used in the optimization problem. The selection process of the kernel parameters is shown in Table 2 . And the relationship of kernel parameter selection, training and test is presented in Figure 3 . It is worth noting that, in the step 1 of Table 3 , we set In the process 2 when do the grid coarse search, we generally set the step for 2; in the process 5 we can make the search results more accurate. Usually, we will choose the region that has higher prediction accuracy, which is equivalent to reduce the step length for a secondary search.
D. Results and Analysis
Through giving the feature transformation and data normalization processing to the collected network traffic data and using the network traffic characteristics of chaos method shown in Section 2.1, we can realize the direction space expression of the data. And according to the grid search method shown in Section 4.2 we can finish the parameter choice. Finally, the processed data and the kernel parameters will be input into the machine to train.
In the first experiment, we repeated it 20 times of tests, and used the average of the experimental results as the final evaluation criterion. This article used the average relative error (MAPE) and mean square error (MSE) as the evaluation indexes. And comparing the result got from the Chaos theory and support vector regression machine (SVRM) with the experimental results of our proposed method, the comparing results are summarizedinTable3. These results are obtained using different kernel parameters. From the results in Table 4 we can see that the prediction results are quite different in the above methods. The average relative error (MAPE) and the mean square error (MSE) in this paper are relatively concentrated, and the prediction accuracy is significantly higher than the former. Note that, the proposed method shows robustness to two different error measures. The reasons accounting for the improvement of our proposed are three fold. First, RSMKL exploits the ability of the nonlinear feature mapping by learning an implicit feature space, by which the classifier could well adapt to data distribution well. The adaptability essentially comes from the flexibility of the parameters of kernels of RSMKL. Second, the selection method for kernel parameters can adapt to dataset much better, in comparison with empirical parameter selection. Third, the cooperation of Chaos method also excites the potential of RSMKL algorithm. In the second experiment, we will compare two algorithms to highlight the advantages of the proposed method: Chaos theory with SVRM, and Chaos with RSMKL, where the second method is our proposed method. For brevity, the two methods are referred to as Chaos-SVRM and Chaos-RSMKL respectively. The training samples are 1000. In this paper, we picked up ten experimental results. The results are shown in Table  4 .From the experiment results; we could found that the accuracy rate of the proposed method Chaos-RSMKL is higher than that of Chaos-SVRM. Moreover, under the evaluation criteria of TP, TN, FP and FN, the proposed also show outperformance over Chaos-SVRM. The experiment is run for 9 rounds each of which randomly forms the training set and test set. As shown in Table 6 , the proposed method Chaos-RSMKL outperforms Chaos-SVRM consistently over all 9 rounds. The reasons accounting for these out performances are twofold. First, RSMKL exploits the ability of the nonlinear feature mapping through learning the implicit feature space. By means of learning nonlinear feature mapping, the classifier could adapt to data distribution well. The adaptability of RSMKL comes from the flexibility and the adaptability of the parameters of kernels of RSMKL. Second, the grid search based selection method for kernel parameters can adapt to dataset much better, compared to experience based parameter selection. Third, the coupling of Chaos method also excites the potential of RSMKL algorithm. On account of the features of non-stationary and nonlinearity of the network traffic, the phase space reconstruction of time series of network traffic can be executed by introducing chaos theory. Moreover, time series of network traffic can be changed into vector series in 5-dimensional state space, with which evolution information of the network traffic can be extracted and recovered as far as possible. With the principle of minimization of structure risk, RSMKL preferably solves the problems: (1) it easily falls into the local minimum; and (2) the irreconcilable contradiction between accuracy and generalization in neural network, which can effectively reduce the risk of over fitting. It has better effect to predict with this method that to predict with the weighted one-rank local-region method and BP neural network method. In the second experiment, we performed the evaluation of two parameter selection methods: empirical selection and grid search. The results are summarized inTable5, where the two parameter selection methods are measured by MAPE, MSE and optimization time. As shown in Table 5 , we can see that it showed great advantages based on grid search method to determine the parameters for kernel, under two different error measures: the average relative error (MAPE) and mean square error (MSE). Also, under the criteria of the optimization time [16] , the grid search based parameter selection method shows superiority over the experience based parameter selection method, i.e., an acceleration of 73 seconds. The potential reasons accounting for the above superiorities of the grid search based parameter selection method over the human experience based parameter selection method are twofold. Firstly, when the search range and search grids can be appropriately configured, the grid search based parameter selection method is able to exploit the parameter space much more sufficiently than the experience based parameter selection method, which makes the selected parameters much closer to the optimum parameters. Secondly, the grid search based parameter selection method is composed of two search steps, a coarse search followed by a fine search, which makes the search procedure more efficient.
IV. CONCLUSIONS
On account of features of chaos and nonlinearity of network traffic, network traffic prediction method of the combination of chaos theory and RSMKL is proposed, and the actual network data is used for the simulation test. And the test results show that: (1) constructing the training sample sets with predicting the closed point of phase point can effectively improve the accuracy of predicting; (2) network traffic prediction method based on chaos and RSMKL can significantly improve the prediction accuracy of network traffic, so it has a wide application prospect.
In summary, network traffic prediction method of the combination of chaos and RSMKL, which is proposed in this paper, has an extra precision and relatively small prediction error. Meanwhile, this method can describe the change trend of network traffic more accurately. Further, its prediction results are better and more reliable. In order to possess time series of network traffic with features of chaos, the prediction problems provide a new solution, which has strong application and generalization value.
