Abstract: Doubly robust estimators have now been proposed for a variety of target parameters in the causal inference and missing data literature. These consistently estimate the parameter of interest under a semiparametric model when one of two nuisance working models is correctly specified, regardless of which. The recently proposed bias-reduced doubly robust estimation procedure aims to partially retain this robustness in more realistic settings where both working models are misspecified. These so-called biasreduced doubly robust estimators make use of special (finite-dimensional) nuisance parameter estimators that are designed to locally minimize the squared asymptotic bias of the doubly robust estimator in certain directions of these finite-dimensional nuisance parameters under misspecification of both parametric working models. In this article, we extend this idea to incorporate the use of data-adaptive estimators (infinitedimensional nuisance parameters), by exploiting the bias reduction estimation principle in the direction of only one nuisance parameter. We additionally provide an asymptotic linearity theorem which gives the influence function of the proposed doubly robust estimator under correct specification of a parametric nuisance working model for the missingness mechanism/propensity score but a possibly misspecified (finite-or infinite-dimensional) outcome working model. Simulation studies confirm the desirable finitesample performance of the proposed estimators relative to a variety of other doubly robust estimators.
Introduction
The estimation of most statistical parameters demands the postulation of so-called nuisance working models: models that are not of primary interest but needed to obtain a well-behaved estimator. A typical concern is then whether misspecification of these models may induce bias in the resulting estimator of the target parameter. Doubly robust estimators alleviate this concern: they consistently estimate the target parameter when at least one of two nuisance working models is correctly specified, regardless of which [1] .
Doubly robust estimators are now available for many statistical parameters and have become very popular over recent years. This is on the one hand so in view of their robustness against model misspecification, but also because of their desirable efficiency properties in many settings (see e.g., Tsiatis et al. [2] , Moore and van der Laan [3] , Vermeulen et al. [4] ) and the fact that they form a compromise between competing estimators that each rely on a single but different working model. In spite of this, doubly robust estimators have also been the subject of recent debate [5] . The reason is that model misspecification is likely to affect all working models in practice, thus making the double-protection property appear of a more academic interest. Initial reports suggested that modest misspecification of both working models might still deliver doubly robust estimators with reasonably small bias [1, 6] . However, later simulation studies signaled that their (finite-sample) bias and variance can sometimes get severely amplified under misspecification of at least one working model and may become especially severe under misspecification of both working models [5, 7] .
Vermeulen and Vansteelandt [8] investigated the usefulness of doubly robust estimators from the perspective that all models are wrong. They discovered that, interestingly, some doubly robust estimators partially retain their robustness properties even under misspecification of both working models. In particular, they studied the asymptotic bias of doubly robust estimators for a scalar parameter. They found that without knowledge of the true data-generating law, the asymptotic bias of these estimators can typically be locally minimized in certain directions of the finite-dimensional nuisance parameters. This is possible by making use of specific estimators of the nuisance parameters, which target bias reduction. Vermeulen and Vansteelandt [8] referred to their procedure as bias-reduced doubly robust estimation.
Vermeulen and Vansteelandt [8] contrasted their bias-reduced doubly robust estimators with a variety of other doubly robust estimators that are primarily aimed at variance reduction under misspecification of one working model. They found their estimators to be highly competitive, although sometimes slightly more biased than so-called targeted maximum likelihood estimators (TMLE, van der Laan and Rubin [9] ). TMLE, an estimation principle that may be used for pathwise differentiable target parameters in semiparametric models, reduces bias by making clever use of data-adaptive learning algorithms (infinite-dimensional nuisance working models) such as ensemble learning, and specifically super-learning [10] . In this article, we will investigate how such data-adaptive learning algorithms can be integrated in the theory of biasreduced doubly robust estimation to aim at further bias reduction. This will also overcome one of the limitations of the proposal by Vermeulen and Vansteelandt [8] , that both nuisance working models must be indexed by nuisance parameters of the same dimension.
The article is organized as follows. In Section 2, we introduce some notation and the inferential problem at stake: estimation of a population mean outcome in the presence of outcome missingness that is explainable by measured auxiliary covariates; equivalently, the estimation of a mean counterfactual outcome in the presence of data on all relevant confounders. In Section 3, we briefly review the theory on biasreduced doubly robust estimation in the context of the example given in Section 2. Next, in Section 4, we outline the proposed extension of the bias-reduced doubly robust estimator to incorporate data-adaptive learning algorithms. The motivation behind this proposal is to fluctuate an initial data-adaptive estimator for the outcome-covariate associations in a way that aims to reduce the bias in the direction of the finitedimensional parameter indexing the propensity score model. We therefore call this procedure data-adaptive bias-reduced doubly robust estimation. We also show how to perform inference based on the asymptotic linearity of the estimator (under certain regularity conditions to allow for data-adaptive estimation of the outcome working model and the condition that the parametric model for the propensity score is correct). In Section 5, we illustrate the performance of our proposal relative to the original bias-reduced doubly robust estimator and the TMLE procedure [9] . In Section 6, we illustrate the generic nature of the proposal and show how to implement the proposed strategy in a linear instrumental variable analysis. We end with a discussion in Section 7. Finally, these methods are implemented in an R-function, given in Appendix B.
Some relevant literature overview
The discussions on the Kang and Schafer article [5, [11] [12] [13] [14] [15] revealed that many different doubly robust estimators may be obtained for a given target parameter by varying the choice of nuisance working model estimators. Different choices may lead to doubly robust estimators which all have potentially very different behavior and properties under misspecification of at least one working model but are asymptotically equivalent under correct specification of both working models. As a result, many alternatives to maximum likelihood estimation (MLE) have now been proposed in the literature for the estimation of the nuisance parameters/nuisance working models that index certain doubly robust estimators. Rubin and van der Laan [16] , Cao et al. [17] and Tsiatis et al. [18] developed doubly robust estimators in specific missing data models which target minimal asymptotic variance when the missingness model is correctly specified. The TMLE (targeted maximum likelihood estimation) procedure [9, 19] and the procedures of Tan [20] and Rotnitzky et al. [21] guarantee doubly robust estimators that fall within the parameter range, with the latter procedures also having desirable efficiency properties. With the exception of TMLE, all these proposals focus on improving the efficiency of doubly robust estimators under misspecification of the working model for the dependence of the observed outcome on covariates/confounders in missing data/causal inference models. The collaborative TMLE (C-TMLE) procedure of van der Laan and Gruber [22] additionally focuses on the estimation of the missingness/exposure probabilities in a way that aims to attain an optimal bias-variance trade-off. In contrast, Vermeulen and Vansteelandt [8] focus on bias reduction under the constraints of parametric working models. For a review of many of the aforementioned procedures, we refer to Rotnitzky and Vansteelandt [23] ; for a comparison of the performance of many of these alternatives, we refer to Tan [20] , Porter et al. [24] and Vermeulen and Vansteelandt [8] .
2 Doubly robust estimation of a population mean with incomplete data
where the observed data vector O = ðRY, R, XÞ is distributed according to a true underlying but unknown probability distribution P 0 . We let Y denote the outcome of interest which is susceptible to missingness, formalized using the missingness indicator R where R = 1 if Y is observed and R = 0 if Y is missing. We assume that missingness is explainable by X, a collection of auxiliary covariates, so that the missing at random (MAR, Rubin [25] ) assumption holds:
? RjX, where we use ? ? to denote statistical independence. Throughout, for some parameter λ, we use λ 0 to denote its (unknown) population value; in particular, EðYÞ = ψ 0 . Furthermore, for a function f of the observed data and a probability distribution P, we let Pf denote the integral Ð fdP. Doubly robust estimation of ψ 0 requires specification of two nuisance working models [26] . First, we need a working model Q = f QðXÞj Q in some class of functions} for the true conditional mean outcome Q 0 ðXÞ = E 0 ðYjXÞ (which equals E 0 ðYjR = 1, XÞ because of MAR). Let MðQÞ denote the statistical model for the joint distribution of O implied by the restrictions imposed by Q. Let Q n ðXÞ denote an estimator of Q 0 ðXÞ with probability limit Q * ðXÞ; that is, Q n ðXÞ ! p Q * ðXÞ. Under MðQÞ, Q * ðXÞ = Q 0 ðXÞ, but not otherwise. Second, we need a working model G = fgðXÞjg in some class of functions g for the true missingness mechanism g 0 ðXÞ = P 0 ðR = 1jXÞ, for which we assume positivity: g 0 ðXÞ ≥ δ > 0 with probability one (van der Laan and Rose [19, chap. 10] ). Let MðGÞ denote the statistical model for the joint distribution of O implied by the restrictions imposed by the working model G. Letĝ n ðXÞ denote an estimator of g 0 ðXÞ with probability limit g * ðXÞ; that is,ĝ n ðXÞ ! p g * ðXÞ. Under MðGÞ, g * ðXÞ = g 0 ðXÞ. A doubly robust estimator of ψ 0 is then obtained viaψ
It can easily be verified from the above expression that this estimator is consistent for ψ 0 under the union model MðQÞ ∪ MðGÞ: as soon as one but not necessarily both working models are correctly specified. Interestingly (provided sufficient regularity for the working models), it is also locally efficient [27] at the intersection model MðQÞ ∩ MðGÞ in the following sense: it has smallest asymptotic variance within the class of all estimators that are consistent and asymptotically normal under MðGÞ, provided that also MðQÞ is correctly specified. At the intersection model, it has the following simple expansion
with (under sufficient regularity on the working models Q and G, see for instance Appendix A.1 of van der Laan and Rose [19] ) the remainder R n = o p ð1= ffiffiffi n p Þ, P n the empirical distribution which puts mass 1=n on each observation O i , i = 1, . . . , n and D * ð Q 0 , g 0 ; ψ 0 Þ the efficient influence function, given by
The expansion (2) is attractive because it (and thus the asymptotic distribution of the doubly robust estimator) is the same when both nuisance working models are correctly specified, no matter how the nuisance parameters are estimated and no matter whether they are estimated or known. Finally, note that by construction
3 Bias-reduced doubly robust estimation
Bias-reduced doubly robust estimation is a generic estimation strategy for the nuisance parameters indexing parametric nuisance working models G and Q, aimed at bias reduction under misspecification of both these models. In Section 3.1, we will introduce such parametric models in the context of the missing data example. In Section 3.2, we will then review the bias-reduced estimation principle.
Parametric nuisance working models and MLE
Suppose we parameterize the working model for the conditional mean outcome by a q-dimensional parameter γ: Q γ = f QðγÞðXÞjγ 2 R q g with QðγÞðXÞ = Qfγ T kðXÞg, Q an appropriate inverse link function and k = ð1, k 1 , . . . , k q − 1 Þ; e.g., a linear regression model
If the model MðQ γ Þ is correctly specified and thus includes P 0 , we let γ 0 be such that Qðγ 0 Þ = Q 0 . Further, let the p-dimensional parameter α parameterize the working model for the missingness mechanism: G α = fgðαÞðXÞjα 2 R p g where gðαÞðXÞ = Gfα T lðXÞg, G is an appropriate inverse link function and l = ð1, l 1 , . . . , l p − 1 Þ; e.g., a logistic regression model gðαÞðXÞ = expitðα 1 + α T 2 XÞ, expitðxÞ = 1=ð1 + e − x Þ. If the model MðG α Þ is correctly specified and thus includes P 0 , we let α 0 be such that gðα 0 Þ = g 0 . Root-n consistent and asymptotically normal estimatorsγ n andα n for the nuisance parameters γ and α can be obtained as solutions to estimating equations P n D Q ðγ n Þ È É = 0 and P n D g ðα n Þ È É = 0 with the estimating functions D Q and D g such that P 0 fD Q ðγ 0 Þg = 0 if P 0 2 MðQ γ Þ and P 0 fD g ðα 0 Þg = 0 if P 0 2 MðG α Þ.
Throughout, we will assume thatγ n ! p γ * for some γ * (with γ * = γ 0 under model MðQ γ Þ) andα n ! p α * for some α * (with α * = α 0 under model MðG α Þ) and, moreover, that these estimators are asymptotically linear with influence function − P 0 fD γ,
In practice, maximum likelihood estimation (MLE) (or least squares) is routinely employed to estimate the nuisance parameters. The MLEsγ MLE n andα MLE n solve the estimating equations P n D
Q ′ ðxÞ = ∂QðxÞ=∂x and G ′ ðxÞ = ∂GðxÞ=∂x. A doubly robust estimator is then given byψ
Although MLE is asymptotically efficient and optimal for these nuisance parameters with respect to the corresponding working model, it need not be optimal with respect to the target parameter ψ 0 under misspecification of one of these models. Under such misspecification, the influence function of the doubly robust estimator (and thus its asymptotic distribution) becomes indeed dependent on the choice of root-n consistent estimators of the nuisance parameters (see e.g., Vermeulen and Vansteelandt [8] , Proposition 1). This raises the question how to best fit the nuisance working models.
Bias-reduced doubly robust estimation 3.2.1 Estimation principle
Vermeulen and Vansteelandt [8] aim to reduce the squared asymptotic bias of the doubly robust estimator under misspecification of both working models by making use of particular nuisance parameter estimators. Their starting point is that under possible misspecification of Q γ and G α , for arbitrary but fixed nuisance parameter values γ and α, the asymptotic bias of the doubly robust estimator, as a function of P 0 and these nuisance parameters γ and α, is given by biasðγ, α;ψ 0 Þ = P 0 D * f QðγÞ, gðαÞ;ψ 0 g Â Ã . This bias is zero under the union model MðQ γ Þ ∪ MðG α Þ, so when we either take γ = γ 0 or α = α 0 . Away from this model, locally minimizing bias 2 
Here, the function D 
Illustration: estimation of a population mean with incomplete data
We illustrate the bias-reduced doubly robust estimation principle for the missing data problem discussed in Section 2. Consider the working models Q γ and G α from Section 3.1 but with k and l of the same dimension (i.e., such that q = p). Estimators for the nuisance parameters ðγ
BR, T n Þ T are then obtained by solving (7) and (8):
Vermeulen and Vansteelandt [8] show how (10) can be solved by optimizing an integrated estimating equation; (9) can be solved via weighted least squares based on the complete cases. They moreover discuss various desirable properties of the doubly robust estimator based on these nuisance parameter estimators. Here, we develop visual insight using two simple examples. Figure 1 illustrates the defining property of the bias-reduced estimation principle: as one varies the nuisance parameter values allowed by the chosen working models, the squared asymptotic bias of the doubly robust estimator is locally minimized at ð2.254, − 0.959Þ % ðα * BR , γ * BR Þ in certain directions of γ and α. Bias-reduction is indeed local, as we observe that there are two other regions where even smaller bias near zero is attained. The location of these regions depends strongly on the underlying data generating mechanism P 0 , so that they cannot be obtained by solving an estimating equation without further knowledge of the true data-generating mechanism. □ Example 2. To illustrate that the location of the aforementioned regions depends on the underlying data generating mechanism, we show a similar plot for a second example. With n = 10 5 , for each individual i, we
. Under this data generating mechanism, the true mean outcome equals ψ 0 = 2.
In Figure 2 , the cross " × " now indicates the point ðα Figure 2) is similar to the behavior in the first example (see Figure 1) . However, do note that the regions where smaller bias ; 2Þ = 0.302, which is slightly smaller than the bias of the bias-reduced doubly robust estimator. This is an artefact of the true underlying data-generating mechanism P 0 ; we are not aware of theoretical reasons for this bias to be smaller (see example 1 where it is higher). In the next section, we will explain how we can use this idea of targeting asymptotic bias reduction in one direction to be able to make use of data-adaptive learning algorithms. 
Extending bias-reduced doubly robust estimation beyond parametric working models
In this section, we will relax the restriction to parametric working models by making use of data-adaptive learning algorithms to estimate the conditional mean outcome, as in TMLE. We will continue to work with a parametric working model for the missingness mechanism because of the possible concern that a too flexible, data-adaptive model specification may result in near-positivity violations and thereby distort the performance of the doubly robust estimator; as noted by a referee, this could alternatively be prevented via cross-validation [29] . With concern for bias under such parametric working model, we will apply the biasreduction principle of Section 3.2 in the direction of the nuisance parameters indexing that working model. A positive side effect of our proposed procedure will be that it no longer constrains the dimensions of both working models to be the same.
Main idea
Our proposal is to start with a parametric model for the missingness mechanism g 0 ðXÞ, indexed by α, and an estimatorα n of α, e.g., the MLE. Next, an estimator for the conditional mean outcome Q 0 ðXÞ is obtained, either by maximum likelihood estimation under a parametric model or by using data-adaptive learning algorithms such as super-learning [10] . With concern for misspecification of the missingness model, we next fluctuate this initial estimator of Q 0 ðXÞ through a parametric fluctuation model, indexed by a finitedimensional parameter ε of at least the dimension of α. This model includes covariates that are chosen in such a way that the score of the fluctuation parameter ε equals the gradient D * α f QðγÞ, gðαÞg. By doing so, we aim to reduce the asymptotic bias of the doubly robust estimator in the direction of α, as explained in Section 3.2. In Section 4.2, we will detail how this can be done. Note that we can thus allow for a missingness model of arbitrary dimension by exploiting the bias-reduced estimation principle in only a single dimension.
The idea of extending an initial fit of the conditional mean outcome is not new: this idea was already proposed in Bang and Robins [6] and it also underlies the TMLE procedure of van der Laan and Rubin [9] , as well as other improved doubly robust estimation procedures [20, 21] . Our proposal is nonetheless different in that it explicitly targets bias reduction (in the direction of α). In contrast, the TMLE procedure aims at obtaining a doubly robust substitution estimator and the procedures by Tan [20] and Rotnitzky et al. [21] target a bounded doubly robust estimator with desirable efficiency properties.
Practical implementation of the procedure
The extension of the bias-reduced doubly robust estimation procedure can be implemented using the following four steps.
Step 1: Estimatorĝ MLE n for the missingness mechanism g 0 ðXÞ.
Postulate a parametric working model for g 0 ðXÞ: G α = fgðαÞðXÞjα 2 R p g where gðαÞðXÞ = Gfα T lðXÞg and G is an appropriate inverse link function and l = ð1, l 1 , . . . , l p − 1 Þ, e.g., the logistic regression model GðÁÞ = expitðÁÞ. Obtain the MLEα
Step 2: Initial estimator Q 0 n for the conditional mean outcome Q 0 . The second step of the procedure is to obtain an initial estimator for Q 0 . We describe two possibilities: (1) a parametric model and (2) a super-learner. 1. Parametric Working Model. The first option is to postulate a parametric working model for Q 0 ðXÞ:
QðγÞðXÞjγ 2 R q g with QðγÞðXÞ = Qfγ T kðXÞg, Q an appropriate inverse link function and k = ð1, k 1 , . . . , k q − 1 Þ; e.g., a linear regression model with Q the identity link. Obtain the MLEγ
Another option is to obtain an initial estimator based on data-adaptive learning algorithms, such as super-learning [10] . The super-learner is a machine learning algorithm which starts from a library of estimators f Q j jj = 1 . . . , Jg, which may consist of both parametric and nonparametric estimators. It then considers the family of all weighted averages of these estimators:
Next, the optimal weight vectorω n is defined to be the choice of ω that minimizes the cross-validated risk with respect to some loss function
QÞg , e.g., the squared error loss
The super-learner of Q 0 is defined as the estimator Q SL n = Qω n .
For further reference, we let the initial estimator Q
Step 3: Fluctuation Q ðcÞ n of the initial estimator Q 0 n . To construct an appropriate fluctuation model, we need to choose an appropriate loss-function. In this article, we consider the quasi-log-likelihood loss function with corresponding logistic fluctuation model. This choice is favored over the squared error loss function with linear fluctuation model [30] because it ensures predictions within the admissible range for the outcome. In particular, suppose Y is known to fall in the interval ½a, b with a < b. To be able to use the quasi-log-likelihood loss functions and the logistic fluctuation model, we rescale the outcome between zero and one as follows:
The procedure we describe below is based on the transformed outcomeỸ and results in an estimatorψ n ofψ n = EðỸÞ. Because EðYÞ = ðb − aÞEðỸÞ + a, the final estimator is given byψ n = ðb − aÞψ n + a. For notational convenience, without loss of generality, we will assume that a = 0 and b = 1 so that Y =Ỹ 2 ½0, 1 and we can drop the ⁓-notation.
Having thus obtained an estimator for the missingness mechanism, such asĝ MLE n , and an initial estimator Q 0 n for the conditional mean outcome taking values in the interval ½0, 1, we can now fluctuatê Q 0 n to target bias reduction in the direction of the finite-dimensional parameter α. Below, we consider three fluctuation models that will accomplish this goal with the second also guaranteeing the final estimator to be a substitution estimator, like the TMLE procedure. 
with H ð1Þ ðĝ
lðXÞglðXÞ and with logitðxÞ = logfx=ð1 − xÞg. Then defineε ð1Þ n as the MLE under this parametric submodel, i.e., such that
where L ð1Þ is the quasi-log-likelihood loss function;
It is easily verified thatε ð1Þ n solves the estimating equation
which can be solved via standard logistic regression of the observed outcomes on the covariates H ð1Þ using offset logit Q 0 n . Because the score eq. (14) is like the estimation eq. (9), it targets bias-reduction (in the direction of α) in the sense that was previously described. Define the updated estimator Q (12) so that the final doubly robust estimator of the target parameter will also be a substitution estimator (also known as a regression doubly robust estimator [12] 
where L ð1Þ is the quasi-log-likelihood loss function (13) . It follows thatε ð2Þ n solves the estimating equation 
Then defineε P n G′fα
with L ð1Þ the quasi-log-likelihood loss function (13); thusε ð3Þ n solves the estimating equations 0 =
which can be easily solved via standard weighted logistic regression of the observed outcomes on the covariates l using offset logit Q 0 n . As before this targets bias reduction because eq. (18) is like the estimating eq. (9) .Define the updated estimator Q ensure that
Step 4: Estimating the Target Parameterψ 
This implies that the doubly robust estimator can be written aŝ
which averages the observed outcome for the responders and a predicted outcome for the non-responders, making the doubly robust estimator equal a special type of imputation estimator. This is desirable as this ensures that the doubly robust estimator is sample bounded in the sense thatψ ðcÞ n lies in the observed data range [12, 20] .
Inference
In Appendix A, we present an asymptotic linearity theorem with corresponding influence function for the doubly robust estimatorsψ ðcÞ n (c = 1, 2, 3) under the assumption of a correctly specified working model for the missingness mechanism but a potentially misspecified working model for the conditional mean outcome, where the latter is estimated via either a parametric model or a data-adaptive learning algorithm. This asymptotic linearity ofψ Q 0 ). However, inferences based on this influence function are valid, even though they ignore the uncertainty in the working model for the missingness mechanism. This is because bias-reduced estimation is used in the direction of α implying that
This first-order ancillarity property with respect to α ensures that the resulting doubly robust estimator is insensitive to local changes (of the order one over root-n) in the nuisance parameter α, even under misspecification of the outcome model. Consequently, no correction for the estimation of the missingness mechanism is needed under inconsistency of Q ðcÞ n [8] .
Remark: Remember that, when one of the nuisance parameter estimators is not consistent, then the asymptotic distribution of the double-robust estimator changes because of the addition of first-order terms to its expansion. These first-order terms reflect the extent to which the double-robust estimator is affected by the uncertainty in the nuisance parameter estimator(s). A recent proposal by van der Laan [32] targets the estimation of the nuisance parameters so as to make these additional first-order terms asymptotically linear, so that asymptotic 95% confidence intervals can be constructed; in doing so, he assumes that the missingness model is correctly specified (to the extent that it delivers a consistent double-robust estimator of the target parameter in collaboration with the possibly inconsistent estimator of the outcome mean). Our proposal is different in that it makes these additional first-order terms zero, does not assume correct specification of the missingness model regarding the bias reduction property, but also does not allow data-adaptive estimation of the missingness model.
Standard errors
When the missingness model is correctly specified, a standard error forψ 
An alternative for standard error calculation, which does not demand the assumption that the missingness model is correctly specified, is to use the non-parametric bootstrap. However, there is no theory supporting that the non-parametric bootstrap would produce valid results when the estimators rely on data-adaptive estimation such as super-learning [32] .
Confidence intervals and p-values
Given the estimator c SEðψ 
Simulation studies
We carried out different simulation studies to compare the performance of the new bias-reduced doubly robust estimators with several alternatives for the estimation of a mean outcome in the presence of incomplete data.
Estimators
All estimators are based on a parametric working model G α for the missingness mechanism g 0 ðXÞ. Letα Many alternative estimation strategies for these nuisance working models have been considered in the literature (see Section 1.1 for an overview). For a simulation-based comparison of many of these alternatives, we refer to Tan [20] , Porter et al. [24] and Vermeulen and Vansteelandt [8] .
Remark: In the two simulation settings of the subsequent sections, the outcome Y is not a priori bounded. For those estimators involving a logistic fluctuation model for the initial estimator of the conditional mean outcome, we follow the default setting in the tmle R package [34] by taking the bounds to be the observed range of Y but widened by 10% of both the minimum and maximum value. This differs slightly from the approach in Gruber and van der Laan [30] . Specifically, we let a = min Next, since the initial estimator needs to be represented as a logistic function of its logit transformation, the initial estimator of the conditional mean outcome Q 0 ðXÞ needs to be bounded away from 0 and 1 because logitðxÞ is not defined for x = 0 or 1. Therefore, this initial estimator is truncated at ðζ , 1 − ζ Þ for some small ζ > 0. In the simulations, we take ζ = 0.005 as in Gruber and van der Laan [30] .
For each of the scenarios considered below, we perform 1,000 Monte Carlo runs at sample sizes of n = 200 and 1,000. For each estimator, we calculated the Monte Carlo bias (BIAS), the root mean square error (RMSE) and the Monte Carlo standard deviation (MCSD). For the doubly robust estimators (all butψ SL n ), we also show the average sandwich standard error (ASSE) calculated via eq. (21), and the Monte Carlo coverage of the corresponding 95% Wald confidence intervals (COV) where standard errors are calculated via formula (21).
Scenario 1: single-covariate setting

Data-generating mechanism
This simulation scenario considers a simple data-generating mechanism where for each i (i = 1, . . . , n),
For each setting, the following parametric working models are used: πðX; αÞ = expitðα 1 + α 2 XÞ and mðX;γÞ = γ 1 + γ 2 X. Simulation experiments with correctly specified parametric working models used m 0 ðXÞ = 1 + X and π 0 ðXÞ = expitðξ XÞ for ξ = 1, 2. To allow for misspecification in the outcome model, we additionally generated data using m 0 ðXÞ = X 2 and π 0 ðXÞ = expitðξ XÞ for ξ = 1, 2. To allow for gross misspecification of the missingness mechanism model, we generated data using m 0 ðXÞ = 1 + X and π 0 ðXÞ = expitð − 4 + 1.5jXj 0.5 + 0.75X + 0.5jXj 1.5 Þ, as in Vansteelandt et al. [7] . Finally, we also generated data with m 0 ðXÞ = X 2 and π 0 ðXÞ = expitð − 4 + 1.5jXj 0.5 + 0.75X + 0.5jXj 1.5 Þ to allow for misspecification of both models. In each of the settings, the target parameter EðYÞ = ψ 0 equals one. Results for the Scenario 1 are given in Table 1 (n = 200) and Table 2 (n = 1000).
Results
When both working models are correctly specified and weights are not highly variable (ξ = 1), all estimators tend to perform similarly in terms of bias and precision. However, when weights become highly variable (ξ = 2), estimatorsψ tend to show some finite-sample bias (n = 200), which is resolved when the sample size is increased (n = 1000). With highly variable weights, these estimators are also relatively less efficient. When the outcome model is misspecified but the working model for the missingness mechanism is correct, we observe adequate performance for all estimators, but smaller bias and larger precision for the estimators that are based on the super-learner. ). In the case where the missingness model is wrong but the outcome model is n was attained in five of the 1,000 runs for the settings OR correct, MM correct (ξ = 2) and OR incorrect, MM correct (ξ = 2) and in three of the 1,000 runs for the settings OR correct, MM incorrect and OR incorrect, MM incorrect. These cases were deleted in the calculation of the results. (20)). Tables 1 and 2 also show results on the performance of the sandwich standard error calculated using formula (21) . The proposed estimator of the sandwich standard error performs well under correct specification of both working models, especially forψ SL, ð3Þ n . As predicted by the theory, this is also the case when the outcome model is misspecified but the missingness mechanism is correct, but the weights are not highly variable (ξ = 1). When the weights become highly variable ðξ = 2Þ, the performance is worse. This is not a surprise because convergence to the normal limit distribution then happens more slowly. When the missingness model is misspecified (for both a correctly specified and misspecified outcome model), then the sandwich standard errors overestimate the finite-sample variability of the estimator for all different estimators (except forψ BR n ).
Scenario 2: Kang and Schafer setting 5.3.1 Data-generating mechanism
This simulation study is taken from Kang and Schafer [5] and often used as a benchmark to evaluate doubly robust estimators for the population mean outcome explainable by measured auxiliary covariates. For each 13.7Z 3 + 13.7Z 4 . Misspecified working models are linear for the outcome model and logistic for the missingness mechanism model, with covariates X i = ðX i1 , X i2 , X i3 , X i4 Þ T with X 1 = expðZ 1 =2Þ, X 2 = Z 2 =f1 + expðZ 1 Þg + 10, X 3 = ðZ 1 Z 3 =25 + 0.6Þ 3 and X 4 = ðZ 2 + Z 4 + 20Þ 2 . The target parameter EðYÞ = ψ 0 equals 210. We limit ourselves to the realistic settings where the working models both use either the covariates Z k or the covariates X k (k = 1, . . . , 4) and thus both working models are correctly specified or both working models are incorrectly specified. We will show simulation results for two scenarios where either R = 1 or R = 0 denotes the data that are observed and results are shown in Table 3 (n = 200) and Table 4 (n = 1000).
Results
When both working models are correctly specified, all estimators have comparable performance, especially for n = 1000. However,ψ . When both working models are misspecified, as in Kang and Schafer [5] ,ψ DR, MLE n shows severe erratic behavior when the observed outcome RY is used; this behavior is partially eliminated when ð1 − RÞY is used as the observed outcome [12] . The bias-reduced doubly robust estimator from Section 3,ψ BR n , does not show this severe erratic behavior (for both observed outcomes RY and ð1 − RÞY). Interestingly, the new estimatorψ Tables 3 and 4 also show the performance of the sandwich standard errors (21) . Excellent finite-sample behavior is seen when both working models are correctly specified. When both working models are misspecified, the approximation of the sandwich standard errors is better for n = 1000 than for n = 200, but not sufficient, as is also the case for TMLE. Unlike in Scenario 1, we do observe that they underestimate the true finite-sample variability of the estimators. Overall, the best performance is seen forψ SL, ð3Þ n .
Linear instrumental variable analyses
In this section, we show that the proposed procedure is not restricted to the doubly robust estimator from Section 2 but can be easily extended to other doubly robust estimators. We will do this by illustrating how the principle can be implemented for linear instrumental variable analyses. n was attained in 13 of the 1,000 runs for the settings OR correct, MM correct, n = 200 for both the observed outcome RY and ð1 − RÞY and in five of the 1,000 runs for the setting OR incorrect, MM incorrect, n = 200 for the observed outcome RY. These cases were deleted in the calculation of the results.
Doubly robust estimation of linear instrumental variable models
Suppose that we are interested in the causal effect of an exposure A on an outcome Y in the presence of unmeasured confounding U and suppose in particular that for measured covariates X, the vector ðX T , U T Þ T would be sufficient to control for confounding of the effect of A on Y. Suppose that data is available on an instrumental variable (IV) Z [35] [36] [37] , which is such that (a) Z is associated with A conditional on X, (b) Z? ?YjA, X, U and (c) Z? ?UjX. The observed data is given by the i.i.d. sample O = ðO 1 , . . . , O n Þ of size n with P 0 the unknown underlying data-generating mechanism of the observables O = ðY, A, Z, XÞ where we consider both A and Z to be dichotomous. We consider inference for the causal effect ψ 0 indexing the linear instrumental variable model EðYjA, Z, X, UÞ = EðYjA = 0, Z, X, UÞ + ψ 0 A.
Let M denote the statistical model for P 0 implied by assumptions (a)-(b)-(c) and (22) . Okui et al. [38] show that a doubly robust estimator of ψ 0 can be obtained by solving 0 =
Here,ĝ n ðXÞ is an estimator of the conditional mean of the instrument given the measured confounders X, g 0 ðXÞ = EðZjXÞ, based on a nuisance working model G = fgðXÞjg in some class of functionsg. Let g * ðXÞ denote the probability limit (ĝ n ðXÞ ! p g * ðXÞ) such that g * ðXÞ = g 0 ðXÞ when MðGÞ holds, where MðGÞ represents the statistical model for the joint distribution of O implied by the working model G.
Next, Q n ðXÞ is an estimator of the conditional mean of the outcome given the measured confounders X among the non-exposed, Q 0 ðXÞ = EðYjA = 0, XÞ, based on a nuisance working model Q = f QðXÞj Q in some class of functionsg. Let Q * ðXÞ denote the probability limit ( Q n ðXÞ ! p Q * ðXÞ) such that Q * ðXÞ = Q 0 ðXÞ when MðQÞ holds, where MðQÞ represents the statistical model for the joint distribution of O implied by the working model o. Consistency of the doubly robust estimatorψ n ð Q n ,ĝ n Þ is then attained under the model M ∩ fMðQÞ ∪ MðGÞg. At the intersection model M ∩ MðQÞ ∩ MðGÞ, it has the following expansionψ
with influence function D
Note that by construction,
Practical implementation of the proposed procedure
The proposed data-adaptive bias-reduced doubly robust procedure works as follows:
Step 1: Estimatorĝ Step 2: Initial estimator Q 0 n for the conditional mean outcome among the non-exposed Q 0 . We again consider two options: (1) Postulate a parametric working model for Q 0 ðXÞ:
where QðγÞðXÞ = Qfγ T kðXÞg and Q an appropriate inverse link function and k = ð1, k 1 , . . . , k q − 1 Þ. Obtain the Step 3: Fluctuation Q 
withĤ Step 4: Estimating the target parameterψ n . Given the estimatorsĝ MLE n andQ 1 n , we obtain the doubly robust estimatorψ n ≡ψ n ðQ 1 n ,ĝ MLE n Þ.
Discussion
In this article, we have proposed an extension to the bias-reduced doubly robust estimation principle of Vermeulen and Vansteelandt [8] . In particular, we relaxed the restriction to parametric nuisance working models by making use of data-adaptive learning algorithms to estimate the conditional mean outcome. We carry on to work with a parametric working model for the missingness mechanism for the inferential problem of Section 2, partly in order to prevent potential positivity violations. However, because the concern of bias is greater for such parametric models, we applied the bias-reduction principle of Section 3.2 in the direction of the nuisance parameters indexing these parametric working models. We furthermore illustrated that the proposed extension is not restricted to doubly robust estimation of the mean outcome susceptible to missingness explainable by measured covariates but also extends to other doubly robust procedures as illustrated in Section 6. This new procedure follows the spirit of the TMLE procedure of van der Laan and Rubin [9] in the sense it also extends an initial data-adaptive estimator of the relevant part Q 0 ðXÞ of the conditional outcome distribution, enhancing the performance of the estimator of the target parameter. Fluctuation of initial parametric estimators is also seen in other contexts, e.g., Bang and Robins [6] , Tan [20] , Rotnitzky et al. [21] .
In the implementation of Section 4.2, we could additionally have considered a fluctuationĝ MLE n ðε g Þ of the initial estimatorĝ MLE n for the missingness mechanism so as to target additional bias reduction in the direction of the fluctuation parameters ε used in the construction of the fluctuation model Q 0 n ðεÞ. In preliminary simulation studies, we observed this to be unstable and sometimes non-convergent.
A limitation of our proposal is that the current asymptotic linearity theorem, presented in Appendix A, only guarantees valid inference under a correct working model for the missingness mechanism (but a possibly misspecified finite-or infinite-dimensional outcome working model). This is because misspecification of the working model for the missingness mechanism (but correct specification of the outcome model) would demand acknowledging the uncertainty of the estimator for the outcome working model so as to make the remainder term R n in the expansion (2) of second-order to obtain valid inference. It is not clear how to accomplish this when using data-adaptive learning algorithms. In Appendix A, we show how this can be done when a parametric working model for the conditional mean outcome is used. An alternative for standard error calculation, which does not demand the assumption of a correctly specified missingness model, is the non-parametric bootstrap, which however lacks supporting theory when the estimators rely on data-adaptive estimation [32] and thus will only provide valid results if one can claim asymptotic linearity of the data-adaptive estimator for the conditional mean outcome model. van der Laan [32] proposes a strategy to obtain valid inference under misspecification of one of both working models in the context of the TMLE procedure. This is accomplished by additionally fluctuating initial estimators of the working models such that the scores with respect to the corresponding fluctuation parameters guarantee the remainder term in the expansion (2) to be asymptotically linear. In the context of the current paper, this would demand adding an additional covariate to the fluctuation models considered in Section 4.2. Further research is needed to see how this can be integrated within the proposed approach.
We make the following regularity conditions;
Donsker class condition
Suppose that the set 
in probability as n ! ∞.
Glivenko-Cantelli class condition
Suppose that 
Consistency condition of
in probability as n ! ∞ for i = 1, . . . , p.
Second-order term condition
Define the second order term 
In particular, ffiffiffi n p ðψ n − ψ 0 Þ converges in distribution to a normal distribution with mean zero and variance
Proof. By definition of the proposed estimator, we know that
Furthermore, because we assume the model for the missingness mechanism to be correctly specified, we have that P 0 fD * ð Q * ðcÞ , g * MLE ; ψ 0 Þg = 0. From this, it follows that 
Let us first consider the term (27) . We have which is o p ð1= ffiffiffi n p Þ under the assumption that g * MLE ðXÞ equals the true missingness mechanism g 0 ðXÞ. We conclude that eq. (27) is o p ð1= ffiffiffi n p Þ.
We next consider the second term (28) , which is the contribution of the estimation of the missingness mechanism. From the way we estimated the fluctuation parameter ε, it will follow we can ignore this term; that is, (28) (c = 1, 2, 3) is based on a parametric model for the initial estimator, the Donsker class condition will be satisfied. Furthermore, when the updated estimator Q ðcÞ n (c = 1, 2, 3) is based on the super-learner Q SL n as an initial estimator and each of the estimators in the library falls in a Donsker class, the Donsker class condition will also be satisfied for Q SL n because the convex combination of such estimators also falls in that class [39] . In short, the Donsker class condition is satisfied if it holds for each of the estimators in the library of the super-learner. Examples for such estimators are for instance given in van der Laan [32] .
B R-function
Below, we provide an R-function to obtain the data-adaptive bias-reduced doubly robust estimatorsψ ðcÞ n to estimate the mean outcome EðYÞ = ψ 0 in the presence of incomplete data for both a linear regression working model and a super-learner working model for the initial estimator of the conditional mean outcome and with a logistic regression working model for the propensity score.
As input, the function uses the missingness indicator R, the outcome Y, the auxiliary covariates cov, the estimation method for the initial estimator of the conditional mean outcome type.initQ=c("par", "SL") (either "par" for a parametric linear regression model or "SL" for a super-learner), the level zeta at which the initial estimator must be truncated, the type of loss-function for the logistic fluctuation model fluc=c("unweighted", "weighted"), and the level of significance alpha of a hypothesis test of the mean equal to psi.tilde. As output, the function delivers the estimate est, which equalsψ ðcÞ n , the standard error se, which equals c SEðψ ðcÞ n Þ based on eq. (21), a ð1 − αÞ100% Wald confidence interval ci, the Wald statistic Wald.statistic and the corresponding p-value p.value for a test of the null hypothesis H 0 :ψ 0 =ψ. We also provide an example where the procedure is applied to a random dataset, obtained via the Kang and Schafer data-generating mechanism.
