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Resumo
Câncer de colo de útero é uma das principais causas de mortes por câncer entre as mu-
lheres no mundo. Contudo, se o diagnóstico da doença for feito em estágios iniciais, as
chances de cura aumentam significativamente. Estudos apontam que os núcleos de células
cervicais podem sofrer alterações em caso de doença, além disso, dada sua estrutura e
localização, sua detecção pode ser bastante útil para realizar outros tipos de análise nas
células. Desta forma, ao longo dos anos, vários métodos que automaticamente detectam
núcleos de células cervicais foram propostos para aprimorar a análise das imagens de
teste de microscópio. Neste texto, iremos propor um método baseado em Redes Neurais
Convolucionais para detectar automaticamente os núcleos de células cervicais. Após a
Rede Neural Convolucional ser treinada com um conjunto de dados disponibilizados pelo
Overlapping Cervical Cytology Image Segmentation Challenge - ISBI 2014, suas camadas
completamente conectadas são convertidas em camadas convolucionais para permitir o
processamento de imagens de qualquer tamanho. Os resultados obtidos foram compara-
dos com os obtidos pelos participantes que submeteram trabalhos com sucesso no ISBI
2014 e outros trabalhos que utilizaram o mesmo conjunto de dados. Nossos resultados
experimentais indicaram que a metodologia proposta provê uma detecção de núcleos com
métricas de precisão e recall comparáveis com os métodos do estado da arte em detecção
de núcleos de células cervicais. Nos casos em que o tempo de processamento não seja
um limitador, utilizando-se técnicas de morfologia matemática é possível melhorar ainda
mais os resultados, obtendo-se valores para o recall que superam os melhores resultados
descritos na literatura.
Palavras-chaves: Detecção de núcleos; Redes Neurais Convolucionais, Processamento
Morfológico de Imagens, Células Cervicais.
Abstract
Cervical cancer is one of the most common causes of cancer death for women worldwide.
However, if diagnosis occurs in an early stage of the disease, the chances of cure signifi-
cantly increases. Studies have shown that changes on cervical cell’s nucleus may occur in
case of disease. Also, due to its structure and displacement, the detection of the nucleus
can be very useful while performing other types of analysis in cervical cells. Through the
years, various methods that automatically detect the nuclei of cervical cells have been
proposed to improve the analysis of screening test images. In this work, we propose a
Convolutional Neural Networks-based method that automatically detects the nuclei of
cervical cells. Following training using a public dataset provided by the Overlapping Cer-
vical Cytology Image Segmentation Challenge - ISBI 2014, the network’s fully connected
layers are converted to convolutional layers to enable processing of images of any size. Our
results were then compared with those achieved by other participants who successfully
submitted their work to ISBI 2014 and other studies that used the same dataset. Our
experimental results indicate that the methodology provides fast nuclei detection with
precision and recall that are comparable with the state-of-the-art methods used to detect
the nuclei of cervical cells. If the processing time is not an issue, it is possible to obtain
even better results by applying morphological operations to previous results. In these
case, it is possible to obtain recall results that surpass the best result described in the
literature.
Keywords: Nucleus detection, Convolutional Neural Networks, Morphological Image
Processing, Cervical Cells.
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1 Introdução
Câncer de colo de útero é uma das principais causas de mortes por câncer entre
as mulheres, sendo o quarto tipo mais comum de câncer entre as mulheres no mundo e o
segundo tipo mais comum levando-se em consideração apenas a América Latina (INCA,
2016).
Se o diagnóstico da doença ocorre em um estágio inicial, as chances de cura aumen-
tam significativamente. Felizmente, o teste de Papanicolau, desenvolvido por Dr. Geórgios
Papanicolau na década de 1940, pode prevenir o câncer de colo de útero encontrando alte-
rações anormais em células cervicais de forma que a paciente possa iniciar um tratamento
antes que estas alterações se tornem um câncer.
O teste de Papanicolau é um teste laboratorial, realizado por um especialista, no
qual amostras de células do colo uterino são coletadas de uma paciente e examinadas
em um microscópio para se verificar a presença, ou não, de anormalidades. Apesar de
ser um teste bastante eficaz, alguns problemas podem ocorrer. Algumas amostras podem
conter mais de 300.000 células, sendo necessários profissionais extremamente treinados e,
mesmo assim, erros podem ocorrer por fadiga, imperícia, erro de interpretação e habitua-
ção (quando há a noção de que a amostra será normal por ser este o caso mais frequente)
(NOORANI et al., 1997), com sérias consequências para as pacientes.
A dificuldade em se realizar a análise manual das amostras aliada ao fato de que
o diagnóstico precoce aumenta significativamente as chances de cura fizeram com que o
desenvolvimento de técnicas automáticas ou semiautomáticas de análise se tornasse um
importante ramo de pesquisa (GENÇTAV et al., 2012).
Para se automatizar a análise de atividades mais complexas, como a classificação
do tipo de célula, ou a detecção de anormalidades, há alguns passos iniciais que tem que
ser realizados. Esses passos iniciais consistem em ter um algoritmo que consiga detectar
os objetos de interesse, neste caso os núcleos celulares ou o citoplasma, e destacar esses
objetos removendo outros objetos aos quais não há interesse, em um processo denominado
de segmentação.
A detecção automática dos núcleos celulares é um objeto de pesquisa importante,
pois a detecção destes núcleos é utilizada como um ponto de partida em outros tipos de
análises, como contagem de células nas amostras, classificação do tipo celular (GENÇ-
TAV et al., 2012), segmentação de citoplasma (LI et al., 2012; USHIZIMA et al., 2014;
NOSRATI; HAMARNEH, 2014; SONG et al., 2014; LU et al., 2015; ZHAO et al., 2016;
TAREEF et al., 2017b). Além disso, no caso de células cervicais, os núcleos podem sofrer
alterações em sua estrutura quando da ocorrência do câncer (PLISSITI et al., 2011). As-
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sim, detectar corretamente os núcleos é um passo importante para se realizar uma análise
automática dos resultados do teste de Papanicolau.
No desenvolvimento de novos métodos, é necessário um conjunto de imagens con-
tendo células cervicais para poder treinar e testar esses métodos. Imagens reais obtidas a
partir do exame de Papanicolau são difíceis de obter, uma vez que o resultado dos testes
é confidencial e por motivos éticos e legais existe todo um procedimento burocrático que
deve ser seguido para obtenção destas imagens. Além disso, depois de obtidas, precisa-se
de um especialista com experiência para gerar as anotações dos dados. Desta forma, um
conjunto de dados que seja público e contenha anotações é bastante desejado. Em 2014, o
IEEE promoveu o International Symposium on Biomedical Imaging em Pequim, na China.
Um dos eventos que ocorrreram neste simpósio foi o Overlapping Cervical Cytology Image
Segmentation Challenge - ISBI 2014, no qual os objetivos eram a detecção de núcleos e
segmentação do citoplasma de cada célula individualmente. O ISBI disponibilizou publi-
camente o conjunto de dados utilizado no evento, bem como as respectivas anotações.
Mais informações sobre esse conjunto de dados será fornecido quando os experimentos
realizados no Capítulo 4 forem descritos.
Recentemente, um método que tem sido utilizado com grande sucesso no proces-
samento de imagens e reconhecimento de padrões são as Redes Neurais Convolucionais
(CNN, sigla em inglês) (LECUN et al., 1998). Elas são um tipo de rede neural baseadas
na estrutura do córtex visual de mamíferos. Elas são especialmente indicadas no pro-
cessamento de imagens. Recentemente, elas têm sido utilizadas com sucesso na análise
de imagens médicas. Algumas das aplicações foram segmentação de membranas neuro-
nais (CIREŞAN et al., 2012), detecção de mitoses (CIREŞAN et al., 2013), detecção e
contagem de células (XIE et al., 2016) e segmentação do crânio (KLEESIEK et al.,
2016).
1.1 Motivação
Dado o impacto que um resultado errado de um teste de Papanicolau pode acarre-
tar para as pacientes, é de suma importância a pesquisa de métodos que possam aprimorar
a análise dos resultados desses testes.
Como descrito na seção anterior, a detecção de núcleos em células cervicais é um
passo importante para a realização de outros tipos de análises automáticas neste tipo
de célula. Trabalhos utilizando CNNs têm obtidos resultados expressivos na resolução de
diferentes tipos de problemas na área de processamento de imagens médicas.
Desta forma, a motivação deste trabalho é desenvolver um método de detecção
de núcleos utilizando CNNs visando a contribuir para o aprimoramento dos métodos de
análise automática de imagens provenientes de amostras de testes de Papanicolau.
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1.2 Objetivo
O objetivo principal deste trabalho é analisar e avaliar a utilização de CNNs na
detecção de núcleos de células cervicais em imagens contendo duas ou mais células mesmo
quando há sobreposição parcial de citoplasmas de diferentes células.
Para se avaliar os resultados obtidos e compará-los com outros trabalhos descritos
na literatura, será adotado como critério de avaliação as métricas de detecção de núcleos
descritas em (GENÇTAV et al., 2012) e utilizadas no evento ISBI - 2014.
1.3 Organização do Trabalho
Os demais capítulos deste trabalho estão organizados da seguinte forma:
∙ Capítulo 2: discute-se sobre detecção de núcleos em células cervicais, apresentando
trabalhos relevantes sobre o tema;
∙ Capítulo 3: apresenta-se uma visão geral sobre Redes Neurais Convolucionais, mos-
trando suas principais características.
∙ Capítulo 4: o método de detecção de núcleos é descrito;
∙ Capítulo 5: os resultados obtidos pelo método são analisados;
∙ Capítulo 6: as conclusões obtidas são apresentadas, bem como sugestões de trabalhos
futuros.
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2 Detecção de Núcleos em Células Cervicais
Os núcleos são importantes estruturas celulares que podem prover informações
valiosas relacionadas ao surgimento de lesões pré-cancerígenas, ou mesmo da doença,
uma vez que exibe modificações quando a célula é afetada (PLISSITI et al., 2011). Por
isso, um método robusto e preciso de detecção de núcleos é muito importante. Além disso,
dada a sua localização dentro do corpo celular, sua detecção pode ser utilizada como um
passo inicial ou intermediário em outros tipos de análises automáticas como segmentação
dos citoplasmas de células individuais ou classificação do tipo de célula.
Embora bastante relacionados, os procedimentos de segmentação e de detecção
de objetos em imagens são procedimentos diferentes. No processo de segmentação de
uma imagem, o objetivo é subdividir a imagem em regiões ou objetos que a constituem
(GONZALEZ; WOODS, 2002). Em contrapartida, a detecção de objetos em uma imagem
consiste em verificar se o objeto de interesse está presente na imagem.
Um importante objetivo na análise das imagens das amostras dos testes de Pa-
panicolau é a detecção automática de núcleos. Aparentemente, a detecção de núcleos é
um procedimento fácil, no qual simples técnicas de limiarização conseguiriam obter bons
resultados. Contudo, o alto grau de precisão e o grande número de células presentes nas
amostras fazem com que esse seja um problema muito mais complexo (BAMFORD;
LOVELL, 1998).
Na literatura, vários algoritmos foram propostos para se detectar automaticamente
os núcleos das células cervicais, sendo que em alguns casos, a detecção do núcleo era o
objetivo final do trabalho, enquanto em outros a detecção fazia parte de um processo mais
amplo de segmentação do núcleo e do citoplasma da célula. Em Irshad et al. (IRSHAD
et al., 2014), há uma descrição dos principais métodos utilizados na detecção de núcleos.
Nas próximas seções, falar-se-á brevemente sobre alguns desses métodos.
2.1 Limiarização
O processo de limiarização é utilizado para separar os objetos de interesse em uma
imagem dos demais objetos desta imagem, comumente denominados de fundo da imagem.
Para atingir esse objetivo seleciona-se um limiar 𝑇 no qual seja possível separar estes dois
grupos. Assim, sendo (𝑥, 𝑦) um ponto pertencente a uma imagem, pode-se segmentar a
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imagem utilizando a equação (GONZALEZ; WOODS, 2002):
𝑓(𝑥, 𝑦) =
⎧⎪⎨⎪⎩1 𝑖𝑓 𝑓(𝑥, 𝑦) > 𝑇0 𝑖𝑓 𝑓(𝑥, 𝑦) ≤ 𝑇 (2.1)
Se o limiar 𝑇 for aplicado à imagem como um todo, a Equação 2.1 é denominada
de limiarização global. Quando a distribuição das intensidades dos pixels da imagem são
suficientemente distintos, é possível utilizar um único limiar em toda imagem. O seguinte
algoritmo pode ser utilizado para encontrar o limiar.
Pseudocódigo 2.1 Determinação do limiar global
1. Selecione uma estimativa inicial para o limiar 𝑇 ;
2. Execute a segmentação da imagem utilizando o limiar 𝑇 . Isso resultará em dois gru-
pos de pixels: G1 contendo todos os pixels cujas intensidades são maiores do que 𝑇 ; G2
contendo todos os pixels cujas intensidades são menores ou iguais a 𝑇 ;
3. Calcule a média das intensidades m1 e m2 dos grupos G1 e G2, respectivamente;
4. Calcule um novo valor de limiar: 𝑇 = (𝑚1+𝑚2)/2; Repita os passos de 2 até 4 até que
a diferença entre os valores sucessivos de 𝑇 seja menor do que um parâmetro pré-definido
Δ𝑇 .
O problema com o algoritmo acima é que ele não funciona adequadamente caso
não haja uma grande distinção entre o fundo e os objetos de interesse. Um método mais
robusto foi proposto por Otsu (OTSU, 1979). Ele é ótimo no sentido que maximiza a
variância entre classes. A ideia básica é que duas classes separáveis devem ser distintas
em relação às intensidades dos pixels que elas contêm. Da mesma maneira, um limiar 𝑇
deve prover a melhor separação entre as classes com relação às intensidades dos pixels
que as compõem.
O método de Otsu tem a vantagem de que é baseado completamente em cálculos
realizados a partir do histograma da imagem, algo simples de se obter e processar, sendo
ainda hoje um método bastante utilizado. Contudo, fatores como ruído e iluminação não-
uniforme afetam consideravelmente o desempenho dos algoritmos de limiariação globais.
No caso de imagens citológicas, além desses dois fatores, pode ocorrer o problema de
coloração não uniforme da imagem, impactando ainda mais o resultado de técnicas de
limiarição globais, como o método de Otsu (GONZALEZ; WOODS, 2002).
Uma abordagem diferente é se calcular limiares locais, no qual o limiar é calculado
para cada ponto (𝑥, 𝑦) da imagem baseando-se em uma ou mais propriedades da vizi-
nhança do ponto (𝑥, 𝑦). Um método que foi utilizado com sucesso na detecção de núcleos
foi o método proposto por Phansalkar et al. (PHANSALKAR et al., 2011). Esse método
foi utilizado com sucesso por (USHIZIMA et al., 2014) na detecção de núcleos em imagens
com sobreposição de citoplasmas. Neste método o limiar é calculado segundo a seguinte
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equação:
𝑇 (𝑥, 𝑦) = 𝑚(𝑥, 𝑦) * [1 + 𝑝 * 𝑒−𝑞*𝑚(𝑥,𝑦) + 𝑘 * (𝑠(𝑥, 𝑦)
𝑅
− 1)] (2.2)
onde:
∙ 𝑚(𝑥, 𝑦) é a média da vizinhança com centro no pixel (𝑥, 𝑦)
∙ 𝑠(𝑥, 𝑦) é o desvio padrão da vizinhança com centro no pixel (𝑥, 𝑦)
∙ 𝑝 e 𝑞 são constantes
∙ 𝑅 é variação dinâmica do desvio padrão, sendo igual a 0,5 para imagens normalizadas
∙ 𝑘 é uma constante que contêm um valor no intervalo [0,2 0,5]
Em (USHIZIMA et al., 2014), primeiro utilizaram superpixels para realizar um
agrupamento dos pixels com características similares e em seguida utilizaram o algoritmo
de busca local de Phansalkar para detectar e segmentar os núcleos.
2.2 Maximally Stable Extremal Regions
Maximally Stable Extremal Regions (MSER) é um método de detecção de pa-
drões que inicialmente proposto por Matas et al (MATAS et al., 2004). Para um bom
entendimento de MSER, algumas definições são importantes:
∙ Uma imagem 𝐼 é um mapeamento 𝐼 : D ⊂ Z → S. Regiões extremas são bem
definidas em imagens se:
– S for totalmente ordenável, isto é, reflexivo, antissimétrico e a relação transitiva
binária ≤ existir.
– Um relação de adjacência (vizinhança) 𝐴 ⊂ D× D é definida.
∙ Uma região 𝒬 é um subconjunto contínuo de D se para cada 𝑝, 𝑞 ∈ 𝒬 existe uma
sequência 𝑝, 𝑎1, 𝑎2, ..., 𝑎𝑛, 𝑞 e 𝑝𝐴𝑎1, 𝑎𝑖𝐴𝑎𝑖+1, 𝑎𝑛𝐴𝑞.
∙ Uma Região Limite (externo) 𝜕𝒬 é uma região na qual a seguinte relação é satisfeita
𝜕𝒬 = {𝑞 ∈ D∖𝒬 : ∃𝑝 ∈ 𝒬 : 𝑞𝐴𝑝}. Ou seja, 𝜕𝒬 é o conjunto de pixels adjacentes a
𝒬, mas que não pertencem a 𝒬.
∙ Uma região 𝒬 ⊂ D é uma região extrema se para todo 𝑝 ∈ 𝒬, 𝑞 ∈ 𝜕𝒬 : 𝐼(𝑝) > 𝐼(𝑞)
(região de intensidade máxima) ou 𝐼(𝑝) < 𝐼(𝑞) (região de intensidade mínima).
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∙ Maximally Stable Extremal Regions. Seja𝒬1, ...,𝒬𝑖−1,𝒬𝑖 uma sequência de regiões
aninhadas, isto é, 𝒬𝑖 ⊂ 𝒬𝑖+1. Uma região extrema 𝒬𝑖* é maximamente estável se,
e somente se, 𝑞(𝑖) = |𝒬𝑖+Δ∖𝒬𝑖−Δ|/|𝒬𝑖| tem um mínimo local em 𝑖* (|.| indica a
cardinalidade). Δ ∈ S é um parâmetro do método. Assim, considerando sucessivos
níveis de cinza de 𝐼, se não houver uma variação significativa da região 𝒬𝑖+Δ em
relação à região 𝒬𝑖−Δ, a região 𝒬𝑖 é considerada uma região extrema maximamente
estável.
O conceito pode ser explicado de uma maneira mais simples da seguinte forma
(MATAS et al., 2004). Seja uma imagem 𝐼 com todos os possíveis níveis de cinza. Consi-
dere todos os pixels abaixo de um determinado limiar como sendo ‘preto’ e todos os acima
como sendo ‘branco’. Se um filme fosse exibido com imagens 𝐼𝑡 com o frame 𝑡 correspon-
dendo ao limiar 𝑡, a primeira imagem vista seria completamente branca. Em sequência,
pontos escuros correspondendo a mínimos locais começariam a aparecer e crescer. Em al-
gum ponto, regiões correspondendo a mínimos locais irão se juntar. Finalmente, a última
imagem será completamente escura. O conjunto de todos os componentes conectados de
todos os frames do vídeo é o conjunto de regiões extremas.
Recentemente, dois trabalhos utilizaram MSER para realizar a detecção e segmen-
tação de núcleos em células cervicais com resultados expressivos. Nosrasti e Hamarneh
(NOSRATI; HAMARNEH, 2014) se basearam no fato que as células consistem em duas
partes – núcleo e citoplasma – onde o núcleo geralmente possui um maior contraste. Apli-
caram MSER nas imagens de modo a detectar os núcleos. Contudo, eles notaram que
apenas MSER não conseguia detectar todos os núcleos e, desta forma, eles treinaram
um classificador Decision Forest para encontrar os lugares com maior probabilidade de
conterem núcleos. Em seguida, combinaram as duas técnicas e utilizaram um filtro para
eliminar regiões não-elípticas para encontrar os núcleos.
(LU et al., 2015) também utilizaram MSER para realizar a detecção de núcleos.
Contudo, neste caso, primeiro eles utilizaram um método de classificação não supervisi-
onada para detectar aglomerados de pixels nas imagens e utilizaram esses aglomerados
como entrada para o algoritmo de MSER. Em seguida, utilizaram uma função de otimiza-
ção de energia limitada por características conhecidas das células para finalizar a detecção
dos núcleos celulares.
2.3 Transformadas h-máxima e h-mínima
Em morfologia matemática, seja 𝐼 uma imagem, 𝑓 um conjunto de marcadores
pertencentes a 𝐼 e um elemento estruturante 𝐷. Uma reconstrução morfológica de uma
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Figura 1 – Exemplo de aplicação da transformação h-máxima. A linha sólida é o sinal
original e a zona sombreada é a imagem obtida após a aplicação da transfor-
mação. Adaptado de (DOUGHERTY; LOTUFO, 2003).
imagem 𝐼 por um marcador 𝑓 é dado por (DOUGHERTY; LOTUFO, 2003):
𝐼 △𝐷 𝑓 = (𝑓 ⊕𝐼 𝐷)∞ (2.3)
Um conjunto máximo de componentes conectados que possuem pixels com a
mesma intensidade é denominada de zona plana. Desta forma, zonas planas são regiões
contendo pixels com o mesmo valor de intensidade de cinza. Um filtro conectado é um
operador crescente que apenas aglutina zonas planas. Uma vantagem de filtros de zonas
conectadas é que se uma borda existe na imagem de saída quando uma imagem é pro-
cessada por um filtro conectado, essa borda também existirá na imagem original. Além
disso, uma propriedade importante de filtros conectados é o fato de que todas as re-
giões planas da imagem original são incluídas na imagem processada pelo filtro conectado
(DOUGHERTY; LOTUFO, 2003).
Seja 𝐷 um elemento estruturante consistindo de um único ponto de valor igual
a ℎ e uma imagem 𝐼. Uma reconstrução de 𝐼 por 𝐼 subtraído de h é denominada de
transformação h-máxima e dada pela Equação 2.4. Essa transformação remove todos os
domos com altura maior que h e diminui a altura dos demais domos por h. Um exemplo
ilustrando essa transformação pode ser visto na Figura 1
𝐻𝑀𝐴𝑋ℎ,𝐷(𝐼) = 𝐼 △𝐷 (𝐼 − ℎ) (2.4)
O operador dual da transformação h-máxima é a transformação h-mínima, definida
de acordo com a Equação 2.5. De maneira semelhante à transformação h-máxima, uma
transformação h-mínima remove qualquer vale com profundidade menor ou igual a ℎ. Essa
transformação é a operação dual da transformação h-máxima e é dada pela Equação 2.5
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(DOUGHERTY; LOTUFO, 2003).
𝐻𝑀𝐼𝑁ℎ,𝐷(𝐼) = 𝐼 ▽𝐷 (𝐼 + ℎ) (2.5)
Em (PLISSITI et al., 2010), os autores aplicaram a transformada h-mínima nas
componentes vermelha, azul e verde de imagens coloridas contendo amostras de células
cervicais, combinando os resultados para realizar a detecção dos núcleos. Para combater
os falsos positivos, eles utilizaram Fuzzy C-means clustering para realizar uma separação
entre os núcleos verdadeiros e falsos.
2.4 Transformada de Watershed
A Transformada de Watershed (BEUCHER; LANTUéJOUL, 1979) é um proce-
dimento bastante utilizado na segmentação de imagens, sendo usado para resolver vários
problemas reais, sendo que há várias implementações diferentes descritas na literatura
(DOUGHERTY; LOTUFO, 2003).
O conceito de watershed é baseado na visualização da imagem em três dimensões:
as coordenadas espaciais (𝑥, 𝑦) de um determinado pixel e a intensidade deste pixel. Desta
forma, pode-se considerar uma imagem como uma superfície topográfica de uma bacia
hidrográfica, sendo que o objetivo do procedimento é produzir as linhas de separação
de cada uma destas bacias hidrográficas nesta superfície (BEUCHER; MEYER, 1993;
DOUGHERTY; LOTUFO, 2003).
Assim, fazendo uma analogia com uma bacia de captação hidrográfica, pode-se
considerar que há os seguintes tipos de pontos na imagem (BEUCHER; MEYER, 1993):
1. Pontos pertencentes a um mínimo local;
2. Pontos nos quais uma pequena adição de água em qualquer um dos pontos perten-
centes a região faria com que houvesse o deslocamento desta água adicional para
um mínimo local;
3. Pontos nos quais a água seria igualmente distribuída em mais de um mínimo.
Para um determinado mínimo, o conjunto de pontos que satisfaz (2) é denominado
de bacia de captação hidrográfica (catchment basin). Uma maneira simples de visualizar
o funcionamento de watershed é visualizar um processo de inundação. Considerando a
imagem como uma região topográfica, começa-se a inundar essa região permitindo-se que
o nível de água suba de forma constante em toda a imagem. Quando a água proveniente
de mínimos distintos está para se combinar, é construída uma represa para evitar a junção
destes reservatórios. Após um tempo, a inundação atinge um ponto no qual apenas o topo
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das represas é visível acima no nível da água, e esses topos são as linhas de watershed. As
regiões constituídas de cada mínimo são as bacias hidrográficas (BEUCHER; MEYER,
1993; DOUGHERTY; LOTUFO, 2003).
Para segmentação de imagens, a transformada de watershed é geralmente apli-
cada no gradiente da imagem ao invés da imagem original, pois regiões na imagem com
pouca variação de intensidade possuem pouca variação no gradiente. Contudo, devido
a ruídos presentes na imagem e outras irregularidades, as imagens digitais podem pos-
suir um grande número de mínimos regionais que resultam em um número excessivo de
bacias. Esse problema é denominado de supersegmentação (BEUCHER; MEYER, 1993;
DOUGHERTY; LOTUFO, 2003).
Uma abordagem para combater a supersegmentação é se aplicar a transformada
de watershed a partir de marcadores. Um marcador é uma região conexa que pertence a
imagem, sendo que há dois tipos possíveis de marcadores: marcadores internos, que per-
tencem a região de interesse, e marcadores externos, que pertencem ao fundo. O processo
de watershed utilizando marcadores também pode ser descrito fazendo-se uma analogia a
um processo de inundação . Uma vez selecionados os marcadores na imagem, cada mar-
cador é associado a uma cor. O processo de inundação inicia-se preenchendo-se de água
colorida cada buraco associado a um marcador. Esse preenchimento é feito a uma taxa
constante por toda a imagem. Se a água atingir uma bacia sem nenhum marcador interno,
o processo de inundação se inicia nesta bacia sem nenhuma restrição. Contudo, se águas
de diferentes cores estiverem a ponto de se juntarem, é construída uma barragem entre
elas para evitar a união (DOUGHERTY; LOTUFO, 2003).
A transformada de watershed foi utilizada por (PLISSITI et al., 2010) para detec-
tar e segmentar núcleos de células cervicais em imagens coloridas. Primeiramente, como
pré-processamento, para cada componente RGB da imagem, eles executaram um pro-
cesso de equalização de histograma adaptativo, seguido por um processo de limiarização
de Otsu. Após isso, as três imagens resultantes foram combinadas usando-se uma operação
de OU lógico e componentes conexos, cujas áreas fossem menores do que a área de uma
única célula, foram removidos. Em seguida, para se encontrar os marcadores internos,
considerando apenas as áreas encontradas no pré-processamento, foi aplicada a transfor-
mada h-mínima em cada um dos componentes RGB da imagem seguida de um processo de
reconstrução morfológica, cujo resultado é uma máscara binária contendo os candidatos
a núcleo. Eles também encontraram marcadores no citoplasma utilizando a transformada
de distância nas máscaras obtidas na etapa de pré-processamento. Esses marcadores no
citoplasma serviram para melhorar o delineamento das bordas do núcleo. Em seguida,
a transformada de watershed foi aplicada utilizando-se os marcadores dos núcleos. Além
disso, para eliminar falsos positivos, com base em oito características dos núcleos – forma,
intensidade, etc. – utilizou-se um algoritmo de clustering Fuzzy C-means para classificar
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os núcleos detectados em duas classes distintas: núcleos verdadeiros e núcleos falsos.
Transformada de watershed também foi utilizada por (GENÇTAV et al., 2012).
Primeiramente, eles separaram as células do fundo utilizando operações morfológicas e
limiarização automática. Em seguida, construíram uma árvore de segmentação hierárquica
a partir do resultado da transformada de watershed de múltiplas escalas para detecção dos
núcleos. Finalmente, utilizando um classificador binário, o núcleo e o citoplasma foram
separados nas regiões segmentadas pela transformada de watershed.
2.5 Superpixels
Superpixels (REN; MALIK, 2003) é um conjunto local e coerente de pixels que
possuem similaridades de textura, cor, brilho entre outras. A motivação para se trabalhar
com superpixels ao invés de pixels isoladamente é que os pixels são consequência do
processo de discretização da imagem, não sendo entidades naturais. Além disso, o número
de pixels nas imagens é muito grande, mesmo considerando a capacidade de processamento
dos computadores atuais.
O processo de criação de superpixels gera um mapa de superpixels por meio de
um processo de supersegmentação de forma similar ao que ocorre com a transformada de
watershed. Contudo, no caso de superpixels, esse processo de segmentação é controlado
pelo grau de similaridade entre os pixels (REN; MALIK, 2003).
É um processo que está sendo bastante utilizado no processamento e segmentação
de imagens. No caso de detecção de núcleos de células cervicais, alguns trabalhos utili-
zaram superpixels como uma etapa intermédiária em suas metodologias. Superpixels e
limiarização adaptativa foi utilizado por (LEE; KIM, 2016), enquanto (TAREEF et al.,
2017a) extraiu características dos superpixels como forma, textura e bordas para treinar
um classificador SVM para realizar a detecção dos núcleos. Tanto (SONG et al., 2014)
como (TAREEF et al., 2017b) utilizaram superpixels para criar patches que foram uti-
lizados para treinar uma Rede Neural Convolucional com a finalidade de segmentar a
imagem em três classes: núcleo, citoplasma e fundo.
2.6 Modelos de Contornos Ativos
Bamford e Lovell (BAMFORD; LOVELL, 1998) propuseram um método no qual
primeiro é encontrado um ponto do núcleo utilizando um algoritmo de convergência de
quadrados ou um técnica de limiarização. Uma vez que esse ponto é obtido, utilizaram
um algoritmo de contornos ativos baseado no algoritmo de busca de Viterbi para realizar
a detecção e segmentação do núcleo. Um problema com o método é que as imagens
utilizadas continham apenas um núcleo envolto por citoplasma, não chegando a ter uma
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Figura 2 – Plano ótimo de um SVM. Adaptado de (DUDA et al., 2000).
célula inteira. Aliás, como relatado pelos autores, ocorreram falhas no caso da borda do
citoplasma estar contida na imagem.
2.7 Inteligência Artificial
2.7.1 Support Vector Machines
Support Vector Machines (SVM) é um tipo de modelo de aprendizado de máquina
supervisionado bastante utilizado na solução de problemas de classificação e regressão.
Uma importante propriedade de SVM é que a determinação dos parâmetros cor-
responde a um problema de otimização de uma função convexa. Desta forma, qualquer
solução local também é um ótimo global. SVM aborda esse problema utilizando o conceito
de margem que é definida como sendo a menor distância entre o hiperplano de separação
e qualquer das amostras. (BISHOP, 2006).
Assim, o objetivo do treinamento de um SVM consiste em se determinar um hi-
perplano que maximize a distância máxima entre os padrões mais próximos. Os vetores de
suporte são estes padrões mais próximos a uma distância 𝑏 do hiperplano, como mostrado
na Figura 2 (DUDA et al., 2000).
SVM foi utilizado por (PLISSITI et al., 2010) para reduzir o número de falsos
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Figura 3 – Procedimento geral de utilização de K-médias clustering em reconhecimento
de imagens. Adaptado de (COATES; NG, 2012).
positivos encontrados em etapas anteriores do método proposto. Além disso, em (TAREEF
et al., 2017a), os autores utilizaram SVM para realizar a classificação de superpixels e desta
forma realizar a detecção de núcleos de células cervicais.
2.7.2 Clustering
Um importante objetivo no aprendizado de máquina é o aprendizado de hierarquias
de características para serem utilizadas em outras tarefas. Um procedimento bastante
utilizado na literatura é utilizar técnicas de aprendizado não supervisionado para treinar
um modelo a partir de um conjunto de dados não rotulados e utilizar os resultados para
extrair características desejadas do conjunto de dados (COATES; NG, 2012).
Um conjunto de algoritmos bastante utilizados são os algoritmos de clustering. O
objetivo de algoritmo de clustering é descobrir grupos naturais em conjuntos de padrões,
pontos, ou objetos. Uma definição para clustering pode ser a seguinte: dada uma repre-
sentação de n objetos, encontrar 𝐾 grupos baseando-se em uma medida de similaridade
de tal forma que a similaridade entre os objetos no mesmo grupo seja alta enquanto as
similaridades entre objetos de grupos diferentes seja a menor possível (JAIN, 2010).
Dentre os algoritmos de clustering, um bastante conhecido e utilizado é o K-médias.
O objetivo deste algoritmo é encontrar centróides nos agrupamentos de dados que mini-
mizem a distância entre os dados e o centróide mais próximo. Desta forma, K-médias
pode ser visto como uma forma de se construir um dicionário 𝒟 ∈ ℛ𝑛×𝑘 de tal forma que
o vetor de dados 𝑥(𝑖) ∈ ℛ𝑛 possa ser mapeado em um vetor de códigos que minimize o
erro de uma reconstrução dos dados originais (COATES; NG, 2012). Esse procedimento
é mostrado na Figura 3.
Assim, seja 𝜇𝑘 a média de uma agrupamento de dados 𝑐𝑘. O erro quadrático médio
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é dado por:
𝐸(𝑐𝑘) =
∑︁
𝑥𝑖∈𝑐𝑘
||𝑥𝑖 − 𝜇𝑘||2 (2.6)
O objetivo do algoritmo de K-médias é minimizar a soma total dos erros quadrá-
ticos de todos os agrupamentos:
𝐸(𝐶) =
𝐾∑︁
𝑘=1
∑︁
𝑥𝑖∈𝑐𝑘
||𝑥𝑖 − 𝜇𝑘||2 (2.7)
Assim, com base no que foi descrito acima, os principais passos em um algoritmo
de K-médias podem ser descritos como (JAIN, 2010):
Pseudocódigo 2.2 Determinação dos agrupamentos
1. Selecione um número inicial de partições com 𝐾 agrupamentos
2. Forme uma nova partição atribuindo cada padrão ao centroide mais próximo
3. Calcule novos centroides para cada agrupamento
4. Repita os passos 2 e 3 até que o algoritmo estabilize.
No caso específico de segmentação de núcleos em células cervicais, o algoritmo de
K-médias foi utilizado com sucesso por (LI et al., 2012; GUAN et al., 2015). Em ambos
trabalhos, eles primeiramente aplicaram um filtro não linear nas componentes escuras da
imagem que não são núcleos antes de aplicar o algoritmo de K-médias.
Outro algoritmo de agrupamento encontrado na literatura para detecção de núcleos
em células cervicais é o Fuzzy C-means. Este algoritmo pode ser visto como uma extensão
do K-médias no qual cada ponto pode pertencer de múltiplos agrupamentos com um
valor para identificar a relação de pertencimento (COATES; NG, 2012). Ele foi utilizado
por (PLISSITI et al., 2010) para eliminar falsos positivos resultantes da transformada de
watershed. Já em (SAHA et al., 2016), ele foi utilizado diretamente para detecção dos
núcleos das células cervicais, sendo que foi utilizada uma função de formato circular para
impor um limitante ao algortimo de Fuzzy C-means.
2.7.3 Redes Neurais Convolucionais
Redes Convolucionais serão descritas com detalhes no Capítulo 3. Elas têm sido
utilizadas para resolver diversos problemas na área de processamento de imagens e visão
computacional. No caso de detecção de núcleos de células cervicais, em Song et al. (SONG
et al., 2014) e Tareef et al. (TAREEF et al., 2017b), uma combinação de superpixels
e Redes Neurais Convolucionais foi utilizada. Em ambos os trabalhos, primeiramente
eles utilizaram um algoritmo de agrupamento para gerar os superpixels e, em seguida,
utilizaram as imagens resultantes para obter as amostras utilizadas durante o treinamento
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da CNN. Também em ambos os casos, o objetivo do aprendizado era fazer com que a rede
convolucional conseguisse classificar corretamente cada amostra em uma das seguintes
classes: fundo, citoplasma e núcleo.
Além dos métodos descritos acima, um método para detecção de núcleo baseado
em Campos Aleatórios de Markov também foi proposto por Zhao et al. (ZHAO et al.,
2016).
Em vários dos métodos descritos nos parágrafos anteriores, a detecção dos núcleos
celulares foi um dos passos em um processo cujo objetivo era uma análise automática
mais geral, como segmentação das células cervicais e posterior classificação dessas células.
Assim, um método preciso e confiável de se detectar os núcleos é muito importante. Além
disso, esse método deve ser rápido para não impactar na execução do processo como um
todo.
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3 Redes Neurais Convolucionais
Com dito na Introdução, Redes Neurais Convolucionais (CNN) são um tipo de
rede neural baseado na estrutura do córtex visual de mamíferos. Elas são uma rede neural
do tipo feed-forward e são especialmente projetadas para trabalhar com dados que te-
nham uma topologia de grade, em especial em imagens bidimensionais. Contudo, já foram
utilizadas com sucesso na solução de problemas tridimensionais e que utilizam vídeo.
As CNNs foram uma das primeiras redes densas que foram treinadas com sucesso
utilizando-se o algoritmo de back-propagation. Um fato surpreendente é que até hoje não
se sabe ao certo o porquê delas terem sido tão bem sucedidas enquanto outras redes
neurais similares que também utilizam back-propagation não foram (GOODFELLOW et
al., 2016). As CNNs combinam três conceitos principais para obter certa invariância à
translação, escalonamento e distorção: campos receptivos locais, pesos compartilhados e
subamostragem temporal ou espacial (LECUN et al., 1998).
3.1 Estrutura
Em geral, as CNNs são construídas empilhando-se uma camada sobre a anterior.
Os tipos de camadas geralmente utilizadas são: convolucionais, pooling (agregação) e
completamente conectadas. A seguir será apresentada uma breve descrição para cada
uma destas camadas.
3.1.1 Camadas Convolucionais
A convolução de duas funções é uma operação matemática definida como:
𝑓(𝑡) * ℎ(𝑡) =
∫︁ ∞
−∞
𝑓(𝑎)ℎ(𝑡− 𝑎)d𝑎 (3.1)
No caso de imagens bidimensionais, seja um filtro 𝑓 com dimensões𝑚×𝑛. Definindo
𝑎 = (𝑚− 1)/2 e 𝑏 = (𝑛− 1)/2, a operação de convolução de uma imagem 𝐼 pelo filtro 𝑓
pode ser escrita como:
𝑓 [𝑥, 𝑦] * 𝐼[𝑥, 𝑦] =
𝑎∑︁
𝑠=−𝑎
𝑏∑︁
𝑡=−𝑏
𝑓 [𝑠, 𝑡]𝐼[𝑥− 𝑠, 𝑦 − 𝑡] (3.2)
Nas camadas convolucionais, quando se realiza uma operação de convolução da
imagem de entrada 𝐼 com um filtro o resultado desta operação resulta em um mapa de
características. Essa operação é mostrada na Figura 4. Ao se realizar a convolução da
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Figura 4 – Exemplo da arquitetura padrão de uma CNN. Fonte: <http://deeplearning.
net/tutorial/_images/mylenet.png>.
imagem de entrada com um filtro𝑊0, obtém-se como resultado o mapa de características
indicado pelo volume de saída na imagem. Em geral, uma camada convolucional contém
vários mapas de características, cada um sendo o resultado da aplicação de um filtro
diferente na imagem de entrada.
Analisando-se a Figura 4, pode-se observar que cada unidade do mapa de carac-
terísticas está associado a uma vizinhança da imagem 𝐼. Essa vizinhança é denominada
de campo receptivo local. Com campos receptivos locais, é possível extrair características
visuais relevantes como orientação de bordas, extremidades, pontos de inflexão, aglome-
rações de pixels com mesma cor, etc. Essas características são combinadas nas camadas
subsequentes para que características mais complexas possam ser detectadas (LECUN et
al., 1998).
Distorções e translações podem fazer com que a posição das características possa
variar. Além disso, é extremamente útil que um detector de uma determinada caracterís-
tica associada a um campo receptivo também possa ser aplicada a toda a imagem. Isso
pode ser obtido fazendo-se com que os campos receptivos locais compartilhem o mesmo
conjunto de pesos. Com o compartilhamento de pesos, se a imagem de entrada 𝐼 é trans-
ladada, o mapa de características também é transladado da mesma forma. Assim, uma
camada convolucifonal é composta de vários mapas de características cada qual com seu
próprio vetor de pesos de forma que características diferentes possam ser obtidas de cada
região da imagem (LECUN et al., 1998; GOODFELLOW et al., 2016).
O compartilhamento de pesos tem o benefício adicional de auxiliar no controle
de parâmetros treináveis da rede convolucional em geral, uma vez que há apenas um
parâmetro treinável por conjunto de neurônios. Isso facilita bastante na computação dos
dados (GOODFELLOW et al., 2016).
3.1.2 Camadas de Pooling
A função das camadas de pooling é reduzir a resolução espacial do mapa de ca-
racterísticas. Isso é feito calculando-se uma medida estatística de uma região retangular
do mapa de características e substituindo essa região pela medida calculada. Algumas
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das medidas utilizadas são o máximo da região, a média, norma L2 e média ponderada.
Recentemente, a medida do máximo tem sido mais utilizada, pois tem mostrado melhores
resultados na prática (GOODFELLOW et al., 2016).
Apesar de fornecer robustez à translação, as camadas convolucionais não conse-
guem lidar com outros tipos de transformações como mudanças de escala ou mesmo ro-
tações. Uma vez que uma característica foi encontrada, sua localização exata na imagem
deixa de ser importante, sendo relevante apenas sua posição relativa às demais caracte-
rísticas encontradas na mesma região. Se houver uma associação muito grande de uma
determinada característica com uma determinada região da imagem, a rede pode perder
sua robustez à translação e distorção. A operação de subamostragem visa justamente re-
duzir a sensibilidade da rede a posição espacial de uma determinada característica e assim
fornecer uma certa tolerância a transformações como translação e rotação (LECUN et al.,
1998).
Como a operação de pooling diminui as respostas sobre uma vizinhança, é possível
utilizar menos unidades de pooling do que unidades de detecção. Isso melhora a eficiência
computacional da rede porque a próxima camada tem menos entradas para processar.
Além disso, diminui a quantidade de parâmetros da rede melhorando os requisitos de
utilização de memória da rede (GOODFELLOW et al., 2016).
Para aumentar a invariância às transformações geométricas, um procedimento é
compensar a redução na resolução espacial com um progressivo aumento do número de
mapas de características nas camadas convolucionais subsequentes a uma camada de
pooling (LECUN et al., 1998).
3.1.3 Camadas Completamente Conectadas
As camadas completamente conectadas comportam-se como as camadas de uma
rede neural comum, nas quais os neurônios contêm conexões com todas as ativações da
camada anterior (JOHNSON; KARPATHY, 2017).
A função das camadas completamente conectadas é atuar como o classificador,
mapeando os mapas de características obtidos na camadas anteriores nas classes desejadas.
3.2 Métodos de Regularização
Um dos maiores problemas encontrados quando se trabalha com técnicas de apren-
dizado de máquina é fazer com que o algoritmo tenha um bom desempenho em conjuntos
de dados novos, não apenas naquele no qual ele foi treinado. Quando o algoritmo possui
a capacidade de ter um bom desempenho em conjunto de dados novos, diz-se que ele tem
uma boa generalização (GOODFELLOW et al., 2016).
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De uma maneira geral, durante o treinamento de um algoritmo de aprendizagem
de máquina, divide-se o conjunto de dados disponível em dois subconjuntos: conjunto de
treinamento e conjunto de testes. Há dois fatores que influenciam no desempenho de um
algoritmo de aprendizagem de máquina:
∙ Capacidade de obter um erro de treinamento pequeno;
∙ Capacidade de obter um erro no conjunto de testes semelhante ao erro obtido no
conjunto de treinamento.
Com base nesses dois fatores, dois fenômenos podem ocorrer. O primeiro deles
ocorre quando o algoritmo não é capaz de obter um erro de treinamento pequeno e é
denominado de underfitting. O segundo fenômeno ocorre quando o algoritmo obtém um
bom desempenho no conjunto de treinamento, mas o erro obtido no conjunto de testes é
muito maior do que o erro obtido no conjunto de treinamento. Este segundo fenômeno é
denominado de overffiting. Esses dois fenômenos estão ligados à capacidade de aprendiza-
gem do algoritmo. Algoritmos com uma capacidade pequena não conseguem obter bons
resultados nos conjuntos de treinamento, caracterizando o underfitting. Em contrapartida,
algoritmos com grande capacidade de aprendizagem podem se adequar demasiadamente
ao conjunto de dados de treinamento, fazendo com que o seu desempenho em conjuntos
de dados novos não seja satisfatório e, assim, tem-se o overffiting (GOODFELLOW et
al., 2016).
Uma técnica que é bastante usada para combater o overfitting é a regularização
que consiste em modificar o algoritmo de aprendizagem, adicionando alguma forma de
penalidade, de maneira que o erro no conjunto de testes diminua, mesmo que o erro no
conjunto de treinamento aumente (BISHOP, 2006; GOODFELLOW et al., 2016).
3.2.1 Parâmetros de Penalidades Normalizadas
Como dito anteriormente, uma possibilidade de regularização é adicionar algum
parâmetro para limitar a capacidade do modelo. Assim, uma função de perda de um
modelo regularizado pode ser escrita como na Equação 3.3. Essa forma de regularização
é denominada de decaimento de pesos (do inglês weight decay), uma vez que faz com
que o valor dos pesos tenda a zero se não forem suportados pelo conjunto de dados. O
parâmetro 𝜆 pode ser ajustado de forma a se ter uma regularização mais forte ou não.
(DUDA et al., 2000; BISHOP, 2006).
𝐽 = 𝐽𝑚𝑜𝑑 + 𝜆𝐽𝑟𝑒𝑔 (3.3)
Se 𝜆 = 12 ||𝜔||2 tem-se o que na literatura se denomina de regularização 𝐿2. Esse tipo
de regularização faz com que o algoritmo de aprendizagem veja a entrada como tendo alta
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variância, fazendo com que os pesos relacionados às características que possuem pequena
covariância com as saídas desejadas sejam diminuídos (GOODFELLOW et al., 2016).
Outra possibilidade é se ter 𝜆 = ||𝜔||. Ou seja, como sendo a soma absoluta dos va-
lores de cada um dos parâmetros. Neste caso, tem-se o que denomina de regularização 𝐿1.
Em comparação com a regularização 𝐿2, essa regularização resulta em uma solução mais
esparsa no contexto de que a solução ótima pode ter valor igual a zero (GOODFELLOW
et al., 2016).
3.2.2 Early Stopping
O treinamento de uma rede neural corresponde a um processo iterativo de oti-
mização da função de erro do conjunto de dados de treinamento. É uma prática comum
subdividir esse conjunto de treinamento em dois subgrupos contendo dados independen-
tes: conjunto de treinamento propriamente dito e conjunto de validação. Neste caso, a
rede neural é treinada com os dados do conjunto de treinamento e é realizada uma verifi-
cação do desempenho da rede neural utilizando-se o conjunto de validação. O que ocorre
é que o erro medido no conjunto de dados independente do conjunto de validação tende
a inicialmente cair para depois aumentar caso esteja ocorrendo overfitting. Assim, uma
possibilidade é se verificar o resultado da função de perda no conjunto de validação e
parar o treinamento, caso não haja melhoria na função de perda para este conjunto de
dados em iterações sucessivas (BISHOP, 2006). Esse tipo de regularização é denominado
de early stopping.
3.2.3 Aumento Sintético de Dados
Em Deep Learning, existe uma máxima que diz que "o melhor modelo é aquele que
possui mais dados". Contudo, na prática, o número de dados disponíveis para realizar o
treinamento e teste de um determinado modelo é limitado. Assim, uma possibilidade é
gerar dados sintéticos e adicioná-los ao conjunto de dados de treinamento. Esse aumento
sintético de dados se mostra particularmente útil para aumentar o desempenho de modelos
utilizados em reconhecimento de objetos, também tendo sido utilizado com sucesso no
reconhecimento de voz (GOODFELLOW et al., 2016).
A forma como os dados podem ser aumentados é dependente do tipo de dado
disponível e do problema que se pretende resolver. No caso específico de reconhecimento
de objetos em imagens, transformações como translações, rotações, adição de ruído são
utilizadas (GOODFELLOW et al., 2016).
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3.2.4 Dropout
Dropout (SRIVASTAVA et al., 2014) é uma técnica de regularização cuja ideia
principal é remover aleatoriamente neurônios e suas conexões da rede neural durante
o treinamento. Isso faz com que durante o treinamento, o resultado da rede seja uma
média de várias redes diferentes. Isso previne que haja uma adaptação demasiada entre
os neurônios, reduzindo o overfitting..
Um parâmetro importante na utilização de dropout é a taxa de dropout, 𝑝, que
corresponde à probabilidade de se manter um neurônio na rede. Esse parâmetro controla
a intensidade do dropout. Segundo (SRIVASTAVA et al., 2014), valores típicos para a
taxa de dropout variam entre 0,5 e 0,8. Valores muito pequenos de 𝑝 podem fazer com
que o treinamento demore mais e fazer com que haja underfitting. Valores muito altos de
𝑝 podem fazer com que não haja remoção suficitente de neurônios da rede para evitar o
overfitting.
3.3 Algoritmos de Otimização
Como dito anteriormente, o treinamento de uma rede neural consiste em realizar
várias iterações dos dados de treinamento com o objetivo de reduzir ao máximo o valor
da função de perda. Na literatura, o conjunto de dados que é utilizado como entrada para
o modelo é geralmente denominado de batch. Uma possibilidade é se utilizar como todo
o conjunto de dados de treinamento em um único batch. Apesar de ser uma abordagem
simples e fornecer uma estimativa mais precisa do gradiente, tem como desvantagem o
fato de que a atualização dos parâmetros do modelo só ocorre ao final de cada iteração,
fazendo com que o treinamento seja lento (GOODFELLOW et al., 2016).
Outra possibilidade é ter batches de tamanho igual a 1. Neste caso tem-se o que
se denomina de métodos online, no qual o modelo é atualizado a cada dado de entrada.
O problema neste caso é que essa metodologia pode ser bastante cara do ponto de vista
da capacidade computacional. Assim, atualmente a maioria dos algoritmos tem utilizado
uma abordagem intermediária, denominada de minibatch estocásticos, na qual o modelo
é atualizado depois de que uma pequena quantidade de dados do conjunto de dados de
treinamento é processada até que todos os dados de treinamento tenham sido utilizados.
A ordem dos minibatches é aleatória. Algumas das questões de se utilizar minibaches são
(GOODFELLOW et al., 2016; BISHOP, 2006):
∙ A quantidade de memória disponível é geralmente limitada, em especial quando se
utiliza unidades gráficas de processamento (Graphic Processing Units – GPU). A
utilização de minibatches se adequa melhor a essas configurações de hardware;
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∙ Batches de maior tamanho fornecem estimativas mais precisas do gradiente, desta
forma as estimativas do gradiente quando se utiliza minibatch são, em geral, me-
lhores de quando se utiliza o método online;
∙ Arquiteturas de computadores que contêm múltiplos processadores acabam sendo
subutilizadas se o tamanho dos batches for muito pequeno. Desta forma, ao se utili-
zar o método online, pode não haver ganho em tempo de execução do treinamento;
∙ Batches pequenos podem ter um efeito regulatório, isso é uma vantagem de se
utilizar minibaches ao invés de um único batch;
∙ Batches pequenos são melhores para se lidar com dados redundantes.
A seguir, serão descritos os principais algoritmos utilizados para se treinar CNNs
e que foram utilizados no treinamento da rede neural convolucional apresentada neste
trabalho.
3.3.1 Stochastic Gradient Descent
Stochastic Gradient Descent (SGD) é um algoritmo de otimização bastante utili-
zado em modelos que usam técnicas de aprendizagem de máquina. Consiste em se obter
uma estimativa do gradiente a partir do cálculo da média dos gradientes em um mini-
batch contendo 𝑘 elementos (GOODFELLOW et al., 2016). Assim, sendo 𝑤 um vetor dos
parâmetros treináveis de um modelo, ▽𝐸𝑘 o gradiente do erro do modelo após a execução
de um minibatch de tamanho 𝑘, tem-se (BISHOP, 2006):
𝑤(𝜏+1) = 𝑤(𝜏) + 𝜖▽ 𝐸𝑘(𝑤(𝜏)) (3.4)
onde 𝜖 é a taxa de aprendizagem.
Depois de cada atualização, o gradiente é recalculado para o novo conjunto de pesos
e o processo é repetido (BISHOP, 2006). A escolha de 𝜖 é geralmente feita experimental-
mente, não havendo uma fórmula pré-determinada. Um procedimento comum é reduzir
o valor de 𝜖 após um determinado número de iterações para melhorar a convergência do
gradiente ao longo do treinamento (GOODFELLOW et al., 2016).
3.3.2 Momentum
Um dos problemas com SGD é que o treinamento pode ser lento. Para acelerar o
treinamento, uma possibilidade é se fazer uma analogia com o conceito de momento da
Física. Em Física, momento é dado como sendo a massa de um elemento multiplicado pela
velocidade deste elemento. Lembrando que a velocidade é o gradiente da distância pelo
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tempo, pode-se aplicar o conceito em SGD fazendo com que a velocidade seja o somatório
dos gradientes dos elementos e somando-se essa velocidade na Equação 3.4 (BISHOP,
2006; GOODFELLOW et al., 2016).
De forma semelhante ao que acontece com a taxa de aprendizagem, na prática,
é comum se alterar o valor do momento após algumas interações. Contudo, ao contrário
do que ocorre com a taxa de aprendizagem, o comum é se aumentar o valor do momento
(GOODFELLOW et al., 2016).
3.3.3 Momento de Nesterov
O momento de Nesterov é basicamente o mesmo conceito visto para o momentum,
sendo que a diferença ocorre quando o gradiente é calculado. Neste caso, o gradiente é
aplicado após a adição da velocidade. Assim, o momento de Nesterov pode ser visto como
um fator de correção do método de momento padrão. Contudo, na prática se observa que
quando aplicado em SGD, o momento de Nesterov não ajuda em aumentar a taxa de
convergência do modelo (GOODFELLOW et al., 2016).
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4 Metodologia
Como mencionado na Seção 1, um dos problemas a ser solucionado ao se trabalhar
com imagens médicas é a obtenção de um bom conjunto de dados. Em 2014, ocorreu o
Overlapping Cervical Cytology Image Segmentation Challenge - ISBI 2014, que foi um
evento do International Symposium on Biomedical Imaging que foi realizado em Pequim,
na China. Após esse evento, os dados do desafio foram disponibilizados publicamente e
foram estes dados os que utilizamos neste trabalho. Mais informações sobre esse conjunto
de dados serão fornecidas na Seção 4.1.
Nos últimos anos as CNNs têm sido utilizadas para resolver uma ampla gama
de problemas na área de processamento de imagens, inclusive para realizar a detecção
de núcleos em células cervicais. Em (SONG et al., 2014) e (TAREEF et al., 2017b),
uma combinação de superpixels e CNN foi utilizada. Primeiramente eles utilizaram um
algoritmo de agrupamento para gerar os superpixels e, em seguida, utilizaram as imagens
resultantes para obter as amostras utilizadas durante o treinamento da CNN. O objetivo
do aprendizado era fazer com que a rede convolucional conseguisse classificar corretamente
cada amostra em uma das seguintes classes: fundo, citoplasma e núcleo.
Um dos problemas com essa abordagem é a definição dos parâmetros para se ob-
ter corretamente os superpixels e, desta forma, obter as amostras de treinamento. Desta
forma, como será detalhado nas próximas seções, adotou-se neste trabalho um procedi-
mento diferente para obtenção das amostras de treinamento e para se realizar o treina-
mento da CNN, no qual as mostras de treinamento obtidas diretamente das imagens de
treinamento, de forma semelhante a (CIREŞAN et al., 2012).
4.1 Material utilizado
O conjunto de dados de treinamento e teste utilizados neste trabalho é o mesmo
descrito em (LU et al., 2015). Trata-se de um conjunto de dados público no qual é possível
fazer o download das imagens de teste e treinamento, bem como das respectivas imagens
contendo as anotações. Esse conjunto de dados consiste em 16 imagens citológicas reais
com a tecnologia Extended Depth Field (EDF) e 945 imagens sintéticas. As imagens
sintéticas são em tons de cinza, contendo entre duas e dez células por imagem, com ou
sem sobreposição, e têm dimensões de 512×512 pixels. Elas estão divididas da seguinte
maneira:
∙ 45 imagens para treinamento;
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∙ 90 imagens para teste;
∙ 810 imagens para avaliação.
Todas as 45 imagens de treinamento e as 90 imagens de teste contêm anotações. As
anotações consistem nos valores de referência para os núcleos contidos em cada imagem,
para cada citoplasma individual, número de células contidas em cada imagem e a taxa
de sobreposição celular da imagem. O conjunto de treinamento possui um total de 270
células distribuídas nas 45 imagens, enquanto o conjunto de testes possui um total de 540
células.
As 810 imagens sintéticas restantes deveriam ser utilizadas para avaliar a segmen-
tação dos citoplasmas individuais e não foram utilizada neste trabalho. As 16 imagens
reais também contêm as anotações para os núcleos. Scripts para gerar mais imagens sin-
téticas e para avaliar a segmentação dos citoplasmas também estão disponíveis.
Utilizar esse conjunto de dados tem a vantagem adicional de podermos comparar os
resultados obtidos em um ambiente idêntico a outros trabalhos publicados (USHIZIMA
et al., 2014; NOSRATI; HAMARNEH, 2014; LU et al., 2015; TAREEF et al., 2017b).
Para poder realizar a comparação do método apresentado neste trabalho com os citados
acima, para o treinamento da CNN foram utilizadas apenas as 45 imagens sintéticas de
treinamento. A forma de aquisição das amostras de treinamento a partir destas imagens
do conjunto de treinamento será descrito na Seção 4.2.1.
De maneira similar, em todos os trabalhos mencionados acima, os resultados foram
obtidos utilizando-se as 90 imagens sintéticas de teste. Desta forma, também utilizamos
apenas esse conjundo de 90 imagens de teste para avaliar o desempenho do método descrito
neste trabalho e, assim, ser possível realizar uma comparação direta dos resultados obtidos
pelo método proposto com o descrito nos trabalhos descritos na literatura.
Um exemplo de uma imagem do conjunto de dados, bem como as respectivas
anotações para núcleos e citoplasma pode ser visto na Figura 5.
(a) (b) (c) (d)
Figura 5 – Exemplo de uma amostra do conjunto de dados: (a) imagem original; (b)
anotação do núcleo; (c) anotação para o primeiro citoplasma; (d) anotação
para o segundo citoplasma.
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4.2 Rede Convolucional
4.2.1 Aquisição das Amostras de Treinamento
Para obter as amostras de treinamento, o procedimento adotado é similar ao pro-
cedimento proposto por (CIREŞAN et al., 2012). Para treinar a CNN, são utilizadas
amostras das imagens de treinamento com tamanho de 95×95 pixels cujos pixels centrais
pertencem a uma das seguintes classes: fundo, citoplasma e núcleo. De forma simplificada,
para se obter uma amostra de treinamento, basta se localizar um pixel de uma determi-
nada classe e extrair da imagem uma amostra contendo esse pixel como elemento central.
No caso de pixels pertencentes a borda da imagem, as amostras são obtidas espelhando a
imagem original.
Um dos problemas mais difíceis encontrados durante o treinamento da CNN foi o
fato de se obter vários falsos positivos. Ao se utilizar uma abordagem com duas classes
– núcleo e não-núcleo, a CNN conseguia detectar os núcleos, mas várias regiões escu-
ras pertencentes ao citoplasma também eram consideradas como sendo núcleo. Assim,
precisava-se fazer com que a CNN aprendesse a diferenciar os pixels pertencentes ao nú-
cleo dos pixels pertencentes a essas regiões mais escuras do citoplasma.
Uma solução seria utilizar todos os pixels das imagens de treinamento. Contudo,
como o número de pixels pertencentes ao núcleo é muito menor do que o número de
núcleos pertencentes ao citoplasma e ao fundo da imagem, teríamos duas classes extre-
mamente desbalenceadas o que dificultaria o treinamento. Outro problema seria o fato de
que a grande maioria das amostras relativas a classe não-núcleo não traria informações
relevantes. Assim, a utilização dessas amostras seria um grande desperdício dos recursos
computacionais.
Outra solução seria treinar a CNN para detectar os pixels de três classes: núcleo,
citoplasma e fundo. Uma vez que a CNN conseguisse detectar corretamente os pixels dessas
três classes, o problema da detecção de falsos positivos seria solucionado, pois esses pixels
deveriam ser classificados corretamente como sendo pertencentes ao citoplasma. Além
disso, boa parte das áreas escuras do citoplasma ocorrem onde há sobreposição de células,
em áreas do citoplasma perto do fundo da imagem. Assim, é importante a CNN aprender a
classificar corretamente pixels pertencentes ao fundo. Esta solução resultou em resultados
muito superiores e por isso foi adotada.
Ao se utilizar as imagens contendo anotações disponibilizadas no conjunto de dados
do ISBI 2014, é possível localizar os pixels pertencentes ao fundo, ao citoplasma e ao
núcleo de cada imagem do conjunto de treinamento. Para cada uma dessas classes, são
obtidas informações relativas à posição (𝑥, 𝑦) dos pixels em imagem, sua classe – núcleo,
citoplasma, ou fundo – e um número indicando a qual imagem o pixel pertence. Essas
informações são armazenadas em uma estrutura de dados que denominaremos de 𝑆.
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Desta forma, a estrutura de dados S consiste em um conjunto de elementos con-
tendo informações sobre pixels selecionados das três classes das imagens de treinamento.
No caso de pixels pertencentes ao núcleo, as informações relativas a todos os pixels desta
classe em todas as imagens de treinamento são armazenadas, ou seja, as informações re-
lativas a todos os pixels pertencente aos núcleos de todas as imagens de treinamento são
armazenadas em 𝑆. No caso de imagens do fundo, nem todos os pixels pertencentes a esta
classe são armazenados. Para cada imagem, escolhe-se aleatoriamente o mesmo número
de pixels que foram obtidos para aos núcleos desta imagem e as informações sobre estes
pixels são armazenadas em 𝑆.
Também não são selecionados todos os pixels pertencentes ao citoplasma. Contudo,
neste caso, eles não são aleatoriamente selecionados. Durante os experimentos, notou-se
que a maior parte dos casos de falsos positivos devia-se ao fato da rede não diferenciar
corretamente pixels pertencentes ao núcleo de núcleos pertencentes a áreas escuras do
citoplasma. Em alguns casos, a rede considerava pixels pertencentes ao citoplasma como
sendo do núcleo. Desta forma, para selecionar os pixels, seleciona-se os mais escuros de
cada imagem cujas informações são adicionadas a estrutura 𝑆. Assim, todos os pixels
pertencentes ao citoplasma pertencentes ao percentil 60 são escolhidos e armazenados em
𝑆. O percentil 60 foi escolhido depois de alguns experimentos que mostraram ser esse
valor um bom compromisso entre o desempenho da rede e o balanceamento das classes.
A estrutura de dados 𝑆 é a base para extração dos patches que são utilizados
durante o treinamento da CNN. Como cada um dos seus componentes possue informações
sobre a localização de um pixel, sua classe e de qual imagem o pixel pertence, pode-se
em tempo de execução obter o patch de treinamento que consiste em uma amostra de
uma das imagens de treinamento com tamanho de 95×95 no qual o pixel central é o pixel
contido em 𝑆.
Uma vez que se obteve as informações relativas a todos os pixels que serão utiliza-
dos para o treinamento, a estrutura de dados 𝑆 é aleatoriamente embaralhada. Quando a
rede convolucional está sendo treinada, dinamicamente se escolhe um número 𝑁 de itens
de 𝑆, e com base nas informações relativas a que imagem o pixel pertence e sua localização
nesta imagem, se obtém a amostra da imagem. Caso o pixel se localize perto da borda
da imagem, os pixels necessários para obtenção da amostra são obtidos espelhando-se a
imagem original. Uma visão geral do processo de aquisição de amostras pode se visto na
Figura 6.
A estrutura de dados 𝑆 foi utilizada para amenizar o consumo de memória RAM
do sistema. Como o número total de pixels utilizados é superior a 1.600.000, armazenar
em memória todas as amostras de treinamento se torna algo bastante complicado, uma
vez que cada amostra consiste em imagens de 95×95 pixels. Além disso, é extremamente
simples obter as amostras das imagens a partir de 𝑆.
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Figura 6 – Processo de treinamento da CNN.
Como dito anteriormente, cada uma das amostras de treinamento possue um tama-
nho de 95×95 pixels. O tamanho dessas amostras deve-se a arquitetura da CNN. Durante
os experimentos, CNNs com arquiteturas levemente diferentes que utilizavam patches de
treinamento com tamanhos diferentes foram utilizadas. O tamanho dos patches variava
entre 65×65 a 105×105 pixels. A rede cuja entrada consistia em imagens de 95×95 foi a
que obtive os melhores resultados e por isso foi escolhida.
Como existem muito mais pixels de citoplasma do que de núcleo, o conjunto final
de treinamento ainda é um pouco desbalanceado, mas isso não afetou o resultado final.
Técnicas para aumento do número de amostras foram testadas. Rotações, espe-
lhamento vertical e horizontal, etc. foram utilizados a fim de que produzissem um maior
número de amostras para treinamento da classe núcleo. Contudo, os resultados obtidos
não foram superiores aos resultados quando não se utilizava esse conjunto de dados au-
mentado. Como o tempo de treinamento aumentava significantemente, decidimos não
utilizá-las no resultado final.
4.2.2 Arquitetura da Rede
Para construir a rede convolucional utilizamos uma biblioteca chamada Lasagne.
Essa biblioteca é escrita em Python tendo como base o Theano, que é uma biblioteca
bastante conhecida também escrita em Python. A arquitetura da rede utilizada é seme-
lhante à adotada por (CIREŞAN et al., 2012). Consiste em uma sequência de camadas
convolucionais seguidas de camadas de max-pooling. A arquitetura da rede pode ser vista
com mais detalhes na Figura 7. Uma visão mais detalhada da configuração utilizada na
rede pode ser vista na Tabela 1.
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Figura 7 – Arquitetura da rede convolucional de treinamento. Adaptado de (BRAZ; LO-
TUFO, 2017)
Antes de iniciar o treinamento da rede, todos os pesos W das camadas convo-
lucionais e completamente conectadas foram iniciados utilizando o processo descrito em
(GLOROT; BENGIO, 2010). Os bias foram todos iniciados com valor zero. Em todas es-
sas camadas, com exceção da última camada da rede, o método de ativação do neurônios
utilizado foi o Rectified Linear Units (NAIR; HINTON, 2010).
No início do treinamento, a taxa de aprendizagem foi fixada em 0,005 e o momento
em 0,9. A cada 10 épocas houve um decréscimo da taxa de aprendizagem e um acréscimo
no momento.
Para combater o overfitting, aplicou-se dropout (SRIVASTAVA et al., 2014) em
todas as camadas completamente conectadas. Além disso, utilizou-se a técnica conhecida
como early stopping, no qual o treinamento é interrompido caso não haja uma melhoria
dos resultados após um número de épocas sucessivas. Neste trabalho foi utilizado um early
stopping se não houvesse melhoria no treinamento após 5 épocas.
Camada Tipo Configuração
0 Entrada Mapa de 95×95
1 Convolucional 32 mapas de neurônios de 91×91 com núcleos de 5×5
2 Max-pooling 32 mapas de neurônios de 45×45 com núcleos de 2×2
3 Convolucional 64 mapas de neurônios de 41×41 com núcleos de 5×5
4 Max-pooling 64 mapas de neurônios de 20×20 com núcleos de 2×2
5 Convolucional 128 mapas mapas de neurônios 16×16 com núcleos de 5×5
6 Max-pooling 128 mapas de neurônios 8×8 com núcleos de 2×2
7 Convolucional 256 mapas de neurônios 4×4 com núcleos de 5×5
8 Dropout Probabilidade de 0,5
9 Completamente Conectada 200 neurônios
10 Dropout Probabilidade de 0,5
11 Completamente Conectada 3 neurônios
Tabela 1 – Especificação da Rede Convolucional utilizada no treinamento. Adaptado de
(BRAZ; LOTUFO, 2017)
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4.2.3 Alteração da Rede para Testes
Para processar uma imagem de testes utilizando a rede com a arquitetura de
treinamento mostrada na Figura 7, teríamos que criar amostras para cada um dos pixels
da imagem de teste e aplicá-los ua rede para obter o resultado final. Como as imagens
têm tamanho de 512×512 pixels, seriam no mínimo 262.144 execuções. Essa abordagem
é computacionalmente ineficiente, além de bastante demorada, levando-se muito tempo
para ter o resultado de uma única imagem de teste.
O ideal é que a rede seja capaz de processar imagens de qualquer tamanho e
não apenas imagens de 95×95 pixels como as amostras de treinamento. Isso é possível
convertendo-se todas as camadas completamente conectadas em camadas convolucionais
(LONG et al., 2015). Desta forma, para executar rapidamente as amostras de testes,
modificamos a arquitetura da rede mostrada nas Figura 7 e Tabela 1, convertendo as
camadas completamente conectadas em camadas convolucionais. O resultado é uma rede
que produz os mesmos resultados da CNN que foi treinada, mas capaz de processar
imagens de qualquer tamanho. O resultado da conversão pode ser vista na Tabela 2.
Camada Tipo Configuração
0 Entrada Mapa de 95×95
1 Convolucional 32 mapas de neurônios de 91×91 com núcleos de 5×5
2 Max-pooling 32 mapas de neurônios de 45×45 com núcleos de 2×2
3 Convolucional 64 mapas de neurônios de 41×41 com núcleos de 5×5
4 Max-pooling 64 mapas de neurônios de 20×20 com núcleos de 2×2
5 Convolucional 128 mapas mapas de neurônios 16×16 com núcleos de 5×5
6 Max-pooling 128 mapas de neurônios 8×8 com núcleos de 2×2
7 Convolucional 256 mapas de neurônios 4×4 com núcleos de 5×5
8 Convolucional 200 mapas de neurônios 1×1 com núcleos de 1×1
9 Convolucional 3 mapas de neurônios com núcleos de 1×1
Tabela 2 – Arquitetura da Rede Convolucional após a conversão das últimas camadas
em convolucionais.
Com essa modificação, é possível obter o resultado de imagem de teste em uma
única passagem pela rede convolucional. O resultado do processamento é um mapa de
densidade cujo tamanho é menor do que a imagem original de teste. Assim, realiza-se um
procedimento de interpolação linear neste mapa de densidade para que o resultado final
tenha o mesmo tamanho da imagem de entrada e seja possível calcular as métricas de
precisão e recall. Esse procedimento é descrito na Figura 8.
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Figura 8 – Execução de uma imagem na arquitetura de testes.
4.3 Metodologia de avaliação
Para avaliar a metodologia proposta, utilizou-se o método utilizado no ISBI 2014
e descrito por Genctav et al. (GENÇTAV et al., 2012). Seja a região detectada 𝐴 e
respectiva anotação (ground truth) 𝐵. Uma detecção é dita ser correta se as seguintes
condições forem atingidas:
(𝐴 ∩𝐵)
𝐴
> 0.6 𝑒 (𝐴 ∩𝐵)
𝐵
> 0.6 (4.1)
Aplicando-se a condição acima a todos os resultados obtidos pela rede, encontra-se
o número total de núcleos corretamente detectados. Desta forma, as métricas de precisão
e recall podem ser calculadas pelas seguintes equações:
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = # 𝑑𝑒 𝑜𝑏𝑗𝑒𝑡𝑜𝑠 𝑐𝑜𝑟𝑟𝑒𝑡𝑎𝑚𝑒𝑛𝑡𝑒 𝑑𝑒𝑡𝑒𝑐𝑡𝑎𝑑𝑜𝑠# 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑜𝑏𝑗𝑒𝑡𝑜𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑎𝑑𝑜𝑠 (4.2)
𝑟𝑒𝑐𝑎𝑙𝑙 = # 𝑑𝑒 𝑜𝑏𝑗𝑒𝑡𝑜𝑠 𝑐𝑜𝑟𝑟𝑒𝑡𝑎𝑚𝑒𝑛𝑡𝑒 𝑑𝑒𝑡𝑒𝑐𝑡𝑎𝑑𝑜𝑠# 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑜𝑏𝑗𝑒𝑡𝑜𝑠 𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑒𝑠 𝑛𝑎 𝑎𝑛𝑜𝑡𝑎çã𝑜. (4.3)
Além de simples, a metodologia de avaliação de desempenho descrita acima tem a
grande vantagem de ter sido a mesma metodologia utilizada pelos participantes do ISBI
2014 e também por outros trabalhos que utilizaram o conjunto de dados deste evento. Isto
faz com que a comparação da metodologia proposta neste trabalho possa ser facilmente
comparada com esses métodos.
4.4 Pós-processamento dos Resultados
Um problema que ocorre ao se utilizar a interpolação linear para obter uma imagem
de saída do mesmo tamanho da imagem de entrada é o erro introduzido por esse método.
Esse erro é caracterizado por núcleos que são detectados, mas devido aos erros introduzidos
pela interpolação acabam não passando pelas condições impostas pela métrica adotada
descrita na Seção 4.3. Núcleos com essas características podem ser vistos na Figura 12
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localizada na Seção 5.1. Como pode ser visto nesta figura, em alguns casos é bastante
complicado de se perceber qual núcleo não obteve resultados satisfatórios.
Assim, para se obter resultados melhores, realizou-se um pós-processamento de
cada uma das imagens resultantes da metodologia descrita na Seção 4.2.3. Esse pós-
processamento consiste em se aplicar métodos de Morfologia Matemática aos resultados
da CNN após a interpolação para se obter uma saída cujos núcleos detectados tenham
uma semelhança maior com os núcleos das imagens de entrada.
Para cada uma das imagens do conjunto de testes, obteve-se sua imagem negativa
com intuito de fazer com os pixels pertencentes ao núcleo se tornassem aqueles com maio-
res intensidades de cinza. Utilizando os núcleos encontrados pela CNN como marcadores,
é realizada uma reconstrução morfológica da imagem para destacar os núcleos.
Após a realização do procedimento descrito acima, é realizada uma transformação
h-máxima na imagem e, em seguida, encontra-se os máximos locais para se encontrar os
possíveis candidatos a núcleos, pode ser visto de forma resumida na Figura 9. De forma
parecida com o que o foi descrito em (PLISSITI et al., 2010), esse processo resulta em
falsos positivos. Para eliminar os falsos positivos, realizamos um processo no qual se faz
uma correspondência entre as regiões conexas encontradas com os núcleos encontrados
pela CNN após a interpolação.
Esse processo de correspondência entre os núcleos consiste em rotular a imagem
resultante do processo de obtenção dos máximos regionais, e através de uma limiarização
dos rótulos, é possível obter os objetos da imagem – possíveis núcleos – individualmente.
Para cada um dos possíveis núcleos, é calculado as coordenadas (𝑥, 𝑦) do seu centroide e
verifica-se nestas coordenadas há um pixel pertencente a um núcleo na saída do processo
CNN combinado com interpolação. Se houver um pixel pertencente a um núcleo, o objeto
da imagem de saída dos máximos regionais é considerado. Caso contrário, ele é descar-
tado. O resultado final desse processo são núcleos com contornos mais bem delineados,
possibilitando melhores resultados. Esse processo de correspondência pode ser visto na
Figura 10.
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Figura 9 – Pós-processamento dos resultados.
Figura 10 – Processo de correspondência entre os núcleos.
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5 Resultados
5.1 Resultados sem Pós-processamento
Por meio da utilização da rede descrita na Seção 4.2.3, foi realizado o processa-
mento de todas as 90 imagens de testes do conjunto de dados. Posteriormente, com o
uso da metodologia descrita na Seção 4.3, verificou-se quais núcleos foram corretamente
detectados, ou seja, passam pelas condições estabelecidas pela Equação 4.1, e quais fo-
ram falsos positivos. Como é possível saber pelas anotações o número total de núcleos,
calculou-se as métricas de precisão e recall dos resultados pelas Equações 4.2 e 4.3.
Na Figura 11 é possível verificar alguns dos resultados nos quais a rede convoluci-
onal detectou corretamente todos os núcleos.
Para melhor avaliar os resultados obtidos, esses resultados foram comparados com
os resultados obtidos por outros métodos descritos na literatura que utilizaram o mesmo
conjunto de dados e as mesmas métricas que os utilizados neste trabalho. Os resultados
para detecção de núcleos podem ser vistos na Tabela 3.
Tabela 3 – Resultados para detecção de núcleo. Adaptado de (BRAZ; LOTUFO, 2017)
Método Precisão Recall
Ushizima et al. (2014) 0,959 0,895
Nosrati et al. (2014) 0,903 0,893
Lu et al. (2015) 0,977 0,883
Saha et al. (2016) 0,918 0,915
Tareef et al. (2017a) 0,994 0,911
Tareef et al. (2017b) 0,99 0,94
Braz e Lotufo (2017) 0,929 0,917
Os resultados obtidos são equivalentes aos resultados descritos na literatura que
representam o estado-da-arte na detecção de núcleos em células cervicais. Isso é bastante
interessante considerando que é feita uma simples interpolação linear na imagem de saída
da rede convolucional que pode resultar em erros de tamanho e posicionamento dos núcleos
detectados pela rede convolucional.
De fato, a maioria de casos de falha da metodologia proposta se deve ao fato do
núcleo detectado não passar nas condições estabelecidas na Equação 4.1. Alguns desses
casos podem ser vistos na Figura 12, nos quais os núcleos contidos na imagem obtida pelo
método proposto não atingiram uma das condições da Equação 4.1 estão envoltos por um
círculo amarelo. Pode-se notar que em todos os casos, o núcleo foi detectado. Contudo,
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(a) (b) (c)
Figura 11 – Imagem de teste, a anotação e resultado do método: (a) imagem original; (b)
anotação do núcleo; (c) resultado obtido.
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(a) (b) (c)
Figura 12 – Exemplos de imagens contendo núcleos que não satisfazem as condições da
Equação 4.1. Os núcleos que não satisfazem uma das condições estão envoltos
por um círculo amarelo. (a) imagem original; (b) anotação do núcleo; (c)
resultado obtido.
como não passou pelas condições estabelecidas para que fosse considerado como uma boa
detecção, esses casos foram considerados como falsos positivos.
Foram muito poucos os casos nos quais um determinado núcleo não foi detectado,
sendo que em alguns desses casos o que ocorreu foi que devido à proximidade dos núcleos, a
rede convolucional classificou erroneamente os dois núcleos como sendo apenas um único
núcleo. Apenas 7 núcleos dos 540 existentes não foram detectados. Algumas imagens
ilustrando esse problema podem ser vistas na Figura 13. O local dos núcleos não detectados
está envolto por um círculo vermelho.
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(a) (b) (c)
Figura 13 – Exemplos de resultados onde um núcleo não foi detectado (o local dos núcleos
não detectados está envolto por um círculo vermelho): (a) imagem original;
(b) anotação da imagem para o núcleo; (c) resultado obtido.
5.2 Tempo de Execução
Em alguns trabalhos como (USHIZIMA et al., 2014), (NOSRATI; HAMARNEH,
2014), (LU et al., 2015), (SAHA et al., 2016), (TAREEF et al., 2017b) e (TAREEF et
al., 2017a) o objetivo da metodologia proposta era detectar e segmentar tanto os núcleos
quanto o citoplasma na presença ou não de sobreposição de células. Nestes casos, a de-
tecção de núcleos ocorreu paralelamente à segmentação do citoplasma, ou foi um passo
intermediário importante, no qual a partir da localização do núcleo, iniciou-se o processo
de segmentação do citoplasma. Neste último caso, a detecção dos núcleos celulares é geral-
mente realizada utilizando-se uma metodologia diferente dos demais processos de análise
automatizada.
Desta forma, um processo rápido e preciso de detecção de núcleos pode ser bastante
útil, pois poderia ser incorporado no processo mais geral de análise com possível ganho
de desempenho sem impactar negativamente no tempo de processamento.
Utilizando a rede convolucional descrita na Tabela 2, consegue-se processar todas
as 90 imagens de teste do conjunto de dados em 335,16 segundos, com uma média de
3,72 segundos por imagem utilizando um PC com um processador Intel i7-3632QM de
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2,20 GHz com 8 GB de RAM. Ao se analisar os tempos de execução para cada imagem,
foi possível constatar que os tempos de execução de cada imagem não são afetados pelo
número de células presentes na imagem. A Tabela 4 mostra o tempo de execução do
método proposto neste trabalho com o de alguns métodos descritos na literatura.
Tabela 4 – Tempo de execução de diferentes métodos
Method Execution Time Environment
Ushizima et al. (2014) 2 s por célula Script Fiji não-otimizado sendo executado em um super-
computador Cray XC30 com processador 12-core Intel
“Ivy Bridge” de 2,4 GHz e 64 GB RAM
Nosrati et al. (2014) 4 s por célula Script Matlab não-otimizado sendo executado em um
PC com processador de 3,4 GHz e 16 GB RAM
Lu et al. (2015) 50 s por célula Script Matlab não-otimizado sendo executado em um
PC com processador Intel Core 2 Duo de 2,66 GHz e 8
GB RAM
Tareef et al. (2017b) 18,25 s por célula Script Matlab não-otimizado sendo executado em um
PC com processador Intel Core i5 de 3,2 GHz e 8 GB
RAM
Braz e Lotufo (2017) 3,72 s por imagem Script Python não-otimizado sendo executado em um
PC com processador Intel i7-3632QM de 2,20 GHz e 8
GB RAM
Apesar de não poder ser feita uma comparação direta em todos os casos, pois os
demais métodos se propõem a fazer mais do que detecção dos núcleos, a comparação dos
tempos de execução é importante para se verificar que, considerando apenas o tempo de
execução dos processos, seria possível utilizar a metodologia de detecção nuclear proposta
neste trabalho como um passo intermediário em várias das metodologias mostradas na
Tabela 4.
5.3 Aumento sintético de dados de treinamento
Quando se utiliza técnicas de deep learning, quanto mais dados se tem para o trei-
namento do método, melhor. Um dos grandes problemas que podem ocorrer é o conjunto
de dados disponível não seja grande o suficiente e neste caso pode ocorrer overffiting.
Umas das técnicas usadas para se ter um conjunto de dados maior é utilizar transforma-
ções nas imagens de treinamento como rotações, espelhamentos, incorporação de ruído,
etc para aumentar artificialmente o conjunto de dados disponíveis.
No caso específico desse trabalho, o aumento artificial dos dados seria útil para
aumentar o número de amostras de núcleo e assim balancear as classes durante o treina-
mento.
Contudo, de forma inesperada, essa abordagem não se mostrou eficaz para resolver
o problema de detecção de núcleos. Os resultados obtidos não foram superiores aos resul-
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Tabela 5 – Resultados para detecção de núcleo após o pós-processamento.
Método Precisão Recall
Ushizima et al. (2014) 0,959 0,895
Nosrati et al. (2014) 0,903 0,893
Lu et al. (2015) 0,977 0,883
Saha et al. (2016) 0,918 0,915
Tareef et al. (2017a) 0,994 0,911
Tareef et al. (2017b) 0,99 0,94
Braz e Lotufo (2017) 0,929 0,917
Pós-processamento 0,977 0,944
tados sem aumentar os dados artificialmente. Além disso, o aumento dos dados implica
em um aumento significativo do tempo de treinamento e acabou não sendo utilizado.
Uma possível explicação é que não há muita variação no formato geral dos núcleos.
Desta forma, os dados gerados artificialmente não adicionaram informações relevantes que
pudessem melhorar o desempenho da rede. Além disso, como mencionado na Seção 4.2.1,
uma das principais dificuldades encontradas não foi detectar os núcleos em si, mas fazer a
RNC aprender a diferenciar corretamente partes escuras do citoplasma do núcleo. Desta
forma, ter-se-ia que aumentar também as amostras de citoplasma. Finalmente, como
visto anteriormente, o principal problema deste método é a presença de falsos positivos
devidos, principalmente, ao erro inerente inserido pelo processo de interpolação para o
qual o aumento de dados não surte efeito.
5.4 Resultados com Pós-Processamento
Após realizar o procedimento de pós-processamento, descrito na Seção 4.4, em
geral, os núcleos obtidos ficaram bem próximos ao formato e ao tamanho dos núcleos
presentes nas anotações como pode ser visto na Figura 14. Isto fica ainda mais evidente
na Figura 15, onde é mostrado resultados obtidos com o pós-processamento, com a CNN e
as respectivas anotações. Com isso, núcleos que tinham sido detectados pela CNN mas que
não estavam satisfazendo às condições estabelecidas da Equação 4.1 passaram a satisfazê-
las, como pode ser visto na Figura 16.
Isso significou em uma melhoria nos resultados, como pode ser visto na Tabela 5.
Com relação aos resultados obtidos diretamente da interpolação dos resultados da CNN,
houve uma significativa melhora nos resultados tanto na precisão como no recall, sendo
que no caso de recall, o resultado obtido chega a ser melhor que os descritos na literatura.
Apesar da obtenção de resultados melhores, o pós-processamento implica um
tempo de execução bem maior do método para as imagens como um todo. Além disso, o
tempo total de processamento passa a ser proporcional ao número de núcleos presentes
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(a) (b)
Figura 14 – Resultado da detecção dos núcleos após pós-processamento (a) anotação do
núcleo; (b) resultado obtido.
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(a) (b) (c) (d)
Figura 15 – Comparação dos resultados da CNN e pós-processamento: (a) imagem origi-
nal; (b) anotação da imagem para o núcleo; (c) resultado obtido pela CNN;
(d) resultado obtido após o pós-processamento.
nas imagens. Isso pode ter um impacto negativo no caso de se desejar utilizar a detec-
ção dos núcleos como uma etapa preliminar em um processo mais complexo de análise
automática de células.
Capítulo 5. Resultados 55
(a) (b) (c)
Figura 16 – Comparação dos resultados obtidos pela Equação 4.1. Os núcleos que não
satisfazem uma das condições estão envoltos por um círculo amarelo. (a)
Anotação (b) Resultado obtido após a interpolação na saída da CNN; (c)
Resultado após o pós-processamento;
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6 Conclusão
6.1 Conclusões
Neste trabalho, apresentamos um método baseado em técnicas de deep learning,
mais precisamente utilizando Redes Neurais Convolucionais, para realizar detecção de
núcleos de células cervicais em imagens com ou sem sobreposição de células.
Inicialmente, durante os experimentos foi verificado que um dos problemas mais
difíceis de ser resolvido foi o fato da CNN classificar incorretamente pixels pertencentes às
áreas escuras do citoplasma como sendo pixels do núcleo, gerando um grande número de
falsos positivos. Para resolver esse problema, primeiro modificou-se a arquitetura da CNN
para que ela passasse a classificar os pixels centrais das amostras em três classes – núcleo,
citoplasma e fundo – ao invés de duas classes – núcleo e não núcleo – como feito inicial-
mente. Além disso, alterou-se o conjunto de amostras de treinamento para incluir todos os
pixels das regiões escuras do citoplasma, fazendo com que a CNN aprendesse a distinguir
os pixels destas áreas dos pixels dos núcleos. Após essas alterações, foi possível resolver
o problema dos falsos positivos e obter resultados significativos. Isso demostra a necessi-
dade de se realizar um tratamento adequado dos dados antes de realizar o treinamento
da CNN.
Um fato interessante, e de certa forma surpreendente, foi que o aumento sintético
dos dados não se mostrou eficaz para melhorar o desempenho da CNN. Uma possível
explicação é que os novos dados sintéticos gerados a partir de transformações das amos-
tras de treinamento não adicionaram informações relevantes dada a semelhança com as
amostras originais.
Por meio de uma simples modificação na arquitetura da rede de treinamento, na
qual as camadas completamente conectadas da rede de treinamento são convertidas em
camadas convolucionais, obtém-se um método rápido, robusto e eficaz. Com essa modi-
ficação, obteve-se os valores de precisão e recall iguais a 0,929 e 0,917, respectivamente.
Na literatura, os melhores valores obtidos para esse mesmo conjunto de dados foram uma
precisão igual a 0,994 e um recall igual a 0,94. Comparando com os melhores resultados
descritos na literatura, bem como demais resultados que são o estado da arte na detecção
de núcleos em células cervicais, pode-se verificar que o método proposto neste trabalho
utilizando apenas a CNN é um método que produz resultados comparáveis a esses outros
métodos descritos na literatura. Além disso, é um método rápido cujo tempo de proces-
samento não depende do número de células presentes na imagem, algo interessante já que
imagens reais geralmente contêm um grande número de células. Assim, o método proposto
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pode ser utilizado em trabalhos futuros como um passo intermediário em outros tipos de
análise automática de células cervicais.
Os resultados obtidos pela CNN foram melhorados ainda mais se adotando técni-
cas de morfologia matemática para reconstruir a imagem e se obter núcleos a partir da
imagem original, utilizando-se os resultados previamente obtidos pela CNN como base.
Isso acarretou uma melhora significativa dos resultados, obtendo-se uma precisão igual
a 0,977 e um recall igual a 0,944. Sendo que no caso do recall, o resultado obtido foi
ligeiramente superior ao melhor resultado descrito na literatura.
As principais contribuições deste trabalho foram, primeiramente, um projeto de
arquitetura de uma CNN para detecção de núcleos em células cervicais. A segunda con-
tribuição foi ter verificado que o uso de três classes: núcleo, citoplasma e fundo produz
resultados melhores do que usar apenas duas classes: núcleo e o resto. A terceira contri-
buição foi a metodologia de escolha das amostras de citoplasma de modo que as amostras
ficassem balanceadas, porém escolhendo as amostras mais escuras do citoplasma, amostras
que ajudam a treinar a rede nas situações em que partes escuras do citoplasma se con-
fundem com o núcleo. Por fim, foi desenvolvido um procedimento de pós-processamento
dos resultados obtidos pela CNN que culminou na obtenção de resultados comparáveis
aos obtidos pelos métodos descritos como estado da arte na literatura.
6.2 Trabalhos Futuros
O método proposto pode ser utilizado como um passo intermediário em outros ti-
pos de análises automáticas de células cervicais como segmentação dos citoplasmas indivi-
duais (USHIZIMA et al., 2014; NOSRATI; HAMARNEH, 2014; LU et al., 2015; TAREEF
et al., 2017b; TAREEF et al., 2017a; SAHA et al., 2016), bem como na classificação dos
núcleos (GENÇTAV et al., 2012) entre outros possíveis tipos de análise.
Além disso, outra possibilidade seria utilizar CNN compostas de camadas deconvo-
lucionais. Utilizando-se esse tipo de camada, é possível obter-se imagens de saída da rede
convolucional com mesmo tamanho da imagem de entrada (LONG et al., 2015). Contudo,
neste caso, os requisitos de hardware são bem maiores.
6.3 Publicações
Como resultado deste trabalho, foi apresentado um artigo com o título Nuclei
Detection Using Deep Learning (BRAZ; LOTUFO, 2017) no XXXV Simpósio Brasileiro
de Telecomunicações e Processamento de Sinais - SBrT 2017, realizado na cidade de São
Pedro-SP. Este artigo está presente nos anais deste deste simpósio, sendo que ele descreve
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um método rápido e preciso para realizar a detecção de núcleos de células cervicais em
imagens na presença ou não de sobreposição entre as células.
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