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STABILITY OF THE OPTIMAL VALUES UNDER SMALL
PERTURBATIONS OF THE CONSTRAINT SET
DANIEL REEM, SIMEON REICH, AND ALVARO DE PIERRO
Abstract. This paper discusses a general and useful stability principle which,
roughly speaking, says that given a uniformly continuous function defined on an
arbitrary metric space, if we slightly change the constraint set over which the op-
timal (extreme) values of the function are sought, then these values vary slightly,
and, moreover, they are actually uniformly continuous (as a function of the con-
straint set). The principle holds in a much more general setting than a metric space,
since the distance function may be asymmetric, may attain negative and even infi-
nite values, and so on. This stability principle leads to applications in parametric
optimization, mixed linear-nonlinear programming and analysis of Lipschitz conti-
nuity, as well as to a general scheme for tackling a wide class of non-convex and
non-smooth optimization problems. We also discuss the issue of stability when the
objective function is merely continuous, and the stability of the sets of minimizers
and maximizers. As a byproduct of our analysis we obtain a significant generaliza-
tion of the concept of a generalized-inverse of a linear operator and a very general
variant of the so-called “Hoffman’s Lemma”.
1. Introduction
The issue of stability in optimization problems has both theoretical and practical
importance. More precisely, suppose that we are given an optimization problem
consisting of a space X , an objective function (a target function) f : X → [−∞,∞],
a constraint set ∅ 6= A ⊆ X , and various parameters which influence the problem
(for example, the parameters may influence the constraint set A, namely A = A(t)
for some fixed parameter t in a parameter space; another example: parameters which
define f , namely there is some function g of two variables such that f(x) = g(x, t),
x ∈ A, where t is a parameter in a parameter space; in both cases one minimizes
with respect to x). A natural question is what happens to the optimal values of the
objective function f , as well as to its sets of minimizers and maximizers, when we
slightly perturb some of the elements involved in the formulation of the problem. If
the optimal values (and perhaps also the sets of minimizers and maximizers) change
slightly as a result of the change in the elements of the problem, then the problem
exhibits a certain kind of stability. Of course, the type of stability depends on the
way in which we measure all the pertinent changes.
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Stability is a desired property which ensures that if one is able to control various
types of imprecision which are inherent in many optimization problems (such as noise,
inexact measurements, representation errors due to real parameters/expressions which
are approximated by a finite decimal representation of them, and so on), then the
resulting optimal values will not change a lot.
There is a very long chain of research works that contain results related to the
issue of stability in optimization problems, as can be seen by looking at the following
(far from being exhaustive) list of references and the references therein: [2, 8, 12–
14, 21–23, 26,28, 29, 38, 44, 45, 47, 48,54, 55, 68, 70, 71, 75,76, 78, 84, 86, 88, 90].
These works consider a variety of optimization problems, in various settings (often
Euclidean spaces, but sometimes also in infinite-dimensional Banach spaces or other
spaces). They establish certain properties related to either the optimal values of
the objective function or its sets of minimizers and maximizers, under suitable as-
sumptions on the objective function and the structure of the set of constraints, such
as convexity, linear or piecewise linear structure, quadratic structure, compactness,
and so on. Frequently the established properties are semicontinuity (lower or upper)
and closedness; occasionally (usually in finite-dimensional Euclidean spaces) stronger
properties are established, such as continuity, Lipschitz continuity, convexity, and
differentiability. The aforementioned results are interpreted as being stability results.
In the above-mentioned cases the perturbations occur in the space of parameters
which define either the set of constraints or the objective function. This is one of the
reasons why the corresponding research field to which these works belong is tradition-
ally called “parametric optimization” (but they can also be regarded as belonging to
“variational analysis” [53,72]). The parameters themselves are frequently real num-
bers or vectors in a linear space endowed with a norm or a topology, but sometimes
they belong to a different entity. For instance, in [4,73] the parameter is a proba-
bility measure; in [69] the parameter is a pair consisting of a point in a topological
space and a probability measure; in [81,82] the parameter is a sample belonging to
a probability space and one discusses various probabilistic types of convergence, as
well as convergence in the sense of inner or outer limits (limits which are related to
the Kuratowski-Painleve´ notion of convergence). For related but somewhat different
types of stability, see, for example, [5,7,25,58,59,64,79].
In this paper we discuss a different type of stability, which, in our opinion, is not
less natural than other types of stability discussed in the literature. More precisely,
after some preliminaries (Section 2) we present in Section 3 our stability principle
which, roughly speaking, says the following: given a uniformly continuous function
defined on an arbitrary metric space, if we slightly change the constraint set over
which the optimal values of the function are sought, where the change is measured
with respect to the Hausdorff distance, then the optimal values vary slightly.
One can think of the above-mentioned stability principle as a continuous depen-
dence result, where the resulting continuous functions are the infimum and the supre-
mum of the objective function over the constraint set. This is how we actually for-
mulate the stability principle (Theorem 3.1). The advantage of this point of view is
that it enables one to establish other properties of the infimum and supremum func-
tions, such as their uniform continuity and, sometimes, their Lipschitz continuity.
Such properties may not have a very intuitive interpretation. Theorem 3.1, which is
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new to the best of our knowledge (but see the last two paragraphs of this section for
some predecessors and other related results), has a potential to extend, and perhaps
to re-prove, some of the stability results mentioned earlier (for an illustration, see
Section 6). It seems to be especially promising for finite-dimensional normed spaces,
manifolds, and the like, since, as is well known, a continuous function defined on a
closed and bounded (hence compact) subset of such spaces is uniformly continuous on
this subset. Another relevant example is continuous linear functionals on arbitrary
normed spaces (since, as is well known, they are automatically Lipschitz continuous).
Interestingly, our stability result holds in a much more general setting than metric
spaces, since we assume essentially nothing on the distance function (in particular, it
can be negative, infinite, asymmetric, and so on). Thus this “topology-free” stability
principle holds a promise to be relevant to many scenarios in the literature in which
the distance function is not a metric, as we illustrate below and in Section 6. First
example: the distance function is the well-known Bregman divergence/distance [15]
(see also [65] for a recent semi-survey and an extensive re-examination) or one of its
generalizations [60]; second example: distortion measures, divergences, and distance
functions used in information theory, data analysis, data processing, machine learning
and the like [3,9,30,39,40]; third example: Finsler quasi-metric spaces [77]; fourth
example: general distance functions which appear in fixed point theory [34,36,37,
62]; fifth example: distances induced by quasi-norms [35]; sixth example: distances
induced by asymmetric norms (such as asymmetric Minkowski functionals) [19,50];
seventh example: distances induced by star bodies [18,32,49,52]; eighth example:
numerous distance functions which appear in many scientific and technological areas
[24].
The assumptions made in the formulation of Theorem 3.1 are essential, as we il-
lustrate by using some counterexamples. Despite this, we are able to formulate a
counterpart to Theorem 3.1, namely Theorem 3.2, in which the uniform continuity
can be replaced by mere continuity, provided the optimal values are not finite. In
Section 4 we discuss the issue of stability of the sets of minimizers and maximizers,
and show that although instability holds in general, a weak stability principle can still
be formulated (Theorem 4.1) under some assumptions. In Sections 5–8 we present
several applications of Theorem 3.1. One application (Section 5) is in parametric
optimization, where we prove a general continuity result related to the so-called “op-
timal value function”. A second application appears in Section 6, where we apply the
result of Section 5 to mixed linear-nonlinear programming. As a byproduct of our
analysis we obtain a significant generalization of the concept of a generalized-inverse
of a linear operator and a very general variant of the so-called “Hoffman’s Lemma”.
A third application is presented in Section 7, where we obtain a sequence of Lipschitz
constants related to certain functions. This latter application has recently been used
in [66] in the context of estimating the rate of convergence of a certain first order
proximal gradient method. A fourth application (Section 8) is a general scheme for
tackling a wide class of non-convex and non-smooth optimization problems.
We would like to finish this section by discussing a few predecessors of the stability
principle that we discuss in our paper, and also other stability results which are
related to our results (results which are more related than the ones mentioned in the
beginning of the section; however, as can be seen, there are significant differences
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between these results and ours, for instance with respect to the setting, with respect
to the proofs, the fact that we present explicit estimates and more; we also note that
we have not been aware of these results when we derived Theorem 3.1). First, we note
that the sequential continuity (not uniform continuity or Lipschitz continuity as in our
Theorem 3.1) of the maximal value function in the setting of metric spaces seems to be
implicit in Kummer [42]. Interestingly, it seems that this fact has not been observed
so far in the literature, not even in [42] (the explicit relevant results there are for
compact metric spaces [42, Theorem 4.5], finite-dimensional Euclidean spaces with a
quasiconvex objective function [42, Theorem 4.10], and Banach spaces [42, Theorem
4.11] with quite demanding and technical assumptions).
Another relevant result appears in [43, Satz 2.1 and in Section 4]. It is a sequential
continuity result related to the maximal value function of a quadratic function over
a constraint set which is the sum of a compact set K and a polyhedral cone U ,
both located in a finite-dimensional Euclidean space. Another related result appears
in [41, Satz 2.3] (infimal value of a rather specific functional in a normed space
setting). The notion of convergence in all of the above-mentioned cases is either
convergence with respect to the Hausdorff distance or a slightly weaker notion. The
last result that we want to mention appears in [46, Corollary 4]. It essentially says
that the infimum of a certain functional, the variable of which is a compact subset of a
finite-dimensional Euclidean space (up to slight change of notation, this is essentially
the γ functional mentioned in [46, Relation (9)]), is sequentially continuous with
respect to the Kuratowski-Painleve´ notion of convergence of sets.
2. Preliminaries
Our setting is an arbitrary nonempty set X endowed with an arbitrary function
d : X2 → [−∞,∞]. We refer to the set X as the “space”, to d as the “distance
function” or the “pseudo-distance”, and to (X, d) as the “pseudo-distance space”.
Note that d is, in general, not a metric, for example because it can attain negative
and even infinite values, it may be asymmetric, and so on, and hence we use the
notion “pseudo-distance space”. We denote by 2X the set of all subsets of X . Given
ψ : X → [−∞,∞], its effective domain is the set dom(ψ) := {x ∈ X : ψ(x) ∈ R}.
Given a point x ∈ X and a nonempty subset A of X , the distance between x and A
is defined by d(x,A) := inf{d(x, a) : a ∈ A}. Given r > 0, we denote B[A, r] := {x ∈
X : d(x,A) ≤ r} and refer to this set as the “closed ball of radius r around A” (this
“ball” always contains A if d is a metric, but in general it may be empty). Given
another ∅ 6= A′ ⊆ X , we denote the standard distance between A and A′ by
d(A,A′) := inf{d(a, a′) : a ∈ A, a′ ∈ A′}. (1)
We define the asymmetric Hausdorff distance between A and A′ by
DasyH(A,A
′) := sup{d(a, A′) : a ∈ A}, (2)
and the (symmetric) Hausdorff distance (also called the “Pompeiu-Hausdorff dis-
tance”) between A and A′ by
DH(A,A
′) := max{DasyH(A,A
′), DasyH(A
′, A)}. (3)
It is a simple consequence of (1), (2) and (3) that the magnitudes d(A,A′),DasyH(A,A
′)
and DH(A,A
′) belong to [−∞,∞] and d(A,A′) ≤ DasyH(A,A
′) ≤ DH(A,A
′).
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Roughly speaking, the Hausdorff distance quantifies the “distance of similarity”
between A and A′. More precisely, if (as it happens, for example, in the real world
where d is the usual Euclidean distance) there is a resolution parameter r > 0,
namely a positive number r with the property that we cannot distinguish, by using
distance measurements, between two points x and y in X if d(x, y) < r, and if
DH(A,A
′) < r, then we cannot distinguish between A and A′ by using distance
measurements. Indeed, the inequality DH(A,A
′) < r implies that for each a ∈ A,
there is a′ ∈ A′ such that d(a, a′) < r (namely, no point in A can be distinguished
from a point in A′) and for each a′ ∈ A′, there is a ∈ A such that d(a′, a) < r (namely,
no point in A′ can be distinguished from a point in A). We note that in general (if,
say, d(x, y) = ∞ for all (x, y) ∈ X2), given δ > 0 and ∅ 6= A ⊆ X , there may not be
any ∅ 6= A′ ⊆ X such that DH(A,A
′) < δ; if, however, d is a metric, then we always
have 0 = DH(A,A) < δ.
In the sequel we consider various continuity notions of real functions. These notions
are word for word as in the usual (metric) case, although in the general case their
interpretation is less intuitive. More precisely, let f : X → R and ∅ 6= A ⊆ X be
given. We say that f is continuous at x ∈ X if for every ǫ > 0, there exists δ > 0 such
that for each y ∈ X satisfying d(x, y) < δ, we have |f(x) − f(y)| < ǫ. We say that
f is continuous on A if it is continuous at each x ∈ A. We say that f is uniformly
continuous on A if for each ǫ > 0, there exists δ > 0 such that for all (x, y) ∈ A2
satisfying d(x, y) < δ, we have |f(x) − f(y)| < ǫ. Given another pseudo-distance
space (I, dI) and ψ : X → I, we say that ψ is Lipschitz continuous on A ⊆ X
with a constant 0 6= Λ ∈ R (or, briefly, that f is Λ-Lipschitz continuous on A) if
dI(f(x), f(y) ≤ Λd(x, y) for all (x, y) ∈ A
2 (here and elsewhere, if d(x, y) ∈ R for
all (x, y) ∈ A2, then the case Λ = 0 is legitimate too). Given a family (At)t∈I of
nonempty subsets of X and t0 ∈ I, we say that lim supt→t0 DH,X(At0 , At) ≤ 0 if for
every ǫ > 0, there exists δ > 0 such for all t ∈ I which satisfy dI(t0, t) < δ, we have
DH,X(At0 , At) < ǫ (where, for the sake of clarity, we denoted DH by DH,X , namely it
is the Hausdorff distance induced by d and not by dI).
We finish this section with a few remarks. First, the fact that the pseudo-distance
d may be asymmetric, means that the above-mentioned types of continuity, as well as
other notions (such as the distance d(x,A) between some x ∈ X and ∅ 6= A ⊆ X , as
well as the “ball” B[A, r], r > 0) will be different if, in the corresponding definitions,
we change the order in which we measure the distance between two given points. For
example, in the definition of continuity, instead of assuming the inequality d(x, y) < δ
we could have assumed that d(y, x) < δ. Nevertheless, in either case the relevant
proofs follow essentially the same reasoning. Second, we could extend our setting and
some of the results even further (for example, by assuming that d : X2 → L, where
L 6= ∅ is an arbitrary linearly/totally/simply ordered set), but we refrain from doing
this here.
3. Stability of the optimal values
In this section we present the stability principle in both its finite and infinite ver-
sions. The counterexamples which come afterward show that the assumptions im-
posed in the formulation of the principle are essential.
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Theorem 3.1. (Stability of the optimal values: the finite case) Let (X, d) be
a pseudo-distance space and let f : X → R be given. Let SUPf : 2
X → [−∞,∞] and
INFf : 2
X → [−∞,∞] be defined by SUPf (A) := sup{f(a) : a ∈ A} and INFf(A) :=
inf{f(a) : a ∈ A} for each A ∈ 2X , respectively, where we use the usual convention
that sup ∅ := −∞ and inf ∅ := ∞. If f is uniformly continuous in the sense of
Section 2, then there is r > 0 such that for each A ∈ dom(SUPf ), either B[A, r] = ∅
or A′ ∈ dom(SUPf) for every ∅ 6= A
′ ⊆ B[A, r], and for each A ∈ dom(INFf),
either B[A, r] = ∅ or A′ ∈ dom(INFf) for every ∅ 6= A
′ ⊆ B[A, r]. Moreover,
SUPf is uniformly continuous on the pseudo-distance space (dom(SUPf ), DH), and
INFf is uniformly continuous on the pseudo-distance space (dom(INFf ), DH). If f
is Λ-Lipschitz continuous for some Λ > 0 (in the sense of Section 2), then SUPf is
Λ-Lipschitz continuous on (dom(SUPf), DH) and INFf is Λ-Lipschitz continuous on
(dom(INFf), DH).
Proof. We only consider the assertions regarding SUPf , because the assertions regard-
ing INFf can be proved in a similar manner (or can be deduced from the assertions
regarding SUPf by working with −f instead of f).
Since we assume that f is uniformly continuous, then, given an arbitrary ǫ > 0,
there is δ > 0 such that for all (x, y) ∈ X2 which satisfy d(x, y) < δ, we have
|f(x)−f(y)| < 0.5ǫ. Let A ∈ dom(SUPf) be given (both dom(SUPf) and dom(INFf)
are nonempty because they contain all the singletons {x}, x ∈ X , by the assumption
that f(x) ∈ R for each x ∈ X). In particular, A 6= ∅. Let r be any positive
number smaller than δ. If B[A, r] = ∅, then we are done. Otherwise, we need to
show that SUPf (A
′) ∈ R for all ∅ 6= A′ ⊆ B[A, r]. Consider first the case where
A′ = B[A, r] and suppose to the contrary that SUPf(A
′) /∈ R. Let a′ ∈ A′ be
arbitrary. Since SUPf(A
′) ≥ f(a′) > −∞ and SUPf (A
′) /∈ R, we have SUPf (A
′) =
∞. As SUPf(A) ∈ R, it follows that SUPf(A) + 0.5ǫ < SUPf (A
′). The definition
of SUPf (A
′) and the fact that SUPf(A
′) = ∞ imply that there is some c′ ∈ A′ such
that SUPf(A) + 0.5ǫ < f(c
′). The uniform continuity of f implies, in particular,
that for each x ∈ X which satisfies d(c′, x) < δ, one has |f(c′) − f(x)| < 0.5ǫ. Since
d(c′, A) ≤ r < δ, as follows from the definition of B[A, r], there is a point x ∈ A such
that d(c′, x) < δ. By combining the previous inequalities with the obvious inequality
f(x) ≤ SUPf(A), we arrive at the inequality SUPf(A)+ 0.5ǫ < f(c
′) < f(x)+ 0.5ǫ ≤
SUPf(A) + 0.5ǫ, namely SUPf (A) < SUPf(A), a contradiction. Therefore we indeed
have SUPf (A
′) ∈ R, that is, B[A, r] ∈ dom(SUPf ). Now let ∅ 6= A
′ ⊆ B[A, r] be
arbitrary. Fix some a′ ∈ A′. As SUP(B[A, r]) ∈ R, A′ ⊆ B[A, r] and f(X) ⊆ R, we
have −∞ < f(a′) ≤ SUPf(A
′) ≤ SUPf(B[A, r]) <∞, as required.
Now we prove that SUPf is uniformly continuous on its effective domain. In fact,
we show that the δ from the previous paragraph can be associated with ǫ in the
definition of the uniform continuity of SUPf . Let A,A
′ ∈ dom(SUPf ) be arbitrary
such that DH(A,A
′) < δ (if no such sets exist, then the proof is complete, vacuously).
The definition of SUPf(A) implies that for some a ∈ A,
SUPf(A)− 0.5ǫ < f(a). (4)
From (3) we have d(a, A′) ≤ DH(A,A
′) < δ. Hence there is some a′ ∈ A′ such that
d(a, a′) < δ. The uniform continuity of f and (4) imply that SUPf (A)−0.5ǫ < f(a) <
f(a′) + 0.5ǫ. Since obviously f(a′) ≤ SUPf(A
′), we obtain SUPf(A)− SUPf(A
′) < ǫ.
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We still need to show that −ǫ < SUPf(A)− SUPf (A
′). As SUPf(A
′) ∈ R, there is
a′ǫ ∈ A
′ which satisfies SUPf(A
′)−0.5ǫ < f(a′ǫ). Since d(a
′
ǫ, A) ≤ DH(A,A
′) < δ, there
exists some aǫ ∈ A such that d(a
′
ǫ, aǫ) < δ. Hence the uniform continuity of f and
previous inequalities imply that SUPf (A
′)−0.5ǫ < f(a′ǫ) < f(aǫ)+0.5ǫ ≤ SUPf(A)+
0.5ǫ, namely SUPf(A
′) < SUPf (A) + ǫ. In other words, −ǫ < SUPf (A)− SUPf (A
′).
Finally, assume that f is Λ-Lipschitz continuous for some Λ > 0. Fix some arbitrary
A,A′ ∈ dom(SUPf). We need to show that |SUPf(A) − SUPf(A
′)| ≤ ΛDH(A,A
′).
The assertion is obvious if DH(A,A
′) = ∞, and so from now on we may assume
that DH(A,A
′) <∞. We observe that the case DH(A,A
′) = −∞ is impossible since
the facts that f is Λ-Lipschitz continuous implies that 0 ≤ |f(x) − f(y)| ≤ Λd(x, y)
for all (x, y) ∈ X2, and so the assumption that and Λ > 0 implies that d and
hence DH are nonnegative. Thus we can actually assume that DH(A,A
′) ∈ [0,∞).
Now let ǫ > 0 be arbitrary. The definition of SUPf(A) implies that (4) holds for
some a ∈ A. Since from (3) we have d(a, A′) ≤ DH(A,A
′) < DH(A,A
′) + 0.5ǫ,
there is some a′ ∈ A′ such that d(a, a′) < DH(A,A
′) + 0.5ǫ. We conclude from
(4) and the Λ-Lipschitz continuity of f that SUPf (A) − 0.5ǫ < f(a) ≤ f(a
′) +
Λd(a, a′) ≤ f(a′) + ΛDH(A,A
′) + 0.5Λǫ. As obviously f(a′) ≤ SUPf(A
′), it follows
that SUPf(A) − SUPf(A
′) < ΛDH(A,A
′) + 0.5ǫ(1 + Λ). Since ǫ can be arbitrarily
small, we have SUPf(A)− SUPf (A
′) ≤ ΛDH(A,A
′).
It remains to show that −ΛDH(A,A
′) < SUPf(A)−SUPf (A
′). Because SUPf (A
′)
is a real number, there is a′ǫ ∈ A
′ which satisfies SUPf (A
′) − 0.5ǫ < f(a′ǫ). Since
d(a′ǫ, A) ≤ DH(A,A
′) < DH(A,A
′) + 0.5ǫ, there exists some aǫ ∈ A such that
d(a′ǫ, aǫ) < DH(A,A
′) + 0.5ǫ. Hence the Λ-Lipschitz continuity of f and previous
inequalities imply that
SUPf(A
′)− 0.5ǫ < f(a′ǫ) ≤ f(aǫ) + Λd(a
′
ǫ, aǫ)
≤ f(aǫ) + Λ(DH(A,A
′) + 0.5ǫ) ≤ SUPf (A) + ΛDH(A,A
′) + 0.5Λǫ.
As ǫ can be arbitrarily small, we indeed have −ΛDH(A,A
′) ≤ SUPf(A)− SUPf (A
′).

Here is an intuitive interpretation of Theorem 3.1. Suppose that we are given a
real function f which is defined on an arbitrary pseudo-distance space (X, d), and
suppose that we know that f is uniformly continuous on X ; given a nonempty subset
A of X , suppose that we perturb A slightly, where the perturbation is measured with
respect to the Hausdorff distance; let A′ be the new subset which is obtained from
the original subset A; then the infimum and supremum of f over A are, respectively,
almost equal to the infimum and supremum of f over A′; moreover, if f is known to be
Lipschitz continuous, then the perturbation of the optimal values “behaves better”.
Note that this result holds even though we assumed essentially nothing regarding d,
and hence, in particular, d does not have to satisfy any type of continuity (but f
should be continuous with respect to d).
Theorem 3.2. (Stability of the optimal values: the infinite case) Let (X, d) be
a pseudo-distance space. Suppose that f : X → R is continuous in the sense of Section
2. Given an arbitrary ∅ 6= A ⊆ X, if SUPf (A) := sup{f(a) : a ∈ A} = ∞, then for
all µ ∈ R, there exists δ > 0 such that for each nonempty subset A′ ⊆ X satisfying
DasyH(A,A
′) < δ (in particular, for each ∅ 6= A′ ⊆ X satisfying DH(A,A
′) < δ), the
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following inequality holds:
µ < SUPf (A
′). (5)
Similarly, if INFf(A) := inf{f(a) : a ∈ A} = −∞, then for all µ ∈ R, there exists
δ > 0 such that for each nonempty subset A′ ⊆ X satisfying DasyH(A,A
′) < δ (in
particular, for each ∅ 6= A′ ⊆ X satisfying DH(A,A
′) < δ), one has
INFf(A
′) < µ. (6)
Proof. We only consider the case of where SUPf (A) = ∞, because the proof in the
case where INFf (A) = −∞ employs similar arguments (or, alternatively, can be
deduced from the first case by taking −f instead of f). Let µ ∈ R and ǫ > 0 be
arbitrary. The definition of SUPf(A) and the fact that SUPf(A) = ∞ imply that
there exists a point a ∈ A such that
µ+ ǫ < f(a). (7)
Since f is continuous on X , it is continuous at a. Thus for the given ǫ, there exists
δ > 0 such that for every x ∈ X satisfying d(a, x) < δ, we have
f(a) ≤ f(x) + ǫ. (8)
Let ∅ 6= A′ ⊆ X be arbitrary such that DasyH(A,A
′) < δ. If no such subset A′ exists,
then the proof is complete (the assertion holds vacuously). Otherwise, the inequality
DasyH(A,A
′) < δ and (2) imply that d(a, A′) ≤ DasyH(A,A
′) < δ. Therefore there is
a point a′ ∈ A′ such that d(a, a′) < δ. We conclude from (7) and (8) (with x := a′)
that µ+ ǫ < f(a) ≤ f(a′) + ǫ, namely µ < f(a′). Since obviously f(a′) ≤ SUPf (A
′),
we have µ < SUPf(A
′), that is, (5) holds. 
Counterexample 3.3. The uniform continuity assumption on f in Theorem 3.1 is
essential. Indeed, let X := R and let d be the standard absolute value metric; let
A := ∪∞k=2[2k, 2k + 1]. For each 1 < j ∈ N and 1 < k ∈ N, let Jj,k be defined by
Jj,k := [2k, 2k + 1 + (1/k)] if j = k and Jj,k := [2k, 2k + 1] if j 6= k. For every
1 < j ∈ N, let Aj := ∪
∞
k=2Jj,k. Let f : X → R be defined as follows for each t ∈ X :
f(t) :=


0, if t ∈ (−∞, 4],
0, if t ∈ [2k, 2k + 1] for some k ∈ N\{1},
−2kt + 2k(2k + 1), if t ∈ [2k + 1, 2k + 1 + 1
2k
] for some k ∈ N\{1},
4kt− 4k(2k + 1)− 3, if t ∈ [2k + 1 + 1
2k
, 2k + 1 + 1
k
] for some k ∈ N\{1},
kt
1− k
−
k(2k + 2)
1− k
, if t ∈ [2k + 1 + 1
k
, 2k + 2] for some k ∈ N\{1}.
Then f(t) is defined for all t ∈ X and f is continuous, but not uniformly continuous
on X . In addition, for each 1 < j ∈ N, we have INFf (Aj) = −1 and SUPf(Aj) = 1.
Since INFf (A) = 0 = SUPf(A) and limj→∞DH(A,Aj) = 0, we conclude that neither
INFf nor SUPf are continuous at A.
Counterexample 3.4. Here is another counterexample related to Theorem 3.1,
where now X is bounded. For each k ∈ N, let ek ∈ ℓ2 be the vector having 1 in its k-
th component and 0 in the other components, and let [0, ek] be the line segment which
connects the origin 0 of ℓ2 with ek. For each j, k ∈ N, define Jj,k := [0, ((k+ 1)/k)ek)
(half-open line segment) if j = k and Jj,k := [0, ek] if j 6= k. Let X be defined
by X := ∪∞k=1[0, ((k + 1)/k)ek) and d be the metric induced by the ℓ2 norm. Let
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A := ∪∞k=1[0, ek] and for all j ∈ N, let Aj := ∪
∞
k=1Jj,k. Then X , A and Aj , j ∈ N,
are bounded, and we have A ⊂ X and also Aj ⊂ X for each j ∈ N. For each
k ∈ N, let fk : [0, (k + 1)/k) → R be defined by fk(t) := 0 for every t ∈ [0, 1]
and fk(t) := sin(2π/(1 + (1/k) − t)) for all t ∈ [1, (k + 1)/k). Now let f : X → R
be defined as follows: given 0 6= x = (xi)
∞
i=1 ∈ X , there exists a unique k ∈ N
such that x ∈ [0, ((k + 1)/k)ek), namely xi = 0 if i 6= k and xi ∈ [0, (k + 1)/k) if
i = k, where i, k ∈ N; in this case, define f(x) := fk(xk); for x = 0, let f(x) := 0.
Then f is continuous on X , but it is not uniformly continuous there. Moreover,
INFf(A) = 0 = SUPf(A). However, for each j ∈ N, we have INFf (Aj) = −1 and
SUPf(Aj) = 1, and, in addition, limj→∞DH(A,Aj) = 0. Thus neither INFf nor
SUPf are continuous at A.
4. Stability of the sets of minimizers and maximizers
Theorem 3.1 raises the corresponding question regarding stability of the sets of
minimizers and maximizers of the function under consideration, that is, not only
the stability of its optimal values. In general, stability does not hold as is shown
in Counterexample 4.2 below. However, under further assumptions a weak stability
principle related to the minimizers and maximizers can be formulated, as we show in
Theorem 4.1 below. Roughly speaking, Theorem 4.1 can be summarized as follows:
given a continuous function f : X → R, where (X, d) is a compact metric space, and
given some nonempty and closed subset A of X , if one slightly perturbs A to a new
nonempty and closed subset A′, then the set of minimizers of f over A is “slightly”
perturbed too in the sense that the asymmetric Hausdorff distance between the set of
minimizers of f over A′ and the set of minimizers of f over A is small; an analogous
assertion holds regarding the perturbed and original sets of maximizers.
Theorem 4.1. (Weak stability of the sets of minimizers and maximizers) Let
(X, d) be a compact metric space. Assume that f : X → R is continuous and ∅ 6= A ⊆
X is closed. Denote by MINZERf(A) and MAXZERf(A) the set of all minimizers
and maximizers, respectively, of f on A. Then for every ǫ > 0, there exists δ > 0
such that for each nonempty and closed subset A′ of X which satisfies DH(A
′, A) < δ,
the following statements hold: the sets MINZERf(A), MINZERf (A
′), MAXZERf(A)
and MAXZERf (A
′) are nonempty; DasyH(MINZERf(A
′),MINZERf (A)) < ǫ, and,
in addition, DasyH(MAXZERf(A
′),MAXZERf(A)) < ǫ (and, in particular, one has
d(MINZERf(A
′),MINZERf(A)) < ǫ and d(MAXZERf(A
′),MAXZERf(A)) < ǫ).
Proof. Consider the case of minimizers of f ; the case of maximizers is proved in
a similar way. We first observe that the classical Extreme Value Theorem ensures
that MINZERf(S) 6= ∅ whenever S ⊆ X is nonempty and closed, because f is
continuous on X and S is compact since it is a closed subset of the compact space X .
Now suppose to the contrary that the assertion regarding the weak stability of the
minimizers does not hold. Then there exist ǫ > 0 and a sequence (A′k)
∞
k=1 of nonempty
and compact subsets of X such that for each k ∈ N, we have DH(A
′
k, A) < 1/k, but
DasyH(MINZERf(A
′
k),MINZERf (A)) ≥ ǫ. In particular,
DasyH(MINZERf(A
′
k),MINZERf(A)) > 0.5ǫ, ∀k ∈ N. (9)
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For each k ∈ N, let a′k ∈ MINZERf(A
′
k) satisfy
d(a′k,MINZERf(A)) > 0.5ǫ. (10)
There exists such a point as follows from (2) and (9). The compactness of X ensures
that there exist an infinite subset N1 of N and a
′
∞ ∈ X such that limk→∞,k∈N1 a
′
k = a
′
∞.
Since a′k ∈ A
′
k, we have d(a
′
k, A) ≤ DH(A
′
k, A) < 1/k. This inequality is true for all
k ∈ N, and it, together with the continuity of the distance function, imply that
d(a′∞, A) = 0. Since A is closed, we have a
′
∞ ∈ A.
We claim that a′∞ is a minimizer of f on A. Indeed, since X is compact and f is
continuous, a well-known classical theorem entails that f is uniformly continuous on
X . Hence Theorem 3.1 ensures that for each ρ > 0, there exists η > 0 such that for
every ∅ 6= A′ ⊆ X satisfying DH(A
′, A) < η, one has INFf(A
′) := inf{f(a′) : a′ ∈
A′} < ρ + INFf (A). Let k ∈ N1 be large enough so that DH(A
′
k, A) < 1/k < η.
Then the previous lines and the assumption that a′k ∈ MINZERf(A
′
k) guarantee that
f(a′k) = INFf (A
′
k) < ρ + INFf (A). This inequality is true for all k ∈ N1 sufficiently
large, and hence, by passing to the limit k →∞, k ∈ N1, we conclude that f(a
′
∞) ≤
ρ+ INFf(A). Since ρ was an arbitrary positive number, we have f(a
′
∞) ≤ INFf(A).
But a′∞ ∈ A and so obviously INFf (A) ≤ f(a
′
∞). Thus f(a
′
∞) = INFf (A), that is,
a′∞ ∈ MINZERf (A).
Now let k ∈ N1 be large enough so that d(a
′
k, a
′
∞) < 0.25ǫ. On the one hand, there
exists such an index k since a′∞ = limk→∞,k∈N1. On the other hand, this existence
is impossible since the inclusion a′∞ ∈ MINZERf(A) and inequality (10) imply that
0.5ǫ < d(a′k,MINZERf(A)) ≤ d(a
′
k, a
′
∞) < 0.25ǫ, a contradiction. Consequently, the
assertion formulated in the theorem does hold, as claimed. 
We note that the part of Theorem 4.1 which deals with the set of maximizers can
also be deduced from [42, Theorem 4.5].
Counterexample 4.2. Consider the case where X := [−20, 20] with the absolute
value metric. Let A := [0, π] and A′ǫ := [−ǫ, π − ǫ] for every ǫ ∈ (0, 1/2). In
addition, let f : X → R be defined by f(t) := | sin(t)|, t ∈ X . Then f is uniformly
continuous on X and MINZERf (A) = {0, π}. However, no matter how small ǫ is,
MINZERf (A
′
ǫ) = {0}. Thus DH(MINZERf (A
′
ǫ),MINZERf (A)) = π despite the fact
that DH(A
′
ǫ, A) = ǫ→ 0 as ǫ tends to 0. On the other hand, Theorem 4.1 does hold
because DasyH(MINZERf(A
′
ǫ),MINZERf (A)) = 0.
As another example, let X := R with the absolute value metric, let A := X and let
A′ǫ := (−∞,−ǫ] ∪ [ǫ,∞) for each ǫ > 0. Let f : X → R be defined by f(t) := 1− |t|
when t ∈ [−1, 1] and f(t) := (2/π) arctan(|t| − 1) when |t| ≥ 1. Then f is uniformly
continuous on X and MAXZERf(A) = {0}. However, MAXZERf (A
′
ǫ) = ∅ for each
ǫ > 0 despite the fact that limǫ→0DH(A
′
ǫ, A) = 0. There is no contradiction to
Theorem 4.1 because X is not compact.
5. Application 1: Parametric Optimization I (a general statement)
In this section we show how Theorem 3.1 can be used to prove that the so-called
“optimal value function” (or “marginal function”, or “inf-projection”) from para-
metric optimization is continuous under certain assumptions. Corollary 5.1 below
extends, to the setting of pseudo-distance spaces, related results formulated in a met-
ric space setting, such as [48, Lemma 3.18, Parts 3 and 4] and [38, Lemma 1].
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Corollary 5.1. Let (X, dX) and (I, dI) be two arbitrary pseudo-distance spaces. Sup-
pose that C is a nonempty set of nonempty subsets of X. Assume that (At)t∈I
is a family of subsets in C . Given f : X → R, define φ∗ : I → [−∞,∞] and
φ∗ : I → [−∞,∞] by φ
∗(t) := SUPf(At) := sup{f(x) : x ∈ At} and φ∗(t) :=
INFf(At) := inf{f(x) : x ∈ At}, respectively, for each t ∈ I. Then the following two
statements hold:
(a) Assume that C has the property that for each A ∈ C , there is rA > 0 such that
B[A, rA] ∈ C . Assume also that f is uniformly continuous on each A ∈ C , and for
each t0 ∈ I, one has lim supt→t0 DH,X(At0 , At) ≤ 0 in the sense of Section 2 (here
DH,X is the Hausdorff distance induced by dX and not by dI). If At ∈ dom(SUPf)
for all t ∈ I, then φ∗ is a continuous function from I to R, and if At ∈ dom(INFf)
for every t ∈ I, then φ∗ is a continuous function from I to R.
(b) Assume that C has the following two properties: first, that for each C1, C2 ∈ C ,
there is C1,2 ∈ C such that C1 ∪ C2 ⊆ C1,2, and second, that f is Λ(C)-Lipschitz
continuous on each C ∈ C for some Λ(C) > 0. Assume also that for all t, s ∈ I
there is some αt,s > 0 such that DH,X(At, As) ≤ αt,sdI(t, s).
If At ∈ dom(SUPf) for all t ∈ I, then for all t, s ∈ I there is some Λt,s > 0
such that |φ∗(t) − φ∗(s)| ≤ αt,sΛt,sdI(t, s). In particular, if At ∈ dom(SUPf) for
all t ∈ I, and f is Λ-Lipschitz continuous on X and there is some α > 0 such
that DH,X(At, As) ≤ αdI(t, s) for all t, s ∈ I, then φ
∗ is αΛ-Lipschitz continuous
on I. Similarly, if At ∈ dom(INFf) for every t ∈ I, then for all t, s ∈ I there
is some Λt,s > 0 such that |φ∗(t) − φ∗(s)| ≤ αt,sΛt,sdI(t, s). In particular, if
At ∈ dom(INFf) for every t ∈ I, and f is Λ-Lipschitz continuous on X and there
is some α > 0 such that DH,X(At, As) ≤ αdI(t, s) for all t, s ∈ I, then φ∗ is
αΛ-Lipschitz continuous on I.
Proof. We start with Part (a) regarding φ∗. Let t0 ∈ I and ǫ > 0 be arbitrary.
Since we assume that B[At0 , r0] ∈ C for some r0 > 0, it follows, in particular, that
B[At0 , r0] 6= ∅. Moreover, if ∅ 6= A
′ ⊆ X satisfies DH,X(At0 , A
′) < r0, then A
′ ⊆
B[At0 , r0], as follows from the definition of B[At0 , r0] and (3). Since f is uniformly
continuous on any subset which belongs to C , it is uniformly continuous on B[At0 , r0].
Moreover, by our assumption, At0 ∈ dom(SUPf). Thus, we can apply Theorem
3.1, where the space there is B[At0 , r0] and the pseudo-distance is the restriction of
dX to B[At0 , r0]
2. This theorem implies, in particular, that for our ǫ, there exists
δ0 ∈ (0, r0] such that for all ∅ 6= A
′ ⊆ B[At0 , r0] satisfying DH,X(At0 , A
′) < δ0, we
have SUPf(A
′) ∈ R and
|φ∗(t0)− SUPf(A
′)| < ǫ. (11)
Since we assume that lim supt→t0 DH,X(At0 , At) ≤ 0, it follows that for the positive
number δ0, there exists δ > 0 such that for each t ∈ I which satisfies dI(t0, t) < δ,
we have DH,X(At0 , At) < δ0. Hence we can substitute A
′ := At in (11), and this
inequality implies that |φ∗(t0) − φ
∗(t)| < ǫ for each t ∈ I satisfying dI(t0, t) < δ. In
other words, φ∗ is continuous at t0. The proof of the claim regarding φ∗ is similar.
Now we prove Part (b) regarding φ∗. Let t, s ∈ I be given. According to our
assumptions, there is some At,s ∈ C and Λt,s > 0 such that At ∪ As ⊆ At,s and f is
Λt,s-Lipschitz continuous on At,s. Since we also assume that there is some αt,s > 0
such that DH,X(At, As) ≤ αt,sdI(t, s) for all t, s ∈ I, Theorem 3.1 (in which the space
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is At,s and the pseudo-distance is the restriction of dX to A
2
t,s) implies that
|φ∗(t)− φ∗(s)| = |SUPf (At)− SUPf (As)| ≤ Λt,sDH,X(At, As) ≤ αt,sΛt,sdI(t, s). (12)
In particular, if f is Λ-Lipschitz continuous on X for some Λ > 0 and there is some
α > 0 such that DH,X(At, As) ≤ αdI(t, s) for all t, s ∈ I, then we conclude from
Theorem 3.1 (as in (12)) that φ∗ is αΛ-Lipschitz continuous on I. The proof of the
claim regarding φ∗ is similar. 
Remark 5.2. An example of a set C having the property mentioned in the formula-
tion of Corollary 5.1(a) is provided by the set of all nonempty and bounded subsets
of a metric space: in Corollary 7.1 below we use this example. A second example
for C is the set of all nonempty subsets of a metric space, or, more generally, the set
of all nonempty subsets of a pseudo-distance space (X, d), such that (X, d) has the
property that 0 = d(x, x) ≤ d(x, y) for every (x, y) ∈ X2 (for instance, this happens
if X is a real or complex vector space and d is the distance induced by a Minkowski
functional of a convex subset of X which contains the origin; another example: X is
the zone of a Bregman function and d is the associated Bregman divergence [15,65]):
in Section 6 below we use this set. A third example is as follows: again, we consider
a pseudo-distance space (X, d) having the property that 0 = d(x, x) ≤ d(x, y) for
every (x, y) ∈ X2, and are also given a uniformly continuous function f : X → R;
then Theorem 3.1 implies that we can take C to be either dom(SUPf) or dom(INFf)
(our assumption on (X, d) and the fact that SUPf(A) ∈ R whenever A ∈ dom(SUPf)
ensure that ∅ 6= A ⊆ B[A, r] and hence B[A, r] 6= ∅ for all r > 0).
Similarly, the set of all bounded and nonempty subsets of a metric space is an
example of a set C having the property mentioned in the formulation of Corollary
5.1(b), assuming that f is Lipschitz continuous on every nonempty and bounded
subset of the space. Another example is the set of all nonempty convex (or nonempty
convex and bounded) subsets of a normed space, assuming that f is Lipschitz con-
tinuous on every nonempty convex (or nonempty convex and bounded) subset of the
space.
As a final remark, we note that in Corollary 5.1(b), if dI(t, s) ∈ R for all t, s ∈ I,
then the values αt,s = 0 and α = 0 are legitimate.
6. Application 2: Parametric Optimization II (mixed linear-nonlinear
programming), Extended generalized inverses, A general variant
of Hoffman’s Lemma
In this section we consider two mixed linear-nonlinear programming problems and
establish continuity properties of the corresponding optimal value functions. In the
first case (Example 6.9) the objective function is, in general, nonlinear but the con-
straints are linear, and in the second case (Example 6.11) the function is nonlinear
and the constraints are partly linear and partly nonlinear. Our results extend partly,
but significantly, a theory which was developed in previous works: see Remark 6.12
below for more details. Along the way we present a very general variant of the so-called
Hoffman’s Lemma (see Lemma 6.6) and generalize the so-called “generalized-inverse”
of a linear operator (Definition 6.2, Remarks 6.3–6.5). We present our results in Sub-
section 6.2. Before presenting them, we need some background, in the form of a few
definitions and remarks, which are presented in Subsection 6.1.
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6.1. Background. In this subsection we discuss some concepts which we use later.
We start by recalling the concept of a Minkowski functional.
Definition 6.1. Suppose that X is a vector space over R or C. The Minkowski
functional associated with a convex subset C ⊆ X which contains 0 is the function
MC : X → [0,∞] defined by
MC(x) := inf{µ : µ ≥ 0 andx ∈ µC}, x ∈ X, (13)
where, of course, µC = {µc : c ∈ C} and inf ∅ :=∞.
It is well known that MC might be a norm, but unless C satisfies certain properties,
MC is not a norm in general (for instance, it may be asymmetric and may attain the
value +∞). Nevertheless, MC enjoys several properties similar to a norm, for example
it is positively homogenous (that is, MC(λx) = λMC(x) for all x ∈ X and λ > 0)
and subadditive (namely, MC(x+ y) ≤ MC(x)+MC(y) for all x, y ∈ X). See [80, p.
26] for more details (note that there additional assumptions are imposed on C, but
the proofs hold merely by assuming that C is convex and 0 ∈ C, and the assertions
hold also in the cases where MC attains the value +∞; in fact, one can impose even
weaker assumptions for the assertions to hold).
Now we introduce an extension of the concept of a generalized-inverse of a linear
operator.
Definition 6.2. Let X and Y be nonempty sets. Assume that on both a binary
operation + is defined (we abuse our notation and denote both operations by “+”).
Assume further that the + operation on Y has a right-neutral element 0, that is,
y + 0 = y for each y ∈ Y . Let L : X → Y be given and suppose that its kernel
{x ∈ X : Lx = 0} is nonempty. Assume that Y˜ is a subset of Y which contains the
image L(X) of X by L. The operator L is said to have an “extended generalized-
inverse” (EGI) with domain Y˜ if there exists a (not necessarily additive) operator
L˜ : Y˜ → X which has the following property: for all t ∈ L(X) there are v ∈ X and
a0,v in the kernel of L such that t = Lv and L˜(t) = v + a0,v.
Remark 6.3. Definition 6.2 significantly generalizes the concept of a “generalized-
inverse” of a linear operator (also called the “generalized reciprocal”, or the “Moore-
Penrose generalized-inverse”, or the “Moore-Penrose pseudo-inverse”, or the “Moore-
Penrose inverse”, in honor of the contributions of Moore [51] and Penrose [57] to this
theory). Indeed, consider first the case of a standard finite-dimensional generalized-
inverse. Here one starts with a linear operator L : X → Y which acts between two
real or complex finite-dimensional vector spaces X and Y , and its generalized-inverse
is the linear operator L† : Y → X , which uniquely exists, and satisfies the following
four relations: LL†L = L, L†LL† = L†, (LL†)∗ = LL† and (L†L)∗ = L†L, where ∗
denotes the linear conjugation. Since the generalized-inverse L† automatically satisfies
L†L = idX −PA0 = PL∗(Y ) (this follows from [11, Ex. 58, p. 80] and [11, Theorem 1,
p. 12]), where L(X) is the image/range of L, A0 is kernel of L, PA0 is the projection
operator onto A0 along L
∗(Y ), and idX is the identity operator on X , our extended
generalized inverse L˜ does generalize the concept of (standard) generalized-inverse.
More generally, suppose that L is a bounded linear operator which acts between
two Banach spaces X and Y , has a kernel A0 which satisfies A0⊕A
′
0 for some closed
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linear subspace A′0 of X , and the image L(X) of L which satisfies L(X) ⊕M
′ for
some closed linear subspace M ′ of Y (namely, A0 is topologically complemented in
X and L(X) is topologically complemented in Y ). A (Moore-Penrose) generalized-
inverse to L is a bounded linear operator L† : Y → X which satisfies the following
four relations: LL†L = L, L†LL† = L†, LL† = PL(X) and L
†L = idX − PA0 , where
PA0 is the projection operator onto A0 along A
′
0 and PL(X) is the projection operator
onto L(X) along M ′. Such an operator sometimes exists. It can be seen that in
Definition 6.2 we required only a relation weaker than the fourth relation, and we
did not require L˜ to be linear, L to be bounded, and the spaces to be Banach spaces
(or even vector spaces).
We note that the concept of generalized-inverse of a linear operator has been ex-
tensively studied during the last 60 years or so and has found various applications:
see, for instance, the books [11, 17, 27, 31, 85] and the semi-survey [56] (and the
references therein); see also the online bibliographic list [10] which is composed of
1670 items, and last updated in June 2001. Hence we believe that our extension
of this concept has a promising potential to yield diverse applications too. We also
note that other generalizations of this concept exist (see, for example, [11,87] and
the references therein), but they seem to have a somewhat different nature than our
generalization.
Remark 6.4. Consider the setting of Definition 6.2. Assume further that X has
a right-neutral element 0 (that is, x + 0 = x for each x ∈ X). If L(0) = 0 (as, in
particular, happens if L is additive), then L has an EGI. Indeed, given t ∈ L(x), there
is at least one vt ∈ X such that Lvt = t. Now we use the Axiom of Choice to define,
for each t ∈ Y˜ := L(X), an operator L˜ : Y˜ → X by L˜t := vt. Obviously L˜t = vt + 0,
and since L(0) = 0, one can see that the required conditions mentioned in Definition
6.2 are satisfied.
Remark 6.5. For applications, one usually needs to require more from an extended
generalized-inverse L˜ of L, such as its Lipschitz continuity. Here we want to mention
two cases in which one can provide a linear and bounded EGI in spaces which are not
necessarily normed spaces.
(i) In this case we show that L˜ can be taken to be a standard (Moore-Penrose)
generalized-inverse L†, where the main technical work is to show that L† is Lip-
schitz continuous with respect to the given pseudo-distances. Our basic setting
is two Banach spaces (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) and a bounded linear operator
L : X → Y which is known to have a standard generalized-inverse L† : Y → X
which is a bounded linear operator. We assume further that MCX : X → [0,∞]
is a Minkowski functional induced by a convex subset CX ⊆ X which contains
0 in its interior (interior with respect to ‖ · ‖X), and MCY : Y → [0,∞] is a
Minkowski functional induced by a convex subset CY ⊆ Y which is bounded
with respect to the norm ‖ · ‖Y and contains 0. It can be checked immediately
that MCX (x) ≤ α‖x‖X for all x ∈ X , where α := 1/r and r > 0 is the radius of
some open ball (with respect to ‖ · ‖X) which is centered at 0 and is contained
in CX , and ‖y‖Y ≤ βMCY (y) for all y ∈ Y , where β := sup{‖c‖Y : c ∈ CY }.
Hence for all y, z ∈ Y ,
MCX (L
†y − L†z) ≤ α‖L†y − L†z‖X ≤ α‖L
†‖‖y − z‖Y ≤ α‖L
†‖βMCY (y − z),
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and so L˜ := L† is α‖L†‖β-Lipschitz continuous as a function from the pseudo-
distance space (X,MCX ) to the pseudo-distance space (Y,MCY ).
(ii) As a second example, suppose that (X, ‖·‖X) is a real or complex normed space.
Assume that (Y, ‖ · ‖Y ) is a normed space (over F = R or F = C). Assume that
SX : X → [0,∞] has the property that for some κ > 0 and all scalars α and β
(real or complex),
SX(αu+ βv) ≤ κ (|α|SX(u) + |β|SX(v)) , ∀u, v ∈ X, (14)
where we regard 0 · ∞ as 0. For instance, the previous mentioned inequality
holds if SX is a norm or a quasi-norm; it also holds if SX is the Minkowski
functional induced by a convex subset CX of X which contains 0 and has the
property that CX ⊆ σ(−CX) for some σ > 0 if the field associated with X is real
(if the field associated with X is complex, then (14) holds when CX ⊆ σ(iCX)
for some σ > 0; this assumption implies, in particular, that CX ⊆ σ
2(−CX)).
Suppose that L : X → Y is a linear operator with a finite-dimensional range
Y˜ := L(X). In what follows we assume that Y˜ 6= {0}, since otherwise the
analysis becomes rather trivial. Since Y˜ is finite-dimensional, it has a basis
(wj)
n
j=1, where n ∈ N and for all j ∈ {1, . . . , n} there is some vj ∈ X such
that wj = L(vj). Let V := span{vj : j ∈ {1, . . . , n}} and LV : V → Y˜ be
the restriction of L to V . Then LV is invertible because (wj)
n
j=1 is a basis of
Y˜ , and L−1V is bounded since it is a linear mapping which acts between the
finite-dimensional spaces Y˜ and V . Denote L˜ := L−1V .
We assume that SX has the property thatSX(L˜wj) <∞ for all j ∈ {1, . . . , n}
(this happens, if, for example, SX(x) < ∞ for all x ∈ X , but it can happen in
other cases as well). Assume further that SY : Y → [0,∞] has the properties
that the set SY˜ := {y ∈ Y˜ : SY (y) = 1} is bounded with respect to ‖ · ‖Y , that
SY is positively homogenous on Y˜ , and SY (y) > 0 for all 0 6= y ∈ Y˜ . These
properties hold if, for example, SY is the Minkowski functional induced by a
convex subset E of Y which contains 0 and is closed and bounded with respect
to ‖ · ‖Y (in this case one also has E = {y ∈ Y : SY (y) ≤ 1}, as follows, for in-
stance, essentially word for word from the proof of [63, Lemma 3.1(a)]). Another
example for SY are functions which induce certain star bodies; such functions
appear in the theory of geometry of numbers [18, 32, 49, 52]; for instance, if
Y = R3, then SY , defined for all y = (y1, y2, y3) ∈ Y by
SY (y) := (|y1||y2||y3|)
1/3 + (|y2|
2|y3|
3)1/5 +
√
|y23 − y
2
1|+ (
√
|y1|+
√
|y2|+
√
|y3|)
2,
has the required properties on the whole space Y .
We claim that under the above-mentioned assumptions, L˜ is Lipschitz con-
tinuous as a linear operator from (Y˜ ,SY ) to (X,SX). Indeed, any y ∈ Y˜ can
be written uniquely as y =
∑n
j=1 λjwj, where each λj , j ∈ {1, . . . , n}, is a scalar
in F . Let T : F n → Y˜ be the linear operator defined by T (µj)
n
j=1 :=
∑n
j=1 µjwj
for every (µj)
n
j=1 ∈ F
n. Then T is invertible, and since T−1 acts between two
finite-dimensional spaces, T−1 is bounded (where the norm on F n is the max
norm ‖ · ‖∞). Since SY˜ is nonempty (because y/SY (y) ∈ SY˜ for all 0 6= y ∈ Y˜ )
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and bounded with respect to ‖ · ‖Y , it follows that T
−1(SY˜ ) is bounded in F
n,
namely η := sup{‖T−1(s)‖∞ : s ∈ SY˜ } < ∞. This inequality, (14), induction
(on n) and the assumption that SX(L˜wj) < ∞ for each j ∈ {1, . . . , n}, imply
that for all y ∈ SY˜ ,
SX(L˜y) = SX(L˜(
n∑
j=1
λjwj)) = SX(
n∑
j=1
λjL˜wj)
≤ τ
n∑
j=1
|λj|SX(L˜wj) ≤ τη
n∑
j=1
SX(L˜wj) =: σ <∞, (15)
where τ := max{κ, . . . , κn−1}. Since SY˜ = {y ∈ Y˜ : SY˜ (y) = 1}, our as-
sumptions on SY imply that for all y, z ∈ Y˜ which satisfy y 6= z, we have
SY (y − z) > 0 and (y − z)/SY (y − z) ∈ SY˜ . Hence, using (14), it follows from
(15) that
SX(L˜y − L˜z) ≤ SY (y − z)SX
(
L˜
(
y − z
SY (y − z)
))
≤ σSY (y − z).
In other words, L˜ is σ-Lipschitz continuous, as claimed (when SX and SY
are norms, then we can, of course, take also ‖L˜‖ as a Lipschitz constant of
L˜). Finally, since, given t ∈ Y˜ , there is v ∈ V such that Lv = t, and since
L˜t = L−1V LV v = v + 0, it follows that L˜ is an EGI.
6.2. The application. In this subsection we present the application of our stability
results to parametric optimization. We do this in Example 6.9 and Example 6.11,
which are also based on Lemma 6.6 below. This lemma is related to, but different
from, the so called “Hoffman’s Lemma” and several variants of it: see Remark 6.8
below for more details.
Lemma 6.6. (A general variant of Hoffman’s Lemma) Let X be a commutative
additive group and let SX : X → [−∞,∞] be given. Let d : X
2 → [−∞,∞] be the
pseudo-distance induced by SX , namely d(u, v) := SX(u − v) for all u, v ∈ X. Let
Y be an additive group and assume that L : X → Y is an additive operator which
has an EGI L˜ : Y˜ → X with domain Y˜ , where Y˜ is an additive subgroup of Y .
Suppose further that SY˜ : Y˜ → [−∞,∞] is given and L˜ is α-Lipschitz continuous
from (Y˜ ,SY˜ ) to (X,SX) for some 0 6= α ∈ R (the case α = 0 is allowed too if
SY˜ (y) ∈ R for all y ∈ Y˜ ). Let I := L(X), and denote At := {x ∈ X : Lx = t} for
all t ∈ I. Then DH(As, At) ≤ max{αSY˜ (s− t), αSY˜ (t− s)} for all s, t ∈ I.
Proof. Let t ∈ I be given. Then, according to the assumption that L˜ is an EGI of L
(Definition 6.2), there are v ∈ X and a0,v ∈ A0 such that t = Lv and L˜t = v + a0,v.
Hence v = L˜t− a0,v. The definition of At implies that v ∈ At, and therefore L˜t− a0,v
is in At. But, as is well known and can be proved immediately, At, which is the
set of solutions z ∈ X to the inhomogeneous linear equation Lz = t, is the sum of
A0 and an arbitrary particular solution to the inhomogeneous equation. Since, as
shown above, L˜t − a0,v solves the inhomogeneous equation Lz = t, we have At =
A0 + (L˜t − a0,v), and so At = A0 + L˜t since X is commutative and A0 is invariant
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under translation. Similarly, As = A0 + L˜s for all s ∈ I. Fix some s ∈ I and
let x ∈ As. Then x = a0,x + L˜s for some a0,x ∈ A0. Let y := a0,x + L˜t. Then
y ∈ A0 + L˜t, namely, y ∈ At. In addition, since L˜ is α-Lipschitz continuous on Y˜
with respect to SY˜ and SX , we have SX(L˜(x˜)− L˜(y˜)) ≤ αSY˜ (x˜ − y˜) for all x˜ and
y˜ in Y˜ . We conclude from the previous lines and the fact that X is commutative
that SX(x− y) = SX(L˜(s)− L˜(t)) ≤ αSY˜ (s− t). Since y ∈ At, we have d(x,At) ≤
SX(x − y), and so d(x,At) ≤ αSY˜ (s − t). This inequality is true for each x ∈ As
and hence DasyH(As, At) ≤ αSY˜ (s− t). Similarly, DasyH(At, As) ≤ αSY˜ (t− s), and
so DH(As, At) ≤ max{αSY˜ (s− t), αSY˜ (t− s)}. 
Remark 6.7. (An even more general variant of Hoffman’s Lemma) It is
possible to generalize Lemma 6.6 even further. For instance, suppose that L˜ has the
property that for some function ν : I2 → [−∞,∞], we have SX(L˜s − L˜t) ≤ ν(s, t)
for all (s, t) ∈ I2. Then a similar analysis as in the proof of Lemma 6.6 shows that
DH(As, At) ≤ max{ν(s, t), ν(t, s)} for all s, t ∈ I.
Remark 6.8. Lemma 6.6 (and Remark 6.7) is related to, but different from, some
known results, such as [20, Theorem 4.15, Theorem 4.16], [83, Theorem 1] and [89,
Theorem 2.1]. All of these results are variants of the so-called Hoffman’s Lemma [33,
the Theorem in Section 2]. The differences between Lemma 6.6 and the above-
mentioned results are both in the formulations and in the methods of proof.
For instance, the nature of the above-mentioned results is finite-dimensional (either
the spaces are finite-dimensional or there are finite systems of equalities/inequalities)
and no EGI appears (in fact, in the above-mentioned works, only in [20, Theorem
4.15, Theorem 4.16] one can see the appearance of the standard generalized-inverse
of a matrix, but its use, in [20, Lemma 4.1], is significantly different from our use of
the EGI in Lemma 6.6); in addition, in these works the spaces are always assumed
to be normed spaces, although in Hoffman’s paper [33] one allows a more general
magnitude function (which, implicitly, has to satisfy certain relations with respect to
the Euclidean norm); on the other hand, the nature of Lemma 6.6 is rather general
(possibly infinite-dimensional vector spaces or even spaces which are not vector spaces,
magnitude functions which are much more general than a norm, and so on) and we
use (and introduce) the concept of an extended generalized-inverse.
We note that [67, Theorem 7] is also a general variant of Hoffman’s Lemma, but
its nature is different from Lemma 6.6. For instance, it is for convex processes in
Banach spaces, that, when restricted to the linear case, some restrictive assumptions
are imposed on the operator, unless the spaces are finite dimensional. In addition, the
method of proof in [67, Theorem 7] is significantly different from the one of Lemma
6.6, and, in particular, it does not use the notion of an EGI (however, interestingly,
it does use a certain inverse, namely an inverse of a set-valued operator).
Anyway, since Lemma 6.6 is related to the above-mentioned results, one can regard
it as a very general variant of Hoffman’s Lemma.
Example 6.9. (Nonlinear function, linear constraints) Consider the setting of
Lemma 6.6. Assume that f : X → R is bounded from below and is also uniformly
continuous with respect to the distance induced by the “pseudo-magnitude” SX :
X → [0,∞] (not necessarily a Minkowski functional). Denote by dI the distance
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on I induced by SY˜ . Suppose that SY˜ (0) = 0. Suppose also that the conjugate
pseudo-magnitude SY˜ : X → [0,∞], which is defined by SY˜ (x) := SY˜ (−x) for each
x ∈ X , is continuous at 0 (the continuity is with respect to SY˜ ). Let φ∗ : I → R be
the optimal value function defined by φ∗(t) := INFf(At), t ∈ I, namely
φ∗(t) = inf{f(x) : x ∈ X, Lx = t}, t ∈ L(X).
Let C be the set of all nonempty subsets of X . Since f is bounded from below and
At 6= ∅ for every t ∈ I, it follows that At ∈ dom(INFf) for each t ∈ I. Moreover,
as we have shown in Lemma 6.6, there exists some real number α, which must
be nonnegative (as a result of the assumption that SX is nonnegative), such that
DH(As, At) ≤ max{αSY˜ (s− t), αSY˜ (s− t)} for all s, t ∈ I. Since SY˜ is continuous
at 0 and SY˜ (0) = 0 = SY˜ (0), we have limt→sDH(As, At) = 0 for all s ∈ I. Since
the assumptions on SY˜ and hence on dI imply that C satisfies the conditions needed
in Corollary 5.1(a), this corollary implies that φ∗ is continuous. If, in addition, f is
Λ-Lipschitz continuous on X for some Λ > 0 and SY˜ is β-Lipschitz continuous with
respect to SY˜ for some β > 0, then φ∗ is α · max{1, β} · Λ-Lipschitz continuous, as
follows from Corollary 5.1(b).
Remark 6.10. In connection with Example 6.9, it could be of interest to note
that functions which are uniformly continuous with respect to a pseudo-magnitude
(even with respect to a Minkowski functional) may not be uniformly continuous with
respect to a norm ‖ · ‖. Indeed, let X := R2 with the usual Euclidean norm ‖ · ‖,
and let C := [−2, 1] × {0}. Consider the Minkowski functional MC induced by C.
A simple calculation shows that MC(x1, x2) = x1 if x = (x1, x2) ∈ [0,∞) × {0},
MC(x1, x2) = −0.5x1 if (x1, x2) ∈ (−∞, 0] × {0} and MC(x1, x2) = ∞ otherwise.
In particular, MC(0) = 0 and 0 ≤ MC(x) ≤ 2MC(x) at any x ∈ X , and hence the
conjugate MC (see Example 6.9) is continuous at 0 with respect to MC.
Now let f : X → R be defined for all (x1, x2) ∈ R
2 by f(x1, x2) := g(x2), where
g : R → R is some discontinuous function (with respect to the usual absolute value
metric). It follows that f is not uniformly continuous with respect to the Euclidean
norm, since it is not even continuous with respect to this norm. To see that f is
uniformly continuous with respect to MC , let ǫ > 0 be given and let δ := ǫ. Given
any (x1, x2) and (y1, y2) in X which satisfy MC((x1, x2) − (y1, y2)) < δ, one has, in
particular, MC((x1 − y1, x2 − y2)) <∞. Hence x2 = y2. Since f(x1, x2) = g(x2) and
f(y1, y2) = g(y2), it follows that |f(x1, x2) − f(y1, y2)| = 0 < ǫ, and so indeed f is
uniformly continuous.
Example 6.11. (Nonlinear function, mixed linear-nonlinear constraints)
Given n ∈ N, endow Rn with some norm ‖ · ‖ and suppose that C is compact and
convex, and has a nonempty interior Int(C). Assume that f : C → R is continuous.
Given some m ∈ N, suppose that L : Rn → Rm is a linear operator, where the norm
on Rm is ‖ · ‖Rm (just an arbitrary norm). For all t in the image L(R
n) of Rn by L,
denote Et := {x ∈ R
n : Lx = t}. Denote by I the set of all t ∈ L(Rn) for which the
following regularity condition holds: the affine subspace Et intersects Int(C), namely
there is some x ∈ Int(C) such that Lx = t. Assume that I 6= ∅ (as shown in Remark
6.12(ii) below, this latter assumption actually implies that I is convex and open in
L(Rn)). For all t ∈ I, let At := Et ∩ C and let φ∗ : I → R be the optimal value
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function defined by φ∗(t) := INFf (At), t ∈ I, that is,
φ∗(t) = inf{f(x) : x ∈ C, Lx = t}, t ∈ I.
Given t ∈ I, since Et ∩ Int(C) 6= ∅, we have At 6= ∅, and since Et is closed and
C is compact, At is compact. Thus the Extreme Value Theorem implies that At ∈
dom(INFf ) for each t ∈ I. We prove below that limt→sDH(As, At) = 0 for all s ∈ I.
This fact, when combined with the fact that the continuous function f is actually
uniformly continuous (since C is compact), implies that we may use Corollary 5.1 (in
which the first space is C with the restriction of ‖ · ‖ to C as the distance function,
dI is the distance induced on I by ‖ · ‖Rm, and C is the set of all nonempty subsets
of C), from which we conclude that φ∗ is continuous.
To see that indeed limt→sDH(As, At) = 0 for all s ∈ I, suppose to the contrary
that this is not true. Thus there are s ∈ I, ǫ > 0 and a sequence (tk)
∞
k=1 of elements
in I such that limk→∞ tk = s and DH(As, Atk) ≥ ǫ for each k ∈ N. Therefore either
DasyH(Etk ∩ C,Es ∩ C) ≥ ǫ for all k ∈ N1, where N1 ⊆ N is an infinite set, or
DasyH(Es ∩ C,Etk ∩ C) ≥ ǫ for all k ∈ N2, where N2 ⊆ N is an infinite set.
Consider the first case. It implies that for each k ∈ N1, there is some xk ∈ Etk ∩C
such that d(xk, Es∩C) > 0.5ǫ. Since the sequence (xk)k∈N1 is contained in the compact
set C, there is an infinite set N11 ⊆ N1 and x∞ ∈ C such that limk∈N11 xk = x∞.
Lemma 6.6, Remark 6.5(ii) and the assumption that limk→∞ tk = s imply that
limk→∞DH(Etk , Es) = 0, and so from (2) we conclude that limk→∞,k∈N11 d(xk, Es) =
0. This fact and the continuity of the distance function imply that d(x∞, Es) = 0.
Thus (since Es is closed) x∞ ∈ Es. We conclude that x∞ ∈ Es ∩ C. However, since
d(xk, Es ∩ C) > 0.5ǫ for each k ∈ N1, by passing to the limit k → ∞, k ∈ N11,
and using the continuity of the distance function, we have d(x∞, Es ∩ C) ≥ 0.5ǫ, a
contradiction.
Now consider the second case which was mentioned two paragraphs earlier. It
implies that for each k ∈ N2, there is some yk ∈ Es∩C such that d(yk, Etk∩C) > 0.5ǫ.
Since the sequence (yk)k∈N2 is contained in the compact set Es∩C, there is an infinite
set N22 ⊆ N2 and y∞ ∈ Es ∩ C such that limk∈N22 yk = y∞. According to our
assumption, Es ∩ Int(C) 6= ∅. Let z ∈ Es ∩ Int(C) and r := min{0.1ǫ, 0.5‖y∞ − z‖}.
If y∞ = z, then r = 0. We let w := z and observe that w ∈ Int(C). Otherwise,
let w := y∞ + r((z − y∞)/‖z − y∞‖). In this latter case w belongs to the half-open
line segment (y∞, z]. As is well known [70, Theorem 6.1, p. 45], since z ∈ Int(C)
and y∞ ∈ C, the convexity of C implies that (y∞, z] is contained in Int(C). Thus
w ∈ Int(C) again. Hence there is some ρ ∈ (0, r) such that the ball of radius ρ with
center w is contained in C. Moreover, w ∈ Es since Es is convex and [y∞, z] ⊆ Es.
Lemma 6.6 and Remark 6.5(ii) imply that limk→∞DH(Etk , Es) = 0. As a result,
we have limk→∞ d(w,Etk) = 0. Thus for all k ∈ N sufficiently large there is some
uk ∈ Etk such that ‖w − uk‖ < ρ. Our choice of ρ implies that uk ∈ C and the
triangle inequality implies that ‖y∞−uk‖ ≤ ‖y∞−w‖+‖w−uk‖ < r+ρ < 2r ≤ 0.2ǫ.
Therefore
d(y∞, Etk ∩ C) ≤ ‖y∞ − uk‖ < 0.25ǫ (16)
for all k ∈ N sufficiently large and, in particular, for all k ∈ N22 sufficiently large.
On the other hand, the fact that limk∈N22 yk = y∞ implies that ‖y∞ − yk‖ < 0.25ǫ
for all k ∈ N22 sufficiently large. Since d(yk, Etk ∩ C) > 0.5ǫ for each k ∈ N2, the
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triangle inequality implies that 0.5ǫ < d(yk, Etk ∩C) ≤ ‖yk − y∞‖+ d(y∞, Etk ∩C) <
0.25ǫ+ d(y∞, Etk ∩C). Thus 0.25ǫ < d(y∞, Etk ∩C) for all k ∈ N22 sufficiently large.
This inequality contradicts (16) and proves that the second case mentioned several
paragraphs above cannot hold too. Thus we indeed have limt→sDH(As, At) = 0 for
all s ∈ I, as asserted.
Below we collect a few remarks regarding Examples 6.9 and 6.11.
Remark 6.12. (i) Examples 6.9 and 6.11 extend partly, but significantly, the
stability theory developed in [86, pp. 279–280] and [84, Theorem 2] (for a related
theory, see [86, p. 281] and [74, Lemma 4.1]). This theory has been applied
to analyzing stochastic programs [84, Section 4], [74, Section 4]. The setting
in [86, pp. 279–280] and [84, Theorem 2] is a finite-dimensional Euclidean space,
a polyhedral set C, and an objective function f which is Lipschitz continuous
on a set which contains C; another requirement in [86, pp. 279–280] is that
either the level-sets of f are bounded or C∞ ∩ A0 = {0}, where A0 is the
kernel of the linear operator L and C∞ is the horizontal cone associated with
C. It is proved in [86] that the associated optimal value function φ∗ is Lipschitz
continuous under these assumptions (note: the constraint set there is written as
{x ∈ C : Lx = b − t}, where b is a given vector and t is the parameter; thus
by a simple change of variable we can arrive at this formulation). It can be
seen that Examples 6.9 and 6.11 extend this theory to the case of spaces which
are not necessarily normed spaces (and not necessarily finite-dimensional), a
constraint set C which is either the entire space or a (usually non-polyhedral)
convex body, a linear operator L which should have a Lipschitz continuous
EGI, and an objective function f which is either Lipschitz continuous or merely
uniformly continuous. We are still able to derive the continuity of φ∗ under these
conditions, and sometimes (Example 6.9) its Lipschitz continuity.
We believe that the theory developed in this section can be extended further,
and, in particular, that it is possible to remove (at least in some interesting cases)
the compactness and finite-dimensionality assumptions from Example 6.11.
(ii) The set I mentioned in Example 6.11 is actually open and convex whenever it is
nonempty. Indeed, given s ∈ I, let x ∈ Es∩Int(C). In particular, x ∈ Int(C) and
hence there exists some r > 0 such that the ball of radius r about x is contained
in Int(C). Remark 6.5(ii) and Lemma 6.6 imply that there is some α > 0 such
that DH(Es, Et) ≤ α‖s− t‖Rm for all t ∈ L(R
n). Thus, if δ := r/α, then for each
t ∈ L(Rn) which satisfies ‖s−t‖Rm < δ, we have DH(Es, Et) < r. This inequality
and the fact that x also belongs to Es imply that there is some y ∈ Et such that
‖x − y‖ < r. Thus y ∈ Int(C) ∩ Et and so t ∈ I for all t in the ball of radius
δ about s. To see that I is convex, let s, t ∈ I and λ ∈ [0, 1] be given. Then
Lxs = s and Lxt = t for some xs, xt ∈ Int(C). We have λxs+(1−λ)xt ∈ Int(C)
since Int(C) is convex. In addition, L(λxs+(1−λ)xt) = λL(xs)+(1−λ)L(xt) =
λs+ (1− λ)t. Consequently, λs+ (1− λ)t ∈ I, as required.
7. Application 3: a sequence of Lipschitz constants
In this section we use Corollary 5.1 in order to show that, under some assumptions,
a rather general sequence of positive numbers can be a sequence of Lipschitz constants
STABILITY OF THE OPTIMAL VALUES 21
associated with a given function (each Lipschitz constant corresponds to a certain
subset on which one measures the Lipschitz continuity of the function). Corollary
7.1 below has recently been applied in the analysis of a telescopic proximal gradient
method [66].
Corollary 7.1. Suppose that f : U → R is a twice continuously (Fre´chet) differen-
tiable function defined on an open and convex subset U of some real normed space
(X, ‖ · ‖), X 6= {0}. Suppose that C is a convex subset of X which has the property
that C ∩ U 6= ∅. Assume that f ′′ is bounded and uniformly continuous on bounded
subsets of C ∩U . Fix an arbitrary y0 ∈ C ∩U , and let s := sup{‖f
′′(x)‖ : x ∈ C ∩U}
and s0 := ‖f
′′(y0)‖. If s = ∞, then for each strictly increasing sequence (λk)
∞
k=1
of positive numbers which satisfies λ1 > s0 and limk→∞ λk = ∞, there exists an in-
creasing sequence (Sk)
∞
k=1 of bounded and convex subsets of C (and also closed if C
is closed) which satisfies the following properties: first, Sk ∩ U 6= ∅ for all k ∈ N,
second, ∪∞k=1Sk = C, third, for each k ∈ N, the function f
′ is Lipschitz continuous on
Sk ∩U with λk as a Lipschitz constant; moreover, if C contains more than one point,
then also Sk ∩ U contains more than one point for each k ∈ N. Finally, if s < ∞,
then f ′ is Lipschitz continuous on C ∩ U with s as a Lipschitz constant.
Proof. Suppose first that s =∞. Let I := [0,∞) and let dI be the standard absolute
value metric. For each t ∈ I, define Bt to be the intersection of C with the closed
ball of radius t and center y0 (here B0 := {y0}). Then Bt is a bounded and convex
subset of C for each t ∈ I, and it is also closed if C is closed. Let At := Bt ∩ U
for each t ∈ I. Then At 6= ∅ (it contains y0), convex and bounded for all t ∈ I. In
addition, ∪t∈IBt = C and ∪t∈IAt = C ∩ U . An immediate verification shows that
DH(At, At′) ≤ |t − t
′| for all t, t′ ∈ I. Since f ′′ exists and is bounded on bounded
subsets of C ∩ U , the function h, which is defined by h(x) := ‖f ′′(x)‖, x ∈ C ∩ U , is
finite at each point, and it is also bounded on each bounded subset of C ∩ U . This
implies that the function φ∗ : I → (−∞,∞], which is defined by φ∗(t) := SUPh(At)
for each t ∈ I, satisfies φ∗(t) ∈ [0,∞) for each t ∈ I. In addition, since f ′′ is
uniformly continuous on bounded subsets of C ∩ U , the triangle inequality shows
that the function h, too, is uniformly continuous on bounded subsets of C ∩ U . We
conclude from the previous lines that the conditions needed in Corollary 5.1 hold (the
first pseudo-distance space there is C ∩ U , where the pseudo-distance is the metric
which is induced by the restriction of the norm of X to C ∩ U ; in addition, the set
C in Corollary 5.1 is the set of all nonempty and bounded subsets of C ∩ U), and
consequently, φ∗ is a continuous function on I.
Since s = sup{‖f ′′(x)‖ : x ∈ C ∩ U} =∞, for each ρ ≥ ‖f ′′(y0)‖ = s0, there exists
x ∈ C∩U such that ‖f ′′(x)‖ > ρ. Since ∪t∈IAt = C∩U , there exists t(x) ∈ I such that
x ∈ At(x). As a result, from the definition of φ
∗ we see that φ∗(t(x)) ≥ ‖f ′′(x)‖ > ρ.
By applying the classical Intermediate Value Theorem to the continuous function
φ∗ on the interval [0, t(x)], we conclude that each value between φ∗(0) = s0 and
φ∗(t(x)) is attained. In particular, ρ is attained. Since ρ was an arbitrary number
which is greater than or equal to s0 and since φ
∗ is increasing, it follows that the
image of I = [0,∞) under φ∗ is the interval [s0,∞). Therefore, given k ∈ N, since
λk ≥ λ1 > s0, there exists tk ∈ [0,∞) such that φ
∗(tk) = λk, and this tk must be
positive, otherwise tk = 0 and hence s0 = φ
∗(0) = φ∗(tk) = λk, a contradiction.
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Let Sk := Btk for each k ∈ N. Then Sk is bounded and convex for each k ∈ N, and it
is also closed if C is closed. In addition, Sk∩U is nonempty (it contains y0), bounded
and convex for every k ∈ N. Since ‖f ′′(x)‖ ≤ sup{‖f ′′(y)‖ : y ∈ Sk ∩ U} = φ
∗(tk) for
all x ∈ Sk ∩ U , and since f
′ is continuously differentiable on U and hence on Sk ∩ U ,
the (generalized) Mean Value Theorem applied to f ′ (see [1, Theorem 1.8, p. 13, and
also p. 23]; this theorem is formulated for Gaˆteaux differentiable functions acting
between real Banach spaces, but it holds as well for Fre´chet differentiable functions
acting between real normed spaces, because no completeness assumption is needed in
the proof, and the Fre´chet and Gaˆteaux derivatives coincide in our case) implies that
f ′ is Lipschitz continuous on Sk ∩U with φ
∗(tk) as a Lipschitz constant, namely with
λk as a Lipschitz constant.
Now we show that ∪∞k=1Sk = C. Indeed, since φ
∗ is increasing and (λk)
∞
k=1 is
strictly increasing, it follows that (tk)
∞
k=1 is increasing. Hence ℓ := limk→∞ tk exists
and it must be that ℓ = ∞, otherwise λk = φ
∗(tk) ≤ φ
∗(ℓ) < ∞ for all k ∈ N, a
contradiction to the assumption that limk→∞ λk =∞. Hence the union of the closed
balls with common center y0 and radii tk, k ∈ N, is X . Thus the intersection of this
union with C is C itself. On the other hand, this intersection is ∪∞k=1Sk, as follows
from the definition of the subsets Sk, k ∈ N. In other words, ∪
∞
k=1Sk = C.
It remains to show that if C contains more than one point, then Sk∩U also contains
more than one point for every k ∈ N. Indeed, take some arbitrary w0 ∈ C which
satisfies w0 6= y0. The line segment [y0, w0] is contained in C because C is convex.
Since U is open and y0 ∈ U , there is a sufficiently small closed ball B of center y0 and
positive radius r < min{‖y0 − w0‖, tk} such that B ⊂ U . The intersection of B with
C contains the segment [y0, y0 + rθ], where θ := (w0 − y0)/‖w0 − y0‖. Since r < tk,
it follows from the definition of Sk that B ∩ C ⊂ Btk = Sk. Hence Sk contains the
nondegenerate segment [y0, y0 + rθ], namely it contains more than one point.
Finally, we need to consider the case where s <∞. In this case ‖f ′′(x)‖ ≤ s <∞
for every x ∈ C ∩ U . Since C ∩ U is convex and f ′ is Fre´chet (hence Gaˆteaux)
differentiable on U , the Mean Value Theorem applied to f ′ implies that f ′ is Lipschitz
continuous on C ∩ U with s as a Lipschitz constant. 
8. Application 4: a general scheme for tackling a wide class of
nonconvex and nonsmooth optimization problems
8.1. The method: Given a pseudo-distance space (X, d), consider the general opti-
mization problem of minimizing (or maximizing) a given uniformly continuous func-
tion f : X → R over a nonempty subset A ⊆ X . Theorem 3.1 suggests a general
scheme for approximating both INFf (A) and SUPf (A). Indeed, consider the case of
approximating INFf (A) (the case of approximating SUPf(A) follows a similar reason-
ing) and assume that it is known that INFf (A) ∈ R. Assume also that we are able to
approximate A by a sequence (Ak)
∞
k=1 of subsets of X such that limk→∞DH(A,Ak) =
0 and INFf(Ak) ∈ R for all k ∈ N. Furthermore, assume that we are also able to
compute an approximation σ˜k to INFf (Ak) so that limk→∞ |σ˜k−INFf (Ak)| = 0. Then
Theorem 3.1 ensures that limk→∞ σ˜k = limk→∞[σ˜k−INFf (Ak)]+limk→∞ INFf (Ak) =
INFf(A). Consequently, the general scheme is nothing but to compute σ˜1, σ˜2, σ˜3, . . ..
8.2. A few remarks: The above-mentioned method seems to be useful in cases
where A itself does not have a “finite representation” or is not easily computable.
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For example, suppose that A is a component (or the union of the components) of a
double zone diagram induced by finitely many sites contained in a convex body in
a finite-dimensional strictly convex normed space, or, more generally, in a compact
geodesic metric space X which has the geodesic inclusion property [61, Definition
3.1]. A double zone diagram is an exotic geometric object which is defined to be a
fixed point of a certain operator which acts on tuples of sets. While its existence is
known in general [62, Theorem 5.5] and one can even represent explicitly one of the
double zone diagrams, this representation is not finite in the sense that it based on an
infinite increasing union of known “inner tuples” of sets: see [61, Theorem 5.2] (this
representation was observed before in [6, Lemma 5.1] in a simpler setting). Thus, if
we want to estimate the distance from a given point q ∈ X to A, namely to estimate
INFf(A) for f(x) := d(q, x), x ∈ X (this is a uniformly continuous function), then
we can use the above-mentioned method since it is known [61, Corollary 5.3] that if
Ak denotes component of the “inner tuple” in iteration number k corresponding to
A, k ∈ N (or the union of the components if A itself is the union of components of
the double zone diagram), then limk→∞DH(A,Ak) = 0.
As a second example, consider the problem of minimizing a continuous function f in
a finite-dimensional Euclidean space, where the constraint set A is induced by a finite
system of convex inequalities. Assume further that it is known that A is contained in
some known (and possibly large) closed ball. In this case f is automatically uniformly
continuous on the ball. Estimating A is not always a simple task, but in [16] one
can find a method which does exactly this. More precisely, it produces, in finitely
many steps, an inner and outer polytopial approximations Q′ǫ ⊆ A ⊆ Q
′′
ǫ to A having
Hausdorff distance from each other (and hence also from A) which is not greater than
a known tolerance parameter ǫ. In particular, by letting ǫk := 1/k and Ak := Q
′
ǫk
for each k ∈ N, we have limk→∞DH(Ak, A) = 0, and hence we can use the above-
mentioned method in order to estimate INFf(A).
As a final remark in this section, we note that the idea to estimate the optimal value
of some function over a given constraint set A by estimating it over an approximating
set Ak and taking the limit k → ∞ appears in other places, such as [42, p. 367] (in
a very intuitive and brief form) and in [46] (the setting there is a finite-dimensional
Euclidean space and the approximation is with respect to inner and outer limits of
compact sets).
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