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Abstract
This short note presents a sufficient condition under which a question raised by Peris and Subiza, namely,
to find a {1}-inverse X ∈ Rn×m of a matrix A ∈ Rm×n such that A is weak monotone if and only if X is
nonnegative on R(A), is answered in the affirmative.
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1. Introduction
Matrix monotonicity plays a vital role in many applied problems for example, eigenvalue
problems, optimization, economics, to name a few. A good survey of various notions of matrix
monotonicity can be found in [3]. Extensions of these ideas to infinite dimensional spaces appeared
in [4,6]. Various notions of operator monotonicity and their interplay with nonnegative generalized
inverses can be found in [3–6]. Peris and Subiza, in their characterization of weak monotone
matrices [5], raised the question of finding a {1}-inverse X of a matrix A such that A is weak
monotone iff X is nonnegative on R(A), the range of A. In this short note, we provide a sufficient
condition under which the above problem has an answer in the affirmative.
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2. Preliminaries
For A ∈ Rm×n denote the range and null spaces of A by R(A) and N(A), respectively. Rn+
will denote the nonnegative orthant of Rn. For x ∈ Rn, x  0 will mean x ∈ Rn+. A is said to be
nonnegative, if all its entries are nonnegative. This will be denoted by A  0.
A ∈ Rm×n is said to be monotone if Ax  0 ⇒ x  0. It is well-known that (see for instance,
[3]) A is monotone iff there exists Y  0 such that YA = I . In such a case, we say that A has a
nonnegative left inverse.
A is said to be weak monotone if Ax  0 ⇒ x ∈ Rn+ + N(A). Equivalently, A is weak mono-
tone iff whenever Ax = b  0 is consistent, there exists u  0 with Au = b.
A matrix X is called a {1}-inverse of A, if X satisfies the equation AXA = A.
For a A ∈ Rn×n,X ∈ Rn×n is called the group inverse of A, if it satisfies the following three
equations:
AXA = A, (1)
XAX = X, (2)
AX = XA. (3)
The group inverse when it exists, is unique and is denoted by A#. It is well-known that A#
exists iff rank(A) = rank(A2) iff N(A) and R(A) are complementary [1].
We say that A is {1}-monotone, if A has a nonnegative {1}-inverse. A is said to be group
monotone if the group inverse A# exists and is nonnegative.
For A ∈ Rm×n, a factorization A = BC is said to be a full rank factorization if B ∈ Rm×r , C ∈
Rr×n with r = rank(A) = rank(B) = rank(C). Note that if A = BC is a full rank factorization,
then the columns of B are linearly independent and so are the rows of C. A = BC is said to be a
nonnegative full rank factorization, if in addition to the above, we have B  0 and C  0.
We now present the results that lead up to the main theorem.
Lemma 2.1. Let A ∈ Rm×n and suppose that the system of linear equations Ax = b is consistent.
Then for any {1}-inverse X of A, we have AXb = b.
The following are particular cases of corresponding results (see Theorem 3.16 and Corollary
3.17) proved in [4] for operators over (possibly infinite dimensional) Hilbert spaces. Proofs are
given for the sake of completeness and ready reference.
Theorem 2.2. Let A ∈ Rm×n be weak monotone possessing a nonnegative full-rank factoriza-
tion and r = rank(A). Then there exist X ∈ Rr×m and Y ∈ Rn×r such that X  0, Y  0 and
XAY = I.
Proof. Let A = BC be a nonnegative full rank factorization of A. Let Bz  0. Since R(A) =
R(B), there exists x ∈ Rn such that Ax = Bz  0. Since A is weak monotone, we have x =
u + v with u ∈ N(A) and v  0. Thus Bz = Ax = Av = BCv so that z = Cv  0, as C  0.
Hence B is monotone. Let X be a nonnegative left inverse of B. Next, we note that A∗ is weak
monotone as A is weak monotone (Theorem 2, [5].) Also, A∗ = C∗B∗ is a nonnegative full
rank factorization of A∗. Arguing as earlier, we conclude that C∗ has a nonnegative left inverse
denoted by W . Setting Y = W ∗, we conclude that Y is a nonnegative right inverse of C. Finally,
XAY = X(BC)Y = (XB)(CY ) = I . 
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Corollary 2.3. Let A ∈ Rm×n be weak monotone, possessing a nonnegative full-rank factoriza-
tion. Then A is {1}-monotone.
Proof. Let A = BC and Z = YX, where X and Y are as in Theorem 2.2. We show that Z is a
nonnegative {1}-inverse of A. We have AZA = AYXA = B(CY)(XB)C = BC. 
3. {1}-Monotonicity versus weak monotonicity
The next result is one of the main results of this short note.
Theorem 3.1. Let A ∈ Rm×n. If A has a {1}-inverse which is nonnegative on R(A), then A
is weak monotone. Conversely, if A is weak monotone and possesses a nonnegative full rank
factorization, then there exists a {1}-inverse of A which is nonnegative on R(A).
Proof. Suppose that X is a {1}-inverse of A, being nonnegative on R(A). Consider the consistent
linear system Ax = b  0. Then by Lemma 2.1, AXb = b and hence u = Xb  0 (as b ∈ R(A))
is a solution to the system Ax = b. Thus A is weak monotone.
Conversely, suppose that A is weak monotone and has a nonnegative full rank factoriza-
tion. Then by Corollary 2.3, A has a nonnegative {1}-inverse which is obviously nonnegative on
R(A). 
Remarks 3.2. If A is weak monotone and does not have a nonnegative full rank factorization,
then A need not have a {1}-inverse nonnegative on R(A). Let A =
(1 0 1 0
0 1 0 1
1 0 0 1
0 1 1 0
)
. Then, A
is weak monotone. It is known that A does not have a nonnegative full-rank factorization over
R4+ [7]. Also, A is not {1}-monotone; if so then, it will have a nonnegative full-rank factor-
ization (Refer Theorem 4, [2]). We now show that A does not have any {1}-inverse that is
nonnegative on R(A). This demonstrates that the condition that A has a nonnegative full-rank
factorization is indispensable in the converse part of Theorem 3.1. Given an A ∈ Rm×nr , let
A(1) be an arbitrary {1}-inverse of A. Also, let F ∈ Rn×(n−r)n−r , K∗ ∈ Rm×(m−r)m−r and B ∈ Rn×rr
be given matrices whose columns form bases for N(A),N(A∗) and R(A(1)A), respectively.
Then, the general solution of the equation AXA = A is given by X = A(1) + FY + BZK , where
Y ∈ R(n−r)×m and Z ∈ Rr×(m−r) are arbitrary (refer [1], p. 85). For the matrix A given above,
r = 3, N(A) = N(At) = span{(1, 1,−1,−1)t }. Notice that if w ∈ R(A) then, Kw = 0. Taking
A(1) = A†, F = (1, 1,−1 − 1)t , we have for w ∈ R(A) that,
Xw =
⎛
⎜⎜⎝
3/8 + y1 −1/8 + y2 3/8 + y3 −1/8 + y4
−1/8 + y1 3/8 + y2 −1/8 + y3 3/8 + y4
3/8 − y1 −1/8 − y2 −1/8 − y3 3/8 − y4
−1/8 − y1 3/8 − y2 3/8 − y3 −1/8 − y4
⎞
⎟⎟⎠
⎛
⎜⎜⎝
w1
w2
w3
w4
⎞
⎟⎟⎠ .
Let w1 = (1, 0, 1, 0)t , w2 = (0, 1, 0, 1)t , w3 = (1, 0, 0, 1)t , w4 = (0, 1, 1, 0)t . Then for i = 1,
2, 3, 4, wi ∈ R(A) ∩ R4+. We now discuss four cases.
Case 1. Exactly one of the yi’s is non-zero. There are four possibilities in this case.
If y1 /= 0 or y3 /= 0 then, Xw20.
If y2 /= 0 or y4 /= 0 then, Xw10.
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Case 2. Exactly two of the yi’s are non-zero. There are six possibilities here.
(i) Let y1 /= 0, y2 /= 0. Suppose Xw2  0. Then, y2 = 1/4. We then have Xw40.
(ii) If y2 /= 0, y3 /= 0 then, Xw30.
(iii) If y3 /= 0, y4 /= 0 and Xw3  0 then, y4 = −1/4. However, in this case we have Xw20.
(iv) If y1 /= 0, y4 /= 0 then, Xw40.
(v) If y1 /= 0, y3 /= 0 then, Xw20.
(vi) If y2 /= 0, y4 /= 0 then, Xw10.
Case 3. Exactly three of the yi’s are non-zero. There are four possibilities here.
(i) Let y1 /= 0, y2 /= 0, y3 /= 0. If Xw3  0 then, y1 = −1/4. If Xw1  0 then, y3 = 1/2. If
in addition, Xw2  0 then, y2 = 1/4. In such a case, Xw10.
(ii) Suppose y2 /= 0, y3 /= 0, y4 /= 0. If Xw3  0 then, y4 = −1/4. If Xw1  0 then, y3 = 1/4.
If in addition, Xw4  0 then, y2 = −1/2. In such a case, Xw20.
(iii) Suppose y1 /= 0, y3 /= 0, y4 /= 0. If Xw2  0 then, y4 = 1/4. If Xw4  0 then, y3 = −1/4.
If Xw3  0 then, y1 = −1/2. In such a case, Xw10.
(iv) Suppose y1 /= 0, y2 /= 0, y4 /= 0. If Xw1  0 then, y1 = 1/4. If Xw4  0 then, y2 = −1/4.
If in addition, Xw3  0, we get y4 = −1/2. In such a case, Xw20.
Case 4. None of the yi’s are zero.
If Xw3  0 then, y1 + y4 = −1/4. If Xw4  0 then, y2 + y3 = −1/4. If in addition, Xw2  0,
then y2 + y4 = 1/4. Adding the first two equations and substituting for y2 + y4, we get y1 + y3 =
−3/4. Substituting for y1 + y3 in the formula for Xw, we see that Xw10.
This shows that no {1}-inverse of A is nonnegative on R(A).
We next demonstrate how the existence of a {1}-inverse being nonnegative on R(A) is related
to a new notion of monotonicity called generalized range monotonicity proposed recently [4]. We
also rewrite Theorem 3.1 using this concept. First we recall the definitions.
A is said to be range monotone [3], if Ax  0, x ∈ R(A) ⇒ x  0.
A is said to be generalized range monotone [4], if for some {1}-inverse X of A, Ax  0, x ∈
R(XA) ⇒ x  0.
The next theorem is proved in [4]. Once again, its proof is given for completeness. We mention
in passing that the point of view in [4] is different from the one taken here. We recall that if X is
a {1}-inverse of A, then x ∈ R(XA) iff x = XAx.
Theorem 3.3. A ∈ Rm×n is generalized range monotone iff A has a {1}-inverse that is nonneg-
ative on R(A).
Proof. Suppose that A is generalized range monotone and X is a {1}-inverse of A satisfying
the condition of generalized range monotonicity. We claim that X is nonnegative on R(A). Let
y ∈ R(A) and y  0. Then there exists x ∈ Rn such that Ax = y  0. Let z = Xy. Then z =
XAx ∈ R(XA) and Az = AXAx = Ax  0. We now conclude that z  0, viz., X is nonnegative
on R(A).
Conversely, let X be a {1}-inverse of A which is nonnegative on R(A). Let Ax  0 with
x ∈ R(XA). Set y = Ax. Then y  0 and Xy = X(Ax) = x ∈ R(XA). Since X is nonnegative
on R(A), we conclude that x  0 and hence A is generalized range monotone. 
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We point out that Theorem 3.3 is an extension of the following theorem.
Theorem 3.4 (Theorem 4, [5]). For A ∈ Rn×n, the following are equivalent:
(a) Ax  0, x ∈ R(A) ⇒ x  0.
(b) A# exists and is nonnegative on R(A).
In view of Theorem 3.3, Theorem 3.1 can be rewritten as follows:
Theorem 3.5. Let A ∈ Rm×n be generalized range monotone. Then A is weak monotone. Con-
versely, if A is weak monotone and possesses a nonnegative full rank factorization, then A is
generalized range monotone.
Remarks 3.6. There are matrices that are generalized range monotone but are not range mono-
tone. Let A =
(
0 α
0 0
)
, α > 0. If x0 = (−1, 0)t , then x0 ∈ R(A) ∩ N(A). As x0 /∈ R2+, we con-
clude that A is not range monotone. Let X =
( 1
α 0
1
α 0
)
. Then X is a {1}-inverse of A. Let y ∈
R(A) ∩ R2+. Then y1  0 and y2 = 0. Also X(y) = (1/α)(y1, y1)  0. By Theorem 3.3, it fol-
lows that A is generalized range monotone.
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