Heat transfer search (HTS) is a novel metaheuristic optimization algorithm that simulates the laws of thermodynamics and heat transfer. In this study, the HTS algorithm is adapted to truss structure optimization. Sizing optimization searches for the minimum weight of a structure subject to stress and displacement constraints. Three truss structures often taken as benchmarks in the optimization literature are selected here in order to verify the efficiency and robustness of the HTS algorithm. Optimization results indicate that HTS can obtain better designs (i.e. lighter trusses) than most of the state-of-the-art metaheuristic optimizers. The convergence behaviour of HTS also is as good as the other algorithms.
INTRODUCTION
The main philosophy of metaheuristic optimization algorithms is to perform a pseudo-random search mimicking some natural phenomenon. Among methods developed in the last two decades, particle swarm optimization (PSO) reproduces the social behaviour of swarms (Kennedy and Eberhart, 1995) ; harmony search (HS) simulates the natural performance processes of musicians searching for a state of harmony (Geem et. al, 2001 ); artificial bee colony (ABC) is another swarm intelligence method which mimics the intelligent behaviour of honey bee swarms (Karaboga, 2005) ; big bang-big crunch (BB-BC) reproduces the process of expansion-contraction of the universe (Erol and Eksin, 2006) ; charged system search (CSS), developed by Kaveh and Talatahari (2010) , utilizes the Newtonian law of mechanics in addition to the electrical physics laws to direct the agents in order to recognize the optimum locations; firefly algorithm (FFA) is inspired by social behaviour of fireflies and the phenomenon of bioluminescent communication (Yang, 2010) ; teaching-learning-based optimization (TLBO), developed by Rao et al. (2011) , mimics the teaching and learning processes in a classroom, in particular influence of a teacher on learners and the mutual interactions of learners; flower pollination algorithm (FPA) which simulates the pollination process of flowering plants, firstly proposed by Yang (2012) ; swallow swarm optimization (SSO), developed by Neshat et al. (2013) , bases on the analogy between swallow swarm behaviours and optimization problems; water evaporation optimization (WEO), developed by Kaveh and Bakhshpoori (2016) , mimics the evaporation of a tiny amount of water molecules adhered on a solid surface with different wettability which can be studied by molecular dynamics simulations.
Various metaheuristic optimization methods have been applied to sizing optimization of truss structures (see, for example, the reviews by Lamberti and Pappalettere (2011) , Saka and Dogan (2012) , and the textbook by Kaveh (2014) ). Just to mention a few examples, Sonmez (2011) proposed an artificial bee colony (ABC) algorithm with an adaptive penalty function approach (ABC-AP) to minimize weight of truss structures; ABC-AP algorithm was found to be competitive in terms of optimized weight but showed very poor convergence capability compared with other metaheuristic algorithms. Degertekin (2012) developed improved harmony search algorithms called efficient harmony search (EHS) and self-adaptive harmony search (SAHS) for sizing optimization of truss structures. The robustness of the proposed methods was verified by solving four design examples. The results demonstrated that SAHS is very powerful compared to classical harmony search and other metaheuristic optimization methods.
Teaching-learning based optimization (TLBO) was used for optimum design of truss structures by Degertekin and Hayalioglu (2013) ; the efficiency of the proposed implementation was verified in several truss design examples. Camp and Farshchin (2014) proposed a modified teaching-learning-based optimization (TLBO) algorithm for optimization of truss structures. Without considering population size, convergence criterion, and penalty function structure, TLBO is parameter insensitive. The performance of above mentioned modified TLBO was found to be equivalent to other metaheuristic methods without applying parameter-based search mechanisms.
Firefly algorithm (FFA) was applied to optimum design of truss structures by Degertekin and Lamberti (2013) . FFA proved itself to be very competitive with other metaheuristic optimization methods. Kaveh et al (2014) hybridized the particle swarm and swallow swarm optimization (HPSSO) to solve mathematical optimization problems and truss weight minimization problems. The results obtained from design examples prove that HPSSO outperforms other PSO variants and is very competitive with state-of-art metaheuristic methods. Bekdaş et al. (2015) developed an algorithm called flower pollination algorithm (FPA) for sizing optimization of truss structures. The design examples presented in their study showed that FPA could produce better results in some cases. However, it was concluded that detailed parametric study should be performed in order to find the best parameter setting for the FPA algorithm so that it can solve a wider group of structural optimization problems. Kaveh and Bakhshpoori (2016) tested the water evaporation optimization (WEO) algorithm in six truss design problems from small to normal scale and compared it with the most effective avail-able state-of-the-art metaheuristic optimization methods. WEO resulted very competitive in terms of solution quality and robustness and the only weak point of the algorithm is its low convergence speed.
A novel metaheuristic search method called heat transfer search (HTS) has been recently developed by Patel and Savsani (2015) for solving optimization problems. HTS simulates the course of action followed by a system to reach thermal equilibrium. The efficiency of HTS was evaluated through 24 mathematical optimization problems with explicit cost function and constraints. A detailed comparison with a variety of metaheuristic methods (besides PSO, ABC and TLBO, also genetic algorithms, differential evolution and biogeography-based optimization were considered) was carried out setting for all algorithms the same limit number of function evaluations or the same convergence tolerance with respect to the target optimum. Numerical results demonstrate the efficiency of HTS compared to other metaheuristic methods.
The main goal of this study is to introduce the HTS algorithm into the optimization of truss structures. The performance of HTS is evaluated by considering three truss structures with 25, 72 and 200 elements. For that purpose, HTS is compared with recently developed metaheuristic optimization methods such as artificial bee colony algorithm with adaptive penalty (ABC-AP), selfadaptive harmony search algorithm (SAHS), teaching-learning based optimization (TLBO), firefly algorithm (FFA), hybrid particle swarm swallow swarm optimization (HPSSO), flower pollination algorithm (FPA) and water evaporation optimization (WEO). The considerable amount of data available in the literature for the selected test problems provides a valuable basis of comparison to evaluate the performance of HTS.
The remainder of this paper is organized as follows: the structural optimization problem is stated in Section 2. The HTS algorithm is explained in Section 3. The implementation of HTS algorithm for optimization of truss structures is presented in Section 4. The design examples are described in Section 5. Finally, some concluding remarks are presented in Section 6.
THE STRUCTURAL OPTIMIZATION PROBLEM
The sizing optimization problem of a truss structure including nm members can be formulated as:
to minimize (3) (4) are handled by using the following modified feasiblebased mechanism, successfully applied to sizing optimization of truss structures (Kaveh and Talatahari, 2009a; Degertekin and Hayalioglu, 2013) : (i) Any feasible design is preferred to any infeasible design; (ii) Infeasible designs with a slight constraint violation are taken feasible; (iii) Between two feasible designs, the one having the better objective function value is preferred; (iv) Between two infeasible designs, the one having the smaller constraint violation is preferred.
THE HEAT TRANSFER SEARCH ALGORITHM
Heat transfer is the branch of Physics concerned with the exchange of heat between systems having different temperatures. Temperature gradients result in a transport of thermal energy within a system or between systems in thermal contact to each other. Heat transfer occurs because any system attempts to reach the temperature of its surroundings (Hollman, 2010; Çengel, 2008; von Böckh and Wetzel, 2012) . Clusters of molecules possess different temperature levels in heat transfer. If a system is thermally unbalanced with itself and/or its neighbouring systems, it attempts to overcome this situation by reaching a state of thermal equilibrium.
Heat transfer consists of three basic mechanisms: conduction, convection and radiation. Conduction is the transfer of energy from the more energetic particles of a substance to the adjacent less energetic ones as a result of interactions between the particles. Convection is a mode of heat transfer between a solid surface and the adjacent liquid or gas that is in motion; it involves the combined effects of conduction and fluid motion. Radiation is the energy emitted by the matter in the form of electromagnetic waves as a result of the changes in the electronic configurations of the atoms or molecules (Hollman, 2010; Çengel, 2008; von Böckh and Wetzel, 2012) .
Heat transfer has many application areas such as heating, ventilating and air conditioning systems, thermal power plants, refrigerators and heat pumps, gas separation and liquefaction, cooling of machines, processes requiring cooling or heating, heating up or cooling down of production parts, rectification and distillation plants etc. The detailed information about the thermal equilibrium and heat transfer can be found in the study of Patel and Savsani (2015) and other sources (Hollman, 2010; Çengel, 2008; von Böckh and Wetzel, 2012) . Therefore, the same definitions and equations will not be repeated here for the sake of brevity.
The laws of thermodynamics and heat transfer have been incorporated by Patel and Savsani (2015) into the Heat Transfer Search (HTS) metaheuristic optimization algorithm, developed for constrained optimization problems. The HTS algorithm consists of three phases called as 'conduction phase', 'radiation phase' and 'convection phase'. The 'conduction phase', 'radiation phase' and 'convection phase' neutralize the thermal unbalance (i.e. change the energy level) of the system by conduction, radiation and convection heat transfer, respectively. A uniformly distributed random number (Rn) between 0 and 1 is initially generated in the HTS algorithm in order to decide which phase should be executed. One of these phases is used in an iteration according to the value of Rn and each phase has equal probability between 0 and 1 to be carried out. It is demonstrated that 0-0.3333, 0.3333-0.6666 and 0.6666-1 are suitable intervals for the values of Rn to execute conduction, radiation and convection phases, respectively.
Initial population is generated randomly in the HTS algorithm similar to other population-based optimization algorithms. After that, new designs are produced by using the conduction, convection or radiation phases. If a new trial design yields a better objective function value than the existing one, the previous design is replaced. Otherwise, the original design is left unchanged. Moreover, worst designs of the current iteration are replaced with elite designs of the previous iteration if the elite designs of the previous iteration have better objective function values than the current worst ones. Another rule applied in the HTS algorithm is that if duplicate designs are found in the population after replacing worst designs with elite designs, one of the duplicate designs is modified. For this purpose, a randomly selected design variable of the duplicate design is updated as follows:
where:
new j x and old j x , respectively, are the new and old values of the selected j-th design variable; i r is a random number generated between 0 and 1. The analogy between the HTS and optimization of truss structures can be established as follows: different temperatures of molecules represent the different design variables (member groups for a truss design), the energy level of the molecules symbolizes the objective function of the truss structure, the cluster of molecules in the heat transfer represents candidate designs in the population of HTS algorithm. The current best truss design is taken as the surroundings and rest of the truss designs are considered as a system.
Conduction Phase
The conduction phase is executed if the uniformly distributed random number (Rn) generated is between 0 and 0.3333. In this phase, designs are modified based on the randomly selected design from the population and only one randomly selected design variable is updated. This phase includes two parts. According to the iteration number (it) and the conduction factor (CDF), the first part is executed as follows.
where j=1,2,….,np ; k ϵ (1,2,….,np) (j ≠ k) is a randomly selected truss design from the population, np is the population size (i.e. total number of truss designs in the population), i ϵ (1,2,….,ng) and i
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is the randomly selected design variable, ng is the number of design variables (i.e. number of member groups in a truss design). CDS1 and CDS2 are the conduction steps given as follows:
Since the temperature of the system is continuously changing in the heat transfer process, thermal conductivity and conductance also change. The temperature dependent behaviour of conductance is accounted for by the variable Rn which can take any value between 0 and 0.3333 at the beginning of each generation in the conduction phase. Moreover, to exploit the search space, this random variable is modelled by squaring its value so to carry out a fine search (Patel and Savsani, 2015) .
If it≥itmax/CDF, the second part of the conduction phase is performed as follows:
where ri is a randomly generated real number between 0 and 1. As the value of ri varies between 0 and 1, the optimizer will explore the search space. The conduction factor (CDF) decides the exploration and exploitation tendency of the conduction phase and it is set as 2 (Patel and Savsani, 2015) . Hence, in the conduction phase we randomly select the k-th design of population and perturb one design variable of each other j-th design included in the population, trying to reach the state of the k-th design. Should the j-th design be better than the k-th design, we perturb the k-th design to reach the state of the j-th design.
Furthermore, setting CDF=2 results in exploitation and exploration be equally distributed in the conduction phase; Eqs. (9-12) indicate that exploitation characterizes the first half of optimization process. While the latter may seem in contrast with the classical flow of metaheuristic optimization where the best regions of design space found in the exploration phase are locally refined in the exploitation phase, it should be noted that thermal conduction is the most important heath transfer mechanism inside a continuous medium. The candidate designs included in the population converge to the optimum, similar to all temperatures finally reaching the equilibrium temperature. In the initial stages of optimization process, designs cover a larger fraction of design space, similar to having less closely spaced clusters of molecules. Hence, conduction will mainly occur in the neighbourhood of each cluster of molecules, along some preferential direction: this corresponds to have each candidate design locally refined through exploitation by perturbing one variable at a time.
Convection Phase
In the convection phase, the system tries to reach thermal equilibrium through convection heat transfer. The mean temperature of the system interacts with the surrounding temperature to estab-lish a thermal balance between the system and the surrounding (the latter denotes the best design in the population). The convection phase is executed for the values of Rn between 0.6666 and 1 (see Section 3). All design variables are simultaneously updated to generate new designs with the following equation:
where: j=1,2,…,np; i=1,2,…,ng. The COSi factor is the convection step expressed for the i-th design variable as:
In Eq. (14), Rn is equal to the probability of selecting convection phase. xs,i and xms,i denote the temperature of the surrounding and the mean temperature of the system, respectively. For truss optimization problems, xs,i is the considered i-th optimization variable of the best design currently included in the population and xms,i is the mean value for the considered optimization variable averaged over the np agents.
Since the surrounding is treated as a heat sink or heat source in the heat transfer, its temperature remains constant in the current iteration. In order to take into account this effect and attain proper balance between exploration and exploitation, the temperature change factor (TCF) is defined as follows (Patel and Savsani, 2015) :
where ri is a random number in the range [0,1]. The value of TCF changes randomly between 0 and 1 in the first part of the convection phase. In the second part of the convection phase, value of TCF changes either as 1 or 2. The COF parameter regulates exploration and exploitation of convection phase. The results of sensitivity analysis carried out by Patel and Savsani (2015) demonstrated that the value of 10 is suitable for the COF parameter. Since population tends to become more and more clustered about the current best record as optimization iterations proceed, xs,i and xms,i will tend to coincide thus yielding risk of stagnation and premature convergence. In order to avoid this, HTS tries to keep perturbations given to design variables large enough. For that purpose, the difference between xs,i and xms,i is magnified by increasing TCF in the second part of the optimization process. Therefore, exploration always plays an important role in the convection phase. This is consistent with the physics of the convection phenomenon which affects the whole body surrounded by a heat sink/source. Similar to convection which is driven by the average temperature of the body, the whole population will have to search for a new configuration in the design space.
Radiation Phase
Radiation phase is executed when the generated random number Rn is between 0.3333 and 0.6666 (see Section 3). In the radiation phase, the system interacts with the surrounding (i.e. best truss design) or within the system itself (i.e. other truss designs) to provide a thermal balance. Similar to
where: RDF is the radiation factor set equal to 2 as suggested by Patel and Savsani (2015) ; j=1,2,…,np with j≠k; k ∈ (1,2,…,np) is a randomly selected design from the population, i ∈ (1,2,…,ng). All design variables are simultaneously updated in this phase, similarly to what happens in the convection phase. The radiation steps RDS1 and RDS2 are determined as:
where Rn is the probability of selecting the radiation phase.
In the second part of radiation phase, where it holds it ≥ itmax/RDF, design is updated as follows:
The values of RDS3 and RDS4 steps are now computed as:
where ri is a random number generated in the range [0, 1] for the i-th design variable. Basically, in the radiation phase, all designs "j" are compared with a randomly selected design "k" and move towards this design if such a movement yields improvement in cost function. The distance between design "j" and "k" is scaled by the same random number Rn between 0.3333 and 0.6666 in the first half of the optimization process and other random numbers ri, that change for each design variable, in the remaining iterations. This suggests that exploration will characterize the first half of the optimization process (somehow similar to having a constant velocity in particle swarm optimization) while exploitation is carried out later by locally refining the size of the movement for each agent and/or design variable. It should be noted that since random numbers Rn and ri all belong to the (0,1) uniform distribution, they may have the same probability to be generated and could even coincide. However, the distance || || old k old j X X  between designs "j" and "k" decreases as we approach the optimum design.
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The population updating process is consistent with the physics of the radiation phenomenon: each cluster of molecules can exchange heat with any other cluster of molecules regardless they are in physical contact or not. Radiation is a strongly "individual" process where each part of the system emits or receives thermal waves travelling in the space. It is interesting to compare Eqs. (17) (18) (19) (20) (21) (22) (23) (24) that govern the radiation phase with Eqs. (7-12) that govern the conduction phase. Since heath flux intensity increases with thermal gradient, we may think to reach more quickly thermal equilibrium by selecting, for example, regions with very large temperature differences. Let us assume that region "A" is at higher temperature than region "B". If A and B are very far, heat flux originating from A will have to reach intermediate positions C, D etc in the path from A to B before arriving to B. In optimization terns, HTS will have to generate trial designs in the neighbourhood of A to approach the position of B in the design space. These trial designs are reached by the thermal front and in turn will transfer it to other trial designs until reaching position B. As is clear, this an exploitation type mechanism as we cannot perturb too much the current design in order to remain in its neighbourhood. Conversely, the radiation front emitted from A will directly reach B without passing through any intermediate position, i.e. other designs of the population: this appears to be a typical exploration search mechanism.
IMPLEMENTATION OF THE HTS ALGORITHM IN TRUSS SIZING OPTIMIZATION
The search mechanism of the HTS algorithm was explained in the previous section. The algorithm includes three phases each of which is divided in two parts whose activation is based on the current number of iterations and depends on the conduction, convection and radiation factors. The number of structural analyses performed in each iteration is equal to the population size np. An iteration is completed when the randomly selected phase is performed. The HTS algorithm repeats the search process until the predetermined total number of iterations is performed.
The HTS algorithm for sizing optimization of truss structures developed in this study includes the following steps:
Step 1: Initialize the HTS algorithm parameters: population size (np), elite design set size (ies), conduction factor (CDF), convection factor (COF), radiation factor (RDF). Set the iteration counter: it=0.
Step 2: Randomly generate an initial population consisting of truss designs. Each design variable in a truss design is generated between its minimum ( j x min ) and maximum ( j i x max ) boundary values using the following equation:
Truss designs included in the population are organized into a matrix where each row represents a candidate design. An extra-column with the values of cost function computed for each design may be added to the matrix. 
Step 3: Calculate the objective function
, analyze the truss designs and obtain nodal displacements and member stresses using Eqs. (2-4).
Step 4: Increase the iteration counter, it=it+1. Generate a uniformly distributed random number
Rn between 0 and 1 in order to decide which heat transfer phase should be performed.
Step 5: If 0 ≤ Rn ≤ 0.3333, perform the conduction phase by using Eqs. (7-12).
Step 6: If 0.3333 <Rn < 0.6666, perform the radiation phase by using Eqs (17-24).
Step 7: If 0.6666 ≤ Rn ≤ 1.0, perform convection phase by using Eqs. (13-16).
Step 8: Obtain a new truss design, calculate cost function value ) (X W and constraints with Eqs.
(2-4). If the new truss design has better (i.e. lighter) ) (X W value than the previous one, exchange them. Otherwise, leave the original design unchanged. Use the four constraint handling rules described in Section 2. Repeat this process until all designs in the population are updated.
Step 9: Replace the worst designs of the current iteration with the elite designs of previous iteration if these have better values of cost function than the current worst designs.
Step 10: If duplicate designs exist in the population after replacing worst designs with elite designs, modify one of the duplicate designs with Eqs. (5-6).
Step 11: Stop the search process if the termination criterion is satisfied. Assign the minimum weight truss design with no constraint violation as the final optimum design. Otherwise, go to step 4.
TEST PROBLEMS AND OPTIMIZATION RESULTS
The efficiency of the HTS algorithm is tested on three classical truss structures (including, respectively, 25, 72 and 200 elements) commonly used as benchmark in the optimization literature. The results obtained by HTS are compared with those of artificial bee colony with adaptive penalty function (ABC-AP), hybrid big bang-big crunch (HBB-BC), self-adaptive harmony search algorithm (SAHS), teaching-learning based optimization (TLBO), firefly algorithm (FFA), multi-stage particle swarm optimization (MSPSO), hybrid particle swarm and swallow swarm optimization (HPSSO), corrected multilevel and multipoint simulated annealing (CMLPSA), modified teaching learning based optimization (TLBO), flower pollination algorithm (FPA) and water evaporation optimization (WEO). Thirty independent optimization runs are executed for each test problem starting from thirty randomly generated initial populations. The best design obtained in the thirty optimization runs, the number of structural analyses required by the best run, the average optimized weight and the standard deviation of optimized weight are shown in the tables. The HTS algorithm is coded in
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Fortran and optimizations are carried out on a standard PC equipped with a single 2.6 GHz Intel ® Pentium Core i5-3320M CPU.
It was demonstrated in the study of Patel and Savsani (2015) that the most suitable values for control parameters of HTS are 2 for ies, CDF and RDF, and 10 for COF, respectively. Here, a new sensitivity analysis was performed starting from the same values of control parameters suggested by Patel and Savsani (2015) for mathematical optimization problems. The inherent robustness of HTS algorithm made it possible to immediately obtain very competitive results also for truss sizing problems. Such a behavior has indeed a theoretical explanation. In HTS, conduction, convection and radiation phases are activated depending on the value extracted in the interval (0,1) for the uniformly distributed random number Rn. Hence, the three mechanisms practically occur the same number of times in the optimization process. Conduction and radiation phases are anti-symmetric in the sense that the former turns from exploitation to exploration while the latter turns from exploration to exploitation as iterations progress. Since the ideal condition is to reach an exact balance of these two mechanisms, setting CDF=RDF=2 is practically a straightforward option as the iteration history is divided in two equal parts. As far as it concerns the setting of convection factor COF, we found that setting this parameter between 5 and 15 results in small variations of convergence behavior. This can be explained with the following informal argument. Conduction/radiation mechanisms are twice more likely to be selected than convection because the Rn number is uniformly distributed. Since convection passes from exploitation to exploration and conduction/radiation mechanisms are anti-symmetric, it is preferable to "limit" the exploitative part of convection phase to have enough search freedom over the whole optimization process. In order to satisfy this goal, we started with setting COF=4, that is equal to the sum (CDF+RDF), and then increased COF to the square power (CDF+RDF) 2 =16. Interestingly, the average of these bounds is just 10, i.e. the value suggested in literature for the COF parameter.
Population size (np) was set equal to 50 after many numerical trials because using smaller populations resulted in a premature convergence of optimization process while larger values than 50 did not improve optimum design significantly. Evidence gathered from sensitivity analysis led to set the maximum number of iterations as 400 for the first and the second design examples and 500 for the last design example, respectively. The maximum number of structural analyses performed by HTS is equal to the product between population size and limit number of iterations: 20000 for the first and second design examples and 25000 for the last design example, respectively.
Although sizing design of truss structures may appear computationally trivial, and multi-start gradient-based optimization can efficiently solve this problem, truss sizing optimization still is a legitimate testing grounds for new global optimization algorithms for at least two reasons. First, gradient-based optimizers may exhibit premature convergence if search starts very far from optimum or from an infeasible region. Interestingly, particle swarm optimization is the metaheuristic algorithm that most suffers from premature convergence because its formulation somehow reflects the line search process of gradient-based optimization (see, for example, Perez and Behdinan (2007) ).
Second, there are many references on truss problems in the technical literature. This makes the problem of developing/testing new algorithms more challenging even for simpler problems because any algorithm never applied before to a specific type of optimization problems always should im-prove existing results or at least reach a very good compromise between capability to find global optimum, fastness and robustness. However, it appears from the literature that practically any state-of-the-art metaheuristic algorithm neither converges to slightly heavier designs than those quoted in the leading studies even for small/average scale problems, nor it can maintain the same level of efficiency in all test cases. In our specific case, the apparent easiness of truss structures is counterbalanced by the existence of local minima besides the global optimum: this happens, for example, of the 25-bar and 200-bar truss problems.
Spatial 25-Bar Truss Structure
The spatial 25-bar truss structure shown in Fig. 1 is chosen as first design example. The structure is made of aluminium: Young's modulus is 10 Msi while mass density is 0.1 lb/in 3 . The structure is subject to the two independent loading conditions listed in Table 1 . Because of structural symmetry, bars can be divided in eight groups: the corresponding sizing variables and the allowable stress values for all groups are listed in Table 2 . Cross-sectional area of elements must be greater than 0.01 in 2 . The displacement of each free node in all coordinate directions must be less than ±0.35 in. The results obtained by the HTS algorithm and other metaheuristic optimizers are compared in Table 3 . HTS found an optimum design weighing 545.13 lb after 7653 structural analyses, hence much before the limit number of 20000 analyses set for this test problem. This design is better than those found by ABC-AP (Sonmez, 2011) , FFA (Degertekin and Lamberti, 2013) , MSPSO (Talatahari et. al, 2013) , HPSSO (Kaveh et. al, 2014) , TLBO (Camp and Farshchin, 2014) , FPA (Bekdaş et. al, 2015) and WEO (Kaveh and Bakhshpoori, 2016) , but it is between 0.01 and 0.04 lb heavier than the optimum designs of SAHS (Degertekin, 2012) and TLBO (Degertekin and Hayalioglu, 2013) that are the best quoted in the literature. Furthermore, the number of structural analyses required by HTS for completing the optimization process is the smallest among the metaheuristic algorithms compared in this study.
It should be noted that the designs optimized by HPSSO (Kaveh et. al, 2014) and FPA (Bekdaş et. al, 2015) violate slightly design constraints while HTS converged to a strictly feasible design. Another optimized design often cited in literature is that obtained by Kaveh and Talatahari (2009b) : their hybrid big bang-big crunch algorithm found an optimum weight of 545.16 lb within 12500 structural analyses. Since this design violates constraints by 2.06%, it was not included in Table 3 for the sake of brevity.
It can be seen from Table 3 that HTS is robust enough compared with the other metaheuristic algorithms. WEO (Kaveh and Bakhshpoori, 2016) , TLBO (Degertekin and Hayalioglu, 2013) , FFA (Degertekin and Lamberti, 2013) , SAHS (Degertekin, 2012) and HPSSO (Kaveh et. al, 2014) achieved a smaller standard deviation than HTS (between 0.083 and 0.432 lb vs. 0.476 lb) but at a considerably higher computational cost (between 12199 and 25014 vs. only 7653 structural analyses) or even violating optimization constraints (HPSSO and FPA).
The optimization histories plotted in Fig. 2 for HTS and other representative algorithms cover only the first 8000 structural analyses, thus including the 7653 analyses required by HTS to find its best design. It can be seen that the present algorithm could rapidly approach optimum weight (in particular, it required about 6000 structural analyses to find an intermediate design only 0.01% heavier than the final weight of 545.13 lb reported in Table 3 ). Furthermore, it is very competitive with the other metaheuristic optimizers in terms of convergence speed although the best agent included in the HTS initial population very often yield a larger structural weight than for the other algorithms. WEO (Kaveh and Bakhshpoori, 2016) showed the slowest convergence rate overall
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while TLBO (Degertekin and Hayalioglu, 2013) was initially very fast but its convergence rate decreased significantly between 1200 and 2500 structural analyses. 
Spatial 72-Bar Truss Structure
The spatial 72-bar truss structure shown in Fig. 3 is chosen as second test problem. Material properties are the same as for the previous example. Cross-sectional areas of members are divided into 16 groups because of structural symmetry: (1) A1-A4, (2) A5-A12, (3) A13-A16, (4) A17-A18, (5) A19-A22, (6) A23-A30, (7) A31-A34, (8) A35-A36, (9) A37-A40, (10) A41-A48, (11) A49-A52, (12) A53-A54, (13) A55-A58, (14) A59-A66, (15) A67-A70, (16) A71-A72. The structure is subject to the two independent loading conditions listed in Table 4 . The allowable stress for all members is 25 ksi in tension/compression while the maximum displacement of the four top nodes of the structure in all coordinate directions is 0.25 in. The lower limit of crosssectional areas is set as 0.1 in 2 and 0.01 in 2 , respectively, for Case 1 and Case 2. Tables 5 and 6 present, respectively, for Case 1 and Case 2, the results obtained by the HTS algorithm and the other metaheuristic optimization methods considered in this study. In Case 1, HTS found the optimum design weighing 379.73 lb after 13166 structural analyses, hence much before the limit number of 20000 analyses set for this test problem (see Table 5 ). This weight is only 0.1 lb heavier than the lightest weight found by TLBO (Degertekin and Hayalioglu, 2013) . Although FPA (Bekdaş et. al, 2015) converged to the very small structural weight of 379.095 lb, it should actually be considered the worst algorithm because the corresponding optimized design violated problem constraints. HTS was slightly less robust than SAHS (Degertekin, 2012) and HBB-BC (Kaveh and Talatahari, 2009b) . TLBO (Degertekin and Hayalioglu, 2013) was the most robust algorithm overall with a standard deviation on optimized weight of only 0.149 lb. However, such a small dispersion was obtained for a considerably larger number of structural analyses than in the case of HTS (i.e. 21542 analyses vs. only 13166 required by HTS).
The present algorithm was the fastest optimizer overall as it required considerably less structural analyses than TLBO (Degertekin and Hayalioglu, 2013) : only 13166 analyses (well below the limit number of 20000) vs. 18460 analyses. SAHS (Degertekin, 2012) required almost the same number of analyses as HTS (13742 vs. 13166) but converged to a 0.9 lb heavier weight than HTS.
The present algorithm found practically the same design as HBB-BC (Kaveh and Talatahari, 2009b) within the same number of structural analyses.
Convergence curves shown in Fig. 4 (yet limited to the first 14000 structural analyses that were enough for HTS to find its best weight) demonstrate the computational efficiency of HTS which required only 4500 structural analyses to find intermediate designs always better than those found by SAHS (Degertekin, 2012) . The optimization histories of HTS and TLBO (Degertekin and Hayalioglu, 2013) instead coincide after 5000 structural analyses. In Case 2, all of the compared algorithms were highly effective: in fact, optimized structural weight ranged between 363.833 lb (FFA) and 364.05 lb (SAHS), with only 0.22 lb dispersion in spite of their completely different optimization formulations (see Table 6 ). HTS found another very competitive optimized design weighing 363.885 lb. The results of the 30 independent optimization runs indicate the present algorithm to have the largest dispersion on optimized weight (about the same as SAHS). However, most of the other algorithms performed additional analyses to achieve more robust designs.
The number of structural analyses required by the HTS algorithm to complete the optimization process is 13592 (again well below the limit of 20000 analyses) whereas TLBO (Degertekin and Hayalioglu, 2013) , MSPSO (Talatahari et. al, 2013) , WEO (Kaveh and Bakhshpoori, 2016) , FFA (Degertekin and Lamberti, 2013) and ABC-AP (Sonmez, 2011) performed, respectively, 17954, 18400, 19860, 39404 and 400,000 structural analyses to obtain their optimum designs. Apart from SAHS (Degertekin, 2012) which required only 12852 structural analyses but converged to a slightly heavier design than HTS (i.e. 364.05 vs. 363.885 lb), the present algorithm was the second fastest optimizer overall, ranking right after HPSSO (Kaveh et. al, 2014) which required 13086 structural analyses to find the optimum design. Optimization histories for this design example are plotted in Fig. 5 for the most efficient methods compared in Table 6 . The plot covers only the first 14000 structural analyses, thus including the 13592 analyses required by HTS to find its best design. It can be seen from the figure that convergence rate of HTS is as good as those of the other algorithms, especially if the best agent included in the HTS initial population yield a larger structural weight than for other optimizers (for example, TLBO and SAHS).
WEO (Kaveh and Bakhshpoori, 2016) and MSPSO (Talatahari et. al, 2013) were definitely the slowest optimizers: this is consistent with the very large numbers of structural analyses required by these algorithms (see Table 6 ). Convergence curves of HTS and HPSSO (Kaveh et. al, 2014) crossed each other between 600 and 1000 structural analyses. In particular, HPSSO (Bekdaş et. al, 2015) started the optimization process from a larger structural weight than HTS but it soon recovered this gap and generated intermediate designs better than those of HTS. The present algorithm returned to produce better designs between 1800 and 5000 structural analyses, and convergence curves of HTS and HPSSO practically coincided since that point. 
Planar 200-Bar Truss
The last test problem considered in this study is the weight minimization of the planar 200-bar truss structure shown in Fig. 6 . This test case has often been taken as an example of average-scale optimization. The structure is made of steel: Young's modulus is 30 Msi while mass density is 0.283 lb/in 3 . Because of structural symmetry, elements are divided in 29 groups as indicated in Table 7 . Three independent loading conditions act on the structure: (1) 1.0 kip acting in the positive Xdirection at nodes 1, 6, 15, 20, 29, 34, 43, 48, 57, 62 and 71; (2) 10.0 kips acting in the negative Ydirection at nodes 1, 2, 3, 4, 5, 6, 8, 10, 12, 14, 15, 16, 17, 18, 19, 20, 22, 24, 26, 28,29 30, 31, 32, 33, Latin American Journal of Solids and Structures 14 (2017) 373-397 34,36, 38, 40, 42, 43, 44, 45, 46, 47, 48, 50, 52, 54, 56, 57, 58, 59, 60, 61, 62, 64, 66, 68, 70, 71, 72, 73, 74 and 75; (3) loading conditions (1) and (2) acting together.
The structure must be designed against stress constraints: the allowable stress in tension/compression is 10 ksi. No constraints on nodal displacements are defined for this optimization problem. Cross-sectional areas of elements must be greater than 0.1 in 2 . (Lamberti, 2008) , ABC-AP (Sonmez, 2011) , SAHS (Degertekin, 2012) , TLBO (Degertekin and Hayalioglu, 2013), FFA (Degertekin and Lamberti, 2013) , HPSSO (Kaveh et. al, 2014) , FPA (Bekdaş et al, 2015) and WEO (Kaveh and Bakhshpoori, 2016) . It can be seen that the present algorithm obtained the third lowest weight (25517.31 lb), only 0.12% heavier than the designs optimized by TLBO and SAHS (i.e. 25488.15 and 25491.9 lb) . It should be noted that the best weight quoted in literature for this problem is 25156.5 lb, achieved by the HPSACO algorithm (Kaveh and Talatahari, 2009c) by hybridizing harmony search, particle swarm and ant colony. However, since stress constraints were violated by 9.97%, such a design should not be considered very indicative. The second best weight quoted in literature for metaheuristic algorithms is 25445.63 lb, achieved by the CMLPSA algorithm (Lamberti, 2008) . As the scaled weight of CMLPSA to recover the 0.071% stress constraint violation of its optimized design is 25463.7 lb, the present HTS algorithm designed a structure only 0.21% heavier than that designed by CMLPSA.
The present algorithm is considerably more robust than HPSSO (Kaveh et. al, 2014) and WEO (Kaveh and Bakhshpoori, 2016) and enough more robust than SAHS (Degertekin, 2012) . The other algorithms are characterized by a smaller standard deviation but also by a higher computational cost or constraint violation. HTS reached its optimum design after 19661 structural analyses (once again much before the limit number of 25000 analyses set for this test problem) whereas ABC-AP (Sonmez, 2011) , FFA (Degertekin and Lamberti, 2013) and TLBO (Degertekin and Hayalioglu, 2013) , respectively, required 1,450,000, 95680 and 28059 analyses; HTS, SAHS (Degertekin, 2012) and WEO (Kaveh and Bakhshpoori, 2016) required practically the same number of analyses. HPSSO (Kaveh et. al, 2014) was 27% faster than HTS but its optimized weight is 0.71% heavier than that found by HTS. The optimum design found by HTS strictly satisfies stress constraints while ABC-AP (Sonmez, 2011) and FPA (Bekdaş et. al, 2015) converged to unfeasible designs. Comparison with CMPLSA (Lamberti, 2008) is not indicative as this algorithm utilized gradient information that are explicitly available in sizing optimization of truss structures while HTS carries out a strictly metaheuristic search. Figure 7 compares the optimization histories of HTS, SAHS (Degertekin, 2012) , TLBO (Degertekin and Hayalioglu, 2013), HPSSO (Kaveh et. al, 2014) and FFA (Degertekin and Lamberti, 2013) . Convergence curves cover only the first 24000 structural analyses of the search process in order to highlight the following facts: (i) HTS and SAHS (Degertekin, 2012) successfully terminate their search well before reaching the limit number of analyses; (ii) FFA (Degertekin and Lamberti, 2013) and HPSSO (Kaveh et. al, 2014) approach optimum design more slowly and HPPSO (Kaveh et. al, 2014 ) is trapped in a local optimum. It should be noted that HTS, SAHS (Degertekin, 2012) and TLBO (Degertekin and Hayalioglu, 2013) started their best runs from a better population than HPSSO (Kaveh et. al, 2014) and FFA (Degertekin and Lamberti, 2013) : in fact, the most efficient initial designs for these algorithms were up to two times heavier than those selected by the other optimizers (i.e. about 114000 lb for HPSSO (Kaveh et. al, 2014) and 94000 lb for FFA (Degertekin and Lamberti, 2013) vs. 50000-60000 lb for HTS, SAHS (Degertekin, 2012) and TLBO (Degertekin and Hayalioglu, 2013) . In spite of this, optimum designs finally obtained by each algorithm differ by only 0.83%. However, while HPSSO (Kaveh et. al, 2014 ) prematurely converged to a local optimum, structural weights of all intermediate designs found by HTS, SAHS (Degertekin, 2012) , TLBO (Degertekin and Hayalioglu, 2013) and FFA (Degertekin and Lamberti, 2013 ) differed by less than 0.5% after only 17000 structural analyses. 
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CONCLUDING REMARKS
The heat transfer algorithm (HTS), a metaheuristic optimization method developed very recently (2015), was applied for the first time ever to sizing optimization of truss structures. The three design examples discussed in the article demonstrate that HTS often obtained better designs than those found by other state-of-the-art metaheuristic optimization methods. The convergence capability of HTS is also as good as for the other methods. The presented data on average weight and standard deviation of optimized weight obtained from thirty independent runs prove the robustness of HTS which hence has the ability to find the global optimum or a nearly global optimum design. This is due to the inherent ability of HTS to keep a very good balance between exploration and exploitation mechanisms throughout the optimization process. In fact, exploration and exploitation are alternatively activated by the sequence of conduction, convection and radiation phases as well as they alternate in each specific phase. The proposed HTS algorithm is very general and could be applied to sizing and layout optimization of other structural systems like frames and domes in future investigations.
