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NEW F-SATURATION GAMES ON DIRECTED GRAPHS
JONATHAN D. LEE AND AGO-ERIK RIET
Abstract. We study analogues of F-saturation games, first introduced by Füredi, Reimer
and Seress [2] in 1991, and named as such by West [8]. We examine analogous games
on directed graphs, and show tight results on the walk-avoiding game. We also examine an
intermediate game played on undirected graphs, such that there exists an orientation avoiding
a given family of directed graphs, and show bounds on the score. This last game is shown
to be equivalent to a recent game studied by Hefetz, Krivelevich, Naor, and Stojakovićin [5],
and we give new bounds for biased versions of this game.
1. Introduction
For F a family of digraphs, we say a digraph G is F-homomorphism-free if for all F ∈ F ,
there is no homomorphism F → G. We say G ⊂ H is a F-homomorphism-saturated subgraph
of H if G is a maximal F-homomorphism-free subgraph of H. Take H a digraph, |H| = n,
and let F be a family of digraphs. In a similar fashion to the definition of the triangle free
game of Füredi, Reimer and Seress [2], and building on the notation of West[8], we define the
directed F-homomorphism-saturation game as follows.
We have two players, Prolonger and Shortener, who we take to be male and female respectively.
We define a graph process Gi. We initially set G0 = En, the empty graph on n vertices.
The process ends at time t∗ if Gt∗ is F-homomorphism-saturated. Otherwise, at time 2t ,
Prolonger chooses an edge uv, such that uv 6∈ G2t and G2t ∪ uv is F-homomorphism-free, and
G2t+1 = G2t ∪ uv. Similarly, at time 2t + 1 Shortener chooses an edge to add, such that the
process remains F-homomorphism-free. Prolonger’s goal is to maximise t∗, whilst Shortener
wishes to minimise t∗. Our results will not depend on which of the two players moves first,
and so we refer to this game as Gdir (H;F). We say the value of t
∗ under optimal play by
both Prolonger and Shortener is the score or game saturation number of Gdir (H;F), denoted
by Sat(Gdir ) or simply Gdir provided there can be no confusion. When only one graph is
excluded, we write Gdir (H;F ) := Gdir (H; {F}).
For F a family of digraphs, we say a graph G is F-orientation-free if there is an orientation G′
of G such that G′ contains no F ∈ F as a subdigraph. We say G is a F-orientation-saturated
subgraph of H if G is a maximal F-orientation-free subgraph of H. Take H a graph, |H| = n,
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and let F be a family of graphs. We define the F-orientation-saturation game similarly to
the directed F-homomorphism-saturation game. The game terminates at time t∗ if Gt∗ is
F-orientation-saturated. Otherwise a player chooses a new edge from H to add to the process
such that the process remains F-orientation-free. We bias the game by allowing Prolonger to
take a consecutive turns, and then Shortener to take b consecutive turns. We refer to this
game as Ga,bo , and carry over notation analogously.
2. Our Results
Theorem 1. Let n, k be any integers. Then we have:
Gdir (Kn, Pk) =


0 k ≤ 2⌊
n2
4
⌋
k = 3
1
3n
2 + 13nk +O(n+ k
2) k ≥ 4
Theorem 2. For all a, b≪ k ≪ n, we have:(
n
2
)(
1−
1
λ−k
)
(1 + o(1)) ≤ Ga,bo (Kn, Pk+1) ≤
(
n
2
)(
1−
1
λ+k
)
(1 + o(1)),
with constants λ+, λ− defined as:
λ− =
⌊
b
2a
⌋
1 +
⌊
b
2a
⌋ , λ+ = 1
1 +
⌊
a
2b
⌋ .
We further conjecture that
Conjecture 3. For all a, b≪ k ≪ n, we have:
Ga,bo (Kn, Pk+1) =
(
n
2
)(
1−
1
λk
)
(1 + o(1)),
with
λ =
2a
b+ 2a
In section 3, we turn our attention to the walk-avoiding game Gdir (Kn, Pk) and Theorem 1.
In section 4 we will prove Theorem 2.
3. Avoiding a directed walk on k vertices
We begin with a structural classification of all Pk-homomorphism-saturated graphs. This
lemma will enable us to reason about the ultimate score of the game from an early stage, and
thus allow for the exhibition of effective strategies for both Prolonger and Shortener.
Lemma 4. Any directed Pk-homomorphism-saturated graph G on at least k − 1 vertices is
induced by a total order on k − 1 vertex classes G1, . . . , Gk−1. If |G| ≥ k then |Gi| > 0 ∀ i,
otherwise |Gi| ≤ 1.
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Proof. Since there is no graph homomorphism from Pk to a Pk saturated graph, G must be
acyclic. Hence G can be topologically sorted to give a linear ordering of the vertices such that
−→uv ∈ E(G) implies u < v in the ordering. Let us call v1v2 . . . vm a descending sequence of
vertices if vivi+1 is a directed edge for every i = 1, 2, . . . ,m − 1. Suppose that the longest
descending sequence of vertices has l vertices. Let us define classes G1, G2, . . . , Gl so that
v ∈ Gi if the longest descending sequence of vertices ending at v has i elements. Then for any
edge −→uv, u ∈ Gi, v ∈ Gj for i < j.
By construction |Gi| > 0 ⇒ |Gj | > 0 ∀ j < i. If |Gk−1| = 0 and u, v ∈ Gi are distinct, then
G ∪ −→uv has no Pk, so G is not Pk saturated. Hence either all classes are non-empty, or all
classes have size at most 1, in which case |G| < k − 1, and G is induced by a total order on
its vertices.
If u ∈ Gi, v ∈ Gj , i < j, then any walk inG∪
−→uv using−→uv has length at most i+1+(k−1−j) < k,
so uv ∈ G if G is Pk saturated. Hence G is induced by the total ordering of the vertex classes
Gi. 
In the following discussion, we will define the vertex classes of a Pk-homomorphism-saturated
graph G, as Gi the set of vertices v such that the longest path in G terminating at v has i− 1
edges. Hence V = G1 ⊔ . . . ⊔Gk−1.
Corollary 5. In a Pk-homomorphism-saturated graph G, with vertex classes Gi, we have
e(G) =
1
2
(
n2 −
k−1∑
i=1
|Gi|
2
)
.
Proof. As n =
∑
i |Gi|, we have that e(G) =
∑
i<j |Gi||Gj | =
1
2
(
n2 −
∑k−1
i=1 |Gi|
2
)
, as every
pair of vertices are either in the same vertex class or have a directed edge between them. 
With this structural lemma in hand, and a characterisation of the score in terms of the size
of the vertex classes, we now turn to explicit strategies for Shortener and Prolonger.
Lemma 6. Let n ≥ k ≥ 4. Then:
Gdir (Kn, Pk) ≤
1
2
(
n2 − k + 4− 2
⌊
n− k + 4
3
⌋2
−
⌈
n− k + 4
3
⌉2)
=
1
3
n2 +
1
3
kn+O(n+ k2).
Proof. We give a strategy for Shortener which enforces this upper bound.
First let Shortener build a path of k − 1 vertices. We proceed inductively on the number of
vertices l of a maximal path assembled so far, and let Shortener use the following strategy:
• if Prolonger puts down an isolated edge −→uv and the existing path v1v2 . . . vl has k − 3
vertices or less then Shortener will add the edge −→vlu, thus forming the path v1v2 . . . vluv;
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• if Prolonger puts down an isolated edge uv and if the existing path has k − 2 edges
then Shortener will add the edge −−−→vk−1u forming the path v1v2 . . . vk−1uv and forcing
vk−1 to be in Gk−1 or Gk−2;
• if Prolonger connects two vertices already on the longest path then Shortener will
attach an isolated vertex at the end of the path;
• if Prolonger puts down an edge −→viv to an isolated vertex v where i < l then Shortener
will create the edge −→vlv thus extending the existing path to v1v2 . . . vlv;
• if Prolonger puts down an edge −→vvi from an isolated vertex v where 1 < i then Shortener
will create the edge −→vv1 thus extending the existing path to vv1v2 . . . vl;
• if Prolonger extends the existing path then Shortener will also just increase the existing
longest path (if it has less than k − 1 vertices) by attaching an isolated vertex at the
end.
Note that after the path of k − 1 vertices is formed, there is one vertex in each class Gi and
there may be one additional vertex that could eventually belong to either Gk−2 or Gk−1.
Hence now we have a path P = v1v2 . . . vk−1. Once this path exists, Shortener takes a new
strategy:
Let C be the component containing P . We will ensure that after Shortener’s move, all vertices
are in C or are isolated. Let v ∈ C and u /∈ C. If Prolonger creates an edge −→vu then Shortener
will create the edge −−−→vk−2u; if Prolonger creates an edge
−→uv then Shortener will create the edge
−→uv2. Hence Shortener forces u to be in either G1 or Gk−1. If Prolonger plays an edge internal
to C then if there is v /∈ C Shortener will create the edge vk−2v, thus forcing v into Gk−1. If
Prolonger plays an isolated edge uu′ then Shortener will create the edge vk−3u thus putting
u, u′ ∈ C and forcing u into Gk−2 and u
′ into Gk−1. See Figure 1 for an illustration.
v1 v2 v3 v4 vk−4 vk−3 vk−2 vk−1
u1 u2 u3
Figure 1. Shortener’s strategy to force into classes the vertices of paths on 3
vertices
Hence after Shortener’s move at most 1 vertex in C does not have a fixed class, with the
exceptional vertex in Gk−2 or Gk−1. Furthermore, all classes except G1, Gk−2 and Gk−1
contain exactly one vertex. Given these conditions, by Corollary 5 the largest number of edges
is achieved when each class Gi where 2 ≤ i ≤ k − 3 contains one vertex and the classes G1,
Gk−2 and Gk−1 contain an almost equal number of vertices. Hence Shortener can force the
game score to be at most 12 (n
2−k+4−2⌊n−k+43 ⌋
2−⌈n−k+43 ⌉
2) = 13n
2+ 13kn+O(n+k
2). 
We now turn to an analysis of Prolonger’s strategy.
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Lemma 7. Let n ≥ k ≥ 4. Then
Gdir ≥
(
k − 1
2
)
+ (n − k + 1)(k − 2) +
1
2
(n− k − 14)2(1−
1
3
)
=
1
3
n2 +
1
3
nk +O(n+ k2).
Proof. By corollary 5, we know that the score is a concave funtion of the sizes of the classes
Gi. Hence to prove lower bounds on the game score it suffices to show that Prolonger can
enforce constraints on the sizes of the classes Gi. Given an assignment of r vertices to the
k − 1 classes with di vertices in class i, we define the normalised score to be
∑k−1
i=1 (di/r)
2.
Note that the normalised score is a convex function of the density of the classes within the set
of r vertices.
Suppose we partition G into disjoint subgraphs D1, . . . ,Dm. Each Dj constrains the possible
assignment of its vertices to the classes Gi, and we denote by s(Dj) the maximal normalised
score of all possible assignments consistent with Dj . Note we have
m∑
j=1
s(Dj)
|Dj |
n
=
m∑
j=1
k−1∑
i=1
(
dij
|Dj |
)2 |Dj |
n
for some of dij ≥ 0 with
∑k
i=1 dij = |Dj |. Hence
m∑
j=1
s(Dj)
|Dj |
n
≥
k−1∑
i=1

 m∑
j=1
dij
n


2
=
k−1∑
i=1
|Gi|
2
n2
,
and so e(G) ≥ n
2
2
(
1−
∑
i s(Di)
|Di|
n
)
. Hence to prove that a strategy for Prolonger is effective
it suffices to shows that Prolonger can force a disjoint, spanning set of subgraphs of low
normalised score to appear in the game. We will refer to these subgraphs as structures. In
particular, we will show that Prolonger can force a path of length k− 1 to exist, and force all
but 14 of the remaining vertices to be in structures of score at most 13 , which demonstrates
the required bound.
We now define a strategy for Prolonger to achieve the bound. As in lemma 6, Prolonger can
initially force a path of length k−1 to exist, with at most one additional vertex gaining degree
greater than 0. After this, Prolonger will attempt to extend a maximal path. If the maximal
path is of length < k − 2, it is extended to absorb an isolated edge if possible, and otherwise
to a vertex of degree 0. If the path is of length k−2, it is extended to some other vertex in it’s
structure in preference to a vertex of degree 0. We consider the following classes of structure
(cf. Figure 2):
Aλ: a path on λ + 1 vertices, which may be extended in either direction, and at most λ
non-isolated vertices.
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Bλ: a path on λ + 1 vertices, with one vertex on the path having an additional in-edge or
out-edge, which may prevent the extension of the path in one direction, and at most an
additional λ− 1 non-isolated vertices.
Cλ: a path on λ + 1 vertices, with vertices on the path with an additional in-edge and out-
edge, which may prevent the extension of the path in both directions, and at most an
additional λ− 2-non isolated vertices.
We will abuse notation to speak of s(Aλ) = max{s(G) : ∃F ∈ Aλ, F a spanning subgraph of G},
and we define s(Bλ), s(Cλ) similarly.
λ + 1 λ + 1 λ + 1
λ λ− 1 λ− 2
Figure 2. Structures Aλ, Bλ and Cλ respectively
In any G containing Aλ, Bλ or Cλ as spanning subgraphs, there is at least 1 vertex in λ + 1
classes. Hence if Shortener is permitted to control the placement of the remaining vertices,
she maximises the normalised score of the structure by placing all of the remaining vertices
in a single class with one vertex of the path, and having the number of vertices off the path
being maximal. Hence we have:
s(Aλ) =
λ+ (λ+ 1)2
(2λ+ 1)2
, s(Bλ) =
λ+ λ2
(2λ)2
=
1
4
+
1
4λ
, s(Cλ) =
λ+ (λ− 1)2
(2λ− 1)2
.
These functions are decreasing in λ, and we have s(A6), s(B3), s(C2) ≤
1
3 . We consider moves
in pairs where Prolonger moves first, discarding at most 2 vertices touched by Shortener. To
prevent Prolonger from increasing λ for the structure he is building there either need to be
no remaining vertices, or Shortener must prevent the path from growing. Assuming there
are suitable vertices, Prolonger will extend the path, and so if Shortener spends her move to
prevent the path from being extended in one direction the structure is changed from Aλ into
B≥λ+1 or Bλ into C≥λ+1. If Shortener spends her move to make a new vertex v have degree
> 0, then Prolonger adds v to the structure and so λ has merely increased by 1. If Shortener
plays an independent edge, then Prolonger either immediately incorporates it into a path,
increasing λ by 2, or only one vertex can be used in the path, which changes the structure
from Aλ into Bλ+1 or Bλ into Cλ+1. Since a 1-point subgraph has structure A0, we have
that C2, B≥3 or A≥6 is achieved as the structure of the subgraph unless Prolonger runs out of
vertices of degree 0.
Note that since paths of length k−2 are extended to other vertices in the structure, we have that
for 4 ≤ k < 6 Prolonger will form Bk−1 structures in preference to Ak−1 structures, and so the
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normalised score of each structure will still be ≤ 13 for small k. We have |A6|, |B2|, |C1| ≤ 11,
and control of at most one vertex was lost whilst producing the path of length k − 1, and we
may discard 2 vertices to allow Prolonger to move first in the pairs, so there are at most 14
vertices that are not on structures of normalised score 13 or the path of length k − 1. Hence
we have:
Gdir (Kn, Pk) ≥
(
k − 1
2
)
+ (n− k − 1)(k − 2) +
1
2
(n− k − 14)2
(
1−
1
3
)
by considering pairs of vertices both on the path, pairs of vertices with exactly one on the
path, and pairs of vertices disjoint from the path for the three terms. 
Having exhibited strategies for Prolonger and Shortener, we are now in a position to prove
Theorem 1.
Proof of Theorem 1. If k ≤ 2, no move is legal and the score is 0.
If k = 3 then all graphs must be bipartite with classes G1, G2, and all edges directed from
G1 to G2. Hence any saturated graph will be complete bipartite. Prolonger can ensure that
the sets G1, G2 differ in size by at most 1. Take G1 to be the vertices of positive out-degree,
and G2 the vertices of positive indegree. Initially |G1| = |G2| = 0, and after the first move
|G1| = |G2| = 1. Whenever Shortener moves, at most one vertex is added to each of G1, G2.
If |G1| 6= |G2| and there is a vertex v of degree 0, then Prolonger can trivially add it to the
smaller class. If |G1| = |G2| and there are two vertices u, v of degree 0, then Prolonger can
add the edge −→uv. Hence after Prolonger’s move, either |G1| = |G2| or ||G1| − |G2|| = 1. Hence
the score will be
⌊
n2
4
⌋
.
For k ≥ 4 we have by lemma 6:
Gdir (Kn, {Pk}) ≤
1
2
(
n2 − k + 4− 2
⌊
n− k + 4
3
⌋2
−
⌈
n− k + 4
3
⌉2)
=
1
3
n2 +
1
3
nk +O(n+ k2)
Furthermore, we have by lemma 7 :
Gdir (Kn, {Pk}) ≥
(
k − 1
2
)
+ (n− k − 1)(k − 2) +
1
2
(n− k − 12)2
(
1−
1
3
)
=
1
3
n2 +
1
3
nk +O(n+ k2)
as required. 
4. Games on undirected graphs derived from directed structures
In this section, we turn our attention to the orientation game. In the directed game, we forbade
directed graphs containing homomorphic images of a specified collection of directed graphs.
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As a corollary, the direction of each edge was specified when it was picked by Prolonger or
Shortener. By construction, in this game this constraint is relaxed.
In particular, we consider Ga,bo (Kn, Pk+1). Here, the Gallai-Hasse-Roy-Vitaver theoem [3][4][6][7]
states that the existence of a suitable orientation for Gi ⇔ χ(Gi) ≤ k, for χ the chromatic
number. Equivalently, there exists a homomorphism Gi → Kk. Similar characterisations of
somewhat larger classes of excluded directed graphs exist by other Gallai-Hasse type theorems.
A homomorphism c : Gi → Kk implies that the sets c
−1(i) are independent sets of vertices for
each i ∈ [k]. This is analogous to the situation in Gdir , where we could define a function c(v)
the length of the longest path in Gi ending at v, with
−→uv ∈ Gi implied c(u) < c(v). In Go we
only have uv ∈ Gi implies c(u) 6= c(v).
As in the homomorphism game, the score is a concave quadratic function of the sizes of the
classes, and so heuristically Shortener does well if many of the classes are very small, whilst
Prolonger does well if the classes are all broadly equal in size. We conjecture that optimal
play by Shortener will force some collection of vertices to be in classes of size 1, which requires
that Shortener join each of these vertices to every other vertex. Conversely, Prolonger will
conjecturally attempt to split vertices into many classes of equal size, by placing disjoint
cliques. Insisting that each player takes an equal number of turns yields that Shortener forces
(1 − λ)k vertices to be in isolated classes, whilst the remaining vertices are split into λk
classes of approximately equal size by Prolonger placing ∼ n
λk
independent copies of Kλk, with
λ = 2a
b+2a .
Heuristically, these bounds should be demonstrated by showing that as each player adds edges
to vertices, the other can add appropriate edges to ensure that (i) no vertex is excluded from
(1 − λ)k small classes before it is in an independent K(λ−ǫ)k, and that (ii) no vertex is in an
independent K(λ+ǫ)k before it is excluded from (1−λ)k small classes. We cannot show bounds
of this tightness, and instead demonstrate bounds on the value of λ.
Theorem 8. For all a, b≪ k ≪ n, we have:(
n
2
)(
1−
1
λ−k
)
(1 + o(1)) ≤ Ga,bo (Kn, Pk+1) ≤
(
n
2
)(
1−
1
λ+k
)
(1 + o(1)),
with
λ− =
⌊
b
2a
⌋
1 +
⌊
b
2a
⌋ , λ+ = 1
1 +
⌊
a
2b
⌋ .
Proof. To demonstrate the lower bound we exhibit a strategy for Prolonger.
Set c =
⌊
a
2b
⌋
. Then since a ≥ 2cb, Prolonger may add c edges for each end of an edge placed
on Shortener’s turn. Prolonger also splits the vertices into sets of size kλ−a− 1 or kλ−a− 2,
and considers any edge within one of these sets to be Red, whilst any edge between two sets
is Blue.
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Prolonger will enforce the constraint that after his move, for every vertex v either all incident
Red edges are present or dRed(v) ≥ cdBlue(v). We proceed by induction. Shortener’s move adds
b edges, so c
∑
v dRed(v) increases by at most 2bc ≤ a. Take any v such that dBlue(v) < cdRed(v)
after Shortener’s move. By induction, all of the earlier incident Blue edges had c incident Red
edges added in response, so if d(v) = k−1 after Shortener’s move, then dRed(v) ≥ kλ
−−a−1.
Hence all vertices can have Red edges added until either there are no remaining potential Red
edges incident on the vertex or dRed(v) ≥ cdBlue(v).
If Prolonger completes this phase and has remaining edges to add, then he adds them as Red
edges if possible. If it is not, then all Blue edges exist, and so the graph contains a disjoint
spanning set of cliques, each of size at least kλ−− a− 2. Hence the final score will be at least(
n
2
) (
1− 1
λ−k
)
(1 + o(1)) as required (since a = o(k)).
To demonstrate the upper bound we exhibit a strategy for Shortener.
First, Shortener picks a set S of (1−λ+)k−b−1 vertices and build a complete graph on them.
We discard the O(k2) vertices that Prolonger can touch with an edge whilst this is done. Set
c′ =
⌊
b
2a
⌋
.
Shortener considers edges into S as Red, and all other edges Blue. Shortener will enforce the
constraint that after Shortener has moved, for any vertex v /∈ S, dBlue(v) ≥ c
′dRed(v). We
proceed by induction as in the earlier case. Any remaining edges to be added by Shortener
will be arbitrary Blue edges if possible. If not, then all of the Red edges exist, and so each
vertex in S is in a singleton colour class. Given this, the largest possible score is achieved
when the remaining vertices are distributed equally across λ+k+ b+1 = λ+k(1+ o(1)) colour
classes. Hence the final score is at most
(
n
2
) (
1− 1
λ+k
)
(1 + o(1)) as required. 
The primary source of weakness in this proof strategy is a lack of good characterisation of how
to allow the constraints to be slightly broken without fatally wounding the proof. Roughly
speaking, allowing the constraints to be broken slightly should permit moves to be strategically
chosen to do double duty, with both ends of an added edge restoring the desired constraints,
and allowing the targetted ratio to be non-integral.
This weakness especially damages Prolonger’s strategy, as each of Prolonger’s edges increase
the degree of two vertices in a useful fashion, whilst Shortener’s moves only use one end of each
edge. Generally, the problem seems to be that if (say) Shortener is able to violate a constraint
slightly in a great many places, then by only working with these vertices and repeating the
process required to violate the constraints it she can produce a vertex which violates the
constraint by O(log n).
A secondary source of weakness for the bound given by Prolonger’s strategy is that the most
difficult case to handle has Shortener adding many edges between the sets Prolonger is at-
tempting to complete, rather than forcing the existence of small classes. As a result, we expect
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that optimal play by Shortener does not obstruct Prolonger so substantially. If these weak-
nesses were to be dealt with, the two bounds come together at our conjectured true behaviour.
It is also notable that whilst the purely directed game has a score which is essentially inde-
pendent of k, this game does not, and so reflects the expected behaviour of undirected games
rather more closely. We also note that earlier work in [5] gives at best a (1 − O(log k/k))
(
n
2
)
lower bound for the unbiased game.
5. Concluding Remarks
In this paper, we show some first results extending the F-saturation game of Füredi, Reimer
and Seress [2] to directed graphs, and study a new orientation-saturation game on undirected
graphs. The behaviours of these games show subtle dependence on the sizes of the graphs to
be excluded, and critical dependence on characterisations of the saturated graphs.
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