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Competition between superconductivity and charge order is a recurring theme in contemporary
condensed matter physics. This is quintessentially captured in the attractive Hubbard model, a
simple theoretical model where the competition can be directly tuned. In previous studies by the
current authors, it has been suggested that the Hubbard model maps to an SO(3) non-linear sigma
model, where the phase competition becomes manifest. In this article, we rigorously demonstrate
this mapping and use it to study thermal disordering of a supersolid. Starting with the attractive
Hubbard model in the presence of an orbital field, we take the limit of strong coupling where a
pseudospin description emerges. The in-plane pseudospin components represent superconducting
pairing while the out-of-plane component encodes charge density wave order. We obtain an effective
spin-1/2 Hamiltonian with ferromagnetic in-plane couplings and antiferromagnetic z-z couplings.
In addition, the orbital field gives rise to a textured Dzyaloshinskii-Moriya interaction that has
the same periodicity as the magnetic unit cell. In order to examine the nature of ordering in this
spin model, we consider it in the classical limit. We assume slowly varying fields, leading to the
SO(3) non-linear sigma model description. As an application of these ideas, we study the nature
of ordering using simulated annealing and classical Monte Carlo simulations. The ground state
represents a supersolid with coexisting superconductivity and charge order. It can be viewed as a
‘meron crystal’, a regular arrangement of superconducting vortices with charge-ordered cores. The
overlap of core regions gives rise to coherent long-ranged charge order. As the temperature is raised,
this charge order is lost via a sharp phase transition in the Ising universality class.
I. INTRODUCTION
Experiments on the underdoped cuprates have fu-
elled renewed interest in phase competition, with su-
perconductivity competing with charge density wave
(CDW) order1–16. Studies have highlighted sev-
eral manifestations of phase competition including
ordered vortex cores11, coexistence5, strong impu-
rity response16, non-monotonic evolution of critical
fields9, etc. Manifestations of phase competition have
also been seen in other material families such as
transition metal dichalcogenides17–22, pnictides23 and
Ba1−xKxBiO324–26. However, the physics in these ma-
terials is obscured by complications such as disorder and
incommensurate ordering vectors. We require a simple
model system where the effects of phase competition can
be first understood in a clean setting. The attractive
Hubbard model fits this requirement as a simple system
that is amenable to various theoretical approaches.
A particularly interesting consequence of phase com-
petition occurs in the presence of an orbital field. The
superconducting order parameter forms vortices with su-
perconductivity suppressed within the core region of each
vortex. This allows for the competing CDW to arise lo-
cally. When the vortex density is large, the overlap be-
tween neighbouring vortex cores leads to coherent long-
ranged CDW order7,27. This leads to a ‘supersolid’ phase
that has coexisting superconductivity and CDW orders.
Supersolidity has remained elusive in experiments despite
intense studies in several contexts28. Overlap of ordered
vortex cores provides a new mechanism that could allow
for robust and verifiable supersolidity. In previous studies
by the current authors, this mechanism has been demon-
strated in the attractive Hubbard model using a mean-
field approach27. Remarkably, the results were consistent
with an SO(3) field theory for competing phases. Based
on this observation, it was conjectured that these two
models were equivalent. This conjecture was supported
by further studies29,30. In this article, we establish this
equivalence by way of a rigorous mapping. In the process,
we find interesting results concerning a ‘meron crystal’,
its stability to thermal fluctuations and melting.
One of our key results is the derivation of an SO(3)
non-linear sigma model. This has strong similarities to
the well-known SO(5) theory proposed in the context of
the cuprates. The SO(5) theory is written in terms of
a five component vector field: two corresponding to su-
perconductivity and three to antiferromagnetism31. Al-
though several consequences were worked out32,33, the
model has not received support from experiments on
the cuprates. In addition, it remains a phenomenolog-
ical construct as no microscopic origin has been demon-
strated. Here, we present a similar, but simpler, theory
with a three-component order parameter. We start with
a precise microscopic model and derive an effective SO(3)
theory. This is potentially directly testable in experi-
ments, with several proposals for realizing the attractive
Hubbard model in ultracold atomic gases34.
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2II. THE ATTRACTIVE HUBBARD MODEL AT
STRONG COUPLING
We consider particles on a square lattice with nearest-
and next-nearest-neighbour hopping, t and t′. When two
particles are on the same site, they lower the energy of
the system due to an attractive interaction. Due to Pauli
exclusion, this is only possible if they carry opposite spin.
This leads to the Hamiltonian
H = −t
∑
〈ij〉,σ
eiθijc†i,σcj,σ − t′
∑
ij,σ
eiθijc†i,σcj,σ + h.c.
− µ
∑
i,σ
ni,σ − U
∑
i
(ni,↑ − 1/2)(ni,↓ − 1/2). (1)
We have introduced Peierls’ phases in the hopping ampli-
tudes, θij , that originate from a uniform orbital magnetic
field. This can be viewed as an Aharonov-Bohm phase
accrued by the particle as it hops from one site to the
next. We have introduced a chemical potential µ to fix
particle density. In the rest of this article, we will restrict
our attention to half-filling and use t′ as a handle to tune
phase competition.
The competition between superconductivity and CDW
orders arises from a special SU(2) symmetry, first
pointed out by C. N. Yang35–37. It requires three con-
ditions: (a) a bipartite lattice with hopping between op-
posite sublattices, (b) absence of the orbital field, with
all θij = 0, and (c) the density being fixed at half-filling.
The square lattice with purely nearest neighbour hop-
ping (t′ = 0) meets these requirements. At half-filling,
it has perfect degeneracy between superconductivity and
CDW orders. Upon introducing a next-nearest neigh-
bour t′ hopping, this degeneracy is lost with a supercon-
ducting ground state. Nevertheless, CDW order remains
as low-lying competitor with the energy cost scaling as
∼ t′238.
The SU(2) symmetry is best seen in the strong cou-
pling limit of the Hubbard model (U  t). Previous
studies have shown that the Hubbard model maps to a
S = 1/2 pseudospin XXZ model39. This can be fur-
ther mapped to a Heisenberg model using a sublattice-
dependent spin rotation. With a non-zero t′, the CDW
state manifests as a low-lying ‘roton’ excitation in the
spin wave spectrum40,41. In this article, we derive the
pseudospin Hamiltonian in the presence of an orbital
field. Going further, we derive a coarse-grained field the-
ory from the spin model. We study the role of thermal
fluctuations by investigating the pseudospin model using
Monte Carlo simulations.
III. STRONG COUPLING PSEUDOSPIN
MODEL
We consider the strong coupling limit of the model
with U  t, t′, following the superexchange scheme that
has been presented in Refs. 39,40. If we only keep this
dominant U -term in the Hamiltonian, the sites decouple
from one another, leaving a purely on-site problem. The
spectrum for the single site problem is shown in Fig. 1.
The energy of the singly occupied states is −µ+ U/4 as
can be seen from the Hamiltonian above. The energy of
the empty state is −U/4. Likewise, the energy of the
doubly occupied state is −2µ− U/4.
At half-filling, the empty and doubly occupied sites
must have the same energy so that they are occupied
with the same probability. To ensure this, we set µ = 0.
The spectrum splits into two pairs of states as shown
in Fig. 1. The empty and doubly occupied states have
lower energy, while the singly occupied states have higher
energy. The energy difference between the pairs of states
is U/2. The hopping terms in the Hamiltonian act as
small perturbations on these states. Their effect is seen
at second order in perturbation theory where they couple
two sites at a time. To see this explicitly, we consider a
two-site problem next.
A. Two site problem
We consider two sites labelled A and B. They may
represent nearest neighbours or next-nearest neighbours
on the square lattice. Apart from the dominant on-site
terms, the Hamiltonian contains inter-site hopping terms,
HhopAB = tAB
∑
σ
c†B,σcA,σ + t
∗
AB
∑
σ
c†A,σcB,σ. (2)
The hopping amplitude tAB can be complex with its
phase given by the Peierl’s substitution scheme. We re-
express it as tAB = τABe
iθAB .
We now consider the low energy Hilbert space of the
two-site problem. We introduce a pseudospin notation
for the low energy states on a given site. We denote the
empty state as pseudospin-down (| ⇓〉) and the doubly
occupied state as pseudospin-up (|⇑〉). In the two-site
Hilbert space, we have four low energy states with each
site having pseudospin-up or -down. As the hopping term
takes us out of this subspace, we treat it within pertur-
bation theory. Indeed, there are second order processes
that connect low energy states, as shown in Fig. 2. In
each path in the figure, the intermediate state has two
singly occupied states. As a result, it has an energy cost
given by 2× U/2 = U .
The two-site states with parallel pseudospins (both
empty or both doubly occupied) are unaffected within
second order. In states with antiparallel spins, we find
two processes: one that preserves pseudospins and one
that exchanges them. We obtain the following Hamilto-
nian
HO(t2) = Ψ
†
ABH4×4ΨAB , (3)
where ΨAB =
(〈⇑A⇑B |, 〈⇑A⇓B |, 〈⇓A⇑B |, 〈⇓A⇓B |)T .
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FIG. 1: Single site Hilbert space. Empty and doubly occupied
states are approximately equal in energy. Singly occupied
states have an energy cost of U .
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FIG. 2: Superexchange pathways: The two panels depict pro-
cesses that involve two sites – one doubly occupied and one
empty. In the top panel, the initial and final states are the
same, i.e., the pseudospin at each site is preserved. In the bot-
tom panel, the initially empty state becomes doubly occupied
and vice versa. This represents an exchange of pseudospins.
The 4× 4 Hamiltonian matrix is given by
H4×4 =
 −U/2 0 0 00 C D 00 D∗ C 0
0 0 0 −U/2− 4µ
 , (4)
with C = −U/2 + (−2τ2AB/U) and D =
−2τ2ABe−2iθAB/U . The diagonal terms have a con-
tribution from second order perturbation theory, in the
form of C. In this term, the two hopping processes
contribute with opposite phases that cancel out. In
contrast, the phases add in the off-diagonal D term,
imbuing it with a phase of 2θAB .
We now add a constant shift of U/2+τ2AB/U along the
diagonals. The resulting Hamiltonian can be expressed
in terms of an effective exchange coupling, J = 4τ2AB/U ,
H4×4 ∼

J/4 0 0 0
0 −J/4 −(J/2)e−2iθAB 0
0 −(J/2)e2iθAB (−J/4) 0
0 0 0 J/4
 .(5)
This matrix has a simple interpretation in terms of spin
operators. It can be written as
HAB = J
[
SˆzASˆ
z
B −
1
2
{
e−2iθAB Sˆ+A Sˆ
−
B + e
2iθAB Sˆ−A Sˆ
+
B
}]
,
(6)
where Sˆ are pseudospin-1/2 operators. This can be
rewritten as follows,
HAB = J
[
SˆzASˆ
z
B − cos(2θAB)
{
SˆxASˆ
x
B + Sˆ
y
ASˆ
y
B
}
+ sin(2θAB)
{
SˆxASˆ
y
B − SˆyASˆxB
} ]
.(7)
The term proportional to sin(2θAB) can be expressed
as ~D · ( ~ˆSA × ~ˆSB), where ~D = {0, 0, J sin(2θAB)} – a
Dzyaloshinskii-Moriya interaction42,43. The term pro-
portional to cos(2θAB) represents an XY-like exchange
coupling between in-plane components. Note that the
coupling constant, J , depends on the hopping strength
on the bond. For example, it will have different strengths
along nearest and next-nearest bonds.
B. Pseudospin model on the lattice
We have defined a pseudospin operator on each site. Its
z-component represents the local CDW order parameter.
To see this, we note that a site with pseudospin-up is
doubly occupied with positive deviation from half-filling,
whereas a site with pseudospin-down is empty with neg-
ative deviation. A state with maximal CDW order cor-
responds to an alternating arrangement of empty and
doubly-occupied sites. This corresponds to an antiferro-
magnetic pseudospin arrangement with moments point-
ing alternately along ±zˆ. On the other hand, the in-
plane pseudospin components represent superconductiv-
ity. More precisely, the x and y components represent the
real and imaginary parts of the pairing order parameter.
This can be seen from the SU(2) pseudospin operators,
Sˆxi ≡ 12{c†i,↓c†i,↑+ ci,↑ci,↓} and Sˆyi ≡ 12i{c†i,↓c†i,↑− ci,↑ci,↓}.
Superconductivity is signalled by non-zero expectation
values for these operators.
Extending the two-particle effective Hamiltonian to
the lattice, we arrive at a square lattice spin problem
with the Hamiltonian
H =
∑
〈ij〉,ij
Jij
[
Sˆzi Sˆ
z
j + γij(Sˆ
x
i Sˆ
y
j + Sˆ
y
i Sˆ
x
j )
+ δij zˆ · ( ~ˆSi × ~ˆSj)
]
. (8)
The coupling strengths are given by J = 4t2/U
and J ′ = 4t′2/U on nearest and next-nearest neigh-
bours respectively. The bond-dependent exchange and
Dzyalonshinskii-Moriya coefficients are given γij =
cos(2θij) and δij = sin(2θij). The latter two depend on
θij , the Peierls’ phase associated with the bond (ij).
In the initial Hubbard model, the Peierls’ phases en-
code a uniform orbital magnetic field. They are given
4by θij = (e/~)
∫ j
i
A · dl, where A is the magnetic vector
potential. Several studies have explored ways to realize
this physical setup in ultracold atomic gases44–49. In a su-
perconductor, strictly speaking, the orbital field must be
self-consistently determined using Maxwell’s equations.
For the sake of simplicity, we assume a uniform orbital
magnetic field below. This is a reasonable assumption in
strongly type-II superconductors. The results discussed
in Sec. IV below hold regardless of this assumption.
As the vector potential is not unique, neither is the
assignment of Peierls’ phases. If the vector potential is
altered by a gauge transformation, this can be absorbed
into the in-plane spin components by a suitable redefini-
tion. This can be seen from Eq. 8, where in-plane pseu-
dospin components couple to the θij ’s while the z com-
ponents do not. This is consistent with the identification
of the in-plane components with the superconducting or-
der parameter. In this sense, the effective model of Eq. 8
should not be thought of as a true spin model, as the in-
plane spin components are gauge-dependent quantities.
Traditionally, spin models are studied on finite lat-
tices using periodic boundary conditions. Taking such
an approach to Eq. 8 leads to some fundamental issues.
We first note that the Peierls’ phases necessarily con-
tain singularities. To see this, we note that the square
lattice forms a closed surface (a torus) due to periodic
boundary conditions. A net flux through the lattice cor-
responds to having a magnetic monopole charge inside
the torus. As argued by Dirac50, the vector potential
cannot be smoothly defined on a surface enclosing a mag-
netic monopole. It necessarily includes flux tubes, called
Dirac strings, that impart an Aharanov-Bohm phase of
2pi. The number of Dirac strings is equal to the number
of flux quanta that pierce the lattice. It follows that the
Peierls’ phases (θij ’s) cannot have the same periodicity
of the underlying lattice. They must necessarily form
a large unit cell. The smallest possible unit cell corre-
sponds to the area that contains a single Dirac string,
i.e., the area carrying a single flux quantum. In other
words, it is the ‘magnetic unit cell’. One such phase
assignment is shown in Fig. 3. This leads to the Hamil-
tonian in Eq. 8 with translational symmetry such that
the unit cell is the same as the magnetic unit cell.
Using periodic boundaries has a second important con-
sequence. Considering a charged particle on a surface
enclosing a magnetic monopole, Dirac showed that its
wavefunction cannot be defined in a smooth manner50,51.
In the system at hand, the superconducting order param-
eter cannot be smoothly defined on the torus. This can
be seen as a consequence of having a non-zero number
of vortices and no compensating anti-vortices. In the
spin model, the in-plane spin components will not vary
smoothly on the square lattice. They will invariably con-
tain singularities or jumps. This serves as an additional
caveat in viewing Eq. 8 as a spin problem.
IV. THE SO(3) EFFECTIVE FIELD THEORY
In the previous section, we arrived at an effective pseu-
dospin description, assuming half-filling and U  t, t′.
We now show that this pseudo-spin problem gives rise to
a non-linear sigma model in the low energy limit.
We begin with the pseudospin Hamiltonian of Eq. 8
on an infinite square lattice. Promoting the spins to
the classical limit, we have a lattice problem with three-
dimensional vector moments. We make two further as-
sumptions: (a) at low energies (low temperatures), the
spin configurations are ‘smooth’ with small gradients,
and (b) with a weak orbital field, the Peierls’ phase on
each bond is small. We now note that Eq. 8 has antifer-
romagnetic z − z couplings between nearest neighbours.
In contrast, the in-plane couplings are ferromagnetic (for
small θij ’s). This indicates that, in low-energy configu-
rations, the spins are of the form, S × (∆x,∆y, (−1)rρ),
where ∆x, ∆y and ρ are slowly varying quantities satis-
fying ∆2x+∆
2
y +ρ
2 = 1. Here, S denotes the spin length.
We henceforth set S = 1 for simplicity. The z-component
carries a rapid oscillation given by (−1)r, which varies
in a checkerboard fashion on the square lattice. As we
expect ∆x, ∆y and ρ to vary smoothly on the scale of
the lattice constant, we elevate them to slowly varying
fields, ∆x(r), ∆y(r) and ρ(r) respectively. Note that the
spatially-averaged z-moment vanishes. This corresponds
to the assumption of half-filling, as the z-moment repre-
sents the local deviation from half-filling. We now calcu-
late the contribution from each term in Eq. 8 within the
language of coarse-grained fields.
A. CDW terms
We first consider the z − z couplings in Eq. 8 that
resemble those of an Ising model on the square lattice,
Hzz =
∑
m,n
Ezzm,n, (9)
where (m,n) represents a site on the square lattice. The
contribution from each site is given by
Ezzm,n =
J
2
Szm,n
[
Szm+1,n + S
z
m−1,n + S
z
m,n+1 + S
z
m,n−1
]
+
J ′
2
Szm,n
[
Szm+1,n+1 + S
z
m−1,n−1
+ Szm−1,n+1 + S
z
m+1,n−1
]
. (10)
The factors of 1/2 have been added to avoid dou-
ble counting. We reinterpret this energy density in
terms of the coarse-grained ρ(r) field. We use Sˆzm,n ≈
(−1)m+nρ(rm,n), where (m,n) denotes a site of the
square lattice. As with the standard Ising model, we
elevate the summation over (m,n) to an integral and re-
express the integrand using ρ(r) and its derivatives. We
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FIG. 3: Peierls phases in the lattice. A 5 × 5 magnetic unit cell is shown in (a), with two types of cells: yellow and grey. The
Peierls’ phases are assigned as shown in (b). The net flux through the 5× 5 block corresponding to a single flux quantum. The
red region at top right corner of (a) contains the Dirac string, an anomalous flux that adds an unobservable Aharonov-Bohm
phase of 2pi. (c) A 20× 20 lattice where Peierls’ phases are assigned to form 4 magnetic unit cells.
obtain
Hzz ≈
∫
dxdy
[
− aρρ2(r) + χρ|~∇ρ(r)|2
]
. (11)
where aρ = 2{J − J ′} and χρ = (J−2J
′)`2
2 . Here, ` de-
notes the lattice constant of the square lattice. In these
two coefficients, the J and J ′ appear with opposite sign.
This stems from the rapidly oscillating (−1)m+n factor
that takes the opposite (same) sign on (next-) nearest
neighbours. In addition, their relative amplitudes are
different in aρ and χρ, i.e., we have aρ ∼ (J − J ′) while
χρ ∼ (J − 2J ′). This difference arises from the differ-
ing bond lengths for nearest (`) and next-nearest (
√
2`)
neighbours.
B. Superconducting terms
We now consider the in-plane terms in the pseudospin
Hamiltonian. In order to get a better understanding, we
first take the vector potential to be zero, i.e., we ignore
the Peierls’ phases. This leads to a two-component spin
model on the square lattice with ferromagnetic XY cou-
plings. We have
Hxy~A=0 = −J
∑
〈ij〉
~Si,‖ · ~Sj,‖ − J ′
∑
ij
~Si,‖ · ~Sj,‖, (12)
where ~Si,‖ = (Sxi , S
y
i ). Taking the in-plane components
to be described by the slowly-varying fields ∆x(r) and
∆y(r), we obtain the field theory of an XY ferromagnet,
Hxy~A=0 ≈
∫
dxdy
[
− a∆|~∆(r)|2 + χ∆{~∇∆x · ~∇∆x +
~∇∆y · ~∇∆y}
]
, (13)
where ~∆ ≡ (∆x,∆y), a∆ = 2{J + J ′} and χ∆ =
(J+2J′)`2
2 . This can be seen in direct analogy with the
CDW term above, by replacing ρ with ∆x/y. Unlike the
CDW terms, the J and J ′ contributions have the same
sign here.
We now draw an analogy to the problem of a free parti-
cle in two-dimensional space. We take its wavefunction to
be ∆(r) = ∆x(r) + i∆y(r). Taking its mass to be 1/2χ∆
and assuming a constant potential (−a∆), its Hamilto-
nian is given by Hˆ = χ∆pˆ2 + a∆. The expectation value
of the Hamiltonian is then precisely given by Eq. 13. A
discrete form of this Hamiltonian can be constructed us-
ing a tight-binding-like approach. Discretizing the space
as a square mesh with sites denoted by (m,n), we take
∆(r) → Sxm,n + iSym,n. This leads to the Hamiltonian
in Eq. 12. This analogy provides a simple interpretation
for in-plane terms in the Hamiltonian: the superconduct-
ing order parameter represents the wavefunction of a free
particle (the Cooper pair).
We now introduce an orbital magnetic field. By com-
paring the Eqs. 12, 8 and 6, we see that the orbital field
enters as Peierls’ phases in a tight binding Hamiltonian.
The superconducting wavefunction couples to the vector
potential as a charged particle with charge 2e. It can
immediately be deduced that the vector potential enters
Eq. 12 via the well known minimal coupling prescription,
Hxy ≈
∫
dxdy
[
− a∆|~∆(r)|2 + χ∆{ ~D∆x · ~D∆x +
~D∆y · ~D∆y}
]
, (14)
where ~D ≡ ~∇ + i 2e~ ~A. Note that the charge here is 2e,
that of a Cooper pair. Indeed, we find the same result by
a systematic analysis of the in-plane terms. The orbital
6field modifies Eq. 12 to give
Hxy =
∑
m,n
Exym,n;
Exym,n =
J
2
∑
~δ
[
cos
(
Am,n,~δ
)
~S‖m,n · ~S‖m+δx,n+δy
− sin
(
Am,n,~δ
)
{Sxm,nSym+δx,n+δy − Sym,nSxm+δx,n+δy}
]
+
J ′
2
∑
~η
[
cos(Am,n,~η)~S‖m,n · ~S‖m+ηx,n+ηy
− sin(Am,n,~η){Sxm,nSym+ηx,n+ηy − Sym,nSxm+ηx,n+ηy}
]
. (15)
where ~δ and ~η sum over the nearest and next-nearest
neighbour vectors respectively. Here, A’s denote Peierls’
phases, e.g., Am,n,δ = 2e~
∫ (m+δx,n+δy)
(m,n)
A · dl. Assum-
ing slow variations in the ∆’s and small values of the
Peierls’ angles, we precisely recover Eq. 14. This fol-
lows the usual derivation of the long-wavelength minimal-
coupling Hamiltonian from a tight binding model with
Peierls’ phases.
C. The non-linear sigma model
Combining the CDW and superconducting contribu-
tions from Eqs. 11 and 14, we obtain the Hamiltonian
density in terms of coarse-grained fields,
H = −aρρ2(r)− a∆|∆(r)|2
+ χρ|~∇ρ(r)|2 + χ∆
{
~D∆(r)
}∗
·
{
~D∆(r)
}
. (16)
We have combined ∆x and ∆y into a single complex field,
∆(r) ≡ ∆x(r)+ i∆y(r). The fields ρ(r) and ∆(r) are not
independent, as they must necessarily satisfy a uniform
length constraint, ρ2 + |∆|2 = 1. The coefficients are
given by aρ = 2{J − J ′}, χρ = (J−2J
′)a2
2 , a∆ = 2{J +
J ′} and χ∆ = (J+2J
′)a2
2 . Rescaling allows us to write a
simpler form,
H ≈ −|∆(r)|2 − (1− )ρ2(r)
+ χ
{
~D∆(r)
}∗
·
{
~D∆(r)
}
+ χ(1− ξ)|~∇ρ(r)|2, (17)
where  = 2J ′/(J + J ′), χ = a
2
4 {1 + /2} and ξ =
4J ′/(J + 2J ′). If t′ is small in the microscopic Hub-
bard problem, we have , ξ ∼ (t′/t)2 with ξ ≈ 2. Here,
 and ξ reflect the anisotropy between superconductivity
and CDW order. The SO(3) character of this model can
be seen by setting t′ and the orbital field to zero. In this
limit, Eq. 17 reduces to the Hamiltonian density of a sym-
metric Heisenberg ferromagnet. When weak anisotropies
are introduced, the physics retains signatures of the prox-
imate SO(3) point.
This form is closely related to the previously conjec-
tured model in Ref. 27, where the anisotropy in the gra-
dient term was ignored (i.e., ξ was set to zero). Never-
theless, this does not lead to any qualitative change in
the physics of phase competition. We see this below in
the nature of the ground state.
V. SIMULATING THE NON-LINEAR SIGMA
MODEL
We have shown that the attractive Hubbard model re-
duces to an SO(3) non-linear sigma model. Using this
equivalence, we seek to study its physics in the presence
of an orbital field. The energy of the system is given
by the Hamiltonian density of Eq. 17. The ground state
can be found by minimizing the energy, subject to the
uniform length constraint (ρ2 + |∆|2 = 1). However,
minimizing Eq. 17 on the infinite two-dimensional plane
is a non-trivial task. Likewise, thermal properties of the
non-linear sigma model can be found by averaging over
configurations with a suitable Boltzmann weight. Once
again, this is a difficult task on the infinite plane.
We approach this problem by reversing the arguments
put forward in the previous sections. We now view Eq. 8,
the pseudospin model on the square lattice, as a regular-
ization of the non-linear sigma model in Eq. 17. We will
study the pseudospin model on finite lattices with peri-
odic boundary conditions and look for results that remain
consistent upon increasing system size. This opens the
door to well established techniques from the field of mag-
netism. In particular, we use simulated annealing to find
the ground state of Eq. 8. We will interpret the result in
terms of the smooth fields of the non-linear sigma model.
We will then study the role of thermal fluctuations using
classical Monte Carlo simulations.
The pseudospin model of Eq. 8 is defined on the square
lattice. As explained in Sec. III B above, the Hamiltonian
depends on the choice of the Peierls’ phases. We present
results using the scheme depicted in Fig. 3. We assume
a 12 × 12 magnetic unit cell so that the Peierls’ phases
do not vary too rapidly from one bond to the next. We
consider a lattice composed of an n×n array of magnetic
unit cells, giving rise to a 12n× 12n lattice with periodic
boundaries. We approach the thermodynamic limit by
increasing n.
A. Supersolidity in the ground state
To find the lowest energy state, we perform simulated
annealing of the pseudospin model. We use two types of
single-site moves: Metropolis and microcanonical (over-
relaxation). At each site, we find the effective field that
arises from the neighbouring moments. The Metropolis
move corresponds to changing the inclination with re-
spect to the effective field. The microcanonical move
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FIG. 4: Lowest energy state obtained from simulated annealing on a 24× 24 lattice, with t′ = 0.2t. Left: The superconducting
amplitude, showing a regular arrangement of vortices. Centre: The CDW order parameter, showing CDW ordering emerging
at vortex cores and percolating throughout. Right: The resulting pseudospin texture. In the z component of the pseudospin,
we have removed the rapidly oscillating factor of (−1)m+n to allow for a clear visualization. The arrow colour has been set to
reflect the local z-component.
rotates the spin about the effective field so as to preserve
the energy.
The lowest energy state found from simulated anneal-
ing is shown in Fig. 4. We have used a 24 × 24 lattice
containing four 12×12 magnetic unit cells. The net mag-
netic flux through the lattice thus corresponds to four
flux quanta. At each site, we interpret the in-plane com-
ponents of the pseudospin as the superconducting order
parameter. From Fig. 4(left), we see that the supercon-
ducting amplitude vanishes at regularly spaced points,
indicating a vortex lattice. The number of vortices is
eight, with two vortices for each flux quantum. We have
defined a flux quantum with respect to the charge e of
the particle hopping on the lattice. As a Cooper pair has
charge 2e, we find two vortices for each flux quantum.
The competition with CDW order is clearly seen in
Fig. 4(centre) which shows the z-component of the spins
in the ground state. We see strong CDW order appearing
in each vortex core. The CDW order percolates through
the inter-vortex space and covers the entire lattice. This
leads to a ‘meron crystal’ as shown in Fig. 4(right). Here,
we plot (Sxm,n, S
y
m,n, (−1)m+nSzm,n) vs. (m,n), i.e., posi-
tion on the lattice. This conveys the variation of the pseu-
dospin orientation in space. We have removed a rapidly
oscillating phase in the z-component of the pseudospin
(see discussion in Sec. IV A above). Each superconduct-
ing vortex takes the form of a ‘meron’ in the pseudospin.
The in-plane components wind by 2pi as we move around
the vortex. Within the core region, an out-of-plane com-
ponent develops to preserve the spin length. Due to over-
lap between adjacent merons, the out-of-plane compo-
nent is non-zero everywhere. It has the same sign at all
sites, indicating coherent CDW order.
This picture is consistent with the results of Ref. 27
where the Hubbard model was directly studied using
Bogoliubov-deGennes mean field simulations. In particu-
lar, the low energy state here represents a ‘supersolid’. It
has well-defined superconducting order that is reflected
in the formation of a vortex lattice. At the same time, it
has long-ranged CDW order.
B. Classical Monte Carlo simulations
We have established that ground state of the non-linear
sigma model in Eq. 17 is a supersolid with coexisting su-
perconductivity and CDW order. The superconductivity
sector encapsulates an additional layer of ordering in the
form of a vortex lattice with discrete translational sym-
metry. Upon increasing the temperature, we may see
multiple phase transitions where these orders melt inde-
pendently. To study thermal fluctuations, we study the
pseudospin model of Eq. 8 using classical Monte Carlo
simulations. We use single-site Metropolis and micro-
canonical (overrelaxation) moves. We start from a ran-
dom initial configuration on an L×L lattice at high tem-
perature and progressively decrease the temperature. At
each temperature, we perform 8 ×106 sweeps, each with
L2 single-site moves, with the ratio of Metropolis to mi-
crocanonical fixed at 4:3. The first 2 × 105 moves are
discarded to allow for equilibration.
We first discuss the thermal evolution of the CDW
order. In the non-linear sigma model of Eq. 17, the
CDW order parameter shows an Ising-like character with
the energy being invariant under ρ(r) → −ρ(r). This
originates from the Hubbard model where the CDW or-
der represents a checkerboard-like modulation in den-
sity. The Ising degree of freedom corresponds to choos-
ing one of the two sublattices as that with higher den-
sity. In the pseudospin model of Eq. 8, the CDW or-
der parameter is the staggered z-magnetization, given
by M = 1L2
∑
m,n(−1)m+nSzm,n, where L is the linear
system size. We define the corresponding susceptibility
and Binder cumulant as χ = L
2
T (〈M2〉 − 〈|M |〉2) and
B = 32 − 12 〈M4〉/(〈M2〉)2. Here, 〈.〉 represents averaging
over Monte Carlo configurations. The coefficients in the
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FIG. 5: Ising phase transition as seen from classical Monte Carlo simulations with t′ = 0.15t. Panels (a), (b) and (c) show
the temperature dependence of the magnetization, susceptibility and Binder cumulant respectively. The insets are zoomed-in
plots of the same data over a narrow temperature range. Panels (d), (e) and (f) show the the same data after scaling using the
critical exponents of the 2D Ising model.
Binder cumulant are designed so as to (a) vanish in the
high temperature paramagnetic phase and (b) approach
unity in the case of maximal CDW ordering.
The temperature dependence of the order parameter is
shown in Fig. 5(a). We find a profile that is typical of an
Ising magnet. Starting from zero at high temperatures,
it approaches a non-zero value at low temperatures. Un-
like the standard Ising magnet, the magnetization in the
zero-temperature-limit is not unity. This can be under-
stood from the ground state configuration in Fig. 4. The
CDW order is not uniform; rather, it has maximal in-
tensity at vortex cores and weak order at inter-vortex
positions. Nevertheless, we see a clear indication of an
Ising-like phase transition. Fig. 5(a) shows the order pa-
rameter for various system sizes with L = 12n, where
n = 2, 3, 4, 5. We choose L to be multiples of 12 so
that we can construct the pseudospin Hamiltonian us-
ing a 12× 12 magnetic unit cell. The flux density is the
same for all system sizes. We find further evidence for a
phase transition in the form of a peak in susceptibility as
shown in Fig. 5(b). The peak height grows with system
size as expected.
To determine the precise location of the CDW phase
transition, we examine the Binder cumulant for various
system sizes, shown in Fig. 5(c). We find a crossing at
Tc ≈ 0.145 ± 0.001. We surmise that this transition be-
longs to the universality class of the 2D Ising model. To
verify this, we perform a scaling analysis of the data. In
Fig. 5(d-f), we plot the rescaled order parameter, suscep-
tibility and Binder cumulant vs. reduced temperature
(using Tc as obtained from the Binder cumulant cross-
ing). We find good scaling collapse using the well known
critical exponents of the 2D Ising model52, viz., ν = 1,
β = 1/8 and γ = 7/4. Based on this finding, we assert
that CDW order vanishes via a continuous phase transi-
tion in the 2D Ising universality class.
We next discuss thermal evolution of the supercon-
ducting order. We do not find a distinct phase transition
within our Monte Carlo scheme. We believe this is due
to technical limitations, as discussed below. Neverthe-
less, a qualitative understanding can be gained by ex-
amining typical configurations extracted from the Monte
Carlo simulations, shown in Fig. 6. At low temperatures,
we see a vortex lattice, albeit with small distortions. The
distortions increase with increasing temperature. Beyond
T ∼ 0.03, the vortex lattice is lost as some vortices come
close to one another and essentially fuse. At this point,
we may view the system as being deep inside a vortex
liquid phase.
We believe that a vortex melting transition occurs at
T . 0.005. However, this is not discernible in our simu-
lations as the spins do not relax adequately at low tem-
peratures. Indeed, we do not find a perfect vortex lattice
even at the lowest temperatures as some distortions per-
sist (see Fig. 4). This could be a consequence of our
single-site update scheme. At a more subtle level, this
could be a consequence of the gauge structure. Our sys-
tem with periodic boundaries cannot support a smoothly
varying superconducting field. As discussed in Sec. III B
above, it must necessarily contain singularities or jumps.
On account of these discontinuities, a single-site update
scheme may not be able to explore the space of all low
9energy configurations.
VI. DISCUSSION
We have presented a study of phase competition in
the attractive Hubbard model at strong coupling. We
demonstrate a mapping to a pseudospin problem and fur-
ther onto an SO(3) field theory. This brings out phase
competition as an inherent feature of this model. It also
reveals an interesting role for an orbital magnetic field
as it induces vortices in the superconducting order, but
with CDW-ordered cores. Indeed, we find a supersolid
ground state with phase coexistence arising from vortex-
core-overlap. In the language of spins, we find a meron
crystal – an emergent crystalline phase with a mesoscopic
lattice scale, analogous to the well known skyrmion crys-
tal phase. With increasing temperature, superconduc-
tivity and CDW orders melt independently with a sharp
Ising phase transition in the CDW sector.
Our results bear similarities with disordering transi-
tions in other systems with coexisting orders. We men-
tion two examples from the field of magnetism: (a) The
square J1 − J2 antiferromagnet with J2 > J1/2 breaks
O(3)⊗Z2 symmetry, where the Z2 character corresponds
to a choice between vertical and horizontal stripes53.
While the O(3) rotational symmetry is restored at an
infinitesimal temperature, the Z2 order persists up until
a critical temperature where it is lost via an Ising tran-
sition. (b) The triangular lattice XY antiferromagnet
breaks Z2 ⊗ U(1) symmetry in the ground state, where
the Z2 character corresponds to a local chirality degree
of freedom. The Z2 order is lost via an Ising transition54.
In the context of the attractive Hubbard model, we have
presented an effective field theory for competing orders.
This could be used to potentially develop a renormaliza-
tion group scheme to understand the physics of disorder-
ing. For example, the Ising transition temperature can
be lowered by increasing t′, i.e., the energy cost of the
CDW phase. At a critical value of t′, the Ising transition
will compete with the vortex lattice melting transition.
This can potentially give rise to an interesting combined
melting transition.
The pseudospin model derived in Sec. III B above is es-
sentially a quantum model with S = 1/2 moments. We
have studied this model in the classical limit, taking into
account thermal fluctuations. An interesting future di-
rection is to investigate the role of quantum fluctuations.
In analogy with the thermal state immediately below the
Ising transition, quantum fluctuations may disrupt su-
perconductivity while preserving CDW order. Such a
state would represent a ‘pairing liquid’ in analogy with a
spin liquid. The pairing liquid offers two advantages over
typical spin liquid models: (i) it has an additional tuning
handle in the form of an orbital field, (ii) fluctuations of
the pairing liquid are intrinsically coupled to the CDW
order parameter due to the non-linear uniform length
constraint. This offers a new route to probe fluctuations
in the liquid phase. These issues may be explored within
a quantum treatment of the pseudospin model.
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