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Abstract
This paper is concerned with establishing the Weyl–Titchmarsh theory for a class of discrete linear
Hamiltonian systems over a half-line. Fundamental properties of solutions, regular spectral problems, and
the corresponding maximal and minimal operators are first studied. Matrix disks are constructed and proved
to be nested and converge to a limiting set. Some precise relationships among the rank of the matrix radius
of the limiting set, the number of linearly independent square summable solutions, and the defect indices of
the minimal operator are established. Based on the above results, a classification of singular discrete linear
Hamiltonian systems is given in terms of the defect indices of the minimal operator, and several equivalent
conditions on the cases of limit point and limit circle are obtained, respectively. Especially, several problems
in the limit point case are more carefully investigated, including fundamental properties of square summable
solutions, properties of the Weyl function, which is the unique element in the limiting set in this case, and
inhomogeneous boundary problems, self-adjointness of the corresponding Hamiltonian operator, relationship
between the spectrum of the Hamiltonian operator and the analyticity of the Weyl function, as well as the
dependence of the spectrum on the boundary data, in which some interesting separation results for the
spectrum are obtained. Finally, another set of four equivalent conditions on the limit point case are established.
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1. Introduction
All the physical processes with negligible dissipation can be described by a suitable Hamilto-
nian formalism. So the Hamiltonian formalism has become one of the very useful mathematical
tools in research of physical sciences.
The study of fundamental theory of continuous Hamiltonian systems has a long history (cf.
[3,45], and many references cited therein) and their spectral theory has also been investigated
intensively. Spectral problems are divided into regular and singular problems. Those defined over
finite intervals with well-behaved coefficients are called regular; otherwise they are called singular.
Regular spectral problems have been studied very well (cf., e.g., [19,28] for the second-order scalar
case, and [4,20,42,43,49] for the higher-order and higher-dimensional cases). However, singular
spectral problems are quite difficult to study. Herman Weyl in 1910 first made an important
observation in his dissertation [61] (or see [19, Chapter 9], and [28, Chapter 10]). He found that
singular second-order symmetric linear differential equations can be divided into two cases, the
limit point and the limit circle cases, based on the geometrical properties of a limiting set. His
work was followed by Titchmarsh, Kodaira, Coddington, Levinson, Weidman, and many others
(cf. [19,26,38,58,59], and their references). So this theory is also called the Weyl–Titchmarsh
theory. Singular second-order symmetric linear differential equations of the two limit cases are
imposed with different boundary conditions such that the corresponding operators are self-adjoint.
In the limit point case, the following singular spectral problem is well-posed:
−y′′ + q(t)y = λy, t ∈ [0,∞),
cos θy(0) − sin θy′(0) = 0, y ∈ L2(0,∞),
and the corresponding operator T is self-adjoint. Chaudhuri and Everrit [9] further established a
relationship between the spectrum of the operator T and the analyticity of the Weyl function m(λ),
which is the unique element in the limiting set in the limit point case. Therefore, one can study the
spectral properties of the operator T by investigating the properties of m(λ). For a survey of the
main results for second-order singular differential equations, we refer to [19, Chapter 9], [22, Chap-
ter 13], and [28, Chapter 10]. For higher-order and higher-dimensional systems, singular spectral
problems are considerably complicated and difficult to investigate. Atkinson [4] made a good start
of studying the Weyl–Titchmarsh theory of the following singular continuous Hamiltonian system:
(H) Jy′(t) = (P (t) + λW(t))y(t), t ∈ [0,∞), y ∈ C2d .
His work was followed by Hinton, Shaw, Krall, Kim, Kauffman, Read, Zettl, Clark, etc. (cf.
[14,30–33,36,37,39–41]). Hinton and Shaw extended the results of Chaudhuri and Everrit [9]
and established a relationship between the analyticity of the Weyl function and the spectrum
of the corresponding operator in a certain case [31]. In addition, spectral properties of singular
continuous Hamiltonian systems were also studied (cf., e.g. [14,15,34]). So the fundamental
Weyl–Titchmarsh theory of continuous Hamiltonian systems has been quite well established.
With the development of information technology and the wide applications of digital computer,
many discrete systems have appeared. The study of discrete Hamiltonian systems has attracted
a great deal of interest in the last thirty years. Discrete Hamiltonian systems originated from the
discretization of continuous Hamiltonian systems and from discrete processes acting in accordance
with the Hamiltonian principle such as discrete physical problems, discrete control problems, and
variational problems of sum integrals. To compute continuous Hamiltonian systems, Feng with
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his co-workers established a difference scheme which is not only symplectic but also preserves
some first integrals (cf. [24,25]). Later, Ahlbrandt [1] established the following class of discrete
Hamiltonian systems from variational problems:
x(t) = Hu(t, x(t + 1), u(t)),
u(t) = −Hx(t, x(t + 1), u(t)), (1.1)
where H : [a, b] × Rd × Rd → R is the Hamiltonian function, [a, b] = {t}bt=a is an integral
interval, and  is the forward difference operator, i.e., x(t) = x(t + 1) − x(t). In the special
case where H(t, x, u) is quadratic with respect to both x and u, if it is expressed as H(t, x, u) =
uTA(t)x + 12uTB(t)u − 12xTC(t)x, then system (1.1) yields the following linear discrete Ham-
iltonian system:
x(t) = A(t)x(t + 1) + B(t)u(t),
u(t) = C(t)x(t + 1) − AT(t)u(t), (1.2)
where A(t), B(t), and C(t) are d × d real matrices, and B(t) and C(t) are symmetric. So far,
disconjugacy, oscillation, and asymptotic behavior of system (1.2) have been well studied with
many good results published (cf., e.g. [1,5,10–12,21,23,27,47,48]). It is well known that con-
tinuous Hamiltonian systems have a very important property, that is, their solution operators are
symplectic. Ahlbrandt and Peterson, and Shi proved that both discrete automatic and nonautomatic
nonlinear Hamiltonian systems of the form (1.1) have a symplectic structure (cf. [2, Chapter 4]
and [53]).
The spectral problems of discrete linear Hamiltonian systems are also divided into two types:
regular and singular problems. Those defined over finite intervals with well-behaved coefficients
are called regular; otherwise they are called singular. Spectral problems of second-order and
higher-order self-adjoint vector difference equations and discrete linear Hamiltonian systems
over finite intervals have been well studied (cf. [4,35,51,52,54]). Singular spectral problems of
second-order self-adjoint scalar difference equations over infinite intervals were firstly studied by
Atkinson [4]. He found that second-order singular difference equations are also divided into two
types: the limit point and the limit circle cases. His work was followed by Mingarelli, Hinton,
Lewis, Jirari, Clark, Remling, Chen, and Shi etc. (cf. [13,16,29,35,46,50] and references cited
therein). More recently, Clark and Gesztesy [18] studied the Weyl–Titchmarsh theory for the
following discrete linear Hamiltonian system:
Lρz(t) = [λA(t) +B(t)]z(t) (1.3)
on the whole-line Z :={t}∞t=−∞ and on a half-line, whereA(t) and B(t) are 2d × 2d complex
Hermitian matrices withA(t)  0, and
Lρ =
(
0 ρS+
ρ−S− 0
)
,
whileρ is ad × d Hermitian and non-singular complex matrix,S−f (t) = f (t − 1) andS+f (t) =
f (t + 1) are the left and right shift operators, and ρ−S− is the formal adjoint of ρS+. It is required
in [18] that “λA12(t) + B12(t) is invertible for all t ∈ Z and for all λ ∈ C, and every nontrivial
solution z of (1.3) satisfies the definiteness condition∑
t∈[c,d]
z∗(t)A(t)z(t) > 0 (1.4)
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for every nontrivial interval [c, d]of the interested interval (i.e. the whole-line or a half-line), where
A(t) and B(t) are blocked as A(t) = (Aij (t))2×2, B(t) = (Bij (t))2×2 with d × d matrices
Aij (t) and Bij (t) (i, j = 1, 2)”. The authors proved that the existence of a limiting disk exists as
the finite interval approaches a half-line by the nesting property of the Weyl disks associated with
finite intervals and they discussed the properties of elements of the limiting disk. Further, they
gave definitions of the two special limit cases, the limit circle and the limit point cases for system
(1.3), by using properties of the limiting disk (see Remark 5.5 below for more discussions of the
main differences between their and our definitions). In addition, inhomogeneous boundary value
problems associated with (1.3) were studied and the corresponding Green’s functions were given
(see Remark 6.3 below for discussions of some problems in their proofs).
In this paper, we investigate the Weyl–Titchmarsh theory of the following discrete linear
Hamiltonian system:
Jy(t) = (λW(t) + P(t))R(y)(t) (1.5λ)
for t ∈ Z+ :=[0,∞) = {t}∞t=0, where W(t) and P(t) are 2d × 2d complex Hermitian matrices,
W(t)  0 is the weighted function; the partial right shift operator R(y)(t) = (yT1 (t + 1), yT2 (t))T
with y(t) = (yT1 (t), yT2 (t))T and y1(t), y2(t) ∈ Cd ; J is the canonical symplectic matrix, i.e.,
J =
(
0 −Id
Id 0
)
,
and Id is the d × d unit matrix. When λ = 0 in (1.5λ), system (1.5λ) is the same as system (1.2).
Throughout the whole paper, denote the positive integer set by N, and assume that the weighted
function W(t) is of the block diagonal form,
W(t) = diag{W1(t),W2(t)}, (1.6)
and satisfies the following definiteness condition, where Wj(t) is a d × d nonnegative Hermitian
matrix, j = 1, 2.
(A1) There exists n0 ∈ N such that for all λ ∈ C and for all nontrivial solutions y of (1.5λ),
the following inequality always holds:
n∑
t=0
R(y)∗(t)W(t)R(y)(t) > 0, n  n0. (1.7)
Remark 1.1. The definiteness assumption for the weighted function in the continuous case was
first proposed by Atkinson [4, p. 253], and was used by Hinton and Shaw (see [30,31]).
Let P(t) be blocked as
P(t) =
(−C(t) A∗(t)
A(t) B(t)
)
, (1.8)
where A(t), B(t), and C(t) are d × d complex matrices, B(t) and C(t) are Hermitian matrices,
and A∗(t) is the complex conjugate transpose of A(t). To ensure the existence, uniqueness, and
continuation of the solution of any initial value problem for (1.5λ), we always assume that
(A2) Id − A(t) is invertible in [0,∞).
Remark 1.2. System (1.5λ) contains the following two important models:
(1) The linear discrete Hamiltonian system
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y1(t) = A(t)y1(t + 1) + B(t)y2(t),
y2(t) = (C(t) − λw(t))y1(t + 1) − A∗(t)y2(t), (1.9)
where A(t), B(t), C(t), and w(t) are d × d matrices, B(t) and C(t) are Hermitian, and
w(t) > 0. It is clear that (1.9) can be written as (1.5λ), where
W(t) =
(
w(t) 0
0 0
)
.
Furthermore, it is easily concluded that W(t) in this case satisfies the definiteness condition
(A1) if and only if the matrix pair (A,B) satisfies the following condition: for each k  n0,
B(t)y2(t) = 0, t ∈ [1, k],
y2(t) = −A∗(t)y2(t), t ∈ [0, k]
always implies y2(t) ≡ 0, t ∈ [0, k + 1].
(2) The 2mth-order formally self-adjoint vector difference equation
m∑
i=0
(−1)ii[ri(t)iy(t − i)] = λω(t)y(t), (1.10)
where m  1, ω(t) and ri(t) are d × d Hermitian matrices for 0  i  m, ω(t) > 0, and
rm(t) is invertible. Let x(t) = (xT1 (t), . . . , xTm(t))T, uT(t) = (uT1 (t), . . . , uTm(t))T be nd-
vectors with
xi(t) = i−1y(t − i), ui(t) = (−1)i
m∑
k=i
k−1[rk(t)ky(t − k)].
Then (1.10) can be written as (1.9) and consequently as (1.5λ), where
A(t) =
(
0 Id(n−1)
0 0
)
, B(t) = diag{0, . . . , 0, r−1n (t)},
C(t) = diag{r0(t), r1(t), . . . , rn−1(t)}, W(t) = diag{ω(t), 0, . . . , 0}.
In this case, (A1) and (A2) hold.
Remark 1.3. By setting
y(t) =
(
S− 0
0 Id
)
z(t) =
(
z1(t − 1)
z2(t)
)
, (1.11)
system (1.5λ) is transformed into system (1.3), where z1 and z2 are d-dimensional vectors, ρ(t) ≡
−Id ,A(t) = W(t), and
B(t) = P(t) −
(
0 Id
Id 0
)
.
It is easily verified that all the assumptions for system (1.3) in this case are satisfied except that
these two definiteness conditions are different: it is only required that the inequality (1.7) holds for
all sufficiently large intervals [0, n] in our assumption (A1), but it is required that the inequality
(1.4) holds for all nontrivial intervals [c, d] in [18]. In fact, one can easily notice that it suffices
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to require that (1.4) holds for sufficiently small c and sufficiently large d if the whole-line is
considered, and (1.4) holds for sufficiently large d if the right half-line is considered when the
limiting processes are studied in [18]. It is noted that the transformation (1.11) contains a partial
left shift operator and almost all the results and definitions in [18] contain some partial shift
operators. So it is easily concluded that all the results in [18] hold for system (1.5λ). Some results
in the present paper can be derived from the relative results in [18] by using the transformation
(1.11). For completeness and an in-depth study, their detailed proofs will be given here if the
relative results in [18] were not proved.
Remark 1.4. It should be noted that the corresponding problems for system (1.5λ) discussed
here can be studied with similar arguments to those used in the present paper when the weighted
function W(t) is in a general form. The assumption (A2) is replaced by that Id − A(t) − λW21(t)
is invertible for all t ∈ [0,∞) and for all λ ∈ C. By Remark 1.2, W(t) is in the form of (1.6) for
the two very important models (1.9) and (1.10). So we only consider the special case where W(t)
is of the form (1.6) for simplicity.
It is evident that the forms of the continuous system (H) and the discrete system (1.5λ) are
different since there is a partial shift operator R in system (1.5λ). In addition, the rank of the
weighted function in system (1.5λ) in the present paper is not required to be constant. This is also
different from the assumption for the weighted function in the continuous case studied in [31],
where the rank of the weighted function is required to be constant. The difficulties in studying
the discrete Hamiltonian system (1.5λ) partially result from these two differences. In order to
overcome the difficulties, we will define a suitable Hilbert space, suitable maximal and minimal
operators corresponding to system (1.5λ), and a suitable Hamiltonian operator corresponding to
a certain boundary value problem; introduce a partial shift operator in some formulations; and
apply some other special techniques.
The rest of this paper is divided into seven sections. In Section 2, some fundamental properties
of solutions of system (1.5λ) and regular spectral problems are studied; suitable maximal and
minimal operators corresponding to system (1.5λ) are defined and their properties are discussed;
and several useful results about matrices and analytic functions are introduced. Section 3 constructs
matrix disks (called Weyl disks) for system (1.5λ) over finite intervals. These matrix disks are
nested and converge to a limiting matrix set. This limiting set plays an important role in the
discussion of square summable solutions of (1.5λ) and the defect index problem. In Section
4, precise relationships among the rank of the matrix radius of the limiting set, the number of
linearly independent square summable solutions, and asymptotic behavior of eigenvalues of the
matrix radius of the Weyl disks are obtained and thoroughly investigated. In Section 5, a precise
relationship between the defect indices and the number of linearly independent square summable
solutions is first studied. Based on this relationship, a classification of singular discrete linear
Hamiltonian systems is given in terms of the defect indices of the minimal operator. In addition,
the largest defect index problem is discussed and several equivalent conditions on the cases of
limit point and limit circle are obtained. Section 6 discusses some problems in the limit point case.
In this case, the limiting set contains only one element, denoted by M(λ) and called the Weyl
function, which plays a very important role in this and the next sections. Fundamental properties
of square summable solutions of system (1.5λ), properties of M(λ), relationships between M(λ)
and the spectral function, and the dependence of M(λ) on the left boundary data are investigated.
In addition, inhomogeneous boundary value problems are studied and the corresponding Green’s
function is given. Especially, four equivalent conditions on the limit point case are established. At
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the end of this section, the self-adjointness of the Hamiltonian operator corresponding to a certain
boundary value problem is proved. Finally, Section 7 studies the spectrum of the Hamiltonian
operator in the limit point case. A close relationship between the spectrum of the Hamiltonian
operator and the analyticity of the Weyl function M(λ) is established and the dependence of
various spectra on the left boundary data is investigated. In particular, some interesting separation
results for the spectrum are obtained in this section.
Remark 1.5. As a historical sidenote, most results presented in the present paper had already been
finished before August 2002 and were reported at the Satellite Conference of the International
Congress of Mathematicians (ICM 2002) on Bifurcation and Chaos, held at Kunming, Yunnan,
PR China, in August 2002. The paper was then submitted to a mathematical journal in October
2002. Unfortunately, it was being reviewed for more than one and a half years and eventually
rejected for some reasons. Later, the author separated it into four sequential papers and submitted
the first three to this journal. Now, the author accepts the kind recommendation of combining these
three papers and the fourth one into a single article given by the editors and one reviewer, for the
completeness of its presentation. Dr. Stephen Clark sent his paper [18] to the author via email on
September 2, 2004. Until that time, the author was unaware that he and his coauthor were also
studying the Weyl–Titchmarsh theory for discrete linear Hamiltonian systems with some results
published in 2004. Although our research work on this subject was finished independently of
Dr. Clark and his coauthor, their results were first published. Given this background, the present
new version was reconstructed and contains the following differences: some relative results in
[18] are introduced, a comparison between these two papers is given in this introduction section,
and a comparison between their and our classifications for singular discrete linear Hamiltonian
systems is described (see Remark 5.5).
2. Preliminaries
This section consists of four subsections. Section 2.1 studies some fundamental properties of
solutions of system (1.5λ), including Liouville’s formula. In Section 2.2, regular spectral problems
of system (1.5λ) over finite intervals are investigated and some fundamental spectral results are
obtained. In Section 2.3, the maximal and minimal operators corresponding to system (1.5λ) are
defined and studied. Finally, Section 2.4 collects several useful results about matrices and analytic
functions.
2.1. Fundamental properties of solutions
In this subsection, some fundamental properties of solutions of (1.5λ) are studied.
For any given λ ∈ C, (1.5λ) can be rewritten as
y1(t) = A(t)y1(t + 1) + (B(t) + λW2(t))y2(t),
y2(t) = (C(t) − λW1(t))y1(t + 1) − A∗(t)y2(t). (2.1)
So, by (A2), we get
y(t + 1) = S(t, λ)y(t), (2.2)
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where E(t) := (Id − A(t))−1,
S(t, λ) =
(
E E(B + λW2)
(C − λW1)E Id − A∗ + (C − λW1)E(B + λW2)
)
, (2.3)
and all the matrix-valued functions on the right-hand side of (2.3) are evaluated at t . In addition, it
can be directly derived from the first relation in (2.1) that every solution y(·, λ) of (1.5λ) satisfies
R(y)(t, λ) =
(
E(t) E(t) (B(t) + λW2(t))
0 Id
)
y(t, λ), (2.4)
which will be repeatedly used in the sequel.
The following result directly follows from (2.2) and (2.3).
Theorem 2.1. Assume (A2) holds. Then for any λ ∈ C, S(t, λ) satisfies
S∗(t, λ¯)JS(t, λ) = J, ∀t  0. (2.5)
Consequently, for any solution y(·, λ) of (1.5λ) and for any solution z(·, λ¯) of (1.5λ¯) there exists
a constant c such that
z∗(t, λ¯)Jy(t, λ) = c, ∀t  0. (2.6)
Remark 2.1. The result (2.6) in the special case of λ ∈ R is the same as that in [2, Theorem
3.19]. It follows from (2.5) that (2.2) is a symplectic system for any λ ∈ R. Some interesting
issues related to symplectic systems, such as disconjugacy, transformations, oscillations, and
eigenvalue problems, were studied in [6–8].
The following result can be regarded as Liouville’s formula for a discrete linear Hamiltonian
system.
Theorem 2.2 (Liouville’s Formula). Assume (A2) holds. Let (·, λ) be a fundamental solution
matrix of (1.5λ). Then, for all t  0,
det(t + 1, λ) = det(0, λ)
t∏
s=0
{(det(Id − A(s)))−1det(Id − A∗(s))},
det((t + 1, λ)∗(t + 1, λ)) = det((0, λ)∗(0, λ)),
|det(t, λ)| = |det(0, λ)|. (2.7)
Proof. It suffices to show that the first relation in (2.7) holds. From (2.3), we see that S(t, λ) can
be rewritten as
S(t, λ) =
(
E(t) 0
(C(t) − λW1(t))E(t) Id − A∗(t)
)(
Id B(t) + λW2(t)
0 Id
)
,
which implies that
det S(t, λ) = det E(t)det(Id − A∗(t)) = (det(Id − A(t)))−1det(Id − A∗(t)). (2.8)
In addition, it follows from (2.2) that
(t + 1, λ) = S(t, λ)(t, λ) = S(t, λ)S(t − 1, λ) · · · S(0, λ)(0, λ),
which, together with (2.8), yields the first relation in (2.7). This completes the proof. 
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For convenience, introduce the following natural difference operator corresponding to system
(1.5λ):
L(y)(t) :=Jy(t) − P(t)R(y)(t) (2.9)
for y ∈ l[0, n + 1] :={y = {y(t)}n+1t=0 ⊂ C2d}.
The following result plays an important role in the rest discussions of the paper.
Lemma 2.1 [54, Theorem 2.1]. For all x, y ∈ l[0, n + 1],
n∑
t=0
{R(x)∗(t)L(y)(t) −L(x)∗(t)R(y)(t)} = x∗(t)Jy(t)
∣∣∣∣∣
n+1
t=0
. (2.10)
As a direct conclusion of Lemma 2.1, we have
Lemma 2.2. Assume (A2) holds. For all λ,µ ∈ C, let y(·, λ) and z(·, µ) be any solutions of
(1.5λ) and (1.5µ), respectively. Then, for n  1,
(µ − λ¯)
n∑
t=0
R(y)∗(t, λ)W(t)R(z)(t, µ) = y∗(t, λ)J z(t, µ)
∣∣∣∣∣
n+1
t=0
.
2.2. Regular spectral problems
In this subsection, regular spectral problems for system (1.5λ) over finite intervals are studied
and some fundamental spectral results are obtained.
Consider the regular spectral problem of system (1.5λ) on the finite interval [0, n] with the
separated boundary conditions
αy(0) = 0, βy(n + 1) = 0, (2.11)
where α and β are d × 2d matrices that satisfy the following self-adjoint boundary conditions
(see [54, Definition 2.1]):
rank α = d, αα∗ = Id, αJα∗ = 0, (2.12)
rank β = d, ββ∗ = Id, βJβ∗ = 0, (2.13)
where the second relations in (2.12) and (2.13) are normalizations of α and β, respectively.
Lemma 2.3. Let α and β satisfy (2.12) and (2.13), respectively. Then y ∈ l[0, n + 1] satisfies
(2.11) if and only if there exists a unique vector ξ ∈ C2d such that
y(0) = Mξ, y(n + 1) = Nξ, (2.14)
where M = (−Jα∗, 0) and N = (0, Jβ∗). Moreover,
M∗JM = N∗JN = 0, rank
(
M
N
)
= 2d. (2.15)
Proof. The first result can be concluded by Lemma 2.1 in [54] and the second result, i.e., (2.15),
can be directly derived from (2.12) and (2.13). This completes the proof. 
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Lemma 2.4. Let α and β satisfy (2.12) and (2.13), respectively, and let (A1) and (A2) hold.
Then, for each n  n0 (specified in (A1)), all the eigenvalues of (1.5λ) and (2.11) are real and
the eigenfunctions y(t, λ) and y(t, µ)with respect to different eigenvalues λ andµ are orthogonal
in the sense that
〈y(·, λ), y(·, µ)〉n :=
n∑
t=0
R(y)∗(t, µ)W(t)R(y)(t, λ) = 0.
Proof. This result can be easily proved by Lemmas 2.1 and 2.3. So the details are omitted. 
Assume that (A2) holds on [0, n]. For each λ ∈ C, it follows from (2.2) that a general solution
of (1.5λ) can be written as
y(t, λ) = (t, λ)y(0, λ), (2.16)
where
(t, λ) :=S(t − 1, λ)S(t − 2, λ) · · · S(0, λ), t  1, (0, λ) :=I2d . (2.17)
It is evident that  is the canonical fundamental solution matrix of (1.5λ).
Theorem 2.3. Let all the assumptions in Lemma 2.4 hold. Then, for any given n  n0 (specified
in (A1)),
(i) λ is an eigenvalue of (1.5λ) and (2.11) if and only if
det((n + 1, λ)M − N) = 0; (2.18)
(ii) the problem (1.5λ) and (2.11) has only a finite number of eigenvalues. Suppose the number
of its eigenvalues (including multiplicities) is equal to rn. Then all the eigenvalues are real
and can be arranged in the non-decreasing order as
λ1(n)  λ2(n)  · · ·  λrn(n), (2.19)
and there exists an eigenfunction yj (t, n) with respect to each λj (n), 1  j  rn, which
are orthonormal in the sense that
〈yj (·, n), yk(·, n)〉n = δjk, 1  j, k  rn. (2.20)
Proof. We first show that (i) holds. It is known that λ is an eigenvalue of (1.5λ) and (2.11) if
and only if the problem (1.5λ) and (2.11) has a nontrivial solution. Then, by Lemma 2.3, λ is an
eigenvalue of (1.5λ) and (2.11) if and only if there exist a nontrivial solution y(·, λ) of (1.5λ) and
a vector ξ ∈ C2d with ξ /= 0 such that y(0, λ) = Mξ and y(n + 1, λ) = Nξ . It then follows from
(2.16) that
Nξ = (n + 1, λ)Mξ.
So the homogeneous linear algebraic system
((n + 1, λ)M − N)ξ = 0
has a nonzero solution. Obviously, the reverse is also true. So (i) has been proved.
We now turn to (ii). Suppose n  n0. From (2.3), all the entries of S(t, λ) are polynomials of
order at most 2 in λ for any fixed t ∈ [0, n]. Then, from (2.17) it follows that det((n + 1, λ)M −
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N) is also a polynomial of order at most 4d(n + 1) in λ. Hence, (2.18) has at most 4d(n + 1)
roots. By (i), these roots are exactly eigenvalues of the problem (1.5λ) and (2.11) and obviously
dependent on n. So the problem (1.5λ) and (2.11) has a finite number of eigenvalues. Suppose that
it has exactly rn eigenvalues, {λj (n)}rnj=1, including multiplicities. By Lemma 2.2, {λj (n)}rnj=1 are
real and can be arranged in the non-decreasing order as shown in (2.19).
If λi(n) /= λj (n), the corresponding eigenfunctions yi(t, n) and yj (t, n) are orthogonal by
Lemma 2.4. Obviously, they can be normalized by taking yi(t, n)/‖yi(·, n)‖n, where
‖y‖n := (〈y(·), y(·)〉n)1/2.
Suppose that λj (n) is an eigenvalue of multiplicity dj . Set
Vj = {ξ ∈ C2d : ((n + 1, λj (n))M − N)ξ = 0}.
Then Vj is a subspace of C2d with dimVj = dj , and λj (n) exactly appears dj times in (2.19), say
λk(n), k = k′ + 1, . . . , k′ + dj .
In order to show that there exist orthonormal eigenfunctions yj (t, n) with respect to λj (n), 1 
j  rn, it suffices to show that there exists a basis {ξk}k
′+dj
k=k′+1 of Vj such that
yk(t, n) = (t, λj (n))Mξk, k = k′ + 1, . . . , k′ + dj ,
are mutually orthonormal. A process of orthogonalization is applied. By settinguk(n)= yk(0, n)=
Mξk and yk(t, n) = (t, λj (n))uk(n), (2.20) is equivalent to
u∗r (n)K(n, λj (n))us(n) = δrs, k′ + 1  r, s  k′ + dj , (2.21)
where
K(t, λ) =
t∑
m=0
R()∗(m, λ)W(s)R()(m, λ),
and R()(t, λ) denotes the partial right shift operator R acting on the first d rows of the matrix
(t, λ) with respect to the variable t . By referring to the definiteness condition (A1) and the
non-singularity of (t, λj (n)), it can be concluded that K(n, λj (n)) > 0. On the other hand, the
space
V˜j = {u : u = Mξ, ξ ∈ Vj }
has the same dimension dj as Vj since Mξ = Nξ = 0 always imply ξ = 0 by using (2.15) in
Lemma 2.3. Now, consider the space
V̂j = {v : v = (K(n, λj (n)))1/2u, u ∈ V˜j }.
Since K(n, λj (n)) is non-singular, V̂j is also of dimension dj and has an orthonormal basis
{vr}k
′+dj
r=k′+1, i.e., v
∗
r vs = δrs for k′ + 1  r, s  k′ + dj . This implies that V˜j has a basis,
ur = (K(n, λj (n)))−1/2vr , k′ + 1  r  k′ + dj ,
satisfying (2.21). Therefore, the orthonormal relation (2.20) holds. This completes the proof. 
Remark 2.2. Here, some fundamental spectral results of (1.5λ) and (2.11) have been presented,
which will be useful in the subsequent discussions. More results for the special system (1.9) can
be found in [54].
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2.3. Maximal and minimal operators
In this subsection, we first introduce a Hilbert space l2W [0,∞), then define maximal and
minimal operators corresponding to system (1.5λ), and finally show that the minimal operator
H0 is symmetric, the maximal operator H is densely defined, and the adjoint operator H ∗0 of H0
is H .
Denote the domain, the range, and the kernel of an operator T by D(T ),RanT , and KerT ,
respectively. Some concepts for linear operators in Hilbert spaces are first introduced.
Definition 2.1 [60]. Let X be a Hilbert space with inner product 〈·, ·〉 and let T : D(T ) ⊂ X → X
be a linear operator.
(i) T is said to be densely defined if D(T ) is dense.
(ii) T is said to be Hermitian if it is formally self-adjoint, i.e., 〈Tf, g〉 = 〈f, T g〉, ∀f, g ∈ D(T ).
(iii) T is said to be symmetric if it is Hermitian and densely defined.
(iv) Let T be a densely defined linear operator. The adjoint operator T ∗ of T is defined as
D(T ∗) = {g ∈ X : the functional f → 〈g, Tf 〉 is continuous on D(T )} and 〈T ∗g, f 〉 =
〈g, Tf 〉 for all f ∈ D(T ), g ∈ D(T ∗).
(v) For given λ ∈ C, the subspace Ran(λ¯ − T )⊥ is called the defect space of T and λ, and
d(λ) = dim Ran(λ¯ − T )⊥ is called the defect index of T and λ.
If T is Hermitian, then d(λ) is constant in the upper and lower half planes, respectively. Denote
d+ = d(i) and d− = d(−i). Then d+ and d− are called the positive and negative defect indices of
T , respectively. Further, if T is densely defined, then RanT ⊕ KerT ∗ = X. Hence, if T is symmet-
ric, then Ran(λ¯ − T )⊥ = Ker(λ − T ∗). It follows that, for the symmetric operator T ,Ran(−i −
T )⊥ = Ker(i − T ∗),Ran(i − T )⊥ = Ker(i + T ∗), which imply that d+ = dimKer(i − T ∗),
d− = dimKer(i + T ∗).
We now introduce the following spaces. Let
l[0,∞) :={y : y = {y(t)}∞t=0 ⊂ C2d}
and let
l2W [0,∞) :=
{
y ∈ l[0,∞) :
∞∑
t=0
R(y)∗(t)W(t)R(y)(t) < ∞
}
with inner product
〈y, z〉 :=
∞∑
t=0
R(z)∗(t)W(t)R(y)(t),
where the weighted function W(t) is a 2d × 2d nonnegative Hermitian matrix. Let
l2W [0, n + 1] :={y : y ∈ l[0, n + 1]}
with inner product 〈·, ·〉n defined as in Lemma 2.4, that is,
〈y, z〉n :=
n∑
t=0
R(z)∗(t)W(t)R(y)(t).
Denote ‖y‖W = (〈y, y〉)1/2 for y ∈ l2W [0,∞) and ‖y‖n = (〈y, y〉n)1/2 for y ∈ l2W [0, n + 1].
Since W may be singular, the inner products for l2W [0,∞) and l2W [0, n + 1] may not be positive.
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So we have to introduce the following quotient spaces. For y, z ∈ l2W [0,∞), y is said to be equal to
z if ‖y − z‖W = 0. In this sense, l2W [0,∞) is an inner product space with the inner product 〈·, ·〉.
Similarly, for y, z ∈ l2W [0, n + 1], y is said to be equal to z if ‖y − z‖n = 0 and thus l2W [0, n + 1]
is an inner product space with the inner product 〈·, ·〉n.
It is well known that l2[0,∞) is a Hilbert space, where
l2[0,∞) :=
{
f ∈ l[0,∞) :
∞∑
t=0
f ∗(t)f (t) < ∞
}
with inner product 〈f, g〉 = ∑∞t=0 g∗(t)f (t). The norm of a vector in l2[0,∞) is simply denoted
by ‖·‖.
Lemma 2.5. l2W [0,∞) is a Hilbert space with inner product 〈·, ·〉 and l2W [0, n + 1] is a Hilbert
space with inner product 〈·, ·〉n. Furthermore, dim l2W [0, n + 1] =
∑n
t=0 rank W(t).
Proof. We only show that l2W [0,∞) is complete. The proof for l2W [0, n + 1] is similar.
We first consider the simple case of W(t) = W˜ (t) = diag{W0(t), 0}, where W0(t) > 0 is an
r(t) × r(t) matrix for t ∈ [0,∞) and 0  r(t)  2d . For convenience, set
W˜±1/2(t) =
(
W
±1/2
0 (t) 0
0 0
)
,
y(t) = (yT1 (t), yT2 (t))T with yj (t) ∈ Cd , j = 1, 2, and y(t) = (y(1)T(t), y(2)T(t))T with y(1)(t) ∈
Cr(t) and y(2)(t) ∈ C2d−r(t). Introduce the following partial left shift operator:
L(y)(t) :=(yT1 (t − 1), yT2 (t))T, y1(−1) :=0, t ∈ [0,∞)
for y ∈ l2W [0,∞). Then L is the inverse of R since
R(L(y))(t) = y(t), L(R(y))(t) = y(t), t ∈ [0,∞).
Suppose that {fn} is a fundamental sequence of l2W˜ [0,∞), that is, for each ε > 0, there exists
N ∈ N such that ‖fn − fm‖W˜ < ε, ∀n,m  N . Let
gn(t) = W˜ 1/2(t)R(fn)(t), n  1. (2.22)
Then gn ∈ l2[0,∞) and ‖gn − gm‖ = ‖fn − fm‖W˜ . So {gn} is a fundamental sequence of
l2[0,∞). By the completeness of l2[0,∞), there exists g ∈ l2[0,∞) such that ‖gn − g‖ → 0 as
n → ∞. Set
f (t) = L(W˜−1/2g)(t). (2.23)
It can be easily verified that f ∈ l2
W˜
[0,∞). We now show that fn converges to f in l2W˜ [0,∞).
It follows from (2.22) that g(2)n (t) = 0 for all n  0 and t  0. Hence, g(2)(t) = 0 for t  0 and
consequently
diag{Ir(t), 0}g(t) = g(t). (2.24)
It then follows from (2.22), (2.23), and (2.24) that
R(fn − f )∗(t)W˜ (t)R(fn − f )(t)
=
(
W˜ 1/2R(fn)(t) − W˜ 1/2R(f )(t)
)∗ (
W˜ 1/2R(fn)(t) − W˜ 1/2R(f )(t)
)
= (gn(t) − diag{Ir(t), 0}g(t))∗(gn(t) − diag{Ir(t), 0}g(t))
= (gn(t) − g(t))∗(gn(t) − g(t)),
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which implies that ‖fn − f ‖W˜ = ‖gn − g‖ and consequently fn → f in l2W˜ [0,∞) as n → ∞.
Therefore, l2
W˜
[0,∞) is complete.
We now turn to consider the general case. Suppose that rank W(t) = r(t), t  0. Since W(t)
is nonnegative, there exists a unitary matrix U(t) such that
U∗(t)W(t)U(t) = diag{W0(t), 0} =: W˜ (t), t  0,
where W0(t) is an r(t) × r(t) positive definite matrix for t ∈ [0,∞). Suppose that {fn} is a
fundamental sequence of l2W [0,∞) and let hn(t) = L(U∗R(fn))(t). Then hn ∈ l2W˜ [0,∞) and
‖hn − hm‖W˜ = ‖fn − fm‖W . So {hn} is a fundamental sequence of l2W˜ [0,∞). Based on the above
discussion for the simple case, there exists h ∈ l2
W˜
[0,∞) such that hn → h in l2W˜ [0,∞) as n →
∞. Further, letting f (t) = L(UR(h))(t), one has f ∈ l2W [0,∞) and ‖fn − f ‖W = ‖hn − h‖W˜ .
Therefore, fn → f in l2W [0,∞) as n → ∞ and consequently l2W [0,∞) is a Hilbert space.
Finally, we calculate the dimension of l2W [0, n + 1]. It is evident thaty = 0 fory ∈ l2W [0, n + 1]
if and only if
‖y‖2n =
n∑
t=0
R(y)∗(t)W(t)R(y)(t) = 0,
which is equivalent to W(t)R(y)(t) = 0, ∀t ∈ [0, n], i.e., W˜ (t)U∗(t)R(y)(t) = 0, ∀t ∈ [0, n].
Hence, U(t)R(y)(t) has exactly r(t) components taking effect on the inner product. Since U(t)
is non-singular, it follows that:
dim l2W [0, n + 1] =
n∑
t=0
r(t).
This completes the proof. 
We now define the maximal and minimal operators corresponding to system (1.5λ) and discuss
their properties. The maximal and minimal operators over [0,∞) are denoted by H and H0,
respectively. They are defined by
D(H) := {y ∈ l2W [0,∞) : there exists f ∈ l2W [0,∞) such that
(Ly)(t) = W(t)R(f )(t), t ∈ [0,∞)},
Hy := f, (2.25)
D(H0) := {y ∈ D(H) : there exists n ∈ N such that
y(0) = y(t) = 0 for all t  n + 1},
H0y := Hy. (2.26)
The maximal and minimal operators over the finite interval [0, n + 1] are denoted by Hn and Hn0 ,
respectively. They are defined by
D(Hn) := {y ∈ l2W [0, n + 1] : there exists f ∈ l2W [0, n + 1] such that
(Ly)(t) = W(t)R(f )(t), t ∈ [0, n]},
Hny := f,
D(Hn0 ) := {y ∈ D(Hn) : y(0) = y(n + 1) = 0},
Hn0 y := Hny.
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It is clear that
H0 ⊂ H, Hn0 ⊂ Hn.
Lemma 2.6. H0 and Hn0 are Hermitian.
Proof. We only show that H0 is Hermitian. The proof for Hn0 is similar.
For any given y, z ∈ D(H0), there exists n ∈ N such that
y(0) = z(0) = 0, y(t) = z(t) = 0 for all t  n + 1, (2.27)
and there exist f, g ∈ l2W [0,∞) such that H0y = f and H0z = g, that is,
(Ly)(t) = W(t)R(f )(t), (Lz)(t) = W(t)R(g)(t), t ∈ [0,∞).
Then it follows from Lemma 2.1 and (2.27) that
〈H0y, z〉 − 〈y,H0z〉 = 〈f, z〉 − 〈y, g〉
=
∞∑
t=0
{R(z)∗(t)W(t)R(f )(t) − R(g)∗(t)W(t)R(y)(t)}
=
∞∑
t=0
{R(z)∗(t)(Ly)(t) − (Lz)∗(t)R(y)(t)}
= lim
t→∞ z
∗(t + 1)Jy(t + 1) − z∗(0)Jy(0) = 0.
Hence, 〈H0y, z〉 = 〈y,H0z〉, which implies that H0 is Hermitian. This completes the proof. 
Lemma 2.7. 〈Hn0 y, z〉n = 〈y,Hnz〉n for all y ∈ D(Hn0 ) and for all z ∈ D(Hn), and 〈H0y, z〉 =〈y,Hz〉 for all y ∈ D(H0) and for all z ∈ D(H).
Proof. The proof is similar to that of Lemma 2.6. So the details are omitted. 
Lemma 2.8. Let (A2) hold. Then Ran(Hn0 ) = Ker(Hn)⊥.
Proof. We first show that Ran(Hn0 ) ⊂ Ker(Hn)⊥. For any given f ∈ Ran(Hn0 ), there exists
y ∈ D(Hn0 ) such that Hn0 y = f . For each z ∈ Ker(Hn), it follows from Lemma 2.7 that
〈f, z〉n = 〈Hn0 y, z〉n = 〈y,Hnz〉n = 〈y, 0〉n = 0, which implies that f ∈ Ker(Hn)⊥ and so
Ran(Hn0 ) ⊂ Ker(Hn)⊥.
We now prove the reverse inclusion. For any given f ∈ Ker(Hn)⊥, one has 〈f, z〉n = 0 for all
z ∈ Ker(Hn). Consider the following initial value problem:
Jy(t) = P(t)R(y)(t) + W(t)R(f )(t), t ∈ [0, n],
y(0) = 0.
By (A2), the above problem has a unique solution y on [0, n + 1]. We next show that y(n +
1) = 0, so that y ∈ D(Hn0 ) and then f = Hn0 y ∈ Ran(Hn0 ). To do so, suppose that (t) =
(ψ1, ψ2, . . . , ψ2d)(t) is the fundamental solution matrix of the homogeneous system
Jx(t) = P(t)R(x)(t), t ∈ [0, n],
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satisfying (n + 1) = J . It is clear that ψj ∈ Ker(Hn) for 1  j  2d. Then, by Lemma 2.1,
for 1  j  2d,
0 = 〈f,ψj 〉n =
n∑
t=0
R(ψj )
∗(t)W(t)R(f )(t)
=
n∑
t=0
R(ψj )
∗(t)(Ly)(t) =
n∑
t=0
{R(ψj )∗(t)(Ly)(t) − (Lψj )∗(t)R(y)(t)}
= ψ∗j (n + 1)Jy(n + 1) − ψ∗j (0)Jy(0) = ψ∗j (n + 1)Jy(n + 1).
It follows that∗(n + 1)Jy(n + 1) = y(n + 1) = 0. Therefore, Ker(Hn)⊥ ⊂ Ran(Hn0 ) and the
proof is complete. 
Theorem 2.4. Let (A2) hold. Then H0 is symmetric and H is densely defined.
Proof. By Lemma 2.6 and by the fact that H0 ⊂ H , it suffices to show that D(H0) is dense in
l2W [0,∞). So it is only needed to show D(H0)⊥ = {0}.
Suppose f ∈ D(H0)⊥. It is clear that D(Hn0 ) ⊂ D(H0) for all n  1 in the sense that all the
functions of D(Hn0 ) are considered to have been extended by zero on to [0,∞). Then, for all
n  1 and for all z ∈ D(Hn0 ), 〈f, z〉n = 〈f, z〉 = 0. Set Hn0 (z)(t) = g(t), t ∈ [0, n + 1]. Let y
be any solution of the system
Jy(t) = P(t)R(y)(t) + W(t)R(f )(t), t ∈ [0, n].
By Lemma 2.1, we get
〈y, g〉n − 〈f, z〉n
=
n∑
t=0
{R(g)∗(t)W(t)R(y)(t) − R(z)∗(t)W(t)R(f )(t)}
=
n∑
t=0
{(Lz)∗(t)R(y)(t) − R(z)∗(t)(Ly)(t)}
= −z∗(n + 1)Jy(n + 1) + z∗(0)Jy(0) = 0.
It follows that 〈y, g〉n = 〈f, z〉n = 0. This implies that y ∈ Ran(Hn0 )⊥ = Ker(Hn) by Lemma
2.8. Hence, Hny = 0 and consequently f |[0,n+1] = 0 in l2W [0, n + 1] (i.e., ‖f ‖n = 0). Since n
can be any positive integer, it follows that f = 0 in l2W [0,∞). Therefore, D(H0)⊥ = {0}. This
completes the proof. 
Theorem 2.5. Let (A2) hold. Then H ∗0 = H.
Proof. It suffices to show D(H ∗0 ) = D(H) and H ∗0 y = Hy for all y ∈ D(H ∗0 ). For any given
y ∈ D(H), 〈y,H0z〉 = 〈Hy, z〉 for all z ∈ D(H0) by Lemma 2.7. This implies that the functional
〈y,H0(·)〉 is continuous on D(H0). Then y ∈ D(H ∗0 ) by (iv) in Definition 2.1 and consequently,
D(H) ⊂ D(H ∗0 ). We now show D(H ∗0 ) ⊂ D(H). For any given y ∈ D(H ∗0 ), y and g :=H ∗0 y
are all in l2W [0,∞). Suppose that x is a solution of the system
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Jx(t) = P(t)R(x)(t) + W(t)R(g)(t). (2.28)
For each z ∈ D(H0), there exists n  1 such that z(0) = z(t) = 0 for all t  n + 1. Then
z|[0,n+1] ∈ D(Hn0 ). It follows from Lemma 2.7 that 〈g, z〉 = 〈g, z〉n = 〈Hnx, z〉n = 〈x,Hn0 z〉n =〈x,H0z〉. This implies that 〈y − x,H0z〉 = 〈y,H0z〉 − 〈x,H0z〉 = 〈H ∗0 y, z〉 − 〈g, z〉 = 0.
Moreover, 〈y − x,Hn0 z〉n = 〈y − x,H0z〉 = 0. Then (y − x)|[0,n+1] ∈ Ran(Hn0 )⊥. By Lemma
2.8, it follows that (y − x)|[0,n+1] ∈ Ker(Hn) and consequently, Hn(y − x) = 0; that is,
L(y − x)(t) = 0, t ∈ [0, n]. This, together with (2.28), implies that
Jy(t) − P(t)R(y)(t) = Jx(t) − P(t)R(x)(t) = W(t)R(g)(t), t ∈ [0, n].
Since n  1 may be chosen arbitrarily large and y, g ∈ l2W [0,∞), it follows that y ∈ D(H) and
Hy = g = H ∗0 y. Hence, D(H ∗0 ) ⊂ D(H) and consequently, D(H ∗0 ) = D(H) and H ∗0 y = Hy
for all y ∈ D(H ∗0 ). This completes the proof. 
2.4. Several results about matrices and analytic functions
In this subsection, we introduce several results about matrices and analytic functions, which
will be used in the subsequent discussions.
Let A and B be d × d Hermitian matrices. Denote A  B if B − A  0.
Definition 2.2. Let {An} be a d × d Hermitian matrix sequence.
(i) {An} is said to be bounded from below (above) if there exists a d × d Hermitian matrix C
such that An  C( C) for all n  1. Every C of this kind is called a lower (above) bound
of {An}.
(ii) {An} is said to be non-increasing (non-decreasing) if An  An+1( An+1) for all n  1.
Lemma 2.9. If A and B are d × d positive definite matrices and A  B, then B−1  A−1.
Lemma 2.10. Let {An} be a d × d Hermitian matrix sequence. If {An} is non-increasing (non-
decreasing) and bounded from below (above), then it converges to a Hermitian matrix.
Lemma 2.11 [39, Theorem 5.3]. Let A and B be m × d and d × n matrices and let rank A =
r1, rank B = r2. Then, max{rank (AUB) : U∗U = Id, U ∈ Cd×d} = min{r1, r2}.
Lemma 2.12. Let A be an m × n matrix and B be an n × d matrix. Then
(i) ‖AB‖  ‖A‖‖B‖ and ‖AB‖1  ‖A‖1‖B‖1;
(ii) ‖A‖1  ‖A‖  n1/2‖A‖1 in the case of m = n, where
‖A‖ =
 m∑
i=1
n∑
j=1
|aij |2
1/2 , ‖A‖1 = sup
‖ξ‖=1
‖Aξ‖,
and ‖ξ‖ = (∑nj=1 |ξj |2)1/2 for ξ = (ξ1, . . . , ξd) ∈ Cn.
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It is well known that a monotone scalar-valued function has at most countably many discon-
tinuous points. This is so for matrix-valued functions.
Lemma 2.13. If A(t) is a non-decreasing (non-increasing) matrix-valued function in (a, b), then
its discontinuous points in (a, b) are at most countable.
The following lemma will be useful in studying the analyticity of the Weyl function M(λ) in
Section 6.
Lemma 2.14. Assume that {fn(z)} is a uniformly bounded sequence of analytic functions on a
compact set K in C. If limn→∞ fn(z) = f (z) for all z ∈ K, then f (z) is analytic on K.
3. Weyl disks and their limiting set
In this section, we first construct matrix disks for system (1.5λ) over finite intervals. These
matrix disks are called Weyl disks [18] and they are nested and converge to a limiting set. This
limiting set will play an important role in the discussions of square summable solutions of (1.5λ).
Suppose that θ(t, λ) and φ(t, λ) are 2d × d matrix-valued solutions of (1.5λ) satisfying
θ(0, λ) = α∗, φ(0, λ) = Jα∗,
where α satisfies (2.12). It follows from (2.12) that
αθ(0, λ) = Id, αφ(0, λ) = 0. (3.1)
Set
Y (t, λ) := (θ, φ)(t, λ). (3.2)
Then
Y (0, λ) = (α∗, Jα∗) =: . (3.3)
It follows from (2.12) that  is symplectic and unitary; that is,
∗J = J, ∗ = I2d . (3.4)
Therefore, Y (·, λ) is a fundamental solution matrix of (1.5λ) and satisfies, by Theorem 2.1 and
from (3.4), that
Y ∗(t, λ¯)JY (t, λ) = J, t  0, (3.5)
which implies that
Y (t, λ)JY ∗(t, λ¯) = J, t  0. (3.6)
Lemma 3.1. Let α and β satisfy (2.12) and (2.13), respectively. Then λ is an eigenvalue of
the problem (1.5λ) and (2.11) if and only if det(βφ(n + 1, λ)) = 0. Furthermore, y(t, λ) is an
eigenfunction with respect to λ if and only if there exists ξ ∈ Cd such that y(t, λ) = φ(t, λ)ξ,
where ξ is a nonzero solution of the homogeneous linear algebraic system
βφ(n + 1, λ)ξ = 0. (3.7)
Proof. Let λ be an eigenvalue of (1.5λ) and (2.11) with y(t, λ) being an eigenfunction. Then there
exists a unique vector η ∈ C2d with η /= 0 such that y(t, λ) = Y (t, λ)η. Let η = (ηT1 , ξT)T, where
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η1, ξ ∈ Cd . From the first relation in (2.11), it follows that αY(0, λ)η = 0 which, together with
(3.1), implies thatη1 = 0. So, y(t, λ) = φ(t, λ)ξ . From the second relation in (2.11), (3.7) follows.
Since η /= 0, ξ is a nonzero solution of system (3.7) and consequently, det(βφ(n + 1, λ)) = 0.
Conversely, if λ is a root of det(βφ(n + 1, λ)) = 0, then system (3.7) has a nonzero solution.
Let ξ be any nonzero solution of (3.7) and let y(t, λ) = φ(t, λ)ξ. From (3.1) and (3.7), y(t, λ)
satisfies (2.11). Further, by referring to rank φ(0, λ) = d, y(·, λ) is a nontrivial solution of (1.5λ)
and (2.11). Therefore, λ is an eigenvalue of (1.5λ) and (2.11) with y(t, λ) being an eigenfunction.
This completes the proof. 
Remark 3.1. The first result of Lemma 3.1 is the same as [18, Lemma 2.8].
Now, we introduce the following function:
χ(t, λ, n) :=Y (t, λ)
(
Id
M(λ, n)
)
, (3.8)
where M(λ, n) is a d × d matrix such that βχ(n + 1, λ, n) = 0, that is,
βθ(n + 1, λ) + βφ(n + 1, λ)M(λ, n) = 0. (3.9)
By Lemma 3.1, if λ ∈ C is not an eigenvalue of (1.5λ) and (2.11), then βφ(n + 1, λ) is invertible
and it follows from (3.9) that
M(λ, n) = −(βφ(n + 1, λ))−1βθ(n + 1, λ). (3.10)
It is noted that there are partial right shift operators in [18, Definition 2.9]. So these two definitions
of the matrix M are equivalent under transformation (1.11).
Lemma 3.2. Let α satisfy (2.12). Then, for any given n  n0 (specified in (A1)),
(i) M(λ, n) is analytic on the upper and lower half-planes and at all the non-eigenvalues of
(1.5λ) and (2.11) on the real axis;
(ii) for all λ with Im λ /= 0,
M∗(λ¯, n) = M(λ, n) (3.11)
and
Im M(λ, n) := M(λ, n) − M
∗(λ, n)
2i
≷ 0 for Im λ≷ 0. (3.12)
Proof. φ(n + 1, λ) and θ(n + 1, λ) are analytic on the whole plane C since their entries are
polynomials inλ. By Lemma 3.1,βφ(n + 1, λ) is invertible at all the points that are not eigenvalues
of (1.5λ) and (2.11). Then M(λ, n) is analytic at all the non-eigenvalues of (1.5λ) and (2.11). Since
all the eigenvalues of (1.5λ) and (2.11) are real by Theorem 2.3, (i) follows.
The result (ii) is the same as [18, Lemma 2.14]. So its proof is omitted. This completes the
proof. 
Lemma 3.3 [18, Lemma 2.13]. Let Im λ /= 0. If β satisfies (2.13) and χ(t, λ, n) satisfies
βχ(n + 1, λ, n) = 0, (3.13)
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then
χ∗(n + 1, λ, n)Jχ(n + 1, λ, n) = 0. (3.14)
Conversely, if χ(t, λ, n) satisfies (3.14) for some d × d matrix M, then there exists a d × 2d
matrix β satisfying (2.13) such that (3.13) holds.
Set
C(M, n) := ∓ i(Id,M∗)Y ∗(n + 1, λ)JY (n + 1, λ)
(
Id
M
)
,
where “+” holds when Im λ < 0 and “−” holds when Im λ > 0. By the definition of χ , it is clear
that
C(M(λ, n), n) = ∓iχ∗(n + 1, λ, n)Jχ(n + 1, λ, n).
Hence, it follows from Lemma 3.3 that M satisfies the matrix equation
C(M, n) = 0 (3.15)
if and only if there exists a d × 2d matrix β satisfying (2.13) such that (3.13) holds and conse-
quently (3.10) holds. Let
F(n, λ) := ∓ iY ∗(n + 1, λ)JY (n + 1, λ). (3.16)
Then F(n, λ) is a 2d × 2d Hermitian matrix and
C(M, n) = (Id,M∗)F (n, λ)
(
Id
M
)
. (3.17)
For convenience, F(n, λ) is blocked as
F(n, λ) :=
(
F11 F12
F ∗12 F22
)
(n, λ), (3.18)
where Fjk(n, λ) are d × d matrices, j, k = 1, 2. Then Eq. (3.15) can be rewritten as
M∗F22(n, λ)M + F12(n, λ)M + M∗F ∗12(n, λ) + F11(n, λ) = 0. (3.19)
By Lemma 2.2 and from (3.3) and (3.4), we have
Y ∗(n + 1, λ)JY (n + 1, λ) = J + 2i Im λ
n∑
t=0
R(Y )∗(t, λ)W(t)R(Y )(t, λ),
which, together with (3.16), implies that
F(n, λ) =
{−iJ + 2Im λ∑nt=0 R(Y )∗(t, λ)W(t)R(Y )(t, λ), if Im λ > 0,
iJ − 2Im λ∑nt=0 R(Y )∗(t, λ)W(t)R(Y )(t, λ), if Im λ < 0. (3.20)
Theorem 3.1. The matrix sets C(M, n)  0 are closed, convex, and nested in the sense that if
M satisfies C(M, n + 1)  0, then M satisfies C(M, n)  0.
Proof. The proof is simple by using (3.20) (or see the discussion in [18, p. 164]). So the details
are omitted. 
As a consequence of Theorem 3.1, the intersection of the matrix sets C(M, n)  0 is a limiting
set that is nonempty, closed, and convex (see [18, p. 164]). Now, we carefully study the properties
of F(n, λ), which will be very important in Section 4 to obtain precise relationships among the
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rank of the matrix radius of the limiting set, asymptotic behavior of eigenvalues of the Weyl disks,
and the number of linearly independent square summable solutions of system (1.5λ).
Here, from (3.16), (3.18), and (3.20), we have
F11(n, λ)= ∓iθ∗(n + 1, λ)J θ(n + 1, λ)
= ±2Im λ
n∑
t=0
R(θ)∗(t, λ)W(t)R(θ)(t, λ),
F22(n, λ)= ∓iφ∗(n + 1, λ)Jφ(n + 1, λ) (3.21)
= ±2Im λ
n∑
t=0
R(φ)∗(t, λ)W(t)R(φ)(t, λ),
F12(n, λ)= ∓iθ∗(n + 1, λ)Jφ(n + 1, λ)
= ±iId ± 2Im λ
n∑
t=0
R(θ)∗(t, λ)W(t)R(φ)(t, λ).
The following results can be directly derived from (3.21) under condition (A1).
Proposition 3.1. For any given λ with Im λ /= 0, F11(n, λ) > 0 and F22(n, λ) > 0 for n  n0.
Furthermore, F11(n, λ) and F22(n, λ) are non-decreasing with respect to n.
By Proposition 3.1, Eq. (3.19) can be written as(
M + F−122 (n, λ)F ∗12(n, λ)
)∗
F22(n, λ)
(
M + F−122 (n, λ)F ∗12(n, λ)
)
−
(
F12F
−1
22 F
∗
12 − F11
)
(n, λ) = 0. (3.22)
Proposition 3.2. For any given λ with Im λ /= 0, (F12F−122 F ∗12 − F11)(n, λ) = F−122 (n, λ¯) > 0.
Proof. From (3.5), (3.6), and (3.16), we have
F(n, λ)JF (n, λ¯) = Y ∗(n + 1, λ)JY (n + 1, λ)JY ∗(n + 1, λ¯)JY (n + 1, λ¯) = −J.
Further, from the above relation and (3.18), it follows that
F22(n, λ)F12(n, λ¯) − F ∗12(n, λ)F22(n, λ¯)= 0,
F12(n, λ)F12(n, λ¯) − F11(n, λ)F22(n, λ¯)= Id,
which imply that
F−122 (n, λ)F
∗
12(n, λ) = F12(n, λ¯)F−122 (n, λ¯),
F12(n, λ)F12(n, λ¯) = Id + F11(n, λ)F22(n, λ¯).
Consequently,
(F12F
−1
22 F
∗
12 − F11)(n, λ)= F12(n, λ)F12(n, λ¯)F−122 (n, λ¯) − F11(n, λ)
= (Id + F11(n, λ)F22(n, λ¯))F−122 (n, λ¯) − F11(n, λ)
= F−122 (n, λ¯).
This completes the proof. 
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Let
C(n, λ) := − F−122 (n, λ)F ∗12(n, λ), R(n, λ) :=F−1/222 (n, λ). (3.23)
Then, by Proposition 3.2, Eq. (3.15), i.e., (3.22), can be rewritten as
(M − C(n, λ))∗R−2(n, λ)(M − C(n, λ)) − R2(n, λ¯) = 0, (3.24)
which can also be rewritten as
{R−1(n, λ)(M − C(n, λ))R−1(n, λ¯)}∗{R−1(n, λ)(M − C(n, λ))R−1(n, λ¯)} = Id .
(3.25)
Remark 3.2. It is noted that Eq. (3.24) is a classical circle equation in the case of d = 1. So we
call Eq. (3.24) (i.e., (3.15)) a Weyl circle equation and call the matrix set C(M, n)  0 a Weyl
disk (see [18, Definition 2.11]).
By setting U = R−1(n, λ)(M − C(n, λ))R−1(n, λ¯), Eq. (3.25) is equivalent to U∗U = Id .
So U is unitary and consequently the following results can be derived.
Proposition 3.3. The Weyl circle equation (3.24) (i.e., (3.15)) can be rewritten as
En(λ) : M = C(n, λ) + R(n, λ)UR(n, λ¯) (3.26)
and the Weyl disk C(M, n)  0 can be rewritten as
En(λ) : M = C(n, λ) + R(n, λ)VR(n, λ¯), (3.27)
where U is any matrix on the unit matrix circle D = {U : U ∈ Cd×d is a unitary matrix} and
V is any matrix on the unit matrix disk D = {V : V ∈ Cd×d satisfies V ∗V  Id}.
Definition 3.1. The matrix C(n, λ) is called the center and the matrices R(n, λ) and R(n, λ¯) are
called the matrix radii of the Weyl circle (3.26) and the Weyl disk (3.27).
By Proposition 3.1 and Lemma 2.9, {R(n, λ)} is a sequence of non-increasing positive definite
matrices. The following result is directly derived from Lemma 2.10.
Proposition 3.4. For any given λ with Im λ /= 0, {R(n, λ)} converges and R0(λ) := limn→∞
R(n, λ)  0.
In order to show that {C(n, λ)} converges, we first prove the following result.
Lemma 3.4. For any given λ with Im λ /= 0 and n > m  n0, there exists V0 ∈ D such that
C(n, λ) − C(m, λ) = R(m, λ)V0R(m, λ¯) − R(n, λ)V0R(n, λ¯). (3.28)
Proof. For any given λ with Im λ /= 0 and n > m  n0, by Theorem 3.1 and Proposition 3.3 and
by referring to the invertibility of R(m, λ) and R(m, λ¯), for each V ∈ D there exists a unique
matrix V˜ ∈ D such that
M = C(n, λ) + R(n, λ)VR(n, λ¯) = C(m, λ) + R(m, λ)V˜R(m, λ¯). (3.29)
This well defines the operator T : D → D, T (V ) = V˜ .
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We now show that T has a fixed point in D by the Schauder fixed point theorem. It is evident
that Cd×d is a Banach space with the norm ‖·‖1 (defined in Lemma 2.12) and D is a convex
closed subset of Cd×d . For any V1, V2 ∈ D, it follows from (3.29) that
T (V2) − T (V1) = R−1(m, λ)R(n, λ)(V2 − V1)R(n, λ¯)R−1(m, λ¯),
which implies that T is continuous. On the other hand, ‖Vj‖1  1 and ‖T (Vj )‖1  1 for j  1
for any sequence {Vj } ⊂ D. Hence, {T (Vj )} is bounded in the norm ‖·‖1 and so in the norm ‖·‖
(defined in Lemma 2.12) by Lemma 2.12. Hence, all the scalar sequences formed by the entries of
{T (Vj )} are bounded and consequently have convergent subsequences. This implies that {T (Vj )}
has a convergent subsequence in the norm ‖·‖. Again by Lemma 2.12, this subsequence is also
convergent in the norm ‖·‖1. Hence, T is compact. By the Schauder fixed point theorem, T has
at least one fixed point V0 in D and consequently
C(n, λ) + R(n, λ)V0R(n, λ¯) = C(m, λ) + R(m, λ)V0R(m, λ¯),
which implies (3.28). This completes the proof. 
By Proposition 3.4 and Lemma 3.4, the following result can be easily concluded.
Proposition 3.5. For any given λ with Im λ /= 0, {C(n, λ)} converges.
Denote
C0(λ) := lim
n→∞ C(n, λ).
Based on the above discussion, the following result is directly derived.
Theorem 3.2. For any given λ with Im λ /= 0, the matrix circle sequence {En(λ)} and the matrix
disk sequence {En(λ)} converge as n → ∞ and their limiting sets can be represented, respec-
tively, as
E0(λ) : M = C0(λ) + R0(λ)UR0(λ¯), U ∈ D,
E0(λ) : M = C0(λ) + R0(λ)VR0(λ¯), V ∈ D.
Remark 3.3. Since R0(λ) and R0(λ¯) may be singular, the set E0(λ) may be a reduced matrix
disk. We see that E0(λ) contains only one element if R0(λ) = 0 or R0(λ¯) = 0, and it contains
interior points if and only if R0(λ) and R0(λ¯) are both invertible (see the proof of Theorem 5.6).
Although the limiting sets E0(λ) and E0(λ) may be a reduced matrix circle and a reduced
matrix disk, we still give the following definition for convenience.
Definition 3.2. The matrix C0(λ) is called the center, and the matrices R0(λ) and R0(λ¯) are
called the matrix radii of the limiting sets E0(λ) and E0(λ), respectively.
In the next section, we will show that the rank of the matrix radius R0(λ) has a close relation
with the number of square summable solutions of (1.5λ).
Theorem 3.3. For each λ with Im λ /= 0 and for each M ∈ E0(λ), Im M≷ 0 if Im λ≷ 0.
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Proof. Suppose that Im λ /= 0 and M ∈ E0(λ). Let
χ(t, λ) :=Y (t, λ)
(
Id
M
)
. (3.30)
It follows from (3.20) that
n∑
t=0
R(χ)∗(t, λ)W(t)R(χ)(t, λ)= (Id,M∗)
n∑
t=0
R(Y )∗(t, λ)W(t)R(Y )(t, λ)
(
Id
M
)
= 1
2|Im λ| (Id,M
∗)(F (n, λ) ± iJ )
(
Id
M
)
= 1
2|Im λ| (Id,M
∗)F (n, λ)
(
Id
M
)
± 1|Im λ| Im M,
for Im λ≷ 0. (3.31)
Since the sets C(M, n)  0 are nested, E0(λ) is a subset of C(M, n)  0 for any n  n0. So it
follows from (3.17) that
(Id,M
∗)F (n, λ)
(
Id
M
)
 0,
which, together with (3.31), implies that for n  n0,
n∑
t=0
R(χ)∗(t, λ)W(t)R(χ)(t, λ)  ± 1|Im λ| Im M for Im λ ≷ 0. (3.32)
Therefore, the result follows from the above relation and the definiteness condition (A1). The
proof is complete. 
4. Square summable solutions
For convenience, y(·, λ) is called a square summable solution of (1.5λ) if it is a solution of
(1.5λ) in l2W(0,∞). In this section, we show a connection between square summable solutions of
(1.5λ) and the elements of the limiting set E0(λ) and obtain some precise relationships among
the number of linearly independent square summable solutions of system (1.5λ), the rank of the
matrix radius R0(λ) of the limiting set E0(λ), and asymptotic behavior of eigenvalues of the
matrix radius F22(n, λ) of the Weyl disk En(λ).
Theorem 4.1. For each λ with Im λ /= 0 and for each M ∈ E0(λ), all the columns of χ(·, λ) are
in l2W(0,∞), where χ is defined in (3.30).
Proof. For any given λ with Im λ /= 0 and for any M ∈ E0(λ), it follows from (3.32) that
∞∑
t=0
R(χ)∗(t, λ)W(t)R(χ)(t, λ)  ± 1|Im λ| Im M, (4.1)
which implies χ(·, λ) ∈ l2W(0,∞). This completes the proof. 
Remark 4.1. Some results, including Theorem 3.3 and Theorem 4.1, about the elements of the
limiting set E0(λ) were given in [18, Theorem 2.20] without proofs.
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Since rank χ(t, λ) = d , the following result directly follows from Theorem 4.1.
Corollary 4.1. For eachλwith Im λ /= 0, system (1.5λ) has at least d linearly independent square
summable solutions.
We now discuss the relationship between the number of linearly independent square summable
solutions of system (1.5λ) and the rank of the radius of the limiting set. Denote
r(λ) := rank R0(λ), Im λ /= 0.
Theorem 4.2. Let k = d + min{r(λ), r(λ¯)} for λ with Im λ /= 0. Then system (1.5λ) has at least
k linearly independent square summable solutions.
Proof. Let
χ(1)(t, λ) :=Y (t, λ)
(
Id
C0(λ)
)
= (y1, . . . , yd)(t, λ).
Then yj (·, λ), 1  j  d , are d linearly independent square summable solutions of (1.5λ) by
Theorem 4.1. It follows from Lemma 2.11 that there exists a unitary matrix U0 such that
rank (R0(λ)U0R0(λ¯)) = min{r(λ), r(λ¯)}. (4.3)
Let
χ(2)(t, λ) = Y (t, λ)
(
Id
M
)
= (yd+1, . . . , y2d)(t, λ),
where
M = C0(λ) + R0(λ)U0R0(λ¯). (4.4)
Again by Theorem 4.1,yj (·, λ) ∈ l2W(0,∞) ford + 1  j  2d, and thus {y1(·, λ), . . . , y2d(·, λ)}
are solutions of (1.5λ) in l2W(0,∞). However,
(y1, y2, . . . , y2d)(t, λ) = Y (t, λ)
(
Id Id
C0(λ) M
)
.
From (4.4), we get(
Id Id
C0(λ) M
)
=
(
Id 0
C0(λ) R0(λ)U0R0(λ¯)
)(
Id Id
0 Id
)
,
which, together with (4.3), implies that
rank
(
Id Id
C0(λ) M
)
= d + min{r(λ), r(λ¯)} = k.
Hence, rank {y1(t, λ), . . . , y2d(t, λ)} = k and consequently, (1.5λ) has at least k linearly inde-
pendent square summable solutions. This completes the proof. 
Theorem 4.2 gives a relationship between the number of linearly independent square summable
solutions of (1.5λ) and the ranks of R0(λ) and R0(λ¯). To this end, the following questions are
naturally posed:
(i) Does (1.5λ) have exactly d + r(λ) linearly independent square summable solutions for any
λ ∈ C with Im λ /= 0?
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(ii) Clearly, R0(λ) is dependent on the coefficient matrix α of the left boundary condition in
(2.11). Is r(λ) independent of α?
(iii) Is r(λ) equal to some constant r+ for λ with Im λ > 0 and equal to some constant r− for λ
with Im λ < 0?
(iv) If the answer to (iii) is positive, does r+ = r− hold?
(v) Is the number of linearly independent square summable solutions of (1.5λ) for λ with
Im λ > 0 equal to that for Im λ < 0?
We will show that the answers to questions (i)–(iii) are positive (see Theorems 4.4 and 5.3) and the
answers to questions (iv)–(v) are positive in the special case that all the coefficients are real (see
Theorem 5.4). Questions (iv) and (v) are still open today in the general case. A similar question
to (iv) for continuous linear Hamiltonian systems was first posed by Krall [39], but McLeod
[44] gave a counterexample: a formal self-adjoint fourth-order linear differential equation has
different numbers of linearly independent square integrable solutions in the upper and lower
half planes, respectively. So r+ /= r− for this example as can be shown by using the relationship
between r± and the numbers of linearly independent square integrable solutions in the upper
and lower half planes, respectively, which are equal to the positive and negative defect indices
of the corresponding minimal operator to this system (see [55], Theorems 3.1 and 3.2] for the
general Hamiltonian system (H)). So the answers to questions (iv) and (v) for continuous linear
Hamiltonian systems are negative in general. It is then natural to conjecture that the numbers
of linearly independent square summable solutions of system (1.5λ) in the upper and lower half
planes are different in general. If the conjecture is true, answers to (iv) and (v) for discrete linear
Hamiltonian systems will be negative in general by Theorem 4.4.
For singular continuous Hamiltonian systems, Hinton and Shaw [33] first discussed a rela-
tionship between the asymptotic behavior of eigenvalues of matrix radius of Weyl disks and
the number of linearly independent square integrable solutions of the system. They found an
interesting fact that the minimal eigenvalue of the matrix radius is convergent to +∞ as t → b
(b is the singular endpoint for the system) in the limit point case [33, Lemma 2.1]. Later, Krall
generalized this result and proved that only r eigenvalues of the matrix radius remain finite and
the remaining ones approach +∞ if the system of degree d has d + r linearly independent square
integrable solutions [39, Theorem 5.5]. More recently, the present author further proved that this
condition is sufficient and necessary [55, Theorem 3.2] and gave answers to questions (i)–(iii) for
continuous linear Hamiltonian systems to be positive [55, Theorem 3.3]. Although the methods
used in the proofs in the discrete case are similar to those in the continuous case, we present them
here for completeness.
We first establish a relationship between the rank of R0(λ) and the asymptotic behavior of the
eigenvalues ofF22(n, λ) asn → ∞. By Proposition 3.1, for any givenλwith Im λ /= 0 and for each
n  n0, F22(n, λ) > 0. Let µj (n)(1  j  d) be the eigenvalues of F22(n, λ). Then µj (n) > 0
for 1  j  d and they can be arranged in non-decreasing order, µ1(n)  µ2(n)  · · ·  µd(n).
Theorem 4.3. For any given λ with Im λ /= 0, rank R0(λ) = r(λ) if and only if limn→∞ µj (n) =
γj , 1  j  r(λ), are finite and positive, and limn→∞ µj (n) = +∞, r(λ) + 1  j  d. Fur-
thermore, γ−1/21 , γ
−1/2
2 , . . . , γ
−1/2
r(λ) are exactly the r(λ) positive eigenvalues of R0(λ).
Proof. For simplicity, denote r(λ) by r . There exists a unitary matrix U(n) such that
U∗(n)F22(n, λ)U(n) = diag{µ1(n), . . . , µd(n)}. (4.5)
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Then, from (3.23) and (4.5), we have
U∗(n)R(n, λ)U(n) = diag{µ−1/21 (n), . . . , µ−1/2d (n)}. (4.6)
Obviously, µ−1/2j (n)(1  j  d) are all the eigenvalues of R(n, λ). In addition, from (ii) in
Lemma 2.12, we have ‖U(n)‖  d1/2‖U(n)‖1 = d1/2. So, {U(n)} is a bounded matrix sequence
and so it has a convergent subsequence; that is, there exists {nl} satisfying nl → ∞ as l → ∞
such that {U(nl)} converges. Set liml→∞ U(nl) = U0. It is easy to see that U0 is also unitary.
Letting l → ∞, from (4.6) and by Proposition 3.4, we get
U∗0 R0(λ)U0 = diag
{
lim
l→∞µ
−1/2
1 (nl), . . . , lim
l→∞µ
−1/2
d (nl)
}
. (4.7)
This implies that rank R0(λ) = r if and only if there exists {nl} satisfying nl → ∞ as l → ∞
such that
lim
l→∞µ1(nl) = γ1, . . . , liml→∞µr(nl) = γr
are finite and positive and
lim
l→∞µr+1(nl) = · · · = liml→∞µd(nl) = +∞.
It is evident that γ−1/21 , γ
−1/2
2 , . . . , γ
−1/2
r are exactly the r positive eigenvalues of R0(λ).
From the above discussion, one can find that the limit of every convergent subsequence of
{µj (n)} is equal to γj , where γ−1/2j is an eigenvalue of R0(λ) (γ−1/2j :=0 if γj = +∞), 1 
j  d. Therefore, the sequence {µj (n)} itself converges to γj , 1  j  d. This completes the
proof. 
Lemma 4.1. For any given λ with Im λ /= 0, system (1.5λ) has exactly d + l linearly independent
square summable solutions if and only if there exists a d × l matrix L with rank L = l such that
φ(·, λ)L ∈ l2W(0,∞), and η ∈ Ran L = {Lv : v ∈ Cl} if φ(·, λ)η ∈ l2W(0,∞) for some η ∈ Cd .
Proof. We first show the necessity. Suppose that (1.5λ) has exactly d + l linearly independent
square summable solutions. By Theorem 4.1,
χ(t, λ) = Y (t, λ)
(
Id
C0(λ)
)
= (y1, . . . , yd)(t, λ)
is composed of d linearly independent square summable solutions of (1.5λ). There exist l lin-
early independent square summable solutions {yd+1(·, λ), . . . , yd+l (·, λ)} of (1.5λ) such that
{y1(·, λ), y2(·, λ), . . . , yd+l (·, λ)} are exactly d + l linearly independent square summable solu-
tions of (1.5λ). Clearly, there exists a 2d × l matrix K with rank K = l such that (yd+1, . . . , yd+l )
(t, λ) = Y (t, λ)K . Let K = (KT1 ,KT2 )T, where Kj ∈ Cd×l , j = 1, 2. It follows that
(y1, . . . , yd+l )(t, λ) = Y (t, λ)
(
Id K1
C0(λ) K2
)
.
It is clear that
rank
(
Id K1
C0(λ) K2
)
= d + l.
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On the other hand,(
Id K1
C0(λ) K2
)(
Id −K1
0 Il
)
=
(
Id 0
C0(λ) −C0(λ)K1 + K2
)
,
which implies that rank (−C0(λ)K1 + K2) = l. Set L = −C0(λ)K1 + K2. Then L is a d × l
matrix satisfying rank L = l. Furthermore,
(y1, . . . , yd+l )(t, λ)
(
Id −K1
0 Il
)
= Y (t, λ)
(
Id 0
C0(λ) L
)
= (χ(t, λ), φ(t, λ)L),
which implies that φ(·, λ)L ∈ l2W(0,∞). It is clear that (χ(t, λ), φ(t, λ)L) is composed of d + l
linearly independent square summable solutions of (1.5λ). In addition, if φ(·, λ)η ∈ l2W(0,∞) for
some η ∈ Cd , then there exists a vector ξ ∈ Cd+l such that φ(t, λ)η = (χ(t, λ), φ(t, λ)L)ξ . Let
ξ = (ξT1 , ξT2 )T, where ξ1 ∈ Cd and ξ2 ∈ Cl . It follows that
φ(t, λ)η = χ(t, λ)ξ1 + φ(t, λ)Lξ2 = θ(t, λ)ξ1 + φ(t, λ)(C0(λ)ξ1 + Lξ2),
that is,
Y (t, λ)
(
ξ1
C0(λ)ξ1 + Lξ2 − η
)
= 0,
which implies that ξ1 = 0 and η = Lξ2 by using the non-singularity of Y (t, λ). Hence, η ∈ Ran L
and the necessity is proved.
We next show the sufficiency. Suppose that there exists a d × l matrix L with rank L = l such
that φ(·, λ)L ∈ l2W(0,∞) and that η ∈ Ran L if φ(·, λ)η ∈ l2W(0,∞) for some η ∈ Cd . From
(χ(t, λ), φ(t, λ)L) = Y (t, λ)
(
Id 0
C0(λ) L
)
,
it follows that rank (χ(t, λ), φ(t, λ)L) = d + l and so (χ(t, λ), φ(t, λ)L) is composed of d + l
linearly independent square summable solutions of (1.5λ). Let y(·, λ) be any square summable
solution of (1.5λ). Since
(χ, φ)(t, λ) = Y (t, λ)
(
Id 0
C0(λ) Id
)
is a fundamental solution matrix of (1.5λ), there exists a vector ξ = (ξT1 , ξT2 )T with ξj ∈ Cd , j =
1, 2, such that y(t, λ) = (χ, φ)(t, λ)ξ = χ(t, λ)ξ1 + φ(t, λ)ξ2, which implies that φ(·, λ)ξ2 =
y(·, λ) − χ(·, λ)ξ1 ∈ l2W(0,∞). Hence, by the assumption, we have ξ2 ∈ Ran L and so there exists
v ∈ Cl such that ξ2 = Lv. Consequently, we get
y(t, λ) = χ(t, λ)ξ1 + φ(t, λ)Lv = (χ(t, λ), φ(t, λ)L)
(
ξ1
v
)
.
Therefore, (1.5λ) has exactly d + l linearly independent square summable solutions and the suf-
ficiency is proved. This completes the entire proof. 
Now, we establish a precise relationship between the number of linearly independent square
summable solutions of (1.5λ) and the rank of R0(λ), and then answer questions (i) and (ii).
Theorem 4.4. If rank R0(λ) = r(λ) for Im λ /= 0, then (1.5λ) has exactly d + r(λ) linearly inde-
pendent square summable solutions and consequently, r(λ) is independent of the coefficient matrix
α of the left boundary condition in (2.11).
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Proof. For fixed λ with Im λ /= 0, let rank R0(λ) = r (λ is omitted for simplicity). Since the num-
ber of linearly independent square summable solutions of (1.5λ) is independent of the coefficient
matrix α of the left boundary condition in (2.11), it suffices to show that (1.5λ) has exactly d + r
linearly independent square summable solutions. The proof is divided into two parts.
(1) We first show that (1.5λ) has at most d + r linearly independent square summable solu-
tions. If not, suppose that system (1.5λ) has exactly d + r ′ linearly independent square summable
solutions with r ′ > r . By Lemma 4.1, there exists a d × r ′ matrix L with rank L = r ′ such that
φ(·, λ)L ∈ l2W(0,∞) and η ∈ Ran L if φ(·, λ)η ∈ l2W(0,∞) for some η ∈ Cd . From (4.5), we
have
F22(n, λ) = U(n)diag{µ1(n), . . . , µd(n)}U∗(n) (4.7)
for some unitary matrixU(n). Based on the discussion in the proof of Theorem 4.3, there exists {nl}
satisfying nl → ∞ as l → ∞ such that {U(nl)} converges to U0, which is unitary. Let K(n) =
U∗(n)L = (K1(n)T,K2(n)T)T, where K1(n) and K2(n) are r × r ′ and (d − r) × r ′ matrices,
respectively. It follows that
lim
l→∞K(nl) = U
∗
0 L =: K = (KT1 ,KT2 )T,
where Kj = liml→∞ Kj(nl), j = 1, 2. It is evident that rank K = rank (U∗0 L) = r ′ and rank
K2 /= 0 since r ′ > r . So there exists a vector ξ ∈ Cr ′ such that K2ξ /= 0. Set y(t, λ) = φ(t, λ)Lξ .
Then y(·, λ) ∈ l2W(0,∞). However, from (3.21) and (4.7), we have
〈y(·, λ), y(·, λ)〉 =
∞∑
t=0
R(y)∗(t, λ)W(t)R(y)(t, λ)
=
∞∑
t=0
ξ∗L∗R(φ)∗(t, λ)W(t)R(φ)(t, λ)Lξ
= lim
n→∞ ξ
∗L∗
(
n∑
t=0
R(φ)∗(t, λ)W(t)R(φ)(t, λ)
)
Lξ
= (2|Im λ|)−1 lim
n→∞ ξ
∗L∗F22(n, λ)Lξ
= (2|Im λ|)−1 lim
n→∞ ξ
∗L∗U(n)diag{µ1(n), . . . , µd(n)}U∗(n)Lξ
= (2|Im λ|)−1 lim
n→∞ ξ
∗K∗(n)diag{µ1(n), . . . , µd(n)}K(n)ξ
= (2|Im λ|)−1 lim
l→∞ ξ
∗K∗1 (nl)diag{µ1(nl), . . . , µr(nl)}K1(nl)ξ
+(2|Im λ|)−1 lim
l→∞ ξ
∗K∗2 (nl)diag{µr+1(nl), . . . , µd(nl)}K2(nl)ξ. (4.8)
On the other hand, by Theorem 4.3 and by referring to K2ξ /= 0, we get
lim
l→∞ ξ
∗K∗1 (nl)diag{µ1(nl), . . . , µr(nl)}K1(nl)ξ = ξ∗K∗1 diag{γ1, . . . , γr}K1ξ < +∞,
lim
l→∞ ξ
∗K∗2 (nl)diag{µr+1(nl), . . . , µd(nl)}K2(nl)ξ = +∞,
which, together with (4.8), implies that 〈y(·, λ), y(·, λ)〉 = +∞. This is a contradiction. Therefore,
(1.5λ) has at most d + r linearly independent square summable solutions.
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(2) Now we show that (1.5λ) has at least d + r linearly independent square summable solu-
tions. By Theorem 4.1, χ(t, λ) = Y (t, λ)
(
Id
C0(λ)
)
is composed of d linearly independent square
summable solutions of (1.5λ). So, by Lemma 4.1 it suffices to show that there exists a d × r matrix
L with rank L = r such that φ(·, λ)L ∈ l2W(0,∞). Let U(n) be unitary such that (4.5) holds and
so (4.7) holds. Write
U(n) = (U1(n), U2(n)), U1(n) ∈ Cd×r , U2(n) ∈ Cd×(d−r).
Consider the algebraic equation
U∗2 (n)ξ = 0. (4.9)
Since rank U∗2 (n) = rank U2(n) = d − r , the solution space of (4.9) is of dimension r and has
an orthonormal basis {ξ1(n), . . . , ξr (n)}. Set L(n) = (ξ1(n), . . . , ξr (n)). Then L(n) is a d × r
matrix with rank L(n) = r and satisfies that
L∗(n)L(n) = Ir , U∗2 (n)L(n) = 0. (4.10)
Since {U(n)} and {L(n)} are all bounded matrix sequences, there exist subsequences {U(nl)} and
{L(nl)} which converge to U and L, respectively. It follows from (4.10) that U∗U = Id, L∗L =
Ir , U
∗
2 L = 0, which implies that rank L = r , where U = (U1, U2), U1 ∈ Cd×r , U2 ∈
Cd×(d−r).
We can show that φ(·, λ)L ∈ l2W(0,∞). From (3.21), we get
〈φ(·, λ)L, φ(·, λ)L〉 =
∞∑
t=0
L∗R(φ)∗(t, λ)W(t)R(φ)(t, λ)L
= lim
n→∞L
∗
(
n∑
t=0
R(φ)∗(t, λ)W(t)R(φ)(t, λ)
)
L
= (2|Im λ|)−1 lim
n→∞L
∗F22(n, λ)L
= (2|Im λ|)−1 lim
n→∞ liml→∞L
∗(nl)F22(n, λ)L(nl). (4.11)
For each n  n0, it follows from Proposition 3.1, (4.7), and the second relation in (4.10) that for
nl  n,
L∗(nl)F22(n, λ)L(nl)  L∗(nl)F22(nl, λ)L(nl)
= L∗(nl)U(nl)diag{µ1(nl), . . . , µd(nl)}U∗(nl)L(nl)
= L∗(nl)U1(nl)diag{µ1(nl), . . . , µr(nl)}U∗1 (nl)L(nl),
which, together with (4.11), implies that
〈φ(·, λ)L, φ(·, λ)L〉  (2|Im λ|)−1L∗U1diag{γ1, . . . , γr}U1L < +∞
by Theorem 4.3. Hence, φ(·, λ)L ∈ l2W(0,∞) and consequently, (1.5λ) has at least d + r linearly
independent square summable solutions.
Combining (1) and (2), the proof is complete. 
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As a consequence of Theorems 4.3 and 4.4, we have the following result.
Theorem 4.5. For any λ with Im λ /= 0, (1.5λ) has exactly d + r(λ) linearly independent square
summable solutions if and only if limn→∞ µj (n) = γj are finite and positive for 1  j  r(λ),
and limn→∞ µj (n) = +∞ for r(λ) + 1  j  d. Furthermore, γ−1/21 , γ−1/22 , . . . , γ−1/2r(λ) are
exactly the r(λ) positive eigenvalues of R0(λ).
5. Classification of singular discrete linear Hamiltonian systems
In this section, we first study the defect index d(λ) of the minimal operator H0 (defined in
Section 2.3) and λ. We establish a precise relationship between d(λ) and the number of linearly
independent square summable solutions of (1.5λ). Based on this relationship, we show that the
defect indices d± of H0 are not less than d . Furthermore, we obtain a precise relationship between
d(λ) and rank R0(λ) and then answer question (iii), posed in Section 4. In addition, we discuss
the defect index problem for the special case that P(t) and W(t) are both real, and the largest
defect index problem for the general case. Based on the above results, we present a suitable
classification for singular discrete Hamiltonian systems by using the positive and negative defect
indices of H0. Finally, we derive several equivalent conditions on the limit circle and the limit
point cases.
Theorem 5.1. For all λ ∈ C, the defect index d(λ) of the minimal operator H0 and λ is equal to
the number of linearly independent square summable solutions of system (1.5λ).
Proof. By Theorems 2.4 and 2.5, the minimal operator H0 is symmetric and H ∗0 = H , where H
is the maximal operator corresponding to system (1.5λ) (defined in Section 2.3). Hence, Ran(λ¯ −
H0)⊥ = Ker(λ − H ∗0 ) = Ker(λ − H), which implies that
d(λ) = dim Ran(λ¯ − H0)⊥ = dim Ker(λ − H). (5.1)
On the other hand,
Ker(λ − H)= {y ∈ l2W(0,∞) : Hy = λy}
= {y ∈ l2W(0,∞) : Jy(t) − P(t)R(y)(t) = λW(t)(Ry)(t), t ∈ [0,∞)}.
Hence, it follows from (5.1) that d(λ) is equal to the number of linearly independent square
summable solutions of system (1.5λ). The proof is complete. 
Since H0 is Hermitian, the defect index d(λ) of H0 is constant in the upper and lower half
planes, respectively. Set
d+ = d(i), d− = d(−i), (5.2)
which are called the positive and negative defect indices of the minimal operator H0, respectively.
The following result is directly derived from Corollary 4.1 and Theorem 5.1.
Theorem 5.2. The number of linearly independent square summable solutions of system (1.5λ) is
independent of λ in the upper and lower half planes and they are equal to d+ and d−, respectively.
Furthermore, d±  d.
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Now, we can establish a precise relationship between d(λ) and rank R0(λ) and give a positive
answer to question (iii) posed in Section 4.
Theorem 5.3. The rank of R0(λ) is equal to a constant r+ for all λ with Im λ > 0 and equal to
a constant r− for all λ with Im λ < 0. Furthermore, they satisfy
d+ = d + r+, d− = d + r−. (5.3)
Proof. It follows from Theorems 4.4, 5.1, and 5.2 that r(λ) = rank R0(λ) = d(λ) − d is inde-
pendent of λ in the upper and lower half planes, respectively. Set r(λ) ≡ r+ for λ with Im λ > 0
and r(λ) ≡ r− for λ with Im λ < 0. Then d+ = d + r+ and d− = d + r−. This completes the
proof. 
Theorem 5.4. If P(t) and W(t) are real on [0,∞), then the numbers of linearly independent
square summable solutions of system (1.5λ) in the upper and lower half planes are equal and
consequently, d+ = d− and rank R0(λ) = rank R0(λ¯) for all λ with Im λ /= 0.
Proof. For any given λ with Im λ /= 0, it is clear that if y(·, λ) is a solution of (1.5λ), then its
complex conjugate y¯(·, λ) is also a solution of (1.5λ¯) So the numbers of linearly independent
square summable solutions of (1.5λ) and (1.5λ¯) are equal. By Theorems 5.2 and 5.3, the results
follow, and so the proof is complete. 
For the largest defect index problem, we have the following result.
Theorem 5.5 (The Largest Defect Index Theorem). If there existsλ0 ∈ C such that all the solutions
of (1.5λ0) are in l2W(0,∞) (i.e., d(λ0) = 2d), then this is true for all λ ∈ C.
Proof. Suppose that all the solutions of (1.5λ0 ) are in l2W(0,∞) for some λ0 ∈ C. For any given
λ ∈ C, let(·, λ) be the normal fundamental solution matrix of (1.5λ) (i.e.,(0, λ) = I2d ). Since
(t, λ) and (t, λ0) are invertible, there exists an invertible matrix X(t, λ) such that
(t, λ) = (t, λ0)X(t, λ). (5.4)
We first show that X(t, λ) is bounded on [0,∞). From (5.4), we have that
(t, λ) = (t + 1, λ0)X(t, λ) + ((t, λ0))X(t, λ),
R()(t, λ) = R()(t, λ0)X(t, λ) + diag{Id, 0}(t + 1, λ0)X(t, λ). (5.5)
From (5.5) and using the fact that(·, λ) and(·, λ0) are fundamental solution matrices of (1.5λ)
and (1.5λ0 ), respectively, we get
X(t, λ) = Q(t, λ)X(t, λ), (5.6)
where
Q(t, λ)= (λ − λ0)Z−1(t, λ)R()∗(t, λ0)W(t)R()(t, λ0), (5.7)
Z(t, λ)= R()∗(t, λ0)
(
C(t) − λW1(t) −Id
Id − A(t) 0
)
(t + 1, λ0). (5.8)
We remark that the multiplierR()∗(t, λ0) is added to (5.7) and (5.8) in order to study the property
of Q(t, λ) more conveniently later on.
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We now direct our attention toZ(t, λ). First, we want to show thatZ(t, λ) converges as t → ∞.
It follows from (1.5λ0 ) that
(t + 1, λ0) =
(
Id 0
C(t) − λ0W1(t) Id − A∗(t)
)
R()(t, λ0). (5.9)
Inserting (5.9) into (5.8), we get
Z(t, λ)= (λ0 − λ)R()∗(t, λ0)diag{W1(t), 0}R()(t, λ0)
+R()∗(t, λ0)
(
0 −Id + A∗(t)
Id − A(t) 0
)
R()(t, λ0). (5.10)
Since all the solutions of (1.5λ0 ) are in l2W(0,∞), (·, λ0) ∈ l2W(0,∞), that is,
V (λ0) :=
∞∑
t=0
R()∗(t, λ0)W(t)R()∗(t, λ0) < +∞ (5.11)
and the first term on the right-hand side of (5.10) tends to zero as t → ∞. For convenience, let
L(t) denote the second term on the right-hand side of (5.10). From (5.9), we get
L(t) = ∗(t + 1, λ0)J(t + 1, λ0) − 2i Im λ0R()∗(t, λ0)diag{W1(t), 0}R()(t, λ0),
where the second term on the right-hand side tends to zero as t → ∞. Further, by Lemma 2.2,
we have
∗(t + 1, λ0)J(t + 1, λ0) = J + 2i Im λ0
t∑
s=0
R()∗(s, λ0)W(s)R()(s, λ0).
So, it follows from (5.11) that L(t) → J + 2i Im λ0V (λ0) as t → ∞ and consequently,
Z(t, λ) → J + 2i Im λ0V (λ0) as t → ∞. (5.12)
It is clear from (5.8) and (5.9) that Z(t, λ) is invertible on [0,∞). We next show that Z−1(t, λ) is
bounded on [0,∞). First, consider det Z(t, λ). From (5.9), we have det R()(t, λ0) = det E∗(t)
det(t + 1, λ0). Again from (5.8) and the above relation as well as Liouville’s formula, i.e.,
Theorem 2.2, it follows that for t ∈ [0,∞),
det Z(t, λ)= det R()∗(t, λ0)det(Id − A(t))det(t + 1, λ0)
= det∗(t + 1, λ0)det(t + 1, λ0)
= det∗(0, λ0)det(0, λ0) = 1,
in which (0, λ) = Id is used. Hence,
Z−1(t, λ) = (det Z(t, λ))−1Za(t, λ) = Za(t, λ), t ∈ [0,∞), (5.13)
where Za(t, λ) is the adjoint matrix of Z(t, λ). In addition, from (5.12), it is concluded that
Za(t, λ) is bounded on [0,∞) and consequently, so is it for Z−1(t, λ) by using (5.13); that is,
there exists a positive constant c such that
‖Z−1(t, λ)‖  c, t ∈ [0,∞), (5.14)
where the norm ‖·‖ is defined as in Lemma 2.12.
Here, we want to show that
∞∑
t=0
‖Q(t, λ)‖1 < +∞, (5.15)
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where the norm ‖·‖1 is defined as in Lemma 2.12. It follows from (5.11) that all the diagonal
entries of R()∗(t, λ0)W(t)R()(t, λ0) are nonnegative and absolutely summable over [0,∞).
By referring to the nonnegativity of R()∗(t, λ0)W(t)R()(t, λ0), the absolute value of each
non-diagonal entry of R()∗(t, λ0)W(t)R()(t, λ0) is less than or equal to the sum of the two
diagonal entries that exactly lie in the same column and row as the non-diagonal entry does.
Hence, each non-diagonal entry of R()∗(t, λ0)W(t)R()(t, λ0) is also absolutely summable
over [0,∞) and consequently, it follows that
∞∑
t=0
‖R()∗(t, λ0)W(t)R()(t, λ0)‖ < +∞. (5.16)
Therefore, it is derived from (5.7), (5.14), and (5.16) that ∑∞t=0 ‖Q(t, λ)‖ < +∞. By (ii) in
Lemma 2.12, (5.15) follows.
Now, we can show that X(t, λ) is bounded on [0,∞). From (5.6) we have
X(t + 1, λ) = (Id + Q(t, λ))X(t, λ), t ∈ [0,∞),
which implies that
‖X(t + 1, λ)‖1  (1 + ‖Q(t, λ)‖1)‖X(t, λ)‖1
 (1 + ‖Q(t, λ)‖1)(1 + ‖Q(t − 1, λ)‖1) · · · (1 + ‖Q(0, λ)‖1)‖X(0, λ)‖1
 exp
{
t∑
s=0
‖Q(s, λ)‖1
}
‖X(0, λ)‖1.
This, together with (5.15), implies that ‖X(t, λ)‖1 is bounded on [0,∞).
Finally, we show that all the solutions of (1.5λ) are in l2W [0,∞). From the second relation in
(5.5), and (5.9), we get
R()∗(t, λ)W(t)R()(t, λ)
= X∗(t, λ)R()∗(t, λ0)W(t)R()(t, λ0)X(t, λ)
+X∗(t, λ)R()∗(t, λ0)diag{W1(t), 0}R()(t, λ0)X(t, λ)
+X∗(t, λ)R()∗(t, λ0)diag{W1(t), 0}R()(t, λ0)X(t, λ)
+X∗(t, λ)R()∗(t, λ0)diag{W1(t), 0}R()(t, λ0)X(t, λ).
So, using the boundedness of ‖X(t, λ)‖1 and (5.16), we have
∞∑
t=0
‖R()∗(t, λ)W(t)R()(t, λ)‖ < +∞
and, consequently, (·, λ) ∈ l2W(0,∞). Hence, all the solutions of (1.5λ) are in l2W(0,∞). This
completes the proof. 
Remark 5.1. Some remarks about Theorem 5.5 are in order.
(i) Atkinson [4] discussed the largest defect index problem for the second-order scalar differ-
ence equation
c(t)y(t + 1) + c(t − 1)y(t − 1) − b(t)y(t) = λa(t)y(t), t ∈ [0,∞),
where c(t) > 0 on [−1,∞) and a(t) > 0 on [0,∞). By Remark 1.2, this equation is
included in (1.5λ) with W(t) = diag{a(t), 0}. So Theorem 5.5 extends [4], Theorem 5.6.1].
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(ii) Atkinson also discussed the largest defect index problem for the continuous Hamiltonian
system
Jy′(t) = (λW(t) + P(t))y(t), t ∈ [a, b). (5.17λ)
He proved that if JW(t) is real and all the solutions of (5.17λ0 ) for someλ0 are inL2W(0,∞),
then this is true for all λ [4, Theorem 9.11.2]. It is clear that the condition that JW(t) is
real is equivalent to that W(t) is real. The idea in the proof of Theorem 5.5 is motivated by
Atkinson’s proof.
To conclude this section, we present a classification of singular discrete Hamiltonian systems
over the infinite interval [0,∞). Based on the above discussions, the defect index of the minimal
operator H0 corresponding to system (1.5λ) is equal to the number of linearly independent solu-
tions of system (1.5λ), and they are constants in the upper and lower half planes, respectively. So
it is natural to give the following classification of singular discrete Hamiltonian systems by using
the positive and negative defect indices of H0.
Definition 5.1. Let d± be the positive and negative defect indices of H0, where H0 is the minimal
operator corresponding to system (1.5λ) (defined in Section 2.3). Then the discrete Hamiltonian
operator
(Ly)(t) = Jy(t) − P(t)R(y)(t) (5.18)
is said to be in the limit (d+, d−) case at t = ∞. In the special case of d+ = d− = d,L is said
to be in the limit point case (l.p.c.) at t = ∞ and in the other special case of d+ = d− = 2d,L
is said to be in the limit circle case (l.c.c.) at t = ∞.
Remark 5.2. It is clear that there may be at most 1 + d2 cases for the singular discrete Hamiltonian
system (1.5λ) of degree d by the largest defect index theorem—Theorem 5.5 and by using the
fact that d  d±  2d. However, in the special case of d = 1, the classification is simple just like
the formal self-adjoint second-order scalar difference operators; that is,L is either in l.p.c. or in
l.c.c. at t = ∞ by using the largest defect index theorem.
Now, we give eight equivalent conditions on the limit circle case.
Theorem 5.6. The following statements are equivalent:
(i) L is in l.c.c. at t = ∞;
(ii) system (1.5λ) has 2d linearly independent solutions in l2W [0,∞) for all λ ∈ C with
Im λ /= 0;
(iii) R0(λ) is invertible for all λ ∈ C with Im λ /= 0;
(iv) the limiting set E0(λ) has nonempty interior for all λ ∈ C with Im λ /= 0;
(v) limn→∞ µj (n) = γj is finite and positive for 1  j  d, where µj (n)(1  j  d) are
eigenvalues of F22(n, λ) for all λ ∈ C with Im λ /= 0;
(vi) system (1.5λ0) has 2d linearly independent solutions in l2W [0,∞) for some λ0 ∈ C with
Im λ0 /= 0;
(vii) R0(λ0) is invertible for some λ0 ∈ C with Im λ0 /= 0;
(viii) the limiting set E0(λ0) has nonempty interior for some λ0 ∈ C with Im λ0 /= 0;
(ix) limn→∞ µj (n) = γj is finite and positive for 1  j  d, where µj (n)(1  j  d) are
eigenvalues of F22(n, λ0) for some λ0 ∈ C with Im λ0 /= 0.
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Proof. By Theorems 4.3, 5.3, and 5.5, it suffices to show that E0(λ) has nonempty interior if and
only if R0(λ) and R0(λ¯) are both invertible for any given λ with Im λ /= 0.
We first verify the necessity. Suppose that E0(λ) has nonempty interior, but R0(λ) or R0(λ¯)
is singular for some λ with Im λ /= 0 (in fact, if R0(λ) is singular, then R0(λ¯) is also singular
by Theorems 5.3 and 5.5). By Theorem 3.2, the set E0(λ) is homeomorphic to the set S =
{R0(λ)VR0(λ¯) : V ∈ D} (D is defined in Proposition 3.3). So the set S has nonempty interior.
For any point M0 ∈ S, there exists a matrix V0 ∈ D such that M0 = R0(λ)V0R0(λ¯). It is clear
that M0 is singular. By using the Jordan canonical form, it can be easily verified that for any
arbitrary small ε > 0, there exists a matrix M ∈ Cd×d such that M is invertible and satisfies
‖M − M0‖ < ε. So M /∈ S and consequently, M0 is not an interior point of S. This implies that S
has no interior points, which is a contradiction. Therefore, R0(λ) and R0(λ¯) are both invertible.
The necessity is proved.
We now turn to the sufficiency. Suppose that R0(λ) and R0(λ¯) are both invertible for any given
λ with Im λ /= 0. Again by Theorem 3.2, the set E0(λ) is homeomorphic to the set D. We see
that ‖V0‖1 < 1 for any V0 ∈ D with V ∗0 V0 < Id (the norm ‖·‖1 is defined in Lemma 2.12). By
setting a positive constant ε0 < 1 − ‖V0‖1, we have that ‖V ‖1 < 1 for any V ∈ Cd×d satisfying
‖V − V0‖1 < ε0. So V ∗V < Id and then V ∈ D. This implies that V0 is an interior point of D
and consequently, D has nonempty interior. Therefore, E0(λ) also has nonempty interior. The
sufficiency is proved. So the entire proof is complete. 
Remark 5.3. From the second part in the proof of Theorem 5.6, we can see that the interior of
the limiting set E0(λ) is the set {C0(λ) + R0(λ)VR0(λ¯) : V ∈ D with V ∗V < Id} if R0(λ) is
invertible.
Remark 5.4. We see from (iii) in Theorem 5.6 that the geometric property of the limit circle case
for system (1.5λ) is similar to that for the second-order scalar difference and differential equations
(see [28, Chapter 10] for the continuous case and see [35, Chapter 3] for the discrete case). We
notice that the coefficients of the second-order scalar equations are real in [28] and [35]. Since
a self-adjoint second-order scalar difference equation can be written as the discrete Hamiltonian
system (1.5λ), no matter if its coefficients are real or complex, this geometric property of the limit
circle case holds for general self-adjoint second-order scalar difference equations by Theorem
5.6.
Similarly, the following equivalent conditions on the limit point case can be concluded by
Theorems 4.3 and 5.3.
Theorem 5.7. The following statements are equivalent:
(i) L is in l.p.c. at t = ∞;
(ii) system (1.5λ) has exactly d linearly independent solutions in l2W [0,∞) for all λ ∈ C with
Im λ /= 0;
(iii) R0(λ) = 0 for all λ ∈ C with Im λ /= 0;
(iv) limn→∞ µ1(n) = +∞, where µ1(n) is the smallest eigenvalue of F22(n, λ) for all λ ∈ C
with Im λ /= 0;
(v) systems (1.5λ0) and (1.5λ¯0) have exactly d linearly independent solutions in l
2
W [0,∞),
respectively, for some λ0 ∈ C with Im λ0 /= 0;
(vi) R0(λ0) = R0(λ¯0) = 0 for some λ0 ∈ C with Im λ0 /= 0;
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(vii) limn→∞ µ1(n) = +∞, where µ1(n) is the smallest eigenvalue of F22(n, λ0) and the small-
est eigenvalue of F22(n, λ¯0) for some λ0 ∈ C with Im λ0 /= 0.
If all the coefficients of system (1.5λ) are real, we have the following results by Theorems 5.4
and 5.7.
Corollary 5.1. If P(t) and W(t) are real on [0,∞), then the following statements are equivalent:
(i) L is in l.p.c. at t = ∞;
(ii) system (1.5λ) has exactly d linearly independent solutions in l2W [0,∞) for all λ with
Im λ /= 0;
(iii) R0(λ) = 0 for all λ with Im λ /= 0;
(iv) the limiting set E0(λ) contains only one element for all λ with Im λ /= 0;
(v) limn→∞ µ1(n) = +∞, where µ1(n) is the smallest eigenvalue of F22(n, λ) for all λ with
Im λ > 0;
(vi) system (1.5λ0) has exactly d linearly independent solutions in l2W [0,∞) for some λ0 with
Im λ0 /= 0;
(vii) R0(λ0) = 0 for some λ0 with Im λ0 /= 0;
(viii) the limiting set E0(λ0) contains only one element for some λ0 with Im λ0 /= 0;
(ix) limn→∞ µ1(n) = +∞, where µ1(n) is the smallest eigenvalue of F22(n, λ0) for some λ0
with Im λ0 > 0.
As a consequence of Theorems 4.4, 5.3, and 5.5, Corollary 5.1 holds in the special case of
d = 1, no matter if the coefficients of (1.5λ) are real or complex.
Corollary 5.2. If d = 1, then the equivalent statements (i)–(ix) in Corollary 5.1 hold.
Remark 5.5. Now we discuss the main differences between the two classifications given by Clark
and Gesztesy [18, Definition 2.19] and by Definition 5.1. The methods of the two classifications
are different. The classification given in Definition 5.1 is in terms of the positive and negative
defect indices of the minimal operator H0 corresponding to system (1.5λ), where definitions of
all the possible kinds of limit cases are given. Only definitions of the limit point and limit circle
cases were given in [18, Definition 2.19], which are defined by using the properties of the limiting
disk. More precisely, system (1.3) is said to be in the limit point case at ∞ if the limiting disk
is a singleton matrix, and system (1.3) is said to be in the limit circle case at ∞ if the limiting
disk has nonempty interior. Clearly, these two definitions of the limit circle case are equivalent
by Theorem 5.6. However, the two definitions of the limit point case are different. By Theorem
5.7, L is in l.p.c. at t = +∞ if and only if R0(λ) = 0 for all λ with Im λ /= 0. In this case,
the limiting set E0(λ) contains only one element C0(λ). The converse may not be true. Based on
the discussion of questions (iv) and (v) in Section 4, r+ and r− may not be equal in general, i.e., the
positive and negative defect indices of H0 may not be equal in general. So R0(λ) and R0(λ¯) may
not be equal to zero simultaneously when the coefficients are complex. But these two definitions
of the limit point case are equivalent when the coefficients are real according to Corollary 5.1.
It is well known that the terms of the limit point and limit circle cases were first given by Weyl
for the second-order scalar differential operators. In this case, he found that the limiting set is
either a point or a circle. These two terms came from the geometric properties of the limiting
set. Later, these two concepts were extended to higher-order linear differential operators in terms
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of defect indices by Kauffman et al. [36] and to continuous linear Hamiltonian systems (H) by
Hinton and Shaw [32], with the numbers of linearly independent square integrable solutions that
are equal to the defect indices of the corresponding minimal operator by applying [55, Lemma
2.3]. More recently, we gave a classification of all the kinds of limit cases for continuous linear
Hamiltonian systems (H) by using the defect indices of the corresponding minimal operator [55].
For formally self-adjoint second-order scalar difference operators, the limiting set E0(λ) is either
a point or a circle, just like in the continuous case, which was first found by Atkinson [4], where
he gave the definitions of the limit point and the limit circle cases for singular formally self-
adjoint second-order scalar difference operators. Definition 5.1 extends these two concepts to the
singular discrete linear Hamiltonian system (1.5λ) and it can be regarded as the discrete analog
of the continuous case.
Remark 5.6. The theory established in this section has been applied to study the criterion prob-
lems of the limit point and the limit circle cases for singular second-order linear difference
equations with complex coefficients in [56].
6. M(λ) theory in the limit point case
This section is concerned with the M(λ) theory for system (1.5λ) in the limit point case at
t = ∞. In this special case, the limiting set E0(λ) contains only one element C0(λ), denoted by
M(λ) in this and the next sections. It is called the Weyl function and plays an important role in the
study of square summable solutions and the spectrum of system (1.5λ). This section consists of
five subsections. Section 6.1 studies some fundamental properties of square summable solutions
of system (1.5λ). Properties of M(λ), relationships between M(λ) and the spectral function,
and dependence of M(λ) on the left boundary data α are investigated in Section 6.2. In Section
6.3, Green’s representations of solutions of inhomogeneous singular Hamiltonian systems with
homogeneous and inhomogeneous boundary conditions are given, respectively. In Section 6.4,
four equivalent conditions on the limit point case are established. Finally, the self-adjointness of
the corresponding Hamiltonian operator is proved in Section 6.5.
Assume thatL is in l.p.c. at t = ∞ throughout this section.
6.1. Fundamental properties of square summable solutions
In this subsection, our attention is focused on fundamental properties of square summable
solutions of system (1.5λ) in l.p.c. at t = ∞.
Lemma 6.1. LetL be in l.p.c. at t = ∞.Then, for anyλ ∈ C with Im λ /= 0 and for any sequence
{M(λ, n)} with M(λ, n) ∈ En(λ),
M(λ) = lim
n→∞M(λ, n). (6.1)
Proof. For any given λ ∈ C with Im λ /= 0, let M(λ, n) be any matrix in the Weyl disk En(λ).
Then there exists Vn ∈ D such that M(λ, n) = C(n, λ) + R(n, λ)VnR(n, λ¯) by Proposition 3.3.
Since R(n, λ) → R0(λ) = 0, R(n, λ¯) → R0(λ¯) = 0, and C(n, λ) → C0(λ) = M(λ) as n → ∞
by Propositions 3.4 and 3.5 and Theorem 5.7, (6.1) follows directly from the boundedness of {Vn}.
This completes the proof. 
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Denote
χ(t, λ) :=Y (t, λ)
(
Id
M(λ)
)
.
For convenience, write φ and χ as
φ(t, λ) = (φ1, φ2, . . . , φd)(t, λ), χ(t, λ) = (χ1, χ2, . . . , χd)(t, λ),
where φ is defined at the beginning of Section 3, and φj (t, λ) and χj (t, λ) (1  j  d) are
2d-dimensional vector-valued functions. Clearly, they all are solutions of (1.5λ).
Theorem 6.1. LetL be in l.p.c. at t = ∞. Then, for any λ ∈ C with Im λ /= 0,
(i) φj (·, λ) /∈ l2W(0,∞) for 1  j  d;
(ii) {χ1(·, λ), χ2(·, λ), . . . , χd(·, λ)} forms a basis of the square summable solution set of (1.5λ).
Proof. For any given λ ∈ C with Im λ /= 0, (i) follows directly from Lemma 4.1. In addition,
system (1.5λ) has exactly d linearly independent solutions in l2W(0,∞) by Theorem 5.2. By
Theorem 4.1, χj (·, λ) ∈ l2W(0,∞), 1  j  d . So, {χ1(·, λ), χ2(·, λ), . . . , χd(·, λ)} forms a basis
of the square summable solution set of (1.5λ) since rank χ(t, λ) = d. Hence, (ii) holds. This
completes the proof. 
Theorem 6.2. Let L be in l.p.c. at t = ∞. Then, for any pair of λ1, λ2 ∈ C with Im λj /= 0
(j = 1, 2) and for any pair of square summable solutions y(·, λ1) and z(·, λ2) of (1.5λ1) and
(1.5λ2),
lim
t→∞ z
∗(t, λ2)Jy(t, λ1) = 0. (6.2)
Proof. By Theorem 6.1, it suffices to show that for any given λj ∈ C with Im λj /= 0, j = 1, 2,
lim
t→∞χ
∗(t, λ2)Jχ(t, λ1) = 0. (6.3)
Fix β ∈ Cd×2d that satisfies the self-adjoint conditions (2.13), and set M(λj , n) = −(βφ(n +
1, λj ))−1βθ(n + 1, λj ) and
χ(t, λj , n) = Y (t, λj )
(
Id
M(λj , n)
)
, j = 1, 2.
Then
βχ(n + 1, λj , n) = 0, j = 1, 2. (6.4)
By Lemma 3.3, it follows that
χ∗(n + 1, λj , n)Jχ(n + 1, λj , n) = 0, j = 1, 2, (6.5)
which implies that M(λj , n) is on the Weyl circle En(λj ), j = 1, 2. Similarly, it can be concluded
from (6.4) that
χ∗(n + 1, λ2, n)Jχ(n + 1, λ1, n) = 0. (6.6)
Since M(λj ) = C0(λj ) is in En(λj ), j = 1, 2, it follows from Proposition 3.3 that there exist
d × d unitary matrices Uj(n) and d × d matrices Vj (n) ∈ D such that
M(λj , n) = C(n, λj ) + R(n, λj )Uj (n)R(n, λ¯j ),
M(λj ) = C(n, λj ) + R(n, λj )Vj (n)R(n, λ¯j ), j = 1, 2,
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which imply that
γj (n) :=M(λj , n) − M(λj ) = R(n, λj )(Uj (n) − Vj (n))R(n, λ¯j ), j = 1, 2. (6.7)
So χ(t, λj , n) can be written as χ(t, λj , n) = χ(t, λj ) + φ(t, λj )γj (n), j = 1, 2. Inserting the
above relations into (6.6), we have
χ∗(n + 1, λ2)Jχ(n + 1, λ1)= −χ∗(n + 1, λ2)Jφ(n + 1, λ1)γ1(n)
− γ ∗2 (n)φ∗(n + 1, λ2)Jχ(n + 1, λ1)
− γ ∗2 (n)φ∗(n + 1, λ2)Jφ(n + 1, λ1)γ1(n). (6.8)
Hence, in order to show that (6.3) holds, it suffices to show that all the three terms on the right-hand
side of (6.8) tend to zero as n → ∞.
Only the first term on the right-hand side of (6.8) is considered. The other two terms can be
treated with similar arguments. It follows from Lemma 2.2 that
χ∗(n + 1, λ2)Jφ(n + 1, λ1)γ1(n)= χ∗(0, λ2)Jφ(0, λ1)γ1(n) + (λ1 − λ¯2)
×
(
n∑
t=0
R(χ)∗(t, λ2)W(t)R(φ)(t, λ1)
)
γ1(n).
(6.9)
By Lemma 6.1, γ1(n) → 0 as n → ∞ and consequently, the first term on the right-hand side of
(6.9) tends to zero as n → ∞. By Hölder’s inequality, for all ξ1, ξ2 ∈ Cd ,∣∣∣∣∣ξ∗2
(
n∑
t=0
R(χ)∗(t, λ2)W(t)R(φ)(t, λ1)
)
γ1(n)ξ1
∣∣∣∣∣

{
ξ∗2
(
n∑
t=0
R(χ)∗(t, λ2)W(t)R(χ)(t, λ2)
)
ξ2
}1/2
×
{
ξ∗1 γ ∗1 (n)
(
n∑
t=0
R(φ)∗(t, λ1)W(t)R(φ)(t, λ1)
)
γ1(n)ξ1
}1/2
. (6.10)
Since χ(·, λj ) ∈ l2W(0,∞), j = 1, 2, by Theorem 6.1,
ξ∗2
(
n∑
t=0
R(χ)∗(t, λ2)W(t)R(χ)(t, λ2)
)
ξ2
is bounded on [0,∞). In addition, it follows from (3.21) that
n∑
t=0
R(φ)∗(t, λ1)W(t)R(φ)(t, λ1) = (2|Im λ1|)−1F22(n, λ1) = (2|Im λ1|)−1R−2(n, λ1).
By Proposition 3.1, R(n, λ1) is Hermitian. So, the above relation, together with (6.7), implies
that
γ ∗1 (n)
(
n∑
t=0
R(φ)∗(t, λ1)W(t)R(φ)(t, λ1)
)
γ1(n)
= (2|Im λ1|)−1γ ∗1 (n)R−2(n, λ1)γ1(n)
= (2|Im λ1|)−1R(n, λ¯1)(U∗1 (n) − V ∗1 (n))(U1(n) − V1(n))R(n, λ¯1),
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which tends to zero as n → ∞ since R(n, λ¯1) → R0(λ¯1) = 0 as n → ∞ by Proposition 3.4
and Theorem 5.7, and by using the fact that U1(n) − V1(n) is bounded on [0,∞). Therefore, it
follows from (6.10) that for any ξ1, ξ2 ∈ Cd ,
ξ∗2
(
n∑
t=0
R(χ)∗(t, λ2)W(t)R(φ)(t, λ1)
)
γ1(n)ξ1 → 0 as n → ∞.
Consequently,(
n∑
t=0
R(χ)∗(t, λ2)W(t)R(φ)(t, λ1)
)
γ1(n) → 0 as n → ∞.
So, (6.3) holds. This completes the proof. 
Remark 6.1. In Section 6.4, it will be proved that (6.2) is also a sufficient condition for the limit
point case (see Theorem 6.14).
For convenience, denote
Re M(λ) := (M(λ) + M∗(λ))/2, Im M(λ) := (M(λ) − M∗(λ))/(2i).
Then M(λ) = Re M(λ) + i Im M(λ). It is noted that both Re M(λ) and Im M(λ) are Hermitian.
Theorem 6.3. LetL be in l.p.c. at t = ∞. Then, for any pair of λ1, λ2 ∈ C with Im λj /= 0, j =
1, 2,
(λ2 − λ¯1)
∞∑
t=0
R(χ)∗(t, λ1)W(t)R(χ)(t, λ2) = M(λ2) − M∗(λ1), (6.11)
and consequently, for any λ ∈ C with Im λ /= 0,
∞∑
t=0
R(χ)∗(t, λ)W(t)R(χ)(t, λ) = Im M(λ)/Im λ. (6.12)
Proof. For any given λj ∈ C with Im λj /= 0, j = 1, 2, it follows from Lemma 2.2 that
(λ2 − λ¯1)
n∑
t=0
R(χ)∗(t, λ1)W(t)R(χ)(t, λ2)
= χ∗(n + 1, λ1)Jχ(n + 1, λ2) − χ∗(0, λ1)Jχ(0, λ2). (6.13)
By Theorems 6.1 and 6.2, we have limn→∞ χ∗(n + 1, λ2)Jχ(n + 1, λ1) = 0. On the other hand,
χ(0, λj ) = Y (0, λj )
(
Id
M(λj )
)
= 
(
Id
M(λj )
)
,
which, together with (3.4), implies
χ∗(0, λ1)Jχ(0, λ2) = (Id,M∗(λ1))∗J
(
Id
M(λ2)
)
= M∗(λ1) − M(λ2).
Hence, (6.11) follows by letting n → ∞ in (6.13). In addition, (6.12) can be directly derived from
(6.11) by letting λ1 = λ2 = λ. This completes the proof. 
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6.2. Properties of the matrix-valued function M(λ)
This subsection is concerned with the properties of M(λ), which are useful in the discussion
of the spectrum of the Hamiltonian operator in the next section.
Theorem 6.4
(i) M(λ) is analytic on the upper and lower half planes, satisfying
M∗(λ¯) = M(λ), Im λ /= 0; (6.14)
(ii) Im M(λ)≷ 0 for Im λ≷ 0;
(iii) rank M(λ) = d for Im λ /= 0.
Proof. We first consider the analyticity of M(λ). Fix β ∈ Cd×2d that satisfies (2.13) and let
M(λ, n) = −(βφ(n + 1, λ))−1βθ(n + 1, λ). (6.15)
Then M(λ, n) is on the Weyl circle En(λ) from the first part in the proof of Theorem 6.2. Since
these Weyl circles are nested by Theorem 3.1, {M(λ, n)} is uniformly bounded on any compact
set K of the upper and lower half planes. By Lemma 3.2, M(λ, n) is analytic on the upper and
lower half planes. Further, it follows from Lemmas 6.1 and 2.14 that M(λ) is analytic on K and
so analytic on the upper and lower half planes. On the other hand, (6.14) can be directly derived
from (6.11) by letting λ2 = λ and λ1 = λ¯. Thus, (i) is proved.
It is evident that (ii) can be derived from (6.12) and the definiteness condition of W(t).
We now turn to prove (iii). If not, suppose that there exists λ ∈ C with Im λ /= 0 such that
M(λ) is singular. Then there exists a vector v ∈ Cd with v /= 0 such that M(λ)v = 0. From
M(λ) = Re M(λ) + i Im M(λ), it follows that Re M(λ)v = −i Im M(λ)v and consequently,
v∗Re M(λ)v = −iv∗Im M(λ)v. (6.16)
Since Re M(λ) and Im M(λ) are Hermitian, v∗Re M(λ)v and v∗Im M(λ)v are all real. How-
ever, v∗Im M(λ)v is nonzero by (ii). This contradicts (6.16). Hence, (iii) holds and the proof is
complete. 
Remark 6.2. It can be shown that (ii) and (iii) in Theorem 6.4 hold for any M ∈ E0(λ) by using
(4.1) in general. These results were given in [18, Theorem 2.20], without proof.
We now discuss relationships betweenM(λ) and the spectral function. Based on Clark’s discus-
sion [17, pp. 146–159], there exist d × d Hermitian matrices Q1 and Q2 with Q2  0 and a d × d
matrix-valued function τ(µ), which is non-decreasing and right-hand continuous in R, such that
M(λ) = Q1 + λQ2 +
∫ ∞
−∞
(
1
µ − λ −
µ
1 + µ2
)
dτ(µ), (6.17)
where τ(0) :=0 for normalization. Furthermore,
τ(µ2) − τ(µ1) = π−1 lim
ε→0+
∫ µ2+iε
µ1+iε
Im M(λ) dλ, (6.18)
where µj (j = 1, 2) are continuous points of τ(µ). Here, τ(µ) is called the spectral function of
the boundary value problem (1.5λ) with
αy(0) = 0, y ∈ l2W(0,∞). (6.19)
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Since M(λ) is analytic at λ = i, it follows from (6.17) that∫ ∞
−∞
1
1 + µ2 dτ(µ) < +∞. (6.20)
By employing the method used in the proof of [4, Theorem 9.9.1], one can easily conclude that
there exists a nonnegative-definite matrix C such that
τ(µ)
{
 (1 + µ2)C, µ  0
 −(1 + µ2)C, µ < 0 (6.21)
and consequently, there exists a positive constant c such that
|tr τ(µ)|  c(1 + µ2), µ ∈ (−∞,∞). (6.22)
Theorem 6.5. M(λ) is analytically continued to the interval (a, b) if and only if τ(µ) is constant
in (a, b).
Proof. First, consider the necessity. Suppose that M(λ) is analytically continued to the interval
(a, b). Then M(λ) is Hermitian in (a, b) by (i) of Theorem 6.4. It follows from (6.18) that
τ(µ2) = τ(µ1) if µ1, µ2 ∈ (a, b) are continuous points of τ(µ). Since τ(µ) is non-decreasing,
its discontinuous points are at most countable by Lemma 2.13. This implies that τ(µ) is constant
in (a, b). The necessity is proved.
We now turn to the sufficiency. Suppose that τ(µ) is constant in (a, b). It is only needed to
consider the case that (a, b) is finite. It follows from (6.17) that
M(λ) = Q1 + λQ2 +
(∫ a
−∞
+
∫ ∞
b
)(
1
µ − λ −
µ
1 + µ2
)
dτ(µ). (6.23)
For any given closed subinterval [λ1, λ2] of (a, b), we get that for any λ ∈ [λ1, λ2] and for any
µ ∈ (−∞, a),∣∣∣∣ µλµ − λ
∣∣∣∣  max{|λ1|, |λ2|} |µ|λ1 − µ  max{|λ1|, |λ2|} max
{
1,
|a|
λ1 − a
}
.
In addition, it is evident that
1
µ − λ −
µ
1 + µ2 =
1 + µλ
(µ − λ)(1 + µ2) .
Hence, the integral
∫ a
−∞
(
1
µ−λ − µ1+µ2
)
dτ(µ) converges uniformly on [λ1, λ2] by using (6.20).
With a similar argument, one can show that
∫∞
b
(
1
µ−λ − µ1+µ2
)
dτ(µ) converges uniformly on
[λ1, λ2]. It follows that M(λ) is analytic on [λ1, λ2] and consequently, M(λ) is analytic in (a, b).
This completes the proof. 
Theorem 6.6. For any λ0 ∈ R,
lim
ν→0 νM(λ0 + iν) = i(τ (λ0) − τ(λ0 − 0)). (6.24)
Proof. For any given λ0 ∈ R, it follows from (6.17) that
M(λ0 + iν)= Q1 + (λ0 + iν)Q2 +
∫ ∞
−∞
(
µ − λ0
(µ − λ0)2 + ν2 −
µ
1 + µ2
)
dτ(µ)
+iν
∫ ∞
−∞
1
(µ − λ0)2 + ν2 dτ(µ). (6.25)
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It is clear that limν→0 ν(Q1 + (λ0 + iν)Q2) = 0. We now show that
lim
ν→0 ν
2
∫ ∞
−∞
1
(µ − λ0)2 + ν2 dτ(µ) = τ(λ0) − τ(λ0 − 0). (6.26)
To do so, the integral on (−∞,∞) in (6.26) is divided into two integrals on [λ0 − δ, λ0 + δ] and
on |µ − λ0|  δ for a fixed constant δ > 0. Write τ(µ) = τ1(µ) + τ2(µ), where
τ1(µ) =
{
τ(λ0), if µ  λ0,
τ (λ0 − 0), if µ < λ0.
Then τ1(µ) is a matrix-valued step function and is constant except for the jump τ(λ0) − τ(λ0 − 0)
at λ0 but τ2(µ) is continuous at λ0. It follows from [4, Theorem I.2.1], that
lim
ν→0 ν
2
∫ λ0+δ
λ0−δ
1
(µ − λ0)2 + ν2 dτ1(µ) = τ(λ0) − τ(λ0 − 0). (6.27)
Obviously,
ν2
(µ − λ0)2 + ν2  1, µ ∈ [λ0 − δ, λ0 + δ].
So
lim
ν→0 ν
2
∫ λ0+δ
λ0−δ
1
(µ − λ0)2 + ν2 dτ2(µ) = 0,
which, together with (6.27), implies that
lim
ν→0 ν
2
∫ λ0+δ
λ0−δ
1
(µ − λ0)2 + ν2 dτ(µ) = τ(λ0) − τ(λ0 − 0).
On the other hand, there exists a positive constant γ such that for any µ satisfying |µ − λ0|  δ,
1
(µ − λ0)2 + ν2 
γ
1 + µ2 .
So
ν2
∫
|µ−λ0|δ
1
(µ − λ0)2 + ν2 dτ(µ) ν
2γ
∫
|µ−λ0|δ
1
1 + µ2 dτ(µ)
 ν2γ
∫ ∞
−∞
1
1 + µ2 dτ(µ).
Hence, it follows from (6.20) that
lim
ν→0 ν
2
∫
|µ−λ0|δ
1
(µ − λ0)2 + ν2 dτ(µ) = 0.
So, (6.26) holds. With a similar argument, one can conclude that
lim
ν→0 ν
∫ ∞
−∞
(
µ − λ0
(µ − λ0)2 + ν2 −
µ
1 + µ2
)
dτ(µ) = 0.
This, together with (6.25) and (6.26), implies that (6.24) holds. This completes the proof. 
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Theorem 6.7. If λ0 is an isolated singular point of M(λ), then τ(µ) has a nonzero jump at λ0
and λ0 is a simple pole of M(λ).
Proof. Suppose that λ0 is an isolated singular point of M(λ). Then λ0 is real by Theorem 6.4
and there exists a constant δ > 0 such that M(λ) is analytic in (λ0 − δ, λ0) and in (λ0, λ0 + δ).
By Theorem 6.5, τ(µ) is constant in (λ0 − δ, λ0) and in (λ0, λ0 + δ), respectively. If τ(µ) is
continuous at λ0, then τ(λ0 − 0) = τ(λ0 + 0) = τ(λ0), which implies that τ(µ) is constant in
(λ0 − δ, λ0 + δ). Again by Theorem 6.5, M(λ) is analytic in (λ0 − δ, λ0 + δ), which contradicts
the assumption. Hence, τ(µ) is not continuous at λ0 and consequently has a nonzero jump at λ0.
On the other hand, from (6.17), we have
M(λ)= Q1 + λQ2 +
(∫ λ0−δ
−∞
+
∫ ∞
λ0+δ
)(
1
µ − λ −
µ
1 + µ2
)
dτ(µ)
+
(
1
λ0 − λ −
λ0
1 + λ20
)
(τ (λ0) − τ(λ0 − 0)).
By the proof of Theorem 6.5,
∫ λ0−δ
−∞
(
1
µ−λ − µ1+µ2
)
dτ(µ) and
∫∞
λ0+δ
(
1
µ−λ − µ1+µ2
)
dτ(µ) are
both analytic in (λ0 − δ, λ0 + δ). Therefore, λ0 is a simple pole of M(λ). This completes the
proof. 
Theorem 6.8. IfM(λ) is analytic in (a, b), thenM ′(λ) > 0 forλ ∈ (a, b).Furthermore, χ(·, λ) ∈
l2W(0,∞) and
∞∑
t=0
R(χ)∗(t, λ)W(t)R(χ)(t, λ)  M ′(λ), λ ∈ (a, b), (6.28)
where χ(·, λ) is defined as in Section 6.2.
Proof. Suppose that M(λ) is analytic in (a, b). It suffices to show that (6.28) holds by using
the definiteness assumption of W . Clearly, χ(t, λ) is analytic on (a, b) for any fixed t ∈ [0,∞).
Further, it follows from Theorem 6.3 and (i) of Theorem 6.4 that for all λ with Im λ /= 0,
∞∑
t=0
R(χ)∗(t, λ)W(t)R(χ)(t, λ) = Im M(λ)
Im λ
= M(λ) − M(λ¯)
2i Im λ
. (6.29)
For any fixed λ0 ∈ (a, b), setting λ = λ0 + iν with ν > 0 in (6.29), we have that
n∑
t=0
R(χ)∗(t, λ0 + iν)W(t)R(χ)(t, λ0 + iν)  M(λ0 + iν) − M(λ0 − iν))2iν .
Letting ν → 0+ in the above relation, we get
n∑
t=0
R(χ)∗(t, λ0)W(t)R(χ)(t, λ0)  M ′(λ0),
which implies (6.28) by letting n → ∞. This completes the proof. 
At the end of this subsection, we discuss the dependence of M(λ) on the matrix α, which
is the coefficient of the left condition in (2.11). It is evident that Y (t, λ), θ(t, λ), and φ(t, λ)
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are dependent on α by their definitions at the beginning of Section 3 and consequently, so is it
for M(λ) and χ(t, λ). For convenience, denote them by Yα(t, λ), θα(t, λ), φα(t, λ), Mα(λ), and
χα(t, λ); and denote  defined in (3.3) by α .
The following result is the same as (2.87) in [18], which was given without proof. We give
its proof for completeness since it will be useful in studying the dependence of the spectrum
of the boundary value problem (1.5λ) and (6.19) on the left boundary coefficient α in the next
section.
Theorem 6.9. For any pair of α, α˜ ∈ Cd×2d satisfying the self-adjoint conditions (2.12), α˜α∗ +
α˜Jα∗Mα(λ) and αα˜∗ + αJ α˜∗Mα˜(λ) are invertible for all λ ∈ C with Im λ /= 0 and satisfy
Mα˜(λ) =
(˜
αα∗Mα(λ) − α˜Jα∗
) (˜
αα∗ + α˜Jα∗Mα(λ)
)−1
, (6.30)
Mα(λ) =
(
αα˜∗Mα˜(λ) − αJ α˜∗
) (
αα˜∗ + αJ α˜∗Mα˜(λ)
)−1
. (6.31)
Proof. Let α, α˜ ∈ Cd×2d satisfy (2.12). For any fixed λ ∈ C with Im λ /= 0, χα(·, λ) and χα˜(·, λ)
form a basis of the square summable solution set of (1.5λ), respectively, by Theorem 6.1. Then
there exists a matrix K(λ) ∈ Cd×d such that χα˜(t, λ) = χα(t, λ)K(λ), t ∈ [0,∞). Setting t = 0,
we have
α˜
(
Id
Mα˜(λ)
)
= α
(
Id
Mα(λ)
)
K(λ).
Multiplying the above relation from the left by ∗α˜ yields that(
Id
Mα˜(λ)
)
=
(
α˜α∗ α˜Jα∗
−α˜Jα∗ α˜α∗
)(
Id
Mα(λ)
)
K(λ),
which implies that
Id = (˜αα∗ + α˜Jα∗Mα(λ))K(λ),
Mα˜(λ) = (−α˜Jα∗ + α˜α∗Mα(λ))K(λ). (6.32)
It follows from the first relation in (6.32) that α˜α∗ + α˜Jα∗Mα(λ) and K(λ) are invertible with
K(λ) = (˜αα∗ + α˜Jα∗Mα(λ))−1. Inserting it into the second relation in (6.32) yields (6.30). Now
(6.31) follows from (6.30) by exchangingMα˜(λ) andMα(λ), α˜ andα, respectively. This completes
the proof. 
6.3. Inhomogeneous boundary value problems
In this subsection, we give representations of solutions for inhomogeneous Hamiltonian sys-
tems with homogeneous boundary conditions and with inhomogeneous boundary conditions,
respectively, in the limit point case. These results will be used in the discussion of sufficient and
necessary conditions on the limit point case in Section 6.4, and self-adjointness of the correspond-
ing Hamiltonian operator to system (1.5λ) in Section 6.5.
First, consider the inhomogeneous Hamiltonian system
(Ly)(t) = λW(t)R(y)(t) + W(t)R(f )(t), t ∈ [0,∞), (6.33)
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with the homogeneous boundary conditions (6.19), where f is a function in l2W(0,∞) and α
satisfies the self-adjoint conditions (2.11).
Theorem 6.10. For any λ ∈ C with Im λ /= 0 and for any f ∈ l2W(0,∞), the problem (6.33) and
(6.19) has a unique solution y0(·, λ), which can be expressed as
y0(t, λ) =
∞∑
s=0
G(t, s, λ)W(s)R(f )(s), t ∈ [0,∞), (6.34)
where
G(t, s, λ) =
{
χ(t, λ)R(φ)∗(s, λ¯), if 0  s  t − 1
φ(t, λ)R(χ)∗(s, λ¯), if t  s < ∞. (6.35)
Furthermore,
‖y0(·, λ)‖W  |Im λ|−1‖f ‖W . (6.36)
Definition 6.1. The function G(t, s, λ) defined as in (6.35) is called Green’s function of the
homogeneous boundary value problem (1.5λ) and (6.19).
Before proving Theorem 6.10, we first study the properties of G(t, s, λ).
Lemma 6.2. The Green function G(t, s, λ) defined as in (6.35) has the following properties:
(i) for any fixed s ∈ [0,∞),G(t, s, λ) satisfies system (1.5λ) if t /= s and satisfies (6.19) as a
function of t;
(ii) for all (t, s) ∈ [0,∞) × [0,∞),
R1(G)
∗(t, s, λ¯) = R1(G)(s, t, λ), (6.37)
where R1(G)(t, s, λ) denotes the partial right shift operator R acting on G(t, s, λ) with
respect to the first variable t.
Proof. From (6.35), we see that for t  s + 1, G(t, s, λ) = χ(t, λ)R(φ)∗(s, λ¯), which satisfies
the second relation in (6.19) by Theorem 6.1. The other results of this lemma can be directly
derived from (6.35), (3.1), and (3.3). This completes the proof. 
Proof of Theorem 6.10. The proof is divided into three parts.
(1) First, consider the uniqueness. Clearly, it suffices to show that the homogeneous boundary
value problem (1.5λ) and (6.19) has only the trivial solution. Suppose y(·, λ) is a solution of (1.5λ)
and (6.19). SinceL is in l.p.c. at t = ∞, by Theorem 6.1 and from the second relation of (6.19),
there exists a d-dimensional vector ξ such that y(t, λ) = χ(t, λ)ξ. From (3.1), (3.3), and the first
relation of (6.19), we get that
ξ = α
(
Id
M(λ)
)
ξ = αχ(0, λ)ξ = 0, (6.38)
which implies that y(·, λ) = 0. Hence, the problem (6.33) and (6.19) has at most one solution.
(2) Now, we show that y0(t, λ) defined in (6.34) solves (6.33). From (6.34) and (6.35), it
follows that
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y0(t, λ)= (χ(t, λ))
t−1∑
s=0
R(φ)∗(s, λ¯)W(s)R(f )(s)
+ (φ(t, λ))
∞∑
s=t
R(χ)∗(s, λ¯)W(s)R(f )(s) + δ(t, λ)W(t)R(f )(t) (6.39)
and
R(y0)(t, λ)= R(χ)(t, λ)
t−1∑
s=0
R(φ)∗(s, λ¯)W(s)R(f )(s)
+R(φ)(t, λ)
∞∑
s=t
R(χ)∗(s, λ¯)W(s)R(f )(s) +
(
δ1(t, λ)
0
)
W(t)R(f )(t),
(6.40)
where δ(t, λ) = χ(t + 1, λ)R(φ)∗(t, λ¯) − φ(t + 1, λ)R(χ)∗(t, λ¯) and δ1(t, λ) consists of the
first d rows of δ(t, λ). It is clear that
δ(t, λ)= θ(t + 1, λ)R(φ)∗(t, λ¯) − φ(t + 1, λ)R(θ)∗(t, λ¯)
= −Y (t + 1, λ)JR(Y )∗(t, λ¯).
Further, it follows from (2.2), (2.4), and (3.6) that
δ(t, λ) =
(
0 E
−Id (C − λW1)E
)
(t), (6.41)
where E(t) := (Id − A(t))−1. Consequently,
δ1(t, λ) = (0, E(t)). (6.42)
Hence, from (6.39), (6.40), (6.41), and (6.42) we get that
Jy0(t, λ) − (P (t) + λW(t))R(y0)(t, λ)
= Jδ(t, λ)W(t)R(f )(t) − (P (t) + λW(t))
(
δ1(t, λ)
0
)
W(t)R(f )(t)
= W(t)R(f )(t).
Therefore, y0(·, λ) is a solution of (6.33).
(3) Finally, we show that y0(t, λ) satisfies (6.19) and (6.36). From (6.34), we have
y(0, λ) =
∞∑
s=0
G(0, s, λ)W(s)R(f )(s).
Because G(t, s, λ) satisfies (6.19) as a function of t by Lemma 6.2, y0(t, λ) satisfies the first
relation in (6.19). The proof of y0(t, λ) satisfying the second relation in (6.19) is complicated. Let
f (t) = (f T1 , f T2 )T(t), where fj (t) (j = 1, 2) are d-dimensional vector-valued functions. Define
f (n)(t) = (f (n)1
T
, f
(n)
2
T
)T(t) as follows:
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f
(n)
1 (t)=
{
f1(t), if 0  t  n + 1
0, if t  n + 2, (6.43)
f
(n)
2 (t)=
{
f2(t), if 0  t  n
0, if t  n + 1, (6.44)
and define
yn(t, λ) =
∞∑
s=0
G(t, s, λ)W(s)R(f (n))(s), t ∈ [0,∞) (6.45)
for n  1. It is clear that yn(·, λ) is a solution of (1.5λ) on [n + 1,∞), a solution of (6.33) with
f replaced by f (n), and satisfies (6.19). Then it follows from Theorem 6.2 that
y∗n(t + 1, λ)Jyn(t + 1, λ) → 0 as t → ∞. (6.46)
By Lemmas 2.1 and 2.3, we have
y∗n(t + 1, λ)Jyn(t + 1, λ)
= y∗n(0, λ)Jyn(0, λ) +
t∑
s=0
{R(yn)∗(s, λ)L(yn)(s, λ) −L(yn)∗(s, λ)R(yn)(s, λ)}
= 2i Im λ
t∑
s=0
R(yn)
∗(s, λ)W(s)R(yn)(s, λ)
+
t∑
s=0
{R(yn)∗(s, λ)W(s)R(f (n))(s, λ) − R(f (n))∗(s, λ)W(s)R(yn)(s, λ)}.
Letting t → ∞ in the above relation, we get from (6.46) that
‖yn(·, λ)‖2W = i(2Im λ)−1
∞∑
s=0
{R(yn)∗(s, λ)W(s)R(f (n))(s, λ)
−R(f (n))∗(s, λ)W(s)R(yn)(s, λ)},
which implies that
‖yn(·, λ)‖W  |Im λ|−1‖f (n)‖W  |Im λ|−1‖f ‖W . (6.47)
On the other hand, it follows from (6.34) and (6.43)–(6.45) that
yn(t, λ) − y0(t, λ) = −
∞∑
s=n+1
G(t, s, λ)W(s)R(f )(s).
So, for any fixed integer m0  1 and for 0  t  m0 + 1  n, we get
yn(t, λ) − y0(t, λ) = −φ(t, λ)
∞∑
s=n+1
R(χ)∗(s, λ)W(s)R(f )(s).
Hence, {yn(·, λ)} converges to y0(·, λ) uniformly over [0,m0 + 1] as n → ∞. Furthermore, we
have from (6.47) that
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m0∑
s=0
R(yn)
∗(s, λ)W(s)R(yn)∗(s, λ)
)1/2
 ‖yn(·, λ)‖W  |Im λ|−1‖f ‖W,
which implies by letting n → ∞ that(
m0∑
s=0
R(y0)
∗(s, λ)W(s)R(y0)∗(s, λ)
)1/2
 |Im λ|−1‖f ‖W .
By letting m0 → ∞ in the above relation, it follows that y0(·, λ) ∈ l2W(0,∞) and ‖y0(·, λ)‖W 
|Im λ|−1‖f ‖W . This completes the proof. 
Remark 6.3. The inhomogeneous boundary problems corresponding to system (1.3) were studied
in the limit point and limit circle cases on the whole-line and a half-line, respectively, in [18,
Theorems 3.1, 3.4, 3.5, and 3.6]. In their proofs, they applied some properties of square summable
solutions of system (1.3) in the limit point and limit circle cases [18, Lemma 2.3 and Corollary
3.3], which were not proved. They pointed out that the proofs were the same as those of the relative
results [32, Theorem 2.1 and Corollary 2.3], for the continuous Hamiltonian system (H). In [32],
the limit point and limit circle cases were defined by the numbers of linearly independent square
integrable solutions for system (H). These definitions are equivalent to those given by the defect
indices of the corresponding minimal operator to system (H) as discussed in Remark 5.5. Again
from the discussion in Remark 5.5, the definition of the limit circle case given in [18] is equivalent
to that by the defect indices of the corresponding minimal operator, but the definition of the limit
point case given in [18] is not equivalent to that by the defect indices of the corresponding minimal
operator in general. In addition, the representations of the Green function in Theorem 6.10 and
the proof of Theorem 6.10 are both different from those given in [18, Theorem 3.5]. The result
similar to [18, Corollary 2.3] for system (1.5λ) is given and rigorously proved in Theorem 6.14
for our limit point case.
The following is a direct consequence of Theorem 6.10.
Theorem 6.11. For any given λ ∈ C with Im λ /= 0, v0 ∈ Cd , and f ∈ l2W(0,∞), system (6.33)
has a unique solution y(·, λ) satisfying the inhomogeneous boundary conditions
αy(0) = v0, y ∈ l2W(0,∞),
where α satisfies the self-adjoint conditions (2.12). Furthermore, y(·, λ) can be expressed as
y(t, λ) = χ(t, λ)v0 +
∞∑
s=0
G(t, s, λ)W(s)R(f )(s), t ∈ [0,∞),
where G(t, s, λ) is defined as in (6.35).
6.4. Four sufficient and necessary conditions on the limit point case
We have established a set of six equivalent conditions on the limit point case in Theorem 5.7.
In this subsection, we further establish another set of four equivalent conditions on the limit point
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case in terms of asymptotic behavior of square summable solutions of system (1.5λ) and functions
in the domain D(H) of the maximal operator H .
Theorem 6.12. L is in l.p.c. at t = ∞ if and only if for any λ ∈ C with Im λ /= 0,
z∗(t, λ¯)Jy(t, λ) ≡ 0, t ∈ [0,∞), (6.48)
where y(·, λ) and z(·, λ¯) are any square summable solutions of (1.5λ) and (1.5λ¯), respectively.
Proof. We first consider the necessity. Suppose L is in l.p.c. at t = ∞. For any fixed λ ∈ C
with Im λ /= 0, let y(·, λ) and z(·, λ¯) be any square summable solutions of (1.5λ) and (1.5λ¯),
respectively. By Theorem 6.1, there exist vectors ξ1, ξ2 ∈ Cd such that
y(t, λ) = χ(t, λ)ξ1, z(t, λ¯) = χ(t, λ¯)ξ2. (6.49)
On the other hand, it follows from (3.5) and (6.14) that for t  0,
χ∗(t, λ¯)Jχ(t, λ)= (Id,M∗(λ¯))Y ∗(t, λ¯)JY (t, λ)
(
Id
M(λ)
)
= (Id,M∗(λ¯))J
(
Id
M(λ)
)
= M∗(λ¯) − M(λ) = 0.
This, together with (6.49), yields (6.48) and so the necessity is proved.
We next consider the sufficiency. For any fixed λ ∈ C with Im λ /= 0, suppose that (6.48)
holds for all the square summable solutions y(·, λ) and z(·, λ¯) of (1.5λ) and (1.5λ¯). Due to The-
orem 4.1, (1.5λ) and (1.5λ¯) have at least d linearly independent square summable solutions and
χj (·, λ), χj (·, λ¯) ∈ l2W(0,∞), 1  j  d , where χ(·, λ) = (χ1, χ2, . . . , χd)(·, λ). By assump-
tion, we have that
χ∗(t, λ¯)Jχj (t, λ) = 0, t ∈ [0,∞), 1  j  d. (6.50)
Let u(·, λ) be any square summable solution of (1.5λ). Then, again by assumption, we have
χ∗(t, λ¯)Ju(t, λ) = 0, t ∈ [0,∞). (6.51)
By letting t = 0 in (6.50) and (6.51), it follows that χj (0, λ), 1  j  d, and u(0, λ) are all
solutions of the homogeneous algebraic equation
χ∗(0, λ¯)Jη = 0. (6.52)
Since rank (χ∗(0, λ¯)J ) = rank χ(0, λ¯) = d , the solution space of (6.52) is of dimension d. So,
χj (0, λ), 1  j  d, are exactly the d linearly independent solutions of (6.52) and form a basis
of the solution space of (6.52). Hence, there exists a vector ξ ∈ Cd such that u(0, λ) = χ(0, λ)ξ .
By the uniqueness of solution of each initial value problem of (1.5λ), it follows that u(t, λ) =
χ(t, λ)ξ , which implies that (1.5λ) has exactly d linearly independent square summable solutions.
Therefore,L is in l.p.c. at t = ∞ by Theorem 5.7. This completes the proof. 
Theorem 6.13. L is in l.p.c. at t = ∞ if and only if (6.48) holds for some λ0 ∈ C with Im λ0 /= 0.
Proof. Clearly, by Theorem 6.12, it is only needed to show the sufficiency. From the sec-
ond part of the proof of Theorem 6.12, we have shown that (1.5λ0 ) has exactly d linearly
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independent square summable solutions. By taking the complex conjugate transposition of (6.50),
it can be similarly shown that (1.5λ¯0 ) also has exactly d linearly independent square summable
solutions. Hence, it follows from Theorem 5.7 thatL is in l.p.c. at t = ∞. This completes the
proof. 
By Theorem 6.2, (6.2) is a necessary condition for the limit point case. It is also sufficient by
applying Theorems 2.1 and 6.12 and by letting λ1 = λ and λ2 = λ¯ in (6.2). Thus, the following
result is derived.
Theorem 6.14. L is in l.p.c. at t = ∞ if and only if (6.2) holds for any pair of λ1, λ2 ∈ C with
Im λj /= 0, j = 1, 2, and for each pair of square summable solutions y(·, λ1) and z(·, λ2) of
(1.5λ1) and (1.5λ2).
Finally, we give the fourth equivalent condition on the limit point case in terms of asymptotic
behavior of functions in the domain D(H) of the maximal operator H .
Theorem 6.15. L is in l.p.c. at t = ∞ if and only if for all y, z ∈ D(H),
lim
t→∞ z
∗(t)Jy(t) = 0, (6.53)
where D(H) is the domain of the maximal operator H (defined as in Section 2.3).
Proof. First, consider the sufficiency. Suppose that (6.53) holds for all y, z ∈ D(H). For any
pair of λ1, λ2 ∈ C with Im λj /= 0, j = 1, 2, let y(·, λ1) and z(·, λ2) be any square summable
solutions of (1.5λ1 ) and (1.5λ2 ), respectively. Then y(·, λ1), z(·, λ2) ∈ D(H) and consequently
(6.2) holds. Hence, the sufficiency is derived from Theorem 6.14.
Now, turn to the necessity. SupposeL is in l.p.c. at t = ∞. For any given y, z ∈ D(H), there
exist f, g ∈ l2W(0,∞) such that
L(y)(t) = W(t)R(f )(t), L(z)(t) = W(t)R(g)(t), t ∈ [0,∞). (6.54)
Furthermore, for a fixed λ ∈ C with Im λ /= 0, (6.54) can be written as
L(y)(t) = λW(t)R(y)(t) + W(t)R(u)(t), t ∈ [0,∞), (6.55)
L(z)(t) = λ¯W(t)R(z)(t) + W(t)R(v)(t), t ∈ [0,∞), (6.56)
where u(t) = f (t) − λy(t) and v(t) = g(t) − λ¯z(t). It is clear that u, v ∈ l2W(0,∞). Let α =
(Id, 0). Then α satisfies the self-adjoint conditions (2.12). Denote
αy(0) = u0, αz(0) = v0. (6.57)
Then y and z are solutions in l2W(0,∞) of (6.55), (6.56), and (6.57), respectively. By Theorem
6.11, we have
y(t) = χ(t, λ)u0 + R˜λ(u)(t), z(t) = χ(t, λ¯)v0 + R˜λ¯(v)(t), t ∈ [0,∞), (6.58)
where
R˜λ(u)(t) =
∞∑
s=0
G(t, s, λ)W(s)R(u)(s), R˜λ¯(v)(t) =
∞∑
s=0
G(t, s, λ¯)W(s)R(v)(s).
(6.59)
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Then, by Lemma 2.1, it follows from (6.55) and (6.56) that
〈u, z〉 − 〈y, v〉 =
∞∑
s=0
{R(z)∗(s)(Ly)(s) − (Lz)∗(s)R(y)(s)}
= lim
t→∞ z
∗(t)Jy(t) − z∗(0)Jy(0). (6.60)
On the other hand, from (6.58), we have that
〈u, z〉 − 〈y, v〉 = 〈u, χ(·, λ¯)v0 + R˜λ¯(v)〉 − 〈χ(·, λ)u0 + R˜λ(u), v〉
= 〈u, χ(·, λ¯)v0〉 − 〈χ(·, λ)u0, v〉 + 〈u, R˜λ¯(v)〉 − 〈R˜λ(u), v〉. (6.61)
By referring to (6.60) and (6.61), in order to show that (6.53) holds, it suffices to show
〈u, R˜λ¯(v)〉 = 〈R˜λ(u), v〉, (6.62)
〈u, χ(·, λ¯)v0〉 − 〈χ(·, λ)u0, v〉 = −z∗(0)Jy(0). (6.63)
In fact, from (6.59) and (6.37), we have that
〈u, R˜λ¯(v)〉 =
∞∑
t=0
R(R˜λ¯(v))
∗(t)W(t)R(u)(t)
=
∞∑
t=0
∞∑
s=0
R(v)∗(s)W(s)R1(G)∗(t, s, λ¯)W(t)R(u)(t)
=
∞∑
t=0
∞∑
s=0
R(v)∗(s)W(s)R1(G)(s, t, λ)W(t)R(u)(t).
It can be easily verified that
∑∞
t,s=0 R(v)∗(s)W(s)R1(G)(s, t, λ)W(t)R(u)(t) is convergent. By
the Fubini theorem, interchanging the order of the two sums, we have that
〈u, R˜λ¯(v)〉 =
∞∑
s=0
R(v)∗(s)W(s)
{ ∞∑
t=0
R1(G)(s, t, λ)W(t)R(u)(t)
}
=
∞∑
s=0
R(v)∗(s)W(s)R(R˜λ(u))(s) = 〈R˜λ(u), v〉.
This implies that (6.62) holds. On the other hand, we see from (6.58) and (6.59) that
y(0)= χ(0, λ)u0 + φ(0, λ)
∞∑
s=0
R(χ)∗(s, λ¯)W(s)R(u)(s),
z(0)= χ(0, λ¯)v0 + φ(0, λ¯)
∞∑
s=0
R(χ)∗(s, λ)W(s)R(v)(s). (6.64)
Due to α = (Id, 0), it follows that
χ(0, λ) =
(
Id
M(λ)
)
, χ(0, λ¯) =
(
Id
M(λ¯)
)
,
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φ(0, λ) = φ(0, λ¯) =
(
0
Id
)
,
which, together with (6.14), implies that
χ∗(0, λ¯)Jχ(0, λ) = φ∗(0, λ¯)Jφ(0, λ) = 0,
χ∗(0, λ¯)Jφ(0, λ) = −φ∗(0, λ¯)Jχ(0, λ) = −Id . (6.65)
Hence, (6.63) is derived from (6.64) and (6.65). So, (6.53) follows from (6.60), (6.61), (6.62),
and (6.63). The proof is complete. 
6.5. Self-adjointness of the Hamiltonian operator
In this subsection, we discuss the self-adjointness of the Hamiltonian operator corresponding
to the homogeneous boundary value problem (1.5λ) and (6.19) in the limit point case.
The corresponding Hamiltonian operator H1 to the homogeneous boundary value problem
(1.5λ) and (6.19) is defined by
H1y :=Hy
for y ∈ D(H1) :={y ∈ D(H) : αy(0) = 0}, where H and D(H) are defined as in Section 2.3 and
α ∈ Cd×2d satisfies the self-adjoint conditions (2.12). It is clear that
H0 ⊂ H1 ⊂ H. (6.66)
Theorem 6.16. H1 is self-adjoint.
Proof. The proof is divided into two parts.
(1) We first show that H1 is symmetric. By Theorem 2.4, H0 is densely defined. So H1 is also
densely defined by using (6.66). For any y, z ∈ D(H1), there exist f, g ∈ l2W [0,∞) such
that H1y = f and H1z = g. Then we get by Lemma 2.1 that
〈H1y, z〉 − 〈y,H1z〉 = 〈f, z〉 − 〈y, g〉
=
∞∑
s=0
{R(z)∗(s)(Ly)(s) − (Lz)∗(s)R(y)(s)}
= lim
t→∞ z
∗(t)Jy(t) − z∗(0)Jy(0). (6.67)
Since αy(0) = αz(0) = 0, it follows from Lemma 2.3 that z∗(0)Jy(0) = 0. In addition,
limt→∞ z∗(t)Jy(t) = 0 by Theorem 6.15. Consequently, it follows from (6.67) that
〈H1y, z〉 = 〈y,H1z〉, which means that H1 is Hermitian. Therefore, H1 is symmetric.
(2) Next, we show that Ran(H1 ± i) = l2W(0,∞). We only show that Ran(H1 + i) = l2W(0,∞).
The other relation can be proved in a similar way.
It is evident that Ran(H1 + i) ⊂ l2W(0,∞). We now show the reverse inclusion. For any
fixed f ∈ l2W(0,∞), consider the following boundary value problem:
Jy(t) = (−iW(t) + P(t))R(y)(t) + W(t)R(f )(t), t ∈ [0,∞),
αy(0) = 0, y ∈ l2W(0,∞), (6.68)
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where α = (Id, 0). By Theorem 6.10, (6.68) has a unique solution y. So y ∈ D(H1)
and (H1 + i)y = f . This implies that f ∈ Ran(H1 + i) and consequently, Ran(H1 + i) ⊃
l2W(0,∞). This implies that Ran(H1 + i) = l2W(0,∞).
Based on the above discussions, H1 is self-adjoint by [60, Theorem 5.21]. This completes the
proof. 
Theorem 6.17. For any λ ∈ C with Im λ /= 0, λ is in the resolvent set ρ(H1) of H1. Furthermore,
the resolvent
R˜λ := (H1 − λ)−1 : l2W(0,∞) → D(H1)
is given by
R˜λ(f )(t) =
∞∑
s=0
G(t, s, λ)W(s)R(f )(s) (6.69)
and satisfies
‖R˜λ‖  |Im λ|−1, (6.70)
where G(t, s, λ) is the Green function defined as in (6.35).
Proof. Suppose that λ ∈ C with Im λ /= 0. It follows from Theorem 6.16 and [60, Theorem 5.23]
that λ ∈ ρ(H1). By Theorem 6.10, we have that for any given f ∈ l2W(0,∞),
y0(t, λ) =
∞∑
s=0
G(t, s, λ)W(s)R(f )(s)
is the unique solution of (6.33) and (6.19). Clearly, y0(·, λ) ∈ D(H1). Define R̂λ(f ) :=y0(·, λ).
Then R̂λ : l2W(0,∞) → D(H1). Furthermore, it follows from (6.36) that ‖R̂λ‖  |Im λ|−1. On
the other hand,
(H1 − λ)(R̂λ(f )) = f, R̂λ((H1 − λ)(y)) = y
for all f ∈ l2W(0,∞) and all y ∈ D(H1). Hence, R̂λ = R˜λ and consequently (6.69) and (6.70)
hold. This completes the proof. 
7. On the spectrum of singular discrete linear Hamiltonian operators in the limit
point case
In Section 6.5, it has been shown that the Hamiltonian operator H1 (defined in Section 6.5)
is self-adjoint in the limit point case. The spectrum of the operator H1 is studied in this section.
This section is divided into three subsections. In Section 7.1, some fundamental concepts and
results of self-adjoint operators in Hilbert spaces are introduced. Section 7.2 establishes a close
relationship between the spectrum of operator H1 and the analyticity of the Weyl function M(λ).
Finally, Section 7.3 investigates the dependence of various spectra on the left boundary data.
Especially, some interesting separation results for the spectrum of operator H1 are obtained in
this subsection.
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7.1. Some fundamental concepts and results of self-adjoint operators
For convenience, we first introduce some concepts, notations, and results about spectra of
symmetric operators, especially self-adjoint operators (cf., e.g., [22, 60]). Let B(X) denote the
set of all the bounded linear operators from a Hilbert space X into itself.
Definition 7.1. Let T be a linear operator on a Hilbert space X. The set ρ(T ) = {z ∈ C : T −
z is bijective and (T − z)−1 ∈ B(X)} is called the resolvent set of T and the set σ(T ) = C \ ρ(T )
is called the spectrum of T . Furthermore, for z ∈ ρ(T ), the operator Rz(T ) = (T − z)−1 is called
the resolvent of T at z.
Lemma 7.1. If T is a closed operator, then ρ(T ) is open, consequently σ(T ) is closed. Further-
more, if z0 ∈ ρ(T ), then z ∈ ρ(T ) for all z ∈ C such that |z − z0| < ‖Rz(T )‖−1, and for these
z we have
Rz(T ) =
∞∑
k=0
(z − z0)kRz0(T )k+1.
Lemma 7.2. If T is self-adjoint, then σ(T ) ⊂ R, any isolated point λ of σ(T ) is an eigenvalue
of T , and the following statements are equivalent:
(i) z ∈ ρ(T );
(ii) there exists a c > 0 such that ‖(T − z)f ‖  c‖f ‖ for all f ∈ D(T ) (i.e., T − z is injective
and ‖Rz(T )‖  c−1);
(iii) T − z is surjective, i.e., Ran(T − z) = X.
Definition 7.2. Let T be self-adjoint.
(i) A number z is called an eigenvalue of T if there exists f ∈ D(T ) with f /= 0 such that
Tf = zf and f is called an eigenvector of T with respect to z. The subspace Ker(T − z)
is called the eigenspace of z and dimKer(T − z) is called the multiplicity of the eigenvalue
z.
(ii) The essential spectrum σe(T ) is the set of those points of σ(T ) that are either accumulation
points of σ(T ) or isolated eigenvalues of infinite multiplicity.
(iii) The set σp(T ) = σ(T ) \ σe(T ) is called the point spectrum of T . If σp(T ) = σ(T ), then
T is said to have a pure point spectrum.
(iv) The point-continuous spectrum σpc(T ) is the set of those eigenvalues of T in σe(T ).
(v) The set σc(T ) = σe(T ) \ σpc(T ) is called the continuous spectrum of T . If σc(T ) = σ(T ),
then T is said to have a pure continuous spectrum.
Remark 7.1. Each eigenvalue of the boundary value problem (1.5λ) and (6.19) is of finite mul-
tiplicity. So, for the boundary value problem (1.5λ) and (6.19), the essential spectrum consists
of those spectral points that are accumulation points of other spectral points, the point spectrum
consists of isolated eigenvalues, and the point-continuous spectrum consists of those eigenvalues
that are accumulation points of other spectrum points.
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7.2. Relationship between the spectrum of the Hamiltonian operator H1
and the analyticity of M(λ)
This subsection gives some close relationships between various spectra of the Hamiltonian
operator H1 and the analyticity of the Weyl function M(λ). The following is the main result of
this subsection.
Theorem 7.1. The following classification of the spectrum of the Hamiltonian operator H1 holds:
(i) λ0 ∈ ρ(H1) if and only if M(λ) is analytic at λ0. Furthermore, the resolvent operator of
H1 at λ0 can be expressed by
Rλ0(f )(t) =
∞∑
s=0
G(t, s, λ0)W(s)R(f )(s), (7.1)
where G(t, s, λ) is the Green function defined in (6.35).
(ii) λ0 ∈ σp(H1) if and only if M(λ) has a simple pole at λ0, that is,
M(λ) = K−1(λ − λ0)−1 + K0 + K1(λ − λ0) + · · · , (7.2)
where Kj is a d × d Hermitian matrix for j  −1 and
K−1 = −(τ (λ0) − τ(λ0 − 0))0. (7.3)
In this case, φ(·, λ0)K−1 ∈ l2W(0,∞) and its nonzero columns are eigenfunctions with
respect to λ0.
(iii) λ0 ∈ σpc(H1) if and only if M(λ) is not analytic at λ0,
lim
ν→0 νM(λ0 + iν) = S /= 0, (7.4)
and M(λ) − iS(λ − λ0)−1 is not analytic at λ0. In this case, φ(·, λ0)S ∈ l2W(0,∞) and its
nonzero columns are eigenfunctions with respect to λ0.
(iv) λ0 ∈ σc(H1) if and only if M(λ) is not analytic at λ0 and limν→0 νM(λ0 + iν) = 0.
Theorem 7.1 is divided into four propositions to prove.
Proposition 7.1. λ0 ∈ ρ(H1) if and only if M(λ) is analytic at λ0. Furthermore, the resolvent
operator of H1 at λ0 can be expressed by (7.1).
To prove the proposition, we need the following lemma.
Lemma 7.3. For each pair of f, g ∈ l2W(0,∞), h(λ) :=〈g,Rλ¯f 〉 is analytic on ρ(H1).
Proof. Since H1 is self-adjoint, H1 is closed and ρ(H1) is an open set by Lemma 7.1. So, h(λ) is
well defined on ρ(H1) for each pair of f, g ∈ l2W(0,∞). Given λ0 ∈ ρ(H1), clearly λ¯0 ∈ ρ(H1).
For any λ such that |λ − λ0| is sufficiently small, λ ∈ ρ(H1) and again by Lemma 7.1 it follows
that
Rλ¯ =
∞∑
k=0
(λ¯ − λ¯0)kRk+1λ¯0 .
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So
h(λ) =
∞∑
t=0
( ∞∑
k=0
(λ¯ − λ¯0)kR(Rk+1λ¯0 (f ))(t)
)∗
W(t)R(g)(t). (7.5)
It is evident that the two series,
∑∞
k=0(λ − λ0)k〈g,Rk+1λ¯0 (f )〉 and
∞∑
k=0
∞∑
t=0
|λ − λ0|k|(R(Rk+1λ¯0 (f ))(t))
∗W(t)R(g)(t)| 
∞∑
k=0
|λ − λ0|k‖Rk+1λ¯0 (f )‖W‖g‖W
are uniformly convergent for sufficiently small |λ − λ0|. Hence, the two sums in (7.5) can be
interchanged and so
h(λ) =
∞∑
k=0
(λ − λ0)k〈g,Rk+1λ¯0 (f )〉
and it is analytic at λ0. The proof is complete. 
Proof of Proposition 7.1. If Im λ0 /= 0, then M(λ) is analytic at λ0, λ0 ∈ ρ(H1), and the resol-
vent formula (7.1) holds in this case by Theorems 6.4 and 6.17. Thus, it suffices to consider the
case that λ0 is real.
Let λ0 be real and M(λ) continue analytically to a neighborhood (a, b) of λ0. Then χ(·, λ0) ∈
l2W(0,∞) by Theorem 6.8. We want to show λ0 ∈ ρ(H1). Since H1 is self-adjoint, it suffices to
show that H1 − λ0 is surjective by Lemma 7.2. For any given f ∈ l2W(0,∞), set
y(t) =
∞∑
s=0
G(t, s, λ0)W(s)R(f )(s).
By Theorem 6.10, y is a solution of
(Ly)(t) = λ0W(t)R(y)(t) + W(t)R(f )(t), t ∈ [0,∞)
and (6.19). So, y ∈ D(H1) and (H1 − λ0)y = f . This implies that H1 − λ0 is surjective and
Rλ0(f )(t) = y(t). Hence, the necessity and (7.1) are proved.
Now, suppose λ0 ∈ ρ(H1) ∩ R. We want to show that M(λ) is analytic at λ0. We first inves-
tigate the relation between χ(t, λ¯) for Im λ /= 0 and χ(t, i). By the definition of χ(t, λ) given
at the beginning of Section 6.1 and by Theorem 6.1, we have that χ(·, λ¯), χ(·, i) ∈ l2W(0,∞),
αχ(0, λ¯) = αχ(0, i) = Id . Set z(t) = χ(t, λ¯) − χ(t, i). Since χ(·, λ¯) and χ(·, i) are solutions
of (1.5λ) with λ replaced by λ¯ and i, respectively, we get that
Jz(t) = (λ¯W(t) + P(t))R(z)(t) + (λ¯ − i)W(t)R(χ)(t, i), t ∈ [0,∞),
αz(0) = 0, z ∈ l2W(0,∞).
It follows from Theorems 6.10 and 6.17 that z = (λ¯ − i)Rλ¯(χ(·, i)) and consequently, we have
χ(t, λ¯) = χ(t, i) + (λ¯ − i)Rλ¯(χ(·, i))(t). (7.6)
On the other hand, we get by Theorems 6.3 and 6.4 that
(λ − i)〈χ(·, i), χ(·, λ¯)〉 = M∗(λ¯) − M(i) = M(λ) − M(i). (7.7)
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Inserting (7.6) into (7.7), we get
M(λ) = M(i) + (λ − i)‖χ(·, i)‖2W + (λ2 + 1)〈χ(·, i), Rλ¯(χ(·, i))〉.
Therefore, M(λ) is analytic at λ0 by Lemma 7.3. This completes the proof. 
Proposition 7.2. λ0 ∈ σp(H1) if and only if M(λ) has a simple pole at λ0, that is, (7.2) holds,
where Kj is a d × d Hermitian matrix for j  −1 and K−1 satisfies (7.3). In this case, φ(·, λ0)
K−1 ∈ l2W(0,∞) and its nonzero columns are eigenfunctions with respect to λ0.
Proof. It is evident that the multiplicity of each eigenvalue of H1 is finite. So, by Proposition
7.1 and the definition of σp(H1) in Definition 7.2, we see that λ0 ∈ σp(H1) if and only if λ0 is
an isolated singular point of M(λ) and so it is a simple pole of M(λ) by Theorem 6.7. So M(λ)
can be written as in (7.2) with K−1 /= 0. Since λ0 is an isolated singular point of M(λ), there
exists δ > 0 such that M(λ) is analytic on (λ0 − δ, λ0) ∪ (λ0, λ0 − δ). It follows from (6.14) in
Theorem 6.4 that M∗(λ) = M(λ) for all λ ∈ (λ0 − δ, λ0) ∪ (λ0, λ0 − δ), which implies that Kj
is Hermitian for j  −1. Let λ = λ0 + iν with ν > 0. From (7.2), we have
M(λ0 + iν) = −iν−1K−1 + K0 + iνK1 + · · · .
So we get
Im M(λ0 + iν) = −ν−1K−1 + νK1 + · · · ,
and consequently,
νM(λ0 + iν) = −iK−1 + O(ν), νIm M(λ0 + iν) = −K−1 + O(ν2). (7.8)
Thus, (7.3) is directly derived from the first relation in (7.8) by Theorem 6.6. Now, we show
that φ(·, λ0)K−1 ∈ l2W(0,∞). By Theorem 6.3 and from the second relation in (7.8), we see that
χ(·, λ0 + iν) ∈ l2W(0,∞) and
ν2
∞∑
t=0
R(χ)∗(t, λ0 + iν)W(t)R(χ)(t, λ0 + iν) = νIm M(λ0 + iν) = −K1 + O(ν2).
(7.9)
Then, for each n > 0, we have
ν2
n∑
t=0
R(χ)∗(t, λ0 + iν)W(t)R(χ)(t, λ0 + iν)  −K1 + O(ν2). (7.10)
In addition, we see that
νχ(t, λ0 + iν) = νθ(t, λ0 + iν) + φ(t, λ0 + iν)νM(λ0 + iν)
= −iφ(t, λ0 + iν)K−1 + νθ(t, λ0 + iν) + O(ν)φ(t, λ0 + iν),
which implies that limν→0+ νχ(t, λ0 + iν) = −iφ(t, λ0)K−1. Therefore, letting ν → 0+ in
(7.10), we get
n∑
t=0
K∗−1R(φ)∗(t, λ0)W(t)R(φ)(t, λ0)K−1  −K−1, (7.11)
which implies that φ(·, λ0)K−1 ∈ l2W(0,∞) by letting n → ∞. Further, since αφ(0, λ0) = 0, all
the nonzero columns of φ(·, λ0)K−1 are eigenfunctions with respect to λ0. This completes the
proof. 
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Proposition 7.3. λ0 ∈ σpc(H1) if and only if M(λ) is not analytic at λ0 and satisfies (7.4), and
M(λ) − iS(λ − λ0)−1 is not analytic at λ0. In this case, φ(·, λ0)S ∈ l2W(0,∞) and its nonzero
columns are eigenfunctions with respect to λ0.
Proof. We first consider the sufficiency. Suppose that M(λ) is not analytic at λ0, (7.4) holds, and
M(λ) − iS(λ − λ0)−1 is not analytic at λ0. Then λ0 ∈ σ(H1) and λ0 /∈ σp(H1) by Propositions
7.1 and 7.2 and from the first relation in (7.8) and consequently, λ0 ∈ σe(H1). To show that
λ0 ∈ σpc(H1), it is sufficient to show that λ0 is an eigenvalue of H1. Let λ = λ0 + iν with ν /= 0.
Similarly to the argument about (7.11), one can conclude that
n∑
t=0
S∗R(φ)∗(t, λ0)W(t)R(φ)(t, λ0)S  Im S,
which implies that φ(·, λ0)S ∈ l2W(0,∞) from the above relation by letting n → ∞. Since
αφ(0, λ0) = 0, rank φ(·, λ0) = d , and S /= 0, it follows that φ(·, λ0)S /= 0 and all the nonzero
columns of φ(·, λ0)S are eigenfunctions with respect to λ0. Thus, λ0 is an eigenvalue of H1 and
consequently the sufficiency is proved.
We next consider the necessity. Suppose λ0 ∈ σpc(H1). Then M(λ) is not analytic at λ0.
By Theorem 6.6, we have that S = limν→0 νM(λ0 + iν) = i(τ (λ0) − τ(λ0 − 0)). Suppose that
ψ(t, λ0) is an eigenfunction with respect to λ0. Let λ = λ0 + iν with ν > 0 and χ(t, λ0 + iν) =
(χ1, χ2, . . . , χd)(t, λ0 + iν). It is clear that χj (·, λ0 + iν), ψ(·, λ0) ∈ D(H), 1  j  d. Then it
follows from Theorem 6.15 that
lim
t→∞χ
∗(t, λ0 + iν)Jψ(t, λ0) = 0. (7.12)
Since αψ(0, λ0) = 0, there exists a nonzero vector ξ ∈ Cd by Lemma 2.3 such that ψ(0, λ0) =
−Jα∗ξ , which, together with
χ(0, λ0 + iν) = 
(
Id
M(λ0 + iν)
)
,
implies that
χ∗(0, λ0 + iν)Jψ(0, λ0) = ξ. (7.13)
On the other hand, it follows from Lemma 2.2 and from (7.12) and (7.13) that
iν
∞∑
t=0
R(χ)∗(t, λ0 + iν)W(t)R(ψ)(t, λ0)
= lim
t→∞χ
∗(t, λ0 + iν)Jψ(t, λ0) − χ∗(0, λ0 + iν)Jψ(0, λ0) = −ξ.
This, together with the first equality in (7.9), implies that
ξ∗ξ = ν
∣∣∣∣∣
∞∑
t=0
ξ∗R(χ)∗(t, λ0 + iν)W(t)R(ψ)(t, λ0)
∣∣∣∣∣
 ν‖χ(·, λ0 + iν)ξ‖W‖ψ(·, λ0)‖W
 ν(ν−1ξ∗Im M(λ0 + iν)ξ)1/2‖ψ(·, λ0)‖W
= (ξ∗νIm M(λ0 + iν)ξ)1/2‖ψ(·, λ0)‖W .
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Since ξ /= 0, it follows that limν→0 νIm M(λ0 + iν) /= 0 and consequently S /= 0. Since λ0 /∈
σp(H1), M(λ) − iS(λ − λ0)−1 is not analytic at λ0 by Proposition 7.2. Hence, the proof is com-
plete. 
Proposition 7.4. λ0 ∈ σc(H1) if and only ifM(λ) is not analytic atλ0 and limν→0 νM(λ0 + iν) =
0.
Proof. We first consider the necessity. Let λ0 ∈ σc(H1). Then M(λ) is not analytic at λ0 by
Proposition 7.1. By Theorem 6.6, limν→0 νM(λ0 + iν) = S must exist. Suppose that S /= 0.
Then φ(·, λ0)S /= 0 and φ(·, λ0)S ∈ l2W(0,∞) by the proof of Proposition 7.3. In this case, we
see that λ0 ∈ σp(H1) ∪ σpc(H1), which is a contradiction. Hence, S = 0 and the necessity is
proved.
We now turn to the sufficiency. Suppose that M(λ) is not analytic at λ0 and S = 0. Then λ0 ∈
σ(H1) andλ0 /∈ σp(H1) ∪ σpc(H1) by Propositions 7.1–7.3. Hence,λ0 ∈ σc(H1). This completes
the proof. 
Proof of Theorem 7.1. It is now evident that Theorem 7.1 follows from Propositions 7.1–7.4. So
the proof is complete. 
Remark 7.2. The relationship between the spectrum of the discrete Hamiltonian operator H1
and the analyticity of the matrix-valued function M(λ) in the limit point case in Theorem 7.1 is
similar to that obtained by Hinton and Shaw for continuous Hamiltonian systems [31, Theorem
2.1]. However, there are some differences between our proofs and their proofs. Specifically, we
apply an equivalent condition to λ ∈ ρ(H1) (see Lemma 7.2) for the self-adjoint operator H1 in
the proof of the necessity for (i) (i.e., Proposition 7.1). It is noted that the proof of (i) here is much
simpler than that of [31, Theorem 2.1].
7.3. Dependence of the spectrum on the left boundary data
Evidently, the Hamiltonian operator H1 corresponding to the boundary value problem (1.5λ)
and (6.19) is dependent on the coefficient matrix α in the left boundary conditions (6.19) and so is
its spectrum σ(H1). For convenience, denote H1 by H1(α). In the same sense, Y (t, λ), χ(t, λ),,
M(λ), and τ(µ) are denoted by Yα(t, λ), χα(t, λ), α , Mα(λ), and τα(µ). In this subsection, we
investigate the dependence of various spectra of H1(α) on α. Especially, some separation results
of the spectrum of operator H1 are obtained.
Hinton and Shaw found that the spectrum of continuous Hamiltonian operators has some
invariant properties [31, Theorem 5.1]. Here, we show that these invariant properties also hold
for the spectrum of the discrete linear Hamiltonian operator H1.
Theorem 7.2 (Invariant Theorem). The spectrum of the Hamiltonian operator H1(α) has the
following invariant properties:
(i) the set ρ(H1(α)) is open and the set σ(H1(α)) is closed for any α satisfying (2.12);
(ii) the set ρ(H1(α)) ∪ σp(H1(α)) is open and the set σe(H1(α)) is closed for any α satisfying
(2.12);
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(iii) the set σp(H1(α)) ∪ σpc(H1(α)) is at most countable for any α satisfying (2.12);
(iv) ρ(H1(α)) ∪ σp(H1(α)) is independent of α and so is σe(H1(α)).
Proof
(i) For any given α satisfying (2.12), H1(α) is self-adjoint and consequently, it is closed. So
the set ρ(H1(α)) is open and the set σ(H1(α)) is closed by Lemma 7.1.
(ii) For any given α satisfying (2.12), let λ0 ∈ σp(H1(α)). Then λ0 is an isolated singular
point of M(λ) and consequently, there exists a constant δ > 0 such that (λ0 − δ, λ0) ∪
(λ0, λ0 + δ) ⊂ ρ(H1(α)). Thus, (λ0 − δ, λ0 + δ) ⊂ ρ(H1(α)) ∪ σp(H1(α)). This implies
that ρ(H1(α)) ∪ σp(H1(α)) is an open set. By Definition 7.2, we see that σe(H1(α)) is the
complement of ρ(H1(α)) ∪ σp(H1(α)). Hence, σe(H1(α)) is a closed set. Thus, (ii) has
been proved.
(iii) By Theorems 6.5, 6.6, and 7.1, we see that σp(H1 (α)) ∪ σpc(H1(α)) is the set of all the
discontinuous points of τα(µ). Since τα(µ) is a non-decreasing Hermitian matrix-valued
function, it has at most countably many discontinuous points by Lemma 2.13. So,σp(H1(α))
∪σpc(H1(α)) is at most countable. Thus, (iii) has been proved.
(iv) We now show that ρ(H1(α)) ∪ σp(H1(α)) is independent of α. Let α and α˜ be any two d ×
2d matrices that satisfy (2.12). For any given λ0 ∈ ρ(H1(α)) ∪ σp(H1(α)), the discussion
is divided into the following three cases:
(1) Im λ0 /= 0. In this case, λ0 ∈ ρ(H1(α˜)).
(2) λ0 is real and λ0 ∈ ρ(H1(α)). Since the set ρ(H1(α)) is open, there exists a constant
δ > 0 such that (λ0 − δ, λ0 + δ) ⊂ ρ(H1(α)) and consequently, Mα(λ) is analytic on
a domain D containing the interval (λ0 − δ, λ0 + δ) by Theorem 7.1. So, α˜α∗Mα(λ) −
α˜Jα∗ and α˜α∗ + α˜Jα∗Mα(λ) are analytic onD. It follows that det(˜αα∗ + α˜Jα∗Mα(λ))
is analytic on D and not identical to zero on D by Theorem 6.9. This implies that
the zeros of det(˜αα∗ + α˜Jα∗Mα(λ)) must be isolated. Hence, the singular points of
(˜αα∗ + α˜Jα∗Mα(λ))−1 on D are isolated. So it follows from (6.30) that if Mα˜(λ) has
singular points on D, then these singular points are isolated and consequently, they are
simple poles of Mα˜(λ) by Theorem 6.7. This implies that λ0 ∈ ρ(H1(α˜)) ∪ σp(H1(α˜)).
(3) λ0 is real and λ0 ∈ σp(H1(α)). Then λ0 is a simple pole of Mα(λ) by Theorem 7.1. With
a similar argument to that in (2) above, one can conclude that λ0 is either an analytic
point or a simple pole of Mα˜(λ). Hence, λ0 ∈ ρ(H1(α˜)) ∪ σp(H1(α˜)).
In summary, we get that ρ(H1(α)) ∪ σp(H1(α)) ⊂ ρ(H1(α˜)) ∪ σp(H1(α˜)). Similarly, us-
ing (6.31), we can obtain the reverse inclusion and so ρ(H1(α)) ∪ σp(H1(α)) = ρ(H1(α˜)) ∪
σp(H1(α˜)). Since σe(H1(α)) and σe(H1(α˜)) are the complements of ρ(H1(α)) ∪ σp(H1(α)) and
ρ(H1(α˜)) ∪ σp(H1(α˜)), respectively, it follows that σe(H1(α)) = σe(H1(α˜)). This completes the
proof. 
We continue to investigate in more details the dependence of the spectrum σ(H1(α))
on α.
Theorem 7.3. If (a, b) ⊂ ρ(H1(α0)) for some α0 ∈ Cd×2d satisfying (2.12), then, for any α ∈
Cd×2d satisfying (2.12), all the points in (a, b) are in ρ(H1(α)) except for at most k points that
are in σp(H1(α)), where k = rank (αJα∗0). Especially, σ (H1(α)) = σ(H1(α0)) in the case of
αJα∗0 = 0.
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Proof. By Theorem 7.1, we see that the theorem is equivalent to that if Mα0(λ) is analytic in
(a, b), then Mα(λ) is analytic in (a, b), except for at most k points that are simple poles of Mα(λ).
Suppose that α is a d × 2d matrix that satisfies the self-adjoint conditions (2.12) and k =
rank (αJα∗0). For simplicity, set β = (β1, β2), β1 = αα∗0 , β2 = αJα∗0 . Then rank β2 = k. It
follows from Theorem 6.9 that for Im λ /= 0, Mα(λ) = (β1Mα0(λ) − β2)(β1 + β2Mα0(λ))−1. It
is clear that only those singular points of β1 + β2Mα0(λ) in (a, b) may be singular points of
Mα(λ) in (a, b). So we only need to consider the zeros of det(β1 + β2Mα0(λ)).
We first show that β also satisfies the normalized self-adjoint conditions (2.13). In fact, we
have that
ββ∗ = αα∗0α0α∗ − αJα∗0α0Jα∗ = α(α∗0α0 − Jα∗0α0J )α∗. (7.14)
Since α0 is unitary; that is,
(α∗0 , Jα∗0)
(
α0
−α0J
)
= I2d ,
we get that α∗0α0 − Jα∗0α0J = I2d . Hence, from (7.14), we have ββ∗ = αα∗ = Id . In addition,
βJβ∗ = (αα∗0 , αJα∗0)J
(
α0α∗
−α0Jα∗
)
= α(Jα∗0α0 + α∗0α0J )α∗
= α(−Jα∗0α0J + α∗0α0)Jα∗ = αJα∗ = 0.
From rank β2 = k, there exist two d × d unitary matrices U and V by the matrix fundamental
theory [57] such that β2 = Udiag{Q, 0}V ∗, where Q is a k × k matrix with rank Q = k. Let
γ1 = U∗β1V, γ2 = U∗β2V, γ = (γ1, γ2). (7.15)
It can be easily verified that γ also satisfies (2.12) and
γ2 = diag{Q, 0}. (7.16)
Let γ1 be blocked as
γ1 =
(
γ11 γ12
γ21 γ22
)
,
where γ11 is a k × k matrix, and γ12, γ21, and γ22 are compatible matrices. From γ Jγ ∗ = 0, it
follows that
γ11Q
∗ = Qγ ∗11, γ21Q∗ = 0, (7.17)
which implies that γ11Q∗ is Hermitian and γ21 = 0. Further, from γ γ ∗ = Id , we have
γ11γ
∗
11 + γ12γ ∗12 + QQ∗ = Ik, γ12γ ∗22 = 0, γ22γ ∗22 = Id−k,
which implies that γ22 is a (d − k) × (d − k) unitary matrix and γ12 = 0. Hence, we obtain
γ1 = diag{γ11, γ22}, γ11γ ∗11 + QQ∗ = Ik. (7.18)
Now, we consider the zeros of det(β1 + β2Mα0(λ)). We see from (7.15) that β1 + β2Mα0(λ) =
U(γ1 + γ2N(λ))V ∗, where
N(λ) = V ∗Mα0(λ)V . (7.19)
Then we get that det(β1 + β2Mα0(λ)) = det(γ1 + γ2N(λ)). Clearly, N(λ) is Hermitian and ana-
lytic in (a, b). Let N(λ) be blocked as
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N(λ) =
(
N11 N12
N∗12 N22
)
(λ), (7.20)
where N11 and N22 are k × k and (d − k) × (d − k) matrices and N12 is a compatible matrix.
Then, from (7.16), (7.18), and (7.20), we get that
γ1 + γ2N(λ) =
(
γ11 + QN11(λ) QN12(λ)
0 γ22
)
.
Since γ22 is non-singular, it suffices to consider the zeros of det(γ11 + QN11(λ)). Set (λ) :=γ11
Q∗ + QN11(λ)Q∗. By referring to that γ11Q∗ and N11(λ) in (a, b) are Hermitian and Q is
non-singular, (λ) is Hermitian and the zeros of det(λ) and det(γ11 + QN11(λ)) are identical.
On the other hand, it follows from Theorem 6.8 that M ′α0(λ) > 0 and consequently N
′(λ) > 0
for all λ ∈ (a, b) from (7.19). This implies that N ′11(λ) > 0 for all λ ∈ (a, b) and consequently,
N11(λ) is increasing in (a, b). So (λ) is increasing in (a, b). By [4, Theorem V.2.3], the eigen-
values of (λ) are increasing in (a, b). Hence, det(λ) has at most k zeros in (a, b). Therefore,
det(β1 + β2Mα0(λ)) has at most k zeros in (a, b) and consequently, Mα(λ) has at most k simple
poles in (a, b).
Especially, if αJα∗0 = 0, it follows from (3.3) that
Y ∗α (0, λ)JYα0(0, λ) =
(
0 −β1
β1 0
)
.
Since Yα(0, λ) and Yα0(0, λ) are all invertible, so is β1. Thus, Mα(λ) = β1Mα0(λ)β−11 and
consequently, σ(H1(α)) = σ(H1(α0)) by Theorem 7.1 in this special case. This completes the
proof. 
The essential spectrum σe(H1(α)) is independent of α by Theorem 7.2. However, we see that
the point spectrum σp(H1(α)) may be dependent on α by Theorem 7.3. The point spectral set
σp(H1(α)) has the following separation property.
Theorem 7.4 (Separation Theorem). Let α0 ∈ Cd×2d satisfy the self-adjoint conditions (2.12)
and let λj (1  j  d + 1) be d + 1 consecutive point spectra of H1(α0) and be arranged as
λ1 < λ2 < · · · < λd+1. If (λ1, λd+1) contains no essential spectrum of H1(α0), then H1(α) has
at least one point spectrum on [λ1, λd+1] for any α ∈ Cd×2d satisfying (2.12).
Proof. If not, suppose that there exists a matrix α ∈ Cd×2d satisfying (2.12) such that H1(α) has
no point spectrum on [λ1, λd+1]. Since σe(H1(α)) = σe(H1(α0)) by Theorem 7.2, H1(α) has no
spectral points on [λ1, λd+1]. Then [λ1, λd+1] ⊂ ρ(H1(α)). By referring to the fact that ρ(H1(α))
is open, there exists a constant ε > 0 such that (λ1 − ε, λd+1 + ε) ⊂ ρ(H1(α)). It follows from
Theorem 7.3 that H1(α0) has at most k = rank (α0Jα∗)  d point spectra in (λ1 − ε, λd+1 + ε).
This contradicts the hypothesis of the theorem. The proof is complete. 
We can obtain a better separation result in the special case of d = 1. In this case, α0 and α
can be written as α0 = (sin θ0,− cos θ0)eiω0 , α = (sin θ,− cos θ)eiω for some θ0, θ ∈ [0, π ] and
ω0, ω ∈ [0, 2π). From (6.30), we get
Mα(λ) = {− sin(θ − θ0) + cos(θ − θ0)Mα0(λ)}{cos(θ − θ0) + sin(θ − θ0)Mα0(λ)}−1.
(7.21)
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If sin(θ − θ0) = 0, then Mα(λ) = Mα0(λ). If sin(θ − θ0) /= 0, then it follows from (7.21) that
Mα(λ) = {−1 + cot(θ − θ0)Mα0(λ)}{cot(θ − θ0) + Mα0(λ)}−1. (7.22)
If λ1 and λ2 are two consecutive simple poles of Mα0(λ) with λ1 < λ2 and Mα0(λ) is analytic in
(λ1, λ2), then M ′α0(λ) > 0 in (λ1, λ2) by Theorem 6.8. This implies that Mα0(λ) is increasing in
(λ1, λ2) and
lim
λ→λ+1
Mα0(λ) = −∞, lim
λ→λ−2
Mα0(λ) = +∞.
So it follows from (7.22) that Mα(λ) has exactly one simple pole in (λ1, λ2). In addition, we see
that αJα∗0 = sin(θ − θ0)ei(ω−ω0), which implies that αJα∗0 = 0 if and only if sin(θ − θ0) = 0.
Hence, we obtain the following separation result in the case of d = 1.
Theorem 7.5 (Separation Theorem in the case of d = 1). Let d = 1 and let λ1 and λ2(λ1 < λ2)
be two consecutive point spectra of H1(α0) for some α0 ∈ C1×2 satisfying the self-adjoint con-
ditions (2.12). If (λ1, λ2) contains no essential spectrum of H1(α0), then, for any α ∈ C1×2
satisfying (2.12), H1(α) has exactly one point spectrum in (λ1, λ2) in the case of αJα∗0 /= 0, and
σ(H1(α)) = σ(H1(α0)) in the case of αJα∗0 = 0.
The following is a consequence of Theorems 7.2 and 7.4.
Theorem 7.6. If H1(α0) has a pure point spectrum for some α0 ∈ Cd×2d satisfying the self-
adjoint conditions (2.12), then so does H1(α) for all α ∈ Cd×2d satisfying (2.12). Furthermore,
H1(α) has at least one point spectrum among any d + 1 consecutive point spectra of H1(α0).
The following is a consequence of Theorems 7.5 and 7.6.
Theorem 7.7. If d = 1 and H1(α0) has a pure point spectrum for some α0 ∈ C1×2 satisfying
the self-adjoint conditions (2.12), then so does H1(α) for all α ∈ C1×2 satisfying (2.12). Fur-
thermore, H1(α) has exactly one point spectrum between any two consecutive point spectra of
H1(α0) in the case of αJα∗0 /= 0, and has the same pure point spectrum as H1(α0) in the case of
αJα∗0 = 0.
Remark 7.3. Similar results to Theorem 7.7 hold for the second-order scalar differential operator
(cf., see [28, Theorem 10.3.2]).
Finally, we consider the dependence of the boundedness of σ(H1(α)) on α, and obtain the
following result:
Theorem 7.8. Letα0 ∈ Cd×2d satisfy the self-adjoint conditions (2.12). If the spectrumσ(H1(α0))
is bounded from below (or above) and µm = inf{λ : λ ∈ σ(H1(α0))} (or µM = sup{λ : λ ∈
σ(H1(α0))}), then so is σ(H1(α)) for all α ∈ Cd×2d satisfying (2.12). Furthermore, if H1(α)
has spectral points in (−∞, µm) (or (µM,∞)), then there exist at most k point spectra of H1(α)
in (−∞, µm) (or (µM,∞)), where k = rank (αJα∗0).
Proof. This theorem can be easily proved by applying Theorem 7.3. So the details are
omitted. 
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