We compare convergence of isogeometric analysis (IGA), a spline modification of finite element method (FEM), with FEM in the context of our real space code for ab-initio electronic structure calculations of non-periodic systems. The convergence is studied on simple sub-problems that appear within the density functional theory approximation to the Schrödinger equation: the Poisson problem and the generalized eigenvalue problem. We also outline the complete iterative algorithm seeking a fixed point of the charge density of a system of atoms or molecules, and study IGA/FEM convergence on a benchmark problem of nitrogen atom.
Introduction
The electronic structure calculations are a rigorous tool for predicting and understanding important properties of materials, such as elasticity, hardness, electric and magnetic properties, etc. Those properties are tightly bound to the notion of the total internal energy of a system of atoms -a crucial quantity 5 to compute, and to determine its sensitivity w.r.t. various parameters, e.g., the atomic positions in order to reach a stable arrangement.
Our team is developing a real space code [34] for electronic structure calculations based on
• the density functional theory (DFT), [15, 27, 23, 28] ; 10 • the environment-reflecting pseudopotentials [33] ;
• a weak solution of the Kohn-Sham equations [19] .
The code is based on the open source finite element package SfePy [8] (Simple Finite Elements in Python, http://sfepy.org), which is a general package for solving (systems of) partial differential equations (PDEs) by the finite element 15 method (FEM), cf. [32] . Recently, it has been extended with the isogeometric analysis (IGA) [11] is a spline-based modification of FEM. The key motivation for this extension, besides interesting convergence properties [21] in eigenvalue problems, was the possibility of a continuous field approximation with a high global continuity on a simple domain -a single NURBS (Non-uniform Rational 20 B-spline) patch. This feature is crucial for an efficient evaluation of the sensitivity of the total energy w.r.t. a parameter, also called the Hellman-Feynman forces (HFF) [9] .
Recently, using FEM and its variants in electronic structure calculation context is pursued by a growing number of groups, cf. [13] , where the hp-adaptivity 25 is discussed, [25, 26] where spectral finite elements as well as the hp-adaptivity are considered, or [24] , where NURBS-based FEM is applied.
IGA is a modification of FEM which employs shape functions of different spline types such as B-splines, NURBS [29] ), T-splines [2] , etc. It was suc-cessfully employed for numerical solutions of various physical and mathematical problems, such as fluid dynamics, diffusion and other problems of continuum mechanics [11, 20, 21] . The theoretical works relating to the convergence behaviour of IGA have been published in [3, 6, 4, 22] .
The drawbacks of using IGA, as reported in [21] , concern mainly the increased computational cost of the numerical integration and assembling. Also, 35 because of the higher global continuity, the assembled matrices have more nonzero entries than the matrices corresponding to the C 0 FEM basis. A comparison study of IGA and FEM matrix structures, the cost of their evaluation, and mainly the cost of direct and iterative solvers in IGA has been presented by [10] and [30] .
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In this paper we compare numerical convergence properties of FEM and IGA using problems originating from various stages of our electronic structure calculation algorithm, in order to assess the applicability of IGA for our purposes.
It is structured as follows: in Section 2 we provide a light-weight introduction to the topic of electronic structure calculations, in Section 3 the used discretiza- structure to that of the complete problem; and finally, for the overall algorithm.
Electronic structure calculations
Let us briefly introduce the topic of electronic structure calculations. The systems of atoms and molecules are described in the most general form by the many-particle Schrödinger equation, cf. [23] ,
HΨ(e 1 , e 2 , . . . , e n ) = εΨ(e 1 , e 2 , . . . , e n ) ,
where H is the Hamiltonian (energy operator) of the system, e i the particles (e.g. electrons) and ε the energy of the state Ψ. The equation (1) is, however, too complicated to solve, even for three electrons. Among the techniques reducing this complexity, we use the DFT approach [15] . The DFT allows decomposing the many-particle Schrödinger equation into the one-electron Kohn-Sham equations [19] . Using atomic units they can be written in the common form
which provide the orbitals ψ i that reproduce, with the weights of occupations n i , the charge density ρ of the original interacting system, as
V is a (generally) non-local Hermitian operator representing the effective ionic potential for electrons. In the present case, within pseudopotential approach, V represents core electrons, separated from valence electrons, together with the nuclear charge. V xc is the exchange-correlation potential describing the noncoulomb electron-electron interactions. The exact potential is not known, so we use local-density aproximation (LDA) of this potential [23] , where the potential is a function of charge density at a given point. V H is the electrostatic potential has the charge density ρ at its right-hand side and is as follows:
Denoting the total potential V := V H + V xc +V , we can write, using Hartree atomic units,
Note that the above mentioned eigenvalue problem is highly non-linear, as the potential V depends on the orbitals ψ i . Therefore an iterative scheme is needed, defining the DFT loop for attaining a self-consistent solution. 
DFT loop
For the global convergence of the DFT iteration we use the standard algorithm outlined in Fig. 1 . The purpose of the DFT loop is to find a self-consistent solution -a fixed point of a function of the charge density ρ. For this task, a variety of nonlinear solvers can be used. We use Broyden-type quasi-Newton solvers applied to
where DF T denotes a single iteration of the DFT loop.
converged to self-consistency? After the DFT loop convergence is achieved, the derived quantities, particularly the total energy, are computed. By minimizing the total energy as a function of atomic positions, the equilibrium atomic positions can be found.
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Therefore the DFT loop itself can be embedded into an outer optimization loop, where the objective function gradients are the HFF.
Total Energy and Forces Acting on Atoms
The total energy of the system can be obtained within DFT as the sum of the ion-ion interaction energy (i.e. energy of electrostatic interations among expressed as
where α refers to atomic sites and Z stands for the ionic charge of the nucleus (or of the core, in case of pseudopotentials). V E xc (r; ρ) denotes the exchangecorrelation energy functional of the charge density related to the exchangecorrelation potential via
The force acting on atom α is equal to the derivative of the total energy functional with respect to an infinitesimal displacement of this atom δτ α :
Making use of the Hellmann-Feynman theorem that relates the derivative of the total energy with respect to a parameter λ, to the expectation value of the derivative of the Hamiltonian operator w.r.t. the same parameter
within the density functional theory we can write
where the first term is the electrostatic Hellmann-Feynman force (formed by the sum over all the atoms β = α of electrostatic forces between the charges of atomic nuclei Z α and Z β and by the force acting on the charge Z α in the charge density ρ)
and the second term in Eq. (11), is the "Pulay" force, also known as "incomplete basis set" force, that contains the corrections that depend on technical details of the calculation and can be extremely complicated to evaluate for some non- 
where the superscripts LOC and NL denote the local and non-local pseudopotential parts, respectively, and
might be non-trivial, as it was shown by Ihm, Zunger and Cohen[18] (for more details see e.g. [36] , [35] , [14] ). But, anyway, it seems to be much more acceptable for practical use than the evaluating the additional Pulay term within finite-element basis would be.
Discretization methods
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Before presenting key points of FEM and IGA, our problem needs to be reinstated in a weak form, usual in the finite element setting.
Weak formulation
Let us denote H 1 (Ω) the usual Sobolev space of functions with L 2 integrable derivatives and
The eigenvalue problem (5) can be rewritten using the weak formulation:
If the solution domain Ω is sufficiently large, the last term can be neglected.
The Poisson equation (4) has the following weak form:
Equations (15), (16) then need to be discretized -the continuous fields are approximated by discrete fields with a finite set of degrees of freedom (DOFs) and a basis, typically piece-wise polynomial:
where u is a continuous field (ψ, v, V H in our equations), u k , k = 1, 2, . . . , N are the discrete DOFs and φ k are the basis functions. From the computational point of view it is desirable that the basis functions have a small support, so that the resulting system matrix is sparse.
Substituting (17) into (15) leads to the matrix form of the Kohn-Sham eigenvalue problem:
where
Similarly, the matrix form of the Poisson problem (16) is:
Finite element method
In the FEM the discretization process involves the discretization of the domain Ω -it is replaced by a polygonal domain Ω h that is covered by small non-overlapping subdomains called elements (e.g. triangles or quadrilaterals in 100 2D, tetrahedrons or hexahedrons in 3D), cf. [17, 32] . The elements form a finite element mesh.
The basis functions are defined as piece-wise polynomials over the individual elements, have a small support and are typically globally C 0 continuous. The discretized equations are evaluated over the elements as well to obtain local 105 matrices or vectors that are then assembled into a global sparse system. The evaluation usually involves a numerical integration on a reference element, and a mapping to individual physical elements [17, 32] . The nodal basis of Lagrange interpolation polynomials or the hierarchical basis of Lobatto polynomials can be used in our code. 
If d > 1, the NURBS solid can be defined as a tensor product of univariate NURBS curves. The basic properties of the B-spline basis functions can be found in [29] .
The same NURBS basis is used also for the approximation of a continuous field u (ψ, v, V H in our equations):
where u A are the unknown DOFs -coefficients of the basis in the linear com- 
Results
The electronic structure calculations described in Section 2 involve solving the following two sub-problems:
• the Poisson equation (16) for the potential V H ,
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• and the generalized eigenvalue problem (15).
Below we compare the convergence of FEM and IGA when applied to the two sub-problems, as well as to the entire algorithm of the DFT loop (6).
All computations were done on a tensor-product domain, with varying number of vertices/knots along an edge.
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We are interested in convergence w.r.t. three parameters:
• The number of vertices/knots along the domain edge N e provides insight into the work necessary to integrate over the domain, because (N e − 1) d is equal to the number of elements/Bézier elements. Also, the element size h can be obtained as h = 1/((N e − 1).
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• The number of non-zero entries in the matrices N nz that corresponds to the cost of matrix-vector products, and hence the cost of a single linear/eigenvalue problem solver iteration.
• The total number of degrees of freedom N dof , i.e. the size of the matrices, which is related to the difficulty of solving the Poisson equation (16) Thus a higher N e indicates a higher cost of assembling the matrices, while higher N nz and N dof mean a more difficult problem solution.
Poisson's equation with manufactured solutions
In the method of manufactured solutions, cf. is measured. The analytic solution u is depicted in bottom right. The figure legends use the following naming scheme:
• FEM Lagrange basis: "fem.lag.<degree> <slope>";
• IGA basis: "iga.<degree>.<continuity> <slope>". 
1D Poisson problem
In the 1D case (Fig. 2) , u(x) ≡ x 4 − 0.0625 sin (x) was used. Here, IGA with increasing continuity performs progressively better then FEM with the same polynomial order when the convergence w.r.t. N nz and N dof is considered.
On the other hand, its error is slightly higher than the FEM or C 0 IGA error 185 for the N e curve. The right parts of the curves for order/degree three solutions exhibit a loss numerical precision for very small errors -this loss of precision seems to decrease considerably with increasing the IGA basis continuity, and for the highest system resolution, IGA outperforms FEM even w.r.t. N e . This is probably related to a better conditioning of the resulting linear system. Note 190 that a direct solver [12] (version 5.6.2) was used in this case, so the solutions should be "exact" up to the machine precision.
2D Poisson problem
In the 2D case (Fig. 3) , u(x, y) ≡ sin (5πx) cos (5πy) was used. In terms of The same holds for N nz after a certain minimal system resolution. Also again as in 1D, the standard C 0 basis performs better when considering convergence w.r.t. N e .
3D Poisson problems
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In 3D, two solutions were considered. The first solution u(x, y, z) ≡ x 3 − 0.125 y 3 − 0.125 z 3 − 0.125 (Fig. 4) is a tensor product of order three polynomials. The results reflect that as a numerical "zero" error is obtained independently of the resolution for the order/degree three bases. The higher continuity of IGA seems again to mitigate a slight loss of precision for higher resolutions.
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The second solution u(x, y, z) ≡ sin (5πx) sin (5πz) cos (5πy) (Fig. 5) is a direct generalization of the 2D case, and behaves in the same way.
The conjugate gradient iterative solver from PETSc [1] , preconditioned by the incomplete Cholesky decomposition was used in the 2D and 3D cases. The absolute precision for preconditioned residuals was set to 10 −18 , so that "exact" 210 solutions are obtained.
Simple eigenvalue problems
Several simple quantum mechanical systems were considered for our convergence study, namely an infinite potential well in 2D and 3D, a linear harmonic oscillator in 2D and 3D, and a hyperbolic 2D potential. The domain was a unit 215 cube (or square):
The discretization parameters are summarized in Tab. 2. We were interested in convergence of the two smallest eigenvalues to the analytic valuesε i . The error was measured using 
Infinite potential well
The potential well can be described by (15) In our case,ε i was equal to 9.869604401089358, 24.674011002723397 in 2D and to 14.804406601634037, 29.608813203268074 in 3D.
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The convergence curves for the 2D case are shown in Fig. 6 . Here, IGA with increasing continuity performs progressively better then FEM with the same polynomial order when the convergence w.r.t. N nz and N dof is considered. On the other hand, its error is slightly higher than the FEM or C 0 IGA error for the N e curve. The right parts of the curves for order/degree three solutions exhibit The convergence curves for the 3D case are shown in Fig. 7 . The results are qualitatively analogous to the 2D case, but without the loss of numerical precision, because the machine precision limit was not reached. 
Linear harmonic oscillator
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The linear harmonic oscillator can be described by (15) The convergence curves for the 2D case are shown in Fig. 8 and are analogous to the 2D potential well results, with the exception that the higher continuity 250 of IGA does not help to fight the machine precision limit.
The convergence curves for the 3D case are shown in Fig. 9 and qualitatively correspond to the 3D potential well results. 
Hyperbolic 2D potential
The hyperbolic 2D potential serves as a non-physical 2D analogy of Coulombic potential for hydrogen atom. It can be described by (15) Unlike the previous examples, the potential V (r) has a singularity at r = 0. To 255 avoid numerical problems, the singularity removed by setting the radii smaller than 10 −6 to 10 −6 . Due to that, the numerical solutions converge to slightly different values than given above. Nevertheless, as can be seen in Fig. 10 , the convergence of IGA solution with high global continuity seems to be better than that of FEM in terms of N e and N dof , and worse in case of N nz .
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Note that the singularity problem is not present in full DFT scheme below, thanks to the use of carefully chosen pseudopotentials.
DFT loop
The computations were done on a cube domain having the edge size of 14 atomic units, with varying number of vertices/knots along an edge. A nitrogen 265 atom was used for the benchmark due to availability of reference solution values for this simple system.
The tri-cubic FEM basis and degree three IGA basis were used. The continuities C 0 , C 1 and C 2 were used for the IGA basis. In Fig. 11 we can see the convergence of the first eigenvalue ε 1 of problem (15) to a reference value. The 
Results Summary
We were interested in convergence w.r. 
Conclusion
We compared numerical convergence properties of FEM and IGA using prob- examined, because having a globally C 2 continuous approximation is crucial for efficient computing of derivatives of the total energy w.r.t. atomic positions etc., as given by the Hellmann-Feynman theorem [9] .
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Overall, the results summarized in Section 4.4 support our choice of IGA as a viable alternative to FEM in electronic structure calculations. To alleviate the numerical quadrature cost, reduced quadrature rules has been proposed for the context of the Bézier extraction [31] , which we plan to assess in future.
