In this paper a pattern recognition approach to classifying quantitative structure-property relationships (QSPR) of the CYP2C19 isoform is presented. QSPR is a correlative computer modelling of the properties of chemical molecules and is widely used in cheminformatics and the pharmaceutical industry. Predicting whether or not a particular chemical will be metabolized by 2C19 is of primary importance to the pharmaceutical industry. This task poses certain challenges. First of all analyzed data are characterized by a significant biological noise. Additionally the training set is unbalanced, with objects from negative class outnumbering the positives four times. Presented solution deals with those problems, additionally incorporating a throughout feature selection for improving the stability of received results. A strong emphasis is put on the outlier detection and proper model validation to achieve the best predictive power.
Introduction
The pharmaceutical industry exists for, and profits from, the discovery and development of new medicines. Currently the costs of introducing a new drug to the medical market are huge, reported to be reaching 1.7 billion US dollars and approximately about 10-15 years of constant clinical research (information supplied by the Simulation Plus, Inc.
[1]). Up until the late 90's, the pharmaceutical industry was mainly using slow and costly experimental work in laboratories and clinics. A desire to eliminate many unnecessary costs has accelerated the emergence and acceptance of the science of cheminformatics, roughly defined as data mining in chemical space [2] . A concept that similar chemical compounds display similar properties, is the basis to the idea of taking existing solubility data and building new statistical correlative models. This allows to create a mapping between the structure of the chemical molecules and their water solubility. This computer modelling of properties of the chemical molecules is known as Quantitative StructureProperty Relationships/Quantitative Structure-Activity Relationships and abbreviated QSPR/QSAR. These models are used for fast screening out the potential drug candidates with wanted or unwanted properties. Therefore they are of a major importance to the pharmaceutical companies or to medical and clinical researchers.
A perfect situation will occur when we would have a database with sufficient number of QSAR/QSPR models. Then a pharmaceutical researcher would not have to even synthesize new compounds whose properties were predicted as unpromising. Of course, this situation is purely theoretical and never happens. All QSAR/ QSPR models are far from ideal and carry with them a relatively significant prediction error. That leaves a wide area for introducing new and efficient statistical methods to deal with such problems.
In this paper a pattern recognition approach to classifying chemical molecules into substrates and non-substrates of the CYP 2C19 isoform of the cytochrome P450 enzyme in human is shown. The aim is to predicting whether or not a particular chemical will be metabolized by 2C19, as well as other major isoforms of CYP P450. This knowledge is of primary importance to the pharmaceutical industry. This task poses certain difficulties. Analyzed data are characterized by a significant biological noise and the training set is unbalanced. This paper presents an approach that efficiently solves those problems.
The data for this task was supplied by Simulation Plus, Inc.
[1] as a part of open pattern recognition and data mining challenge.
The content of the work is as follows. In the next subsection related works in this field are discussed. Then a pattern recognition task, Support Vector Machine (SVM) algorithm and chemoinformatics background are presented shortly. Next general idea and detailed information about proposed method are introduced. The results of computer experiments are described in section 5. The last section concludes the paper.
Related works
Problem of the unbalanced data sets was addressed in a number of publications. Apart from presented in the further sections SMOTE approach [3] various alternation of this algorithm were introduced in recent years [4, 5] . But in case when dealing with non-Euclidean and nonmetric data, the application of those methods are impossible. For such data, e.g. time series, a ghost point approach was developed [6] . A different, yet interesting approach of boosting SVM was presented in [7] . Neural Networks were also adapted to this problem with two most representative approaches. First one considered implementing new, dynamic threshold learning algorithm [8] . Second concentrated on transforming an unbalanced problem into a set of symmetrical, two-class problems, each of which can be solved by a simple neural network [9] .
In chemoinformatics a computer-assisted synthesis design (CASD) was seen as a highly interesting challenge and as a field for applying artificial intelligence techniques [10] . In 1980 a very important work for this filed, by Lindsay et al. was introduced [11] . Since then there is an active group dedicated to this area [12] . One of the first work, which introduced the interdisciplinary application of machine learning techniques to the structure-activity modelling was [13] . Few years later a first summary paper, describing state-of-the-art in this field was printed [14] . It can be clearly seen that then only the feature selection was considered as an important pre-processing step, which was further discussed in [15] . In [16] authors stressed that using different pre-processing can further improve the overall quality of structure-activity classification.
Materials and methods

Pattern recognition
The aim of the pattern recognition is to classify a given object to the one of the predefined categories, on the basis of observation of the features describing it [17] . The object and its attributes are presented as a feature vector x ∈ X.
The pattern recognition algorithm maps the feature space X to the set of class labels M.
(1)
The mapping (1) is established on the basis of examples included in a learning set or rules given by experts. The learning set consists of learning examples, i.e. observation of features described object and its correct classification. The idea of classification systems is depicted in Figure 1 .
Support Vector Machine Classifier
Support vector machine (SVM) is a supervised learning method that recognize patterns in the analyzed data, used for classification and regression [18] . The standard SVM is a non-probabilistic binary linear classifier. The idea of SVM can be explained shortly as follows. A support vector machine constructs a set of hyperplanes in a high dimensional feature space, which can be used for data separation, and thus for classification. A hyperplane achieves a good separation that if it has the largest distance to the nearest training data points of any class (so-called functional margin). In general the larger the margin means the lower generalization error of the classifier.
It often happens that in real-life scenarios the sets are very complex and it is impossible to separate them linearly. To deal with this inconvenience it was proposed that the original finite dimensional space be mapped into a much higher dimensional space, which will make the linear separation possible. SVM use a fast mapping into a larger space so that cross products may be computed efficiently for the variables in the original space. This cross products in the higher dimensional space is defined as a kernel function K(x,y), carefully selected to suit the problem. The hyperplanes in the large space are defined as the set of points whose cross product with a vector in that space is constant.
Gaussian Process
Gaussian Process [19] is a classifier similar to the Support Vector Machine due to the usage of kernels for learning in their feature spaces. A comparison between it and the SVM formulation shows clearly the connection between them [20] . Their difference lies primarily in the utilized loss functions: logistic loss vs. hinge loss.
The idea of GP can be explained shortly as follows. GP classification constructs a two-stage model for the conditional probability distribution p(y|x) by introducing an intermediate, unobserved stochastic process u which can be considered as a compatibility measure of an observation x and a label y. Given an instantiation of the stochastic process, we assume that the conditional probability p(y|x, u) depends only on the values of u at the input x. For this we take an assumption that the stochastic process u is a zero mean Gaussian process with a covariance function C, most commonly a kernel function. Following a Bayesian approach, the prediction of a label for a new observation x is obtained by computing the posterior probability distribution over labels and selecting the label that has the highest probability.
Chemoinformatics
Chemoinformatics is the application of informatics methods to solve chemical problems. Although this term was introduced only a few years ago, this field has a long history with its roots going back more than 40 years. These different origins have now merged into a discipline of its own that is full of activities. Cheminformatics combines the scientific working fields of chemistry and computer science for example in the area of topology and chemical graph theory and mining the chemical space. Cheminformatics can also be applied to data analysis for various industries like paper and pulp, dyes and such allied industries. Main areas of its usage are drug design, chemical databases, virtual screening and quantitative structure-activity relationship.
Quantitative structure-property relationship
Quantitative structure-property relationship (QSPR) is the process by which chemical structure is quantitatively correlated with a well defined process, such as biological activity or chemical reactivity. For example, biological activity can be expressed quantitatively as in the concentration of a substance required to give a certain biological response. Additionally, when physicochemical properties or structures are expressed by numbers, one can form a mathematical relationship, or quantitative structure-activity relationship, between those two.
Statistical methods and Experimental Procedures
Presented approach to classifying 2C19 isoforms consists of four main steps :
Outlier detection -all objects corrupted by a significant biological noise must be eliminated.
Feature selection-only the relevant features must be taken under consideration if we want to achieve a stable classification.
Balancing training set -it must be done in such a way that will avoid the classifier overfitting.
Classification -Final step, when objects are given their labels.
In next sections each of those steps are explained in the details.
Outlier detection
An outlying observation, or outlier, is one that appears to deviate markedly from other members of the sample in which it occurs [21] . In other words it is an observation which seems to be inconsistent with the remainder of dataset. Outliers arise due to mechanical faults, changes in system behaviour, fraudulent behaviour, human error, instrument error or simply through natural deviations in populations.
Because of possibility of a significant biological noise influencing the examined molecules and their descriptors a throughout outlier detection must be implemented. Method of choice was Hampel's test [21] , which was proven to be very effective in this task [22] .
The steps to perform Hampel's Test for a data set are as follows:
Calculate the median (Me) for the whole set of data.
Calculate the value of deviation r i from the median value for all elements x i from data set.
Calculate the median for deviation Me ri . Check:
Parameter for this condition is recommended in [15] . If condition is true, then the examined value should be denoted as an outlier. Using Hempel's Test 78 from 837 objects were labelled as an outliers and discarded from further learning process -to ensure a stable final results, not influenced by noise.
Feature selection
Feature selection algorithm F transforms the feature space X into a smaller subspace X', which should consist only of the relevant features.
(4)
Feature selection is a very important step in the pattern recognition task. There are many advantages of applying such techniques: improving the overall accuracy, speeding up the training process, and reducing computational complexity of the data model [23] . Applied selection algorithm was the Fast CorrelationBased Feature Filter (FCBF) [24] , which is described as follows. Consider relation between features-classes and between pairs of features. The algorithm has two levels. First part is a typical ranking algorithm using SUC (Symmetric Uncertainty Coefficient) index for estimation of class-feature relevance, and a threshold coefficient to select predominant features. In the second part features that are redundant to the predominant features are removed.
As an input algorithm received 242 features (molecular descriptors). By the usage of it the feature space was reduced to 98. The feature selection was done using ten fold cross-validation and repeated at each of the folds. Each of the repetitions returned the 98 most commonly chosen features, indicating their highest influence on the classification step. This is very significant simplification of given task, which resulted in more accurate final results and can give the additional insight into the nature of the problem.
Unbalanced training set problem
A data set is imbalanced if the classification categories are not approximately equally represented [3] . Often real-world data sets are composed of majority of the normal examples with only a small amount of the abnormal or interesting ones. The performance and quality of machine learning algorithms is evaluated using predictive accuracy. However, this is not appropriate when the data under consideration is strongly imbalanced. Therefore this is a crucial problem in the process of pattern recognition.
2C19 molecules data set was unbalanced in that the negatives outnumber positives approximately 4:1, posing additional challenges to the modelling algorithm, but also reflecting real world scenarios.
To deal with this problem a Synthetic Minority Oversampling Technique (SMOTE) was used [3] . This is an over-sampling approach in which the minority class is over-sampled by creating synthetic examples rather than by over-sampling with replacement. The minority class is over-sampled by taking sample from the minority class and creating new, synthetic examples along the lines joining one randomly chosen of the k minority class nearest neighbours. Classical implementation uses three or five nearest neighbors. This approach effectively forces the decision region of the minority class to become more general.
For a subset S min ∈ S, where S stands for training set and S min for minority class, the k-nearest neighbours (k-NN) are considered for each one of the examples x i ∈ S min . The k-NN are the k elements of S min whose
Euclidian distance between itself and x i is the smallest along the n-dimensions of feature space X. To create a synthetic data, one of the k-NN is randomly selected, its corresponding feature vector difference is multiplied with a random number between [0-1] and added to x i :
where x i is the minority example under consideration, i x is randomly chosen one of the k-NN of x i and δ is a random number. The resulting synthetic example locatefd somewhere along the line joining x i and the k-NN. As we can see the synthetic examples are generated by operating in feature space rather than data space. Therefore the previous step in proposed solution -feature selection -had a big positive impact on the performance of this algorithm.
Example of SMOTE mechanism in two dimensional space is shown in Figure 2 . In the presented example the number of neighbours (parameter k) is set to three. "Pluses" stands for positive, minority class, "minuses" stands for negative, majority class and "star" presents the new synthetic object introduced.
Classification
Classification process was concluded with the usage of SVM algorithm. Author used the R language [25] with kernlab package [26] . It contains the ksvm() function [27] , a kernlab implementation of SVM. It includes the C-SVM classification algorithm. Also included is a bound constraint version of C classification (C-BSVM). Two types of the kernel function was tested -the Linear Kernel and the Gaussian Radial Basis. Sigma parameter set to 0.1 and cost parameter C was set to 10 (those values were established during the classifier tuning procedure, available in [26] ).
Neural network was builded with 10 neurons in the hidden layer and trained with the backpropagation algorithm.
The classifier training process used a pre-processed in previous steps set of 759 objects. The trained model was validated on 209 objects, provided by the Simulation Plus, Inc. The experimental results are discussed in next section.
Results
In the following section all algorithms were tested on Intel Core Duo T5800 2,0 GHz CPU with 3 GB RAM memory. All simulations where done in R environment, with tested algorithms taken from dedicated packages, thus ensuring that results achieved best possible efficiency and that their performance was not decreased by a bad implementation.
It is very important to remember that not only the classification results must be taken into consideration. Also the impact of each of the previous steps on the recognition result must be evaluated. Therefore in this section not only the presented approach is compared to other classifier, but also it is compared to the same algorithm without pre-processing steps implemented.
Support Vector Machine with a linear kernel(SVMl) and with a Gaussian Radial Basis kernel (SVMg) approaches were compared to the analysis of the same data set with neural networks (NN) [13] and linear Gaussian Process (GP). Classifiers were trained by the usage of ten fold cross-validation.
For the clarity of the results presentation abbreviations were used (SVMl, SVMg, NN and GP). The numbers in the parentheses indicates the examined approach. (0) stands for simple classifier (SVMl, SVMg, NN or GP) used on the unprocessed data set. (1) means that a outlier detection (OD) was additionally implemented. In (2) OD and feature selection (FS) were used. (3) stands for OD, FS and balancing data set with SMOTE algorithm. Accuracy, sensitivity and specificity results are shown in Table 1 .
Additionally a statistical significance test was used to compare the results and see if their differences are statistically significant. For this purpose we used a Combined 5 x 2 cv F Test [28] . As a test score we used the probability of rejecting the null hypothesis -that both classifiers have the same error rates. A small difference in error rate implies that the different algorithms construct two similar classifiers with similar error rates; thus the hypothesis should not be rejected. For a large difference, the classifiers have different error rates, and the hypothesis should be rejected.
In the Table 1 the test were done vertically (between the different classifiers with the same pre-processing step) and horizontally (between the same classifier with different pre-processing steps). The statistically significant classifiers from the first type of the test are bolded, while the ones from the second type are written in italics.
It can be clearly seen that outlier detection and feature selection steps increase the accuracy of a model and decrease the execution time. When a SMOTE algorithm is implemented a significant gain in the accuracy can be observed, at the cost of increasing the computational time. It happens because after the balancing step, classifier must deal with a larger data set, containing artificial points.
Conclusions
The paper dealt with a problem of classifying QSPR CYP 2C19 isoforms by the usage of the pattern recognition techniques. A complex approach to solving this problem was presented. Difficulties, such as unbalanced training set and possible biological noise, were addressed. Proposed solution was composed of four primary steps: outlier detection, feature selection, training set balancing and classification; each of which was discussed in details. Proposition was evaluated on the basis of computer experiments, carried on the data set supplied by the Simulation Plus, Inc. Experimental results confirmed the good accuracy of presented approach and the meaningfulness of implemented data preprocessing methods. Author believes that the presented approach can be useful for the pharmaceutical industry and research institutes. Additionally Author hopes that this paper will attract the attention of the data analysis practitioners, who do not have a pure mathematical background, to the importance of the usage of the preprocessing methods. They have a great effect on the pattern recognition procedure but are often omitted.
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