We report the results of extensive molecular dynamics simulations of a simple, but experimentally achievable model of dipolar colloids. It is shown that a modest elongation of the particles and dipoles to make dipolar dumbbells favors branching of the dipolar strings that are routinely observed for point dipolar spheres ͑e.g., ferrofluids͒. This branching triggers the formation of a percolating transient network when the effective temperature is lowered along low packing fraction isochores ͑ Ͻ 0.1͒. Well below the percolation temperature the evolution of various dynamical correlation functions becomes arrested over a rapidly increasing period of time, indicating that a gel has formed. The onset of arrest is closely linked to ongoing structural and topological changes, which we monitor using a variety of diagnostics, including the Euler characteristic. The present system, dominated by long-range interactions between particles, shows similarities to, but also some significant differences from the behavior of previously studied model systems involving short-range attractive interactions between colloids. In particular, we discuss the relation of gel formation to fluid-fluid phase separation and spinodal decomposition in the light of current knowledge of dipolar fluid phase diagrams.
I. INTRODUCTION
Recent evidence from experiment, theory, and simulation has revealed not only striking similarities but also significant differences between two classes of disordered materials, namely, glasses and gels. Both resist external stress, but are characterized by very different packing ͑or volume͒ fractions of the constituent particles.
Glasses are commonly observed both in molecular and colloidal systems at high packing fractions ͑ տ 0.5͒. The basic mechanism for glass formation is caging or jamming of particles by their neighbors, and dynamical arrest is partly understood in terms of mode-coupling theory, 1 which also applies to the so-called attractive glasses where physical bonding between neighboring particles plays a role. 2 Gels, on the other hand, are typical soft matter systems ͑polymeric or colloidal systems with much lower packing fractions, typically Շ 0.1͒ and gelation is invariably associated with the formation of open, space-spanning networks.
Depending on the relative time scales of the bonding between particles in the network and of the experimental probe, one usually distinguishes between irreversible chemical gels and weak physical gels. The former involve permanent bonds between network particles and are well described by percolation kinetics. 3 Physical gels involve transient bonds between particles, with bonding energies of the order of a few times the thermal energy k B T, allowing the bonds to be formed or broken on microscopic time scales. Such physical gels are generally observed in colloidal systems and colloid-polymer mixtures, where the range and strength of the depletion attraction can be tuned by varying the polymer size and concentration, 4 and have been the focus of much recent experimental and theoretical investigation. 5 Upon increasing the bonding lifetime within a transient network by varying the strength of the effective attraction between colloids, the network can undergo dynamical arrest, similar to that observed in structural glasses at much higher packing fractions, and resulting in a stress-resistant gel. 6, 7 Physical gelation can be driven by a number of mechanisms, including arrested spinodal decomposition, [8] [9] [10] the jamming of preformed fractal clusters, 11, 12 or the action of strongly directional bonds, as may be achieved by "patchy" particles ͑i.e., particles with highly localized bonding sites on their surface͒. 13, 14 So far, colloidal gelation has generally been associated with very short-ranged depletion-induced attractions between colloids ͑"sticky spheres"͒, which lead to cluster formation or phase separation, [8] [9] [10] 15 with highly directional forces 16 or with a "valence saturation" constraint, 13, 14 which favor the spontaneous formation of open, space-spanning networks. However, network formation at low packing fractions may also be induced by long-range dipolar interactions between colloidal particles ͑as in ferrofluids͒ which favor head-to-tail concatenation. 17 Dipolar hard spheres form stringlike clusters at low temperatures, and branching 18 or crosslinking of such transient strings may result in a percolating network. This tendency may be enhanced by a slight elongation of the dipolar particles. separation in fluids of dipolar spheres, spherocylinders, and dumbbells at low temperatures and packing fractions. [21] [22] [23] [24] The tendency for string and network formation, as well as the existence of an equilibrium fluid-fluid phase transition, makes it likely that gelation of dipolar particles will occur at sufficiently low temperatures.
The present paper provides strong evidence for the existence of a low density dipolar gel arising from reversible physical bonds, based on extensive molecular dynamics ͑MD͒ simulations of a system of slightly elongated dipolar particles. It will be shown that the anisotropic dipolar interactions induce the formation of a percolating, transient network at a density-dependent threshold temperature, and that this network undergoes gelation, characterized by dynamical arrest, at a much lower temperature.
The model and methodology will be introduced in Sec. II. The percolation threshold and its finite-size scaling properties will be determined in Sec. III. The structural and topological characteristics of the network are presented in Sec. IV. Section V will describe dynamical behavior and low temperature gelation, diagnosed using dynamical correlation functions, while concluding remarks will be presented in Sec. VI. Part of the present work was briefly reported in a preliminary publication. 19 
II. DIPOLAR DUMBBELLS
The model investigated in this paper is a system of = N / V dipolar dumbbells per unit volume. Each dumbbell is made up of two interpenetrating soft spheres carrying opposite charges Ϯq at their centers, separated by a fixed distance d. 19 The resulting dipole moment is = qd and a point dipole moment would be recovered in the limit d → 0, q → ϱ at fixed . The interaction potential between sites on different dumbbells is the sum of a soft-sphere repulsion and a Coulomb interaction,
where r is the site-site distance, while ⑀ 0 and ⑀Ј are the permittivity of free space and the relative permittivity of the surrounding medium ͑i.e., the solvent͒. A convenient length scale is the distance between the centers of two dumbbells in the head-to-tail configuration of lowest total potential energy,
The natural energy scale is set by the combination of parameters u = 2 / 4⑀ 0 ⑀Ј 3 , while the natural time unit is t 0 = ͑m 2 / u͒ 1/2 , where m is the mass of a dumbbell. For given values of and u, the soft-core repulsion coefficient c is fixed at c = 0.0208u 12 . Convenient reduced temperature, density, and time are defined as
For typical colloidal particles in water ͑⑀Ј =78͒, Ϸ 10 2 nm, m Ϸ 10 −18 kg, and q Ϸ 10 2 proton charges.
Throughout this work the ratio ␦ = d / was taken equal to 0.217, so that the temperature scale turns out to be u / k B Ϸ 10 3 K and the reduced room temperature would be T ‫ء‬ Ϸ 0.3. The corresponding characteristic time scale is t 0 Ϸ 10 −7 s. Related models which have been considered in the literature include dipolar dumbbells of hard spheres, 22, 24 hard spheres with extended dipoles, 25 and dipolar hard spherocylinders. 18, 21 In the dipolar hard sphere dumbbell model, the soft-sphere repulsion in Eq. ͑1͒ is simply replaced by a hard sphere repulsion of diameter s. The vapor-liquid phase diagram of the latter model has recently been determined by Monte Carlo simulations for several values of the ratio d / s. 24 An appropriate mapping of the soft sphere onto an effective hard sphere repulsion would provide a guide of the position of the thermodynamic state points explored in the MD simulations relative to the coexistence boundary.
The finite extension ͑d Ͼ 0͒ of the dipole enhances string formation, 25 while the dumbbell geometry facilitates branching of chains, which can thus interconnect into a genuine three-dimensional space-spanning network when the temperature is lowered at fixed . The branching tendency follows from a competition between Coulombic and soft-core repulsion interactions between dumbbells. For a given center-to-center distance r, the Coulomb interaction favors the head-to-tail configuration, where parallel dipoles are aligned along the center-to-center vector r, while the softsphere repulsion between dumbbells is lower when the parallel or antiparallel dipoles ͑and hence the dumbbell orientations͒ are perpendicular to r ͑side-by-side configuration͒. Examples of the total interaction energy of a pair of dipolar dumbbells as a function of the center-to-center distance r are plotted in Fig. 1 for several relative orientations of r and the dipole moment vectors on the two particles. Dipole elongation also favors bundling of the parallel strings of head-to-tail dumbbells. The total interaction energy per particle U of two strings of n = 20 dumbbells shifted by / 2 along the parallel axes is plotted in Fig. 2 as a function of the distance x between the two axes for several values of the elongation parameter ␦ = d / . The energy is seen to go through a minimum at x / Ϸ 0.9 for d / տ 0.2 and the minimum deepens with increasing ␦, while chains of contracted dipoles ͑small ␦͒ always repel in these configurations. The same tendency is observed for all chain lengths n տ 5.
Constant temperature MD simulations were carried out on periodic samples of N = 1000 dipolar dumbbells along two isochores ͑ = 0.0745 and = 0.0219͒ and along one isotherm ͑T ‫ء‬ = 0.176͒. The temperature was controlled by the Berendsen thermostat 26 and the classical equations of motion were integrated with the standard Verlet leap-frog algorithm, 27 as implemented in the GROMACS package. 28 Long-range Coulomb interactions were dealt with by the particle-mesh Ewald method. 27 The time step was chosen to be ⌬t ‫ء‬ = 0.0008 and most simulation runs extended over roughly 10 6 time steps after initial equilibration, although runs an order of magnitude longer were used for some of the low temperature states, where the dynamics slows down dramatically. The Newtonian dynamics used throughout this work neglects the stochastic ͑Brownian͒ and hydrodynamic forces induced by the solvent. No single simulation technique fully captures both these effects, and Newtonian dynamics remains appealing because of its efficiency and lack of ambiguity and because it preserves the exact static equilibrium properties of the simulated system, which are not affected by velocity-dependent forces. Moreover, it has been shown, at least in the case of denser systems, that long-time dynamical evolution is not affected by the precise short-time dynamics. 29, 30 
III. PERCOLATION
The structural, topological, and dynamical evolution of the dipolar dumbbell model was characterized by a number of static and dynamical diagnostics and monitored by progressively lowering the reduced temperature T ‫ء‬ from T ‫ء‬ Ϸ 0.8 to T ‫ء‬ Ϸ 0.02 along the two isochores = 0.0745 and = 0.0219 and by progressively increasing the packing fraction from Ϸ 0.018 to Ϸ 0.15 along the isotherm T ‫ء‬ = 0.176. The system was found to be very responsive to changes in temperature, but much less so to changes in density. A reproducible three-step scenario was observed when cooling the system along either of the two isochores. The formation of transient strings of particles is observed as soon as T ‫ء‬ is lowered below T ‫ء‬ Ϸ 0.5, a typical behavior of all polar fluids. Branching and interconnection of the chains set in upon further lowering of the temperature, as illustrated in Fig. 3 . The connectivity of two given particles was determined by the simple geometric criterion that a pair of opposite charges-one on each dumbbell-lie closer than r cut = .
For systems with transient bonds the percolation threshold is defined in the thermodynamic limit as the locus of state points ͑ , T ‫ء‬ ͒ where the average cluster size diverges. In a simulation this divergence is detected by the appearance of a cluster that spans the sample, i.e., a cluster in which each particle is connected to its own periodic images by other members of the same cluster. Because of finite-size effects, the percolation transition is rounded, and not discontinuous as one would expect for an infinite system.
In view of the importance of the percolation threshold in the network formation, we have carried out a finite-size scaling analysis of the percolation probability ͑i.e., the fraction of percolating configurations observed in the course of a simulation͒ along the isotherm T ‫ء‬ = 0.176. This is illustrated in Fig. 4 . The inset shows the variation in the percolation probability with volume fraction for three different linear system sizes L. For the scaling analysis, the volume fraction was controlled by changing the number of particles N at fixed volume V = L 3 , rather than vice versa as in the rest of the paper. As expected, the sigmoidal curve sharpens as L increases, and the three curves intersect close to a common point. The infinite system percolation threshold inf is estimated from the crossing point of the percolation curves for the two larger systems ͑L = 19.16 and L = 28.74͒, yielding inf = 0.075. The three curves collapse onto a master curve when plotted as functions of the scaling variable 31 x = ͑ − inf ͒L 1/ , where = 0.88 is the universal exponent for connectivity percolation in three dimensions. 31 Figure 4 shows that the collapse is excellent for the two larger systems, but that increasing deviations are seen with decreasing density for the smallest system ͑L = 12.77͒, indicating that the scaling regime has not yet been reached. This may be understood by noting that for the smallest system at the lowest densities, the periodic boundary conditions favor configurations where all the particles join a single highly anisotropic cluster that spans the box in a particular direction ͑rather than spreading out in all directions͒, leading to an artificially high percolation probability and even nonmonotonic behavior.
The nearly common crossing point of the percolation curves in the inset of Fig. 4 lies just below a percolation probability of 50%. Hence, in our finite-sized simulations, it is an excellent approximation to adopt a practical definition of the percolation threshold as the locus of ͑T ‫ء‬ , ͒ state points where the fraction of percolating configurations is 50%. The remainder of the results in this paper are calculated along the isochores = 0.0745, where the percolation temperature is T p ‫ء‬ = 0.177 and = 0.0219, where it is T p ‫ء‬ = 0.135. Just below the percolation temperature, the spacespanning network is transient due to the finite lifetime of the physical bonds between neighboring particles and to the fact that the breaking of a single bond may be enough to disconnect the cluster. However, the bond lifetime increases rapidly as the temperature drops and at the same time, clusters become more ramified. During this process, the single-particle and collective dynamics of the network slows down and at a critical temperature gelation occurs, characterized by dynamical arrest on the time scale of the simulation. Quantitative evidence for the successive stages of this scenario is presented in Secs. IV and V.
IV. NETWORK STRUCTURE AND TOPOLOGY
The dominant stringlike structure of the dipolar dumbbells over a wide range of temperatures is immediately evident from an inspection of the radial pair distribution g͑r͒, as shown in Fig. 5 for = 0.0219. As the temperature is lowered, a clear pattern of sharp peaks separated by a distance ⌬r Ϸ , typical of a one-dimensional chain structure, emerges. The amplitude of the quasiequidistant peaks grows rapidly with decreasing T ‫ء‬ . At the lowest temperature ͑T ‫ء‬ = 0.020͒ g͑r͒ develops a slowly decaying tail at large r, indicative of the proximity of a spinodal line which may be associated with a fluid-fluid phase separation. 24 We will return to this important issue in the concluding discussion ͑Sec. VI͒. The variation in g͑r͒ with temperature is qualitatively similar along the higher density isochore = 0.0745 ͑cf., Fig. 2 of our preliminary report 19 ͒, except that no longrange correlations appear even at the lowest temperature studied at the higher density.
The mean coordination number, based on the chargecharge neighbor criterion described above, is of the order of 2 or somewhat larger at the lower temperatures, as expected for a stringlike structure with some crosslinking. A finer breakdown of coordination numbers is provided by the probability distribution of the number of neighbors per particle, as obtained by averaging over a large number of configurations generated during the MD runs. This distribution is shown in the inset of Fig. 5 . Above the percolation threshold ͑T p ‫ء‬ = 0.135͒ most particles have a single, or no neighbor, while below T p ‫ء‬ almost all particles are doubly coordinated, and a significant fraction have three neighbors, pointing to the existence of branched chains, which are crucial for network formation. At the lowest temperature illustrated in Fig.  5 , there is a splitting of the peaks in g͑r͒. The doubling of the intrachain peaks described above arises from interchain correlations when segments of two chains bundle together and run in parallel over some distance. Each particle gains two neighbors in the adjacent chain in addition to the two in its own, and the resulting increase in fourfold connectivity at the lowest temperature is clear in the inset of Fig. 5 .
In Fourier space of wavenumbers k, the pair structure is characterized by the static structure factor S͑k͒, which can be calculated directly in MD simulations by the correlation function of the Fourier components k and −k of the microscopic density 32 or by Fourier transforming the pair distribution function g͑r͒. The finite linear size L of the simulation box puts a lower limit on the accessible wavenumber, k Ն 2 / L. Examples of S͑k͒ for several temperatures are shown in Fig. 6 . Except at the highest temperatures, S͑k͒ exhibits a pronounced low k peak, indicative of clustering, similar to that observed for other models of gelation. 16 Extrapolation of the MD data to k = 0 is difficult due to the susceptibility of S͑k͒ to statistical and finite-size errors at low k, but provides an estimate of the isothermal compressibility,
where T ͑0͒ is the compressibility of the corresponding ideal gas of noninteracting particles. The amplitude S͑k =0͒ Ͼ 1 implies that the gel is significantly more compressible than the ideal gas at the same temperature and density. Along the isochore = 0.0745, S͑k =0͒ appears to grow slowly as T ‫ء‬ drops, but always remains finite. On the contrary, at the lower density = 0.0219, S͑k =0͒ appears to diverge at the lowest temperature investigated, as expected from the slowly decaying tail in g͑r͒ in Fig. 5 . This divergence is the wellknown signature of spinodal instability. The pressure is readily calculated from the virial theorem and drops rapidly with T ‫ء‬ due to clustering. The fact that divergence of S͑k =0͒ is observed only in the very lowest temperature and lowest density simulations undertaken 19 indicates that, except under those extreme conditions, phase separation is not interfering with the structure and dynamics of the system. Hence, the majority of state points studied can be approached along a reversible thermodynamic path. Nevertheless, the low temperatures do require extra care to be taken for equilibration. We have extended the duration of both equilibration and accumulation runs by more than a factor of 10 at the lowest temperatures. In some cases we have also taken an ensemble average over completely independent initial conditions. Even so, if S͑k =0͒ diverges we cannot completely rule out a slow evolution of properties as the system ages over time scales much longer than the simulations.
The formation of chains and a network has a dramatic influence on equilibrium fluctuations, as illustrated in Fig. 7 for the static dielectric permittivity. This quantity is related to the fluctuations of the total dipole moment M of the periodic system by the following Kirkwood relation appropriate for "metallic" boundary conditions at infinity, 25, 33 
͑3͒
Reliable estimates of ⑀ require averages over long MD trajectories. 25 As seen from Fig. 7 , ⑀ first increases as the temperature is lowered due to the 1 / T factor in Eq. ͑3͒. It then drops rapidly beyond the percolation threshold to reach values close to 1 at the lowest temperatures due to the strongly reduced dipolar fluctuations within the increasingly rigid network. It is most difficult to obtain ⑀ just below the percolation threshold, where the network inhibits but does not completely suppress major reorganizations of the structure on the time scale of the simulations. The rapidly increasing sluggishness of fluctuations in M at lower temperatures means that the apparent permittivity measured over a short time interval can change on longer time scales, as illustrated by the line for T ‫ء‬ = 0.123 in Fig. 7 . The morphology of the three-dimensional network, and its evolution with temperature, may be characterized by a number of topological measures and invariants. In a first instance we have analyzed the morphology of the network at a continuously variable level of coarse graining by associating a notional sphere of diameter D E with the center of each of the N dipolar dumbbells. The morphology of the resulting disconnected or connected surface ⌺ may be quantified using concepts of algebraic topology. 34 A key invariant of a surface is the Euler characteristic ͑EC͒ ͑⌺͒, whose evolution with increasing diameter D E of the spheres provides a quantitative characterization of the network and how it changes with length scale. A similar analysis was recently used in two dimensions to characterize the clustering of binary colloidal systems confined to a planar surface. 35 The EC of a collection of objects is defined as the sum of the number of vertices and the number of faces minus the number of edges. The EC of any closed surface ͑such as a convex polyhedron, which is homomorphic with a sphere͒ is = 2, that of a surface with n holes ͑e.g., a torus with n =1͒ is 2−2n, while that of a surface bounding a volume enclosing n cavities is 2 + 2n. The total EC of a collection of disconnected surfaces is simply the sum of the EC of the individual objects. When analyzing our system of N dumbbells, it is convenient to deal with the normalized total EC = / 2N, which tends to unity as D E → 0 ͑since all spheres decorating the network are then disconnected͒ and tends to 0 as D E → ϱ ͑since all spheres have then merged, leaving no surface in the periodic system͒. An efficient procedure for calculating in the present context is described in the Appendix.
As D E is increased from 0, first starts to drop below unity around D E = , where spheres associated with neighboring dumbbells overlap, leading to a reduction in the number of disconnected surfaces and hence to a decrease in the EC. This drop accelerates when long strings of dumbbells form. Near chain junctions, where more highly coordinated particles are found, small toroidal holes arise between the spheres associated with three mutually neighboring dumbbells, causing to become negative ͑since the EC of a torus is negative͒. A small increase in D E leads to closure of these tori, and passes through a minimum. This process is illustrated in Fig. 1 of the EPAPS supplementary material. 36 The closing of tori on a larger scale, characteristic of the network mesh ͑also illustrated in Fig. 1 of the EPAPS supplementary material 36 ͒, produces a more gradual rise in at larger D E . The continual increase in D E from zero also leads to the formation and subsequent closure of enclosed cavities. The latter topological event leads to a decrease in .
This generic scenario is indeed observed when analyzing the MD-generated dumbbell configurations. However, the detailed shape of the versus D E curves depends sensitively on temperature, as shown in Fig. 8 for = 0.0745 and = 0.0219. The behavior at the two densities shares some qualitative features: at high temperatures exhibits a broad minimum around D E = ‫3/1−ء‬ , as one would expect for a system of noninteracting particles. As the temperature is decreased the formation of small, transient, chainlike clusters can be detected in the EC by a faster initial drop of and a shallower minimum. The initial drop becomes decisively steeper around the percolation temperature. At this point, the location of the minimum is sensitive to the balance between further merging, involving slightly more distant particles, which decreases the EC, and the closure of small tori, which increases the EC. As a result, the EC profiles at reduced temperatures in the range of 0.082Շ T ‫ء‬ Շ 0.16 have rather different shapes at the two densities depicted in Fig. 8 . A quantitative difference between the two densities remains at the lowest temperatures studied, with the higher density exhibiting a deeper sharp minimum near D E = due to the higher average coordination number at the higher density. The qualitatively changing shape of the EC profile as the temperature and density are varied makes it a sensitive indicator of the gradual morphological transformation of the system. In Sec. V we will diagnose gelation of the network by the arrest of various dynamical correlation functions. Being a purely topological quantifier, the EC profile alone therefore does not make it possible to conclude whether or not the network is a gel. However, the EC certainly detects the fact that the structure of the network continuously evolves as the temperature is lowered first through the percolation threshold and then into the regime of dynamical arrest. The changes in the profile of the EC make it possible to interpret these structural changes in terms of a sequence of topological events on increasing length scale, making the EC a valuable tool for linking structure and dynamics, including gelation.
An associated indicator of network morphology is provided by the asphericity of the Voronoi polyhedra constructed from the bisecting planes of the vectors joining the center of each dumbbell to its nearest neighbors. The Voronoi analysis is performed in the process of calculating the EC, as described in the Appendix. In a dense fluid the Voronoi polyhedra are quasispherical, but for a network of interconnected strings one would expect the polyhedra to be more elongated in directions orthogonal to the string axes. The shape of the polyhedra may be conveniently characterized by the asphericity parameter = R A / R V , where the characteristic radii R A and R V are related to the surface area A cell and volume V cell of the Voronoi cell by A cell =4R A 2 and V cell =4R V 3 / 3, respectively. Clearly, R A = R V for a perfectly spherical cell, while the ratio exceeds unity for any nonspherical cell and rises for increasingly elongated polyhedra.
From a Voronoi analysis of a large number of configurations, we have extracted the probability density P cell ͑͒ of finding polyhedra of asphericity for various temperatures. P cell ͑͒ is fairly sharply peaked at = 1.09 at the highest temperatures, where particles are roughly uniformly distributed inside the volume of the simulation cell. As T ‫ء‬ drops, the peak broadens and shifts to somewhat higher asphericities around = 1.19 ͑the plot is given in Fig. 2 of the EPAPS supplementary material 36 ͒. The temperature dependence of P cell ͑͒ does not seem to be very dramatic, but it is fastest around the percolation temperature, signaling the formation of a "filamentary" network. If the Voronoi polyhedra are likened to flat cylinders ͑"pill boxes"͒ of radius R and height h, the most probable asphericity observed at the lowest temperatures would correspond to an aspect ratio h / R = 0.5, compared to the "most spherical" cylinder characterized by an aspect ratio h / R = 2 and an asphericity parameter = 1.07.
The space-spanning network of particles defines a network of voids of variable size. The latter may be characterized by the distribution of diameters D V of the largest sphere that can be inserted at a random point in the system without impinging on the center of a particle. Examples of the corresponding probability densities P void ͑D V ͒ as determined from configurations generated in the MD simulations are shown in Fig. 9 for a range of temperatures along the isochore = 0.0745. P void ͑D V ͒ is seen to increase quadratically with D V for small D V and to peak at roughly D V =2 for all temperatures. As T ‫ء‬ is lowered, a tail at larger D V develops gradually, signaling the occurrence of voids in the network.
While the tail appears to stabilize around and below the percolation temperature, it suddenly extends to much larger values of D V at the lowest temperature, which is associated with the "bundling" of quasiparallel strings of the network, generating larger cavities or pores. Similar bundling has recently been reported in event-driven MD simulations of a model of dipolar colloids based on a highly discretized representation of dipolar interactions. 37 There is a clear-cut qualitative change in P void ͑D V ͒ at the lowest temperature explored in our MD simulations, which may be interpreted as a static indication of gelation.
Gelation, like the glass transition, is, however, more generally characterized by dynamical diagnostics to which we turn in Sec. V.
V. DYNAMICAL ARREST
The space-spanning network that forms at the percolation threshold is a transient structure because the lifetime b of the physical bonds linking each dipolar dumbbell to its neighbors is finite, allowing continual rearrangement of particles, strings, and crosslinks within the network. However, as the temperature is lowered, the bond lifetime increases rapidly so that the network becomes increasingly permanent and will eventually turn into a long-lived gel, where the decay of correlations becomes arrested. Following the neighbor criterion based on the charge-charge distances as described in Sec III, we define a function b ij ͑t͒ which is unity when particles i and j are bonded at time t, and zero otherwise. One may then construct a bond correlation function B͑t͒ = ͗b͑t͒b͑0͒͘, averaged both over the pairs i , j and along the MD-generated phase space trajectory.
B͑t͒ eventually reaches a regime of exponential decay over a wide range of temperatures, allowing a bond-breaking rate constant k b =1/ b to be defined unambiguously. The variation in the reduced rate constant k b ‫ء‬ = k b t 0 with temperature is shown in the Arrhenius plot of Fig. 10 . The rate constant is seen to decrease by four orders of magnitude between T ‫ء‬ Ϸ 0.4 and T ‫ء‬ Ϸ 0.02, but it does so in several stages. At high temperatures, where the fluid is not chainlike, contacts . ͑Color online͒ Distribution of void sizes at = 0.0745 measured by the probability of the maximum diameter of a sphere that can be inserted at a random point in space without overlapping with a particle. ‫ء‬ is found to be significantly higher than extrapolation of the Arrhenius dependence would predict. The relative ease of breaking bonds here can be understood by noting that a dipolar particle can only make two energetically optimal ͑head-to-tail͒ bonds. The increasing average coordination number at low temperatures necessarily means that many particles are forming bonds with frustrated geometries ͑e.g., at chain bifurcations͒, which require less thermal energy to break.
The bond-breaking rate constant may be expected to have a strong effect on the self-diffusion constant D of the particles. The latter is readily computed from the mean square displacement ͑MSD͒ of the particles at sufficiently long times through Einstein's relation,
where, again, averaging is over all initial times and all particles. Examples of the reduced MSD plotted against reduced time t ‫ء‬ on a double logarithmic scale are shown in Fig. 11 for several temperatures, along the isochore = 0.0219. At the higher temperatures the MSD goes over directly from the initial ballistic regime ͑ϰt 2 ͒ to the linear Einstein regime at longer times. Below the percolation temperature a subdiffusive regime, characterized by a clear inflection point, sets in at intermediate times. This regime extends over a rapidly increasing interval as T ‫ء‬ drops, and at the lowest temperature the normal diffusive regime is barely reached within the time scale of even our longest simulations ͑1.8ϫ 10 7 MD steps͒. In other words, the system becomes dynamically arrested over much of the accessible time scale, covering an interval of several decades. This is the first dynamical diagnostic that allows us to designate the system as a gel under these conditions. We note that a plateau in the MSD is really a lower bound to the temperature at which gelation sets in, since other gel characteristics such as an increased elastic modulus can arise in a network before all single-particle motion becomes arrested.
The temperature dependence of the reduced diffusion constant D ‫ء‬ = Dt 0 / 2 , derived from the slope of the MSD with respect to time in the linear regime, is illustrated in the Arrhenius plot of Fig. 10 . Arrhenius behavior is observed for T ‫ء‬ Շ 0.1, i.e., below the percolation temperature. Since we are employing Newtonian dynamics, the diffusion constant can also be estimated from the integral of the normalized velocity autocorrelation function,
where v͑t͒ = dr͑t͒ / dt is the center-of-mass velocity of a particle. Examples of Z͑t͒ as a function of reduced time t ‫ء‬ for several temperatures along the isochore = 0.0219 are shown in Fig. 12 . As expected, Z͑t͒ decays increasingly quickly with decreasing temperature. Below the percolation temperature, Z͑t͒ exhibits marked oscillations. Careful scrutiny indicates that a faster oscillation is superimposed on the low-frequency oscillations. This is clearly evident from the power spectrum ͑i.e., the Fourier transform͒ Ẑ ͑f ‫ء‬ ͒ of the velocity autocorrelation function shown in the inset of Fig. 12 , which exhibits two well separated peaks. An elementary calculation 19 shows that the high frequency may be associated with the quasiharmonic, one-dimensional oscillation of a particle within a chain of dipolar dumbbells. The lowfrequency component of Ẑ ͑f͒ is most likely due to the lateral vibrations of the chains within the network. 38, 39 The overall behavior of Z͑t͒ remains very much the same at the higher packing fraction, 19 = 0.0745, with a ratio of the two characteristic frequencies of the order of 4.5 at both packing fractions.
A finer, spatially resolved analysis of the single-particle motion is provided by the self-part of the van Hove correlation function and its spatial Fourier transform, the selfintermediate scattering function,
where k is a wavevector compatible with the periodic boundary conditions used in the MD simulations. Upon varying k = ͉k͉, F s ͑k , t͒ probes individual particle motion on different length scales. While in high density glasses ͑ տ 0.5͒, domi- nated by packing effects and caging, the most relevant length scale is the nearest neighbor distance, which is of the order of the particle size , in network-forming systems the key length scale is the network mesh size, which is of the order of the size L of the simulation cell, and the corresponding wavenumber is k =2 / L. We have hence focused our attention on the smallest wavenumbers compatible with the system size, i.e., k Ϸ 0.22 for = 0.0219. Examples of the relaxation of F s ͑k , t͒ with time for several temperatures are shown in Fig. 13͑a͒ for = 0.0219 and k = 0.22. As anticipated, the relaxation slows down dramatically as T ‫ء‬ drops. At the lowest temperature, the dynamics appears to be arrested on the time scale of the simulation ͑t ‫ء‬ = 14 000͒. The enlargement of F s ͑k , t͒ at this lowest temperature, plotted in the inset of Fig. 13͑a͒ , shows a narrow plateau in the decay of F s ͑k , t͒ extending over less than a decade, which separates two relaxation regimes which one may be tempted to identify with the familiar ␤ and ␣ regimes predicted by modecoupling theory of the kinetic glass transition.
1 Similar plateaus are observed at larger wavenumbers and at larger packing fractions, as shown in Fig. 13͑b͒ . The observed plateaus are reminiscent of those reported by Zaccarelli et al. 13, 14 for a valence-limited colloidal gel, but occur at greater heights ͑f Ͼ 0.9͒ compared to the earlier work. It is expected that, on time scales far longer than those accessible to the simulation, F s ͑k , t͒ will decay to zero for all k, since no matter how long lived the connections between dumbbells may be, they are never truly permanent at finite temperature. At the higher temperatures, where F s ͑k , t͒ decays to zero within the duration of the MD simulations, the slowing down may be characterized by the relaxation time,
Plots of F s ͑k , t͒ versus ln͑t / s ͑k͒͒, similar to Fig. 5 in Ref. 19 , show that the shape of F s ͑k , t / s ͑k͒͒ changes continuously from nearly Gaussian at the highest temperature to stretched exponential-like at the lowest temperatures, although no single stretching exponent can be associated with the relaxation of F s ͑k , t͒ over the whole accessible time window.
The dynamical slowing down of jammed or networkforming systems generally involves dynamical heterogeneity, characterized by the coexistence, within the same material, of two populations of particles with high and low average mobilities. [40] [41] [42] Such dynamical heterogeneity can be diagnosed from an analysis of the self-part of the van Hove correlation function along a given direction,
where x i is a Cartesian component of the particle position vector r i . If the motion of all particles is diffusive and homogeneous, G s ͑x , t͒ reduces to the Gaussian form 32 exp͑−x 2 / 4Dt͒ / ͱ 4Dt. We have calculated the van Hove function over a wide range of temperatures and time intervals, averaging over the x, y, and z directions to improve statistics in each case. At very low temperatures, G s ͑x , t͒ shows marked deviations from a Gaussian distribution ͑see Fig. 3 of the EPAPS supplementary material 36 for an example͒. A two-Gaussian fit, attempting to describe a mixture of "fast" and "slow" particles, is more accurate but at the lowest temperatures it still fails to capture the tail of large displacements, where the variation with x appears to be exponential. Hence, although it is tempting to identify the slow particles with the strings and fast particles with network junctions, where bonds are weaker, this classification is ambiguous and it is perhaps more realistic to think of a spectrum of dynamical heterogeneities rather than two discrete populations.
The extent to which G s ͑x , t͒ is non-Gaussian can be quantified using the parameter
which vanishes if x follows a Gaussian distribution. The shape of ␣͑t͒ evolves in a nonmonotonic way with temperature, as shown by the logarithmic time plot of Fig. 14 for packing fraction = 0.0219. Individual MD simulations produce ␣͑t͒ curves with considerable variation, and the data presented in Fig. 14 are averages over curves calculated for four independent runs of length 2400t 0 at each temperature.
The large run-to-run fluctuations in ␣͑t͒ suggest that the nonGaussian parameter is dominated by a minority of particles, 
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At sufficiently high temperature, as we have seen, the dynamics goes over smoothly from the ballistic to the diffusive regime. Since both regimes produce a Gaussian distribution of displacements over a given time interval, ␣͑t͒ remains small at all times, as shown by the T ‫ء‬ = 0.409 line in Fig. 14 . On lowering the temperature, however, even before the percolation threshold is reached, the peak in ␣͑t͒ grows dramatically ͑T ‫ء‬ = 0.204, 0.164͒. The peak may reflect the different environments in which individual particles find themselves in a system of short, disconnected, transient chains. A further decrease in temperature produces a qualitative change in ␣͑t͒. The peak reduces in height, presumably due to the formation of a more uniform fluid of percolating chains, and moves to longer times. Simultaneously, another peak develops at much shorter times t ‫ء‬ on the order of unity. This is the time scale of intrachain oscillations ͑cf. Fig. 12͒ , a nonballistic, nondiffusive rattling. Finally, at very low temperatures ͑not shown in Fig. 14͒ , ␣͑t͒ rises very sharply and stays high, indicating pronounced and long-lived dynamical heterogeneities.
VI. DISCUSSION AND CONCLUSIONS
The detailed analysis of the extensive MD simulation data presented in this paper provides strong evidence for a two-step gelation scenario in dilute dispersions of dipolar dumbbells. The model investigated here differs significantly from more widely studied colloidal systems and models which involve short-ranged isotropic or patchy attractive interactions between particles, since the dipolar interactions are both long ranged and anisotropic. Nevertheless, a system of dipolar dumbbells exhibits structural and dynamical behavior reminiscent of that reported for systems with short-range attractions.
The scenario which emerges from the results reported in the previous sections involves two successive transitions upon cooling a dilute system of dipolar dumbbells along an isochore. A percolation transition from a string phase to a space-spanning network occurs at an intermediate reduced temperature T p ‫ء‬ which decreases with packing fraction . The network is highly transient, with a bond lifetime b of neighboring particles which is short just below T p ‫ء‬ , but increases rapidly as the temperature is lowered further. When the temperature drops to a value nearly an order of magnitude lower than T p ‫ء‬ , the network gels. Gelation is signaled by a number of diagnostics characteristic of dynamical arrest on very long time scales and of dynamical heterogeneity. These diagnostics include the time dependence of the MSD, which is highly subdiffusive and barely reaches the linear diffusion regime over the time scale of our longest simulations ͑t ‫ء‬ Ͼ 10 4 ͒; a pronounced slowing down of the self-intermediate scattering function F s ͑k , t͒ at small wavenumbers k Ͻ 1, characterized by a two-step relaxation separated by a clearcut, albeit narrow plateau at a height f Ͼ 0.9; and the concomitant highly non-Gaussian behavior of the van Hove function, which points to significant dynamical heterogeneity.
These dynamical indicators of gelation are supplemented by a number of structural and topological diagnostics, including a qualitative change in the variation of the EC with spatial resolution and variations of the asphericity parameters of the Voronoi cells and of the void size probability distribution, which points to the bundling of dipolar strings upon gelation.
For systems undergoing phase separation into low and high density fluid phases, interrupted spinodal decomposition is the most likely mechanism leading to gelation. 8, 9 It is hence highly desirable to relate the state points of the dipolar dumbbell system explored in the present MD simulations to the phase diagram of the same model system. The phase diagram is not available for the model of soft dipolar dumbbells considered in this paper, but the phase diagram of the closely related model of hard dipolar dumbbells has recently been established by Ganzenmüller and Camp for several dipolar elongations. 24 In their model, the soft-core repulsion varying as r −12 in Eq. ͑1͒ is replaced by a hard core repulsion with a hard sphere diameter s. Since in this case the lowest energy head-to-tail configuration is achieved for coaxial dumbbells at contact, a crude mapping of the soft dumbbell onto the hard dumbbell model amounts to the identification of the lowest energy spacings,
Interpolating the critical densities and temperatures listed in Ref. 24 , we arrive at the following estimates of the critical parameters of the soft dipolar dumbbell model with ␦ = d / = 0.217: T c ‫ء‬ = 0.243, c ‫ء‬ = 0.176 ͑i.e., = 0.092͒. The estimated critical temperature lies well above the percolation temperatures T p ‫ء‬ along the two isochores explored in our MD simulations. Moreover, these two isochores lie to the low density side of the critical isochore in a ͑T ‫ء‬ , ‫ء‬ ͒ phase diagram. However, a divergence of the structure factor S͑k͒ at small k is only observed at the lowest temperature ͑T ‫ء‬ = 0.02͒ along the = 0.0219 isochore in our model. Thus, there seems to be a contradiction between the estimated critical parameters and the amplitude of the long wavelength density fluctuations observed in our MD simulations. However, several cautionary remarks are in order, which might resolve the apparent contradiction. First of all, the fluid-fluid coexistence curves reported in Ref. 24 are extremely flat, and the critical parameters are determined there by extrapolation of lower tempera- ture coexistence data. The true critical densities could well be shifted to significantly lower values, bracketed by the isochores studied in the present work. Second, the spinodal line, for which no estimate is presently available, could lie well inside the binodal line ͑except, of course at the critical point itself͒, contrary to the case of systems with short-ranged attractive interactions. This would imply that a system of dipolar dumbbells would have to be quenched to very low temperatures before the spinodal line is reached, as suggested by the structure factors calculated in our simulations. Finally, the binodal and spinodal lines of the dipolar dumbbells may be very sensitive to minute details of the shortrange repulsion, such that the simple mapping embodied in Eq. ͑4͒ may be quantitatively unreliable. The physical mechanism of the gelation process thus remains an open problem, as long as the spinodal line for the present soft dumbbell model has not been systematically determined by simulations or reliable approximate liquid state theories.
Apart from the location of the spinodal line, future work should focus on a number of dynamical aspects beyond those examined in this paper. The first extension must be the collective dynamics, as probed by the full density autocorrelation function F͑k , t͒, and not just its self-part. This would require significantly longer MD runs to gather more statistics necessary for an accurate determination of the autocorrelation function of a collective variable. To gain more insight into dynamical heterogeneity, one would require four-point density autocorrelation functions, which are even more computationally demanding to converge. Another instructive physical property would be the response to external stress to characterize the elasticity of the dipolar network. Finally, it would be of interest to investigate the gelation of the present model within mode-coupling theory.
1
It would obviously be desirable to confront the complex behavior of the present model, as revealed by our MD simulations, with laboratory experiments on a corresponding colloidal system. Spherical dipolar colloids are routinely synthesized for experimental studies of ferrofluids. However, it is the moderate elongation of the particles and dipoles that strongly favors network formation. An experimental realization of the model system investigated in this paper may well be possible by synthesizing "diatomic colloids" 43, 44 with opposite charges on the two constituents. It is hoped that the present work will encourage experiments along such lines.
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APPENDIX: EULER CHARACTERISTIC
In Sec IV, the topology of the gel network was described using the EC of a collection of spheres of diameter D E , centered on the dumbbells. The EC of an arbitrary surface can be obtained by approximating the enclosed volume using space-filling polyhedra such as cubes. 45 It can also be found exactly using a careful tessellation of the surface into polygons. In our application, however, the surface consists only of overlapping spheres, and this specialization can be exploited to devise a more efficient exact algorithm. The key point is that the topology and, therefore, change discretely at well defined values of D E where two or more spheres first have a common intersection. We must therefore identify the touching events that produce a change in topology. There are three types of topologically relevant event.
The first type of topological event occurs when a pair of spheres first touch. For sufficiently small D E , all the spheres are disconnected and =2N. When two disconnected spheres touch they become a single object, and is reduced by 2. A further reduction by 2 occurs each time two spheres first touch, unless the point of contact lies within a third sphere. In the latter case, the touching spheres were already connected by other spheres, and the topology is not altered by the new contact. Whether or not the point of contact lies within another sphere can be ascertained from a Voronoi analysis of the particle positions. The point of contact between two neighboring spheres lies on the plane bisecting the vector that joins their centers. The Voronoi cells of the two particles at the centers of the spheres share a polygonal face lying in the same plane. If and only if the point of contact lies inside the shared face, then there is no other sphere close enough to overlap with the point, and the contact constitutes a topological event. Note that it is perfectly possible for two particles to be neighbors in a Voronoi analysis, i.e., for their Voronoi cells to share a face, without the interparticle vector passing through the shared face.
In the process of spheres touching and merging, loops with the topology of a torus will naturally emerge. Further increase in D E leads to the closure of the toroidal hole, which increases by 2 and constitutes the second type of topological event that must be accounted for. A torus closes when the three circles of contact between three mutually overlapping spheres first meet at a point inside the triangle defined by the centers of the spheres. A torus may initially arise from a loop of more than three particles, but as D E increases the hole shrinks and the point where it disappears will involve only three spheres ͑see Fig. 1 of the EPAPS supplementary material 36 ͒, except in very unlikely ordered geometries, such as four particles in a perfect square. In such cases, care must be taken to count the torus closure only once. Just as the first type of topological event described above, the topology changes if and only if the point of contact at the closure of the torus does not lie within another sphere. This is equivalent to requiring that the point of contact lies on the common edge shared by the Voronoi polyhedra of the three particles in question and also lies within the triangle spanned by them.
Merging of spheres can also lead to enclosed cavities. With increasing D E , the cavities disappear, decreasing by 2 and giving the third type of topological event. Closure of a cavity occurs when four spheres meet at the shared vertex of the corresponding Voronoi polyhedra. The contact leads to a change in topology if and only if the vertex lies within the tetrahedron whose vertices are the four particles in question. Again, degenerate cases involving more than four particles are possible but highly unlikely in a disordered system and should not be double counted.
The fact that all topological events take place on the boundaries between adjacent Voronoi cells means that it is not necessary to keep track of all pairs, triplets, and quadruplets of spheres to identify changes in ͑a task that would scale as N 4 in effort͒. It is only necessary to consider combinations of particles that are mutual neighbors in the Voronoi tessellation. We may therefore summarize the procedure for calculating as a function of increasing D E with the following steps. 
