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Saat ini banyak dikembangkan proses pendeteksian pneumonia berdasarkan citra paru-paru dari hasil foto 
rontgen (x-ray), sebagaimana juga dilakukan pada penelitian ini. Metode yang digunakan adalah Convolutional 
Neural Network (CNN) dengan arsitektur yang berbeda dengan sejumlah penelitian sebelumnya. Selain itu, 
penelitian ini juga memodifikasi model CNN dimana metode Extreme Learning Machine (ELM) digunakan pada 
bagian klasifikasi, yang kemudian disebut CNN-ELM. Dataset untuk uji coba menggunakan kumpulan citra 
paru-paru hasil foto rontgen pada Kaggle yang terdiri atas 1.583 citra normal dan 4.237 citra pneumonia. Citra 
asal pada dataset kaggle ini bervariasi, tetapi hampir semua diatas ukuran 1000x1000 piksel. Ukuran citra yang 
besar ini dapat membuat pemrosesan klasifikasi kurang efektif, sehingga mesin CNN biasanya memodifikasi 
ukuran citra menjadi lebih kecil. Pada penelitian ini, pengujian dilakukan dengan variasi ukuran citra input, 
untuk mengetahui pengaruhnya terhadap kinerja mesin pengklasifikasi. Hasil uji coba menunjukkan bahwa 
ukuran citra input berpengaruh besar terhadap kinerja klasifikasi pneumonia, baik klasifikasi yang menggunakan 
metode CNN maupun CNN-ELM. Pada ukuran citra input 200x200, metode CNN dan CNN-ELM menunjukkan 
kinerja paling tinggi. Jika kinerja kedua metode itu dibandingkan, maka Metode CNN-ELM menunjukkan 
kinerja yang lebih baik daripada CNN pada semua skenario uji coba. Pada kondisi kinerja paling tinggi, selisih 
akurasi antara metode CNN-ELM dan CNN mencapai 8,81% dan selisih F1 Score mencapai 0,0729. Hasil 
penelitian ini memberikan informasi penting bahwa ukuran citra input memiliki pengaruh besar terhadap kinerja 
klasifikasi pneumonia, baik klasifikasi menggunakan metode CNN maupun CNN-ELM. Selain itu, pada semua 
ukuran citra input yang digunakan untuk proses klasifikasi, metode CNN-ELM menunjukkan kinerja yang lebih 
baik daripada metode CNN. 
 
Kata kunci: Pendeteksian Pneumonia, Citra Paru-paru, Convolutional Neural Network, Extreme Learning 
Machine, dan Kinerja Klasifikasi. 
 
 
PERFORMANCE OF CNN METHOD FOR PNEUMONIA CLASSIFICATION  




This research developed a pneumonia detection machine based on the lungs' images from X-rays (x-rays). The 
method used is the Convolutional Neural Network (CNN) with a different architecture from some previous 
research. Also, the CNN model is modified, where the classification process uses the Extreme Learning Machine 
(ELM), which is then called the CNN-ELM method. The empirical experiments dataset used a collection of lung 
x-ray images on Kaggle consisting of 1,583 normal images and 4,237 pneumonia images. The original image's 
size on the Kaggle dataset varies, but almost all of the images are more than 1000x1000 pixels. For 
classification processing to be more effective, CNN machines usually use reduced-size images. In this research, 
experiments were carried out with various input image sizes to determine the effect on the classifier's 
performance. The experimental results show that the input images' size has a significant effect on the 
classification performance of pneumonia, both the CNN and CNN-ELM classification methods. At the 200x200 
input image size, the CNN and CNN-ELM methods showed the highest performance. If the two methods' 
performance is compared, then the CNN-ELM Method shows better performance than CNN in all test scenarios. 
The difference in accuracy between the CNN-ELM and CNN methods reaches 8.81% at the highest performance 
conditions, and the difference in F1-Score reaches 0.0729. This research provides important information that the 
size of the input image has a major influence on the classification performance of pneumonia, both classification 
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using the CNN and CNN-ELM methods. Also, on all input image sizes used for the classification process, the 
CNN-ELM method shows better performance than the CNN method. 
 
Keywords: Pneumonia Detection, Lungs’s Images, Convolutional Neural Network, Extreme Learning Machine, 




Penyakit paru-paru banyak terjadi di seluruh 
dunia, diantaranya berkaitan dengan penyakit paru 
obstruktif kronis, asma, tuberkulosis, fibrosis, dan 
pneumonia (Bharati dkk, 2020). Pneumonia atau 
dikenal juga dengan istilah paru-paru basah adalah 
infeksi yang mengakibatkan peradangan pada 
kantong-kantong udara di salah satu atau kedua 
paru-paru. Biasanya penumonia ini berupa area paru 
yang mengalami peningkatan opasitas (Franquet, 
2018). Pada penderita pneumonia, sekumpulan 
kantong-kantong udara kecil di ujung saluran 
pernapasan dalam paru-paru (alveoli) akan 
meradang dan dipenuhi cairan atau nanah. 
Akibatnya, penderita mengalami batuk berdahak, 
demam, menggigil, nyeri dada, dan kesulitan 
bernapas. Bakteri, virus, dan jamur merupakan 
organisme yang dapat menyebabkan pneumonia atau 
paru-paru basah. Namun pada penderita dewasa, 
kondisi ini paling sering disebabkan oleh infeksi 
bakteri. Gambar 1 merupakan salah satu citra digital 
hasil foto rontgen atau x-ray yang menunjukkan 
pneumonia pada salah satu bagian paru-paru seorang 
pasien. 
    
Gambar 1. Foto Rontgen / X-ray yang menunjukkan Pneumonia 
(gambar kanan) dan Normal (gambar kiri) [Mooney, 2019] 
Pneumonia merupakan salah satu penyebab 
kematian pada anak tertinggi di dunia. Badan 
Kesehatan Dunia memperkirakan bahwa penyakit ini 
menjadi pemicu 15% kematian anak-anak berusia di 
bawah 5 tahun (WHO, 2020). Setiap tahunnya, 
pneumonia menjangkiti sekitar 450 juta orang, tujuh 
persen dari total populasi dunia, dan menyebabkan 
sekitar 4 juta kematian. Penemuan terapi antibiotik 
dan vaksin pada abad ke-20 telah meningkatkan 
daya tahan hidup. Meskipun demikian, di negara 
berkembang, dan di antara orang-orang berusia 
sangat lanjut, sangat muda, dan penderita sakit 
kronis, pneumonia tetap menjadi penyebab kematian 
yang utama. 
Di Indonesia sendiri, berdasarkan data hasil 
Riset Kesehatan Dasar (Riskesdas) Kementerian 
Kesehatan RI, jumlah orang yang mengalami 
ganggunan kesehatan akibat pneumonia ini sebesar 
2%, mengalami peningkatan dibandingkan tahun 
2013 yang sebesar 1,8% (Kemenkes, 2018). Padahal 
pneumonia ini merupakan penyakit yang memiliki 
dampak serius yang dapat menyebabkan kematian. 
Salah satu yang menyebabkan radang paru-
paru atau pneumonia yang saat ini sedang mewabah, 
bahkan menjadi pandemi global, adalah virus corona 
yang bernama SARS-CoV-2 yang belum pernah 
ditemukan sebelumnya. Pneumonia yang disebabkan 
oleh virus inilah yang kemudian dinamakan dengan 
pneumonia Covid-19. Mereka yang terinfeksi 
dilaporkan menderita batuk, demam, dan kesulitan 
bernafas. Pada kasus serius bahkan bisa terjadi 
kegagalan organ. Banyak di antara pasien Covid-19 
yang meninggal karena sudah memiliki kondisi 
kesehatan yang buruk. Proses pemulihan Covid-19 
tergantung pada kekuatan sistem kekebalan tubuh 
masing-masing individu. Pandemi Covid-19 ini 
tentunya semakin menempatkan pneumonia sebagai 
penyakit serius yang perlu penanganan secara tepat 
(Heidari dkk, 2020). 
Banyak penelitian yang telah dilakukan 
berkaitan dengan masalah pneumonia. Pada tahap 
awal, proses pendeteksian dini sangat penting 
dilakukan. Salah satu teknik pendeteksian 
pneumonia yang saat ini banyak dikembangkan 
adalah klasifikasi citra paru-paru hasil foto rontgen / 
x-ray. Salah satu cara mendeteksi dini pneumonia 
adalah dengan mengambil gambar rontgen dari 
bagian dada (area dimana organ paru-paru berada), 
kemudian mengidentifikasi apakah paru-paru 
mengalami peradangan (pneumonia) ataukah tidak. 
Banyak penelitian dilakukan yang memanfaatkan 
skema pembelajaran mesin untuk memprediksi 
informasi diagnostik dari gambar x-ray (Song dkk, 
2017). 
Salah satu penelitian terbaru dilakukan oleh 
Jain dkk yang menguji beberapa model 
Convolutional Neural Network (CNN), antara lain 
VGG16, VGG19, ResNet50, dan Inception-v3, 
untuk mendeteksi pneumonia (Jain dkk, 2020). 
Metode CNN yang digunakan tersebut memiliki 
efektivitas dalam pengenalan, dapat mengekstrak 
fitur dan klasifikasi secara otomatis. Pengujian 
dilakukan menggunakan basisdata citra paru-paru 
hasil x-ray dari Kaggle (Kaggle, 2020). Penelitian 
lain yang juga menggunakan metode CNN 
dilakukan oleh Stephen dkk, dimana arsitekturnya 
menggunakan 4 layer Konvolusional, 4 layer Max-
pooling, 1 Flatten, 7 layer Dense, dan ditambahkan 
variasi skala ulang, rotasi, pergeseran lebar, 
pergeseran tinggi, rentang geser, rentang zoom, dan 
balik horizontal (Stephen dkk, 2019). Polsinelli dan 
tim penelitiannya menggunakan Light Convolutional 
Neural Network (CNN) yang didasarkan pada model 
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SqueezeNet (Polsinelli dll, 2020). Xiang Xu 
menggunakan metode Graph-Knowledge Embbeded 
CNN untuk proses pelatihan mesin CNN untuk 
mendapatkan Ekstraktor Fitur sehingga 
menghasilkan kinerja klasifikasi yang tinggi (Yu 
dkk, 2020). Sirazitdinov dkk mengkombinasikan 2 
arsitektur CNN, yaitu RetinaNet dan Mask R-CNN, 
untuk mendapatkan kemampuan yang lebih baik 
dalam mendeteksi pneumonia (Sirazitdinov dkk, 
2019). 
Berdasarkan tinjauan berbagai penelitian 
sebelumnya, ukuran citra input yang digunakan 
untuk proses klasifikasi CNN diperkecil dari ukuran 
asalnya. Ukuran citra yang digunakan berbeda-beda 
antar peneliti. Tetapi belum ada uraian yang 
menjelaskan mengenai seberapa jauh pengaruh 
ukuran citra yang diperkecil tersebut terhadap 
kinerja klasifikasi. Pada penelitian ini, pengujian 
dilakukan terhadap beberapa ukuran cira input untuk 
menjawab pertanyaan tersebut. Model CNN  
menggunakan arsitektur dengan 23 layer 
keseluruhan dimana terdapat 5 layer konvolusi untuk 
mengklasifikasikan kondisi citra pneumonia dan 
non-pneumonia (normal). Selain itu juga 
memodifikasi arsitektur CNN tersebut pada bagian 
klasifikasi dengan menggunakan metode Extreme 
Learning Machine / ELM (Ghoneim dkk, 2019), 
yang selanjutnya disebut metode CNN-ELM. Proses 
pengujian dilakukan dengan variasi ukuran citra 
input untuk mengetahui pengaruhnya terhadap 
kinerja metode CNN dan CNN-ELM dalam 
mendeteksi pneumonia. Sehingga hasil penelitian ini 
nantinya memberikan informasi tentang pengaruh 
ukuran citra input terhadap kinerja klasifikasi 
pneumonia yang menggunakan metode CNN 
maupun CNN-ELM. Hal ini cukup penting 
mengingat kinerja klasifikasi tidak hanya bergantung 
pada arsitektur mesin pengklasifikasi yang 
digunakan, tetapi juga pada spesifikasi citra 
inputnya. 
2. METODE PENELITIAN 
Pendekatan klasifikasi pneumonia yang 
digunakan dalam penelitian ini adalah metode 
Convolutional Neural Network (CNN) dan 
Convolutional Neural Network - Extreme Learning 
Machine (CNN-ELM) dengan modifikasi layer yang 
berbeda dengan penelitian-penelitian sebelumnya. 
Metode CNN menggunakan 5 layer konvolusi 
dengan nilai filter 16, 32, 64, 128, dan 256. Proses 
klasifikasi menggunakan fungsi flattening, fully 
connected layer, dan fungsi dense. Metode CNN-
ELM memodifikasi arsitektur CNN pada bagian 
klasifikasi menggunakan ELM. 
Proses uji coba dilakukan dengan 
menggunakan dataset citra paru-paru hasil x-ray 
pada Kaggle yang juga digunakan oleh banyak 
peneliti di bidang ini. Skenario pengujian dilakukan 
dengan beberapa ukuran citra input untuk 
mengetahui pengaruhnya terhadap kinerja metode 
CNN dan CNN-ELM. Sehingga, hasil uji coba akan 
memberikan informasi penting mengenai 
pendekatan CNN atau CNN-ELM yang lebih baik 
kinerjanya serta berapa ukuran citra yang paling 
tepat untuk digunakan agar kinerja klasifikasi 
pneumonia dapat optimal. 
2.1. Metode Klasifikasi 
Dalam implementasinya, metode 
Convolutional Neural Network (CNN) 
dikembangkan melalui beberapa tahapan, yaitu 
Model Building, Model Training, Model Evaluation, 
dan Final Model Prediction. Struktur CNN terdiri 
dari dua proses yaitu ekstraksi fitur dan klasifikasi. 
Proses ekstraksi fitur dalam CNN terdiri dari 
beberapa hidden layer, yaitu lapisan konvolusi, 
fungsi aktifasi, dan pooling layer. CNN bekerja 
secara hierarki, sehingga output pada lapisan 
konvolusi pertama digunakan sebagai input pada 
lapisan konvolusi selanjutnya. Pada proses 
klasifikasi menggunakan fully-connected layer. 
Kedua komponen layer tersebut dapat dilengkapi 
dengan fungsi aktivasi (softmax) untuk optimasi 
pada proses CNN.   
Data input memiliki sebuah ukuran piksel citra 
dan dilakukan proses ekstrasi pada convolution layer 
sehingga ukurannya akan diperkecil. Convolutional 
layer membentuk sebuah filter dengan panjang dan 
tinggi yang disebut kernel. kernel ini akan digeser 
keseluruh bagian dari citra input untuk mendapatkan 
informasi penting dari suatu obyek. Jika citra masih 
terlalu besar, maka untuk mengecilkan ukuran array 
nya akan dilakukan downsampling yang dinamakan 
max pooling atau mengambil nilai piksel terbesar 
dari setiap kernel. Pada proses pooling ukuran citra 
input akan dikurangi secara drastis. Meskipun begitu 
sekalipun mengurangi jumlah parameter, informasi 
penting dari citra tersebut tetap dapat terambil. 
Proses tersebut berlanjut hingga pooling layer 
terakhir yang menghasilkan ukuran citra yang 
sesuai. Pada bagian klasifikasi, terdapat beberapa 
fully connected layer. Salah satunya adalah flaten 
yang digunakan untuk flattening data berbentuk 
multidimensional array menjadi satu dimensi. Layer 
yang lain adalah hidden layer dan yang terakhir 
adalah output layer yang terdiri dari beberapa kelas 
yang merepresentasikan output klasifikasinya. 
Data yang digunakan dibagi menjadi data 
training, validasi dan data uji. Kemudian merancang 
jaringan dengan metode CNN untuk melakukan 
klasifikasi. Data training digunakan untuk 
melakukan proses pembelajaran jaringan, kemudian 
dievaluasi. Apabila akurasi pada proses training 
model jaringan belum baik maka perlu dilakukan 
modifikasi pada arsitektur CNN atau pada parameter 
jaringan atau bisa juga pada sampel datanya. 
Apabila hasil akurasi sudah baik maka dilakukan 
proses selanjutnya yaitu pengujian dengan data 
validasi. Data validasi adalah data yang tidak 
digunakan pada proses training. Apabila akurasi dari 
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data validasi ini kurang baik, mungkin terjadi 
overfitting, maka jaringan tersebut perlu 
dimodifikasi lagi. Apabila hasilnya sudah baik maka 
dapat digunakan untuk memproses data uji. 
Adapun Arsitektur CNN yang digunakan untuk 
mendeteksi pneumonia pada penelitian ini 
ditunjukkan melalui gambar 2. Arsitektur 
Convolutional Neural Network yang digunakan 
memiliki 5 layer konvolusi, dengan nilai dimensi 16, 
32, 64, 128, 256. Layer konvolusi digunakan untuk 
operasi konvolusi pada output dari layer 
sebelumnya. Layer ini merupakan aktivitas utama 
dalam pendekatan Convolutional Neural Network. 
Proses konvolusi pada data citra ini dilakukan untuk 
mengekstraksi fitur dari citra input. Proses ini 
menghasilkan transformasi linear dari data input 
sesuai dengan informasi spasial pada data. 
 
Gambar 2. Arsitektur CNN pada penelitian ini 
Metode CNN pada penelitian ini juga 
dimodifikasi dengan menggunakan ELM pada 
proses klasifikasinya, sebagaimana ditunjukkan pada 
gambar 3. CNN digunakan pada proses ekstraksi 
fitur, kemudian fitur-fitur tersebut dimasukkan ke 
dalam mesin pengklasifikasi ELM (Kannojia, 2018). 
Secara teoritis, ELM memiliki kecepatan pelatihan 
yang cepat serta presisi pelatihan yang tinggi (Yoo, 
2016). Selain itu, penggunaan ELM dapat 
menghasilkan kinerja CNN yang lebih baik (Kolsch, 
2017). 
 
Gambar 3. Arsitektur CNN-ELM pada penelitian ini 
2.2. Dataset 
Dataset untuk proses uji coba pada penelitian 
ini menggunakan kumpulan citra paru-paru hasil 
foto rontgen (x-ray) yang tersedia pada Kaggle 
(Mooney, 2019), dimana data ini juga digunakan 
oleh para peneliti lain pada bidang ini untuk berbagi 
pengalaman sehingga saling mendukung untuk 
menghasilkan output penelitian yang lebih baik. 
Spesifikasi jumlah dataset tersebut, yang digunakan 
pada penelitian ini, ditunjukkan melalui tabel 1. 
Penentuan jumlah dan spesifikasi data ini mengacu 






Tabel 1. Spesifikasi Dataset Citra X-ray Kaggle 
Proses Citra Normal Citra Pneumonia 
Pelatihan 1341 3875 
Validasi 8 8 
Pengujian 234 390 
Jumlah 1583 4273 
 
Dataset citra X-ray Kaggle tersebut memiliki 
5856 citra, terdiri atas 1.583 citra normal dan 4.237 
citra pneumonia, yang dikelompokkan menjadi 3 
bagian, yaitu pelatihan, validasi, dan pengujian. 
2.3. Skenario Pengujian 
Proses uji coba pada penelitian ini 
menggunakan dataset citra pada Kaggle yang 
hasilnya diperoleh kinerja klasifikasi pneumonia 
pada proses pelatihan, validasi, dan pengujian. 
Kinerja klasifikasi berupa akurasi pengenalan dalam 
satuan persen. 
Citra asal pada dataset Kaggle ini bervariasi, 
tetapi hampir semua di atas ukuran 1000x1000 
piksel. Ukuran yang besar ini tentunya memerlukan 
waktu pemrosesan yang lama dan tidak efektif 
dilakukan. Proses klasifikasi pada CNN biasanya 
memodifikasi ukuran citra menjadi lebih kecil. 
Pada penelitian ini, pengujian dilakukan 
dengan menggunakan beberapa skenario ukuran 
citra. Sebagaimana ditunjukkan pada tabel 2, uji 
coba dilakukan dengan menggunakan beberapa 
ukuran citra, antara lain 100x100, 200x200, 
300x300, 400x400, dan 500x500 piksel. Proses 
pengujian dilakukan pada setiap skenario untuk 
menghasilkan kinerja model klasifikasi, antara lain 
Akurasi, Presisi, Recall, dan F1 Score. Akurasi 
dihitung berdasarkan rasio dari data yang diprediksi 
sesuai kelasnya dari keseluruhan data. Presisi 
dihitung berdasarkan rasio dari data yang sesuai 
kelasnya dibandingkan dengan data yang diprediksi 
positif. Recall dihitung berdasarkan rasio dari data 
yang diprediksi sesuai kelasnya dibandingkan 
dengan data yang memang sesuai kelasnya.  
 





Kinerja CNN & CNN-ELM 
1 100x100  Akurasi, Presisi, Recall, F1 Score 
2 200x200 Akurasi, Presisi, Recall, F1 Score 
3 300x300 Akurasi, Presisi, Recall, F1 Score 
4 400x400 Akurasi, Presisi, Recall, F1 Score 
5 500x500 Akurasi, Presisi, Recall, F1 Score 
 
Nilai akurasi yang disajikan pada hasil 
penelitian ini diambil dari akurasi evaluasi 
berdasarkan data pengujian pada tabel 1 (234 citra 
normal dan 390 citra pneumonia). Demikian juga 
nilai presisi dan recall didasarkan pada hasil uji coba 
menggunakan data pengujian ini. Sedangkan F1 
score dihitung berdasarkan rasio perbandingan rata-
rata presisi dan recall. 
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3. HASIL DAN PEMBAHASAN 
Proses uji coba yang telah dilakukan 
menghasilkan kinerja klasifikasi pneumonia yang 
ditunjukkan pada tabel 3 dan 4. Tabel 3 
menunjukkan kinerja metode CNN pada setiap 
skenario uji coba yang ditentukan berdasarkan 
ukuran citra input yang dimodifikasi ukurannya dari 
citra asalnya. Sedangkan tabel 4 menunjukkan 
kinerja metode CNN-ELM pada setiap skenario uji 
coba yang ditentukan berdasarkan ukuran citra input 
yang digunakan. 
 
Tabel 3. Hasil Uji Coba untuk Metode CNN 
Citra Akurasi Presisi Recall F1 Score 
100x100  82,85% 0,8753 0,8462 0,8605 
200x200 84,78% 0,9019 0,8487 0,8745 
300x300 81,57% 0,8571 0,8462 0,8516 
400x400 78,85% 0,8644 0,7846 0,8226 
500x500 77,24% 0,8444 0,7795 0,8107 
 
Tabel 4. Hasil Uji Coba untuk Metode CNN-ELM 
Citra Akurasi Presisi Recall F1 Score 
100x100  84,78% 0,8811 0,8744 0,8777 
200x200 93,59% 0,9730 0,9231 0,9474 
300x300 88,14% 0,9093 0,9000 0,9046 
400x400 83,33% 0,8803 0,8487 0,8642 
500x500 80,77% 0,8750 0,8077 0,8400 
 
Pada skenario 1, dimana ukuran citra inputnya 
100x100 piksel, proses klasifikasi CNN 
menghasilkan akurasi sebesar 82,85% dan F1 Score 
sebesar 0,8605. Sedangkan proses klasifikasi CNN-
ELM menghasilkan akurasi sebesar 84,78% dan F1 
Score sebesar 0,8777. Kinerja CNN-ELM pada 
skenario ini lebih baik daripada CNN, baik akurasi 
maupun F1 Score-nya. 
Pada skenario 2, dimana ukuran citra inputnya 
200x200 piksel, proses klasifikasi CNN 
menghasilkan akurasi sebesar 84,78% dan F1 Score 
sebesar 0,8745. Sedangkan proses klasifikasi CNN-
ELM menghasilkan akurasi sebesar 93,59% dan F1 
Score sebesar 0,9474. Kinerja CNN-ELM pada 
skenario ini lebih baik daripada CNN, baik akurasi 
maupun F1 Score-nya. 
Pada skenario 3, dimana ukuran citra inputnya 
300x300 piksel, proses klasifikasi CNN 
menghasilkan akurasi sebesar 81,57% dan F1 Score 
sebesar 0,8516. Sedangkan proses klasifikasi CNN-
ELM menghasilkan akurasi sebesar 88,14% dan F1 
Score sebesar 0,9046. Kinerja CNN-ELM pada 
skenario ini lebih baik daripada CNN, baik akurasi 
maupun F1 Score-nya. 
Pada skenario 4, dimana ukuran citra inputnya 
400x400 piksel, proses klasifikasi CNN 
menghasilkan akurasi sebesar 78,85% dan F1 Score 
sebesar 0,8226. Sedangkan proses klasifikasi CNN-
ELM menghasilkan akurasi sebesar 83,33% dan F1 
Score sebesar 0,8642. Kinerja CNN-ELM pada 
skenario ini lebih baik daripada CNN, baik akurasi 
maupun F1 Score-nya. 
Pada skenario 5, dimana ukuran citra inputnya 
500x500 piksel, proses klasifikasi CNN 
menghasilkan akurasi sebesar 77,24% dan F1 Score 
sebesar 0,8107. Sedangkan proses klasifikasi CNN-
ELM menghasilkan akurasi sebesar 80,77% dan F1 
Score sebesar 0,8400. Kinerja CNN-ELM pada 
skenario ini lebih baik daripada CNN, baik akurasi 
maupun F1 Score-nya. 
Metode CNN pada hasil uji coba ini 
menunjukkan kinerja paling tinggi pada skenario 2 
(citra input 200x200) dan kinerja paling rendah pada 
skenario 5 (citra input 500x500). Perbedaan 
kinerjanya cukup signifikan, dimana selisih 
akurasinya mencapai 7,54% dan selisih F1 Score-
nya mencapai 0,0638. Sedangkan Metode CNN-
ELM menunjukkan kinerja paling tinggi ternyata 
juga pada skenario 2 (citra input 200x200) dan 
kinerja paling rendah juga pada skenario 5 (citra 
input 500x500). Perbedaan kinerjanya cukup 
signifikan, dimana selisih akurasinya mencapai 
12,82% dan selisih F1 Score-nya mencapai 0,1074. 
Jika kinerja kedua metode itu dibandingkan, 
maka Metode CNN-ELM menunjukkan kinerja yang 
lebih baik daripada CNN pada semua skenario uji 
coba. Pada kondisi kinerja paling tinggi, selisih 
akurasi antara metode CNN-ELM dan CNN 
mencapai 8,81% dan selisih F1 Score mencapai 
0,0729. 
4. KESIMPULAN DAN SARAN 
Hasil penelitian ini memberikan informasi 
penting bahwa ukuran citra input memiliki pengaruh 
besar terhadap kinerja klasifikasi pneumonia, baik 
klasifikasi menggunakan metode CNN maupun 
CNN-ELM, dimana kinerja klasifikasi yang paling 
tinggi pada kondisi ukuran citra input 200x200 
piksel. Pada ukuran citra input ini, akurasi metode 
CNN mencapai 84,78% dan F1 Score mencapai 
0,8745. Pada metode CNN-ELM,  akurasinya 
mencapai 93,59% dan F1 Score mencapai 0,9474. 
Sedangkan kinerja klasifikasi yang paling rendah 
pada kondisi ukuran citra input 500x500 piksel. 
Pada ukuran citra input ini, akurasi metode CNN 
hanya mencapai 77,24% dan F1 Score mencapai 
0,8107. Pada metode CNN-ELM,  akurasinya 
mencapai 80,77% dan F1 Score mencapai 0,8400. 
Pada penelitian ini juga diperoleh kesimpulan 
bahwa metode CNN-ELM menunjukkan kinerja 
yang lebih baik daripada metode CNN pada semua 
ukuran citra input yang digunakan untuk proses 
klasifikasi. 
Untuk pengembangan lebih lanjut, penelitian 
perlu dilakukan dengan menggunakan arsitektur 
CNN yang berbeda, untuk mengetahui apakah 
ukuran citra input memiliki pengaruh yang sama 
sebagaimana pada penelitian ini. Sehingga penelitian 
selanjutnya dapat menghasilkan kesimpulan 
mengenai ukuran citra input yang ideal untuk semua 
model CNN atau bahkan metode lainnya. 
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