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Abstrakt
Tato diplomová práce se věnuje problematice plánovaného experimentu. Začátek práce
je zaměřen na vybudování dostatečného teoretického základu z oblasti matematické statis-
tiky (kapitola 2) a to z důvodu snazšího pochopení práce. Střední část práce se již zaobírá
problematikou plánovaného experimentu (kapitoly 3-4). Kapitola 3 je rozdělena do ně-
kolika podkapitol, které zmiňují jak stručnou historii plánovaného experimentu, tak jeho
podrobný teoretický popis – základní principy, pokyny pro návrh experimentu, atd. Ka-
pitola 4 je věnována konkrétním typům plánovaného experimentu, jako jsou například
faktorové návrhy experimentu nebo metody odezvových ploch. Teorie v kapitolách 3-
4 je ilustrována na jednoduchých doplňujících příkladech. Závěrečná část práce je čistě
praktická a je zaměřena na aplikaci předcházející teorie na konkrétních datech a celkovému
vyhodnocení (kapitola 5).
Summary
In this thesis, the design of experiment is studied. Firstly, a theoretic background in mathe-
matical statistics necessary for understanding is built (chapter 2). The design of experi-
ment is then presented in chapters 3 and 4. Chapter 3 is divided into several subchapters
in which its brief history is provided as well as its complex theoretic description (basic
principles, steps for planning, etc.). Chapter 4 deals with particular types of the de-
sign of experiment (Factorial experiments or Response surface design). Simple examples
are provided to illustrate the theory in chapters 3 and 4. Last part of the thesis is strictly
practical and focuses on an application of the theory for particular data sets and its eva-
luation (chapter 5).
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1. ÚVOD
1. Úvod
V technické praxi se často vyskytují problémy, jejichž řešení vedou k regresní analýze.
Cílem při těchto problémech je najít takovou skupinu funkcí,1 které co možná nejpřesněji
popisují vztah mezi závislými a nezávislými proměnnými. K určení vhodného regresního
modelu je pak možno využít několik různých metod. Jednou z nich je právě i metoda
plánovaného experimentu, označovaná jako DOE,2 kterou se zaobírá tato práce.
Plánování experimentů nachází uplatnění v různých průmyslových odvětvích, podnicích
nebo firmách, kde se snaží o zlepšování již probíhajících procesů, či vylepšení existujících
produktů. Základním materiálem pro zlepšování těchto procesů jsou totiž data, která ne-
sou potřebné informace a které lze pomocí metod matematické statistiky vhodně zpracovat
a využít. Získávání dat v praxi je důležitá část, neboť ze špatných dat nelze učinit věro-
hodné závěry a to ani s pomocí těch nejlepších statistických postupů. Jakým způsobem
data získávat a jak je správně vyhodnocovat, říká právě metoda navrhování statistických
experimentů. Jedním z hlavních cílů většiny subjektů je maximalizace vlastního zisku
a proto by mělo být experimentování co možná nejefektivnější. Z tohoto důvodu má ex-
perimentování největší smysl zejména v předvýrobní fázi, kde může vzhledem k budoucím
událostem dojít k nejvyšším úsporám. Plánované experimenty jsou realizovány jako série
testů, pomocí kterých se získávají kvantifikovatelné údaje. Neustálá snaha o zlepšování
je základním kamenem pro pochopení chování jednotlivých procesů, stejně jako pro zkou-
mání variability a jejího dopadu na proces.
Smyslem plánovaného experimentu je zkoumat vliv faktorů na výstupní proměnnou-ode-
zvu procesu a rozhodnout, které z těchto faktorů, respektive které interakce těchto faktorů
jsou statisticky významné a tudíž významně ovlivňují sledovanou výstupní proměnnou.
Při vyšším počtu těchto faktorů se využívají různé faktorové návrhy, pomocí kterých
lze snížit počet zkoumaných faktorů a díky tomu efektivněji najít nejvíce vyhovující re-
gresní model. V případě přítomnosti kvadratických členů v modelu se plánovaný experi-
ment stává složitějším a k jeho řešení se využívají metody odezvových ploch.
Cílem této práce je tedy seznámit čtenáře se základními principy plánování a vyhod-
nocování statistických experimentů a vytvořit popis statistických nástrojů k tomu pou-
žitých, což je problém spadající do oblasti aplikované matematické statistiky. Z tohoto
důvodu práce obsahuje teoretickou část – kapitoly 2-4. Zde jsou zavedeny nutné pojmy
ze statistiky (kapitola 2), základní pojmy, principy a návrhy vztahující se k plánovanému
experimentu (kapitola 3) a konkrétní typy experimentů (kapitola 4). Dalším cílem práce
je aplikace těchto teoretických poznatků na konkrétní data a jejich následné vyhodnocení,
čemuž se věnuje ryze praktická část práce – kapitola 5. Hlavním nástrojem pro hodnocení
statistických návrhů je analýza rozptylu, neboli ANOVA.3
1 Nebo pouze jedinou funkci.
2 Z anglického Design of Experiment.
3 Z anglického Analysis of variance.
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2. Pojmy matematické statistiky
V této kapitole budou zavedeny a přesně nedefinovány statistické pojmy,1 které před-
stavují dostatečný teoretický základ, na kterém bude postaven hlubší statistický aparát.
Základním stavebním kamenem celé statistiky je tzv. náhodná veličina, respektive ná-
hodný výběr z rozdělení náhodné veličiny. Pro zavedení těchto pojmů, stejně jako pro de-
finování číselných charakteristik a typů rozdělení náhodných veličin, je třeba nejprve za-
definovat primární pojmy z teorie pravděpodobnosti. Teorie této kapitoly vychází a čerpá
zejména z [An05],[Ka08],[No99],[Mi06].
2.1. Pojmy z teorie pravděpodobnosti
Základním pojmem pro zadefinování následujících pojmů z teorie pravděpodobnosti bude
pojem pokus. Pokusem se bude rozumět provedení určitého souboru podmínek. Podle
toho, zda je možné výsledek pokusu z realizovaných podmínek pokusu jednoznačně určit
nebo nikoliv, se pokusy rozdělují na deterministické 2 a na stochastické 3. 4[Mi06]
Dále se bude uvažovat pevně daný náhodný pokus. Libovolné tvrzení o výsledku tohoto
pokusu, o kterém lze jednoznačně rozhodnout, zda je, či není pravdivé, se nazve náhodným
jevem.5,6 U jevů se požaduje stabilita a hromadnost, tj. neměnnost pokusu a fakt, že daný
pokus lze libovolně-krát nezávisle opakovat. Jednotlivé realizace pokusů mohou působit
zcela chaoticky, ale při pozorování velkého počtu těchto realizací, tedy při tzv. hromadném
pozorování, se mohou objevit zjevné zákonitosti. Např. bude-li se opakovaně házet mincí,
zjistí se, že líc padá přibližně v padesáti procentech hodů.[Mi06],[Ka08]
Definice 2.1. Jev A se nazve elementárním jevem, jestliže @ B,C 6= A takové, že
A = B ∪ C.
Tedy jev A nelze vyjádřit jako sjednocení dvou jiných jevů různých od A. Jinak řečeno,
elementární jev A nelze rozložit na jiné jevy a rozumí se jím nejjednodušší možný výsledek
pokusu. Elementární jevy se budou dále značit řeckým písmenem ω.
Dále se rozliší dva speciální typy jevů, konkrétně jev jistý a jev nemožný.
Definice 2.2. Jev, který nastane pro každé, respektive nenastane pro žádné provedení
pokusu se nazve jev jistý, respektive nemožný. Tyto jevy se označí Ω, respektive ∅.
Definice 2.3. Množina všech elementárních jevů, které mohou nastat jako výsledek da-
ného pokusu, se bude nazývat prostorem elementárních jevů 7 a bude se značit Ω.
1 Pojmy související se zpracovávaným tématem, potřebné k jeho zavedení a pochopení.
2 Takové pokusy, kdy se vždy dosáhne očekávaného výsledku, když jsou splněny podmínky pokusu.
3 Takové pokusy, kdy výsledek pokusu není jednoznačně určen jeho podmínkami. Při opakovaném
provádění daného náhodného pokusu se výsledky chaoticky mění a nelze je predikovat.
4 Příkladem deterministického pokusu může být fakt, že při zahřátí vody na 100◦C při atmosférickém
tlaku 101,3 kPa voda vždy vře.
Příkladem stochastických(náhodných) pokusů je např. hod kostkami či roztáčení rulety.
5 Bude-li dále v textu použit pojem jev, myslí se tím náhodný jev.
6 Spočívá-li náhodný pokus v hodu kostkou, je příkladem jevu fakt, že padne např. sudé číslo.
7 Libovolný jev A pak lze brát jako podmnožinu množiny Ω, tj. A ⊂ Ω. Pro jevy tedy platí veškeré
známé množinové operace jako je průnik, sjednocení, rozdíl, komplement, . . .
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2. POJMY MATEMATICKÉ STATISTIKY
Prostor elementárních jevů může být konečná, nekonečná spočetná nebo nekonečná ne-
spočetná množina daná nějakou vlastností V elementárních jevů.8
V případě, kdy je množina elementárních jevů Ω nějakého pokusu nespočetná, je žá-
doucí uvažovat pouze jevy, které mají praktický význam. To znamená, omezit se na nějaký
systém jevů, tedy na vhodný systém podmnožin množiny Ω, který je z praktického hle-
diska dostačující.9 Pro každý systém jevů daného pokusu, který je uzavřený vzhledem
k množinovým operacím, se proto zavádí jevová σ–algebra.
Definice 2.4. Nechť Ω je prostor elementárních jevů přiřazených danému pokusu
a A ⊂ Ω je systém jevů, které se v souvislosti s daným pokusem uvažují. Pak systém jevů
A tvoří jevovou σ–algebru, jestliže platí:
1. Ω ∈ A, ∅ ∈ A tj. jev jistý, resp. nemožný patří do A
2. A ∈ A ⇒ A ∈ A tj. pro ∀A platí, že jev opačný A patří do A
3. Ai ∈ A, i=1,2,. . . ⇒
∞⋃
i=1
Ai ∈ A tj. systém A je uzavřený ke sjednocení jevů
Dvojice (Ω,A) se pak nazve jevové pole.
Z praktického hlediska představuje jevové pole (Ω,A) matematický model náhodného
pokusu. Ω je množina všech možných výsledků pokusu a A je systém náhodných jevů,
které jsou pro konání pokusu prakticky užitečné. V případě, že množina Ω je konečná
se za A většinou volí σ-algebra, která obsahuje všechny podmnožiny množiny Ω. V pří-
padě, že je Ω nespočetná a je tvořena intervalem reálných čísel, volí se za A borelovská
σ-algebra, tj. algebra vytvořená pomocí polouzavřených intervalů typu (a, b〉 ⊂ Ω, a < b.
Příklad 2.1.
Náhodný pokus spočívá v hodu šestistěnnou hrací kostkou se stěnami očíslovanými
od 1 do 6. Zkoumá se náhodný jev A - padne sudé číslo. Pak Ω = {ω1, . . . , ω6} je konečná,
protoA = 2Ω = {∅, {ω1}, {ω2}, . . . , {ω6}, {ω1, ω2}, . . . , {ω5, ω6}, . . . , {ω2, . . . , ω6},Ω}, tedy
obsahuje 64 náhodných jevů. Náhodný jev A = {ω2, ω4, ω6} ∈ A.
V následujícím odstavci bude cílem numericky ohodnotit jednotlivé jevy, tj. přiřadit
každému jevu číslo tak, aby vystihlo možnost nastoupení tohoto jevu při daném prová-
dění pokusu. Toto numerické ohodnocení se nazývá pravděpodobností. Pravděpodobnost
nastoupení jevu A v daném pokusu by měla odpovídat relativní četnosti fn(A) jevu A
ve velkém počtu n nezávislých opakování pokusu. Relativní četnost jevu A je dána vzta-
hem:
fn(A) =
fabs,n(A)
n
, (2.1)
kde fabs,n(A) je počet nastoupení jevu A, tj. absolutní četnost, při n opakováních pokusu.
Pravděpodobnost si pak lze představit jako limitní hodnotu relativní četnosti při nekoneč-
ném opakování pokusů n. Z výše uvedeného vyplývá statistická definice pravděpodobnosti.
Definice 2.5. Nechť A ∈ (Ω,A) je jev s relativní četností fn(A) definovanou vzta-
hem (2.1). Pak výraz
p = P (A) = lim
n→∞
fn(A) (2.2)
představuje statistickou definici pravděpodobnosti a číslo P (A) pravděpodobnost.
8 Tedy Ω = {ω1, ω2, . . . , ωn} nebo Ω = {ω1, ω2, . . .}, respektive Ω = {ω : ω mají vlastnost V}.
9 Systém obsahuje s danými jevy i jevy vzniklé pomocí jevových operací, tj. je k operacím uzavřený.
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Z jakékoliv realizace n pokusů však lze pravděpodobnost P (A) náhodného jevu A
zjištěnou pomocí relativní četnosti fn(A) pouze odhadnout. Nevýhodou statistické de-
finice je také fakt, že není možné ověřit existenci uvedené limity. Nicméně podstatná
je již výše zmíněná skutečnost, že pravděpodobnost při velkém počtu opakování pokusu
koresponduje s relativní četností. Z tohoto důvodu se v axiomatické definici pravděpodob-
nosti vychází z vlastností relativní četnosti.10
Definice 2.6. Nechť (Ω,A) je jevové pole příslušné uvažovanému pokusu. Pak se zob-
razení P , které každému jevu A ∈ A přiřazuje číslo P (A) nazve pravděpodobnost (axi-
omatická) na jevovém poli (Ω,A) právě když toto zobrazení splňuje následující axiomy:
A1 P (A) ≥ 0 pro ∀ jevA ∈ A (Pravděpodobnost je nezáporná)
A2 P (Ω) = 1 (Pravděpodobnost je normovaná)
A3 Nechť Ai ∈ A ∧ Ai ∩ Aj = ∅ pro i 6= j; i, j = 1, 2, . . .,
pak pro konečnou posloupnost jevů A1, A2, . . . , An platí:
P (
n⋃
i=1
Ai) =
n∑
i=1
P (Ai) (Pravděpodobnost je aditivní)
a pro spočetnou posloupnost jevů A1, A2, . . . platí:
P (
∞⋃
i=1
Ai) =
∞∑
i=1
P (Ai) (Pravděpodobnost je σ-aditivní)
(2.3)
Pro daný jev A se pak číslo P (A) nazývá pravděpodobností jevu A.11
Definice 2.7. Uspořádaná trojice (Ω,A, P ), kde Ω je neprázdná množina všech možných
výsledků náhodného pokusu, A je jevová σ-algebra a P je pravděpodobnost, se pak nazve
pravděpodobnostní prostor.
Při práci s náhodnými jevy hraje důležitou roli fakt, zda mezi těmito jevy existuje
nějaká statistická vazba. Je tedy třeba rozhodnout, zda nastoupení jednoho jevu může
ovlivnit pravděpodobnost nastoupení druhého jevu nebo zda na nastoupení druhého jevu
nemá vliv. V druhém případě se řekne, že jevy jsou nezávislé.
Definice 2.8. Náhodné jevy A a B definované na pravděpodobnostním prostoru (Ω,A, P )
se nazývají nezávislé,12 pokud platí:
P (A ∩B) = P (A) · P (B) (2.4)
2.2. Základní statistické pojmy
V předchozí části byly zadefinovány všechny potřebné pojmy vztahující se k pravděpodob-
nosti, pomocí kterých budou dále odvozovány a definovány další věty i definice z oblasti
statistiky. V této podkapitole budou zavedeny náhodné veličiny a jejich charakteristiky
a také budou představeny základy popisné statistiky.
10 Více o vlastnostech relativní četnosti např. v [Mi06],[Ka08],[Ka07].
11 Více podrobností o pravděpodobnosti a jejích vlastnostech lze nalézt např. v [Ka08],[Ka07],[Mi06].
12 Vzhledem k pravděpodobnosti P.
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2.2.1. Základy popisné statistiky
Cílem popisné statistiky je vybrat a přehledně popsat významné informace-statistické
znaky,13 které jsou obsaženy v rozsáhlých datových souborech-základní soubor. Tyto sou-
bory se obvykle získávají pozorováním nebo měřením hodnot sledovaného znaku na množině
k tomuto účelu vybraných prvků-statistických jednotek. Soubory mohou obsahovat mnoho
dat a informace v nich ukryté se mohou zdát nepřehledné. Popisná statistika pomocí růz-
ných tabulek, grafů, diagramů, atd. zpracuje data tak, aby tyto informace byly snadněji
vnímatelné a pochopitelné. [Ka08],[Ka07],[Mi06]
Při statistickém zkoumání se podle druhu hodnot rozlišují znaky kvantitativní–nabývají
číselných hodnot, resp. kvalitativní–nemají číselný charakter.
Kvantitativní znaky se dále dělí na diskrétní–znaky nabývají oddělených číselných hodnot
a na spojité–znaky nabývají všech hodnot z intervalu reálných čísel.
Kvalitativní znaky se dělí na ordinální–slovní hodnoty znaků má smysl uspořádat
a na nominální–slovní hodnoty znaků postrádají význam pořadí.
Podstatou je, že k získání dostatku informací o základním souboru, se nemusí pracovat
se všemi jeho jednotkami, ale pouze s některými, které se získají pomocí tzv. výběru.14
Počet vybraných jednotek se nazývá rozsah výběru.
Hodnoty např. 2-rozměrného znaku (X, Y ) zjištěné na statistických jednotkách z výběru
o rozsahu n tvoří 2-rozměrný statistický soubor s rozsahem n, tj.
(
(x1, y1), . . . , (xn, yn)
)
,
kde prvek (xi, yi), i = 1, . . . , n je pozorovaná hodnota znaku u i-té jednotky.
V praxi se nejčastěji pracuje se statistickými soubory s kvantitativními znaky. Zá-
sadní vlastnosti těchto souborů popisují tzv. číselné charakteristiky. Zde bude uveden
pouze přehled základních, další charakteristiky či vlastnosti lze nalézt v [Mi06],[Ka07].
Definice 2.9. Nechť jsou dány statistické soubory (x1, . . . , xn), (y1, . . . , yn) o rozsahu n,
pak platí:
x =
1
n
n∑
i=1
xi Aritmetický průměr
x˜ =

x(n+1
2
), pro lichá n
x(n
2
) + x(n+1
2
)
2
, pro sudá n
Medián (pro uspořádaný 15 soubor)
s2(x) =
1
n
n∑
i=1
(xi − x)2 Rozptyl (2.5)
s(x) =
√
s2(x) Směrodatná odchylka
13 Statistické znaky se dále budou označovat velkými písmeny z latinky, např. X,Y, Z.
14 Výběr by měl být reprezentativní, tj. poskytovat informace bez omezení a homogenní, tj. bez vlivu
dalších různých faktorů. V praxi často nelze zajistit a proto se volí jednotky náhodně, tj. náhodný výběr.
Vyvstává ovšem riziko, že informace o základním souboru můžou být zkreslené.
15 Závorky ve vzorci znamenají pozici po uspořádání.
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A(x) =
1
n
n∑
i=1
(xi − x)3
s3(x)
Koeficient šikmosti (asymetrie)
r(x, y) =
1
n
n∑
i=1
(xi − x) · (yi − y)
s(x) · s(y) Koeficient korelace
2.2.2. Náhodné veličiny
Díky předešlým částem je zřejmé, že hodnoty statistického znaku zjišťované na různých
statistických jednotkách daného statistického souboru mohou kolísat, tedy některé hod-
noty znaku ve statistickém souboru jsou více pravděpodobné než jiné. Toto kolísání vy-
jadřují dříve definované četnosti, viz (2.1). Pro lepší zachycení a popsání tohoto kolísání
se místo pojmu statistického znaku nadefinuje přesnější pojem náhodné veličiny.
Definice 2.10. X je náhodná veličina16 na jevovém poli (Ω,A) právě když pro ∀x ∈ R
platí:
{ω : X(ω) ≤ x} = X−1((−∞, x〉) ∈ A (2.6)
Je zřejmé, že X je náhodná veličina na (Ω,A) právě když X je borelovské zobrazení
vzhledem k A, tedy
{ω : X(ω) ≤ x} ∈ A ∀x ∈ R⇔ X−1(B) = {ω : X(ω) ∈ B} ∈ A ∀B ∈ B, (2.7)
kde B je libovolná borelovská množina a B je systém borelovských množin.
K popisu pravděpodobnostního chování náhodné veličiny X se využívá tzv. distribuční
funkce náhodné veličiny X.
Definice 2.11. Nechť (Ω,A, P ) je pravděpodobnostní prostor a X je náhodná veličina
definovaná na jevovém poli (Ω,A). Pak se funkce F (x) = P ({ω : X(ω) ≤ x}) 17 definovaná
pro ∀x ∈ R nazve distribuční funkce náhodné veličiny X.
Věta 2.12. Vlastnosti distribuční funkce F (x) náhodné veličiny X.
a) 0 ≤ F (x) ≤ 1 pro ∀x ∈ (−∞;∞)
b) F (x) je neklesající a zprava spojitá na (−∞;∞) 18
c) lim
x→−∞
F (x) = 0, lim
x→∞
F (x) = 1 (2.8)
d) P (x1 < X ≤ x2) = F (x2)− F (x1) pro libovolné x1 < x2
e) P (X = x) = F (x)− lim
t→x−
F (t) 19
f) Distribuční funkce má nejvýše spočetně mnoho bodů nespojitosti
16 Náh. vel. X si může laskavý čtenář představit jako ohodnocení x výsledku exper. ω, tj. X : Ω→ R.
17 Dále se místo F (x) = P ({ω : X(ω) ≤ x}) bude často používat pouze F (x) = P (X ≤ x).
18 Tedy pro x1 < x2 platí F (x2) ≥ F (x1) a dále lim
t→x+
F (t) = F (x).
19 Uvedenou vlastnost lze slovně interpretovat tak, že velikost skoku distribuční funkce F v bodě x
je rovna pravděpodobnosti, s níž náhodná veličina X tuto hodnotu x může nabýt. [Mi06]
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Z níže přiložených obrázků 2.1, 2.2 lze snadno nahlédnout, že všechny výše uvedené
vlastnosti pro distribuční funkci náhodné veličiny platí.
Náhodné veličiny se stejně jako náhodné jevy dělí na náhodné veličiny diskrétního
nebo spojitého typu. O jaký typ náhodné veličiny se jedná určuje tzv. rozdělení pravdě-
podobnosti náhodné veličiny.
Definice 2.13. Nechť X je náhodná veličina na pravděpodobnostním prostoru (Ω,A, P ).
Pak se množinová funkce PX definovaná na B vztahem
PX(B) = P (X ∈ B) = P ({ω ∈ Ω : X(ω) ∈ B}) ∀B ∈ B (2.9)
nazve rozdělením pravděpodobnosti náhodné veličiny X.
Dá se ukázat, že mezi distribuční funkcí F (x) náhodné veličiny X a jejím rozdělením
pravděpodobnosti PX existuje vzájemně jednoznačný vztah.
Definice 2.14. Náhodná veličinaX definovaná na pravděpodobnostním prostoru (Ω,A, P )
se nazve diskrétního typu, jestliže ∃ nejvýše spočetná množina M ⊂ R taková, že pro roz-
dělení pravděpodobnosti PX náhodné veličiny X platí:
PX(M) = P (x ∈M) = 1 (2.10)
Množina M se nazývá obor hodnot náhodné veličiny X a funkce p(x) definovaná:
p(x) =
{
P (X = x) pro x ∈M
0 jinak
(2.11)
se nazve pravděpodobnostní funkce náhodné veličiny X.20
Pro pravděpodobnostní funkci p(x) diskrétní náhodné veličiny X platí následující:
Věta 2.15. Nechť X ∼ (M, p). Pak:
a) p(x) ≥ 0 pro ∀x ∈ R
b)
∑
x∈M
p(x) = 1
c) F (x) =
∑
h∈{M : h≤x}
p(h) (2.12)
d) p(x) = F (x)− lim
y→x−
F (y), pro x ∈ R
Příkladem diskrétní náhodné veličiny, může být náhodná veličina X zkoumající počet
líců ve třech hodech mincí. Distribuční funkce F (x) je schodovitého tvaru, viz obrá-
zek 2.1(a) a pravděpodobnostní funkce může být tvaru jako na obrázku 2.1(b).
20 Pro diskrétní náhodnou veličinu X s pravděpodobnostní funkcí p(x) a oborem hodnot M se zavede
označení X ∼ (M,p).
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F (x)
1
1 2 3 x
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8
(a) Distribuční funkce F (x) dis-
krétní náhodné veličiny X
0 1 2 3
1
8
3
8
M
p(x)
(b) Pravděpodobnostní funkce p(x)
Obrázek 2.1
Definice 2.16. Náhodná veličinaX definovaná na pravděpodobnostním prostoru (Ω,A, P )
se nazve absolutně spojitého typu,21 jestliže ∃ nezáporná funkce f(x), taková, že
∞∫
−∞
f(x) dx = 1 ∧ F (x) =
x∫
−∞
f(t) dt pro ∀x ∈ R (2.13)
Funkce f(x) se pak nazývá hustota rozdělení pravděpodobnosti náhodné veličiny X. Hus-
tota popisuje jakých hodnot náhodná veličina X nabývá a s jakými pravděpodobnostmi.
Jinak řečeno ukazuje, jak často padá X do úzkého okolí bodu x.
Pro hustotu f(x) spojité náhodné veličiny X platí následující:
Věta 2.17. Nechť X je spojitá náhodná veličina s hustotou f(x) a distribuční funkcí F (x).
Pak:
a) f(x) ≥ 0 pro ∀x ∈ R
b)
∞∫
−∞
f(x) dx = 1
c) Derivace F ′(x) ∃ pro skoro ∀x a f(x) = F ′(x) platí skoro všude (2.14)
d) P (x1 < X ≤ x2) =
x2∫
x1
f(x) dx pro x1 < x2
Příkladem spojité náhodné veličiny může být náhodná veličina X zkoumající výšky
lidí. Distribuční funkce F (x) je spojitá, viz obrázek 2.2(a) a hustota f(x) může být tvaru
jako na obrázku 2.2(b).
2.2.3. Náhodné vektory
V praxi se ovšem v drtivé většině případů nezkoumá pouze jediná náhodná veličina,
ale vyšetřuje se vzájemný vztah mezi několika náhodnými veličinami. Z tohoto důvodu
je třeba zavést pojem vícerozměrné náhodné veličiny neboli náhodného vektoru.
21 Funkce f(x) je absolutně spojitá na intervalu 〈a, b〉, jestliže pro ∀ε > 0 ∃δ > 0, takže pro každý
systém intervalů 〈ai, bi〉, kde a ≤ ai ≤ bi ≤ b a
n∑
i=1
(bi− ai) < δ platí
n∑
i=1
|f(bi)− f(ai)| < ε. Dále se místo
absolutně spojitá náhodná veličina bude používat jen spojitá.
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F (x)
0
1
150 200
(a) Distribuční funkce F (x) spojité ve-
ličiny X
f(x)
0
4
150 200
(b) Hustota f(x) spojité veličiny X
Obrázek 2.2
Definice 2.18. Nechť X1, . . . , Xn jsou náhodné veličiny na (Ω,A, P ). Pak náhodným
vektorem X 22 se nazývá n-tice těchto náhodných veličin a píše se X = (X1, X2, . . . , Xn)T.
Definice 2.19. Nechť X je náhodný vektor na (Ω,A, P ). Pak se funkce definovaná:
F (x) = F (x1, . . . , xn) = P
( n⋂
i=1
[Xi ≤ xi]
)
, pro xi ∈ R, i = 1, . . . , n (2.15)
nazve sdružená(simultánní) distribuční funkce náhodného vektoru X.
Vlastnosti distribuční funkce F (x) náhodného vektoru X se získají analogicky z vlast-
ností a), b), c), d) Věty 2.12 distribuční funkce F (x) náhodné veličiny X.
Definice 2.20. Náhodný vektorX je diskrétního typu právě když existuje nejvýše spočetná
množina M ⊂ Rn taková, že:
P (X ∈M) = 1 (2.16)
Pak se funkce p(x) = p(x1, . . . , xn) definovaná vztahem:
p(x) =
{
P (X1 = x1, . . . , Xn = xn), x = (x1, . . . , xn)
T ∈M
0 jinak
(2.17)
nazývá pravděpodobnostní funkce náhodného vektoru X a množina M jeho obor hodnot.
Vlastnosti pravděpodobnostní funkce p(x) náhodného vektoru X se získají analogicky
z vlastností a), b), c), d) Věty 2.15 pravděpodobnostní funkce p(x) náhodné veličiny X.
Definice 2.21. Náhodný vektor X je spojitého typu právě když existuje nezáporná reálná
funkce f(x) = f(x1, . . . , xn) taková, že:∫
Rn
f(x) dx = 1 (2.18)
a dále platí, že distribuční funkce F (x) je tvaru:
F (x) =
x1∫
−∞
. . .
xn∫
−∞
f(t1, . . . , tn) dt1 . . . dtn, pro ∀x = (x1, . . . , xn) ∈ Rn (2.19)
Pak se funkce f(x) = f(x1, . . . , xn) nazývá hustotou funkce náhodného vektoru X.
22 Náhodný vektor X je zobrazení Ω→ Rn, které je borelovské.
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Vlastnosti hustoty f(x) náhodného vektoru X se získají analogicky z vlastností
a), b), c), d) Věty 2.17 hustoty f(x) náhodné veličiny X.
Definice 2.22. Nechť X je náhodný vektor s distribuční funkcí F (x). Pak pro množinu
indexů {i1, i2, . . . , ik} ⊂ {1, 2, . . . , n}, k < n se náhodný vektor X∗k = (Xi1 , . . . , Xik)T
nazývá marginální náhodný vektor příslušný k X a jeho distribuční funkce F ∗k (xi1, . . . , xik)
se nazve marginální distribuční funkce příslušná k F (x). Navíc platí:
F ∗k (x1, . . . , xk) = limxk+1→∞
...
xn→∞
F (x1, . . . , xk, . . . , xn), k ∈ {1, . . . , n− 1} (2.20)
Je-li náhodný vektor X diskrétní, pak k němu příslušný marginální náhodný vektor X∗k
je také diskrétní s marginální pravděpodobnostní funkcí p∗k(x1, . . . , xk) tvaru:
p∗k(x1, . . . , xk) =
∑
xk+1∈Mk+1
. . .
∑
xn∈Mn
p(x), (x1, . . . , xk) ∈M1 × . . .×Mk 23 (2.21)
Je-li náhodný vektor X spojitý, pak k němu příslušný marginální náhodný vektor X∗k
je také spojitý s marginální hustotou f ∗k (x1, . . . , xk) =
∞∫
−∞
. . .
∞∫
−∞
f(x) dxk+1 . . . dxn
Definice 2.23. Náhodné veličiny X1, . . . , Xn jsou nezávislé právě když:
a) mezi distribuční funkcí F (x) a jednorozměrnými marginálními distribučními funkcemi
Fi(xi), i = 1, . . . , n platí:
F (x) =
n∏
i=1
Fi(xi) pro ∀(x1, . . . , xn) ∈ Rn (2.22)
b) mezi pravděpodobnostní funkcí p(x) a jednorozměrnými marginálními pravděpodob-
nostními funkcemi pi(xi), 24 xi ∈Mi, i = 1, . . . , n platí:
p(x) =
n∏
i=1
pi(xi) pro (x1, . . . , xn) ∈M = M1 × . . .×Mn (2.23)
c) mezi hustotou f(x) a jednorozměrnými marginálními hustotami fi(xi), 25 i = 1, . . . , n
platí:
f(x) =
n∏
i=1
fi(xi) pro skoro ∀(x1, . . . , xn) ∈ Rn (2.24)
2.2.4. Číselné charakteristiky náhodných veličin(vektorů)
Tak jako byly definovány číselné charakteristiky u náhodných jevů, viz definice 2.9,
se i u náhodných veličin zavádějí číselné charakteristiky. Tyto charakteristiky se zavádějí
z důvodu, že v mnoha případech jsou funkce, které náhodnou veličinu popisují, tj. distribu-
ční funkce nebo pravděpodobnostní funkce, respektive hustota náhodné veličiny, poměrně
23 Předpokládá se, že Mi je obor hodnot náhodné veličiny Xi, kde i = 1, . . . , n.
24 pi(xi) je marginální pravděpodobnostní funkce náhodné veličiny Xi.
25 fi(xi) je marginální hustota náhodné veličiny Xi.
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složité a jejich určení pracné. Proto je výhodné shrnout informace o náhodné veličině
do těchto charakteristik, které ji dostatečně charakterizují. Ve své podstatě jsou charak-
teristiky reálná čísla, která koncentrovaně vyjadřují vlastnosti těchto náhodných veličin.
Mezi nejrozšířenější patří takzvané charakteristiky polohy, variability, statistické vazby
a poté koeficienty šikmosti a špičatosti, které budou nyní představeny. Charakteristiky
budou definovány pro dimenzi n = 1, uvedené vztahy lze ale snadno upravit pro libovol-
nou dimenzi.
Charakteristiky polohy
Definice 2.24. Nechť X je náhodná veličina na (Ω,A, P ).
a) Je-li X ∼ (M, p) a součet ∑
x∈M
x · p(x) absolutně konverguje, pak se číslo
E(X) =
∑
x∈M
x · p(x) (2.25)
nazve střední hodnota diskrétní náhodné veličiny X.
b) Je-li X spojitá s hustotou f(x) a
∞∫
−∞
x ·f(x) dx absolutně konverguje, pak se číslo
E(X) =
∞∫
−∞
x · f(x) dx (2.26)
nazve střední hodnota spojité náhodné veličiny X.
Střední hodnota E(X) je mírou polohy, tedy je to číslo, kolem něhož hodnoty náhodné
veličiny X kolísají a má následující vlastnosti.
Věta 2.25. Nechť X je náhodná veličina se střední hodnotou E(X) a nechť
a, b ∈ R jsou konstanty. Pak
E(a+ bX) = a+ bE(X) (2.27)
Další charakteristikou polohy jsou medián a modus.
Definice 2.26. V případě mediánu se jedná o tzv. 0, 5 kvantil, který je definován takto:
x˜ = xp = inf{x : F (x) ≥ p}, 26 kde p = 0, 5 27 (2.28)
Definice 2.27. Modus se definuje zvlášť pro diskrétní a pro spojité náhodné veličiny,
tedy modus xˆ je bod splňující rovnici:
P (X = xˆ) ≥ P (X = xi), i = 1, 2, . . . pro diskrétní rozdělení X (2.29)
f(xˆ) ≥ f(x), x ∈ (−∞;∞) pro spojité rozdělení X (2.30)
26 Jestliže není F (x) rostoucí, pak může definici mediánu vyhovovat interval čísel–vezme se jeho střed.
27 V obecné definici kvantilu nabývá p hodnoty z intervalu (0; 1), medián je tedy speciální případ.
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Charakteristiky variability
Definice 2.28. Nechť X je náhodná veličina na (Ω,A, P ). Pak se číslo
D(X) = E(X − E(X))2 (2.31)
nazve rozptyl náhodné veličiny X za předpokladu, že uvedené střední hodnoty existují.
Číslo σ(X) =
√
D(X) se nazve směrodatná odchylka náhodné veličiny X.
Rozptyl D(X) je mírou variability, tedy udává kolísání hodnot náhodné veličiny X
kolem její střední hodnoty E(X). Rozptyl má následující vlastnosti.
Věta 2.29. Nechť X je náhodná veličina s konečným rozptylem D(X). Pak platí:
a) D(X) =
∑
x∈M
(x− E(X))2 · p(x), pro X ∼ (M, p)
b) D(X) =
∞∫
−∞
(x− E(X))2 · f(x), pro X spojitá s hustotou f(x)
c) D(X) ≥ 0 (2.32)
d) D(a+ bX) = b2 ·D(X), kde a, b ∈ R jsou konstanty
e) D(X) = E(X2)− (EX)2 = EX2 − E2X
Momentové charakteristiky
Jsou konstruovány na základě počátečního (obecného) momentu µk nebo centrálního mo-
mentu νk.
Definice 2.30. Nechť X je spojitá náhodná veličina na (Ω,A, P ). Pak se číslo µk, re-
spektive νk definované
µk = E(X
k) =
∞∫
−∞
xkf(x) dx, kde k = 1, 2, . . . (2.33)
νk = E(X − E(X))k =
∞∫
−∞
(x− µ1)kf(x) dx, kde k = 1, 2, . . . (2.34)
nazve k-tý obecný moment, respektive k-tý centrální moment.28
Některé výše uvedené charakteristiky jsou speciálními případy momentové charakteris-
tiky pro konkrétní volbu k. Např. střední hodnota E(X) odpovídá 1. obecnému momentu
a rozptyl D(X) odpovídá 2. centrálnímu momentu. Dále se definují ještě dvě charakteris-
tiky a to konkrétně koeficient šikmosti a koeficient špičatosti.
Definice 2.31. Nechť X je spojitá náhodná veličina na (Ω,A, P ). Pak se číslo α3 = A,
respektive α4 = e definované:
A =
µ3
µ
3
2
2
=
µ3
σ3(X)
(2.35)
e =
µ4
µ22
− 3 = µ4
σ4(X)
− 3 (2.36)
nazve koeficient šikmosti, respektive koeficient špičatosti.
28 Definice pro diskrétní náhodnou veličinu analogicky–místo hustoty f(x) a integrálu bude ve výrazu
pravděpodobnostní funkce p(x) a suma.
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Koeficient šikmosti vyjadřuje do jaké míry a na kterou stranu je rozložení náhodné
veličiny zešikmeno nebo jestli je symetrické, viz obrázek 2.3. Koeficient špičatosti infor-
muje o koncentrovanosti hodnot dané veličiny kolem její střední hodnoty.
x x x
f(x)
f(x) f(x)
A = 0
A < 0 A > 0
Obrázek 2.3: Koeficient šikmosti
Charakteristiky statistické vazby
Jako poslední charakteristiky budou uvedeny kovariance a korelace, které dávají do sou-
vislosti vzájemný vztah dvou náhodných veličin.
Definice 2.32. Nechť X a Y jsou náhodné veličiny na (Ω,A, P ). Pak se číslo definované:
C(X, Y ) = E
(
(X − E(X)) · (Y − E(Y ))
)
= E
(
(X − E(X)) · (Y − E(Y ))
)
(2.37)
nazve kovariancí náhodných veličin X a Y , pokud dané střední hodnoty existují.
Kovariance je mírou statistické vazby mezi náhodnými veličinami X a Y .
Je-li C(X, Y ) > 0, tak náhodné veličiny X, Y jsou pozitivně závislé, tedy vyšší hodnoty X
jsou svázány s vyššími hodnotami Y .29 Je-li C(X, Y ) < 0, tak náhodné veličiny X, Y jsou
negativně závislé, tedy vyšší hodnoty X jsou svázány s nižšími hodnotami Y .30
Věta 2.33. Nechť X, Y jsou náhodné veličiny na (Ω,A, P ) a existují rozptyly D(X), D(Y ),
pak platí:
a) C(X, Y ) =
∑
x∈M1
∑
y∈M2
(
x− E(X))(y − E(Y )) p(x, y) 31
b) C(X, Y ) =
∞∫
−∞
∞∫
−∞
(
x− E(X))(y − E(Y )) f(x, y) dxdy 32
c) C(X, Y ) = C(Y,X) = E(X, Y )−(E(X)E(Y )) (2.38)
d) |C(X, Y )| ≤√D(X)√D(Y ) = σ(X)σ(Y )
e) C(X, Y ) = 0, pro X, Y nezávislé 33
Definice 2.34. Nechť X a Y jsou náhodné veličiny na (Ω,A, P ) s konečnými rozptyly
a D(X) ·D(Y ) 6= 0. Pak se číslo definované:
ρ(X, Y ) =
C(X, Y )√
D(X)D(Y )
=
C(X, Y )
σ(X)σ(Y )
(2.39)
nazve korelační koeficient vyjadřující korelaci náhodných veličin X a Y .
29 Příkladem pozitivně závislých veličin může být výška a váha člověka.
30 Příkladem negativně závislých veličin může být výše IQ a průměrná známka ve škole.
31 Pro (X,Y ) ∼ (M,p), kde M = M1 ×M2.
32 Pro (X,Y ) spojité se sdruženou hustotou f(x, y).
33 Tvrzení e) neplatí opačně, tj. z nulové kovariance nelze obecně nic usuzovat o nezávislosti X a Y .
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Věta 2.35. Nechť X, Y jsou náhodné veličiny na (Ω,A, P ) a ρ(X, Y ) jejich korelací,
pak platí:
a) ρ(X,X) = 1
b) ρ(X, Y ) = 0, pro X, Y nezávislé
c) |ρ(X, Y )| ≤ 1 (2.40)
d) ρ(X, Y ) =
{
1⇔ ∃ konstanty a, b tak,že Y = a+ bX, b > 0
−1⇔ ∃ konstanty a, b tak,že Y = a+ bX, b < 0
2.3. Statistická rozdělení
Jak již bylo popsáno výše, ve statistice se rozlišují náhodné veličiny se spojitým nebo dis-
krétním rozdělením pravděpodobnosti. Toto dělení je užitečné, avšak velmi obecné. Z to-
hoto důvodu se zavedla podrobnější kritéria pro určení rozdělení pravděpodobnosti a to po-
dle charakteristických vlastností. Nejzákladnější rozdělení budou nyní stručně předsta-
vena. Více typů rozdělení, případně další podrobnosti lze nalézt např. v [An05],[Ka08].
2.3.1. Přehled diskrétních rozdělení pravděpodobnosti
Diskrétní rovnoměrné rozdělení
Základní diskrétní rozdělení. Tedy M = {0, 1, . . . , n} a p(x) = 1
n
, x ∈M .
Dále platí, E(X) =
n+ 1
2
, D(X) =
n2 − 1
12
. Označení X ∼ (M, p).
Binomické rozdělení
X je náhodná veličina s oborem hodnot M = {0, 1, . . . , n}, n ∈ N, která vyjadřuje
počet úspěchů x v posloupnosti n nezávislých alternativních pokusů, kde úspěch nastane
s pravděpodobností θ a neúspěch s pravděpodobností 1 − θ pro každý pokus.34 Pravdě-
podobnostní funkce je tvaru:
p(x) = P (X = x) =
(
n
x
)
θx(1− θ)n−x; θ ∈ (0; 1) (2.41)
Dále platí, E(X) = nθ, D(X) = nθ(1− θ). Označení X ∼ Bi(n, θ).
Speciálním případem je tzv. Alternativní rozdělení a to pro případ, kdy n = 1.
Dalším typem diskrétního rozdělení pravděpodobnosti, které souvisí s binomickým roz-
dělením je tzv. Poissonovo rozdělení pravděpodobnosti.
Poissonovo rozdělení
Toto rozdělení popisuje počet řídkých jevů v nějakém, nejčastěji časovém intervalu. Na-
příklad počet obsloužených zákazníku za jednotku času u pokladny v obchodu. Poissonovo
rozdělení je limitním případem binomického a to konkrétně pro n→∞, θ → 0, nθ → λ.
Pak platí:
lim
n→∞
θ→0
nθ→λ
p(x)Bi(n,θ) = p(x)Po(λ) = exp
{
− λ
}λx
x!
, λ > 0 (2.42)
34 Jinak řečeno se také jedná o popis náhodného výběru s vracením.
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Dále platí, E(X) = λ, D(X) = λ. Označení X ∼ Po(λ).
Hypergeometrické rozdělení
Toto rozdělení lze přiblížit jako náhodný výběr bez vracení. Tedy je-li N celkový počet
prvků, K jsou prvky I.typu a N − K prvky II.typu, kde N ≤ K a náhodná veličina X
popisuje počet prvků typu I. mezi n vybranými prvky (n ≤ N), pak pravděpodobnostní
funkce je tvaru:
p(x) =
(
K
x
)(
N−K
n−x
)(
N
n
) ≥ 0, pro 0 ≤ x ≤ K, x ≤ n, N, n,K ∈ N (2.43)
Dále platí, E(X) = nK
N
, D(X) = nK
N
(1− K
N
)N−n
N−1 . Označení X ∼ Hg(N,K, n).
2.3.2. Přehled spojitých rozdělení pravděpodobnosti
Rovnoměrné rozdělení
Toto rozdělení se využívá zejména v numerických metodách a to především při výpočtech
pomocí metody Monte Carlo. Má-li náhodná veličina X toto rozdělení, pak je její hustota
tvaru:
f(x) =

1
β − α, pro x ∈ (α, β), α < β, α, β ∈ R
0, jinak
(2.44)
Dále platí, E(X) =
α + β
2
, D(X) =
(β − α)2
12
. Označení X ∼ Ro(α, β).
F (x)
1
0 xα β
(a) Distribuční funkce F (x)
spojité rovnoměrně rozdělené
veličiny X
f(x)
0 x
1
β−α
α β
(b) Hustota f(x) spojité
rovnoměrně rozdělené ve-
ličiny X
Obrázek 2.4
Exponenciální rozdělení
Vyjadřuje dělení délky intervalu mezi náhodně se vyskytujícími událostmi, jejichž pravdě-
podobnost výskytu má Poissonovo rozdělení. Využívá se například v pojistné matematice
nebo ve fyzice při modelování poločasu rozpadu radioaktivních prvků. Má-li náhodná
veličina X toto rozdělení pravděpodobnosti, poté pro její hustotu platí:
f(x) =

λ exp
{
− λx
}
, pro x ≥ 0, λ > 0
0, jinak
(2.45)
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F (x)
1
0 x
(a) Distribuční funkce F (x)
spojité exponenciálně roz-
dělené veličiny X
f(x)
x0
λ λ · exp
{
− λx
}
(b) Hustota f(x) spojité ex-
ponenciálně rozdělené ve-
ličiny X
Obrázek 2.5
Dále platí, E(X) = λ, D(X) = λ2. Označení X ∼ Ex(λ).
Normální (Gaussovo) rozdělení
Je jedno z nejdůležitějších rozdělení pravděpodobnosti spojité náhodné veličiny. Má ne-
spočet významných teoretických vlastností a v praxi se hojně využívá k vyjádření náhod-
ných chyb jako jsou např. chyby měření, odchylky výrobku od požadovaných hodnot, aj.
Má-li náhodná veličina X toto rozdělení pravděpodobnosti, poté pro její hustotu platí:
f(x) =
1√
2piσ
exp
{
− (x− µ)
2
2σ2
}
, x, µ ∈ R, σ > 0 (2.46)
Dále platí, E(X) = µ, D(X) = σ2. Označení X ∼ N(µ, σ2).
x
F (x)
0
1
µ
1
2
(a) Distribuční funkce F (x) spojité
normálně rozdělené veličiny X
f(x)
xµ
1√
2piσ
(b) Hustota f(x) spojité normálně
rozdělené veličiny X
Obrázek 2.6
Věta 2.36. Vlastnosti normálního rozdělení
a) Nechť X ∼ N(µ, σ2) a konstanty a, b ∈ R jsou dané. Pak náhodná veličina
Y = a+ bX ∼ N(a+ bµ, b2σ2), b 6= 0.
b) Transformací X ∼ N(µ, σ2) na U = X − µ
σ
se dostane standardizované normální
rozdělení N(0; 1).
Normální standardizované rozdělení
Je to normální rozdělení N(µ, σ2), pro které platí E(X) = µ = 0, D(X) = σ2 = 1.
Hustota je pak tvaru:
ϕ(u) =
1√
2pi
exp
{
− u
2
2
}
(2.47)
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Distribuční funkce se značí Φ a je tvaru Φ = Φ(z) =
z∫
−∞
ϕ(u) du a bývá tabelována. Navíc
platí:
Φ(−z) = 1− Φ(z) 35 (2.48)
Pomocí normálního rozdělení lze zadefinovat další důležitá rozdělení.
Definice 2.37. Nechť U1 . . . , Un, n ≥ 1 jsou nezávislé náhodné veličiny a Ui ∼ N(0; 1),
i = 1, . . . , n. Pak rozdělení náhodné veličiny K =
n∑
i=1
U2i se nazývá Pearsonovo Chí-kvadrát
rozdělení o n stupních volnosti. Platí, E(K) = n, D(K) = 2n. Označení K ∼ χ2(n). 36,38
Definice 2.38. Nechť U,K jsou nezávislé, náhodné veličiny takové, že U ∼ N(0; 1)
a K ∼ χ2(n). Pak rozdělení náhodné veličiny T = U√
K/n
se nazve Studentovo t-rozdělení
o n stupních volnosti, n ≥ 1. Platí, E(X) = 0 pro n > 1, D(X) = n
n− 2 pro n > 2.
Označení T ∼ t(n).37,38
0
n1 = 5
n3 = 19
n2 = 10
χ2
f(χ2)
(a) Hustota f(χ2) rozdělení-χ2 pro stupně vol-
nosti ni, i = 1, 2, 3
0 2 4−2−4
N(0; 1)
n1 = 1
n2 = 5
0.4
(b) Hustota f(t) studentova t-roz-
dělení pro stupně volnosti ni, i = 1, 2
Obrázek 2.7
Definice 2.39. Nechť K1, K2 jsou nezávislé, náhodné veličiny takové, že K1 ∼ χ2(n1)
a K2 ∼ χ2(n2), pak rozdělení náhodné veličiny F =
K1
K2
n2
n1
se nazve Fisher-Snedecorovo
rozdělení o n1 a n2 stupních volnosti. Označení F ∼ F (n1, n2).38
Normálním rozdělením se sice přesně řídí jen omezené množství náhodných veličin,
ale jeho nesporný význam spočívá v tom, že za určitých podmínek dobře aproximuje řadu
jiných rozdělení a to jak spojitých, tak i diskrétních.
35 Díky sudosti hustoty ϕ(u).
36 Pro rostoucí stupně volnosti n se χ2-rozdělení blíží normálnímu rozdělení.
37 Pro n→∞ se t-rozdělení blíží standardizovanému normálnímu rozdělení.
38 Hustoty těchto rozdělení jsou vyjádřeny pomocí tzv. Gama a Beta funkce. Jejich přesné tvary
lze dohledat v [An05] nebo [Ka08].
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2.4. Náhodný výběr z rozdělení náhodné veličiny
Jak již bylo zmíněno na začátku Kapitoly 2 v úvodním odstavci, velmi důležitým pojmem
je náhodný výběr z rozdělení náhodné veličiny, kterému je věnována část této podkapitoly.
Definice 2.40. Nechť X je zkoumaná náhodná veličina na (Ω,A, P ) a její rozdělení
pravděpodobnosti je dáno distribuční funkcí F (x,θ), kde θ je reálný parametr, případně
vektor parametrů rozdělení pravděpodobnosti. Pak se n-tice nezávislých, náhodných ve-
ličin X1, . . . , Xn, které mají shodné rozdělení pravděpodobnosti jako zkoumaná veličina X
nazve náhodným výběrem z náhodné veličiny X o rozsahu n.39
Náhodný výběr má rozdělení o simultánní distribuční funkci F (x,θ), viz definice 2.19
a simultánní pravděpodobnostní funkci, respektive hustotu vyhovující vztahu, viz defi-
nice 2.23, je-li X diskrétní, respektive spojitá náhodná veličina.
Číselný vektor x = (x1, . . . , xn), který se získá při realizaci náhodného výběru, kde xi
je pozorovaná hodnota složky Xi, i = 1, . . . , n náhodného výběru, je statistický soubor
s rozsahem n, jehož zpracování je popsáno v části 2.2.1. Je zřejmé, že se při opakovaných
realizacích náhodného výběru obecně dostanou různé statistické soubory. Množina všech
statistických souborů tvoří tzv. výběrový prostor X .[Ka08]
Definice 2.41. Libovolná borelovská funkce T = T (X1, . . . , Xn) náhodného výběru X
se nazve statistika nebo výběrová charakteristika a její hodnota t = T (x1, . . . , xn) je pozo-
rovaná hodnota statistiky T nebo empirická charakteristika.
Z výše uvedeného vyplývá základní princip statistické indukce v matematické statis-
tice, jehož schéma je znázorněno na obrázku 2.8.
Obrázek 2.8: Základní princip statistické indukce v matematické statistice, viz [Ka08]
2.4.1. Statistiky - výběrové charakteristiky
Jak již bylo zmíněno v části 2.2.1, tak statistický soubor x lze popsat pomocí popisných
charakteristik, definice 2.9, respektive pomocí parametrů daného rozdělení pravděpodob-
nosti. Podobně lze popsat i výběrový soubor X pomocí výběrových charakteristik.40
39 Náhodný výběr je tedy vlastně náhodný vektor.
40 Je třeba si uvědomit, že charakteristiky základního souboru jsou pevné hodnoty, zatímco statistiky
se mění podle náhodného výběru.
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Definice 2.42. Pro náhodný výběr X = (X1, . . . , Xn) ze zkoumané veličiny X z rozdělení
o F (x,θ) platí:
1) Statistika X =
1
n
n∑
i=1
Xi je výběrový průměr
2) Statistika S2 =
1
n− 1
n∑
i=1
(Xi −X)2 je výběrový rozptyl (2.49)
3) Statistika R =
1
n− 1
n∑
i=1
(Xi −X)(Yi − Y )
S(X)S(Y )
je výběrový koeficient korelace 41
Věta 2.43. Základní vlastnosti výběrových charakteristik
Jestliže zkoumaná náhodná veličina X má střední hodnotu µ a rozptyl σ2, pak platí:
1) E(X) = µ
2) D(X) =
σ2
n
(2.50)
3) E(S2) = σ2
Stochastické vlastnosti nejčastěji používaných výběrových charakteristik vyjadřují je-
jich statistická rozdělení pravděpodobnosti, viz definice 2.37, 2.38, 2.39.
Více podrobností lze nalézt např. v [An05],[Ka08],[No99].
2.5. Odhady parametrů
Nechť X je zkoumaná náhodná veličina, která má distribuční funkci F (x,θ) a X je ná-
hodný výběr z tohoto rozdělení. Cílem je najít odhad parametru θ. Parametr θ může
být číselná charakteristika náhodné veličiny (střední hodnota E(X), rozptyl D(X) aj.)
nebo parametrická funkce γ = γ(θ), tj. funkce parametrů rozdělení.
Odhadem parametru θ se rozumí najít statistiku T , případně statistiky T1, T2 tak, aby hod-
noty statistiky na výběrovém prostoru X kolísaly kolem parametrické funkce γ(θ)–tzv. bo-
dový odhad (definice 2.47), případně aby interval (t1, t2) s velkou pravděpodobností po-
krýval neznámou hodnotu γ(θ)–intervalový odhad (definice 2.48).
Většinou existuje více statistik, pomocí kterých jde parametr θ odhadnout. Je zřejmé,
že všechny statistiky nebudou poskytovat stejně kvalitní odhad. Proto se zavadí určitá
kritéria a pak se používají zejména ty typy odhadů, které je splňují.
Definice 2.44. Statistika T = T (X) se nazve nestranným (nevychýleným) odhadem 42
parametrické funkce γ(θ), když platí:
EθT (x) = γ(θ), ∀θ ∈ Θ 43 (2.51)
Je-li EθT (x) 6= γ(θ), pak je odhad T stranný (vychýlený).
41 Platí pro náhodný výběr z náhodného vektoru (X,Y ), kde S(X), S(Y ) jsou výběrové směrodatné
odchylky z náhodných veličin X a Y a platí S =
√
S2.
42 Statistika systematicky nenadhodnocuje ani nepodhodnocuje odhadovanou parametrickou
funkci γ(θ), tedy nevede k systematickým chybám.
43 Θ ⊂ Rm je parametrický prostor, tj. množina všech uvažovaných hodnot parametru θ = (θ1, . . . , θm).
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Definice 2.45. Statistika T = T (X) se nazve nejlepší nestranný odhad parametrické
funkce γ(θ) má-li T nejmenší rozptyl ze všech rozptylů nestranných odhadů.
Definice 2.46. Statistika Tn = Tn(X1, . . . , Xn) se nazve konzistentní odhad 44 paramet-
rické funkce γ(θ), když pro ∀ε > 0 platí:
lim
n→∞
P (|Tn − γ(θ)| > ε) = 0, ∀θ ∈ Θ (2.52)
Další typy odhadů lze nalézt např. v [An05] nebo v [No99].
Definice 2.47. Nechť X je náhodný výběr z rozdělení o distribuční funkci F (x,θ) a γ(θ)
je daná parametrická funkce. Pak bodový odhad funkce γ(θ) je pozorovaná hodnota
t = T (x1, . . . , xn) (2.53)
statistiky T = T (X) na statistickém souboru (x1, . . . , xn).
Definice 2.48. Nechť X je náhodný výběr z rozdělení o distribuční funkci F (x,θ), γ(θ)
je daná parametrická funkce, α ∈ (0, 1) a D = D(X1, . . . , Xn), H = H(X1, . . . , Xn) jsou
statistiky. Pak se :
a) interval (D,H) nazve 100(1− α)% interval spolehlivosti pro funkci γ(θ) když platí:
P (D < γ(θ) < H) = 1− α (2.54)
b) statistika D nazve dolní odhad funkce γ(θ) s rizikem α když platí:
P (D < γ(θ)) = 1− α (2.55)
c) statistika H nazve horní odhad funkce γ(θ) s rizikem α když platí:
P (γ(θ) < H) = 1− α (2.56)
Intervalový odhad parametrické funkce γ(θ) se spolehlivostí 1− α je pak interval:
〈t1, t2〉, (2.57)
kde t1, t2 jsou hodnoty 45 statistik D a H na statistickém souboru (x1, . . . , xn).
Výraz 1−α značí spolehlivost. Ta se volí blízká 1, obvykle 0, 95 nebo 0, 99 a znamená,
že pro opakování výběru s konstantním rozsahem n bude zhruba (1− α)100% intervalo-
vých odhadů obsahovat skutečnou hodnotu parametrické funkce γ(θ).
Je třeba si uvědomit, že nemá praktický význam chtít 100% spolehlivost intervalového
odhadu, neboť pak je jím celý parametrický prostor. Zúžit velikost intervalového odhadu
lze snížením spolehlivosti (nevhodné) nebo zvýšením rozsahu výběru n.46 Je zřejmé, že bo-
dový odhad má zanedbatelnou (nulovou) spolehlivost.
Více podrobností o odhadech parametrů i pro konkrétní rozdělení v [An05],[Ka08],[No99].
44 Statistika se pro rostoucí rozsah výběru n blíží odhadované parametrické funkci γ(θ).
45 V praxi se jedná o kvantily statistiky T - kritické hodnoty.
46 Závislost však není lineární, nýbrž dojde k zúžení intervalu pouze
√
n-krát - ”kletba statistiky”.
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1− α
α/2 α/2
0t1 t2
Obrázek 2.9: Intervalový odhad s kritickými hodnotami t1, t2 statistik D,H.
2.6. Testování hypotéz
Předchozí podkapitola 2.5 se zabývala bodovými a intervalovými odhady parametrické
funkce γ(θ) rozdělení pravděpodobnosti, které byly založeny na výběrových charakteris-
tikách - statistikách. Následující podkapitola se věnuje otázce, jak použít statistiku k roz-
hodnutí, že předpoklady o hodnotě parametrické funkce rozdělení, jsou správné. Předpo-
klady se ověřují pomocí pozorovaných hodnot zkoumaných náhodných veličin. Statistické
závěry tohoto druhu se nazývají testy hypotéz.
Definice 2.49. Statistická hypotéza H je tvrzení o vlastnostech rozdělení pravděpodob-
nosti zkoumané náhodné veličiny X s distribuční funkcí F (x,θ).
Postup jímž se daná hypotéza ověřuje se nazývá test statistické hypotézy.
Rozlišují se následující typy hypotéz.
Definice 2.50. Testovaná hypotéza se nazývá nulová a značí se H0, případně H.
Proti testované hypotéze stojí tzv. alternativní hypotéza, která se značí HA, H1 nebo H .
Je-li H : θ = θ0, pak se nazývá jednoduchá a alternativní hypotéza HA : θ 6= θ0 se nazývá
složená, dvoustranná, respektive složená jednostranná, je-li tvaru HA : θ > θ0.
Týká-li se hypotéza parametrů zkoumané veličiny X, pak je parametrická, týká-li se kva-
litativních vlastností, je naopak neparametrická.
Nyní je třeba určit nějaké kritérium, podle kterého se bude rozhodovat, která hypotéza
bude zamítnuta a která bude platit. Toto kritérium přibližuje následující definice.
Definice 2.51. Vhodná statistika T (X1, . . . , Xn), která se používá k testování hypo-
tézy H0 proti alternativní hypotéze HA, se nazývá testové kritérium.
Obor hodnot testového kritéria T se za předpokladu platnosti H0 rozdělí na dva disjunktní
obory:
Kritický obor Wα, tj. obor zamítnutí hypotézy H0 a na jeho doplněk W α, tj. obor neza-
mítnutí hypotézy H0.
Kritický obor Wα se volí tak, aby pravděpodobnost, že hodnota t testového kritéria
T (X1, . . . , Xn) padne do Wα byla nejvýše rovna α.
Číslo α v předchozí definici je tzv. hladina významnosti testu a volí se zpravidla blízká
nule, např. 0, 05 nebo 0, 01, tedy pevná během celého procesu testování, tzv. klasický po-
stup.47
47 Pevně daná hladina významnosti zajišťuje minimální pravděpodobnost chyby 2.druhu (definice 2.53)
a tím maximální sílu testu (definice 2.53).
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2.6.1. Konvence rozhodování
Rozhodnutí o platnosti nulové či alternativní hypotézy je založeno na následující konvenci.
Pokud pozorovaná hodnota testového kritéria t = T (x1, . . . , xn) na získaném statistickém
souboru (x1, . . . , xn) patří do kritického oboru, tedy t ∈ Wα, pak se zamítá hypotéza H0
a současně se nezamítá hypotéza HA na hladině významnosti α. Analogicky, je-li t ∈W α
nezamítá se hypotéza H0 a současně se zamítá hypotéza HA.48,49
Vzhledem ke skutečnosti, že testové kritérium T je náhodná veličina, bývá většinou obor
nezamítnutí W α ve tvaru intervalu, např. 〈t1; t2〉, kde t1, t2 jsou kvantily statistiky T (kri-
tické hodnoty). [Ka08]
1− α
α/2 α/2
0t1−α/2 tα/2
W αW1,α/2 W2,α/2
Obrázek 2.10: Obor zamítnutí Wα = W1,α/2∪W2,α/2, obor nezamítnutíW α = 〈t1−α/2; tα/2〉
2.6.2. Chyby při testování hypotéz
Při testování hypotéz jde o úsudek prováděný na základě údajů získaných z výběrového
souboru (x1, . . . , xn) a proto může dojít k chybnému závěru. Při testování jsou možné
pouze čtyři závěry, z nichž ale dva jsou nesprávné. Ty se nazývají chyba prvního druhu
a chyba druhého druhu.
Definice 2.52. Chyba prvního druhu nastane v případě, kdy hypotéza H0 platí, avšak
t ∈ Wα, tedy je zamítnuta platná hypotéza. Pravděpodobnost této chyby je nejvýše rovna
zvolené hladině významnosti testu α, tj. α ≥ P (T ∈ Wα/H).
Definice 2.53. Chyba druhého druhu nastane v případě, kdy hypotéza H0 neplatí, avšak
t 6∈ Wα, tedy neplatná hypotéza není zamítnuta. Pravděpodobnost této chyby
je β = P (T 6∈ Wα/H). Pravděpodobnost 1− β = P (T ∈ Wα/H) je tzv. síla testu.
Výše uvedené přehledně znázorňuje obrázek 2.11.
Obrázek 2.11: Možné závěry při testu statistických hypotéz, viz [Ka08]
48 Když je nulová hypotéza zamítnuta na hladině významnosti α, používá se často vyjádření: ”Výsledky
testu jsou statisticky významné na hladině významnosti α.”
49 Je třeba si uvědomit, že z nezamítnutí hypotézy nevyplývá ještě její platnost. Pouze není k dispozici
dostatek dat pro její zamítnutí.
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Praktický význam obou chyb je takový, že při mnoha opakovaných realizacích ná-
hodného výběru se zhruba ve 100α% zamítne platná hypotéza a ve 100β% nezamítne
neplatná hypotéza.
Mohlo by se zdát, že snížení hladiny významnosti α povede k přesnějším výsledkům tím,
že se sníží chyba 1.druhu. Ta se sice sníží, ale zároveň se zvýší chyba 2.druhu β. Je tedy
vidět, že snížení α vede ke zvýšení β a naopak. Tedy pro pevně zvolené α lze docílit
snížení β jedině zvýšením rozsahu výběru n. Chyby nelze nikdy zcela eliminovat, pouze
snížit.
Přesný matematický popis procesu testování lze nalézt např. v [No99].
2.6.3. P-hodnota
Při klasickém přístupu k testování hypotéz (definice 2.51) je hladina významnosti α sta-
novena předem a závěry testu jsou pak zamítnutí nebo nezamítnutí nulové hypotézy H0.
Tento přístup má jednu velkou nevýhodu a to tu, že neposkytuje informaci nutnou
ke zjištění, jak silné jsou argumenty proti nulové hypotéze. Z tohoto důvodu se zavádí
tzv. p-hodnota hypotézy.
Definice 2.54. Nechť T je testové kritérium a tc jeho pozorovaná hodnota.
Pak se p-hodnota testu hypotézy H0 rovná:
a) p = P (T ≤ t1−c) + P (T ≥ tc)} pro dvoustranný test,
b) p = P (T ≤ tc) pro levostranný test, (2.58)
c) p = P (T ≥ tc) pro pravostranný test
Ve své podstatě se vypočte hodnota t testové statistiky T a k ní nejmenší obor zamít-
nutí Wα, při kterém je možné na základě hodnoty t zamítnout nulovou hypotézu H0 proti
alternativě HA. Hladina významnosti odpovídající tomuto kritickému oboru je p-hodnota.
Jestliže je p-hodnota menší než zadaná hladina významnosti α, pak se hypotéza H0 zamítá
a současně nezamítá alternativa HA.
Obrázek 2.12: P-hodnota jako plocha pod křivkou, viz [No99]
2.6.4. Příklady základních statistických testů
V tomto odstavci budou stručně popsány základní druhy testů. Testy se dělí na parame-
trické a neparametrické.
Parametrické testy se zabývají parametry rozdělení a proto je nutné specifikovat toto roz-
dělení. Většinou se požaduje normalita dat.
Neparametrické testy se zabývají rozdělením souboru (testy dobré shody) nebo nezávis-
lostí dvou souborů.
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1) Test o střední hodnotě µ N(µ, σ2)
Testuje se hypotéza H0 : µ = µ0 proti HA : µ 6= µ0. Testovat je možné buď při známém
nebo neznámém rozptylu σ2.
a) H0 : µ = µ0 při známém σ2
Náhodný výběr x ∼ N(µ, σ2)⇒ U = x − µ
σ
√
n ∼ N(0; 1) při platnosti
H0 : U0 =
x − µ0
σ
√
n, pak
W α = 〈−u1−α/2;u1−α/2〉, (2.59)
kde u1−α/2 je
(
1− α
2
)
-kvantil standardizovaného normálního rozdělení N(0; 1).
b) H0 : µ = µ0 při neznámém σ2
Analogicky jako u předchozího typu. Pozorovaná hodnota testového kritéria je tvaru
t =
x − µ0
s
√
n, pak
W α = 〈−t1−α/2; t1−α/2〉, (2.60)
kde t1−α/2 je
(
1− α
2
)
-kvantil Studentova rozdělení S(n−1) s n−1 stupni volnosti. Jedná
se o tzv. Studentův jednovýběrový t-test.
2) Test o rozptylu σ2 N(µ, σ2)
Testuje se hypotéza H0 : σ2 = σ20 proti HA : σ
2 6= σ20.
Pozorovaná hodnota testového kritéria je tvaru
t =
(n− 1)s2
σ20
, pak
W α = 〈χ2α/2;χ21−α/2〉, (2.61)
kde χ2P je P-kvantil Pearsonova rozdělení χ
2(n−1) s n−1 stupni volnosti. Jedná se o tzv. Pear-
sonův test.
3) Test o rovnosti středních hodnot
Tento test opět může probíhat při neznámých, ale stejných rozptylech nebo při neznámých
a různých rozptylech. V prvním případě se jedná o Studentův test pro dva výběry při stej-
ných rozptylech, ve druhém o Studentův test pro dva výběry při různých rozptylech.
Tvary statistik a kritických oborů lze nalézt např. v [An05],[No99],[Ka08]
4) Test o rovnosti rozptylů
Testuje se hypotéza H0 : σ2(X) = σ2(Y ) proti HA : σ2(X) 6= σ2(Y ).
Pozorovaná hodnota testového kritéria je tvaru
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t =
max
(
n1s2(x)
n1−1 ;
n2s2(y)
n2−1
)
min
(
n1s2(x)
n1−1 ;
n2s2(y)
n2−1
) , pak
W α = 〈1;F1−α/2〉, (2.62)
kde F1−α/2 je
(
1 − α
2
)
-kvantil Fisher-Snedecorova rozdělení F (k1, k2) se stupni volnosti
k1 = n1 − 1 a k2 = n2 − 1 pro
n1s
2(x)
n1 − 1 ≥
n2s
2(y)
n2 − 1 nebo k1 = n2 − 1 a k2 = n1 − 1
pro
n1s
2(x)
n1 − 1 ≤
n2s
2(y)
n2 − 1 . Jedná se o tzv. F-test neboli Fisherův test.
Všechny výše uvedené testy se řadily mezi parametrické. Další typy těchto testů lze nalézt
např. v [An05],[No99],[Ka08].
Dále budou uvedeny některé neparametrické testy.
5) Testy dobré shody
Testy dobré shody jsou testy, které umožňují na předem zvolené hladině významnosti α
testovat nulovou hypotézu H0, že daný náhodný výběr X byl proveden z určitého roz-
dělení, při známých nebo neznámých parametrech tohoto rozdělení.
Pearsonův χ2 test dobré shody se používá k testování hypotézy H0, že zkoumaná ve-
ličina X má distribuční funkci F (x), proti alternativě HA, že nemá distribuční funkci.
Tento test je založen na rozdílu mezi pozorovanými (empirickými) a očekávanými (teore-
tickými) četnostmi.
Získaný statistický soubor (x1, . . . , xn) se roztřídí do m disjunktních tříd s četnostmi fj
a vypočtou se odhady absolutní teoretické četnosti fˆj, j = 1, . . . ,m pro hypotetické roz-
dělení. Pozorovaná hodnota testového kritéria je tvaru
t =
m∑
j=1
(fj − fˆj)2
fˆj
, kde
W α = 〈0;χ21−α〉, (2.63)
kde χ21−α je (1 − α)-kvantil Pearsonova rozdělení χ2(k) s k = m − q − 1 stupni volnosti,
kde q je počet parametrů rozdělení.
Mezi další neparametrické testy patří např. Znaménkový test, Kolmogorov-Smirnovův
test, Anderson-Darlingův test aj., které se dají dohledat v literatuře [An05],[Ka08],[NP00].
2.7. Regresní analýza
V praktických aplikacích je důležitá znalost o závislosti zkoumaných veličin, jejichž hod-
noty se získají při realizacích experimentu. Regresní a korelační analýza poskytuje nástroj
k hledání této stochastické závislosti mezi dvojicí (nebo i více) náhodných veličin X a Y .
Rozlišuje se závislost pevná, tj. když každé hodnotě jedné veličiny odpovídá právě jedna
hodnota jiných veličin (v teoretické oblasti) a závislost volná, tj. když hodnotám jedné
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veličiny odpovídají různé hodnoty jiné veličiny (v praxi).
Závislost může být vzájemná, tedy Y závisí na X a naopak nebo jednostranná, tj. Y závisí
na X, které je ale nezávislé na Y .
Regresní analýza se zabývá právě jednostrannými závislostmi, tj. kdy Y je zkoumaná ve-
ličina a zkoumá se obecná tendence ve změnách závislé veličiny Y vzhledem ke změnám
vektoru nezávisle proměnných X.
Korelační analýza se pak zabývá vzájemnými, většinou lineárními závislostmi.
Z výpočetního hlediska i z hlediska interpretace výsledků dochází ke značnému prolínání
obou přístupů.[No99]
2.7.1. Regresní funkce a reziduální součet čtverců
Závislost Y na vektoru X nezávislých proměnných vyjadřuje tzv. regresní funkce 50
y = ϕ(x,β) = E(Y |X = x), 51 (2.64)
kde x je pozorovaná hodnota vektoru nezávisle proměnných X, y je pozorovaná hodnota
závislé, náhodné veličiny Y a β = (β0, β1, . . . , βk)T je reálný vektor regresních koefici-
entů β0, βj, j = 1, . . . , k.
Při vyšetřování závislosti Y na X se získá realizací n experimentů (k + 1) rozměrný sta-
tistický soubor
(
(x1, y1), . . . , (xn, yn)
)
=
(
(x11, . . . , xk1, y1), . . . , (x1n, . . . , xkn, yn)
)
s roz-
sahem n, kde yi je pozorovaná hodnota náhodné veličiny Yi 52 a xi = (x1i, . . . , xki) je po-
zorovaná hodnota vektoru nezávisle proměnných Xi, i = 1, . . . , n. [Ka08],[Zv08]
Příslušné ”dvojice”dat (xi, yi), i = 1, . . . , n se zobrazí do bodového diagramu a hledá
se vhodná funkce, která by těmito body šla proložit. K určení regresní funkce stačí od-
hadnout neznámé regresní koeficienty β0, βj ∀j. Toho se docílí pomocí minimalizace re-
ziduálního součtu čtverců
Sε =
n∑
i=1
[
yi − ϕ(xi,β)
]2
(2.65)
nebo-li se využije metoda nejmenších čtverců.53
2.7.2. Lineární regresní model
Pro lineární model je regresní funkce lineární a je tvaru:
y = β0 +
k∑
j=1
βjx, (2.66)
kde x jsou známe a neobsahují koeficienty β1, . . . , βk.
50 Regresní funkce se dělí na lineární a nelineární a to vzhledem k regresním koeficientům βj .
51 E(Y |X = x) je podmíněná střední hodnota Y .
52 Yi odpovídá i-tému pozorování Y .
53 Tedy nejlepší regresní funkcí vystihující závislost mezi Y a X je ta, která má nejmenší součet čtverců
chyb.
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Dále se pro tento model dle [Ka08],[Zv08] zavádějí následující předpoklady:
1) Hodnoty xij jsou prvky matice X, kde j = 1, . . . , k a i = 1, . . . , n.
2) Matice X =
 1 x11 . . . x1k... . . . ...
1 xn1 . . . xnk
 typu (n, k + 1) s prvky xij a h(X) = r, r < n.
3) Náhodná veličina Yi má střední hodnotu E(Yi) = β0 +
k∑
j=1
βjxij a konstantní
rozptyl D(Yi) = σ2 > 0 pro i = 1, . . . , n.
4) Náhodné veličiny Yi jsou nekorelované a mají normální rozdělení pravděpodobnosti
pro i = 1, . . . , n.
Časté ekvivalentní zavedení lineárního modelu k výše uvedenému je tvaru:
Yi = β0 +
k∑
j=1
βjxij + εi, i = 1, . . . , n, (2.67)
kde εi jsou náhodné chyby s normálním rozdělením pravděpodobnosti N(0;σ2).
Výše uvedené lze popsat i maticově, jako to uvádí například [An05],[Zv08].
Model je pak tvaru
Y = Xβ + ε, kde (2.68)
Y = (Y1, . . . , Yn)
T, X = (xij) číselná matice typu (n× k + 1), k + 1 < n
β = (β0, β1, . . . , βk)
T, ε = (ε1, . . . , εn)
T
Níže uvedené definice a vztahy jsou platné jak pro regresní lineární modely, tak i pro obecné
případy modelů.
Definice 2.55. Platí-li pro hodnost h(X) matice X, že h(X) = k + 1, pak se lineární
model nazve s plnou hodností. Je-li h(X) < k + 1 nazve se s neúplnou hodností.
Odhady regresních koeficientů β0, βj, rozptylu a funkčních hodnot a dále také testy
statistických hypotéz o regresních koeficientech se dle [An05],[Ka08],[Zv08] provádí při za-
vedení následujícího označení
H = X
(
XTX
)−1XT, 54 (2.69)
b =
 b0...
bk
 , y =
 y1...
yn
 , (2.70)
pomocí těchto vztahů:
1) Bodový odhad regresního koeficientu βj (tedy neznámého parametru)
je číslo bj, j = 0, . . . , k, které se získá odhadem pomocí metody nejmenších čtverců.
To je z podmínky (2.65) nebo maticově
(Y − Xβ)T(Y − Xβ)→ min 55 (2.71)
54 Vzorec vychází z pravidla 5-ti matic a vztahu HX = X, dle [Zv08].
55 Vzhledem k β.
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Matice odhadů b je pak řešení soustavy normálních rovnic
XTXb = XTY (2.72)
Vektor Yˆ = Xb = X
(
XTX
)−1XTY = HY je pak nejlepší aproximací vektoru Y a rezidu-
ální součet čtverců (2.65) je pak tvaru
Sε = (Y − Yˆ)T(Y − Yˆ) (2.73)
Platí následující věta
Věta 2.56. Reziduální součet čtverců Sε nabývá svého minima vzhledem k vektoru b právě
tehdy když je vektor b řešením soustavy normálních rovnic (2.72).56
2) Bodový odhad lineární regresní funkce je funkce
yˆ = b0 +
k∑
j=1
bjx (2.74)
3) Bodový odhad rozptylu σ2 náhodného vektoru Y je
s2 =
Sε
n− k + 1 (2.75)
4) Intervalový odhad regresního koeficientu βj se spolehlivostí 1− α, j = 1, . . . , k
je 〈
bj − t1−α/2 s
√
hjj; bj + t1−α/2 s
√
hjj
〉
, (2.76)
kde hjj je j-tý diagonální prvek matice H−1 a t1−α/2 je
(
1 − α
2
)
-kvantil Studentova roz-
dělení s n− k + 1 stupni volnosti.
5) Intervalový odhad střední funkční hodnoty y regresní funkce 57 se spolehli-
vostí 1− α je
〈
b0 +
k∑
j=1
bjfj(x− t1−α/2 s
√
h∗; b0 +
k∑
j=1
bjfj(x+ t1−α/2 s
√
h∗
〉
, (2.77)
kde h∗ = xTH−1x.
6) Intervalový odhad individuální funkční hodnoty y se spolehlivostí 1− α
se získá z intervalového odhadu střední funkční hodnoty, kde se místo h∗ vezme 1 + h∗.
Z intervalových odhadů střední funkční hodnoty, respektive individuální funkční hod-
noty se konstruuje pás spolehlivosti pro střední hodnotu (konfidenční pás), respektive pás
spolehlivosti pro individuální hodnotu (predikční pás).
56 Hodnota výrazu (2.73) je pak stejná pro všechna b, která jsou řešením soustavy (2.72).
57 Tj. E(Y |X = x)
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2.7.3. Koeficient determinace
Jedním z úkolů regresní analýzy je také posouzení vhodnosti regresní funkce. Čím více
jsou napozorované hodnoty soustředěné kolem regresní funkce, tím více je regresní funkce
vhodná, neboť je přesněji vystihuje. K tomuto účelu slouží koeficient determinace, někdy
také nazývaný koeficient vícenásobné korelace, který je tvaru:
r2 = 1− Sεn∑
i=1
y2i − n(y)2
(2.78)
a nabývá hodnot z intervalu 〈0; 1〉. Výraz ve jmenovateli se označuje St.
Koeficient determinace je popisná míra užitečnosti regresní funkce pro predikování. Udává
poměrné snížení celkového součtu čtverců chyb, kterého se docílí použitím regresní funkce
pro predikci pozorovaných hodnot veličiny y místo průměrů y. [No99]
Číslo r2100% pak vyjadřuje procentuální podíl z rozptylu hodnot yi ”vysvětlený”vypočtenou
regresní funkcí. Hodnoty r2 blízké jedničce naznačují vhodnost zvoleného tvaru regresní
funkce.
Nejpoužívanější lineární regresní funkcí pro pozorovaný dvourozměrný statistický sou-
bor (x1, y1), . . . , (xn, yn) je funkce
y = β0 + β1x, (2.79)
jejíž grafem je regresní přímka, obrázek 2.13. Jedná se o případ, kdy k = 1,
tedy x = x1 = x.
Obrázek 2.13: Bodový graf a regresní přímka pro stáří a cenu aut Škoda-Octavia. [No99]
Dále se často používají funkce:
y = β0 + β1x+ β2x
2 parabolická regresní funkce
y = β0 + β1x+ . . .+ βkx
k polynomická regresní funkce k-tého stupně (2.80)
y = β0 +
β1
x
+ . . .+
βk
xk
hyperbolická regresní funkce k-tého stupně
Další používané regresní funkce lze nalézt např. v [No99],[NP00].
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2.7.4. Korelace
Často je třeba rozhodnout, zda jsou dvě veličiny lineárně korelované, tj. zda mezi nimi
existuje lineární vztah. To lze ověřit, pomocí testu hypotézy o korelačním koeficientu ρ.
Korelační koeficient byl definován v odstavci 2.2.4 v definici 2.34 jako míra lineární kore-
lace mezi náhodnými veličinami. V odstavci 2.4.1 definice 2.42 zavádí výběrový lineární
korelační koeficientR, jehož hodnotu r lze spočítat na základě dvojic pozorovaných hodnot
veličin X, Y jako míru lineární korelace mezi vybranými dvojicemi dat. Zatímco ρ popi-
suje sílu lineárního vztahu mezi dvěma veličinami, r je pouze odhad ρ.
Tento odhad může být využit jako základ pro test hypotézy o ρ. Jedná se o Pearsonův
test.
Pro test s nulovou hypotézou H0 : ρ = 0, tedy náhodné veličiny X a Y jsou nekorelované,
proti alternativě HA : ρ 6= 0 se použije testová statistika
T = R
√
n− 2
1−R2, (2.81)
která má Studentovo t-rozdělení s (n− 2) stupni volnosti. Pro oboustrannou alternativu
se zamítá nulová hypotéza v případě, když hodnota testové statistiky přesáhne v absolutní
hodnotě kvantil
(
1− α
2
)
Studentova rozdělení s (n− 2) stupni volnosti.
2.8. Analýza rozptylu - ANOVA
V praxi se často řeší problémy posouzení vlivu nějakých faktorů na zkoumanou náhodnou
veličinu Y , respektive vliv těchto faktorů na střední hodnotu zkoumané veličiny. Mohlo
by se zdát, že k takovému posouzení by se mohl využít 2-výběrový t-test (odstavec 2.6.4),
to ale není možné z následujícího důvodu.
Faktory nabývají známých a rozlišitelných hodnot a každá hodnota může ovlivnit ji-
nak střední hodnotu zkoumané veličiny. Tedy se testuje hypotéza H0 : µ1 = . . . = µI ,
kde Yi = (Yi1, . . . , Yini) je náhodný výběr ze zkoumané veličiny Y pro i-tou hodnotu fak-
toru mající normální rozdělení pravděpodobnosti N(µi, σ2), kde i = 1, . . . , I a σ2 je ne-
známé. Při t-testu se požaduje, aby pravděpodobnost zamítnutí platné hypotézy H0,
tedy chyba I.druhu, byla nejvýše rovna zvolené hladině významnosti α. V tomto pří-
padě se ale signifikantní 58 výsledek dostaví s pravděpodobností α pro každý test dvojice
středních hodnot, kterých je
I(I − 1)
2
. Tedy je zřejmé, že pro I ≥ 3 je chyba I.druhu
již větší než α.
Z tohoto důvodu se místo t-testu používá analýza založená na rozptylu pozorovaných
hodnot dané veličiny, zvaná ANOVA.
Analýza rozptylu se dělí podle podle počtu ovlivňujících faktorů (třídících znaků)
a to na analýzu rozptylu jednoduchého třídění v případě jednoho znaku A a na analýzu
rozptylu dvojného třídění v případě dvou znaků A,B. Ta se dále dělí na analýzu bez inter-
akce, tj. když se nepředpokládá společné působení znaků A,B a na analýzu s interakcí,
kdy se naopak společné působení předpokládá, neboli se uvažuje třetí znak AB.
58 Odchylující se od hodnoty očekávané v případě platnosti H0.
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Předpokladem pro analýzu rozptylu je shodnost rozptylů jednotlivých náhodných vý-
běrů Yi. Ten lze ověřit např. pomocí Bartlettova nebo Leveneova testu.59
Při analýze rozptylu se stejně jako u regrese používá jako kritérium metoda nejmenších
čtverců.
2.8.1. Analýza rozptylu jednoduchého třídění
Základní situace již byla popsána na začátku odstavce 2.8. Nechť Y je tedy zkoumaná
náhodná veličina, jejímž pozorováním byl získán statistický soubor (y1, . . . , yn) s rozsa-
hem n. Dále nechť znak A nabývá I různých kvalitativních 60 hodnot A1, . . . , AI , kde I ≥ 3
a hodnotě znaku Ai odpovídá skupina (yi1, . . . , yini), s rozsahem ni, kde i = 1, . . . , I
a
I∑
i=1
ni = n.61 Dále se zavede následující označení:
yi· =
yi·
ni
=
1
ni
ni∑
p=1
yip, y ·· =
y··
n
=
1
n
I∑
i=1
ni∑
p=1
yip, (2.82)
kde yi· je aritmetický průměr i-té skupiny a y ·· je celkový průměr.62
Analýza rozptylu jednoduchého třídění vychází z modelu ve tvaru
yip = µ+ αi + εip, p = 1, . . . , ni; i = 1, . . . , I, (2.83)
kde εip jsou nezávislé náhodné veličiny (náhodné chyby) s rozdělením N(0, σ2)
a µ, αi, σ2 jsou neznámé parametry. Místo µi je nyní v modelu µ + αi, tedy se zavedlo
o jeden parametr více než je třeba, tj. model je přeparametrizován.
Uvedený model v (2.83) je lineární s neúplnou hodností, definice 2.55.63
Odhady neznámých parametrů se získají pomocí metody nejmenších čtverců, tedy mini-
malizací reziduí. Rezidua jsou podle věty 2.56 minimální právě když jsou odhady nezná-
mých parametrů získány ze soustavy normálních rovnic (2.72). Ta je dle [An05] tvaru
∂
∂µ
I∑
i=1
ni∑
p=1
(yip − µ− αi)2 = 0, (2.84)
∂
∂αt
I∑
i=1
ni∑
p=1
(yip − µ− αi)2 = 0, t = 1, . . . , I (2.85)
Po úpravě se dostane
nµ+
I∑
i=1
niαi = y··, (2.86)
ntµ+ ntαt = yt·, t = 1, . . . , I (2.87)
59 Zmíněné testy lze dohledat např. v [An05],[Ka08].
60 Může nabývat i kvantitativních hodnot.
61 Původní statistický soubor (y1, . . . , yn) je tedy rozdělen na I disjunktních podsouborů.
62 Písmeno y, které má některé indexy nahrazeny tečkami, reprezentuje součet odpovídajících hod-
not yip právě přes ty indexy, místo nichž jsou psány tečky.
63 Více o lineárních modelech lze nalézt v [An05],[Zv08].
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Je zřejmé, že sumací druhé rovnice přes všechna t se dostane rovnice první, tedy soustava
má singulární matici. Nutno dodat reparametrizační rovnici, která zajistí, že soustava
bude mít právě jedno řešení. Podmínka je zvolena tvaru
I∑
i=1
niαi = 0 (2.88)
Označí-li se řešení soustavy (2.86),(2.87),(2.88) jako µ0, α0i dostane se
µ0 = y ··, α0i = yi· − y ··, i = 1, . . . , I (2.89)
Dle [An05] je odhadnutelný každý parametr E(Yip) = µ + αi, navíc odhad tohoto para-
metru je stále stejný, ať se za µ a αi dosadí libovolné řešení normálních rovnic. Nejlepším
nestranným lineárním odhadem µ+ αi je tedy µˆip = yi·.
Hypotéze, že znak A nemá vliv na zkoumanou náhodnou veličinu Y odpovídá sdružená
hypotéza H0 : α1 = . . . = αI = 0 s alternativou HA, že alespoň jedno αi 6= 0,
tj. že A má vliv na Y .64
Za platnosti hypotézy H0 přejde model (2.83) na submodel
yip = µ+ εip (2.90)
Pak se parametr µ odhadne z normální rovnice tvaru
∂
∂µ
I∑
i=1
ni∑
p=1
(yip − µ)2 = 0. (2.91)
Nejlepší nestranný lineární odhad pro µ pak je νˆip = y ··.
Pro testování hypotézy se využije rozklad součtu čtverců 65
St = SA + Sε, (2.92)
kde
St = Y
TY − νˆTνˆ =
I∑
i=1
ni∑
p=1
y2ip −
(y··)2
n
je celkový součet čtverců, (2.93)
SA = µˆ
Tµˆ− νˆTνˆ =
I∑
i=1
(yi·)2
ni
− (y··)
2
n
je součet čtverců mezi skupinami, (2.94)
Sε = St − SA =
I∑
i=1
ni∑
p=1
(yip − yi·)2 je reziduální součet čtverců, (2.95)
kde náhodný vektor Y = (Y11, . . . , Y1n1 , . . . , YI1, . . . , YInI )
T. Podobnou strukturu mají
i příslušné odhady µˆ a νˆ vektoru středních hodnot E(Y).
Pak se hypotéza H0 testuje pomocí testového kritéria
FA =
SA
s2(r − r1) =
SA(n− I)
Sε(I − 1) , (2.96)
64 Podrobný postup odvození i s důkazy jak dojít k tomuto vyjádření H0 lze nalézt v [An05].
65 Odvození jednotlivých výrazů ve vzorci (2.92) lze nalézt např. v [An05].
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s2 je bodový odhad rozptylu dle (2.75), r je hodnost matice parametrů u modelu (2.83),
tedy I a r1 u modelu (2.90), tedy 1.
Obor nezamítnutí je W a = 〈0;F1−α〉, kde F1−α je
(
1 − α)-kvantil Fisher-Snedecorova
rozdělení s k1 = I − 1 a k2 = n− I stupni volnosti.
Výsledky testování se shrnují v tabulce analýzy rozptylu, viz obrázek 4.7. 66
Obrázek 2.14: Tabulka výsledků testování analýzy rozptylu, viz [An05]
Při výpočtech na PC bývá tabulka zprava rozšířena o další sloupec, který obsahuje
p-hodnotu. Ta umožňuje provést test bez použití kvantilu F1−α.
Překročí-li veličina FA kritickou hodnotu F1−α hypotéza H0 se zamítá na hladině vý-
znamnosti α. V případě, že dojde k zamítnutí hypotézy H0 a přijetí alternativy HA,
tj. že daný třídící znak A má vliv na zkoumanou veličinu Y , je třeba určit dvojice Ak
a Al, které vliv třídícího znaku způsobují.67 Hledají se tedy tzv. kontrasty a to pomocí
testování hypotézy H0 : αk = αl proti alternativě HA : αk 6= αl pro k, l = 1, . . . , I a k < l.
K tomuto testování hypotéz lze použít metody pro mnohonásobná porovnání, např. Sche-
ffého metodu nebo Tukeyovu metodu viz [An05],[Mt01], ale lze je také testovat pomocí
Studentova dvouvýběrového testu s testovacím kritériem
F =
(y l· − yk·)2(n− I)
Sε(I − 1)
nlnk
nl + nk
(2.97)
a se stejným oborem nezamítnutí W α = 〈0;F1−α〉, jako měla původní sdružená hypotéza
o vlivu znaku A.
Příklad 2.2.
Příklad na analýzu rozptylu jednoduchého třídění, viz příklad 4.1.
66 V obrázcích 4.7,2.15,2.16 je reziduální součet čtverců značen symbolem Se místo Sε.
67 Je dobré si uvědomit, že znak A má vliv na zkoumanou veličinu Y i v případě, kdy dojde k zamítnutí
sdružené hypotézy o rovnosti rozptylů, při ověřování tohoto předpokladu v Bartlettově testu.
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2.8.2. Analýza rozptylu dvojného třídění bez interakcí
Dvojné třídění se využívá v případě dvou třídících znaků A,B. Díky více třídícím znakům,
se sledovaný soubor náhodných veličin rozpadá na dílčí výběry.
Nechť Y je tedy zkoumaná náhodná veličina, jejímž pozorováním byl získán statistický
soubor (y1, . . . , yn) s rozsahem n. Dále nechť znaky A a B nabývají I, respektive J růz-
ných kvalitativních 68 hodnot A1, . . . , AI , respektive B1, . . . , BJ a hodnotám znaku Ai, Bj
odpovídá skupina (yij1, . . . , yijnij), kde i = 1, . . . , I, j = 1, . . . , J a počet pozorování nij
je pro všechny dvojce (i, j) stejný a je roven P ≥ 1.
Dále se zavede následující označení:
yij· =
yij·
P
=
1
P
P∑
p=1
yijp, yi·· =
yi··
JP
=
1
JP
J∑
j=1
P∑
p=1
yijp, y ··· =
1
n
I∑
i=1
J∑
j=1
P∑
p=1
yijp,
(2.98)
kde n = IJP je celkový počet veličin yijp.
Analýza rozptylu dvojného třídění vychází z modelu ve tvaru
yijp = µ+ αi + τj + εijp, (2.99)
pro p = 1, . . . , P, i = 1, . . . , I, j = 1, . . . , J , kde εijp jsou nezávislé náhodné veličiny
(náhodné chyby) s rozdělením N(0, σ2) a µ, αi, τj, σ2 jsou neznámé parametry. αi jsou
tzv. řádkové efekty a τj sloupcové efekty.
Soustava normálních rovnic se dostane postupným parciálním derivováním výrazu
I∑
i=1
J∑
j=1
P∑
p=1
(yijp − µ− αi − τj)2 (2.100)
podle parametrů µ, αi, τj a položením rovno nule. Vyjde soustava
nµ+ JP
I∑
i=1
αi + IP
J∑
j=1
τj = y···,
JPµ+ JPαi + P
J∑
j=1
τj = yi··, i = 1, . . . , I, (2.101)
IPµ+ P
I∑
i=1
αi + IPτj = y·j·, j = 1, . . . , J
Je zřejmé, že sumací druhé i třetí rovnice se dostane rovnice první, tedy soustava má sin-
gulární matici. Nutno dodat reparametrizační rovnice, ty zajistí, že soustava bude mít
právě jedno řešení. Podmínky jsou tvaru
I∑
i=1
αi = 0,
J∑
j=1
τj = 0 (2.102)
68 Můžou nabývat i kvantitativních hodnot.
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Označí-li se řešení soustavy (2.101),(2.102) jako µ0, α0i , τ
0
j , dostane se
µ0 = y ···, α0i = yi·· − y ···, τ 0j = y ·j· − y ··· (2.103)
Dle [An05] je odhadnutelný každý parametr E(Yijp) = µ+αi + τj. Nejlepším nestranným
lineárním odhadem µ+ αi + τj je tedy µˆijp = yi·· + y ·j· − y ···.
Hypotéze, že znak A, respektive znak B nemá vliv na zkoumanou náhodnou veličinu Y
odpovídá sdružená hypotéza H0 : α1 = . . . = αI = 0 s alternativou HA, že alespoň jedno
αi 6= 0, tj. že A má vliv na Y , respektive H ′0 : τ1 = . . . = τJ = 0 s alternativou H ′A,
že alespoň jedno τj 6= 0, tj. že B má vliv na Y .
Za platnosti hypotézy H0, respektive H ′0 přejde model (2.99) na submodel
69
M1 : yijp = µ+ τj + εijp, respektive (2.104)
M2 : yijp = µ+ εijp (2.105)
Model M1 odpovídá jednoduchému třídění s IP pozorováními v každé skupině s hodností
matice normální soustavy r1 = J a νˆijp = y ·j· 70.
Model M2 má matici normální soustavy s hodností r2 = 1 a ςˆijp = y ···.
Pro testování hypotéz se opět využije rozklad součtu čtverců 71
St = SA + SB + Sε, (2.106)
kde
St = Y
TY − ςˆTςˆ =
I∑
i=1
J∑
j=1
P∑
p=1
y2ijp −
(y···)2
n
,
SA = νˆ
Tνˆ − ςˆTςˆ = JP
I∑
i=1
(yi··)2 −
(y···)2
n
,
SB = µˆ
Tµˆ− νˆTνˆ = IP
J∑
j=1
(y ·j·)2 −
(y···)2
n
, (2.107)
Sε = St − SA − SB
kde vektor µˆ má složky µˆijp. Podobnou strukturu mají i příslušné odhady νˆ a ςˆ vektoru
středních hodnot E(Y).
Pak se hypotéza H0 testuje pomocí testového kritéria
FA =
SA
s2(r − r1) =
SA(n− I − J + 1)
Sε(I − 1) , (2.108)
a hypotéza H ′0 pomocí kritéria
FB =
SB
s2(r1 − r2) =
SB(n− I − J + 1)
Sε(J − 1) , (2.109)
69 V případě opačné posloupnosti hypotéz by model M1 byl tvaru yijp = µ + αi + εijp a model M2
by byl totožný. Jediná změna by nastala v kritériích FA, FB , kde by se zaměnilo I za J a naopak. Shodný
výsledek je důsledkem předpokladu o vyváženém třídění.
70 νˆijp = y·j· je nejlepší nestranný lineární odhad E(yijp).
71 Odvození jednotlivých výrazů ve vzorci (2.112) lze nalézt např. v [An05].
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s2 je bodový odhad rozptylu dle (2.75), r je hodnost matice parametrů u modelu (2.99),
tedy I + J − 1 a r1, r2 u modelů M1,M2 tedy J a 1.
Obor nezamítnutí je W a = 〈0;F1−α〉, kde F1−α je
(
1 − α)-kvantil Fisher-Snedecorova
rozdělení.
Výsledky testování se shrnují v tabulce analýzy rozptylu, viz obrázek 2.15.
Obrázek 2.15: Tabulka výsledků testování analýzy rozptylu bez interakce, viz [An05]
V případě, že dojde k zamítnutí hypotézy H0, případně H ′0 je třeba zjistit, které dvo-
jice se od sebe významně liší. Opět se použijí výše zmiňované metody, Scheffého nebo Tu-
keyovy.
2.8.3. Analýza rozptylu dvojného třídění s interakcí
V případě analýzy s interakcemi dochází k tomu, že třídící faktory spolu interagují. Tedy
řádkové a sloupcové efekty se už pouze prostě nesčítají a v modelu pro data se to projeví
přidáním dalšího členu.
yijp = µ+ αi + τj + λij + εijp, (2.110)
kde µ, αi, τj, λij jsou neznámé parametry a εijp jsou nezávislé náhodné veličiny s rozděle-
ním N(0, σ2).
Opět se uvažuje vyvážené třídění a n = IJP . Parametrům λij se říká interakce.
Postup je analogický jako u analýzy rozptylu bez interakcí. Udělá se soustava nor-
málních rovnic a přidají se 4 reparametrizační rovnice - pro třídící faktory A,B po jedné
a pro jejich interakci AB dvě.
Následuje tvorba modelu a submodelů. Pro testování hypotéz se opět využije Fisherova
testová statistika F a rozklad součtu čtverců
F =
MS
s2
=
SS
df
1
s2
, (viz obrázek 2.16) (2.111)
St = SA + SB + SAB + Sε, (2.112)
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kde
St = Y
TY − ςˆTςˆ =
I∑
i=1
J∑
j=1
P∑
p=1
y2ijp −
(y···)2
n
,
SA = νˆ
Tνˆ − ςˆTςˆ = JP
I∑
i=1
(yi··)2 −
(y···)2
n
,
SB = µˆ
Tµˆ− νˆTνˆ = IP
J∑
j=1
(y ·j·)2 −
(y···)2
n
, (2.113)
Sε =
I∑
i=1
J∑
j=1
P∑
p=1
y2ijp − P
I∑
i=1
J∑
j=1
y2ij·,
SAB = St − SA − SB − Sε
Výsledky se zapíší do tabulky analýzy rozptylu, viz obrázek 2.16.
Obrázek 2.16: Tabulka výsledků testování analýzy rozptylu s interakcí, viz [An05]
Příklad 2.3.
Příklad na analýzu rozptylu dvojného třídění, viz příklad 4.5.
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3. Plánovaný experiment – Doe
Tato kapitola je věnována problematice plánovaného experimentu, který má, jak již bylo
zmíněno v úvodu práce, v praxi hojné využití. Při dobře naplánovaném experimentu
lze získat z poměrně málo měření mnoho informací o procesu, které se následně využijí
k vylepšení procesu. Sestavení plánovaného experimentu závisí vždy na konkrétním pří-
padu.
Nejprve bude popsána stručná historie a vývoj DoE, poté základní terminologie, principy
a pokyny pro návrh experimentu. Tato část práce čerpá zejména z publikací [Mt01],[At03],
[MN91],[DV98] a dalších uvedených v seznamu literatury.
3.1. Vývoj
Vývoj teorie plánovaného experimentu se obvykle rozděluje do čtyř fází.
I.fáze, někdy též polnohospodářská fáze, má počátky ve 20. - 30.letech 20.století
a pojí se se jménem anglického matematika R.A.Fischera. Ten pracoval v královské
zemědělské experimentální stanici, kde zpracovával a analyzoval výsledky z 60 let tr-
vajícího experimentálního výzkumu účinku hnojiv na pěstování obilí. V této době položil
základy analýzy rozptylu (více v části 2.8), faktorového návrhu (více v části 4.1) a také
objevil poznatky, které vedly k zavedení třech základních principů plánovaného experi-
mentu: znáhodnění, replikace a blokování (více v části 3.4). Tyto informace sbírané 7 let
shrnul v knize Statistické metody pro výzkumné pracovníky.
Na další větší vývoj plánovaného experimentu se čekalo přes 20 let a to až do roku 1951.
II.fáze, též průmyslová fáze, se pojí se jmény Box a Wilson, kteří přišli s metodou
odezvových ploch1(více v části 4.2). Ti využili zejména faktů, že oproti experimentům
v zemědělství mají průmyslové experimenty podstatně rychlejší odezvu a že stačí menší
množství opakování k určení informací, které jsou důležité. Díky nim se plánovaný expe-
riment dostal do chemického a procesního průmyslu. Navzdory tomu, ale obecně nebylo
plánování experimentu nijak zvlášť rozšířené. Jednak z důvodu neznalosti statistických
metod u pracovníků i absencí statistického software.
III.fáze se dostavila v 70.letech se vzrůstajícím zájmem o zlepšení kvality průmyslu,
zejména v USA. Hnací silou byla práce Genichiho Taguchiho, ve které přišel s myšlenkou
robustnosti, která je dobře srozumitelná konstruktérům a technologům. Tato práce vzbu-
dila značný negativní rozruch, díky kterému se ale plánovaný experiment dostal do širšího
povědomí a do dalších odvětví, jako byla automobilová nebo letecká výroba či elektro-
nika. Taguchi přistupoval k plánování experimentu srozumitelnou formou pro veřejnost,
především ke studiu jeho prací nebyla třeba hluboká znalost statistiky.
IV.fáze spočívá v globálním zájmu o plánování experimentů jak v akademické sféře
tak v praxi. V této fázi vzniká velké množství nových přístupů a metod a dochází i k vy-
užívání Taguchiho technických metod v praxi. Nakonec dochází k zařazení plánovaného
experimentu do učebních osnov napříč univerzitami po celém světě. Roku 1976 napsal
Douglas C. Montgomery první verzi učebnice Design and Analysis of Experiments. Okolo
roku 1986 přitahuje pozornost k DoE nově vznikající manažerská iniciativa Six Sigma.
Správně a kvalitně navržený experiment ve vědě či v praxi je zárukou budoucí průmyslové
konkurenceschopnosti.[Mt01]
1 Anglicky Response surface methodology - RSM.
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3.2. Základní model a terminologie
V každé oblasti lidské činnosti by měla být snaha o neustálé zlepšování a přibližování
se optimu řešení. Experimenty jsou prováděny za účelem získávání informací o daném
procesu, které umožní vylepšování nastavení procesu a tím i jeho zdokonalování.
Definice 3.1. Plánovaný experiment je zkouška, případně posloupnost zkoušek, ve kte-
rých se cílevědomě mění vstupní faktory procesu tak, aby bylo možné zkoumat a identi-
fikovat odpovídající změny výstupní proměnné - odezvy. [Mt01]
3.2.1. Základní model
Obrázek 3.1: Základní model procesu
Proměnné x1, x2, . . . , xp jsou kontrolovatelné vstupní faktory, to znamená, že mohou
být v průběhu procesu měněny.
Proměnné z1, z2, . . . , zq jsou nekontrolovatelné vstupní faktory, což znamená, že nemohou
být měněny, ale je možné je sledovat.
3.2.2. Základní terminologie
Proces je možné chápat jako nějakou kombinaci osob, strojů, metod a dalších zdrojů,
které přeměňují data ze vstupu na data na výstupu s alespoň jednou odezvou.
Experimentální jednotka je nejmenší subjekt při experimentu, na který se aplikují
určité úrovně faktoru a který následně poskytne hodnotu odezvy.2
Odezva je měřený nebo pozorovaný faktor v rámci plánovaného experimentu závislý
na faktorech a náhodných vlivech. Pomocí odezvy se vyjadřuje výsledek plánovaného ex-
perimentu. Odezev může být obecně více.
2 V případě experimentu v hospodářství může být experimentální jednotkou část pole, v medicíně
člověk nebo zvíře.
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Faktory se dále rozumí vstupní kontrolovatelné proměnné kvalitativního i kvantitativ-
ního typu, které mohou ovlivňovat výstupní proměnnou. Každý faktor má minimálně
dvě kvalitativní nebo kvantitativní hodnoty - úrovně.
Interakce je fakt, že vliv faktoru na odezvu může záviset na úrovni jiných faktorů.
Efekt faktoru je změna odezvy, kterou vyvolá změna úrovně faktoru.
Náhodné vlivy jsou nekontrolovatelné vstupní faktory, které při opakovaném experi-
mentu za stejných podmínek, tj. ve stejném experimentálním bodě,3 způsobují kolísání
hodnot sledované veličiny - odezvy.4 Jejich vliv lze omezit blokováním,více v 3.4.2.
Systematické vlivy se mohou projevit ve formě trendu v naměřených hodnotách.5
Vzhledem ke střídání úrovní zkoumaných faktorů můžou však být obtížně zjistitelné.
Jejich vliv lze omezit znáhodněním, více v 3.4.3.
Bloky jsou soubory relativně homogenních experimentálních podmínek. Variabilita ode-
zvy u experimentu s bloky bývá nižší, než u klasického experimentu.
Experimentální prostor je neznámý prostor, jehož zkoumání je ekvivalencí k pláno-
vání, realizaci a vyhodnocení experimentu.
Experimentu s jedním faktorem odpovídá experimentální prostor dimenze 1 - přímka.
Úrovně faktoru jsou body na této přímce a hledá se bod, který zaručí nejlepší odezvu.
Pro experiment se dvěma faktory je experimentálním prostorem plocha. 4-krokový expe-
riment má za prostor čtverec, v jehož každém rohu je jedna kombinace nastavení faktorů.
Pro experimenty s více faktory se používá tři a více rozměrný prostor, kde experimen-
tálním prostorem může být krychle nebo vícerozměrný objekt, který už není jednoduché
znázornit. [Ml10]
Výše uvedené pojmy jsou přiblíženy na příkladech v kapitole 4.
Cíle experimentu pak mohou být dle [Mt01] následující
3.2.3. Cíle experimentu
a) Určení proměnných, které mají největší vliv na odezvu y.
b) Určení nastavení proměnných xi, i = 1, . . . , p tak, aby byla odezva y co nejblíže
požadované nominální hodnotě.
c) Určení nastavení proměnných xi, i = 1, . . . , p tak, aby variabilita v odezvě y byla
co nejmenší.
3 Experimentální bod je tedy kombinace úrovní zkoumaných faktorů při zkoušce.
4 Pomocí experimentu se testuje vliv několika aditiv na spotřebu paliva. Kolísání spotřeby paliva
vlivem rozdílu mezi auty, řidiči atd. je projev náhodného vlivu.
5 Pomocí experimentu se testuje vliv vstupného na počet návštěvníků koupaliště. I při stejném vstup-
ném mají však během měsíce hodnoty odezvy klesající trend - projev systematického vlivu.
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d) Určení nastavení proměnných xi, i = 1, . . . , p tak, aby vliv nekontrolovatelné
proměnné zj, j = 1, . . . , q na odezvu byl minimální.
3.3. Použití Plánovaného experimentu
Metody plánování experimentů mají v dnešní době nezastupitelné postavení v mnoha
odvětvích, zejména však v inženýrství, kde pomáhají dosáhnout zvýšení výkonnosti pod-
nikových, respektive výrobních procesů.
Ve své podstatě je možné chápat experiment jako část vědeckého zkoumání procesu,
která umožňuje experimentátorovi zjistit, jak daný proces funguje. Uskutečnění expe-
rimentů generuje z procesu data, pomocí kterých jsou dále stanoveny nové předpoklady
k novým plánovaným experimentům.
Velmi důležitou roli hraje plánovaný experiment ve vývoji nových procesů. Jeho využití
na začátku vývoje nějakého procesu může mít řadu pozitivních dopadů.
Dle [Mt01] je to zejména:
• Zvýšení výnosů procesu
• Zvýšení spokojenosti zákazníka
• Redukce variability procesu a bližší shoda s cílovými požadavky
• Zkrácení doby vývoje
• Redukce celkových nákladů
• Snížení počtu chybných výrobků
• Snížení objemu nezužitkovaného materiálu
Stejně tak může mít pozitivní dopad při zlepšování již existujících produktů nebo vývoji
nových, tedy:
• Ohodnocení a porovnání základních konfigurací návrhu
• Ohodnocení materiálových alternativ
• Volba parametrů návrhu tak, že se produkt stane robustním, tj. bude dobře fungovat
za každých podmínek a nebude ovlivnitelný žádnými nežádoucími parametry
• Stanovení klíčových parametrů návrhu, které mají vliv na výkonnost produktu
Aplikací plánovaného experimentu v těchto odvětvích může vést ke zjednodušení výroby
produktů a zvýšení jejich spolehlivosti, snížení ceny produktu a snížení času, který je po-
třeba na jeho vývoj. [Mt01],[At03]
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3.4. Základní principy
Základní principy plánovaného experimentu jsou replikace, blokování a znáhodnění. První
dva principy slouží především k vylepšování přesnosti v experimentu, třetí se používá
zejména na snížení zkreslení. Všechny tři by měly být součástí každého experimentu.
3.4.1. Replikace
Pod pojmem replikace se chápe opakování základního experimentu nebo některé jeho části.
Experimenty se opakují proto, aby bylo možné změřit variabilitu náhodné složky a oddělit
ji pak od variability způsobené střídáním úrovní zkoumaných faktorů. Replikace má tedy
dvě základní vlastnosti.
První vlastností je, že umožňuje experimentátorovi získat přibližný odhad chyby experi-
mentu. Ten je základní jednotkou měření, pomocí níž se určí, zda jsou pozorované rozdíly
v datech statisticky odlišné.
Druhou vlastností je, že je možné získat podstatně přesnější odhad interakcí mezi různými
faktory.
Jedna replikace znamená zopakování všech běhů (pokusů) experimentu, při zachování
kombinace úrovní faktorů. Nezaměňovat pojmy replikace a opakování měření.6
V praxi je ovšem třeba brát ohled na rostoucí náklady spojené s každou další replikací,
stejně jako na vzrůstající časovou náročnost. Je tedy žádoucí jít ”zlatou střední cestou”,
čili provést co možná nejvíce replikací, za přiměřený čas a při rozumných nákladech.
3.4.2. Blokování
V některých případech je obtížné provést celý plánovaný experiment ze stejného materi-
álu, se stejnými lidmi, při stejných klimatických podmínkách, atd.
Princip blokovaní je metoda, která se používá na redukování nebo odstraňování variabi-
lity způsobené právě těmito náhodnými vlivy, které není možné znáhodnit. Tato variabi-
lita je způsobena nežádoucími zdroji, které mají vliv na odezvu experimentu, ale nejsou
přímým objektem zájmu experimentu. Hlavním cílem blokování je tedy eliminace nežá-
doucích zdrojů proměnlivosti, čehož se docílí uspořádáním podobných experimentálních
podmínek do bloků.7 Více informací o blokování v části 4.1.2.
Metoda blokování zvyšuje účinnost experimentu.
3.4.3. Znáhodnění
Znáhodnění, jinak řečeno randomizace, je základním kamenem, na kterém je založeno pou-
žití statistických metod pro vyhodnocování naměřených dat. Experiment může být ovli-
vňován systematickými vlivy, jejichž identifikace či případná kontrola bývá obtížná a ná-
kladná. Cílem znáhodnění je právě zabránit směšování vlivu zkoumaného faktoru a těchto
systematických vlivů.
6 Bude se testovat účinek nového léku. Podá-li se lék 4 subjektům, pak je to replikace. Podá-li se 1 sub-
jektu a účinek se změří 4-krát, je to opakované měření. [DV98]
7 Blokový faktor je obvykle takový faktor, jehož vliv na odezvu je zřejmý, je nutné s ním počítat
a očekává se, že variabilita mezi bloky je větší nežli variabilita uvnitř bloků. Příkladem je např. vliv
operátora, směny, času při delším experimentu, tedy vlivy, které obvykle není možné z experimentu
vyloučit.
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Znáhodnění zaručuje, že úrovně či kombinace úrovní zkoumaných faktorů se střídají ná-
hodně a že pořadí v jakém je prováděno měření je taktéž náhodné. Tímto způsobem
je právě snižován dopad systematických vlivů na experiment. Jinak řečeno, všechny úrovně
faktorů mají stejnou možnost být ovlivněny systematickými vlivy.
Při aplikaci statistických metod se vychází z předpokladu vzájemné nezávislosti jednotli-
vých měření, tento předpoklad zaručuje použití znáhodnění.
Počítačové programy mají široké využití pro pomoc s výběrem a výstavbou plánovaného
experimentu. Tyto programy vykonávají jednotlivé kroky plánovaného experimentu v ná-
hodném pořadí. Toto náhodné pořadí je realizované pomocí použití náhodného číselného
generátoru. [Mt01]
Závěry odvozené z výsledků získaných z realizace experimentu, ve kterém nebylo prove-
deno znáhodnění, mohou být chybné a to z důvodu neznalosti dopadu systematických
vlivů na tyto výsledky experimentu.
Příklad 3.1.
Výše uvedené principy jsou konkrétně používány v příkladech v kapitole 4.
3.5. Pokyny pro návrh experimentu
Při navrhování experimentů je nezbytně nutné, aby všichni, kteří se na experimentu něja-
kým způsobem podílí, měli jasnou představu o tom, co se má zkoumat, jak se budou
shromažďovat data a jak budou tato data analyzována. [Mt01]
V tabulce 3.1 je přehled doporučených pokynů, jak postupovat při vytváření návrhu ex-
perimentu. Jednotlivé kroky jsou popsány pod tabulkou dle [Mt01],[DV98],[At03].
Tabulka 3.1:
1. Formulace a popis problému
2. Identifikace sledované proměnné - odezvy
3. Identifikace faktorů a jejich úrovní
4. Volba typu plánovaného experimentu
5. Realizace experimentu
6. Analýza dat
7. Ověření výsledků
8. Vyhodnocení závěrů a doporučení
3.5.1. Formulace a popis problému
Jasný a stručný popis problému a toho, co je nutné realizovat. Na první pohled jednodu-
chá věc, ovšem v praxi nemusí být vždy zcela zřejmé, zda vůbec existuje takový problém,
který vyžaduje použití plánovaného experimentu. Je nutné tedy tento problém určit a dále
vymyslet co nejvíce nápadů, které by pomohly definovat základní proměnné experimentu.
Pomoc se proto žádá od všech zúčastněných. Z tohoto důvodu je doporučené provádět
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plánovaný experiment v kolektivu.
Při této fázi tedy dochází k sestavování týmu, který se dále společně podílí na formulaci
problému. Tým je typicky složen ze specialisty na plánovaný experiment, procesního inže-
nýra, inženýra kvality, případně operátora stroje a zástupce managementu společnosti.
Popis problému by měl obsahovat přesnou specifikaci cílů, které mohou přinést praktický
užitek pro společnost. Například ve společnostech, které se zabývají výrobou se tedy de-
tailně popíše problém při vývoji nového produktu a cílem může být například zlepšení
vlastností produktu nebo vylepšení vývojového procesu.
3.5.2. Identifikace sledované proměnné - odezvy
Volba vhodného závislého faktoru neboli odezvy je kritická pro úspěšné provedení pláno-
vaného experimentu. Experimentátor musí vybrat takovou proměnnou, která poskytuje
užitečnou informaci o procesu. Odezvou může být proměnná nebo atribut. Proměnnou
může být například délka, šířka, jakost. Atributem prospěl/neprospěl, ano/ne apod.8
Často se sleduje aritmetický průměr nebo směrodatná odchylka zákazníkem požadované
charakteristiky, ale odezev může být obecně i více.
Experimentátor by měl mít také definovány priority pro systém měření a to tak, aby bylo
jasné, co se bude měřit, kde se bude měřit a kdo bude měření realizovat. Definice systému
měření je důležitá z hlediska variability systému měření, operátora a také měřeného dílu.
Z tohoto důvodu je nutné ověřit, zda má měřící proces dostatečnou kapacitu, je stabilní
a robustní.9
Způsobilost měřicího procesu je velice důležitá, neboť při nízké přesnosti měření se dají
odhalit pouze velké efekty zvolených faktorů.
3.5.3. Identifikace faktorů a jejich úrovní
Pro identifikaci vstupních faktorů se využívá kombinace praktických zkušeností a teo-
retických vědomostí, zejména tedy znalosti procesu, historické údaje, znalosti získané
na základě brainstormingu a analýzy příčin a následků.
Tato část je pro návrh experimentu velice důležitá, neboť by se měly vybrat pouze fak-
tory, které se budou v procesu měnit. Vybírají se zejména důležité faktory, jelikož každý
faktor řádově zvyšuje náročnost experimentu. Na druhou stranu, pokud nejsou některé
významné faktory do experimentu zahrnuty, výsledek experimentu bude nepřesný a ex-
periment nebude možné použít pro zlepšení procesu. Z tohoto důvodu se doporučuje
na začátku každého experimentu provést tzv. třídící (screening) experiment pro identifi-
kování a následné oddělení nejdůležitějších faktorů od méně důležitých.
Dále je třeba klasifikovat faktory v procesu, tj. rozdělit je na kontrolovatelné a nekontro-
lovatelné (viz části 3.2.1, 3.2.2). V tomto kroku je také žádoucí zamyslet se nad systema-
tickými vlivy.10
Následně je třeba určit úrovně jednotlivých faktorů. Počet úrovní závisí na prostředí.
8 Je dobré zmínit, že proměnné vyžadují menší vzorek než atributy k dosažení stejné statistické
významnosti.
9 Stabilitu je možno chápat jako změnu strannosti v čase. Proces je robustní, pokud rozsáhlejší změny
výchozích parametrů zásadně nemění distribuci výsledků.
10 Pro snížení nežádoucích vlivů se použije blokování, znáhodnění a replikace.
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U kvantitativních faktorů jsou uvažovány většinou dvě úrovně, u kvalitativních faktorů
bývá úrovní více. 11
3.5.4. Volba typu plánovaného experimentu
Při návrhu plánu experimentu je volba správného typu experimentu nejdůležitějším úko-
nem. Je-li však správně udělaná pre-experimentální fáze, tedy 3 výše uvedené kroky,
pak je volba typu experimentu relativně jednoduchá. Výběr typu se odvíjí od počtu fak-
torů, počtu replikací, výběru pořadí jednotlivých měření (tj. zda se uvažuje znáhodnění)
či použití blokování. Dále je třeba vzít v potaz průběh odezvy, tj. zda je možné její zakři-
vení nebo zda se nejedná o směsové plány.
Pro zvolení typu plánovaného experimentu se většinou používá statistický software. Expe-
rimentátor zadá do programu informace o rozsahu plánovaného experimentu, tedy o počtu
faktorů a jednotlivých interakcí mezi nimi a počtu úrovní jednotlivých faktorů. Po tomto
zadání informací do PC program vygeneruje pracovní pole, podle kterého experimentátor
dále postupuje při realizaci experimentu.
3.5.5. Realizace experimentu
V této fázi, jak již název napovídá, dochází k provedení plánovaného experimentu. Po ce-
lou dobu realizace experimentu je velmi důležité monitorovat proces, aby bylo zaručeno
dodržení plánu. Případné chyby v postupu v této fázi zapříčiní neplatnost experimentu.
Coleman a Montgomery navrhli, že před vykonáním experimentu je žádoucí provést něko-
lik zkušebních pokusů. Tyto pokusy totiž experimentátorovi poskytnou informace o kon-
zistenci experimentálního materiálu, zkontrolují systém měření a určí hrubou představu
o experimentální chybě. Pokud je třeba, tento krok poskytuje příležitost k úpravě rozhod-
nutí provedených v prvních čtyřech fázích experimentu. [Mt01]
3.5.6. Analýza dat
Po provedení experimentu je třeba provést analýzu dat. Ta se většinou provádí pomocí
statistických metod, které jsou implementovány do vhodných statistických softwarů. Ana-
lyzuje se vliv jednotlivých faktorů a jejich interakcí. Cílem analýzy je vybrat ty faktory,
které mají statisticky významný vliv na odezvu. K tomu se nejčastěji používají metody
testování statistických hypotéz (t-test; F-test), ANOVA, apod.
3.5.7. Ověření výsledků
Při rozhodování na základě výsledků experimentu může dojít k chybnému rozhodnutí.12
Je třeba si uvědomit, že toto není konec, ale teprve začátek. V prvním experimentu se zjistí
podle zkušenosti ne více, než 25% dosažitelných informací. Tedy se musí znovu odpovědět
na předchozí otázky. Postupem času experimentátor zjišťuje, které faktory musí řídit,
11 V případě, že je součástí experimentu centrální bod je třeba u faktorů uvažovat střední úrovně.
12 Tj. k chybě I. a II. druhu. Riziko chyby I.druhu je hladina významnosti α, riziko chyby II.druhu závisí
na hladině významnosti α, na velikosti náhodného kolísání a na počtu replikací. Riziko chyby II.druhu
lze snížit zvýšením počtu replikací.
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v jakém rozmezí je udržovat, jak citlivé jednotlivé faktory jsou či kolik je třeba měření,
aby skutečně řídil proces. Dochází tedy k postupnému prohlubování znalostí o procesu.
3.5.8. Vyhodnocení závěrů a doporučení
Jakmile je analýza dat dokončena, experimentátor má za úkol objasnit praktické závěry
plynoucí z experimentu. Dále je nutné, aby experimentátor doporučil postup další činnosti.
K prezentaci výsledků je vhodné použít regresní funkci získanou z dat, která vyjadřuje
závislost mezi odezvou a důležitými faktory návrhu a další grafické metody.
3.6. Plán experimentu podle DoE
V práci se dále vyskytují pojmy plán experimentu a ortogonální plán, které ještě nebyly
definovány a proto budou zavedeny na tomto místě.
V praxi je snahou minimalizovat počet pokusů a tím i časovou náročnost experimentu
a náklady na provedení. Proto se většinou uvažují faktory pouze na dvou, případně třech
úrovních. Jestliže má každý faktor právě dvě úrovně, tj. horní a dolní, pak lze provést line-
ární transformaci tak, že úrovně všech faktorů budou mít normované hodnoty 1 pro horní
úroveň a −1 pro dolní úroveň. V případě faktorů se třemi úrovněmi, tj. uvažuje se navíc
ještě střední úroveň, která je průměrem dolní a horní úrovně, lze provést lineární trans-
formaci tak, že úrovně všech faktorů budou mít normované hodnoty 1 pro horní úroveň,
−1 pro dolní úroveň a 0 pro střední úroveň.
Lineární transformace se provede pomocí vztahu
xj =
zj −
zj,max + zj,min
2
zj,max − zj,min
2
, j = 1, . . . , počet faktorů (3.1)
kde
xj je kódovaná proměnná
zj je proměnná v původních hodnotách
zj,max je horní úroveň xj
zj,min je dolní úroveň xj
3.6.1. Plán experimentu
Plán experimentu je matice X vytvořená ze sloupců normovaných faktorů. Řádky matice
představují normované hodnoty úrovní jednotlivých faktorů. Počet řádku matice je roven
počtu měření, včetně opakovaných měření.
První sloupec je tvořen ze samých jedniček a odpovídá fiktivní proměnné x0. Příslušný
regresní parametr je β0 a jeho odhad b0.
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3.6.2. Ortogonální plán
Ortogonální plán je takový plán experimentu X, ve kterém jsou na sebe všechny sloupcové
vektory matice kolmé a jsou nenulové, tj. jednotlivé prvky xij matice X jsou statisticky
nezávislé.
Konkrétní tvar ortogonálního plánu lze nalézt např. v tabulce 4.4 nebo 4.5.
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experimentu
Obecně existuje velké množství návrhů experimentů, kdy každý experiment je určen
pro různý typ statistického zpracování a řešení problému. Mezi všemi návrhy ale existují
skupiny návrhů s podobnými vlastnostmi, podle kterých lze obecně rozdělit návrhy ex-
perimentů do několika skupin, viz tabulka 4.1. Tato kapitola je věnována zejména první
a druhé skupině, tedy faktorovým návrhům a metodě odezvových ploch. Podrobnější in-
formace k dalším typům experimentů lze dohledat v [Mt01],[DV98].
Teorie této kapitoly vychází a čerpá zejména z [Mt01],[MG03],[DV98],[DE16] a dalších
publikací uvedených v seznamu literatury.
Tabulka 4.1: Základní typy experimentů
1. Faktorové návrhy
• Jednofaktorové experimenty
• Úplné a neúplné znáhodněné bloky
• Latinské čtverce
• Vícefaktorové experimenty
• Úplný 2k faktorový experiment
• Částečný faktorový experiment
2. Návrhy pro hledání optimální odezvy
• Metoda odezvových ploch
3. Směsové návrhy 1
4. Optimální návrhy
4.1. Faktorové návrhy
Faktorové návrhy slouží především k identifikaci důležitých faktorů v experimentech.
V praxi mají široké použití a to především díky tomu, že umožňují zkoumat více fak-
torů zároveň. Faktory se mohou uvažovat se dvěma nebo více úrovněmi. Počet úrovní
faktoru je dán skladbou řešeného problému nebo se volí (častěji u měřitelných veličin).
1 Tyto návrhy slouží k určení optimální směsi surovin, které participují na tvorbě odezvy. Většinou
jde o optimální procentuální zastoupení jednotlivých složek směsi, z nichž vzniká odezva.
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V praxi se nejčastěji používají experimenty se dvěma či třemi úrovněmi faktorů.
Výsledky experimentu mohou být ovlivněny jak zkoumanými faktory, tj. těmi jejichž
úrovně se během procesu cíleně mění, tak i náhodnými a systematickými vlivy (3.2.2).
Vyšetřuje-li se několik faktorů, volí se úplný či částečný faktorový experiment nebo cen-
trálně kompoziční plán experimentu 2 Tyto experimenty umožňují studovat i neaditivní
působení zkoumaných faktorů, tj. interakce. Úplný faktorový experiment zahrnuje všechny
možné kombinace úrovní zkoumaných faktorů, částečný faktorový experiment uvažuje
pouze některé kombinace úrovní faktorů.
Faktorové experimenty se používají i ke stanovení empirického (regresního) modelu,
který popisuje závislost odezvy na měřitelných faktorech a s jehož pomocí se následně
dá určit, při jakém nastavení zkoumaných faktorů dosáhne odezva optimální hodnoty.
4.1.1. Jedno-faktorový návrh
Nejednodušším případem faktorového experimentu je experiment s jedním faktorem.
Experiment spočívá ve zkoumání vlivu jednotlivých úrovní tohoto faktoru na odezvu.
Při tomto experimentu stačí jediná replikace, tedy je třeba, aby každá úroveň faktoru
byla změřena alespoň jedenkrát.
Jedná se vlastně o analýzu rozptylu jednoduchého třídění (viz 2.8.1).
Data se tedy řídí modelem (2.83), pro připomenutí
yip = µ+ αi + εip, p = 1, . . . , ni;
3 i = 1, . . . , I, (4.1)
kde
yip je ip-tá odezva, nebo-li p-té pozorování i-té odezvy
µ je celková střední odezva
αi je přírůstek způsobený i-tou úrovní faktoru - ošetřením
εip je nezávislá náhodná veličina zahrnující všechny ostatní vlivy
s rozdělením N(0, σ2)
Cílem je ověřit hypotézy ohledně efektů a tyto efekty odhadnout. Požaduje se, aby expe-
riment byl kompletně znáhodněný, tedy byl prováděn náhodně.
Příklad 4.1.
Má být proveden experiment studující pevnost v tahu (= odezva) syntetického vlákna
v závislosti na procentuálním množství bavlny (= faktor A) ve vlákně. Faktor A se uva-
žuje na a = 5 úrovních - 15, 20, 25, 30 a 35% a je požadováno n = 5 replikací. Experiment
se bude tedy skládat z 25 běhů.4
Kvůli omezení případného dopadu systematických vlivů (postupné zahřívání měřícího za-
řízení během experimentu) na odezvu je třeba celý experiment znáhodnit, tedy jednotlivé
běhy provést v náhodném pořadí.
2 Centrálně kompoziční plán spadá pod RSM, více v části 4.2.1.
3 Je-li ni = n pro ∀i pak se hovoří o vyváženém experimentu.
4 Počet běhů je daný vztahem ak · n = 51 · 5 = 25, kde k je počet faktorů.
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Byly získány hodnoty, které jsou uvedeny v tabulce 4.2. Tato data jsou vynesená do grafu,
viz obrázek 4.1. Na obrázku 4.1 je boxplot,5 ze kterého je vidět rostoucí pevnost vlákna
pro rostoucí množství bavlny a to až do hodnoty 30%, pak následuje pokles. Zda je to sta-
tisticky významný rozdíl se dále testuje.
Tabulka 4.2: Hodnoty pevnosti v tahu
Bavlna Pozorovaná pevnost celkem průměry
v % 1 2 3 4 5 yi· yi·
15 7 7 15 11 9 49 9.8
20 12 17 12 18 18 77 15.4
25 14 18 18 19 19 88 17.6
30 19 25 22 19 23 108 21.6
35 7 10 11 15 11 54 10.8
y·· = 376 y ··=15.04
Pomocí statistického softwaru MINITAB byla testována nulová hypotéza o rovnosti střed-
ních hodnot pevnosti v tahu. Tedy, že množství bavlny nemá vliv na pevnost vlákna.
Výsledky získané metodou ANOVA jsou na obrázku 4.2. Nulová hypotéza se zamítla
na hladině významnosti 5%, jelikož p-hodnota vyšla menší než tato zvolená hladina vý-
znamnosti. Obrázek 4.2 dále obsahuje údaje o průměrech a směrodatných odchylkách
pevnosti pro jednotlivé úrovně bavlny. Rovněž je uvedena grafická prezentace konfidenč-
ních intervalů založených na společné směrodatné odchylce. Je vidět, že největší pevnost
má vlákno s 30% bavlny, ale vzhledem k neprázdnému průniku konfidenčních intervalů
to nelze prohlásit za statisticky významné.
Obrázek 4.1: Boxplot ze softwaru Minitab
5 Též nazýván krabicový graf. Střední část diagramu je ohraničena shora třetím a zdola prvním
kvartilem. Linie mezi nimi vymezuje medián. Linie vycházející z diagramu kolmo nahoru a kolmo dolů
vyjadřují variabilitu dat nad třetím a pod prvním kvartilem.
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Obrázek 4.2: Výsledky
Studium jediného faktoru v čase má dvě hlavní nevýhody. První nevýhodou je, že sle-
dovaný faktor má většinou interakce s jinými faktory, které nejsou experimentem tohoto
typu odhaleny. Typy interakcí faktorů jsou diskutovány níže, viz obrázek 4.3. Druhou
nevýhodou je, že sledování jediného faktoru je z časového hlediska velmi neefektivní.
4.1.2. Úplné a neúplné znáhodněné bloky
Úplné znáhodněné bloky
Ve většině experimentech je potřeba navrhnout experiment tak, aby variabilita způsobená
známými vedlejšími zdroji byla systematicky kontrolována. Pro lepší přiblížení je proble-
matika popsána na konkrétním případě.
Příklad 4.2.
Nechť se řeší problém, zda 4 odlišné druhy ostří vytvářejí různé vrypy v materiálu
při zjišťování tvrdostí materiálu. Zkušební stroj provede vryp do testovaného materi-
álu a podle hloubky vrypu se posuzuje tvrdost materiálu. Experimentátor se rozhodl
pro 4 opakovaná měření pro každé ostří. Experiment tedy zkoumá pouze jeden faktor
a to druh ostří a bude obsahovat 16 běhů na experimentální jednotku, kterou je vzorek
materiálu. Je tedy zapotřebí celkem 16 vzorků, do kterých se budou vrypy provádět.
Vzhledem k tomu, že vzorky nemusí být zcela homogenní (mohou být různě tvrdé), vnáší
se do návrhu pokusu vedlejší faktor, a to variabilita způsobená různými etalony ze zku-
šebního materiálu.
Tedy variabilita měření obsahuje navíc ještě variabilitu způsobenou různými etalony. Vliv
této variability je třeba minimalizovat. Toho se docílí uspořádáním návrhu do bloků,
kde blokem bude etalon, na němž se bude vždy provádět měření s každým typem ostří,
tj. 4 vrypy.
Pokud jsou v každém bloku všechny úrovně zkoumaného faktoru, hovoří se o úplném
blokovém návrhu. Pokud je navíc pořadí pokusů v rámci každého bloku náhodné, hovoří
se o návrhu úplných znáhodněných bloků. [Mt01]
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Data takovéhoto experimentu se dají popsat následujícím modelem
yij = µ+ αi + τj + εij, j = 1, . . . , b; i = 1, . . . , a, (4.2)
za podmínek
a∑
i=1
αi = 0 a
b∑
j=1
τj = 0, (4.3)
kde
a představuje počet ošetření - počet ostří = 4
b představuje počet bloků - počet etalonů = 4
yij je i-té pozorování v j-tém bloku
µ je obecný průměr
αi je efekt i-tého ošetření
τj je efekt j-tého bloku
εij je nezávislá náhodná veličina zahrnující všechny ostatní vlivy
s rozdělením N(0, σ2)
Dále se pak testuje nulová hypotéza o rovnosti středních hodnot, tedy že úrovně ošetření
jsou stejné, a to pomocí metody ANOVA, viz 2.8.2, tedy
St = SOšetření + SBlok + Sε (4.4)
Neúplné znáhodněné bloky
V některých případech při používání úplných znáhodněných bloků není možné z různých
důvodů realizovat všechna pozorování či pokusy v rámci bloků.6 Takováto bloková sché-
mata se pak obecně nazývají neúplné bloky. Je nutno si uvědomit, že vynechání nějakého
pokusu v rámci bloku není libovolné. Je třeba, aby neúplné bloky byly tzv. vyvážené či vy-
balancované. To znamená, aby každá dvojice ošetření byla v bloku stejně často, jako každá
jiná dvojice.
Nechť a je počet ošetření a v každém bloku je k ošetření, kde k < a. Obecně by vyvážený
návrh s neúplnými bloky měl obsahovat
(
a
k
)
bloků a měl by přiřadit různou kombinaci
ošetření do každého bloku, ale číslo
(
a
k
)
může být velké, proto se sestavují neúplné bloky
jinak.
Nechť b je počet bloků, každý blok obsahuje k ošetření a každé ošetření se objeví dohro-
mady r-krát v celkovém experimentu. Tedy celkový počet pozorování N = ar = bk. Tudíž
každá dvojice ošetření se objeví v každém bloku λ-krát, kde
λ =
r(k − 1)
a− 1
Odtud plyne požadavek na čísla r, k, a, neboť λ musí být přirozené číslo. V případě,
kdy a = b se hovoří o symetrickém návrhu. [Mt01]
Data takovéhoto experimentu se dají opět popsat modelem (4.2) a hypotézy ověřovat
pomocí (4.4).
6 Např. v příkladu 4.2 kvůli malé velikosti může být materiál testován pouze pro 3 ostří.
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4.1.3. Latinské čtverce
Mezi další typ návrhu, který využívá principu tvorby bloků, patří tzv. latinské čtverce.
Pro lepší představu bude problematika vysvětlena na příkladě.
Příklad 4.3.
Nechť se sleduje vliv 5 směsí raketového paliva (hlavní faktor s 5 úrovněmi). Tento vliv
je dále ovlivněn dvěma dalšími vedlejšími faktory, a to použitou várkou materiálu a operá-
torem, který směs vyrábí. Cílem je, aby vliv těchto dvou vedlejších faktorů byl co nejvíce
”zprůměrněn”v rámci návrhu. Odpovídající návrh spočívá v tom, aby byla každá směs
namíchána právě jednou z každé várky materiálu každým z 5-ti dělníků.
Označí-li se písmeny A, B, C, D, E úrovně hlavního sledovaného faktoru, pak se výsledný
návrh nazývá latinský čtverec. Schématické znázornění je uvedeno v tabulce 4.3.
Tabulka 4.3: Schématické znázornění latinského čtverce
Várka Operátor
materiálu 1 2 3 4 5
1 A B C D E
2 B C D E A
3 C D E A B
4 D E A B C
5 E A B C D
Ze schématu v tabulce 4.3 je ihned vidět, že jak várka materiálu (řádky), tak i operá-
tor (sloupce), jsou ortogonální na ošetření. Jedná se tedy o ortogonální plán, viz 3.6.2.
Tímto uspořádáním experimentu se eliminuje variabilita způsobená dvěma vedlejšími fak-
tory. Tedy latinské čtverce dovolují blokování dvěma směry - po sloupcích a po řádcích.[Mt01]
Obecně tedy latinský čtverec pro p faktorů obsahuje p řádků a p sloupců a každé oše-
tření se vyskytuje v každém řádku a každém sloupci právě jednou.
Data takovéhoto experimentu se dají popsat následujícím modelem
yijk = µ+ αi + τj + γk + εijk,

i = 1, . . . , p
j = 1, . . . , p
k = 1, . . . , p
(4.5)
kde
yijk je pozorování i-tého řádku a k-tého sloupce pro j-té ošetření
µ je celkový průměr
αi je efekt i-tého řádku
τj je efekt j-tého ošetření
γk je efekt k-tého sloupce
εijk je nezávislá náhodná veličina zahrnující všechny ostatní vlivy
s rozdělením N(0, σ2)
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Předpokládá se, že model je kompletně aditivní, tedy že neexistuje žádná interakce mezi fak-
tory, tj. mezi sloupci, řádky a ošetřeními. Počet pozorování je dán vztahem N = p2.
Dále se pak testuje efekt faktorů na odezvu, a to pomocí metody ANOVA, tedy
St = SOšetření + SSloupce + SŘádky + Sε (4.6)
4.1.4. Více-faktorový návrh
Při plánovaném experimentu se většinou vyšetřuje více než pouze jeden faktor. V takovém
případě se pak hovoří o k-faktorovém experimentu, kde k ≥ 2.
Při úplných faktorových experimentech se uvažuje provedení všech možných kombinací
úrovní sledovaných faktorů 7 a vyšetřuje se vliv jednotlivých faktorů i jejich interakcí.
Nejjednodušším případem k-faktorového návrhu je návrh pro dva faktory, na kterém bu-
dou vysvětleny pojmy efekt faktoru a interakce faktorů.
Dvou-faktorový návrh
Jedná se vlastně o analýzu rozptylu dvojného třídění s interakcí (viz 2.8.3).
Data se tedy řídí modelem (2.110), pro připomenutí
yijk = µ+ αi + τj + λij + εijk,

i = 1, . . . , a
j = 1, . . . , b
k = 1, . . . , n
(4.7)
kde
yijk je ij-tá odezva při k-té replikaci
µ je celková střední odezva
αi je přírůstek způsobený i-tou úrovní faktoru A - ošetřením
τj je přírůstek způsobený j-tou úrovní faktoru B - ošetřením
λij je přírůstek způsobený interakcí faktorů A a B na i-té a j-té úrovni
εijk je nezávislá náhodná veličina zahrnující všechny ostatní vlivy
s rozdělením N(0, σ2)
Příklad 4.4.
Nechť je k dispozici návrh experimentu o dvou faktorech A a B. Každý faktor má dvě
úrovně, tj. A−, A+ a B−, B+.
Efektem faktoru se pak chápe změna v závislé proměnné, vyvolaná změnou v úrovních
faktoru. Často se též hovoří o hlavním efektu, který se vztahuje k primárním faktorům
v experimentu. [Mt01]
7 Pokud bude mít experimentu dva faktory A a B, o a a b úrovních, tak celkový počet všech kombinací
je právě součin ab.
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Hlavní efekt faktoru A se pak odhaduje pomocí
efekt A =
a+b− + a+b+
2
− a−b− + a−b+
2
, (4.8)
kde aibj, i, j = {−,+} je ij-tý výsledek měření.
Hlavní efekt faktoru A je tedy rozdíl mezi průměrnou odezvou na dolní úrovni A− fak-
toru A a průměrnou odezvou na horní úrovni A+ faktoru A.
Pokud rozdíl v odezvě mezi dvěma úrovněmi faktoru není stejný pro všechny úrovně ostat-
ních faktorů znamená to, že je mezi faktory přítomna interakce.
Pokud by se tedy v tomto příkladu dramaticky lišilo číslo a+b−−a−b− získané při úrovniB−
faktoru B od čísla a+b+−a−b+ získané při úrovni B+ faktoru B, pak lze usuzovat na exis-
tenci interakce mezi faktory A a B.
Tato situace je znázorněna graficky na obrázku 4.3. Tento obrázek je ovšem značně sub-
jektivní a proto slouží pouze k orientačnímu posouzení.
Existují i jiné možnosti jak znázornit interakce faktorů, více v části 4.2.
A−
A−
A−
A−
A−
A−
A+ A+
A+ A+
A+ A+
B+
B+
B+
B+
B+
B+
B−
B−
B−
B−
B−
B−
Obrázek 4.3: Interakce faktorů
4.1.5. Úplný 2k faktorový návrh
Návrhy typu 2k patří mezi nejdůležitější návrhy experimentů. Tyto návrhy obsahují k fak-
torů, přičemž každý faktor má pouze 2 úrovně. Jedna replikace návrhu vyžaduje
2 · 2 · . . . · 2 = 2k měření a proto se nazývá 2k-faktorový experiment. Tento typ návrhu
je často užívaný v praxi, když je zapotřebí rozlišit hlavní faktory od vedlejších, které ne-
mají na odezvu podstatný vliv.
V průběhu celého experimentu by dle [Mt01] měly být splněny následující předpoklady
• faktory jsou předem stanovené - jsou fixní
• návrhy jsou kompletně znáhodněné
• předpoklady normality jsou splněné
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Úplný faktorový experiment pro dva faktory
Nejjednodušší plán z množiny plánů 2k je typu 22, kdy se sledují pouze dva faktory A,
B na dvou úrovních při n replikacích. Hodnoty faktoru A se mění od dolní úrovně A−
po horní úroveň A+, hodnoty faktoru B analogicky. Interakce faktorů se označuje AB.
Experiment pro jednu replikaci má celkem 2k = 22 = 4 pozorování, což jsou čtyři kombi-
nace úrovní sledovaných faktorů.
Tyto kombinace lze geometricky znázornit, viz obrázek 4.4.
Obrázek 4.4: Geometrické znázornění kombinací návrhu 22
Platí konvence, že kombinace nastavení faktorů se označují následujícím způsobem
(1) reprezentuje oba faktory na dolní úrovni
a představuje horní úroveň faktoru A a dolní úroveň faktoru B
b představuje dolní úroveň faktoru A a horní úroveň faktoru B
ab reprezentuje oba faktory na horní úrovni
Experiment je zaměřen na určení hlavních efektů faktorů A a B a efektu interakce AB.
Hlavní efekt faktoru
Dle výrazu (4.8), je odhadem efektu změna v odezvě způsobená změnou úrovně faktoru,
při zprůměrování přes úrovně druhého faktoru.
Pak je pro faktor A při n replikacích odhad efektu tvaru
efekt A = yA+ − yA− =
a+ ab
2n
− b+ (1)
2n
=
1
2n
[
a+ ab− b− (1)] (4.9)
Efekty faktorů A a B jsou graficky znázorněny na obrázku 4.5.
Efekt interakce faktorů
Efekt interakce AB faktorů A a B je definován vztahem
efekt AB = yAB+ − yAB− =
1
2n
[
ab+ (1)− a− b] (4.10)
Efekt interakce AB je graficky znázorněn na obrázku 4.6.
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(a) Geometrické znázornění hlavního
efektu faktoru A
(b) Geometrické znázornění hlavního
. efektu faktoru B
Obrázek 4.5
Obrázek 4.6: Geometrické znázornění efektu interakce AB
Výrazy v hranatých závorkách v rovnicích (4.9) a (4.10) se nazývají kontrasty. Ty se pou-
žívají k výpočtu součtů kvadrátů odchylek pro faktory a interakce
S =
(kontrast)2
n 2k
, (4.11)
tedy pro A : SA =
[
a+ ab− b− (1)]2
4n
,
pro B : SB =
[
b+ ab− a− (1)]2
4n
, (4.12)
pro AB : SAB =
[
ab+ (1)− a− b]2
4n
a pro jejich součet platí rovnice
St = SA + SB + SAB + Sε (4.13)
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Plán experimentu
Dle 3.6.1 je plánem experimentu matice vytvořená ze sloupců normovaných faktorů.
Tato matice je obsáhlá v tabulce 4.4, kde hodnoty 1 a −1 odpovídají horním a dol-
ním úrovním faktorů, dle (3.1).
Tabulka 4.4: 22 faktorový experiment
Běh Označení Efekty faktorů odezva
(měření) I A B AB
1 (1) 1 -1 -1 1 y1
2 a 1 1 -1 -1 y2
3 b 1 -1 1 -1 y3
4 ab 1 1 1 1 y4
Regresní model experimentu
y = β0 + β1x1 + β2x2 + β12x1x2 + ε (4.14)
kde
y je hodnota odezvy
β0 je celkový průměr všech pozorování
β1, β2, β12 jsou regresní koeficienty, kde každý je roven 1/2 odhadu efektu
ε je náhodná chyba
x1 je kodová proměnná reprezentující faktor A
x2 je kodová proměnná reprezentující faktor B
x1x2 je kodová proměnná reprezentující interakci AB
Příklad 4.5.
Pro vyvrtání otvorů do desek se používá vrtačka. Průměry otvorů jsou vyhovující a pro-
ces je statisticky zvládnut, ale v procesu je příliš velká variabilita, což působí problémy
při montáži.
Byl proveden experiment se dvěma faktory na dvou úrovních a čtyřmi replikacemi. Fak-
tor A typ vrtáků, B otáčky. Měření odezvy bylo provedeno nepřímo pomocí vibrace
po montáži. Naměřená data ukazuje tabulka 4.5 v kódovaných proměnných.
Tabulka 4.5
Běh A B Vibrace Celkem
1 (1) -1 -1 18,2 18.9 12.9 14.4 64.4
2 a 1 -1 27.2 24.0 22.4 22.5 96.1
3 b -1 1 15.9 14.5 15.1 14.2 59.7
4 ab 1 1 41.0 43.9 36.3 39.9 161.1
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Odhady efektů jsou
efekt A =
a+ ab− b− (1)
2n
=
1
2 · 4
[
96.1 + 161.1− 59.7− 64.4] = 16.64
efekt B =
b+ ab− a− (1)
2n
=
1
2 · 4
[
59.7 + 161.1− 96.1− 64.4] = 7.57
efekt AB =
ab+ (1)− a− b
2n
=
1
2 · 4
[
161.1 + 64.4− 96.1− 59.7] = 8.71
Z p-hodnoty v tabulce analýzy rozptylu, obrázek 4.7, je vidět, že oba faktory jako i jejich
interakce mají vliv na odezvu. To potvrzuje i Paretův diagram na obrázku 4.8.
Obrázek 4.7: Tabulka analýzy rozptylu
Pro data může být použit regresní model tvaru (4.14), konkrétně
yˆ = 23.83 + 8.32x1 + 3.77x2 + 4.36x1x2 (4.15)
Tento model může být použit pro predikci vibrací v celém prostoru experimentu. Např. v ex-
perimentálním bodě (1) je pak
yˆ = 23.83 + 8.32(−1) + 3.77(−1) + 4.36(−1)(−1) = 16.1 (4.16)
Residua odpovídající pozorováním v tomto bodě jsou
e1 = 18.2− 16.1 = 2.1 e2 = 18.9− 16.1 = 2.8
e3 = 12.9− 16.1 = −3.2 e4 = 14.4− 16.1 = −1.7
Graf residuí, obrázek 4.9(a), se používá k ověření předpokladů normality dat modelu (4.15).
Vzhledem k tomu, že residua leží prakticky na přímce, lze předpokládat jejich normální
rozdělení a předpoklady považovat za odpovídající.
Vzhledem k tomu, že oba faktory, jak typ vrtáku A, tak otáčky B mají velké pozitivní
efekty, lze snížit vibrace nastavením obou faktorů na dolní úroveň. To ovšem vede k ne-
přijatelnému snížení produktivity procesu.
Řešení problému je vidět z obrázku 4.9(b) interakce AB. Tam je vidět, že značný kladný
efekt otáček B vzniká především, když A je na horní úrovni. Použije-li se A na dolní
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Obrázek 4.8: Paretův diagram efektů
(a) Graf normalizovaných residuí (b) Graf interakce AB
Obrázek 4.9
úrovni, pak každá z úrovní otáček B způsobuje nižší vibrace. Použije-li se horní úro-
veň B, při dolní úrovni A, pak produktivita bude uspokojující.
Po implementaci těchto provozních podmínek došlo ke snížení variability a proces zůstal
i nadále statisticky zvládnutý.
Úplný faktorový experiment pro tři faktory
Nechť jsou sledované faktory označenyA,B,C a všechny mají právě dvě úrovně. Pak se ná-
vrh experimentu nazývá 23 faktorový návrh, který má 8 běhů. Hodnoty faktorů se opět
mění od dolní úrovně po horní.
Jednotlivě běhy experimentu lze geometricky znázornit, viz obrázek 4.10.
Hlavní efekt faktoru
Jak již bylo uvedeno výše, efekt jednotlivých faktorů na odezvu se spočte jako rozdíl
v odezvě způsobený změnou v úrovni faktoru.
efekt A = yA+ − yA− =
1
4n
[
a+ ab+ ac+ abc− b− c− (1)− bc] (4.17)
Efekty faktorů A,B a C jsou graficky znázorněny na obrázku 4.11.
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Obrázek 4.10: Grafické znázornění běhů návrhu 23
Efekt interakce faktorů
Ve faktorovém návrhu se třemi faktory vystupují dva typy interakcí. Tři dvoufaktorové
a jedna trojfaktorová.
Efekty interakcí AB a ABC jsou definovány vztahy
efekt AB = yAB+ − yAB− =
1
4n
[
abc+ ab+ c+ (1)− a− b− ac− bc]
efekt ABC = yABC+ − yABC− =
1
4n
[
abc+ c+ b+ a− (1)− ab− ac− bc] (4.18)
Efekty všech interakcí jsou graficky znázorněny na obrázku 4.12.
Obrázek 4.11: Geometrické znázornění hlavních efektů faktorů A,B,C
Obrázek 4.12: Geometrické znázornění efektu interakcí
Výrazy v hranatých závorkách v rovnicích (4.17) a (4.18) se opět nazývají kontrasty a platí
pro ně rovnice (4.11) a (4.13).
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Plán experimentu
Tabulka 4.6: 23 faktorový experiment
Běh Označení Efekty faktorů odezva
(měření) I A B AB C AC BC ABC
1 (1) 1 -1 -1 1 -1 1 1 -1 y1
2 a 1 1 -1 -1 -1 -1 1 1 y2
3 b 1 -1 1 -1 -1 1 -1 1 y3
4 ab 1 1 1 1 -1 -1 -1 -1 y4
5 c 1 -1 -1 1 1 -1 -1 1 y5
6 ac 1 1 -1 -1 1 1 -1 -1 y6
7 bc 1 -1 1 -1 1 -1 1 -1 y7
8 abc 1 1 1 1 1 1 1 1 y8
Regresní model experimentu
y = β0 + β1x1 + β2x2 + β3x3 + β12x1x2 + β13x1x3 + β23x2x3 + β123x1x2x3 + ε (4.19)
kde
y je hodnota odezvy
β0 je celkový průměr všech pozorování
βi, βij, βijk jsou regresní koeficienty
ε je náhodná chyba
xi je kodová proměnná reprezentující jeden z faktorů A,B nebo C
Centrální bod v 2k faktorovém návrhu
Často se do návrhu experimentu přidává centrální bod. Ten leží uprostřed experimentál-
ního prostoru a představuje experimentální měření, které má nastavené všechny faktory
na střední úrovni, tj. mezi dolní a horní úrovní faktoru.
Centrální body mohou být použity pouze v návrhu, ve kterém jsou všechny faktory kvan-
titativní. Je-li v návrhu kvalitativní faktor, pak se jedná o pseudo-centrální body. Tyto
body jsou vytvořeny v centrálních bodech pro každé nastavení kategorických faktorů.
Přidání centrálních bodů do faktorového návrhu dává informaci o zakřivení v odezvové
ploše. Pokud zakřivení existuje, odezva v centrálním bode se liší od průměrné odezvy
v krajních bodech faktorového návrhu.
Obrázek 4.13: Centrální bod
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4.1.6. Směšování efektů ve faktorových návrzích
Faktorové návrhy mají řadu výhod, ale jejich velkou nevýhodou je často relativně velký
počet pozorování v jedné replikaci experimentu. Z tohoto důvodu není v některých přípa-
dech možné provést jednu replikaci experimentu za stále stejných podmínek, ale je nutné
experiment například rozdělit do více dnů. Experiment se tedy rozloží na několik neú-
plných bloků, přičemž se podmínky, při kterých se měření v bloku provádí, mohou blok
od bloku měnit.
Směšování je technika, která říká, jak návrh do bloků uspořádat. Při tomto postupu dělení
do bloků ovšem dochází u faktorových návrhů k tzv. směšování (confounding) efektů.
To znamená, že se efekt faktoru nebo interakce nedá odlišit od efektu bloků - směšují
se dohromady. Nejčastěji se směšuje interakce vyšších řádů.
Nejlépe se vysvětlí problém směšování na příkladu.
Nechť je dán faktorový experiment 22 s kombinacemi (1), a, b, ab, který je třeba rozdělit
do dvou bloků, např. jeden blok v dopolední směně, druhý v odpolední.
Blok 1 Blok 2
(1) a
ab b
Odhady hlavních efektů faktorů A, B a interakce AB bez uvažování bloků je:
efekt A =
1
2
[
ab+ a− b− (1)]
efekt B =
1
2
[
ab+ b− a− (1)]
efekt AB =
1
2
[
ab+ (1)− a− b]
Platí následující pravidlo. Patří-li pro daný efekt všechny kombinace běhů s ”+”do bloku 1
a všechny kombinace běhů s ”-”do bloku 2, pak je tento efekt smíšen s blokem.
Tabulka 4.7: Směšování ve 22 faktorovém návrhu
Běh Efekty faktorů
(měření) I A B AB
(1) + - - +
a + + - -
b + - + -
ab + + + +
Je vidět, že efekty faktorů A a B jsou nezávislé na blocích.8 Efekt interakce AB se neliší
od vlivu dělení na bloky, protože kombinace ab, (1) patří do prvního bloku a kombinace a, b
do druhého bloku.
Je zřejmé, že nelze kombinace plánu typu 2k rozložit do bloků zcela libovolně. Více [Mt01].
8 Z každého bloku mají jeden člen s ”+”a jeden s ”-”.
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4.1.7. Částečný faktorový návrh
V praxi se velmi často vyskytují procesy, které jsou ovlivňovány velkým množstvím fak-
torů. Mnohdy tedy není pro provedení úplného 2k faktorového experimentu dostatek času,
peněz nebo materiálu. Navíc při 2k návrhu pouze k stupňů volnosti z celkových 2k − 1
koresponduje s hlavními efekty, zbytek připadá na interakce.9
Pokud se dá předpokládat, že některé interakce vyšších řádů (např. třetího a vyššího)
nejsou důležité, pak se informace o hlavních efektech a interakcích nižších řádů (např. dru-
hého) mohou získat pomocí analýzy částečného faktorového experimentu.
Částečný plán experimentu není libovolně menší plán vzhledem k úplnému faktoro-
vému návrhu 2k. Všeobecný zápis plánu je 2k−p, kde k je počet faktorů a 1/2p je část
úplného faktorového experimentu.
Faktorový plán 2k lze zkrátit na
• poloviční plán 2k−1
• čtvrtinový plán 2k−2
• jinak
Celkový počet běhů částečného experimentu nesmí být menší než počet faktorů. Na zá-
kladě uvedených podmínek, se částečné faktorové experimenty mohou dělit např. na po-
loviční, saturované, středové či ortogonální návrhy. Více informací v [DV98],[TN00].
Hlavní výhodou částečného faktorového návrhu v porovnání s úplným faktorovým ná-
vrhem je, že umožňuje studium většího počtu faktorů při menším množství vykonávaných
měření. Naopak nevýhodou může být náchylnost k vynechání důležitých hodnot a fakt,
že některé faktory a interakce jsou nerozlišitelné a splývají do jednoho faktoru, dochází
tedy ke směšování.
Jak vytvořit částečný faktorový návrh bude přiblíženo na následujícím příkladu,
kdy se z návrhu 23 udělá poloviční plán 23−1. Sledují se tedy tři dvouúrovňové faktory
a úplný návrh má osm běhů, viz tabulka 4.5.
Z původních osmi navzájem ortogonálních vektorů s ”+”a ”-”se vybere polovina tak,
aby vektory byly zase navzájem ortogonální. To lze např. provést tak, že se vyberou
ty kombinace, kde ABC má ”+”, obrázek 4.14(a).
Formálně se pak píše, že ABC = I, kde I je sloupec ze samých ”+”.10 ABC se pak nazývá
generátor částečného návrhu.
9 Tvorba dílčích faktorových návrhů je tedy vedena skutečností, že u návrhů typu 2k či 3k je pro hodně
faktorů počet pokusů extrémně velký, přičemž např. návrh 35 má celkem 243 běhů, ale z toho pouze
10 stupňů volnosti je pro hlavní efekty.
10 To znamená, že se nerozlišuje mezi hlavním průměrem modelu a interakcí typu ABC.
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(a) Částečný návrh,
I = +ABC
(b) Alternativní návrh,
. I = −ABCObrázek 4.14
S využitím tabulky 4.5 a obrázku 4.14 je vidět, že efekty jsou následující
efekt A =
1
2
[
a− b− c+ abc]
efekt B =
1
2
[− a+ b− c+ abc]
efekt C =
1
2
[− a− b+ c+ abc]
Ale snadno se též ukáže, že pro odhady interakcí druhého řádu platí
efekt BC =
1
2
[
a− b− c+ abc]
efekt AC =
1
2
[− a+ b− c+ abc]
efekt AB =
1
2
[− a− b+ c+ abc]
To ale znamená, že při odhadování hlavního efektu faktoru A nelze oddělit vliv inter-
akce BC, pro faktor B nelze oddělit vliv interakce AC a od C nelze oddělit AB. Tedy
se těmito hodnotami odhadují součty A+BC, B +AC a C +AB. Dva nebo více efektů,
které mají tuto vlastnost, se nazývají neoddělitelné efekty (aliases).11
Zde je právě vidět nevýhoda částečného návrhu, sice se snížil počet pozorování na polo-
vinu, ale hlavní faktory jsou nerozlišitelné od vyšších interakcí, pokud ty nebudou nulové.
Pro částečné faktorové plány se dle [Mt01] zavádí následující klasifikace
Rozklad III. Návrhy tohoto typu umožňují odhady hlavních efektů. Některé interakce
druhého řádu jsou smíšeny s hlavními faktory a je nutné předpokládat, že jsou zanedba-
telné. Výše uvedený příklad je návrhem tohoto typu.
Rozklad IV. Návrhy tohoto typu umožňují odhady hlavních efektů nezávisle na jakékoliv
interakci druhého řádu. Avšak některé interakce druhého řádu jsou smíšeny dohromady
a nelze je odhadnout.
11 Vynásobením kteréhokoliv efektu identitou I se dostane jemu odpovídající neoddělitelný efekt.
Např. A = A · I = A ·ABC = A2 ·BC = I ·BC = BC.
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Rozklad V. Návrhy tohoto typu umožňují odhady hlavních faktorů i interakcí druhého
řádu. Efekty interakcí 2.řádu jsou ale smíchány s interakcemi 3. a vyššího řádu.
Je zřejmé, že experiment vyššího rozkladu je lepší, než libovolný experiment nižšího
rozkladu, ale vždy za cenu vyššího počtu pozorování v rámci experimentu.
Příklad 4.6.
Zadání příkladu převzato z [Mt01]. Má být proveden poloviční návrh experimentu 25−1
zkoumající vliv pěti faktorů na produkci v procesu integrovaných obvodů. Faktory jsou
přepočítány do kódovaných proměnných a jsou následující.
Faktor A = nastavení clony Faktor B = doba expozice
Faktor C = výrobní čas Faktor D = rozměr masky
Faktor E = doba leptání
Návrh experimentu je uveden v tabulce 4.7 a jeho grafické vyjádření je na obrázku 4.15.
Jako generátor návrhu byla zvolena kombinace ABCDE, tedy efekt faktoru E bude
smíšen s efektem interakce ABCD. Dále každý hlavní efekt je smíšen s interakcí 4.řádu
a každá interakce 2.řádu je smíšena s interakcí 3.řádu. Jedná se tedy o návrh V-tého typu .
Tabulka 4.8: Poloviční 25−1 faktorový experiment
Běh Označení A B C D E=ABCD Produkce
1 e - - - - + 8
2 a + - - - - 9
3 b - + - - - 34
4 abe + + - - + 52
5 c - - + - - 16
6 ace + - + - + 22
7 bce - + + - + 45
8 abc + + + - - 60
9 d - - - + - 6
10 ade + - - + + 10
11 bde - + - + + 30
12 abd + + - + - 50
13 cde - - + + + 15
14 acd + - + + - 21
15 bcd - + + + - 44
16 abcde + + + + + 63
Po vykreslení hlavních efektů a interakcí a také normálního pravděpodobnostního
grafu,12 lze předběžně předpokládat významný vliv na odezvu u faktorů A, B, C a u in-
terakce AB.13
12 Obrázky A.1, A.2 a A.5 v příloze A
13 Tyto efekty jsou ale smíšeny s jinými efekty. Pro ověření, které faktory, případně interakce jsou sku-
tečně významné lze použít alternativní návrh, tj. I = −ABCDE nebo pravidlo Ockhamovy břitvy. [Mt01]
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C
B
E
D
+
+−
−
d = 6
abcd = 50
bcd = 44
acd = 21
ade = 10
bde = 30
a = 9
b = 34
abc = 60
c = 16
abcde = 63
cde = 15
abe = 52
e = 8
bce = 45
ace = 22
A
Obrázek 4.15: Cube plot pro produkci 14
S použitím softwaru MINITAB se dosáhlo výsledků, které jsou zobrazeny v tabulce
analýzy rozptylu na obrázku 4.16. Tato tabulka, stejně jako Paretův graf efektů na ob-
rázku 4.17,15 dokládá významnost všech výše předpokládaných faktorů a interakcí.
Obrázek 4.16: Tabulka analýzy rozptylu
Obrázek 4.17: Paretův graf
14 Cube plot zobrazuje hodnoty odezvy při nastavení faktorů, které mohou ovlivňovat sledovaný proces.
S jeho pomocí se snadno určí nejlepší a nejhorší nastavení faktorů.[MN91]
15 Paretův graf se používá k určení statisticky významných faktorů a interakcí.
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Odhady jednotlivých efektů, stejně jako odhady regresních koeficientů, lze vyčíst z ob-
rázku 4.18. Model popisující odezvu experimentu je pak tvaru
y = 30, 313 + 5, 562A+ 16, 937B + 5, 437C + 3, 438AB
Dle koeficientu determinace, který lze zjistit opět z obrázku 4.18, popisuje tento mo-
del celkem 99, 51% variability. Adekvátnost modelu je ověřena pomocí p-hodnoty v řádku
Lack of Fit, která je větší než zvolená hladina významnosti α. Dále jsou ověřeny předpo-
klady pro regresi a to pomocí ověření normality reziduí, obrázky A.6, A.7. 16
Obrázek 4.18: Tabulka odhadu efektů
Z obrázků vrstevnicových grafů a odezvových ploch 4.19,A.8 lze vidět, že největší pro-
dukce bude dosaženo při nastavení všech tří faktorů na horní úroveň.
Obrázek 4.19: Vrstevnicový graf a graf odezvové plochy pro horní úrovně faktorů
Více podrobností k řešení příkladu lze nalézt v příloze A.
16 Residua klesají zhruba po přímce a jsou rozložena náhodně kolem nuly, tedy jejich rozdělení odpovídá
zhruba normálnímu.
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4.2. Metoda odezvových ploch
Metoda odezvových ploch, anglicky response surface design, se řadí mezi základní me-
tody v plánování experimentů. Tato metoda je užitečná pro studium vztahů mezi odezvou
a kvantitativními faktory. Cílem je nalézt jednak významné faktory a jednak jejich nasta-
vení, které odpovídá optimálnímu chování odezvy. Tato metoda je především doporučena
v těch případech, kdy lze očekávat zakřivení odezvové plochy, obrázek 4.20.17
Obrázek 4.20: Grafické znázornění odezvové plochy s vrstevnicemi, viz [Mt01]
Postup k nalezení optimálního nastavení významných faktorů spočívá v několika kro-
cích.
V 1.kroku se jedná o určení faktorů, které mají podstatný vliv na chování odezvy a vy-
loučení nepodstatných faktorů, tj. provede se screeningový experiment.
Během 2.kroku se experimentátor snaží zjistit, jak hodně se nastavení sledovaných vý-
znamných faktorů liší od optimálního, neboli v jaké části experimentálního prostoru
se nachází. Zde se uplatňuje především metoda největšího spádu, která zaručuje rychlé
přiblížení do blízkého okolí optima.18
Ve 3.kroku se zkoumá malé okolí kolem optimálního nastavení se snahou co nejlépe apro-
ximovat chování odezvy vhodným matematickým modelem (často 2.řádu).19
Dále budou přiblíženy dva základní typy metody odezvových ploch a to centrálně
kompozitní návrh a Box-Behnkenův návrh.
17 Je-li odezva procesu y funkcí dvou faktorů x1, x2, tj. y = f(x1, x2) + ε a E(y) = f(x1, x2) = η,
pak plocha reprezentovaná η = f(x1, x2) se nazve odezvová plocha.[Mt01]
18 Optimem je stacionární bod odezvové plochy, tj. maximum, minimum či sedlový bod. U lineárních
modelů extrémy nejsou - odezvovou plochou je rovina resp. nadrovina.
19 Model 2.řádu pro dva faktory může být tvaru y = β0 + β1x1 + β2x2 + β12x1x2 + β11x21 + β22x
2
2 + ε.
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4.2.1. Centrálně kompozitní návrh
Konstrukce centrálně kompozitních návrhů se skládá ze tří částí.
1. jádro návrhu vychází z faktorových návrhů 2k, pokud k > 4 lze použít částečný
návrh 2k−p. Celkový počet bodů návrhu se označí nf .
2. centrální bod je bod uprostřed experimentálního prostoru. Počet měření v tomto
bodě je nc > 0.
3. axiální (hvězdicové) body leží ve vzdálenost α > 0 od centra návrhu. Jejich
počet je ns = 2k
Obrázek 4.21: Přidávání jednotlivých typů bodů v centrálním kompozitním návrhu
Část určená faktorovým návrhem slouží k použití lineárního modelu, tj. k odhadům
lineárních efektů a interakcí. Pomocí centrálních bodů se určí zda je zakřivení odezvové
plochy statisticky významné a pomocí axiálních bodů se nakonec zkontrolují kvadratické
podmínky, ty slouží tedy pro použití kvadratického modelu.
Kompozitní návrhy se mohou dále dělit a to podle volby vzdálenosti α od centra
návrhu v axiálních bodech.
Při volbě α = 1 se jedná o face-centered centrální kompozitní návrh. Axiální body jsou
umístěny ve středech jednotlivých stěn k-rozměrné krychle, obrázek 4.22.
Obrázek 4.22: Face-centered centrální kompozitní návrh pro k=3 faktory
Některé návrhy mají vlastnost rotability, která zaručuje stejnou úroveň variability
pro stejně vzdálené body od středu návrhu. Pokud se zvolí vzdálenost α > 0, lze s pomocí
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vhodných nastavení tuto vlastnost zaručit. Rotabilita je sférická vlastnost, tedy pokud
α =
√
k budou všechny faktorové i axiální body ležet na sféře. Jedná se o sférický cent-
rální kompozitní návrh.
Kompozitní návrhy trpí relativně velkým počtem běhů experimentu, proto je dopo-
ručený rozsah faktorů od 2 do max. 10. Tyto návrhy mohou uvažovat pouze měřitelné
faktory, protože se uvažují centrální a axiální body.
Příklad 4.7.
Návrh pro 3 dvou-úrovňové faktory. Kompozitní návrh pak má celkem 19 běhů a skládá
se z 8 bodů návrhu 23, 6 axiálních bodů a 5 centrálních bodů. Vzdálenost α =
√
3 = 1, 732.
Tabulka návrhu je pak tvaru
Tabulka 4.9: Centrální kompozitní návrh pro 3 faktory
Běh Úroveň A Úroveň B Úroveň C Odezva
1 -1 -1 -1 y1
2 1 -1 -1 y2
3 -1 1 -1 y3
4 1 1 -1 y4
5 -1 -1 1 y5
6 1 -1 1 y6
7 -1 1 1 y7
8 1 1 1 y8
9 1 0 0 y9
10 -1 0 0 y10
11 0 1 0 y11
12 0 -1 0 y12
13 0 0 1 y13
14 0 0 -1 y14
15 0 0 0 y15
16 0 0 0 y16
17 0 0 0 y17
18 0 0 0 y18
19 0 0 0 y19
4.2.2. Box-Behnkenův návrh
Box-Behnkenovy návrhy jsou nekompletní tří-úrovňové faktorové návrhy, které kombinují
dvou-úrovňové faktorové návrhy s neúplným blokováním. To koresponduje s dvou-úrovňo-
vým faktorovým návrhem, který je opakován přes různé množiny faktorů. Faktory neza-
hrnuté do bloku jsou drženy konstantní na střední úrovni. Typ návrhu, velikost návrhu,
stejně jako počet bloků závisí na počtu faktorů a volí se tak, aby byly splněny podmínky
rotability. Pro tyto návrhy není definováno pravidlo, které by určovalo počet nutných
měření v závislosti na počtu faktorů. Počet měření je stanoven autory pro několik speci-
álních případů, více v [CA13].
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Box-Behnkenovy návrhy oproti Centrálně kompozitním návrhům nemají axiální body
a body experimentu nejsou v extremálních bodech nastavení faktorů, tj. nejsou ve vrcho-
lech krychle. Měření při těchto návrzích se realizují ve středových bodech jednotlivých
hran krychle, která znázorňuje experimentální prostor a to pro minimálně tři faktory na
třech úrovních. Jedná se o sférický návrh, tedy všechny body leží na sféře s poloměrem
√
2,
viz obrázek 4.23.
Tyto návrhy umožňují efektivní odhad koeficientů prvního a druhého řádu. Díky tomu,
že návrh má menší počet experimentálních bodů, může být výhodnější než centrální kom-
pozitní návrh se stejným počtem faktorů.
Obrázek 4.23: Box-Behnkenův návrh pro 3 faktory
Příklad 4.8.
Návrh pro 3 dvou-úrovňové faktory. Box-Behnkenův návrh pak má celkem 13 běhů a skládá
se z 12 bodů odpovídajících středům hran krychle a jednoho centrálního bodu.
Tabulka návrhu je pak tvaru
Tabulka 4.10: Box-Behnkenův návrh pro 3 faktory
Běh Úroveň A Úroveň B Úroveň C Odezva
1 -1 -1 0 y1
2 -1 1 0 y2
3 1 -1 0 y3
4 1 1 0 y4
5 -1 0 -1 y5
6 -1 0 1 y6
7 1 0 -1 y7
8 1 0 1 y8
9 0 -1 -1 y9
10 0 -1 1 y10
11 0 1 -1 y11
12 0 1 1 y12
13 0 0 0 y13
Hodnocení jak centrálního kompozitního, tak Box-Behnkenova návrhu se provádí opět
použitím analýzy rozptylu a odvozením vhodného regresního modelu, který může sloužit
jako nástroj pro predikci chování odezvy v jiných bodech, než jsou body návrhu. Tím
lze postupně určovat směr (např. největšího spádu) pro nalezení optimálního nastavení
sledovaných faktorů.
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5. Realizace plánovaného
experimentu
V této kapitole bude využita výše popsaná teorie plánovaného experimentu na kon-
krétních datech. Ke zpracování dat, vytvoření diagramů a grafů i k jejich následné analýze
byl využit statistický software MINITAB 16.
Data byla získána z reálného procesu v nejmenované firmě. Tato firma nemůže být jme-
nována z důvodu zachování obchodního tajemství. Dále již následuje popis procesu a na-
měřených dat.
5.1. Popis procesu
Proces spočívá ve svařování dvou drátků D1, D2 elektrickým proudem a je znázorněn
na obrázcích 5.1 a 5.2. Do procesu vstupuje celkem 6 faktorů na dvou úrovních a jako
výstup jsou uvažovány 4 odezvy. Naměřené odezvy pro jednotlivé úrovně faktorů jsou
znázorněny v tabulce 5.1.
Průběh procesu je následující.
Drátky D1 a D2 jsou umístěny do polohy ve které bude svařování probíhat,
obrázky 5.1, 5.2(a). Následně dojde k nabíhání proudu I, pomocí kterého se svařuje. Nabí-
hání trvá po dobu tn, tzv. náběhový čas. Poté jsou drátky zatíženy silou ~F , která je stlačí
na D′1 a D
′
2 a současně dochází ke svařování pomocí elektrického proudu I po dobu sva-
řování ts, obrázek 5.2(b).
Cílem experimentu je určit vliv následujících faktorů
Faktor A . . . . . . . . . . . . . . . . . . svařovací proud I
Faktor B . . . . . . . . . . . . . . . . . . náběhový čas tn proudu I
Faktor C . . . . . . . . . . . . . . . . . . svařovací čas ts
Faktor D . . . . . . . . . . . . . . . . . . silové zatížení ~F
Faktor E . . . . . . . . . . . . . . . . . . přesah drátků D1 a D2
Faktor F . . . . . . . . . . . . . . . . . . opotřebení elektrody
na tyto 4 odezvy
y1 = Posuv . . . . . . . . . . . . . . . . . . velikost deformace drátku
y2 = Výška . . . . . . . . . . . . . . . . . . koncová výška drátků po svaření
y3 = Šířka . . . . . . . . . . . . . . . . . . . šířka svaru
y4 = Kvalita . . . .. . . . . . . . . . . . . kvalita povrchu drátku po svaření
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~F
D′1
D′2
D1
D2
~F
D′1
D′2
Obrázek 5.1: Proces svařování
(a) Přesah drátků D1, D2
0 t[ms]
I[A]
~F [N]
I
~F
(b) Náběh proudu a silové za-
tížení
Obrázek 5.2
5.2. Volba experimentu
K provedení experimentu je možné využít několik typů plánovaných experimentů, jako na-
příklad úplný faktorový experiment, částečný faktorový experiment či některou z metod
odezvových ploch. Z výše popsané teorie v kapitole 4 je zřejmé, že pro každý typ je po-
třeba jiný počet měření.
Počet nutných měření
Pro návrh experimentu s šesti faktory, kde mají všechny faktory dvě úrovně, je pro jednu
replikaci experimentu zapotřebí:
• 2k = 26 = 64 měření pro úplný faktorový návrh 2k
• 2k−1 = 25 = 32 měření pro poloviční částečný faktorový návrh 2k−1
• 2k + 2 · k + nc = 26 + 2 · 6 + 6 = 82 měření pro centrální kompozitní návrh
• 54 měření pro Box-Behnkenův návrh, dle [SM16]
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Vzhledem k rozdílům v počtu nutných měření na jednu replikaci experimentu a očeká-
vanému zakřivení odezvové plochy bylo ve firmě rozhodnuto, o provedení experimentu
pomocí Box-Behnkenova návrhu. Ten vyžaduje menší počet měření než většina dalších
návrhů, tedy lze předpokládat, že experiment zabere méně času a také, že s sebou ponese
nižší finanční náklady.
Naměřená data
Byla naměřena následující data,1 viz tabulka 5.1, kde hodnoty faktorů jsou v kódovaných
proměnných.2 Původní hodnoty faktorů byly následující:
pro faktor A . . . . . . . . . . . . A+ = 2200A a A− = 1900A
pro faktor B . . . . . . . . . . . . B+ = 15ms a B− = 5ms
pro faktor C . . . . . . . . . . . . C+ = 40ms a C− = 20ms
pro faktor D . . . . . . . . . . . . D+ = 500N a D− = 600N
pro faktor E . . . . . . . . . . . . E+ = velký a E− = malý
pro faktor F . . . . . . . . . . . . F+ = velké a F− = malé
Tabulka 5.1: Data Box-Behnkenova návrhu
1 Data naměřených odezev jsou přenásobena konstantou k > 0 a k 6= 1 z důvodu zachování obchodních
tajemství. Stejnou konstantou jsou přenásobeny i hodnoty tolerancí pro jednotlivé odezvy v (5.1).
2 Tedy + značí horní úroveň, 0 střední úroveň a − dolní úroveň faktoru.
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Firma dále zadala požadavek na určení nastavení faktorů, při kterém se hodnoty ode-
zev y1, y2, y3 a y4 pohybují v těchto intervalech
hodnoty odezvy y1 v intervalu . . .
(
180; 189
)
hodnoty odezvy y2 v intervalu . . .
(
0.765; 0.825
)
hodnoty odezvy y3 v intervalu . . .
(
1.49; 1.52
)
(5.1)
hodnoty odezvy y4 v intervalu . . .
(
0.99; 1.2
)
5.3. Vlastní realizace experimentu
Dle [Mt01] je nejlepším způsobem řešení provést experiment speciálně pro každou odezvu
a následně pomocí těchto dílčích výsledků najít množinu nastavení faktorů, které budou
optimalizovat všechny odezvy nebo je alespoň udrží v zadaných mezích (5.1).
5.3.1. Experiment pro odezvu y1
Tento experiment se věnuje odezvě y1, která představuje deformaci drátku během procesu.
Hodnoty odezvy pro jednotlivá pozorování lze vidět v tabulce 5.1 ve sloupci Posun a je-
jich grafické znázornění na obrázku 5.3. Z něj je možné určit například nejmenší a největší
velikost deformace drátků.
Obrázek 5.3: Graf individuálních hodnot odezvy y1 v závislosti na faktorech A, C a D
Dále následují dva obrázky, na kterých je zobrazen graf hlavních efektů, obrázek 5.4
a graf interakcí, obrázek 5.5.
Z grafu hlavních efektů 5.4 lze vidět, že významnými faktory budou s velkou pravděpodob-
ností faktory A, C a D. Dále faktory E a F by mohly být významné a faktor B nejspíše
významný nebude. U všech faktorů jsou efekty kladné vyjma faktoru B, který má efekt
záporný.
Z grafu interakcí 5.5 lze usuzovat významnost interakcí AB, AF , BC, BF , CE, CF , DE
a DF , které jsou znázorněny různoběžnými úsečkami. Ostatní interakce jsou znázorněny
téměř rovnoběžnými úsečkami, tedy lze předpokládat jejich nevýznamnost.
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Z grafů 5.4, 5.5 ovšem není možné určit, zda jde o skutečnou statistickou významnost.
Tento závěr poskytne až podrobnější regresní analýza.
Obrázek 5.4: Graf hlavních efektů odezvy y1
Obrázek 5.5: Graf efektů interakcí pro odezvu y1
Analýza naměřených dat
Analýza dat je provedena opět pomocí statistického softwaru MINITAB 16. Při analýze
se sledují p-hodnoty jednotlivých faktorů a jejich vzájemných i kvadratických interakcí.
Výsledky této analýzy jsou uvedeny v textovém výstupu, který lze rozdělit na dvě části.
Nejdříve je zobrazena tabulka B.1.a s odhadnutými regresními koeficienty pro zkoumanou
odezvu, na jejímž konci je ještě zobrazena informace o standardizované chybě a koefici-
entu determinace modelu.
Ve druhé části textového výstupu je zobrazena tabulka analýzy rozptylu B.1.b, která udává
navíc informace o vlivu lineárních, kvadratických a interakčních členů jako celku. Postupně
se odstraňují statisticky nevýznamné členy, tedy ty s p-hodnotou menší než zvolená hla-
dina významnosti α, dokud nezůstanou pouze členy statisticky významné.3 Konečné vý-
sledky analýzy jsou uvedeny na obrázcích 5.6 a 5.7.
3 Postupné odstraňování statisticky nevýznamných členů je uvedené v Příloze B.
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Obrázek 5.6: Tabulka odhadu regresních koeficientů pro odezvu y1
Obrázek 5.7: Tabulka analýzy rozptylu pro odezvu y1
Interpretace a grafické znázornění výsledků
Po postupném vyloučení statisticky nevýznamných faktorů a jejich interakcí je možné
z obrázku 5.6 vidět, že na odezvu mají statisticky významný vliv pouze faktory A, C a D.
Faktory E a F jsou zahrnuty pouze kvůli významnosti interakcí CF a DE. Dále je vý-
znamná kvadratická interakce AA, která realizuje zakřivení odezvové plochy. Tedy po-
dezření na významnost některých faktorů a interakcí dle obrázků 5.4 a 5.5 byla vyvrácena.
Odpovídající regresní model pro tento experiment je tvaru:
y1 = 179, 435 + 9, 412A+ 8, 706C + 10, 081D + 4, 081E + 6, 006F +
15, 627AA+ 12, 872CF + 16, 706DE (5.2)
Číslo R − Sq = r2 · 100%, kde r2 je koeficient determinace popsaný v 2.7.3, vyja-
dřuje procentuální podíl z rozptylu naměřených hodnot vysvětlený vypočítanou regresní
funkcí. [KB02] Matematický model (5.2) vysvětluje variabilitu z 52, 1%, což je vzhledem
k počtu faktorů dostatečně přesné. Adekvátnost modelu je ověřena pomocí p-hodnoty
v řádku Lack of Fit. Analýza reziduí je na obrázku B.3 v Příloze B.
Dále je možné pomocí grafických metod znázornit odezvovou plochu. Existují dvě možná
zobrazení odezvové plochy a to pomocí
• surface plotu - 3D znázornění odezvové plochy
• contour plotu - 2D vrstevnicový diagram
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Z 3D grafů lze bezpečně odhalit případné zakřivení v odezvové ploše a pomocí vrstev-
nicových diagramů lze ukázat, jak tyto odezvové plochy vypadají při různých úrovních
faktorů. Vrstevnicové diagramy jsou také vhodné při hledání pracovního bodu.
Vybrané odezvové plochy pro odezvu y1 jsou znázorněny níže, další lze dohledat v pří-
loze B.4
Pro grafické znázornění byla vybrána odezvová plocha v závislosti na faktorech A a C,
při měnícím se nastavení faktoru D. Ostatní faktory jsou konstantní na střední úrovni.
Z grafu 5.8 je názorně vidět, že odezvová plocha má nějaké zakřivení avšak při změně
úrovně D nedojde ke změně ve tvaru plochy. Zobrazení plochy při různých nastavení fak-
torů lze vidět z vrstevnicových grafů 5.9, které potvrzují, že plocha při změně úrovně
faktoru D nemění svůj tvar, ale mění se významně hodnoty odezvy y1.
(a) (b)
Obrázek 5.8: Surface plot odezvy y1 v závislosti na A,C při změně D
(a) (b)
Obrázek 5.9: Contour plot odezvy y1 v závislosti na A,C při změně D
Vrstevnicový graf z obrázku 5.9(a) ukazuje, že požadovaných hodnot odezvy y1 se do-
sáhne snáze při nastavení faktoruD na horní úroveň, neboť zelená barva znázorňující poža-
dovanou odezvu pro různá nastavení faktorů A a C, pokrývá větší plochu než na 5.9(b).
4 Vzhledem k většímu množství faktorů nejsou v diplomové práci všechny možné tvary odezvových
ploch pro všechna možná nastavení faktorů, ale pouze některé vybrané.
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Dále byla vybrána odezvová plocha v závislosti na faktorech A a E, při měnícím se nasta-
vení faktoru D. Ostatní faktory jsou konstantní na střední úrovni. Z grafu 5.10 je názorně
vidět, že odezvová plocha má nějaké zakřivení a při změně úrovně D dokonce dojde
ke změně ve tvaru plochy. Tato změna je zapříčiněna provázaností faktorů D a E přes je-
jich interakci DE. Zobrazení plochy pro různé nastavení faktorů je vidět na obrázku 5.11,
který ukazuje i výše zmíněnou změnu tvaru odezvové plochy, stejně jako měnící se hod-
noty odezvy y1 při změně faktoru D.
(a) (b)
Obrázek 5.10: Surface plot odezvy y1 v závislosti na A,E při změně D
(a) (b)
Obrázek 5.11: Contour plot odezvy y1 v závislosti na A,E při změně D
Vrstevnicový graf na obrázku 5.11 opět ukazuje rozmezí nastavení faktorů A a E,
ve kterém by se měly pohybovat, aby bylo dosaženo požadovaných hodnot odezvy y1.
Postupy pro zpracování a vyhodnocení dat zbývajících odezev y2,y3 a y4 jsou uvedeny
již ve stručnější verzi, neboť jsou analogické k výše prováděným pro odezvu y1.
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5.3.2. Experiment pro odezvu y2
Tento experiment se věnuje odezvě y2, která představuje výšku zdeformovaných drátku
na konci procesu svařování. Hodnoty odezvy pro jednotlivá pozorování lze vidět v ta-
bulce 5.1 ve sloupci Výška a jejich grafické znázornění na obrázku 5.12.
Obrázek 5.12: Graf individuálních hodnot odezvy y2 v závislosti na faktorech A a E
Z grafu hlavních efektů 5.13 lze vidět, že významnými faktory budou s velkou prav-
děpodobností faktory A, C a E. Dále faktory B, D a F budou nejspíše nevýznamné.
Faktory A, B, C a E mají záporné efekty, faktory D a F mají efekty kladné.
Z grafu interakcí 5.14 lze usuzovat významnost interakcí AC, AF , BC, BE, BF , CE
a DF , které jsou znázorněny různoběžnými úsečkami. Ostatní interakce jsou znázor-
něny téměř rovnoběžnými úsečkami, tedy lze předpokládat jejich nevýznamnost. Tyto do-
mněnky se opět ověří pomocí regresní analýzy.
Obrázek 5.13: Graf hlavních efektů odezvy y2
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Obrázek 5.14: Graf efektů interakcí pro odezvu y2
Analýza naměřených dat
Konečné výsledky analýzy jsou uvedeny na obrázcích 5.15 a 5.16.5 Tabulka analýzy roz-
ptylu nyní navíc obsahuje informaci o outlierech, tj. bodech měření, které mají velkou
standardizovanou chybu.
Obrázek 5.15: Tabulka odhadu regresních koeficientů pro odezvu y2
Interpretace a grafické znázornění výsledků
Po postupném vyloučení statisticky nevýznamných faktorů a jejich interakcí je možné
z obrázku 5.15 vidět, že na odezvu mají statisticky významný vliv pouze faktory A a E.
Faktory B a C jsou v modelu zahrnuty opět pouze kvůli významnosti interakcí AC a BE.
Další významnou interakcí je kvadratická interakce CC.
Odpovídající regresní model pro tento experiment je tvaru:
100y2 = 81, 39 + 3, 275A+ 0, 1375B − 0, 8687C − 2, 5E + 2, 4662CC −
2, 85AC + 1, 8562BE (5.3)
Matematický model (5.3) vysvětluje variabilitu z 56, 54%. Adekvátnost modelu byla ověřena.
Analýza reziduí je na obrázku C.3 v Příloze C.
5 Postupné odstraňování statisticky nevýznamných členů je uvedené v Příloze C.
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Obrázek 5.16: Tabulka analýzy rozptylu pro odezvu y2
Dále jsou níže zobrazeny vybrané odezvové plochy pro odezvu y2, další v Příloze C.
Pro grafické znázornění byla vybrána odezvová plocha v závislosti na faktorech B a C,
při měnícím se nastavení faktoru A. Ostatní faktory jsou konstantní na střední úrovni.
Z grafu 5.17 je názorně vidět, že odezvová plocha je zakřivená. Zobrazení plochy při růz-
ných nastavení faktorů lze vidět z vrstevnicových grafů 5.18.
(a) (b)
Obrázek 5.17: Surface plot odezvy y2 v závislosti na B,C při změně A
Vrstevnicové grafy na obrázku 5.18 ukazují, že požadovaných hodnot odezvy y2 nelze
dosáhnout při nastavení faktoru A na dolní úroveň, neboť zelená a světle modrá barva
znázorňující tyto hodnoty se na obrázku 5.18(b) vůbec nevyskytuje.
Dále byla vybrána odezvová plocha v závislosti na faktorech C a E, opět při měnícím
se nastavení faktoru A. Ostatní faktory jsou na střední úrovni. Z grafu 5.19 je taktéž pa-
trná křivost odezvové plochy, jako i měnící se tvar při změně úrovně A. Tato změna tvaru
je zapříčiněna interakcí AC. Odpovídající vrstevnicové grafy jsou vidět na obrázku 5.20.
Vrstevnicový graf na obrázku 5.20 opět ukazuje rozmezí nastavení faktorů C a E, ve kte-
rém by se měly pohybovat, aby bylo dosaženo požadovaných hodnot odezvy y2.
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(a) (b)
Obrázek 5.18: Contour plot odezvy y2 v závislosti na B,C při změně A
(a) (b)
Obrázek 5.19: Surface plot odezvy y2 v závislosti na C,E při změně A
(a) (b)
Obrázek 5.20: Contour plot odezvy y2 v závislosti na C,E při změně A
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5.3.3. Experiment pro odezvu y3
Tento experiment se věnuje odezvě y3, která představuje šířku svaru. Hodnoty odezvy
pro jednotlivá pozorování lze vidět v tabulce 5.1 ve sloupci Šířka a jejich grafické znázor-
nění na obrázku 5.21.
Obrázek 5.21: Graf individuálních hodnot odezvy y3 v závislosti na faktorech A, C a E
Z grafu hlavních efektů 5.22 lze usuzovat, že všechny faktory budou významné. Fak-
tory B a E mají záporné efekty, faktory A, C, D a F mají efekty kladné.
Z grafu interakcí 5.23 lze předpokládat jistou významnost u všech interakcí, kromě DE
a AC. Předpoklad na takovéto množství významných faktorů je velice nepravděpodobný,
což potvrdí i následná regresní analýza.
Obrázek 5.22: Graf hlavních efektů odezvy y3
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Obrázek 5.23: Graf efektů interakcí pro odezvu y3
Analýza naměřených dat
Konečné výsledky analýzy jsou uvedeny na obrázcích 5.24(a) a 5.24(b), ze kterých je vi-
dět, že všechny faktory i interakce jsou statisticky nevýznamné. Tedy na odezvu y3 nemá
statisticky významný vliv žádný z faktorů zahrnutých do experimentu. To potvrzuje i ko-
lonka Lack-of-Fit v 5.24(b), jejíž p-hodnota je menší než hladina významnosti, tedy model
je neadekvátní. To znamená, že na odezvu má statisticky významný vliv další faktor, který
nebyl do experimentu zahrnut.
(a) (b)
Obrázek 5.24: Tabulky odhadu regresních koeficientů a analýzy rozptylu pro odezvu y3
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5.3.4. Experiment pro odezvu y4
Tento experiment se věnuje odezvě y4, která představuje kvalitu povrchu drátků. Hodnoty
odezvy pro jednotlivá pozorování lze vidět v tabulce 5.1 ve sloupci Kvalita a jejich grafické
znázornění na obrázku 5.25.
Obrázek 5.25: Graf individuálních hodnot odezvy y4 v závislosti na faktorech A, D a E
S využitím grafu hlavních efektů 5.26 se lze domnívat, že významnými faktory budou
faktory E a F a faktory C a D budou nejspíše také významné. Faktory A a B budou
s největší pravděpodobností statisticky nevýznamné. Faktory A a B mají efekt téměř nu-
lový, ostatní faktory mají kladné efekty.
Podle grafu interakcí 5.27 je možné podezírat z významnosti několik interakcí, zejména
však interakci DE. Vše potvrdí až regresní analýza.
Obrázek 5.26: Graf hlavních efektů odezvy y4
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Obrázek 5.27: Graf efektů interakcí pro odezvu y4
Analýza naměřených dat
Konečné výsledky analýzy jsou uvedeny na obrázcích 5.28 a 5.29.6
Obrázek 5.28: Tabulka odhadu regresních koeficientů pro odezvu y4
Obrázek 5.29: Tabulka analýzy rozptylu pro odezvu y4
6 Postupné odstraňování statisticky nevýznamných členů je uvedené v Příloze D.
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Interpretace a grafické znázornění výsledků
Po postupném vyloučení statisticky nevýznamných faktorů a jejich interakcí je možné
z obrázku 5.28 vidět, že na odezvu má statisticky významný vliv pouze faktor E. Fak-
tory A a D jsou v modelu zahrnuty opět pouze kvůli významnosti interakcí AA a DE.
Další významnou interakcí je kvadratická interakce EE.
Odpovídající regresní model pro tento experiment je tvaru: 7
100y4 = 93, 06 + 4, 17D + 20, 83E + 31, 77AA+ 25, 52EE + 37, 5DE (5.4)
Model (5.4) vysvětluje variabilitu z 32, 85% a dle p-hodnoty Lack of Fit je adekvátní.
Z obrázku D.3 v Příloze D ovšem plyne, že je porušen předpoklad normality dat. Tedy
je porušena linearita a homoskedasticita dat. Testy pro jednotlivé faktory a interakce
tedy nejsou statisticky korektní. Záleží na technikovi, zda získané informace dále využije.
Po domluvě s technikem byl zvolen přístup ”lepší něco než nic”a s informacemi se dále
pracovalo i přes porušení normality. 8
Dále jsou níže zobrazeny vybrané odezvové plochy pro odezvu y4 a další v Příloze D.
Pro grafické znázornění byla vybrána odezvová plocha v závislosti na faktorech A a E,
při měnícím se nastavení faktoru D. Ostatní faktory jsou konstantní na střední úrovni.
Z grafu 5.30 je názorně vidět, že odezvová plocha je zakřivená. Zobrazení plochy při růz-
ných nastavení faktorů lze vidět z vrstevnicových grafů 5.31.
(a) (b)
Obrázek 5.30: Surface plot odezvy y4 v závislosti na A,E při změně D
Vrstevnicové grafy na obrázku 5.31 ukazují, že požadovaných hodnot odezvy y4 lze snáze
dosáhnout při nastavení faktoru D na dolní úroveň, neboť oranžová barva znázorňující
tyto hodnoty pokrývá na obrázku 5.31(b) větší plochu.
Dále byla vybrána odezvová plocha v závislosti na faktorech A a D, při měnícím se na-
stavení faktoru E. Ostatní faktory jsou opět konstantní na střední úrovni. Z grafu 5.32
je taktéž patrná křivost odezvové plochy, jako i měnící se tvar při změně úrovně E. Tato
změna je zapříčiněna interakcí DE. Odpovídající grafy jsou vidět na obrázku 5.33.
7 V modelu není zahrnut koeficient faktoru A, který vyšel −3, 64340E − 17, tedy téměř čistá nula.
8 Metoda nejmenších čtverců, pomocí které byla data zpracovávána, je numerická metoda, která ovšem
nevyžaduje normalitu dat.
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(a) (b)
Obrázek 5.31: Contour plot odezvy y4 v závislosti na A,E při změně D
(a) (b)
Obrázek 5.32: Surface plot odezvy y4 v závislosti na A,D při změně E
(a) (b)
Obrázek 5.33: Contour plot odezvy y4 v závislosti na A,D při změně E
Vrstevnicový graf na obrázku 5.33 opět ukazuje rozmezí nastavení faktorů A a D,
ve kterém by se měly pohybovat, aby bylo dosaženo požadovaných hodnot odezvy y4.
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5.3.5. Vyhodnocení experimentu pro všechny odezvy
Po úspěšné analýze experimentů pro jednotlivé odezvy nastává chvíle pro celkovou ana-
lýzu experimentu s ohledem na všechny odezvy současně. 9 K této analýze budou použity
právě výsledky těchto dílčích experimentů. Z těchto výsledků je zřejmé, že faktory B a F
nemají statisticky významný vliv na žádnou z odezev yi pro i = 1, . . . , 4. Dále je vidět,
že žádný z faktorů nemá statisticky významný vliv na všechny odezvy současně, ale každý
ovlivňuje maximálně dvě z nich.
Další analýza spočívá ve vykreslení množin přípustných řešení pro určité faktory, tj. určení
nastavení faktorů tak, aby odezvy odpovídaly požadovaným hodnotám v (5.1). Nakonec
bude určeno optimální nastavení faktorů pomocí optimalizátoru odezvy.
K vykreslení přípustných nastavení faktorů je využit overlaid contour plot. Do práce jsou
zahrnuty pouze ty nejzajímavější, další lze nalézt v Příloze E.
Přípustná nastavení faktorů
Vzhledem k tomu, že faktory B a F jsou statisticky nevýznamné, jsou proto ve všech
níže následujících grafech, stejně jako v grafech v Příloze E, drženy konstantní na střední
úrovni. Ostatní faktory jsou měněny z horní na dolní úroveň. Množina přípustných na-
stavení faktorů je ve všech grafech znázorněna bílou barvou, šedou barvou jsou naopak
znázorněna nepřípustná nastavení.
• Nejdříve je vykreslen více-vrstevnicový graf v závislosti na faktorech A a C při mě-
nícím se faktoru D z horní úrovně přes střední na dolní úroveň, obrázek 5.34.
Z těchto několika grafů je vidět, že měnící se faktor D ovlivňuje modré a červené
křivky znázorňující mezní hodnoty odezev y4 a y1. Naopak zelená křivka znázorňující
mezní hodnotu odezvy y2 je v každém grafu totožná. To přesně odpovídá výše zís-
kaným výsledkům významnosti faktorů a interakcí z regresní analýzy. Také je vidět,
že množina přípustných nastavení faktorů se zvětšuje při vzrůstajících hodnotách
faktoru D.
• Dále je vykreslen graf v závislosti na faktorech A a E při měnícím se faktoru D
z horní úrovně přes střední na dolní úroveň, obrázek 5.35. Z grafů je vidět, že měnící
se faktor D opět ovlivňuje pouze modré a červené křivky a zelená křivka je zase v ka-
ždém grafu totožná. Jiný výsledek by ukazoval na skrytou chybu. Obrázek 5.35(a)
ukazuje, že množina přípustných nastavení pro tuto kombinaci nastavení s D = 1
téměř neexistuje oproti dalším dvěma grafům, kde je dostatečně velká.
• Nakonec je vykreslen graf v závislosti na faktorech D a E při měnícím se faktoru C,
obrázek 5.36. Z těchto grafů je vidět, že měnící se faktor C ovlivňuje opět červené
křivky, ale oproti předchozím grafům ovlivňuje zelené křivky namísto modrých, které
jsou ve všech grafech neměnné. Křivky opět znázorňují mezní hodnoty odezev. Tento
závěr taktéž odpovídá získaným výsledkům významnosti faktorů a interakcí z re-
gresní analýzy. Obrázek 5.36(b) ukazuje, že neexistuje žádné přípustné nastavení
pro tuto kombinaci nastavení s C = −1. Pro nastavení C = 1 ∨ C = 0 již množina
přípustných nastavení existuje.
9 Vyjma odezvy y3, která ničím není statisticky významně ovlivňována.
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(a) Vrstevnicový graf A,C pro D = 1 (b) Vrstevnicový graf A,C pro D = −1
(c) Vrstevnicový graf A,C pro D = 0
Obrázek 5.34
(a) Vrstevnicový graf A,E pro D = 1 (b) Vrstevnicový graf A,E pro D = −1
(c) Vrstevnicový graf A,E pro D = 0
Obrázek 5.35
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(a) Vrstevnicový graf D,E pro C = 1 (b) Vrstevnicový graf D,E pro C = −1
(c) Vrstevnicový graf D,E pro C = 0
Obrázek 5.36
Optimální nastavení faktorů
Optimální nastavení faktorů lze získat pomocí nástroje Optimalizátoru odezvy,10 který
je implementován v MINITABu. Ten určí kombinaci nastavení všech faktorů tak, že spo-
lečně budou optimalizovat všechny odezvy v rámci daných mezí v (5.1).
Optimalizaci lze provést pro následující požadavky:
1. minimalizace odezvy
2. maximalizace odezvy
3. přiblížení se konkrétní cílové hodnotě odezvy
Optimalizátor odezvy nepracuje se všemi původními daty, ale využívá hotové modely
pro jednotlivé odezvy, ve kterých jsou již odstraněné statisticky nevýznamné faktory. [Mb00]
Pro výše popisovaný proces svařování se využije třetí možnost optimalizace a to při-
blížení se cílovým hodnotám odezev. Optimalizátor umožňuje zadat jak přesné cílové
hodnoty odezev, tak tolerance ve kterých se mají hodnoty pohybovat. Navíc umožňuje
nastavit váhy pro jednotlivé intervaly a důležitost odezev, viz obrázek 5.37. Vzhledem
10 Nástroj optimalizátor odezvy je brán jako tzv. black box, tedy se autor práce podrobněji nezajímal
o principy na základě kterých funguje.
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k tomu, je třeba zadané intervaly přípustných hodnot odezev nejdříve analyzovat a roz-
hodnout jakou váhu a důležitost jim přiřadit.
Firma nezadala požadavek na upřednostnění nějaké odezvy, tedy všechny odezvy jsou
vyhodnocovány se stejnou důležitostí a to 1. Váhy jednotlivých odezev jsou voleny podle
následující úvahy s využitím informací, které dává prostřední graf z obrázku 5.37.
Obrázek 5.37
Pro odezvy y1, y2 jsou voleny váhy se shodnou hodnotou 1/10, neboť stačí aby hodnoty
odezev ležely v zadaném intervalu. U odezvy y4, která je diskrétní, je žádoucí, aby se její
hodnoty držely co možná nejblíže cílové hodnoty 1. Proto je pro tuto odezvu zvolena
váha o hodnotě 10. Pro porovnání jsou do práce zahrnuty i grafy, kde se váhy neuvažují
a pro všechny odezvy jsou drženy na hodnotě 1.
Na obrázku 5.38 jsou vykreslena optimální nastavení při uvažování jednotlivých vah.
Tyto grafy v prvním řádku ukazují celkovou vhodnost nastavení D a v dalších třech řád-
cích pak pro jednotlivé odezvy požadovanou cílovou hodnotu, modrou barvou dosaženou
cílovou hodnotu a vhodnost modelu d pro danou odezvu. Sloupce pak znázorňují jednot-
livé faktory, kdy červená úsečka představuje optimální hodnotu nastavení faktoru.
Graf 5.38(a) ukazuje nastavení s vhodností D = 99, 979%, ale je třeba si uvědomit, že za-
tímco faktory A,B,C,D jsou spojité,11 tak faktory E a F jsou diskrétní. Tedy mohou
nabývat pouze hodnot 1; 0;−1. Je tedy třeba zkontrolovat nastavení těchto faktorů.
U faktoru E je hodnota −1, tedy zde není žádný problém a hodnotu nastavení není
třeba nijak modifikovat. U faktoru F je ovšem hodnota nevyhovující a je jí tedy třeba
upravit. Nejbližší možná diskrétní hodnota je hodnota −1. Výsledek je zobrazen na ob-
rázku 5.38(b). Vhodnost nastavení se tím nepatrně snížila na D = 99, 877%.
V případě kdy se neuvažovaly váhy, obrázek 5.39, vyšlo jiné optimální nastavení faktorů
11 Spojitost faktorů A−D je relativní a závisí na úhlu pohledu. Spojitost je vždy limitována např. přes-
ností a technickou proveditelností daného nastavení.
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s vhodností D = 99, 875%. Po korekci nastavení faktorů E a F , obrázek 5.39(b), na nej-
bližší vyhovující diskrétní hodnoty se vhodnost nastavení snížila na D = 92, 484%.
Je tedy vidět, že nastavení faktorů při uvažování vah má vyšší hodnotu vhodnosti D,
než nastavení při jehož určování se váhy neuvažují a lze tedy nastavení s váhami prohlásit
za optimální a zároveň za nejvhodnější.
(a) Nastavení nevyhovující některým faktorům (b) Reálná optimální nastavení faktorů
Obrázek 5.38
(a) Nastavení nevyhovující některým faktorům (b) Reálná optimální nastavení faktorů
Obrázek 5.39
Nicméně je zřejmé, že optimální nastavení nemusí být vzhledem k požadavkům na ode-
zvy jediné.12 Jelikož faktory B, C a F neovlivňují odezvu y4, lze tím pádem za jejich op-
timální nastavení považovat všechna jejich přípustná nastavení. U ostatních faktorů jsou
optimální nastavení daná dle 5.38(b). Tento závěr je dobře vidět na obrázcích 5.34, E.2.a
nebo E.2.b, kde modré úsečky znázorňující hodnotu odezvy y4 jsou rovnoběžné s osami
znázorňující hodnoty faktorů C, B nebo F .
Množinu hodnot přípustných nastavení pro tyto faktory lze určit pomocí rovnic (5.2)
a (5.3). Po dosazení známých optimálních nastavení ostatních faktorů a mezí, se z rovnic
12 Optimálním nastavením se v tomto případě rozumí takové nastavení faktorů, které zaručí dosažení
hodnoty 1 pro odezvu y4 a udržení hodnot odezev y1, y2 v zadaných mezích.
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5.3. VLASTNÍ REALIZACE EXPERIMENTU
stanou nerovnice a zjednoduší se na:
24, 662C2 − 37, 187C − 19, 937B − 18, 85 ≥ 0 (5.5)
(8, 706 + 12, 872F )C + (6, 006F + 5, 565) ≥ 0 (5.6)
S využitím faktu, že faktor F je diskrétní, tedy může nabývat pouze hodnot 1; 0;−1,
lze z nerovnice (5.6) vyjádřit podmínku pro faktor C, která v kombinace s nerovnicí (5.5)
dává plochu přípustných nastavení. Tyto plochy jsou vykresleny na obrázku 5.40.
(a) Vrstevnicový graf B,C pro F = −1 (b) Vrstevnicový graf B,C pro F = 1
(c) Vrstevnicový graf B,C pro F = 0
Obrázek 5.40
Optimální nastavení splňující všechny výše popsané požadavky je tedy následující:
Faktor A čili svařovací proud, na horní úrovni, tj. 2200A
Faktor D čili sílu zatížení, na úrovni 0, 8854 , tj. 505, 73N
Faktor E čili přesah drátků, na dolní úrovni, tj. malý
Nastavení pro faktory B a C udávají rovnice (5.5),(5.6) v závislosti na volbě nastavení fak-
toru F , který bude s největší pravděpodobností zvolen na úrovni −1 vzhledem k největší
přípustné množině nastavení faktorů B a C pro tuto volbu.
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6. ZÁVĚR
6. Závěr
Cílem práce bylo popsat a seznámit se,1 se základními matematickými nástroji používa-
nými v plánovaném experimentu (Kapitoly 2,3), stejně jako s jeho základními typy (Kapi-
tola 4). Tyto vybrané typy ilustrovat na konkrétních příkladech a nabyté znalosti využít
při realizaci a analýze reálné úlohy (Kapitola 5).
Tato úloha spočívala ve vyhodnocení statistické významnosti šesti faktorů na čtyři ode-
zvy v procesu svařování a v následném určení nastavení jednotlivých faktorů vzhledem
k zadaným tolerancím na odezvy (5.1). Experiment byl řešen pomocí Box-Behnkenova ná-
vrhu z důvodu nižšího počtu nutných měření a očekávanému zakřivení v odezvové ploše.
Celý experiment byl zpracováván ve statistickém prostředí MINITAB 16.
Byly provedeny čtyři experimenty - pro každou odezvu jeden, ve kterých byly ověřeny sta-
tistické významnosti jednotlivých faktorů a jejich interakcí, tedy spočítány jejich efekty
na odezvy. Díky tomu mohly být sestrojeny odpovídající regresní modely.2
Pomocí experimentů bylo zjištěno:
• Na odezvu y1 mají statisticky významný vliv faktoryA,C,D a interakceAA,CF,DE.
• Na odezvu y2 mají statisticky významný vliv faktory A,E a interakce CC,AC,BE.
• Na odezvu y3 nemá statisticky významný vliv ani jeden z faktorů, které byly do ex-
perimentu zahrnuty.
• Na odezvu y4 má statisticky významný vliv pouze faktor E a interakce AA,EE,DE.
Výsledky těchto dílčích experimentů byly následně dány dohromady a vyhodnocovány
jako jeden celek.
Tyto výsledky byly graficky znázorněny pomocí vrstevnicových grafů pro více odezev
pro různá nastavení faktorů a byly tak získány množiny přípustných řešení. Následně
bylo pomocí nástroje optimalizátoru odezvy zjišťováno optimální nastavení faktorů.
Vzhledem k diskrétní povaze odezvy y4 a spojitosti odezev y1, y2 byly voleny váhy s hod-
notou 10 pro odezvu y4 a s hodnotou 1/10 pro odezvy y1 a y2 vůči požadavku dosažení
určité cílové hodnoty odezvy.
Byla získána následující optimální nastavení:
Faktor A = 1 Faktor B = −0, 0909 Faktor C = 0, 9596
Faktor D = 0, 8854 Faktor E = −1 Faktor F = −1
1 Nebo případné čtenáře.
2 Data pro odezvu y4 ovšem porušují předpoklad normality reziduí, tedy je porušena linearita a homos-
kedasticita dat. Testy pro jednotlivé faktory a interakce nejsou statisticky korektní a záleží na technikovi,
zda získané informace dále využije. Po domluvě s technikem se s získanými informacemi dále praco-
valo i přes porušení normality, neboť metoda nejmenších čtverců, pomocí které byla data zpracovávána,
je numerická metoda, která striktně nevyžaduje normalitu dat.
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Díky tomu, že faktory B,C a F nemají statisticky významný vliv na odezvu y4, bylo
možné rozšířit množinu optimálních nastavení o další nastavení. Výsledná množina opti-
málních nastavení je následující:
Faktor A čili svařovací proud, na horní úrovni, tj. 2200A
Faktor D čili síla zatížení, na úrovni 0, 8854 , tj. 505, 73N
Faktor E čili přesah drátků, na dolní úrovni, tj. malý
Nastavení pro faktory B - náběhový čas a C - svařovací čas udávají rovnice (5.5),(5.6)
v závislosti na volbě nastavení faktoru F = {−1; 0; 1} - opotřebení elektrody.
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Seznam příloh
Příloha A Grafy k příkladu 4.6
Příloha B Grafy k realizaci experimentu pro odezvu y1
Příloha C Grafy k realizaci experimentu pro odezvu y2
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Příloha A
Obrázek A.1: Grafické znázornění hlavních efektů 1
Obrázek A.2: Grafické znázornění interakcí
1 Graf hlavních efektů zobrazuje střední hodnotu odezvy na všech úrovních daného parametru.
Využívá se především k porovnání efektů jednotlivých faktorů na odezvu plánovaného experimentu.
Na základě znaménka lze rozpoznat směr hlavního efektu, tj. zda se průměrná hodnota odezvy zvyšuje
nebo snižuje.[Mb00]
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(a) Tabulka odhadu všech regresních
koeficientů a efektů
(b) Úplná tabulka analýzy rozptylu
Obrázek A.3
Obrázek A.4: Paretův graf pro všechyn efekty
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Obrázek A.5: Normální pravděpodobnostní graf efektů 2
Obrázek A.6: Normální pravděpodobnostní graf reziduí 3
2 Normální pravděpodobnostní graf efektů zobrazuje efekty faktorů a interakcí. Efekty nevýznamných
faktorů a interakcí mají tendenci ležet zhruba na přímce. Efekty mající podobu bodů mimo tuto přímku
jsou posouzeny jako statisticky významné.[Mb00]
3 Normální pravděpodobnostní graf reziduí se používá za účelem ověření normality dat. Je vhodný
i pro hodnocení normality dat z malého počtu pozorování. V případě, kdy reziduální chyby mají zhruba
přímkovou závislost jsou data normální. Naproti tomu, pokud residua nemají lineární závislost, tak data
nejsou normální.[Mb00]
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Obrázek A.7: Graf rozložení reziduí 4
Obrázek A.8: Vrstevnicový graf a graf odezvové plochy pro dolní úrovně faktorů
4 Tento graf ověřuje předpoklad, že residua mají konstantní rozptyl. Graf rozložení reziduí by měl
tedy ukazovat náhodné rozložení reziduí kolem nuly. V grafu by neměl být patrný žádný vzor. Pokud
se v grafu objeví série rostoucích nebo klesajících bodů či převaha positivních nebo negativních residuí,
ukazuje to na jejich možnou nenáhodnost.[Mb00]
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Příloha B
(a) (b)
Obrázek B.1: Tabulky odhadu regresních koeficientů a analýzy rozptylu pro odezvu y1 5
(a) (b)
Obrázek B.2: Tabulky odhadu regresních koeficientů a analýzy rozptylu pro odezvu y1
5 Červenou barvou jsou zvýrazněny termy, které byly postupně odebírány z modelu.
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(a) (b)
Obrázek B.3: Ověření adekvátnosti modelu (5.2) pomocí residuí
(a) (b)
(c) (d)
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(e) (f)
(g) (h)
Obrázek B.4: Další vybrané vrstevnicové grafy a odezvové plochy
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Příloha C
(a) (b)
Obrázek C.1: Tabulky odhadu regresních koeficientů a analýzy rozptylu pro odezvu y2
(a) (b)
Obrázek C.2: Tabulky odhadu regresních koeficientů a analýzy rozptylu pro odezvu y2
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(a) (b)
Obrázek C.3: Ověření adekvátnosti modelu (5.3) pomocí residuí
(a) (b)
(c) (d)
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(e) (f)
(g) (h)
Obrázek C.4: Další vybrané vrstevnicové grafy a odezvové plochy
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Příloha D
(a) (b)
Obrázek D.1: Tabulky odhadu regresních koeficientů a analýzy rozptylu pro odezvu y4
(a) (b)
Obrázek D.2: Tabulky odhadu regresních koeficientů a analýzy rozptylu pro odezvu y4
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(a) (b)
Obrázek D.3: Ověření adekvátnosti modelu (5.4) pomocí residuí
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Příloha E
(a) Vrstevnicový graf A,C pro E = −1 (b) Vrstevnicový graf A,C pro D,E = −1
(c) Vrstevnicový graf A,D (d) Vrstevnicový graf A,D pro E = −1
(e) Vrstevnicový graf C,E (f) Vrstevnicový graf C,E pro D = 1
Obrázek E.1: Další vrstevnicové grafy
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(a) (b)
(c) (d)
(e) (f)
(g)
Obrázek E.2: Některé další vrstevnicové grafy pro optimální nastavení faktorů
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