In this work we generalize the celebrated Rees's theorem for arbitrary ideals in a local ring by using the Achilles-Manaresi multiplicity sequence as a generalization of the Hilbert-Samuel multiplicity.
Introduction
The integral closure of an ideal is an algebraic object which has had many applications in several aspects of algebraic geometry and commutative algebra. Apart for being studied for its own interest in the multiplicative theory of ideals, it has been extremely important in solving problems of singularity theory. In fact, B. Teissier [T] used the multiplicity and the integral closure of the product of two m−primary ideals in a local ring (A, m) in order to study the Whitney equisingularity of a 1-parameter family of isolated hypersurface singularities. Let (A, m) be a local noetherian ring and let I ⊆ J be two ideals in A. Recall that I is a reduction of J if IJ n = J n+1 for sufficiently large n. The notions of reduction and integral closure are related as follows: I is a reduction of J if and only if they have the same integral closure. If I ⊆ J are m-primary and I is a reduction of J then it is well known and easy to prove that the Hilbert-Samuel multiplicities e(J, A) and e(I, A) are equal. D. Rees proved his famous result, which nowadays has his name, that the converse also holds: Theorem 1.1. (Rees's Theorem, [R] ) Let (A, m) be a quasi-unmixed local ring and let I ⊆ J be m-primary ideals of A. Then, the following conditions are equivalent:
(i) I is a reduction of J;
(ii) e(J, A) = e(I, A). Now assume that I ⊆ J are arbitrary ideals with the same radicals √ J = √ I. If I is a reduction of J then we have always e(J p , A p ) = e(I p , A p ) for all minimal primes of J. However, the converse is not true, in general. Under additional assumption E. Böger [B] was able to prove a converse as follows: let I ⊆ J ⊆ √ I be ideals in a quasi-unmixed local ring A such that s(I) = ht(I), where s(I) denotes the analytic spread of I. Then I is a reduction of J if and only if e(J p , A p ) = e(I p , A p ) for all minimal primes of J.
There is an interesting generalization of Böger's theorem which is essentially due to Ulrich (see [FOV, 3.6] ): let (A, m) be as above and let I ⊆ J be ideals. Then either ht(IJ n−1 : J n ) ≤ s(I) for all n ≥ 1, or I is a reduction of J. This shows in particular that I is a reduction of J if and only if I p is a reduction of J p for all prime ideals p with s(I p ) = ht(p).
Using the j-multiplicity defined by Achilles and Manaresi [AM1] (a generalization of the classical Hilbert-Samuel multiplicity), Flenner and Manaresi [FM] gave numerical characterization of reduction ideals which generalize Böger's theorem to arbitrary ideals: let I ⊆ J be ideals in a quasi-unmixed local ring A. Then I is a reduction of J if and only if j(
In order to extend Rees's Theorem for arbitrary ideals in a local ring (A, m), not involving a numerical criterium in all localization of A as in Flenner and Manaresi's work, it is necessary to extend the notion of HilbertSamuel multiplicities for this kind of ideals. This has been done, in the analytic case, by T. Gaffney and R. Gassler by means of the Segre numbers [GaG] and, in the algebraic case, by R. Achilles and M. Manaresi in [AM2] . R. Achilles and M. Manaresi introduced, for each ideal I of a d-dimensional local ring (A, m), a sequence of multiplicities c 0 (I, A) , . . . , c d (I, A) which generalize the Hilbert-Samuel multiplicity in the sense that for m-primary ideals I, c 0 (I, A) is the Hilbert-Samuel multiplicity of I and the remaining c k (I, A), k = 1, . . . , d are zero. Furthermore, R. Achilles and S. Rams in [AR] proved that this multiplicity sequence coincides with the sequence consisting of the Segre numbers.
The main result of this paper is as follows: 
In fact, we prove a more general version for modules (but technically simpler for our purpose).
This result allows to control the integral closure of an ideal by the AchillesManaresi multiplicity sequence using a computer. In fact, it is not so hard to calculate the Achilles-Manaresi multiplicity sequence of an arbitrary ideal whereas it is difficult to compute its integral closure. The theorem of H. Flenner and M. Manaresi in [FM] has the disadvantage that one must consider localizations, which is a problem when using a computer algebra system.
The above Theorem was proved by Gaffney and Gassler in the analytic context [GaG] by using the Segre numbers introduced by them in the same work. Their proof heavily relies on the Principle of Specialization of integral dependence, which is analytic in essence (see [GaG, Theorem 4.7] 
The paper is organized as follows. In section 2, we recall the notion of the Achilles-Manaresi multiplicity sequence for arbitrary ideals. In sections 3, we recall the basic notions and properties of integral closure and reduction of arbitrary ideals with respect to a module. In section 4 we recall the notion and properties of intertwining algebras and intertwining modules. In the final section we prove our main results.
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Achilles-Manaresi multiplicity sequence
In this section we recall some well-known facts on Hilbert functions and Hilbert polynomials of bigraded modules, which will be essential for defining the Achilles-Manaresi multiplicity sequence associated to a pair (I, M) as before (see [C] ). Let R = ⊕ ∞ i,j=0 R i,j be a bigraded ring and let T = ⊕ ∞ i,j=0 T i,j be a bigraded R-module. assume that R 0,0 is an Artinian ring and that R is finitely generated as an R 0,0 -algebra by elements of R 1,0 and R 0,1 . The Hilbert function of T is defined to be
For i, j sufficiently large, the function h T (i, j) becomes a polynomial P T (i, j).
If d denotes the dimension of the module T , we can write this polynomial in the form W, Theorem 7, p. 757 and Theorem 11, p. 759] . We also consider the sum transform of h T with respect to the first variable defined by
and the sum transform of h (1,0) T with respect to the second variable,
From this description it is clear that, for i, j sufficiently large, h
(1,0) T and h
(1,1) T become polynomials with rational coefficients of degree at most d − 1 and d, respectively. As usual, we can writte these polynomials in terms of binomial coefficients
we get a
Definition 2.1. For the coefficients of the terms of highest degree in P
(1,1) T we introduce the symbols
which are called the multiplicity sequence of T .
Let A be an arbitrary Noetherian ring, I ⊆ A an ideal and M an Amodule. Consider the Rees ring of I
and the extended Rees ring of I
where we set I n = A for n ≤ 0. Analogously consider the Rees module
and the extended Rees module
Notice that R(I, M) and R e (I, M) are modules over R(I, A) and R e (I, A)
We define next the c D -multiplicity sequence associated to an ideal. Let (A, m) be a local ring, S = ⊕ j∈N S j a standard graded A-algebra, N = ⊕ j∈N N j a finitely generated graded S-module, and
Notice that R 0,0 = A/m is a field.
First we show that this c D -multiplicity sequence behaves well with respect to short exact sequences.
Proof. Let M s := R e (m, N s ) be the extended Rees module associated to N s , s = 0, 1, 2. For any bigraded module T we denote by h T (i, j) the HilbertSamuel function of T and for i, j ≫ 0, we define the polynomial h
which gives an exact sequence of cokernels
Denote the cokernel of the natural injection
the snake-lemma yields an exact sequence
where V and W are the kernel and cokernel of u −1 : L(1, 0) → L respectively, i.e., the sequence
For n ≤ 1 the coefficient modules of
coincide, hence the action of u −1 on L is nilpotent. Therefore the dimension of L is at most that of G ′ , which is bounded by D. Thus all modules occurring in the exact sequence (3) have dimension at most D.
Now (1), (2) and (3) are exact sequences of finitely generated modules of dimension at most D.
From (1) and (2) we have
Because of (3) we have
Hence by (4) and (5) h
is a polynomial of degree at most D − 1, which concludes the proof.
The above general definition of c D -multiplicity for a graded modulo allow us to define next the main multiplicity sequence associated to an ideal: Definition 2.4. Let (A, m) be a local ring, I ⊆ A an ideal of A, M a finitely generated A-module, and N :
the Achilles-Manaresi multiplicity sequence associated to the ideal I with respect to M.
To be more explicit, consider the bigraded ring R := G m (G I (A)) and the bigraded R- 
Thus the Achilles-Manaresi multiplicity sequence generalizes the HilbertSamuel multiplicity for m-primary ideals.
Integral closure and reduction
For completeness, we recall next some properties of reduction of ideals with respect to an A-module M in a noetherian ring A which will be useful in the sequel. An ideal I ⊆ J is said to be a reduction of (J, M) if IJ n M = J n+1 M for at least one positive integer n.
Next we define an equivalent notion of reduction for a pair (J, M).
Definition 3.1. Let M be an A-module and let I be an ideal of A. An element z ∈ A is said to be integral over (I, M) if it satisfies the following relation z n + a 1 z n−1 + . . . + a n ∈ (0 : M)
with n ∈ N and a i ∈ I i for all i = 1, . . . , n. The set of all elements in A which are integral over (I, M) is denoted by (I, M) and it is called integral closure of (I, M). The following result, together with Theorem 4.1, will be the criterium for reduction we use in the proof of the main result of this work (Theorem 5.5). 
Intertwining algebra and module
In this section we recall the notions of interwining algebras and intertwining modules introduced in [SUV] in the context of graded algebras which provide a strong criterium for reductions of algebras. This algebras has been exploited on several occasions by Kirby and Rees [KR] , Kleiman and Thorup [KT] and Katz [K] . Their presentation can be immediately extended to the version for modules we present here.
Let (A, m) be a local Noetherian ring and let A = n∈N A n t n and B = n∈N B n t n be standard graded A-algebras with A ⊆ B, where t is an indeterminate. Let u be a new indeterminate and set
which is called the intertwining algebra of A and B. Given an A-module M we consider the graded B-module
which we call the associated graded B-module of M. Notice that R B (M) has a natural structure of a graded A-module. Consider the bigraded C-module
which is called the intertwining module of A and B with respect to M. We say that A is a reduction of (B,
The following Theorem has been proved by Simis, Ulrich and Vasconcelos [SUV] in the context of graded algebras (see also [V, Theorem 1.153, p. 85] ). Their proof can be immediately extended to the version for modules we present here. I j J n−j u j t n−j , which will be denoted by C(I, J).
Also, the interwining module of A and B with respect to M becomes
This module will be denoted by T J/I (M). The associated graded B-module of M, R B (M), becomes
which coincides with the Rees module R(J, M). Therefore the following statements are equivalent:
(i) I is a reduction of (J, M);
where the first equivalence follows by Proposition 3.3 and the last one by Theorem 4.1. This characterization of reduction will be used in the proof of the main theorem (Theorem 5.5).
Main results
In this section we prove our main results. We prove first that the AchillesManaresi multiplicity sequence, like the classical Hilbert-Samuel multiplicity, is additive with respect to exact sequence of modules. As for the case of the Hilbert-Samuel multiplicity, we prove the associativity formula for the Achilles-Manaresi multiplicity sequence. Finally, using the additivity property, we prove our main result, that is, that the Achilles-Manaresi multiplicity sequence controls the integral closure of arbitrary ideals. 
is for r, n ≫ 0 a polynomial of degree at most D − 1. In particular we have that c
Proof. Let N i := R e (I, M i ) be the extended Rees module associated to
Notice that
We consider the natural diagram
This gives an exact sequence of cokernels
. The snake-lemma yields an exact sequence
We also have the exact sequence
For n ≤ 1 the coefficient modules of u n in R e (m, G I (M 0 )) and in K ′ 0 coincide, hence the action of u −1 on L is nilpotent. Therefore the dimension of L is at most that of G ′′ , which is bounded by D. Thus all modules occurring in the exact sequence (9) have dimension at most D.
For any bigraded algebra E = r,n∈N E r,n consider the Hilbert-Samuel functions h E (r, n) := ℓ(E r,n ) and its Hilbert sums
For r, n ≫ 0, we define the polynomial h D E (r, n) of degree D − 2 as the Hilbert polynomial of h E (i, j) adding coefficient zero to the terms of degree between dim(E) − 2 and D − 2.
Using the additivity of the length function in (6), (7) and (8) leads to
Because of (9) we have that
which, for r, n ≫ 0, is a polynomial of degree at most D − 1 because L has dimension at most D. Because of (10), for concluding the result we will prove next that h
Consider the exact sequences
and
Notice that, by equality (11), for r, n ≫ 0, ℓ(C r,n ) is a polynomial of degree at most d − 1. Hence, for r, n ≫ 0, ℓ(C r,n ) − ℓ(C r−1,n ) is a polynomial of degree at most d − 2. On the other hand, if h F (r, n) := ℓ(F r,n ) then, it is clear that h ) . Therefore, for r, n ≫ 0, ℓ(F r,n ) is a polynomial of degree at most d − 2. Hence, by equality (12), h
(1,0) P ′ (r, n) is a polynomial of degree at most d − 2, for r, n ≫ 0, as we claimed.
Therefore the result holds.
A standard application of the additivity formula is the following so-called associativity formula. 
where the sum is taken over all prime ideals p such that dim(A/p) = d.
Proof. We write σ := p ℓ(M p ) where the sum is taken over all prime ideals p such that dim(A/p) = d, and proceed by induction on σ. If σ = 0 then M = 0 and so the formuala is obvious. If σ > 0, choose a prime ideal p 0 with dim(A/p 0 ) = d and ℓ(M p 0 ) > 0; then p 0 ∈ Supp(M). Thus M contains a submodule N isomorphic to A/p 0 . Then
From Theorem 5.1 we have that
Since ht M (I) > 0 we have that dim(M/I t M) < d and dim(
The proof of (ii) and (iii) follows analogously.
The following Remark will be very useful in the proof of the main theorem. 
For all j ∈ N define the following polynomials:
for all i, r ≫ 0 they becomes polynomials which satisfy the following relations
where F (i, r) denotes, from now on, the leading homogeneous part of the polynomial function F (i, r). The above equalities follows by (i) and (ii) respectively.
The next Theorem is one of the main result of this work, which is the generalization of the classical Rees's Theorem for arbitrary ideals.
Consider the exact sequence
Notice that, by equality (14) of Remark 5.4, we have that for all i, n ≫ 0
Analogously we have that
is a polynomial of degree at most d − 1. Therefore, by equality (15), it remains to prove that, for i, n ≫ 0, ℓ(P i,n ) is polynomial of degree at most d − 1.
We observe that, by Artin-Rees,
Thus, it is enough to prove that, for i, n ≫ 0, ℓ(N i,n ) is a polynomial of degree at most d − 1. Consider now the exact sequences
where the first equality follows by (17) and the last equality follows by (18) and (19).
Therefore, for i, n ≫ 0,
Notice that, by equality (16) ℓ(Q i,n ) = n(h Notice that by assumption the leading coefficients of the polynomials h (1,0) (I,M ) (i, n) and h
(1,0) (J,M ) (i, n) coincide. Hence, by the last equality, for i, n ≫ 0, ℓ(N i,n ) is a polynomial of degree at most d − 1 as we claimed.
The proof of (i) ⇒ (ii) of the above Theorem was also proved by Ciupercȃ by different methods [C, Proposition 2.7] . We also observe that the above theorem is stated as general as possible in this context, that is, the quasiunmixedness condition for M can not be weakened as it is showed in [HIO, Theorem 19.5, p. 149] .
The following examples show that the integral closure of ideals is computable.
Example 5.6. Let A = k[x, y, z] be the ring of polynomials in three variables over the field k, and let m = (x, y, z) be the maximal homogeneous ideal. As in the local case, one can define the Achilles-Manaresi multiplicity sequence. For any ideal I of any d-dimensional ring A we denote by c(I, A) the AchillesManaresi multiplicity sequence of I, c(I, A) = (c 0 (I, A) , . . . , c d (I, A) ).
(1) Let I = (x 4 z 2 , y 2 z 4 ) and let J = (x 4 z 2 , y 2 z 4 , x 2 yz 3 ). Notice that JI = J 2 i.e., I is a reduction of J. Using the intersection algorithm ([AM2, Theorem 4.1]) for computing the Achilles-Manaresi multiplicity sequence one easily shows that in this particular case c(I, A) = c(J, A) = (0, 24, 2, 0).
(2) The following example has been considered in [C] . Let I = (x 5 , y 3 , xyz 2 ) and J = (x 5 , y 3 , xyz 2 , x 4 y 2 ). Then a similar computation shows that c(I, A) = c(J, A) = (30, 8, 0, 0) . Hence, those ideals have the same integral closure.
Example 5.7. Let A = k[x, y] be the ring of polynomials in two variables over the field k, and let m = (x, y) be the maximal homogeneous ideal. Let I = (x 5 y 3 , x 2 y 7 ) and J = (x 5 y 3 , x 2 y 7 , x 6 y) be ideals of A. Then a similar computation shows that c(J, A) = (29, 5, 0) and c(J, A) = (40, 3, 0). Hence, those ideals do not have the same integral closure.
Sice the Achilles-Manaresi multiplicity sequence completely characterize the integral closure of arbitrary ideals it will be very important to develop a computer algebra algorithm for computing this multiplicity sequence.
