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Abstract. We propose a new definition of preimage entropy dimension for continuous maps
on compact metric spaces, investigate fundamental properties of the preimage entropy dimen-
sion, and compare the preimage entropy dimension with the topological entropy dimension.
The defined preimage entropy dimension holds various basic properties of topological entropy
dimension, for example, the preimage entropy dimension of a subsystem is bounded by that
of the original system and topologically conjugated systems have the same preimage entropy
dimension. Also, we discuss the relation between the preimage entropy dimension and the
preimage entropy.
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1 Introduction
In 1958, Kolmogorov applied the notion of entropy from information theory to ergodic
theory. Since then, the concepts of entropies are useful for studying topological and measure-
theoretic structures of dynamical systems, that is, topological entropy (see [1, 3, 4]) and measure-
theoretic entropy (see [10, 18]). For instance, two conjugate systems have the same entropy and
thus entropy is a numerical invariant of the class of conjugated dynamical systems. The theory
of expansive dynamical systems has been closely related to the theory of topological entropy
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[5, 17, 26]. Entropy and chaos are closely related, for example, a continuous map of interval is
chaotic if and only if it has a positive topological entropy [2].
In [16], Hurley introduced several other entropy-like invariants for noninvertible maps. One
of these, which Nitecki and Przytycki [23] called pre-image branch entropy (retaining Hurley’s
notation), distinguishing points according to the branches of the inverse map. Cheng and New-
house [7] further extended the concept of topological entropy of a continuous map and gave
the concept of pre-image entropy for compact dynamical systems. Several important pre-image
entropy invariant, such as pointwise pre-image, pointwise branch entropy, partial pre-image en-
tropy, and bundle-like pre-image entropy, etc., have been introduced and their relationships with
topological entropy have been established. The authors [9, 20, 21, 19] extended and studied as
above some entropy-like invariants for the non-autonomous discrete dynamical systems given by
a sequence of continuous self-maps of a compact topological space.
Although systems with positive entropy are much more complicated than those with zero
entropy, zero entropy systems have various complexity, and have been studied many authors (see
[6, 8, 11, 12, 13, 14, 15, 22, 25]). These authors adopted various methods to classify zero dynam-
ical systems. Carvalho [6] introduced the notion of entropy dimension to distinguish the zero
topological entropy systems and obtained some basic properties of entropy dimension. Cheng
and Li further discuss entropy dimension of the probabilistic and the topological versions and
gives a symbolic subspace to achieve zero topological entropy, but with full entropy dimension.
Ferenczi and Park [13] investigated a new entropy-like invariant for the action of Z or Zd on a
probability space.
In this paper we introduce the generalized s−preimage entropy and preimage dimension of a
topological dynamical systems, and study properties of the preimage entropy dimension. These
properties include that the preimage entropy dimension of continuous maps on the finite spaces
is zero, the preimage entropy dimension of a contractive continuous map is also zero and the
preimage entropy dimension of a subsystem is bounded by that of the original system. We prove
that the s−preimage entropy of T n is less than or equal to n times the s−preimage entropy of T
and the preimage entropy dimension of T n equals the preimage entropy dimension of T . Main
results show that s−preimage entropy is an invariant, that is, topologically conjugate systems
have the same s−preimage entropy and the s−preimage entropy of a direct product is the sum
of the s−preimage entropies of the factors. Moreover, we discuss the relation between preimag
entropy dimension and preimage entropy, and obtain that the preimage entropy dimension is
less than or equal to one if the preimage entropy is less than positive infinity, the preimage
entropy dimension is more than or equal to one if the preimage entropy equals positive infinity
and the preimage entropy dimension equals one if the preimage entropy is more than zero and
it is less than positive infinity.
2
2 Preimage entropy dimension
A topological dynamical system (X, d, T ) ((X,T ) for short) means that (X, d) is a compact
metric space together with a continuous self-map T : X → X. Let N denote the set of all
positive integers and let Z+ = N∪ {0}.
Let n ∈ N. Define the metric dT,n on X by
dT,n(x, y) = max
0≤j<n
d(T j(x), T j(y)).
Given a subset K ⊆ X, a set E ⊆ K is an (n, ǫ,K, T )-separated set if, for any x 6= y in E,
one has dT,n(x, y) > ǫ. Let the quantity r(n, ǫ,K, T ) be the maximal cardinality of (n, ǫ,K, T )-
separated subset of K. A subset E ⊆ K is an (n, ǫ,K, T )-spanning set if, for every x ∈ K,
there is a y ∈ E such that dT,n(x, y) ≤ ǫ. Let s(n, ǫ,K, T ) be the minimal cardinality of any
(n, ǫ,K, T )-spanning set. It is standard that for any subset K ⊆ X,
s(n, ǫ,K, T ) ≤ r(n, ǫ,K, T ) ≤ s(n, ǫ/2,K, T ).
Definition 2.1 [7] Let (X,T ) be a topological dynamical system. Let ǫ > 0 and n ∈ N. Then
hpre(T ) = lim
ǫ→0
lim sup
n→∞
1
n
log sup
x∈X,k≥n
r(n, ǫ, T−k(x), T )
is called the preimage entropy of T .
Note that if T is a homeomorphism, then hpre(T ) = 0.
Definition 2.2 [8] Let (X,T ) be a topological dynamical system and s ∈ Z+. Then s-topological
entropy of T is defined as
D(s, T ) = lim
ǫ→0
lim sup
n→∞
1
ns
log r(n, ǫ,X, T ) = lim
ǫ→0
lim sup
n→∞
1
ns
log s(n, ǫ,X, T ).
In[6], the author proved that the s- topological entropy D(s, T ) shares the following property.
Proposition 2.1 (1) The map s > 0 7→ D(s, T ) is positive and decreasing with s;
(2) There exists s0 ∈ [0,+∞], such that
D(s, T ) =


+∞, if 0 < s < s0,
0, if s > s0;
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(3) D(s, Tm) ≤ msD(s, T ).
Proposition 2.1(2) indicates that the value of D(s, T ) jumps from infinity to 0 at the two sides of
some point s0, which is similar to a fractal measure. Analogous to the fractal dimension, Cheng
and Li [8] defined the entropy dimension of T as follows:
D(T ) = sup{s > 0 : D(s, T ) =∞} = inf{s > 0 : D(s, T ) = 0}.
Now, analogous to entropy dimension, we begin our process to introduce our new definition
of preimage entropy dimension.
Definition 2.3 Let (X, d, T ) be a topological dynamical system. Let ǫ > 0, n ∈ N and s > 0.
Then s-preimage entropy of T is defined as
Ddpre(s, T ) = lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈X,k≥n
r(n, ǫ, T−k(x), T )
= lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈X,k≥n
s(n, ǫ, T−k(x), T ).
The preimage entropy dimension of T is given by
Ddpre(T ) = inf{s > 0 : D
d
pre(s, T ) = 0} = sup{s > 0 : D
d
pre(s, T ) =∞}.
When there is no confuse, we useDpre(s, T ) instead ofD
d
pre(s, T ) andDpre(T ) instead ofD
d
pre(T ).
Clearly, Dpre(1, T ) = hpre(T ). If T is a homeomorphism, thenDpre(s, T ) = 0, further,Dpre(T ) =
0. When X needs to be explicitly mentioned, we write Dpre(T,X) instead of Dpre(T ).
Proposition 2.2 Dpre(T ) is independent of the choice of metric on X.
Proof. We only prove that Dpre(s, T ) is independent of the choice of metric on X. Let d1
and d2 be two compatible metrics on X. Then, by the compactness of X, for every ǫ > 0,
there is a δ > 0 such that, for all x, y ∈ X, if d1(x, y) < δ, then d2(x, y) < ǫ. It follows that
r(n, ǫ, T−k(x), T, d2) ≤ r(n, δ, T
−k(x), T, d1) for all x ∈ X and for every n ∈ N with k ≥ n. This
shows that Dd2pre(s, T ) ≤ D
d1
pre(s, T ). Interchanging d1 and d2, this gives the opposite inequality.
Therefore, Dd1pre(s, T ) = D
d2
pre(s, T ). 
Proposition 2.3 If X is a finite set, then Dpre(T ) = 0.
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Proof. Let ǫ > 0, n ∈ N and s > 0. Since X is finite, r(n, ǫ, T−k(x), T ) ≤ card(X). Hence,
Dpre(s, T )
= lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈X,k≥n
r(n, ǫ, T−k(x), T )
≤ lim
ǫ→0
lim sup
n→∞
1
ns
log card(X) = 0.
This shows that Dpre(s, T ) = 0 for any s > 0. Therefore, Dpre(T ) = 0. 
We can easily obtain the following proposition by using the method of [6].
Proposition 2.4 (1) The map s > 0 7→ Dpre(s, T ) is positive and decreasing with s;
(2) There exists s0 ∈ [0,+∞], such that
Dpre(s, T ) =


+∞, if 0 < s < s0,
0, if s > s0.
Proposition 2.5 If T : X → X is a contractive continuous map, then Dpre(T ) = 0.
Proof. If T : X → X is a contractive map, then T diminishes distance. Then
s(n, ǫ, T−k(x), T ) ≤ s(n− 1, ǫ, T−k(x), T ) ≤ · · · ≤ s(1, ǫ, T−k(x), T )
and so
Dpre(s, T ) = lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈X,k≥n
s(n, ǫ, T−k(x), T )
≤ lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈X,k≥n
s(1, ǫ, T−k(x), T ) = 0 for all s > 0.
This shows that Dpre(s, T ) = 0 for all s > 0. Therefore, Dpre(T ) = 0. 
Denote by K(X,T ) the set of all T -invariant nonempty compact subsets of X, that is,
K(X,T ) = {F ⊆ X : F 6= ∅,F is compact and T (F ) ⊆ F}. Since X is compact, it follows from
T (X) ⊆ X that K(X,T ) 6= ∅.
Definition 2.4 Let (X,T ) be a topological dynamical system. Let ǫ > 0 and n ∈ N. For
F ∈ K(X,T ),
Dpre(s, T |F , F ) = lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈F,k≥n
r(n, ǫ, (T |F )
−k(x), T |F )
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is called s-preimage entropy of T on F , where T |F : F → F is the induced map of T , that is, for
any x ∈ F , T |F (x) = T (x). The preimage entropy dimension of T restricted to F is given by
Dpre(T |F , F ) = inf{s > 0 : Dpre(s, T |F , F ) = 0} = sup{s > 0 : Dpre(s, T |F , F ) =∞}.
Proposition 2.6 If F1, F2 ∈ K(X,T ) and F1 ⊆ F2, then Dpre(T |F1 , F1) ≤ Dpre(T |F2 , F2).
Proof. Let ǫ > 0 and n, k ∈ N with k ≥ n, and let x ∈ F1 and E ⊆ (T |F1)
−k(x) be an
(n, ǫ, (T |F1)
−k(x), T |F1)-separated subset with the maximal cardinality. For x ∈ F1, we have
F2 ⊇ (T |F2)
−k(x) ⊇ (T |F1)
−k(x) ⊆ F1 ⊆ F2.
Hence, E is an (n, ǫ, (T |F2)
−k(x), T |F2)-separated subset of (T |F2)
−k(x). Therefore,
r(n, ǫ, (T |F1)
−k(x), T |F1) ≤ r(n, ǫ, (T |F2)
−k(x), T |F2).
Furthermore, we have
lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈F1,k≥n
r(n, ǫ, (T |F1)
−k(x), T |F1)
≤ lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈F2,k≥n
r(n, ǫ, (T |F2)
−k(x), T |F2).
This shows that Dpre(s, T |F1 , F1) ≤ Dpre(s, T |F2 , F2). By Definition 2.4, we have
Dpre(T |F1 , F1) ≤ Dpre(T |F2 , F2).

Remark 1 Fix s > 0. For Fi ∈ K(X,T ), i ∈ N, if F =
∞⋃
i=1
Fi and F ∈ K(X,T ), then
Dpre(s, T |F , F ) ≥ sup
1≤i<∞
Dpre(s, T |Fi , Fi) and Dpre(T |F , F ) ≤ Dpre(T,X).
Example 2.1 Let (Σ2, σ) be a one-sided symbolic dynamical system, where Σ2 = {x = (xn)
∞
n=0 :
xn ∈ {0, 1} for every n}, σ(x0, x1, x2, · · · ) = (x1, x2, · · · ). Then Dpre(σ) = 1.
Considering {0, 1} as a discrete space and putting product topology on Σ2, an admissible
metric ρ on the space Σ2 is defined by
ρ(x, y) =
∞∑
n=0
d(xn, yn)
2n
,
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where
d(xn, yn) =


0, if xn = yn,
1, if xn 6= yn,
for x = (x0, x1, · · · ), y = (y0, y1, · · · ) ∈ Σ2. By Robinson [27], Σ2 is a compact metric space.
From Nitecki [24] and Cheng-Newhouse [7], hpre(σ) = log 2. Since
lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈Σ2,k≥n
r(n, ǫ, σ−k(x), σ)
= lim
ǫ→0
lim sup
n→∞
1
n
log sup
x∈Σ2,k≥n
s(n, ǫ, σ−k(x), σ)(n1−s)
=


+∞, if s < 1,
log 2, if s = 1,
0, if s > 1.
Therefore, Dpre(σ) = 1. 
3 Main results
Theorem 3.1 Let (X,T ) be a topological dynamical system. Then
(1) if s > 0 and m ∈ N, then Dpre(s, T
m) ≤ msDpre(s, T ),
(2) if 0 < s ≤ 1 and m ∈ N, then Dpre(s, T
m) ≤ mDpre(s, T ),
(3) if m ∈ N, then Dpre(T
m) = Dpre(T ).
Proof. (1) Given s > 0 and m ∈ N. Write g = Tm. Let k ≥ n and x ∈ X. It is clear that
r(n, ǫ, g−k(x), g) ≤ r(mn, ǫ, T−mk(x), T ).
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Hence, we have
lim sup
n→∞
1
ns
log sup
x∈X,k≥n
r(n, ǫ, g−k(x), g)
≤ lim sup
n→∞
1
ns
log sup
x∈X,k≥n
r(nm, ǫ, T−mk(x), T )
= lim sup
n→∞
ms
(nm)s
log sup
x∈X,k≥n
r(nm, ǫ, T−mk(x), T )
≤ lim sup
n→∞
ms
(nm)s
log sup
x∈X,k≥mn
r(nm, ǫ, T−k(x), T )
=ms lim sup
n→∞
1
(nm)s
log sup
x∈X,k≥mn
r(nm, ǫ, T−k(x), T )
≤ms lim sup
n→∞
1
(nm)s
log sup
x∈X,k≥n
r(nm, ǫ, T−k(x), T ).
Furthermore,
lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈X,k≥n
r(n, ǫ, g−k(x), g)
≤ms lim
ǫ→0
lim sup
n→∞
1
(nm)s
log sup
x∈X,k≥n
r(nm, ǫ, T−k(x), T ).
Therefore, Dpre(s, T
m) ≤ msDpre(s, T ).
(2) Since ms ≤ m for 0 < s ≤ 1 and m ∈ N, it follows that Dpre(s, T
m) ≤ mDpre(s, T ) by
the above result of (1).
(3) Suppose Dpre(s, T ) = 0 for some s > 0. From the above (1), we have Dpre(s, T
m) = 0
for every m ∈ N. Hence, {s > 0 : Dpre(s, T ) = 0} ⊆ {s > 0 : Dpre(s, T
m) = 0}, further, inf{s >
0 : Dpre(s, T
m) = 0} ≤ inf{s > 0 : Dpre(s, T ) = 0}. This shows that Dpre(T
m) ≤ Dpre(T ).
Next, we prove that Dpre(T
m) ≥ Dpre(T ). Since
Dpre(s, T ) = lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈X,k≥n
s(n, ǫ, T−k(x), T ),
then given α > 0, there exists x0 ∈ X such that
Dpre(s, T )− α < lim
ǫ→0
lim sup
n→∞
1
ns
log sup
k≥n
s(n, ǫ, T−k(x0), T ). (3.1)
Fix m ∈ N, we have
Dpre(s, T
m) = lim
ǫ→0
lim sup
n→∞
1
ns
log sup
y∈X,k≥n
s(n, ǫ, T−mk(y), Tm).
Taking y = Tmk−k(x0), we get
Dpre(s, T
m) ≥ lim
ǫ→0
lim sup
n→∞
1
ns
log sup
k≥n
s(n, ǫ, T−k(x0), T
m). (3.2)
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As X is a compact space, T, T 2, · · · , Tm are uniformly continuous on X, given ǫ > 0, there
exists 0 < δ < ǫ such that
d(x, y) < δ =⇒ max
0≤i<m
d(T i(x), T i(y)) < ǫ.
Then we get s(mn, ǫ, T−k(x0), T ) ≤ s(n, δ, T
−k(x0), T
m). By (3.1) and (3.2), we have
Dpre(s, T
m) ≥ lim
δ→0
lim sup
n→∞
1
ns
log sup
k≥n
s(n, δ, T−k(x0), T
m)
≥ lim
ǫ→0
lim sup
n→∞
ms
1
(mn)s
log sup
k≥n
s(mn, ǫ, T−k(x0), T )
≥ms(Dpre(s, T )− α).
Letting α → 0, this implies that Dpre(s, T
m) ≥ msDpre(s, T ) for all s > 0. This shows that
Dpre(T
m) ≥ Dpre(T ). 
Theorem 3.2 Let (X,T ) be a topological dynamical system. Then
(1) If hpre(T ) < +∞, then Dpre(T ) ≤ 1.
(2) If hpre(T ) = +∞, then Dpre(T ) ≥ 1.
(3) If 0 < hpre(T ) < +∞, then Dpre(T ) = 1.
Proof. (1) If hpre(T ) < +∞, then
lim
ǫ→0
lim sup
n→∞
1
n
log sup
x∈X,k≥n
r(n, ǫ, T−k(x), T ) < +∞.
Therefore, for all s > 1, we have
lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈X,k≥n
r(n, ǫ, T−k(x), T )
= lim
ǫ→0
lim sup
n→∞
1
ns−1
·
1
n
log sup
x∈X,k≥n
r(n, ǫ, T−k(x), T )
= lim
n→∞
1
ns−1
lim
ǫ→0
lim sup
n→∞
1
n
log sup
x∈X,k≥n
r(n, ǫ, T−k(x), T )
=0 · hpre(T ) = 0.
Therefore, Dpre(T ) ≤ 1.
(2) If hpre(T ) = +∞, then for all s < 1, we have
lim
ǫ→0
lim sup
n→∞
1
ns
log sup
x∈X,k≥n
r(n, ǫ, T−k(x), T )
= lim
ǫ→0
lim sup
n→∞
1
ns−1
·
1
n
log sup
x∈X,k≥n
r(n, ǫ, T−k(x), T ) = +∞,
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which implies that Dpre(T ) ≥ 1.
(3) If hpre(T ) < ∞, then we get from (1) that Dpre(T ) ≤ 1. As hpre(T ) > 0, it is at s = 1
that the map s 7−→ Dpre(s, T ) changes its value:
Dpre(s, T ) =


+∞, s < 1;
hpre(T ), s = 1;
0, s > 1.
This means that Dpre(T ) = 1. 
Let (X,T1) and (Y, T2) be two topological dynamical systems. Then, (X,T1) is an extension
of (Y, T2), or (Y, T2) is a factor of (X,T1) if there exists a surjective continuous map π : X → Y
(called a factor map) such that π ◦T1(x) = T2 ◦π(x) for every x ∈ X. If π is a homeomorphism,
then (X,T1) and (Y, T2) are said to be topologically conjugate and the homeomorphism π is
called a conjugate map.
Theorem 3.3 Let (X, d, T1) and (Y, d
′, T2) be two topological dynamical systems. If (X,T1)
and (Y, T2) are topologically conjugate with a conjugate map π : X → Y , then Dpre(s, T1) =
Dpre(s, T2) for all s > 0.
Proof. Let n ∈ N and k ≥ n. Since X is compact and π is continuous, π is uniform continuous.
So for any given ǫ > 0, there exists δ > 0 such that d(x1, x2) ≥ δ whenever d
′(π(x1), π(x2)) ≥ ǫ.
Fix y ∈ Y , let E(n, ǫ, T−k2 (y), T2) ⊆ T
−k
2 (y) be a maximal (n, ǫ, T
−k
2 (y), T2)-separated set for
T−k2 (y), i.e.,
card(E(n, ǫ, T−k2 (y), T2)) = r(n, ǫ, T
−k
2 (y), T2).
Let G ⊆ X be a set by taking x′ = π−1(y′) for each y′ ∈ E(n, ǫ, T−k2 (y), T2). Then card(G) =
card(E(n, ǫ, T−k2 (y), T2)). For the above y, set x = π
−1(y). Since for all x′ ∈ G, there exists only
y′ ∈ E(n, ǫ, T−k2 (y), T2) such that x
′ = π−1(y′). Hence, y = T k2 (y
′) = T k2 (π(x
′)) = π(T k1 (x
′)),
further, T k1 (x
′) = x, that is, x′ ∈ T−k1 (x), which implies that G ⊆ T
−k
1 (x). We claim that
G is a (n, δ, T−k1 (x), T1)-separated set for T
−k
1 (x). In fact, for any x1, x2 ∈ G, π(x1), π(x2) ∈
E(n, ǫ, T−k2 (y), T2). Thus
d′n(π(x1), π(x2)) := max
0≤i<n
{d′(T i2π(x1), T
i
2π(x2))} ≥ ǫ.
that is, there exists 0 ≤ i0 < n such that d
′(T i02 π(x1), T
i0
2 π(x2)) ≥ ǫ. Since π ◦ T
i0
1 = T
i0
2 ◦ π,
then d(T i01 (x1), T
i0
1 (x2)) ≥ δ by the uniform continuity of π. Thus
dn(x1, x2) := max
0≤i<n
{d(T i1(x1), T
i
1(x2))} ≥ δ.
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Therefore, r(n, δ, T−k1 (x), T1) ≥ card(G) = card(E(n, ǫ, T
−k
2 (y), T2)) = r(n, ǫ, T
−k
2 (y), T2), that
is, r(n, δ, T−k1 (x), T1) ≥ r(n, ǫ, T
−k
2 (y), T2). Furthermore, we have
lim
δ→0
lim sup
n→∞
1
ns
log sup
x∈X,k≥n
r(n, δ, T−k1 (x), T1)
≥ lim
ǫ→0
lim sup
n→∞
1
ns
log sup
y∈Y,k≥n
r(n, ǫ, T−k2 (y), T2).
This shows that Dpre(s, T1) ≥ Dpre(s, T2) for all s > 0. Since π : X → Y is a conjugate
map, then π−1 : Y → X is also a conjugate map for (Y, T2) and (X,T1). Similarly, we have
Dpre(s, T2) ≥ Dpre(s, T1). Therefore, Dpre(s, T1) = Dpre(s, T2). 
Let (X, d1, T1) and (Y, d2, T2) be two topological dynamical systems. For the product space
X × Y , define a map T1 × T2 : X × Y → X × Y by (T1 × T2)(x, y) = (T1(x), T2(y)). This map
T1× T2 is continuous and (X × Y, T1× T2) forms a topological dynamical system. The metric d
on X × Y is given by
d((x1, y1), (x2, y2)) = max{d1(x1, x2), d2(y1, y2)} for any (x1, y1), (x2, y2) ∈ X × Y.
Theorem 3.4 Let (X, d1, T1) and (Y, d2, T2) be two topological dynamical systems. Then
Dpre(s, T1 × T2) = Dpre(s, T1) +Dpre(s, T2).
Proof. Let ǫ > 0, n ∈ N and k ≥ n. Since balls in the product metric d are products of balls on
X and Y , the same is true for balls in the metric dn. Hence, for (x, y) ∈ X × Y,
s(n, ǫ, (T1 × T2)
−k(x, y), T1 × T2) ≤ s(n, ǫ, T
−k
1 (x), T1) · s(n, ǫ, T
−k
2 (y), T2),
which implies that Dpre(s, T1×T2) ≤ Dpre(s, T1)+Dpre(s, T2) for any s > 0. On the other hand,
the product of any (n, ǫ, T−k1 (x), T1)-separated set in T
−k
1 (x) for T1 and any (n, ǫ, T
−k
2 (y), T2)-
separated set in T−k2 (y) for T2 is an (n, ǫ, T
−k
1 × T
−k
2 (x, y), T1 × T2)-separated set in T
−k
1 (x) ×
T−k2 (y) for T1 × T2. Hence,
r(n, ǫ, (T1 × T2)
−k(x, y), T1 × T2) ≥ r(n, ǫ, T
−k
1 (x), T1) · r(n, ǫ, T
−k
2 (y), T2),
which implies that Dpre(s, T1 × T2) ≥ Dpre(s, T1) +Dpre(s, T2) for any s > 0. 
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