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Abstract
This paper deals with extending maps in asymptotic categories, i.e., in categories consisting of
metric spaces and asymptotically Lipschitz coarsely proper maps. We demonstrate certain examples
of absolute extensors and absolute neighborhood extensors. We give some conditions under which
a version of Borsuk’s homotopy extension theorem holds in these categories, and in answer to a
problem posed by Dranishnikov in [Russian Math. Surveys 55 (2000) 1085] we show the failure of
a general homotopy extension theorem. Finally, we show that a pair of an Hadamard space and its
convex subspace has the homotopy extension property.
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Introduction
The large scale geometry focuses on properties of unbounded metric spaces. The
method consists in neglecting details of bounded size and focusing on phenomena oc-
curring while approaching the infinity (i.e., while moving away from the base point). In a
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infinitesimal distances matter.
A direct motivation for this paper was an extensive paper by Dranishnikov [4], in which
he develops, among other things, a theory of large-scale absolute extensors and absolute
neighborhood extensors. The survey [7] is a comprehensible introduction to this subject.
In this paper we consider four slightly different categories: A, A, Al and Al , each con-
sisting of metric spaces and maps that satisfy the asymptotic Lipschitz condition and that
additionally keep the preimages of bounded sets bounded. (The last condition can be seen
as continuity of these maps at infinity.) We prove that the Euclidean half-spaces Rn+ are
absolute extensors in these categories. With the notion of homotopy appropriately defined,
the homotopy extension theorem (HET) holds true under some additional assumptions. We
give an example which shows that the additional assumptions are necessary, i.e., that in the
asymptotic categories HET does not hold in full generality. This answers Problem 13 of
[4, §9, p. 1127]. In the context of Hadamard spaces, however, we show that the additional
assumptions can be somehow weakened.
In several definitions and some of the results we follow the paper [4]. However, Dra-
nishnikov only studied three out of four categories considered here, and out of those only
two in more detail. We give reasons for which the other two categories could be consid-
ered more suitable (see Section 5). Thus also results which are close to those of [4] need
verification in our extended context. Among them, Theorems 2.5 and 5.1 are especially
important. The proofs of these two theorems are new and avoid a flaw that persisted in [4].
1. Categories
Metrics will be denoted by letters ρ and σ (sometimes ρX etc.) and a closed ball of
radius r and center x0 in a metric space (X,ρ) will be denoted BX(x0, r).
Definition 1.1.
(a) A function f : (X,ρ) → (Y,σ ) is an asymptotically Lipschitz map if there exist con-
stants λ, s  0 such that
∀x, x′ ∈ X σ (f (x), f (x′)) λρ(x, x′) + s.
Though an asymptotically Lipschitz function might be noncontinuous, we still call it
“map” to emphasize its regularity. We call λ and s the Lipschitz constants of the map
f . We also say that such f is (λ, s)-Lipschitz.
(b) A map f of metric spaces is proper if the preimage of every compact set is compact.
(c) A map f is coarsely proper if the preimage of every bounded set is bounded.
(d) A map f is linearly proper if there exist x0 ∈ X and constants α, t > 0 such that
σ(f (x), f (x0)) αρ(x, x0) − t .
(e) A metric space is proper if every closed ball in this space is compact.
For example, a function f (t) = √|t | is asymptotically Lipschitz and proper, but neither
Lipschitz nor linearly proper.
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(a) The coarse asymptotic category A is a category in which objects are the metric spaces
and morphisms are the coarsely proper asymptotically Lipschitz maps.
(b) The asymptotic category A is a subcategory of the category A restricted to the proper
metric spaces and the proper asymptotically Lipschitz maps.
(c) The subcategory of A (or A), consisting only of the linearly proper maps, will be
denoted by Al (or Al , respectively).
It is easily seen that all these classes of objects and morphisms indeed form categories.
The category Al is denoted as A˜ in [4].
Proposition 1.3. Morphisms of A are continuous.
Proof. Let f :X → Y be such a morphism. It suffices to show that if A ⊆ Y is closed, then
f−1(A) intersects each ball along a closed set.
Let x0 ∈ X and let y0 = f (x0) ∈ Y . Note that for x ∈ BX(x0, r) we have σ(y0, f (x))
λr + s. In particular, if x ∈ f−1(A), then x ∈ f−1(A ∩ BY (y0, λr + s)). Consequently
f−1(A) ∩ BX(x0, r) = f−1
(
A∩ BY (y0, λr + s)
)∩ BX(x0, r).
But A is closed and BY (y0, λr + s) is compact, so by the properness of f the right-hand
side above is a compact set. 
In general, a proper map between metric spaces might not be continuous (unlike stated
in [4], at the beginning of Section 1). As an example, take an injective function from any
countable, proper, nondiscrete metric space into a discrete space.
Proposition 1.4. A continuous map of proper metric spaces is coarsely proper if and only
if it is proper.
An easy proof is omitted.
The above two propositions show that all proper asymptotically Lipschitz maps of
proper metric spaces are morphisms of A, and thatA contains all continuous A-morphisms
between its objects.
2. Absolute extensors
In this section, we focus on the case of the categories A and Al , though we do mention
it if certain definitions or results also apply to A or Al . However, we defer the detailed
study of the latter two categories till Section 5.
Definition 2.1. In the categories A and Al , a subobject of an object (X,ρ) is any subset
A of X with the induced metric ρ|A×A and the inclusion morphism i :A ↪→ X, i(x) = x.
In the categories A and Al , a subobject is a closed subset with the induced metric and the
inclusion.
62 M. Sawicki / Topology and its Applications 150 (2005) 59–78Definition 2.2. An object Y of a category K is its absolute extensor, Y ∈ AE(K), if for
any object X in K, its subobject (A, i) and morphism f :A → Y there exists a morphism
f¯ :X → Y such that f¯ ◦ i = f .
Unless otherwise stated, a Cartesian product of two metric spaces is equipped with an
l1 metric, that is
ρX×Y
(
(x′, y′), (x′′, y′′)
)= ρX(x′, x′′) + ρY (y′, y′′).
If we took any other standard product metric, e.g., sup(ρX,ρY ) or
√
ρ2X + ρ2Y , we would
obtain spaces isomorphic in A (or A, if our spaces were proper).
For n > 0, letRn denote the Euclidean space with l1 metric and letRn+ denote the closed
half-space {x ∈Rn: x1  0}. We identify Rn with {0} ×Rn ⊆Rn+1+ .
Example 2.3. Neither in A, nor in A there exists a retraction r :Rn+1+ →Rn.
Proof. It suffices to show that there is no such retraction in A. On the contrary, assume that
r :Rn+1+ → Rn is a coarsely proper retraction. Represent Rn+1 as a locally finite complex
K of simplices of diameter less than 1. Let V be the set of vertices of K and extend r|V
affinely onto each of the simplices of K to get a function R :K →Rn.
It can be easily shown that R is a proper retraction of Rn+1+ onto Rn. But such a retrac-
tion would extend to a map Rn+1+ ∪ {∞} →Rn ∪ {∞} between the Alexandroff one-point
compactifications, yielding a retraction of the (n+1)-disk onto its boundary—a contradic-
tion. 
Corollary 2.4. Rn /∈ AE(A) and Rn /∈ AE( A), for each integer n > 0.
Thus extending maps might be a nontrivial task even if we do not require continuity.
The next theorem states a positive result in that direction.
Theorem 2.5. Let A be a subset of a metric space (X,ρ) and f :A → R+ be an asymp-
totically Lipschitz map with Lipschitz constants λ, s. Then:
(a) There exists an extension f¯ :X →R+ of f with the same constants.
(b) If f is a coarsely proper map, then f¯ may be chosen to be coarsely proper as well.
(c) The same holds for linearly proper maps.
Proof. (a) We let f¯ (x) := f (x) for x ∈ A and
f¯ (x) := inf
a∈A
{
f (a) + λρ(a, x)} for x ∈ X \ A. (1)
We shall check that f¯ is asymptotically Lipschitz as desired.
First, let x, y ∈ X \ A. For any number ε > 0, let a ∈ A be such that
f (a) f¯ (x) − λρ(a, x)+ ε. (2)
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f¯ (y) f (a) + λρ(a, y) f¯ (x) − λρ(a, x) + ε + λρ(a, y)
 f¯ (x) + λρ(x, y) + ε.
By the arbitrariness of ε and the symmetry between x and y, we obtain∣∣f¯ (x) − f¯ (y)∣∣ λρ(x, y).
Hence f¯ restricted to X \ A is a Lipschitz map with constant λ.
Now let x ∈ X \ A, y ∈ A. Again, let a ∈ A satisfy (2). Then
f¯ (y) = f (y) f (a) + λρ(a, y)+ s
since f was (λ, s)-Lipschitz. From this and (2) it follows that
f¯ (y) f¯ (x) − λρ(a, x) + ε + λρ(a, y)+ s  f¯ (x) + λρ(y, x) + ε + s.
Since ε was chosen arbitrarily, f¯ (y) f¯ (x) + λρ(y, x)+ s.
On the other hand, f¯ (x) f¯ (y) + λρ(y, x) by the definition of f¯ (x). Hence∣∣f¯ (x) − f¯ (y)∣∣ λρ(y, x) + s for x ∈ X \ A and y ∈ A.
Thus f¯ is indeed (λ, s)-Lipschitz on X.
(b) We shall prove that f¯−1([0,M)) is bounded for any M > 0. Let x0 ∈ A, R > 0 be
such that
f−1
([0,M))⊆ BA(x0,R) ⊆ BX(x0,R).
Now if ρ(x0, x) > R + Mλ then for a ∈ A such that ρ(a, x0)R
f (a) + λρ(a, x) λρ(a, x) λ(ρ(x, x0) − ρ(a, x0))> λ(R + M
λ
− R
)
= M
and for a ∈ A with ρ(a, x0) > R we have
f (a) + λρ(a, x) f (a)M.
Thus if ρ(x0, x) > R + Mλ then f (a) + λρ(a, x)M for all a ∈ A, yielding f¯ (x)M .
This means that f¯−1([0,M)) ⊆ BX(x0,R + Mλ ), as desired.
(c) If f is linearly proper, then we can take R = O(M). Hence R + M
λ
= O(M) as well
and therefore f¯−1([0,M)) ⊆ BX(x0,O(M)), so f¯ is also linearly proper. 
Corollary 2.6. R+ ∈ AE( A ) and R+ ∈ AE( Al ).
The following lemma leads to further examples of absolute extensors in A and in Al .
Lemma 2.7. If a metric space (Y,σ ) is an absolute extensor in the category of all asymptot-
ically Lipschitz maps (not necessarily coarsely proper), then Y ×R+ ∈ AE( A )∩ AE( Al ).
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let F :A → Y × R+ be an asymptotically Lipschitz coarsely proper map to be extended
onto X. Pick any x0 ∈ A. Let g = πY ◦F , f = πR+ ◦F , and define h :A →R+ as follows:
h(a) := f (a) + σ (g(a), g(x0)).
Since F is coarsely proper, then of course h is coarsely proper as well. Hence in A we can
find its extension h¯ :X → R+. Let g¯ denote any asymptotically Lipschitz extension of g
onto X (neither g nor g¯ needs to be coarsely proper).
Let us define F :X → Y ×R+ as follows:
F(x) := (g¯(x),max(h¯(x) − σ (g¯(x), g¯(x0)),0)).
We check that F extends F and that F ∈ A. First, for a ∈ A we have
F(a) = (g(a),max(f (a) + σ (g(a), g(x0))− σ (g(a), g(x0)),0))
= (g(a),max(f (a),0))= F(a)
so indeed F |A = F . Next, F is asymptotically Lipschitz as a composition of asymptotically
Lipschitz functions. To verify that F is coarsely proper, take any M > 0 and let R > 0 be
such that h¯−1([0,M + f (x0)]) ⊆ B(x0,R). Since F(x0) = (g(x0), f (x0)), we have
σY×R+
(F(x), F(x0))= σ (g¯(x), g(x0))+ ∣∣max(h¯(x) − h¯(x0),0)− f (x0)∣∣
 h¯(x) − f (x0)M.
In the case of Al , the proof is fully analogous. 
We already know that R+ is an absolute extensor in the category of metric spaces and
asymptotically Lipschitz maps (see Theorem 2.5(a)). In this category (unlike in A ), the
Cartesian product × is a categorical product. Hence (R+)n ∈ AE( A ) ∩ AE( Al ) for all
n 1.
One can extend Theorem 2.5(a) to state thatR is an absolute extensor for asymptotically
Lipschitz maps. The only argument that needs to be added is that if f :A → R is (λ, s)-
Lipschitz, then for x ∈ X fixed and a ∈ A varying, the value of f (a)+λρ(a, x) is bounded
from below. Indeed, pick any a0 ∈ A, and since f is (λ, s)-Lipschitz, it easily follows that
f (a) + λρ(a, x) f (a0) − λρ(a0, x) − s = const.
Corollary 2.8. Rn+ ∈ AE( A ) ∩ AE( Al ), for all n 1.
The analogous fact for A and Al was proved as Theorem 3.3 in [4].
To obtain further nontrivial examples of absolute extensors (at least in A and Al), let
us first recall the notion of a δ-hyperbolic space. They have been first defined by Gromov
in [5]. One of the equivalent definitions says that a complete geodesic metric space is δ-
hyperbolic, if for every triangle, each of its sides belongs to the δ-neighborhood of the
union of the other two sides. For further reference, see [3] or [2].
Now let us refer to a theorem by Urs Lang [6, Theorem 1.2], which says that any com-
plete δ-hyperbolic geodesic metric space Y is an absolute extensor in the category of all
metric spaces and asymptotically Lipschitz maps. This, together with our Lemma 2.7, leads
directly to the following:
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is an absolute extensor in the categories A and Al .
3. Absolute neighborhood extensors
Throughout this section, let K denote any of the 4 categories considered: A,A, Al or
Al , and let Kl denote either Al or Al .
Definition 3.1. Let (X,ρ) be an object of K, let A ⊆ X be its subobject and let W ⊆ X be
a set containing A.
(a) W ⊂ X is an asymptotic neighborhood 1 of A if A ⊆ W and
lim
Aa→∞ρ(a,X \ W) = ∞
where a → ∞ means that ρ(a, a0) → ∞ for some a0 ∈ A.
(b) W is a linear neighborhood of A if there exist x0 ∈ X and a constant κ > 0 such that
κρ(a,X \ W) ρ(a, x0) for all a ∈ A.
(c) For a given map f :A → Y of A into a metric space (Y,σ ), we say that W is an
(f, y0, t)-neighborhood of A, where t > 0 is a constant and y0 ∈ Y is a base point, if
κρ(a,X \ W) σ (f (a), y0)+ t for all a ∈ A.
Definition 3.2. Let Y be an object of K.
(a) We say Y is an absolute neighborhood extensor in K, Y ∈ ANE(K), if for any object
X, its subobject A and a morphism f :A → Y , there exist an asymptotic neighborhood
W of A and a morphism f¯ :W → Y which is an extension of f .
(b) Y is ANE′(K) if for every y0 ∈ Y, t > 0 there exists an extension of f onto an
(f, y0, t)-neighborhood.
Since every morphism f is coarsely proper, an (f, y0, t)-neighborhood is an asymptotic
neighborhood and ANE′ ⊆ ANE.
Proposition 3.3. For a linearly proper map f :A → Y , there exist y0 ∈ Y and t > 0 such
that any (f, y0, t)-neighborhood is a linear neighborhood.
Proof. Let f be linearly proper, hence there exist α, t > 0, x0 ∈ X, y0 ∈ Y such that for
all a ∈ A we have σ(f (a), y0) αρ(a, x0) − t . Let W be a (f, y0, t)-neighborhood of A.
Then we have
κρ(a,X \ W) σ (f (a), y0)+ t  αρ(a, x0)
1 This definition is not equivalent to that of an asymptotically open set, given in [4, §4]. However any asymptotic
neighborhood is an asymptotically open set in the sense of [4].
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κ
α
ρ(a,X \ W) ρ(a, x0),
i.e., W is a linear neighborhood of A (with base point x0 and constant κα ). 
Corollary 3.4. A space Y is an ANE′(Kl ) if and only if every morphism f :A → Y in Kl
has an extension to some linear neighborhood.
The following theorem was stated without a proof as Proposition 4.1 in [4] for K =A
and K=Al .
Theorem 3.5 (A.N. Dranishnikov). If R+ × Y ∈ AE(K), then Y ∈ ANE′(K).
Proof. Let (X,ρ) be an arbitrary (proper) metric space, A be a subobject of X and let
f :A → Y be a morphism. Let σ denote the l1 metric in the AE space R+ ×Y . Let f¯ :X →
R+ × Y be an extension of (0, f ) :A →R+ × Y . Let λ, s be the Lipschitz constants of f¯ .
Let us also fix y0 ∈ Y and t > 0.
Let U = {(τ, y) ∈R+ × Y : τ  ρ(y0, y) + s + t}. This means that
σ
(
(0, y), (R+ × Y) \ U
)
 σ(y, y0) + s + t.
Let W = f¯−1(U). We check that W ⊆ X is an (f, y0, t)-neighborhood of A. For any a ∈ A
if x ∈ X \ W , then f¯ (x) ∈ (R+ × Y) \ U and σ(f¯ (a), f¯ (x))  σ(f (a), y0) + s + t . On
the other hand, λρ(a, x) + s  σ(f¯ (a), f¯ (x)), therefore λρ(a, x) σ(f (a), y0) + t . But
since x /∈ W was chosen arbitrarily, we obtain
λρ(a,X \ W) σ (f (a), y0)+ t.
The required extension of the map f :A → Y onto U is given as πY ◦ (f¯ |W), where πY
denotes the projection of R+ × Y onto Y (note that πY |U is a morphism in K). 
The next corollary follows from Theorem 3.3 in [4], Corollary 2.8 and Theorem 3.5:
Corollary 3.6. Rn ∈ ANE′(K).
We can find many more interesting examples of ANE′( A ) if we combine Theorem 3.5
with Corollary 2.9. We get:
Corollary 3.7. Every complete δ-hyperbolic geodesic metric space belongs to ANE′( A ).
Let us turn back to the case of R. By Corollary 3.6, R ∈ ANE′(A) and R ∈ ANE′( A ).
However, a stronger assertion holds:
Theorem 3.8. If A is a subobject of X in either A or A, then any morphism f :A → R
extends to a morphism f¯ of a linear neighborhood W of A.
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f¯ (x) := inf
a∈A\B(x0, sλ )
{
f (a) + 2|f (a) − f (x0)|
ρ(a, x0)
ρ(a, x)
}
(3)
where x0 ∈ A is an arbitrarily chosen base point. Note that∣∣f (a) − f (x0)∣∣ λρ(a, x0) + s  2λρ(a, x0)
hence the coefficient 2|f (a)−f (x0)|
ρ(a,x0)
is less than or equal to 4λ, and it plays a role analogous to
λ in (1). Thus the proof of Theorem 2.5 can easily be adapted to show that f¯ is everywhere
greater than −∞ and is asymptotically Lipschitz.
It is slightly harder to show that on the linear neighborhood W = ⋃a∈A BX(a,
1
4ρ(a, x0)) the map f¯ is coarsely proper. We skip the details, as well as the proof in the
case of A. 
In Section 6, we shall see that in the last theorem one cannot replace R by R2.
4. Homotopy
The following section does not contain original ideas; it rather reorganizes slightly some
of the concepts found in [4]. Our goal here is to clarify the definitions, and to verify that
for maps extendable onto linear neighborhoods, Homotopy Extension Theorem holds in A
as well as in A (in particular, that in Al it holds for all maps).
Definition 4.1. Given pointed metric spaces (X,x0, ρ) and (Y, y0, σ ), we define their as-
ymptotic product X ×˜Y as a set
X ×˜Y = {(x, y) ∈ X × Y : ρ(x, x0) = σ(y, y0)}
with the metric induced by the l1 metric of X × Y .
The projections πX and πY restricted to the asymptotic product are linearly proper, and
hence are morphisms, unlike the projections taken on the entire (metric) product.
Consider the pointed space R2+ = (R+ × R, (0,0)) and its two pointed subspaces
R+ = ({0} × R+, (0,0)) and R− = ({0} × R−, (0,0)). Please note that in each of the
four categories considered here, for any object X, there exist natural isomorphisms:
i+ :X → X ×˜R+ and i− :X → X ×˜R−. As a notational convention, we shall further as-
sume the basepoints to be implicit.
Definition 4.2. A homotopy between two maps f,g : (X,x0, ρ) → (Y, y0, σ ) is a morphism
H :X ×˜R2+ → Y such that H ◦ i+ = f and H ◦ i− = g. In this context we call X ×˜R2+ the
homotopy space.
In each of the categories considered, the homotopy space is isomorphic to the space{
(x, t) ∈ X ×R+: 0 t  ρ(x, x0)
}
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spaces X ×˜R+ and X ×˜R− onto X × {0} and {(x,ρ(x, x0)): x ∈ X} respectively. Further
on we shall find it convenient to identify these two realizations of the homotopy space.
The following theorem was proved in the case of A by Dranishnikov in [4, Theo-
rem 4.3]. The proof given below works for both A and A.
Theorem 4.3 (Homotopy extension theorem for A and A, HET). If A is a subobject of
X and f :X ×˜R+ ∪ A ×˜R2+ → Y has an extension g onto a linear neighborhood W of
X ×˜R+ ∪ A ×˜R2+ in X ×˜R2+, then f also has an extension f¯ :X ×˜R2+ → Y .
Proof. Let us remind the proof in the classical (topological) case: we construct a mor-
phism (e.g., a continuous function) F :X × I → W such that F |X×0∪A×I = id (using the
compactness of the interval and the Urysohn lemma) and define f¯ = g ◦ F . The proof in
our case is similar.
Let W be the linear neighborhood of X ×˜R+ ∪ A ×˜R2+ and let κ > 0 be such that for
any ξ ∈ A ×˜R2+ there holds κρ(ξ,X\W) ρ(ξ, (x0,0)). Let V =
⋃
a∈A BX(a, 1κ ρ(a, x0)).
We see that V ×˜R2+ ⊆ W .
For brevity, let us denote ‖x‖ := ρ(x, x0). Consider a map φ :A∪(X\V ) →R+ defined
as φ(x) = ‖x‖ for x ∈ A and φ(x) = 0 for x ∈ X \ V . Of course, this map is not proper,
but it is Lipschitz, since for a ∈ A, x ∈ X \ V we have |φ(a) − φ(x)| = φ(a) = ‖a‖ 
κρ(a,X \V ) κρ(a, x), and on A it is a short map (i.e., Lipschitz with λ = 1). The Theo-
rem 2.5(a)) implies that φ has a Lipschitz extension φ¯. If we take ψ(x) = min(φ¯(x),‖x‖),
we get a Lipschitz extension ψ of φ, satisfying ψ(x) ‖x‖.
Now define F :X ×˜R2+ → W as follows:
F(x, t) =
(
x,
ψ(x)
‖x‖ t
)
for x = x0 and F(x0,0) = (x0,0).
Clearly, F restricted to X ×˜R+ ∪ A ×˜R2+ is an identity and the image of F takes values
in V ×˜R2+ ∪ X ×˜R+ ⊆ W . Also, F is (coarsely) proper: we have
ρ
(
F(x, t), (x0,0)
)
 ‖x‖ 1
2
ρ
(
(x, t), (x0,0)
)
since 0  t  ‖x‖. To show that F is Lipschitz, first let us note that for ‖x′‖  ‖x′′‖ we
have ∣∣∣∣ψ(x′)‖x′‖ t ′ − ψ(x′′)‖x′′‖ t ′′
∣∣∣∣
ψ(x′)t ′
∣∣∣∣ 1‖x′‖ − 1‖x′′‖
∣∣∣∣+ ψ(x′)‖x′′‖ |t ′ − t ′′| + t ′′‖x′′‖ ∣∣ψ(x′) − ψ(x′′)∣∣
 ψ(x
′)
‖x′‖
t ′
‖x′‖
∣∣‖x′′‖ − ‖x′‖∣∣+ψ(x′)‖x′‖ |t ′ − t ′′| + t ′′‖x′′‖ ∣∣ψ(x′) − ψ(x′′)∣∣
 λ · 1 · ρ(x′, x′′) + λ|t ′ − t ′′| + 1 · λ · ρ(x′, x′′) 2λ(ρ(x′, x′′) + |t ′ − t ′′|)
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for ‖x′‖ ‖x′′‖. Consequently
ρ
(
F(x′, t ′),F (x′′, t ′′)
)
 ρ(x′, x′′) + 2λ(ρ(x′, x′′) + |t ′ − t ′′|)
 (2λ + 1)(ρ(x′, x′′) + |t ′ − t ′′|)
= (2λ + 1)ρ((x′, t ′), (x′′, t ′′)).
Now we conclude, just as in the classical case, that f¯ := g ◦ F is the required exten-
sion. 
Corollary 4.4. In the categories Al and Al , HET holds in full generality.
The proof of Theorem 4.3 in the case of A is further discussed in Remark 5.4.
5. A versus A
In this section we prove and discuss a theorem analogous to Theorem 2.5, but in A.
Further, we discuss certain simplifications that we could have made if we wanted to prove
Theorems 3.5 and 4.3 only in A and Al , disregarding the other two categories considered
here. We conclude that for studying asymptotic topology, A and Al seem to be a better
choice than A or Al .
Theorem 5.1. Let A be a closed subset of a metric space (X,ρ). In the category A, each
morphism f :A →R+ with Lipschitz constants λ and s has an extension f¯ :X →R+ with
Lipschitz constants λ and 13s.
Proof. Put d = s3λ . Let us denote X0 := {x ∈ X: ρ(x,A) d}. First we extend f to a map
f¯0 :A ∪ X0 → R+, using for x ∈ X0 the same formula (1) that we have used in the proof
of Theorem 2.5:
f¯0(x) := inf
a∈A
{
f (a) + λρ(a, x)} for x ∈ X0.
We have already proven there that this formula gives a classical λ-Lipschitz map on X \A,
so in particular f¯0|X0 is continuous. Since X0 and A are both open-closed in X0 ∪ A, then
f¯0 is continuous. We also know that f¯0 is (λ, s)-Lipschitz.
Now we shall find an extension over the remaining part of X. For i = 0,1,2, . . . let
Ai := f−1
([
2si;2s(i + 1)]), Bi := {x ∈ X: ρ(x,Ai) d}.
The sets Bi cover the set {x ∈ X: 0 < ρ(x,A) < d} on which f¯ needs to be defined yet.
We shall first extend f¯0 onto the sets B2i , and then onto the sets B2i+1.
First observe that for |i − j |  2 we have Bi ∩ Bj = ∅. Indeed, for a ∈ Ai, a′ ∈ Aj
we have 2s  |f (a) − f (a′)|  λρ(a, a′) + s, hence ρ(a, a′)  s
λ
= 3d . Therefore,
ρ(Ai,Aj ) 3d and ρ(Bi,Bj ) d > 0 since Bi is a d-neighborhood of Ai .
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domain, f¯0 takes values in the set
Ii :=
[
2si − λd − s,2s(i + 1)+ λd + s]∩R+ = [2s(i − 23
)
,2s
(
i + 5
3
)]
∩R+.
By Tietze theorem, for each i  1 there exists a continuous extension f¯ 2i :B2i → I2i of
f¯0|B2i∩(X0∪A). We take
f¯1 := f¯0 ∪
⋃
i∈N
f¯ 2i .
Since f was a proper map, each bounded set intersects only finitely many of the sets Bi
(because it does intersect finitely many sets Ai ). Hence, the family of domains of the maps
f¯0 and f¯ 2i is locally finite. Since the sets B2i are pairwise disjoint, the only nonempty
intersections between the domains of the maps f¯ 2i for i  0 are of the form B2i ∩(X0 ∪A),
where the respective functions do agree. Finally, all the domains are closed subsets of their
union. Therefore f¯1 is well-defined and continuous on the set
X1 := X0 ∪ A ∪
⋃
i∈N
B2i .
Now we only have to fill in the “holes” in X1 corresponding to the sets B2i+1. The set
Di := B2i+1 ∩ X1 is a subset of (B2i+1 ∩ X0) ∪ B2i ∪ B2i+2. Hence on Di the function
f¯1 takes values in the interval I2i ∪ I2i+1 ∪ I2i+2. Just as before, we take a family of maps
f¯ 2i+1 :B2i+1 → I2i ∪ I2i+1 ∪ I2i+2 extending the maps f¯1|B2i+1∩X1 , respectively. Again,
their union is a well-defined continuous map and we finally set
f¯ := f¯1 ∪
⋃
i∈N
f¯ 2i+1.
Now we have to check that f¯ is a morphism in A. First, f¯ is coarsely proper. Indeed,
take any M > 0. The map f¯0 is proper, hence the preimage f¯−10 ([0;M)) is bounded. On
the other hand, only finitely many intervals Ii have nonempty intersections with [0;M).
Since each of the sets Bi is bounded, so is the set (f¯−1([0;M))) \ (X0 ∩ A).
Second, we have |f¯ (x)− f¯ (x′)| λρ(x, x′)+ 13s for each x, x′ ∈ X. To prove it, note
that if x ∈ Bi , then
f¯ (x) ∈ Ii−1 ∪ Ii ∪ Ii+1 =
[
2s
(
i − 5
3
)
,2s
(
i + 8
3
)]
∩R+.
Moreover for each x ∈ Bi there exits a ∈ Ai such that ρ(x, a)  d and f (a) ∈ [2si,
2s(i + 1)]. Therefore for these x and a we have |f¯ (x) − f (a)| 163 s.
Thus if x ∈ Bi and x′ ∈ Bj , then for the appropriate a ∈ Ai and a′ ∈ Aj we have∣∣f¯ (x) − f¯ (x′)∣∣ ∣∣f¯ (x) − f (a)∣∣+ ∣∣f (a) − f (a′)∣∣+ ∣∣f¯ (x′) − f (a′)∣∣
 32
3
s + ∣∣f (a) − f (a′)∣∣.
However, since f was (λ, s)-Lipschitz, the triangle inequality yields
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 λρ(x, x′) + 2λd + s = λρ(x, x′) + 5
3
s.
Put together, we get∣∣f¯ (x) − f¯ (x′)∣∣ λρ(x, x′) + 37
3
s  λρ(x, x′) + 13s.
Please note that Ai ⊆ Bi , so we have also covered the case when either x or x′ belongs
to A. The last case to be checked is when x ∈ Bi and x′ ∈ X0. Again, let a ∈ Ai and
ρ(x, a) d . By the definition of f¯ (x′), there holds
f¯ (x′) f (a) + λρ(a, x′) (f¯ (x) + ∣∣f¯ (x) − f (a)∣∣)+ (λρ(a, x)+ λρ(x, x′))
 f¯ (x) + λρ(x, x′) + 17
3
s.
On the other hand, by the formula for f0 there is a′ ∈ A such that f¯ (x′)  f (a′) +
λρ(a′, x′) − s. This gives
f¯ (x) f (a) + 16
3
s  f (a′) + λρ(a, a′) + 19
3
s

(
f¯ (x′) − λρ(a′, x′) + s)+ λρ(a, a′) + 19
3
s
 f¯ (x′) + λρ(a, x′) + 22
3
s  f¯ (x′) + λρ(a, x)+ λρ(x, x′) + 22
3
 f¯ (x′) + λρ(x, x′) + 25
3
s.
The last two inequalities yield∣∣f¯ (x) − f¯ (x′)∣∣ λρ(x, x′) + 25
3
s  λρ(x, x′) + 13s.
This concludes the proof. 
Corollary 5.2. R+ ∈ AE(A).
A theorem very similar to the last one has been proven first in [4] by Dranishnikov as
Theorem 3.1. However, the proof presented there had some flaws, the most important being
that it only worked for geodesic metric spaces. Indeed, Dranishnikov extended the map
inductively onto consecutive sets Ci such that for some µ,m > 0, the µ-neighborhood of
Ci was a subset of Ci+1 and the extension restricted to Ci+1 \Ci had values in [mi,m(i +
1)]. Then he concluded that for j = i + k, x ∈ Ci , y ∈ Cj \ Cj−1 there held ρ(x, y) 
µ(k − 1), which would only be true in geodesic spaces. In fact, in a nongeodesic space X
the sets Ci do not even need to cover X. Moreover in his proof Dranishnikov had to increase
the Lipschitz constant λ by a factor α > 1.
Remark 5.3. Comparison of Theorems 2.5 and 5.1.
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there is a lot of technical details concerning continuity, which we have to struggle with
in A, not being rewarded much more. In fact, the topology of metric spaces is induced
only by small values of metric (less than any given constant), while we tend to concentrate
on large scale problems.
Remark 5.4. Simplifications in case of A-discussion of Theorems 4.3 and 3.5.
If we forgot about continuity and only worked in A, we could have changed some of
the definitions from Section 3. First, it would suffice to define a linear neighborhood by the
condition
∃κ, t > 0 κρ(a,X \ W) ρ(a, x0) − t.
In such case, the maps φ, ψ and F from the proof of Theorem 4.3 were not necessarily
continuous, but they were still asymptotically Lipschitz and the entire proof would keep
working. Second, we might have consequently changed Definition 3.1(c) as follows: W is
an f -neighborhood if
∃κ, t > 0, y0 ∈ Y κρ(a,X \ W) σ
(
f (a), y0
)− t.
Thanks to the new definition of linear neighborhood, we would still be able to prove Propo-
sition 3.3. Finally, the definition of ANE′ would of course say that every f needs to have an
extension onto some f -neighborhood. Now the proof of the Theorem 3.5 would become
even simpler.
In Section 3 we decided to give the more complicated versions of definitions to take care
of phenomena that take place only on the boundaries of asymptotic neighborhoods (like
continuity in the case of A). If we define the width of a set as the supremum of distance
from its points to its complement, then the boundaries mentioned above have finite width.
However, the behavior of objects of finite width seems to be irrelevant for us. For example,
in A every map can be trivially extended over the k-boundary of its domain (i.e., the k-
neighborhood minus the domain itself), by setting in each point x a value, taken by the
map in any point of its domain, lying within the distance of 2k from x.
The observations presented in this section should convince us that the categories A and
Al are more efficient tools for studying asymptotic topology than A and Al . In particular,
if we need to extend homotopies, Al seems to be a best choice. However, in this paper we
examine all four categories in order to display the differences between them and to stay
closer to the paper [4], where A is the main object of study.
6. General HET—a counterexample
In [4], Dranishnikov posed a natural question: in asymptotic categories, does HET hold
true in full generality, i.e., does it hold for any map f with its values in Y ∈ ANE? The
following example shows that it does not even hold for Y = R2, no matter how we pick
the definition of asymptotic neighborhood (please note it does hold for Y =R by virtue of
Theorem 3.8).
First, we need to introduce some auxiliary terminology.
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index of a continuous map h :J →R2 \ {0} is defined as
ind(h) := 1
2π
(
a(q) − a(p))
where a :J →R is any continuous map which satisfies a(t) ≡ argh(t) (mod 2π ).
Clearly, if h(p) = h(q), then ind(h) ∈ Z. Also, if we partition J into smaller arcs
J1, . . . , Jn, then indh = indh|J1 + · · · + infh|Jn .
Example 6.2. Let X = {(x, y) ∈R2: y = x2}, let ξ0 = (0,0) be the base point and let A =
{(x, y) ∈ X: x  0}. There exists an asymptotically Lipschitz proper map f :X ×˜R+ ∪
A ×˜R2+ →R2 which in the category A does not extend over X ×˜R2+.
Proof. Let σ denote the l1 metric on R2 and let ρ be the induced metric on X. Below
we consider the homotopy space as a subset of X × R+. Precisely, we take X ×˜R2+ =
{(x, y, t) ∈ R3: y = x2 and 0  t  x2}. This is slightly different from what we had in
the proof of HET, since x2 is not exactly equal to ρ(ξ0, (x, x2)). But it is still isomor-
phic to the homotopy space defined before. We extend ρ onto X ×˜R2+ by the formula
ρ((x′, y′, t ′), (x′′, y′′, t ′′)) = |x′ − x′′| + |y′ − y′′| + |t ′ − t ′′|. The asymptotic product ×˜
of a subset of X by a subset of R2+ should be understood as a respective subspace.
Also, let σ denote the l1 metric on R2. Let B = {(x, y) ∈ X: x  0}. On A ×˜R2+, let
f (x, y, t) := (x, t).
The values of f grow slowly along the left branch A × {0} of the parabola, but they grow
rapidly (linearly) as a function of time t above the set A.
Next, for (x, y) ∈ B let
f (x, y,0) := x(cos(2πx), sin(2πx)).
The right branch of the parabola X is being wound onto an arithmetic spiral with approxi-
mately constant linear velocity.
Let us check that f is an asymptotically Lipschitz proper map on its domain, A ×˜R2+ ∪
B ×˜R+ = A ×˜R2+ ∪ X ×˜R+. It is asymptotically Lipschitz on each of the two branches
A × {0}, B × {0} of the parabola X × {0} as well as along the time axis above the set
A × {0}. And for any two symmetrical points lying on the opposite branches of parabola,
say ξ1 = (x, x2,0) and ξ2 = (−x, x2,0), we have σ(f (ξi), f (ξ0)) = O(|x|) for i = 1,2,
hence σ(f (ξ1), f (ξ2)) = O(|x|) = O(ρ(ξ1, ξ2)).
Now we only need to prove that f has no extension onto X × R+. On the contrary,
suppose that f¯ is such an extension. We might assume that f¯ is continuous, because we
can always “improve” f¯ to be so, like in Example 2.3. We only need some care to keep the
original values of f unchanged. (Continuity has nothing to do with the nature of this exam-
ple, but here allows to use familiar topological notions without the need of reformulating
the definitions for the noncontinuous asymptotically Lipschitz case.)
Hence f¯ is an asymptotically Lipschitz proper map with Lipschitz constants λ, s. Pick
a number R0 > 0 such that for |x|  R0 we have f¯ (x, x2, t) = 0. Such a number exists,
since f¯ is proper.
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jx :
[
R20, x
2]→R2 \ {0}, jx(τ ) = f¯ (√τ , τ,0),
j ′x :
[
0, x2
]→R2 \ {0}, j ′x(τ ) = f¯ (x, x2, τ),
j ′′x :
[
R20, x
2]→R2 \ {0}, j ′′x (τ ) = f¯ (√τ , τ, τ),
j0 :
[
0,R20
]→R2 \ {0}, j0(τ ) = f¯ (R0,R20, τ).
Note that jx · j ′x · (−j ′′x ) · (−j0) forms a loop (here “·” means concatenation of arcs and
“−” means reversing the orientation) and that for any two x such loops are homotopic in
R
2 \ {0} (in the topological sense). Consequently, for x > R0 there should be
ind jx + ind j ′x − ind j ′′x − ind j0 = const.
It is easy to calculate ind jx : since jx(τ ) = f (√τ , τ,0) = √τ exp 2πi√τ , we have
ind jx = x −R0 = x +O(1). Next, we have j ′x . Let µ = 2λ+ sR0 . By the Lipschitz condi-
tion for f¯ , we get
σ
(
j ′x(τ ), (x, τ )
)= σ (f¯ (x, x2, τ), f (−x, x2, τ))
= σ (f¯ (x, x2, τ), f¯ (−x, x2, τ)) λ(2x) + s  µx
since x > R0. In particular, for τ > µx if j ′x(τ ) = (x′, y′), then σ((x′, y′), (x, τ ))  µx
which implies y′ > 0. Therefore ind j ′x |[µx,x2]  12 . And what is the value of ind j ′x |[0,µx]?
Let
β(R) = inf{σ (f¯ (x, x2, t),0): 0 t  x2, |x|R}.
Since f¯ is proper, we have limR→∞ β(R) = ∞. Now we see that j ′x maps the interval
[0,µx] into R2 \ B(0, β(x)). But j ′x is asymptotically Lipschitz with exactly the same
constants λ, s as f¯ . Hence if only β(x) > s, then the number of leaps j ′x takes around 0 on
[0,µx] is not greater than λµx
β(x)
. That is,∣∣ ind j ′x |[0,µx]∣∣ λµxβ(x) + 1 = o(x)
which means that ind j ′x = o(x).
Now we only need a similar calculation for j ′′x . By the Lipschitz inequality for f¯ we
have
σ
(
j ′′x (τ ),
(−√τ , τ))= σ (f¯ (√τ , τ, τ), f¯ (−√τ , τ, τ)) λ(2√τ )+ s  µ√τ
(as we take τ R20). For
√
τ > µ and j ′′x (τ ) = (x′′, y′′) this gives σ
(
(x′′, y′′), (−√τ , τ ))
µ
√
τ which implies |y′′ − τ | µ√τ < τ , which in turn gives y′′ > 0. We conclude that∣∣ind j ′′x ∣∣ ∣∣ind j ′′x |[R20 ,µ2]∣∣+ 1 = O(1).
This yields
ind jx + ind j ′x − ind j ′′x − ind j0
= x + O(1) + o(x)+ O(1) + O(1) = x + o(x) = const.
A contradiction. 
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Studying the counterexample from the previous section carefully, one may ask if it is
possible to give a nicer example with spaces X and A geodesic. This section gives a partial
negative answer to this question, under the additional assumption of nonpositive curvature.
Recall that an Hadamard space is a complete simply connected metric space of nonpos-
itive curvature in the sense of CAT(0)-condition. In such space every two points x, x′ are
connected by a unique geodesic segment, whose length is equal to the distance from x to
x′ (Cartan–Hadamard Theorem). We denote the segment by [xx′] and its length by |xx′|.
As a reference for Hadamard spaces, see [3,1] or [2].
We say that a subset A of Hadamard space is convex, if for every two points a, a′ ∈ A,
the geodesic segment [aa′] is also contained in A.
If X is an Hadamard space, A ⊆ X is its closed convex subset and x ∈ X is a point,
then there exists a unique point π(x) ∈ A such that |xπ(x)| is minimal. The retraction
π :X → A is called the nearest point projection or simply projection onto the subset A. It
turns out to be 1-Lipschitz. For a proof, see [2, Proposition 2.4, pp. 176–177].
There is one more fact important for us. If A is a convex closed subset of an Hadamard
space X, then for t > 0 the closed t-neighborhood of A:
At :=
{
x ∈ X: ∣∣xπ(x)∣∣ t}
is also a closed convex subset. This is due to convexity of the distance function to A. See
[2, Corollary 2.5, p. 178].
Theorem 7.1. Let A be a closed convex subset of an Hadamard space X. Let x0 ∈ X be a
base point and let
W :=
⋃
a∈A
BX
(
a,
1
4
|ax0|
)
.
Then W is a linear neighborhood of A and the restricted projection π |W is a coarsely
proper 1-Lipschitz retraction onto A.
Proof. Clearly W satisfies the definition of a linear neighborhood with a constant κ = 4.
Let x ∈ W and let a ∈ A be such that x ∈ BX(a, 14 |ax0|). Let a′ = π(x) ∈ A. Therefore
|xa′| |xa|, hence |aa′| |xa| + |xa′|  2|xa|  12 |ax0|. We use the triangle inequality
once again and get |a′x0| |ax0|− |aa′| |ax0|− 12 |ax0| = 12 |ax0|. Since |xx0| |ax0|+
|ax| 54 |ax0|, we obtain |a′x0| = |π(x)x0| 25 |xx0|. Hence π |W is coarsely proper (even
linearly proper). 
Note that an Hadamard space needs not be proper or even locally compact, so we cannot
claim properness of π |W .
Corollary 7.2. Every asymptotically Lipschitz coarsely proper map defined on a closed
convex subset A of an Hadamard space X can be extended to a coarsely proper map f¯
having the same Lipschitz constants as f and defined on a linear neighborhood of A.
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when A is a convex susbet of an Hadamard space X, because there is no reasonable metric
on X ×˜R2+ in which the subset X ×˜R+∪A ×˜R2+ is convex. Instead, in Theorem 7.5 below,
we shall build a coarsely proper Lipschitz retraction R :X ×˜R2+ → X ×˜R+ ∪ A ×˜R2+
directly.
To this end, denote A0 = A and for t > 0 let At be the closed t-neighborhood of A in
X and πt :X → At be the projection onto At .
Lemma 7.3. If x /∈ As and x′ = πs(x), then |x′π(x′)| = s.
Proof. Since x′ ∈ As , we have |x′π(x′)| s. Assume that the equality does not hold. Let
then x′′ ∈ [x′x] ∩ As be a point such that s > |x′′π(x′)| > |x′π(x′)|. We see that |xx′′| =
|xx′| − |x′x′′| < |xx′|, but x′ was to be a point of As closest to x, a contradiction. 
Lemma 7.4. If x /∈ As , then πs(x) ∈ [xπ(x)] and π(πs(x)) = π(x) and also |πs(x)π(x)| =
s.
Proof. Let x′ = πs(x) and let xs ∈ [xπ(x)] be such a point that |xsπ(x)| = s. Hence xs ∈
As and we have |xxs | |xx′|. We already know that |x′π(x′)| = s. Putting it together, we
have
|xxs | + s  |xx′| + s = |xx′| +
∣∣x′π(x′)∣∣ ∣∣xπ(x′)∣∣

∣∣xπ(x)∣∣= |xxs | + ∣∣xsπ(x)∣∣= |xxs | + s.
Therefore all of the above inequalities are actually equalities. In particular, |xxs | = |xx′|, so
xs = x′ (as xs ∈ As and x′ is the unique point of As closest to x). Analogously, |xπ(x)| =
|xπ(x′)| implies that π(x) = π(x′) = π(πs(x)). Now Lemma 7.3 yields |πs(x)π(x)| =
|x′π(x′)| = s. 
Theorem 7.5. Let A be a closed convex subset of an Hadamard space X. Then there exists
a Lipschitz retraction
R :X ×R+ → X × {0} ∪ A ×R+.
Proof. Define
R(x, t) =
{(
π0(x), t − d
)
for t  d
where d = ∣∣xπ0(x)∣∣.(
πd−t (x),0
)
for t < d
Fix the usual l1 metric ρ on X ×R+.
We need to check that R is Lipschitz. Let then (xi, ti) ∈ X × R+, let ai = π0(xi) and
di = |xiai | for i = 1,2.
First note that d1 − d2 = |x1a1| − |x2a2| |x1a2| − |x2a2| |x1x2|. By symmetry, we
get |d1 − d2| |x1x2|.
Second, we see that |πs(x)πt (x)| = |s − t | if only |xπ0(x)|max(s, t). (This follows
from Lemma 7.4.)
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ρ
(
R(x1, t1),R(x2, t2)
)
= ∣∣π0(x1)π0(x2)∣∣+ ∣∣(t1 − d1) − (t2 − d2)∣∣

∣∣π0(x1)π0(x2)∣∣+ |t1 − t2| + |d1 − d2|
 |x1x2| + |t1 − t2| + |d1d2| 2|x1x2| + |t1 − t2|
 2ρ
(
(x1, t1), (x2, t2)
)
.
Next, if t1 < d1 and t2 < d2, then
ρ
(
R(x1, t1),R(x2, t2)
)
= ∣∣πd1−t1(x1)πd2−t2(x2)∣∣

∣∣πd1−t1(x1)πd1−t1(x2)∣∣+ ∣∣πd1−t1(x2)πd2−t2(x2)∣∣
 |x1x2| +
∣∣(d1 − t1) − (d2 − t2)∣∣ |x1x2| + |t1 − t2| + |d1 − d2|
 2ρ
(
(x1, t1), (x2, t2)
)
.
Finally, if t1 < d1 but t2  d2, then
ρ
(
R(x1, t1),R(x2, t2)
)
= ∣∣πd1−t1(x1)π0(x2)∣∣+ t2 − d2

∣∣πd1−t1(x1)π0(x1)∣∣+ ∣∣π0(x1)π0(x2)∣∣+ t2 − d2
 (d1 − t1) + (t2 − d2) + |x1x2| |t1 − t2| + |d1 − d2| + |x1x2|
 2ρ
(
(x1, t1), (x2, t2)
)
.
The last case when t1  d1 and t2 < d2 is analogous to the previous one. Therefore R is
the required 2-Lipschitz retraction. 
Theorem 7.6. Let A be a closed convex subset of an Hadamard space X. Then there exists
a linearly proper Lipschitz retraction
R′ :X ×˜R2+ → X ×˜R+ ∪ A ×˜R2+.
Proof. This time it is convenient to represent the homotopy space as
XH =
{
(x, t) ∈ X ×R+: 0 2t  |xx0|
}
equipped with the usual l1 metric, denoted by ρXH , where x0 ∈ X is a chosen base point.
We let R′ = R|XH , where R is the map defined in the previous theorem. We first check that
R′ takes its values in the set X ×˜R+ ∪ A ×˜R2+ = X × {0} ∪ {(a, t) ∈ A × R+: 0  t 
|ax0|}.
Let then (x, t) ∈ XH , hence t  2t  |xx0|. Let d = |xπ0(x)|. If t < d , then clearly
R′(x, t) = (πd−t (x),0) ∈ X × {0}. Otherwise we have R′(x, t) = (π0(x), t − d), where
π0(x) ∈ A and 0  t − d  |xx0| − d = |xx0| − |xπ0(x)|  |π0(x)x0|, so R′(x, t) ∈
A ×˜R2+. In both cases it turns out that R′(x, t) ∈ X ×˜R+ ∪ A ×˜R2+, as desired.
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1
3‖(x, t)‖, where ‖(x, t)‖ := ρXH ((x, t), (x0,0)) = |xx0| + t . Again, there are two cases.
If t < d then observe that x = πd(x), hence |xπd−t (x)| = t . Because of that, we have
‖R′(x, t)‖ = |x0πd−t (x)|  |xx0| − |xπd−t (x)| = |xx0| − t  12 |xx0|  13 (|xx0| + t) =
1
3‖(x, t)‖ (the last two inequalities follow from the fact that in XH we have 2t  |xx0|).
And if t  d then ‖R′(x, t)‖ = |x0π0(x)| + t − d  |x0π0(x)|  |xx0| − |xπ0(x)| =
|xx0| − d  |xx0| − t  13‖(x, t)‖. 
The last part of the proof shows why this time have we put the factor 2 in the definition
of XH . Clearly this factor does not affect the space XH up to isomorphism, but if it was
not present, the restriction R|XH might not be proper.
Corollary 7.7. If A is a convex subset of an Hadamard space, Y is any space and
f :X ×˜R+ ∪ A ×˜R2+ → Y is a morphism in either of the categories A,A, Al ,Al , then
it can be extended in the respective category to a homotopy f¯ :X ×˜R2+ → Y , defined as
f¯ := f ◦ R′.
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