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Let f: R+ x W + Iw” be continuous and periodic in the first variable. 
In Massera [13] it is shown that a necessary and sufficient condition for the 
existence of periodic solutions of the ordinary differential equation with 
uniqueness for Cauchy problems 
x’ =f(t, x) (1) 
is the existence of a bounded solution when f is real valued, but that this 
result does not extend to f’s with values in W if 72 >, 2. In Halanay [7, 
p. 2311 it is shown that a necessary and sufficient condition for the existence 
of periodic solutions of (1) when f takes values in an arbitrary IF!% and is 
sufficiently smooth to guarantee the continuous dependence of solutions of 
the Cauchy problem from the data, is the existence of a bounded solution x 
having the property 
$I& x(t + p) - x(t) = 0 (2) 
where p is the period. In this paper we change condition (2) into a more 
general one, which can be called asymptotic regularity with respect to the 
period (by its similarity with the definition of asymptotic regularity given by 
Browder-Petryshyn [5]), and we obtain in this way a new criterion which 
seems to be more convenient for applications and which works for arbitrary 
continuous functions f. The new criterion implies that (1) has a periodic 
solution if (1) is asymptotically equivalent to an ordinary differential equation 
having a periodic solution or a solution with limit at infinity. In particular, 
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(1) has a periodic solution whenever there is a solutron having limit at infinity. 
By a theorem of Brauer [3], the last mentioned result yields a reformulation 
of Massera’s conditions for arbitrary GP: iff is bounded in norm by the second 
member of a scalar differential equation U’ = g(t, u) having a bounded solution 
and with g(t, .) increasing, then (1) has a periodic solution. Another applica- 
tion of the new criterion is the following. The proofs of the theorem in 
Viswanatham [15] and of Theorem 4 in Lakshmikantham [lo] are incorrect 
as we shall show in Section 2. However, the theorems of Viswanatham and of 
Lakshmikantham remain true: by the help of our criterion we shall prove two 
general statements which include as special cases the theorems of 
Viswanatham and of Lakshmikantham, respectively. 
Terminology. We use the abbreviation p-periodic to mean that a function 
is periodic of period p, p being a positive real number. 
1. A GENERAL CRITERION 
In the book by Halanay [7, p. 2311, it is shown that the differential equa- 
tion (1) has a periodic solution if and only if there is a bounded solution x 
satisfying (2). The proof given in [7] requires that f be sufficiently smooth 
to guarantee the continuous dependence on the data (this is not explicitly 
requested in [7], but it should be the only reason which can explain how the 
condition 
1$-r xnL = x* 
implies 
liAm x(t; x,J = x(t; x*) 
in [7, p. 2311). The aim of this section is first to extend this criterion to 
arbitrary continuous functions in a Banach space, avoiding the continuous 
dependence on the data by basing the proof on Ascoli theorem. Second, we 
change condition (2) into the more general Condition (ii) of Theorem 1 
below, a condition which seems to be more convenient for applications. For 
example, the proof of Theorem 4 below cannot be carried over with Condi- 
tion (2). 
THEOREM 1. Let X be a Banach space, A C X, I the interval [a, + CO[ of R, 
and f : I x A -+ X a continuolcs function which is p-periodic in the first variable. 
There is a p-periodic solution of the da&rent&al equation 
x’ = f (t, x) 
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if and only if there is a solution x such that 
(i) x(l) is compact and contained in A; and 
(ii) there exists a sequence (n,& of integers tending to CO such that 
lip II %(a + (n, + 1) P) - x(a + n,p)ll = 0. 
The theorem holds more generally if f satisfies the generalized Caratheodory 
hypotheses. The condition 
-- 
x(Z) C A 
- 
of (i) is obviously true if x(Z) = x(Z) or if A is closed. In case dim X < co, 
(i) can be substituted by 
- 
w* x is bounded and x(Z) C A, 
since then, x(Z) is relatively compact. In order to discuss (ii), let us consider 
the operator T: C(Z, X) + C(Z, X) defined by 
TX(t) = x(t + p) 
We shall meet this operator in the proof of Theorem 1. The sequence (x,& 
defined there is exactly the sequence of the successive approximations of T 
defined for x0 = x with x the solution appearing in the statement of Theo- 
rem 1. According to Definition 1 of Browder-Petryshyn [5], T is called 
asymptotically regular if and only if 
lim T”+l”y - T’1.y = 0 
?I 
for all x E C(Z, X). This suggests that (ii) can be looked at as a sort of asymp- 
totic regularity with respect to the period. 
Proof of Theorem 1. The necessity is clear: if x is a p-periodic solution, 
then s(Z) = x([a, a + p]). Thus x(Z) is compact since ~([a, a + p]) is, being 
the continuous image of a compact set. Since 
x(a + (n + 1) P) = x(a + np), 
also (ii) holds. 
Su#ciency. For each k E Zf, define xg: I+ X by 
44 = x(t + w). 
Since f is p-periodic in the first variable, xk is still a solution of x’ = f (t, x), 
and hence 
XL(t) = XL(a) + s’f (s, x1(s)) ds. a (1) 
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- 
Since the functions xii take values in the compact set x(l)), there is a constant M 
such that 
II.04 %c(4ll < JJ (t E b, a + PI; k E z+). 
Thus by (1) we have that (x& is an equicontinuous sequence on the interval - 
[a, a + p]. And since the values of the xk’s are in a compact set, x(I), we can 
apply Ascoli theorem and we get the existence of a subsequence (x~,)* which 
converges uniformly on [a, a + p] to a continuous function y. By Lebesgue 
convergence theorem, it follows from (1) that 
~(4 = ~(4 + j-h, Y(S)) ds 0 E 14 a + PI). a 
In the inequality 
II Y(U + PI - rm 
d II Y(U + P> - %& + P)ll + II %‘(a + PI - %,@ll + II %‘(4 - r@)ll 
the first and the third term on the right-hand side tend to zero, since 
lim, xB =y. While from 
%,(U + P> = da + P + %,P) = x@ + (%, + 1) P), 
%&) = x(a + fb*P) 
it follows by (ii) that also 
liy II s,(a + P> - ~,Wll = 0. 
Thus y(u + 9) = y(u). Th en, as is well known, the function a: I+ X 
defined by 
44 = YP - %P) 
where n, = max{n E N 1 a + np 6 t}, is a p-periodic solution of x’ = f(t, x) 
since f( ., x) is p-periodic. Q.E.D. 
2. APPLICATIONS OF THE CRITERION TO THE EXISTENCE OF 
PERIODIC SOLUTIONS 
Condition (ii) of Theorem 1 does not look too nice. Above all, against:it 
we have that, at a first glance, it seems very hard to handle in the applications. 
But we present here some applications of Theorem 1 which were suggested 
mainly by Condition (ii) by regarding it as a kind of asymptotic behavior 
with respect to the period. 
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THEOREM 2. Let X be a Banuch space, A C X closed, I the interval [a, + m[ 
of R, and f : I x A -+ X a continuous function p-periodic in the first variable. 
The disferential equation 
x’ = f (t, x) 
has a p-periodic solution if (and only if) it is asymptotically equivalent to a dif- 
ferential equation 
Y’ = At, Y) 
having a p-periodic solution OY a solution y such that limtT+oo y(t) exists in X. 
Recall that two differential equations are said to be “asymptotically equiv- 
alent” if for each solution x for each one of them there is a solution y of the 
other one such that 
gym II x(t) - r(t)ll = 0. 
To determine if one of the two differential equations has periodic solutions 
we can use Theorem 1. 
We note that the assumption on the closedness of A in Theorem 2 is 
unnecessary when y is p-periodic. 
Proof of Theorem 2. Let y be a solution of 
Y’ = a, Y> 
such that y is p-periodic or lim,t+m y(t) exists in X. By the definition of 
asymptotic equivalence, there is a solution x of 
such that 
x’ -f(t, x) 
$E II x(t) - ml = 0. (1) 
For every n we have 
II x(a + (n + l)p) - x(a + np)ll 
< II da + (n + 1) PI - y(a + (n + 1) P II (2) 
+ II y(a + (n + l)P) - y(a + nP>ll + !I y@ + nP) - x(a + nP)ll .
Since 
lim II y(a + (n + 1) P) - yb + Ml = 0 n 
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in both assumptions on y and using (I), all the addenda in the right side of 
(2) tend to zero. Therefore (ii) of Theorem 1 holds. In order to check (i), 
choose a sequence (z& in x(1). For every 1z there is t, E I such that 
x(&J = 24,. 
If the sequence (t& is bounded, hence contained in a compact set, then the 
continuity of x implies the existence of a compact set containing (u,), and so 
there is a convergent subsequence of (z& . If (tn), is unbounded, then (1) 
implies the existence of a subsequence (t,& such that 
If y is p-periodic, then y(l) is a compact set and so there is a convergent 
subsequence of (y(t,& , hence of (un,& because of (3). If y has a limit at 
infinity, then lim,y(t,J exists and hence, by (3), lim, x(tn,) exists too. 
Summing up, we proved that every sequence in x(1) has a convergent subse- - 
quence. This implies that x(1) is compact, and hence (i) of Theorem 1 is 
satisfied. Then, by Theorem 1, x’ =f(t, X) has a p-periodic solution. 
Q.E.D. 
Concerning conditions which are sufficient to guarantee asymptotic 
equivalence we refer to Brauer [2] and [4], Cesari [6], Lakshmikantham- 
Onuchic [ 121, Lakshmikantham-Leela [ 11, Sect. 2. lo]. We note the following 
corollary of Theorem 2 since it has some similarity with Theorem 4 below. 
COROLLARY. Let f, g: I x W -+ W, I = [a, + co[, be continuous and such 
that, for all su@iently small h > 0, 
II x - Y + h(f(t, 4 - i$> x)>lI < II x -Y II + h4, II x - y II) + O(h) 
where W: I x R+ -+ R is continuous. If f (a, x) is p-periodic and if there is a 
positive solution u on I of u’ > w(t, u) such that lim,t+m u(t) = 0, then x’ =f (t, x) 
has a p-periodic solution whenever y’ = g(t, y) does or when y’ = g(t, y) has a 
solution with limit at injinity. 
Proof. By a theorem of Lakshmikantham-Onuchic[12] (Lakshmikantham- 
Leela [I 1, Theorem 2.10.1]), the condition of the corollary implies that 
x’ = f (t, x) and y = g(t, y) are asymptotically equivalent. Thus Theorem 2 
yields the conclusion. Q.E.D. 
The following theorem is the special case f = g of Theorem 2. 
THEOREM 3. Let X be a Banach space, A C X closed, I = [a, + co[ and 
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f: I x A -+ X a continuous function which is p-periodic in the first variable. 
There is a p-periodic solution of the differential equation 
x’ = f (t, Cc) 
if there is a solution x such that 
exists in X. 
There are many results on the existence of the limit at infinity for solutions 
of ordinary differential equations Brauer [l] and [3], Ladas-Lakshmikantham 
[8, 91, Vidossich [14]. As application of the above theorem we generalize a 
theorem of Viswanatham [15] 
COROLLARY. Let f : I x Rn -+ W, I = [a, + io[, be continuous and 
p-periodic in the first variable. If x’ = f(t, x) has a bounded solution 
x q = (Xl ,...) x,) such that, for every i E {l,..., nj, the coordinate function x, is 
monotonic, then x’ = f(t, x) has a p-periodic solution. 
Proof. The monotonicity of x, implies the existence of all limtT+m x,(t) 
in the extended real line. The boundedness of x imphes that these limits are 
finite. Thus limtf+oo x(t) exists m FP, and Theorem 3 gives the conclusion. 
QED. 
This corollary generalizes the theorem of Viswanatham [15] since in [ 151 
it is required: (i) that all x, have the same type of monotonicity, I.e., they all 
must be increasing or all must be decreasmg, while in the above result the 
X, can have a different type of monotonicity; and (11) that f be sufficiently 
smooth to guarantee uniqueness of solutions. Moreover, the proof of the 
Theorem in [15] is not correct. We try to explain why, assuming that the 
reader has already read that paper, in order to avoid the complete rewriting 
of Viswanatham’s proof. The mistake is in the application of [15, Lemma]. Let 
E = {x, ( n E Z+} be a countable subset of IFP which is ordered coordinate- 
wise by > or <, as is the case of [15], and let T: E - E be an increasing 
function. The set E need not to be inductively ordered (each chain has an 
upper bound) if it does not contain its supremum X, in i@. Now, rf we 
add X, to E, then T has clearly some increasing extension F: E u (X-J -+ 
E u {x~}. All these extensions must satisfy 
sup T(G) < T(G) d x, . 
n (*I 
If T has no fixed point in E, then the increasingness of T implies x1 < TX, . 
Therefore by induction we get 
x, < TX, , (n E E+). 
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Thus from (*) it follows that TX, = x, is the unique possible increasing 
expension of T in case T has no fixed point. Now, the aim of the proof of 
[15] is to show that T has a fixed point in E (that x, is a fixed point of T is 
not enough to conclude that there is a periodic solution). The above remarks 
show that if we do not know already that T has a fixed point in E, then by 
using [15, Lemma] it is impossible to find it. By the exact same reason, the 
proof of Theorem 4 in Lakshmikantham [IO] (Lakshmikantham-Leela [I 1, 
Theorem 2.1511) fails. However, Lakshmikantham’s theorem also remains 
true by virtue of Theorem 1. Actually, we have a generalization of Lakshmi- 
kantham’s theorem. 
THEOREM 4. Let I = [a, + m[ and f, g: I x [Wn -+ IWn continuous with f 
p-periodic in the Jirst variable. Suppose there exists a continuous function 
w: I x R+ -+ Iw such that w is increasing in the second variable, the Cauchy 
problem 
u’ = w(t, u), @o) = *o 
has a unique solution on [to , + co[ for every to , u, E Rf and for all sufiently 
small h > 0 and all t, x, y: 
II x - Y + h(f (6 x) - g(t, y))ll < II x - Y II + h4, II x - y II) + O(h). 
If there are ap-periodic solution II of u’ = w(t, u) and a solution y of y’ = g(t, y) 
such that y is p-periodic or has a limit at infinity, then x’ = f (t, x) has a 
p-periodic solution. 
This result generalizes Lakshmikantham’s theorem since (the functions 
f, g are not assumed to be smooth enough to assure existence and uniqueness 
of solutions and) our assumptions on y are much more general. In particular, 
as we remarked above for the corollary to Theorem 3, y can be bounded such 
that all the coordinates of y are monotonic functions of arbitrary kind. 
Proof of Theorem 4. Let u, be the minimum of the periodic function u, 
and to E I such that u(to) = u, . By the Peano theorem there is a solution x in 
the small of 
x’ = f (4 x), x(to) = Y(to)* 
We can repeat the argument in the proof of Lakshmikantham-Leela [I 1, 
Theorem, 2.15.11 to get 
II x(t) - r(t)ll G u(t) - uo 
for all t > to in the domain of x. This implies 
II 4Oll < II YWII + w - 110 
(1) 
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and hence x is bounded where it is defined. Then a standard argument shows 
that x exists on [to, +co[. Since ~(t, + mp) = ~(t,,) = uO by periodicity, 
from (1) we have 
XkJ + 4 = ukl + VJ) (m E z+>. (2) 
Both assumptions on y imply 
1p II rkl + (m + 1) p) - y(4l + Mll = 0 
and hence, by (2), x satisfies Condition (ii) of Theorem 1. Since x is bounded 
as we saw above, Theorem 1 yields the conclusion. Q.E.D. 
Finally, we remark that by the argument in the proof of Theorem 4 we can 
simplify the proof of Theorem 2.15.2 of Lakshmikantham-Leela [l I]: we 
need only Eq. (2.159) of [ll, p. 1231 an d we conclude as in the above proof. 
Moreover, we in this way have a generalization since uniqueness and continu- 
ous dependence on the data are not needed. 
Note added rn proof. (i) The perrodtc solutrons whose extstence IS ensured by 
Theorem 3 and Its corollary are constant functrons, as it follows by applying the 
argument m the proof of Theorem 1 to these special cases. 
(ii) A reformulation of Theorem 3 IS grven m the paper of the second named 
author: “On Lakshmtkantham compartson for ordmary differential equations” (m 
preparation). 
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