ABSTRACT. In some situations estimates of unknown parameters must be corrected by additional measurements. It is in principle no problem to calculate the corrected estimates, however, it is of more interest to find formulae for correction itself. The formulae enable us to design an additional experiment and to judge its usefulness.
Introduction
An influence of additional experiment on estimators is interesting not only from pure mathematical point of view but from practical requirement of many professions, e.g. geodesy, physics, chemistry, technical science, etc.
The following example can serve as a motivation. Coordinates of several points of the Earth surface had been determined by a measurement for a mapping purpose. After some time either the value of the distance between two chosen points, or the azimuth between them must be known more precisely than the original measurement offers (e.g. for a construction of a bridge, a tunnel, etc.). Therefore an additional measurement must be realized. This new measurement together with the original one produce new, more precise, coordinates of the points. In practice, it is suitable to calculate directly differences among the original and new coordinates instead the new coordinates themselves.
Besides such kind of problems also pure mathematical interest leads to problem of an additional experiment, cf. the third fundamental theorem of the least square theory (for more detail see Lemma 3.6).
The problem of additional experiments is closely related to problems often referred to as "updating in regression estimation" or "influential observations in regression". To design properly an additional experiment it must be taken into account a knowledge on the last mentioned influential observations. However this class of problems is not investigated in the paper.
Our aim is to find explicit corrections of model parameters estimators and to study a problem of unknown variance components.
Notation and auxiliary statements
Let an n-dimensional random vector Y with an affiliated class of probability measures F = P Θ : Θ ∈ Θ µ be under consideration. Here P Θ is a probability measure parametrized by the vector parameter Θ, Θ is a set of admissible values of the vector Θ, µ is a dominating σ-finite measure, dP Θ /dµ = f (·, Θ) (the Radon-Nikodym derivative). The vector Θ is decomposed into two vectors β and ϑ, i.e. Θ = (β , ϑ ).
The class F is assumed to have two properties:
e. the mean value of the vector Y does not depend on the parameter ϑ and
e. the covariance matrix of the vector Y does not depend on the parameter β.
Here R n is n-dimensional Euclidean space, X is an n×k known matrix, β is an unknown k-dimensional parameter, ϑ = (ϑ 1 , . . . , ϑ p ) is an unknown parameter and V 1 , . . . , V p are given symmetric n × n matrices. In the following text it is assumed Θ = β × ϑ, where β is a linear manifold in R k and ϑ is an open set in R p .
Such situation will be denoted as
The following two lemmas are well known and therefore they are given without proofs (in more detail cf. [13] and [15] 
Penrose generalized inverse ( [14] ) of the matrix, M X = I − P X , P X = XX + ,
is an approximation of the actual value of the vector ϑ.
The estimator g ϑ from Lemma 2.2 can be expressed as
2 Y 2 ) (with respect to Lemma 2.1), it is sufficient to use the relationships
and
(It is to be remarked thatβ(Y 2 ) need not exist, since X 2 is a matrix which need not have full rank in columns, however the estimator
Ê Ñ Ö 3.2º A measure of concordance between original and an additional experiment can be characterized either by the vector
or by the vector
. If the original and the additional experiment are in concordance, i.e. E(w 2 ) = 0 , then in the case of the normality of the vector
, it must hold 
where the correction matrix K is
P r o o f. It is implied by the relationships (1)
Thus it can be judged the influence of the additional experiment on the accuracy of the estimator β(Y 1 ) which is characterized by Var β (Y 1 ) = C −1
1 . Since the matrix K from (3) can be calculated in advance, the additional experiment can be designed in such a way that Var β (Y 1 , Y 2 ) attains sufficiently small (prescribed) values.
If a single additional measurement is done, i.e.
where the matrix X 1 is of the full rank in columns and the matrices V 1 and
be under consideration. Then the best estimator (i.e. unbiased and with the minimum variance) of ϑ iŝ
where
The result is an obvious transcription of Lemma 2.2 (the case p = 1). In [6, Theorem IV.1] it is proved that this estimator is the best one.
PROBLEMS OF AN ADDITIONAL EXPERIMENT
2 , the proof is finished.
The influence of the additional experiment on the residual quadratic form, i.e.
, is characterized by the following lemma (cf. also [13, p. 157] 
Here B 
Here
and χ 2 n2 (0) are stochastically independent and thus it is sufficient to utilize the relationship χ 2 f1
and ϑ 1 = ϑ 2 , then the situation is a little more complicated. The estimator of ϑ 1 in the original model iŝ
Let in the following theorem the model
where r( 
is nonsingular and the MINQUE can be written in the form
The matrix S * can be written in the form
, where
If n 1 − k and n 2 − k are sufficiently large, then 
The correction γ of the estimatorθ 1 (
, which is based on the first experiment only can be expressed, for sufficiently large n 1 and n 2 , respectively, asθ 1 
P r o o f. With respect to definition of {S
2) we obtain after some simple however rather tedious calculation the expression
Analogously other elements of the matrix S * can be obtained. Thus
.
If the matrix
is sufficiently larger in Loevner sense than the matrix
, then
Now the statement is obvious.
Sensitivity approach
In the case of the model (5) with unknown ϑ 1 and ϑ 2 , the ϑ 0 -LBLUÊ
is one of possible estimators. Another possibility is to use the ϑ 0 -MINQUE or replicated REML of ϑ in the plug-in estimator of β, i.e.
The problem is to find statistical properties of such estimator. If the simulation approach is not taken into account, it is a difficult problem and for many situations it seems more suitable to investigate whether uncertainty inθ deteriorates properties of the ϑ * -LBLUE of the estimator β or not, i.e. to find a insensitivity region.
The insensitivity region at the value ϑ 0 is a set of values ϑ 0 + δϑ (δϑ is an infinitesimal shift of the vector value ϑ) with following property. If ϑ * (the actual value of the parameter ϑ) is an element of this set, then a deterioration of a statistical inference at the point ϑ 0 is smaller than a prescribed value. E.g. in the case of an estimator of a linear function h β, β ∈ R k , calculated at the point ϑ 0
is valid, where ε > 0 is a prescribed sufficiently small number.
Insensitivity regions can be found for many other statistical problems, where estimated variance components must be used. Some examples are given in [2] , [5] , [7] , [8] , [9] , [10] , [12] .
Ä ÑÑ 4.1º Let δϑ 1 and δϑ 2 be infinitesimal shifts of the parameters ϑ 1 and ϑ 2 , respectively. Then in the model (5)
is valid, where
we have
Let ε > 0 be such small number that the enlargement of the variance of the estimator Var ϑ * (h β ) by the factor (1 + ε) can be tolerated. Let
Then the insensitivity region N ϑ at the point ϑ with respect to enlargement of the standard deviation of the estimator of the function h β, β ∈ R k , is given in the following theorem.
Ì ÓÖ Ñ 4.2º The insensitivity region N ϑ is 
With respect to the Bonferroni rule [3, p. 492] ,
Thus the containment
can serve as a guaranty that ϑ 0 is sufficiently near to the actual value ϑ * and that ϑ * is in the insensitivity region N ϑ0 . In [11] it is shown that the requirement of the containment may be in some situation too rigorous.
Models with constraints
In this section the model
will be under consideration.
Let the first experiment be (6), where
(also in the additional experiment the parameter β must satisfy the constraints b + Bβ = 0 ; the matrix X 2 need not have the full rank in columns).
Ì ÓÖ Ñ 5.2º In the given situation the BLUE of β iŝ 
is equivalent to experiment without constraints
where β 0 is any vector satisfying the constraints b + Bβ 0 = 0 and K B is a k × (k − q) matrix satisfying the equality K ∇(B) = {u :
With respect to Lemma 3.1
The last equality is implied by the following relationships. 
