The exponential growth of the Web is the most influential factor that contributes to the increasing importance of cross-lingual text retrieval and filtering systems. Indeed, relevant information exists in different languages, thus users need to find documents in languages different from the one the query is formulated in. In this context, an emerging requirement is to sift through the increasing flood of multilingual text: this poses a renewed challenge for designing effective multilingual Information Filtering systems. Content-based filtering systems adapt their behavior to individual users by learning their preferences from documents that were already deemed relevant. The learning process aims to construct a profile of the user that can be later exploited in selecting/recommending relevant items. User profiles are generally represented using keywords in a specific language. For example, if a user likes movies whose plots are written in Italian, content-based filtering algorithms will learn a profile for that user which contains Italian words, thus movies whose plots are written in English will be not recommended, although they might be definitely interesting. In this paper, we propose a language-independent content-based recommender system, called MARS (MultilAnguage Recommender System), that builds cross-language user profiles, by shifting the traditional text representation based on keywords, to a more advanced language-independent representation based on word meanings. The proposed strategy relies on a knowledge-based word sense disambiguation technique that exploits MultiWordNet as sense inventory. As a consequence, content-based user profiles become language-independent and can be exploited for recommending items represented in a language different from the one used in the content-based user profile. Experiments conducted in a movie recommendation scenario show the effectiveness of the approach.
Introduction
Information Filtering (IF) systems are rapidly emerging as tools for overcoming information overload in the "digital era". Specifically, content-based filtering systems [1] analyze a set of documents (mainly textual descriptions of items previously rated as relevant by an individual user) and build a model or profile of user interests based on the features (generally keywords) that describe the target objects. The profile is compared to the item descriptions to select relevant items.
Traditional keyword-based profiles are unable to capture the semantics of user interests because they suffer from problems of polysemy, the presence of multiple meanings for one word, and synonymy, multiple words with the same meaning. Another relevant problem related to keywords is the strict connection with the user language: an English user, for example, frequently interacts with information written in English, so her profile of interests mainly contains English terms. In order to receive suggestions of items whose textual description is available in a different language, she must explicitly give her preferences on items in that specific language, as well.
The main idea presented in this paper is the adoption of MultiWordNet [2] as a bridge between different languages. MultiWordNet associates a unique identifier to each possible sense (meaning) of a word, regardless the original language. In this way we can build user profiles based on MultiWordNet senses and we can exploit them in order to provide cross-language recommendations. The paper is organized as follows. Section 2 presents the architecture of the systems proposed in the paper, while Sections 3 and 4 describe the process of building language-independent documents and profiles. Experiments carried out in a movie recommendation scenario are described in Section 5. Section 6 analyzes related works in the area of cross-language filtering and retrieval, while conclusions and future work are drawn in the last section.
General Architecture of MARS
MARS (MultilAnguage Recommender System) is a system capable of generating recommendations, provided that descriptions of items are available in textual form. Item properties are represented in the form of textual slots. For example, a movie can be described by slots title, genre, actors, summary. Figure 1 depicts the main components of the MARS general architecture: the Content Analyzer, the Profile Learner, and the Recommender.
In this work, the Content Analyzer is the main module involved in designing a language-independent content-based recommender system. It allows introducing semantics in the recommendation process by analyzing documents in order to identify relevant concepts representing the content. This process selects, among all the possible meanings (senses) of each (polysemous) word, the correct one according to the context in which the word occurs. The final outcome of the pre-processing step is a repository of disambiguated documents. This semantic indexing is strongly based on natural language processing techniques, such as Word Sense Disambiguation [8] , and heavily relies on linguistic knowledge stored in lexical ontologies. In this work, the Content Analyzer relies on the MultiWordNet lexical ontology [2] . The generation of the cross-language user profile is performed by the Profile Learner, which infers the profile as a binary text classifier. Finally the Recommender exploits the cross-language user profile to suggest relevant items by matching concepts contained in the semantic profile against those contained in documents to be recommended (previously disambiguated).
Building Language-Independent Documents
Semantic indexing of documents is performed by the Content Analyzer, which relies on META (Multi Language Text Analyzer) [9] , a tool able to deal with documents in English and Italian. The goal of the semantic indexing step is to obtain a concept-based document representation. To this purpose, the text is first tokenized, then for each word possible lemmas (as well as their morpho-syntactic features) are collected. Part of speech (POS) ambiguities are solved before assigning the proper sense (concept) to each word. In this work, the semantic indexing module exploits MultiWordNet [2] as sense-repository. MultiWordNet is a multilingual lexical database that supports the following languages: English, Italian, Spanish, Portuguese, Hebrew, Romanian and Latin.
The word-concept association is perform by META, which implements a Word Sense Disambiguation (WSD) algorithm, called JIGSAW.
The goal of a WSD algorithm is to associate a word w occurring in a document d with its appropriate meaning or sense s, selected from a predefined set of possibilities, usually known as sense inventory. JIGSAW takes as input a document encoded as a list of h words in order of their appearance, and returns a list of k MultiWordNet synsets (k ≤ h), in which each synset s is obtained by disambiguating the target word w, by exploiting the context C in where w is found. The context C for w is defined as a set of words that precede and follow w. In the proposed algorithm, the sense inventory for w is obtained from MultiWordNet.
JIGSAW is based on the idea of combining three different strategies to disambiguate nouns, verbs, adjectives and adverbs. The main motivation behind our approach is that the effectiveness of a WSD algorithm is strongly influenced by the POS tag of the target word. An adaptation of Lesk dictionary-based WSD algorithm has been used to disambiguate adjectives and adverbs [11] , an adaptation of the Resnik algorithm has been used to disambiguate nouns [12] , while the algorithm we developed for disambiguating verbs exploits the nouns in the context of the verb as well as the nouns both in the glosses and in the phrases that MultiWordNet utilizes to describe the usage of a verb. The complete description of the adopted WSD strategy adopted is published in [10] .
The WSD procedure implemented in the Content Analyzer allows to obtain a synset-based vector space representation, called bag-of-synsets (BOS), that is an extension of the classical bag-of-words (BOW) model. In the BOS model, a synset vector, rather than a word vector, corresponds to a document. The text in each slot is represented by the BOS model by counting separately the occurrences of a synset in the slots in which it occurs. The textual description of the plot is provided both for the Italian and English version. The Content Analyzer produces the BOS containing the concepts extracted from the plot. The MultiWordNet-based document representation creates a bridge between the two languages: in a classical keyword-based approach the two plots would share none terms, while the adoption of the synset-based approach would allow a greater overlapping (seven shared synsets).
Profile Learner
The generation of the cross-language user profile is performed by the Profile Learner, which infers the profile as a binary text classifier. Therefore, the set of categories is restricted to c + , the positive class (user-likes), and c − the negative one (user-dislikes).
The induced probabilistic model is used to estimate the a posteriori probability, P (c|d j ), of document d j belonging to class c. The algorithm adopted for inferring user profiles is a Naïve Bayes text learning approach, widely used in content-based recommenders, which is not presented here because already described in [13] . What we would like to point out here is that the final outcome of the learning process is a probabilistic model used to classify a new document, written in any language, in the class c + or c − . Figure 3 provides an example of cross-language recommendations provided by MARS. The user likes a movie with an Italian plot and concepts extracted from the plot are stored in her synset-based profile. The recommendation step exploits this representation to suggest a movie whose plot is in English. The classical matching between keywords is replaced by a matching between synsets, allowing to suggest movies even if their descriptions do not contain shared terms. 
Experimental Evaluation
The goal of the experimental evaluation was to measure the predictive accuracy of language-independent (cross language) user profiles built using the BOS model. More specifically, we would like to test: 1) whether user profiles learned using examples in a specific language can be effectively exploited for recommending items in a different language; 2) whether the accuracy of the cross-language recommender system is comparable to that of the monolingual one. Experiments were carried out in a movie recommendation scenario, and the languages adopted in the evaluation phase are English and Italian.
Users and Dataset
The experimental work has been carried out on the MovieLens dataset 1 , containing 100,000 ratings provided by 943 different users on 1,628 movies. The original dataset does not contain any information about the content of the movies. The content information for each movie was crawled from both the English and Italian version of Wikipedia. In particular the crawler gathers the Title of the movie, the name of the Director, the Starring and the Plot.
Design of the Experiment
User profiles are learned by analyzing the ratings stored in the MovieLens dataset. Each rate was expressed as a numerical vote on a 5-point Likert scale, ranging from 1=strongly dislike, to 5=strongly like. MARS is conceived as a text classifier, thus its effectiveness was evaluated by classification accuracy measures, namely Precision and Recall. F β measure, a combination of Precision and Recall, is also used to have an overall measure of predictive accuracy (β sets the relative degree of importance attributed to Pr and Re. In this work we set β as 0.5) In the experiment, an item is considered relevant for a user if the rating is greater than or equal to 4, while MARS considers an item relevant for a user if the a-posteriori probability of the class likes is greater than 0.5.
We designed two different experiments, depending on 1) the language of items used for learning profiles, and 2) the language of items to be recommended:
-Exp#1 -ENG-ITA: profiles learned on movies with English description and recommendations provided on movies with Italian description; -Exp#2 -ITA-ENG: profiles learned on movies with Italian description and recommendations produced on movies with English description.
We compared the results against the accuracy of classical monolanguage contentbased recommender systems:
-Exp#3 -ENG-ENG: profiles learned on movies with English description and recommendations produced on movies with English description; -Exp#4 -ITA-ITA: profiles learned on movies with Italian description and recommendations produced on movies with Italian description.
We executed one experiment for each user in the dataset. The ratings of each specific user and the content of the rated movies have been used for learning the user profile and measuring its predictive accuracy, using the aforementioned measures. Each experiment consisted of:
1. selecting ratings of the user and the description (English or Italian) of the movies rated by that user; 2. splitting the selected data into a training set Tr and a test set Ts; 3. using Tr for learning the corresponding user profile by exploiting the:
-English movie descriptions (Exp#1); -Italian movie descriptions (Exp#2); 4. evaluating the predictive accuracy of the induced profile on Ts, using the aforementioned measures, by exploiting the: -Italian movie descriptions (Exp#1); -English movie descriptions (Exp#2);
In the same way, a single run for each user has been performed for computing the accuracy of monolingual recommender systems, but the process of learning user profiles from Tr and evaluating the predictive accuracy on Ts has been carried out using descriptions of movies in the same language, English or Italian. The methodology adopted for obtaining Tr and Ts was the 5-fold cross validation.
Discussion of Results
Results of the experiments are reported in Table 1 , averaged over all the users. The main outcome of the experimental session is that the strategy implemented for providing cross-language recommendations is quite effective. More specifically, user profiles learned using examples in a specific language, can be effectively exploited for recommending items in a different language, and the accuracy of the approach is comparable to those in which the learning and recommendation phase are performed on the same language. This means that the goal of the experiment has been reached. The best result was obtained by running Exp#3, that is a classical monolanguage recommender system using English content both for learning user profiles and providing recommendations. This result was expected, due to the highest accuracy of the JIGSAW WSD algorithm for English with respect to Italian. This means that the error introduced in the disambiguation step for representing documents as bag-of-synsets hurts the performance of the Profile Learner. It is worth to note that the result of Exp#4 related to movies whose description is in Italian is quite satisfactory. The result of the second experiment, in which Italian movie descriptions are used for learning profiles that are then exploited for recommending English movies is also satisfactory. This confirms the goodness of the approach designed for providing cross-language personalization.
Related Work
Up to our knowledge, the topic of Cross-Language and Multilanguage Information Filtering is still not properly investigated in literature.
Recently, the Multilingual Information Filtering task at CLEF 2009 2 has introduced the issues related to the cross-language representation in the area of Information Filtering. Damankesh et al. [3] , propose the application of the theory of Human Plausible Reasoning (HPR) in the domain of filtering and cross language information retrieval. The system utilizes plausible inferences to infer new, unknown knowledge from existing knowledge to retrieve not only documents which are indexed by the query terms but also those which are plausibly relevant.
The state of the art in the area of cross-language Information Retrieval is undoubtedly richer, and can certainly help in designing effective cross-language Information Filtering systems. Oard [4] gives a good overview of the approaches for cross-language retrieval.
Ballesteros et al. [5] underlined the importance of phrasal translation in crosslanguage retrieval and explored the role of phrases in query expansion via local context analysis and local feedback.
The most recent approaches to Cross-Language Retrieval mainly rely on the use of large corpora like Wikipedia. Potthast et al. [6] introduce CL-ESA, a new multilingual retrieval model for the analysis of cross-language similarity. The approach is based on Explicit Semantic Analysis (ESA) [7] , extending the original model to cross-lingual retrieval settings.
Conclusions and Future Work
This paper presented a semantic content-based recommender system for providing cross-language recommendations. The key idea is to provide a bridge among different languages by exploiting a language-independent representation of documents and user profiles based on word meanings, called bag-of-synsets. The assignment of the right meaning to words is based on a WSD algorithm that exploits MultiWordNet as sense repository. Experiments were carried out in a movie recommendation scenario, and the main outcome is that the accuracy of cross-language recommmendations is comparable to that of classical (monolingual) content-based recommendations. In the future, we are planning to investigate the effectiveness of MARS on different domains and datasets. More specifically, we are working to extract cross-language profiles by gathering information from social networks, such as Facebook, LinkedIn, Twitter, etc., in which information are generally in different languages.
