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A new method of Hansen solubility parameters (HSPs) prediction was developed by combining the multivariate adaptive re-
gression splines (MARSplines) methodology with a simple multivariable regression involving 1D and 2D PaDEL molecular
descriptors. In order to adopt the MARSplines approach to QSPR/QSAR problems, several optimization procedures were
proposed and tested. .e effectiveness of the obtained models was checked via standard QSPR/QSAR internal validation
procedures provided by the QSARINS software and by predicting the solubility classification of polymers and drug-like solid
solutes in collections of solvents. By utilizing information derived only from SMILES strings, the obtained models allow for
computing all of the three Hansen solubility parameters including dispersion, polarization, and hydrogen bonding. Although
several descriptors are required for proper parameters estimation, the proposed procedure is simple and straightforward and does
not require a molecular geometry optimization. .e obtained HSP values are highly correlated with experimental data, and their
application for solving solubility problems leads to essentially the same quality as for the original parameters. Based on provided
models, it is possible to characterize any solvent and liquid solute for which HSP data are unavailable.
1. Introduction
Modeling of physicochemical properties of multicomponent
systems, as, for example, solubility and miscibility, requires
information about the nature of interactions between the
components. A comprehensive and general characteristics of
intermolecular interactions was introduced in 1936 by Hil-
debrandt [1]. .is approach is based on the analysis of sol-
ubility parameters δ defined as the square root of the cohesive
energy density, which can be estimated directly from enthalpy
of vaporization, ΔHv, and molar volume (Eq. (1)):
δ �
��������ΔHv −RT
Vm
√
. (1)
Since the cohesive energy is the energy amount necessary
for releasing the molecules’ volume unit from its sur-
roundings, the solubility parameter can be used as a measure
of the affinity between compounds in solution. In his his-
torical doctoral thesis [2], Hansen presented a concept of
decomposition of the solubility parameter into dispersion
(d), polarity (p), and hydrogen bonding (HB) parts, which
enables a much better description of intermolecular in-
teractions and broad usability [3, 4]. By calculating the
Euclidean distance between two points in the Hansen space,
one can evaluate the miscibility of two substances according
to the commonly known rule “similia similibus solvuntur.”
.ere are many scientific and industrial fields of Hansen
solubility parameters application, including polymer materials,
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paints, and coatings (e.g., miscibility and solubility [5–9], en-
vironmental stress cracking [10, 11], adhesion [12], plasticizers
compatibility [13], swelling, solvent diffusion, and permeation
[14, 15], and polymer sensors designing [16], pigments and
nanomaterials dispersibility [3, 17–20]), membrane filtration
techniques [21], and pharmaceutics and pharmaceutical tech-
nology (e.g., solubility [22–27], cocrystal screening [28, 29],
drug-DNA interaction [30], drug’s absorption site prediction
[31], skin permeation [32], drug-nail affinity [33], drug-polymer
miscibility, and hot-melt extrusion technology [34–37]).
Due to the high usability of HSP, many experimental and
theoretical methods of determining these parameters were
proposed. For example, HSP can be calculated utilizing the
equation of state [38] derived from statistical thermodynamics.
Alternatively, models taking advantage of the additivity con-
cept, such as the group contribution method (GC) [25, 39–41]
is probably the most popular one. Despite the simplicity and
success of these approaches, there are some important limi-
tations. First of all, the definition of groups is ambiguous which
leads to different parameterization provided by different au-
thors [39]. Besides, the same formal group type can have
varying properties, depending on the neighborhood and
intramolecular context. As an alternative, molecular dynamics
simulations were used for HSP values determination
[16, 42–44] even in such complex systems as polymers. In-
terestingly, quantum-chemical computations were rarely used
for predicting HSP parameters. However, the method com-
bining COSMO-RS sigma moments and artificial neural
networks (ANN) methodology [45] deserves special attention.
Noteworthy, much better results were obtained using ANN
than using the linear combination of sigma moments [45].
.e application of nonlinear models is a promising way
of HSP modeling. In recent times, there has been a signif-
icant growth of interest in developing QSPR/QSAR models
utilizing nonlinear methodologies, like support vector ma-
chine [46–50] and ANN [51–55] algorithms. .e attrac-
tiveness of these methods lies in their universality and
accuracy. However, many are characterized by complex
architectures and nonanalytical solutions. An interesting
exception is the multivariate adaptive regression splines
(MARSplines) [56]. .is method has been applied for
solving several QSPR and QSAR problems including crys-
tallinity [57], inhibitory activity [58, 59], antitumor activity
[60], antiplasmodial activity [61], retention indices [62],
bioconcentration factors [63], or blood-brain barrier passage
[64]. Interestingly, some studies suggested a higher accuracy
of MARSplines when compared to ANN [57, 58, 65]. An
interesting approach is the combination ofMARSplines with
other regression methods. As shown in the research on
blood-brain barrier passage modeling, the combination of
MARSplines and stepwise partial least squares (PLS) or
multiple linear regression (MLR) gave better results than
pure models [64]. .e MARSplines model for a dependent
(outcome) variable y and M+ 1 terms (including intercept)
can be summarized by the following equation:
y � F0 + ∑
M
m�1
Fm · Hkm x](k,m)( ), (2)
where summation is overM terms in the model, while F0 and
Fm are the model parameters. .e input variables of the
model are the predictors x](k,m) (the kth predictor of themth
product). .e function H is defined as a product of basis
functions (h):
Hki x](k,m)( ) � ∏
K
k�1
hkm x](k,m)( ), (3)
where x represents two-sided truncated functions of the
predictors at point termed knots. .is point splits distinct
regions for which one of the formula is taken, (t − x) or (x − t);
otherwise, the respective function is set to zero. .e values of
knots are determined from the modeled data.
Since nonparametric models are usually adaptive and
with a high degree of flexibility, they can very often result in
overfitting of the problem. .is can lead to poor perfor-
mance of new observations, even in the case of excellent
predictions of the training data. Such inherent lack of
generalizations is also characteristic for the MARSplines
approach. Hence, additionally to the pruning technique used
for limiting the complexity of the obtained model by re-
ducing the number of basis functions, it is also necessary to
augment the analysis with the physical meaning of obtained
solutions.
.e purpose of this study is to test the applicability of the
MARSplines approach for determining Hansen solubility
parameters and to verify the usefulness of the obtained
models by solubility predictions. Hence, an in-depth ex-
ploration was performed, including resizing of the models
combined with a normalization and orthogonalization of
both factors and descriptors. Also, a comparison with the
traditional multivariable regression QSPR approach was
undertaken. Finally, the obtained models were used for
solving typical tasks for which Hansen solubility parameters
can be applied, in order to document their reliability and
applicability.
2. Methods
2.1. Data Set and Descriptors. In this paper, the data set of
experimental HSP collected by Ja´rva´s et al. [45] was used for
QSPR models generation. .is diverse collection comprises
a wide range of nonpolar, polar, and ionic compounds
including hydrocarbons (e.g., hexane, benzene, toluene, and
styrene), alcohols (e.g., methanol, 2-methyl-2-propanol,
glycerol, sorbitol, and benzylalcohol), aldehydes and ke-
tones (e.g., benzaldehyde, butanone, methylisoamylketone,
and diisobutylketone), carboxylic acids (e.g., acetic acid,
acrylic acid, benzoic acid, and citric acid), esters (isoamyl
acetate, propylene carbonate, and butyl lactate), amides
(N,N-dimethylformamide, formamide, and niacinamide),
halogenated hydrocarbons (e.g., dichloromethane, 1-chlor-
obutane, chlorobenzene, 1-bromonaphthalene), ionic liq-
uids, and salts (e.g., [bmim]PF6, [bmim]Cl, sodium salts of
benzoic acid, p-aminobenzoic acid, and diclofenac). .ese
data were obtained from the original HSP database [39, 66]
and several other reports [67, 68]. After removing the
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repeating cases from the original collection, a set of 130
compounds, for which experimental data of HSP are
available, was used.
Using information encoded in canonical SMILES,
PaDEL software [69] offers 1444 descriptors of both 1D and
2D types. Not all of them can be used in modeling, and those
descriptors which are not computable for all compounds or
with zero variance were rejected from further analysis. .e
remaining 886 parameters were used for models definition.
2.2. Computational Protocol. Model building was conducted
using absolute values of descriptors or orthogonalized data.
Since there are different criteria for selecting independent
variables from the pool of mutually related ones, two specific
criteria were applied. .e first one relied on the direct
correlation with modeled HSP data if R2 > 0.01. .e second
one used ranking offered by Statistica [70], tailored for
regression analysis. .ese parameters were considered as
nonorthogonal ones for which the Spearman correlation
coefficient was higher than 0.7 (R2 > 0.49). .ese different
methods of orthogonalization led to different sets of de-
scriptors used during application of QSPR or MARSplines
approaches. Types of performed computations are sum-
marized on Scheme 1.
2.3. QSPRApproach. .e development of QSPR models and
internal validation of the multiple linear regression (MLR)
approach was conducted using QSARINS software 2.2.2
[71, 72]. .e genetic algorithm (GA) for variable selection
was applied during the generation of the models, which were
defined with no more than 20 variables. .e following fitting
quality parameters were used for the model evaluation:
determination coefficient (R2), adjusted determination co-
efficient (Radj)2, Friedman’s “lack of fit” (LOF) measure,
global correlation among descriptors (Kxx) [73, 74], root-
mean-square error, and mean absolute error (RMSEtr and
MAEtr) calculated for the training set and F (Fisher ratio).
Also, the following internal validation parameters were used:
leave-one-out validation measure (Qloo)2, cross-validation
root-mean-square error, and mean absolute error (RMSEcv
and MAEcv).
3. Results and Discussion
Since the aim of this paper is the verification of the efficiency
of predicting Hansen solubility parameters based on models
derived using the MARSplines approach, two alternative
procedures were adopted. .e first one relies directly on the
solution coming from application of the MARSplines pro-
cedure. .e resulting factors were then used for assessment
of p, d, and HB parameters. Alternatively, in the second step,
the obtained factors were used as new types of descriptors
and applied in the standard QSPR modeling along with the
ones obtained from PaDEL. .e premise of such attempt
relied on the assumption that new factors, accounting for
nonlinear contributions, combined with descriptors raise
the accuracy of themodel..e consistency of the models was
checked using an internal validation procedure and
additionally by applying them for solving some typical tasks
that utilize Hansen solubility parameters. Particularly, the
classification of polymers as soluble and nonsoluble ones in a
set of solvents was compared with the original values of
Hansen parameters. Similarly, the prediction of preferential
solubility of some drugs was tested.
3.1. MARSplines Models. Several models were computed
using the whole set of 886 available descriptors (run1 and
run2). Typically, the size of the problem was restricted to 25
or 30 basis functions with the number of interactions in-
creasing from 2 up to 10. For example, the simplest model
restricted to 25 basis functions with no more than double
interactions is denoted as (25, 2). For each model, the re-
gressions were analyzed in two manners. Firstly, the direct
application of the set of factors obtained from MARSplines
was performed for solving regression equations. Since some
of the generated factors have shown an apparent linear
correlation, the orthogonalization of the factors was un-
dertaken according to the two mentioned approaches. .is
resulted in two alternative models, usually of lower
complexity.
3.2.MARSplinesModeling of Parameter d. Hansen solubility
parameter d is the measure of interaction energy via dis-
persion forces. As other contributions to Hansen solubility
space, it is expressed as the density of cohesive energy.
Among all three descriptors, this one seems to be the most
difficult to predict. Fortunately, the MARSplines procedure
performed quite well even in this case. .e details of all
developed models are provided in Figure 1, which offers
several interesting conclusions. First of all, the models with
satisfactory descriptive potential are quite complex, re-
quiring several factors. Fortunately, the actual number of
descriptors is usually much lower since many factors utilize
the same molecular descriptors. Besides, models relying on
the absolute values of descriptors outperform models con-
structed using normalized descriptors. .is seems to be
surprising since normalization should not lead to any
change in the model quality; however, in the case of
MARSplines, there is a significant gain in using absolute
values. .is can be attributed to the very nature of
MARSplines, which is strictly a data-driven nonparametric
procedure. Another interesting conclusion comes from
inspection of trends indicated by the solid black lines. .e
rise of the number of interactions does not seriously improve
the quality of predictions. Although the d(30, 10) model is
slightly better than d(25, 2), it comes at a cost of additional
three factors. .is is a fortunate circumstance, suggesting
that developing simpler models can be quite sufficient. In
the case of the d(25, 2) model, the value of the adjusted
correlation coefficients (Radj)2 is as high as 0.94. .e
formal mathematical formula of the MARSplines-derived
model is analogical to a typical QSPR equation, although
instead of descriptors, the MARSplines factors are present.
In the case of the d(25, 2) model, Eq. (4) defines the
mathematical formula for computation of the d parameter.
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Factors definitions, along with their contributions, were
summarized in Table 1:
d(25, 2) � F0 + ∑
19
i�1
ai · Fi. (4)
.e values of coefficients come from the internal
validation procedure performed using the QSARINS
default algorithm. It is a typical many-leave-out pro-
cedure rejecting 30% of the data. .e correlation between
experimental and computed values of the d solubility
parameter is plotted in Figure 2. Both data for d(25, 2)
and d(30, 1) models were provided. It is quite visible that
the gain of the extended model is not very impressive,
and for further applications, the d parameter will be
computed according to model defined by Eq. (4). Al-
though formally there are nineteen factors in this
equation, some can actually be consolidated as one. For
example, F1 appears in definitions of F3, F4, F17, and
F18. It seems to be rational to consolidate them into one
by extraction of F1 and redefining the factors by mul-
tiplication of the sum of the remaining parts by F1. .is
in fact does not change the size of the problem, which
should be attributed to the number of descriptors used in
definition of MARSplines factors rather than factors. In
the case of Eq. (4), twelve PaDEL descriptors are used.
.e majority of them (ATSC1i, AATS2e, AATS2p,
ATSC3p, AATSC6v, ATSC1v, ATS4m, and GATS6c)
belongs to 2D autocorrelation descriptors [75]. One
descriptor VE3_Dzi is of the Barysz matrix type [75].
Besides, atom-type electrotopological state 2D de-
scriptors (SsOH and minHCsats) were also included in
the model [76–78]. Finally, the values of the
nHBDon_Lipinski descriptor are also used in the model,
and this parameter represents simply the number of
hydrogen bond donors.
As it was mentioned beforehand, the construction of the
models using MARSplines factors can in some cases lead to
apparent mutual linear correlation between these factors. In
all observed cases, these dependencies were really superficial
and resulted from the fact that the basis functions used knots
for splitting values below and above the given threshold. In
such situation, the correlation, even if mathematically de-
tectable, has no significant meaning and is artificial. From
the formal point of view, it is possible to rearrange such
factors in the regression function, consolidating them into
one and removing these apparent correlations. However, it
was interesting to observe if it is possible to reduce the
number of factors in the model by eliminating these ap-
parently nonorthogonal ones. For this purpose, two types of
orthogonalization were performed, and the results are
presented in Figure 2. First of all, the models were signifi-
cantly worse compared to the original ones. .is is not
surprising, since after orthogonalization, fewer factors were
used in the final regression function, which resulted not only
from elimination of apparently related ones but also from
the fact that correlation coefficients in new regressions were
not statistically significant. Indeed, the reduction of the
d(25, 2) model by orthogonalization based on Statistica
ranking led to a model with 16 factors and corresponding
(Radj)2 � 0.92.
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Figure 1: Results of predicting the values of the d descriptor, based
on a series of d(b, i) MARSplines models characterized by number
of initial basis functions (b) and allowed maximum interactions (i).
Provided numbers represent amounts of factors used in the final
regression function with statistically significant contributions. Grey
lines represent results obtained after normalization of each of the
descriptor distributions, while black lines correspond to models
built on absolute values of descriptors.
run1∗ Without both orthogonalization and normalization
run2∗ Without orthogonalization but with normalization
run3 Without normalization but with orthogonalization∗∗ separately for each parameter
run4 With both normalization and orthogonalization∗∗ separately for each parameter
∗In this modeling, the whole set of available parameters was used (886 descriptors) for each parameter.
∗∗Two rankings of descriptors were used. First one (A) was done according to direct correlation with modeled 
data that provided R2 > 0.01. Application of first type of orthogonalization and exclusion of theparameters with
R2 < 0.01 reduced the number of descriptors down to127 in the case of the d parameter, 134 for p parameter and 128
the most appropriate for the HB parameter. e second one (B) used ranking offered by Statistica, selecting the most
suitable parameters for regression analysis. Application of the first type of orthogonalization and excluding
parameters with R2 < 0.01 reduced the number of descriptors down to 118 in the case of d and HB parameters, and
down to 124 for the p parameter.
Scheme 1: Summary of MARSplines and QSPR runs.
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3.3. MARSplines Modeling of Parameter p. Series of models
for computing the polarity descriptor was also developed,
and their predictive powers are summarized in Figure 3. .e
quality of the correlation between experimental values and
the ones predicted using the best models is illustrated in
Figure 4.
As one can infer from Figure 3, the best model with
orthogonal factors is p(30, 10). However, it is characterized
by a high degree of descriptors interaction. .erefore, the
most optimal one seems to be p(25, 3). .is model is
expressed by Eq. (5), and the factors descriptions along with
their contributions are summarized in Table 2. .is model
utilizes descriptors belonging to several classes, namely,
information content (IC0 and ZMIC2) [75], autocorrelation
(AATS2m, GATS1e, GATS2e, GATS5m, AATSC5i,
ATSC5e, and MATS1v) [75], molecular linear-free energy
relation (MLFER_S) [79], mindssC [76–78], and Petitjean
topological and shape indices (PetitjeanNumber) [80]. .e
reduction of variables achieved using the genetic algorithm
does not always guarantee that descriptors with clear
meaning will be selected. Nevertheless, among descriptors
14.0
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Figure 2: .e correlation between experimental and computed
values of parameter d prediction is done using Eq. (1). .e quality
of the chosen optimal d(25, 2) model is characterized by the fitting
criteria: R2 � 0.9470, (Radj)2 � 0.9378, LOF� 0.3680, Kxx � 0.4341,
RMSEtr � 0.4293, MAEtr � 0.3239, F� 103.3872, and N� 130, and
fulfils the following internal validation criteria: (Qloo)2 � 0.8601,
RMSEcv � 0.6973, and MAEcv � 0.4309 [71, 72].
Table 1: Regression factors along with their weights defining the d(25, 2) MARSplines model in Eq. (4).
Factor ai ± SD Mathematical relationships
F0 16.6638± 0.1485
F1 0.0092± 0.0015 max(0; ATSC1v + 144.0547)
F2 0.0648± 0.0050 max(0; −6.51036-ATSC1i)
F3 −0.0002± 0.0001 F1·max(0; SsOH-7.94125)
F4 0.0015± 0.0001 F1·max(0; 7.94125-SsOH)
F5 1.5234± 0.3405 max(0; AATS2e-7.54442)
F6 −3.4184± 0.3990 max(0; 7.54442-AATS2e)
F7 −1.2270± 0.2402 F5·max(0; minHCsats-4.17191)
F8 −6.0944± 0.5530 F5·max(0; 4.17191-minHCsats)
F9 0.2519± 0.0682 max(0; AATS2p-1.25641)
F10 −6.6966± 1.3720 max(0; 1.25641-AATS2p)
F11 −0.0192± 0.0036 max(0; ATS4m-2039.674)·F10
F12 0.0021± 0.0006 max(0; 2039.6739-ATS4m)·F10
F13 1.5646± 0.2463 max(0; nHBDon_Lipinski-2.00000)·F5
F14 0.3218± 0.1429 max(0; 2.00000-nHBDon_Lipinski)·F5
F15 0.0208± 0.0037 max(0; −144.0547-ATSC1v)·max(0; VE3_Dzi +1.57191)
F16 −0.1155± 0.0211 max(0; ATSC1i + 6.51036)·max(0; 1.00111-GATS6c)
F17 −0.0008± 0.0002 F1·max(0; ATSC3p + 0.63792)
F18 −0.0031± 0.0006 F1·max(0; −0.63792-ATSC3p)
F19 0.2626± 0.0721 max(0; 0.00000-AATSC6v)·max(0; AATS2p-1.25641)
Model statistics: fitting criteria: N� 130, R2 � 0.947, R2adj � 0.938, F� 103.39, and LOF� 0.368; internal validation criteria: LMO (30%), Q2loo � 0.860,
RMSE� 0.697, and MAE� 0.431.
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Figure 3: Results of predicting the values of the p descriptor, based on a
series of p(b, i)MARSplinesmodels. Notation is the same as in Figure 1.
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which appeared in the p(23, 3) model, IC0 andMLFER_S are
quite simple to interpret in the context of polarity HSP since
IC0 index expresses the diversity (heterogeneity) of atomic
types [81], while MLFER_S is associated with the dipolarity/
polarizability features of molecules [57, 82, 83]. Also au-
tocorrelation descriptors GATS1e, GATS2e, and MATS1v
deserve for special attention. In general, autocorrelation
indices do not have a clear interpretation. Nevertheless, their
Table 2: MARSplines p(25, 3) model regression factors along with their weights.
Factor ai ± SD Mathematical relationships
F0 3.0017± 0.2777
F1 13.0874± 1.3342 max(0; IC0-1.14332)
F2 −9.0702± 2.4982 max(0; 1.14332-IC0)
F3 18.0918± 1.7520 max(0; PetitjeanNumber-0.46154)
F4 −0.8421± 0.2724 max(0; 60.09146-AATS2m)·F1
F5 −25.2410± 3.4481 max(0; 0.75379-GATS2e)·F1
F6 51.6379± 5.0897 F5·max(0; AATSC5i-0.48388)
F7 73.5427± 8.2229 F5·max(0; 0.48388-AATSC5i)
F8 8.5172± 0.8475 max(0; MLFER_S-0.54800)
F9 −0.1257± 0.0262 max(0; ZMIC2-16.19833)
F10 0.7386± 0.0940 max(0; 16.19833-ZMIC2)
F11 −20.5206± 3.2197 F8·max(0; MATS1v + 0.17725)
F12 −16.5968± 2.2740 F8·max(0; −0.17725-MATS1v)
F13 −28.6245± 4.1609 max(0; GATS5m-0.54611)·max(0; GATS2e-0.75379)·F1
F14 −48.3050± 7.0216 max(0; 0.54611-GATS5m)·max(0; GATS2e-0.75379)·F1
F15 67.3423± 17.0712 max(0; −0.26841-ATSC5e)·max(0; 0.46154-PetitjeanNumber)
F16 4.7141± 1.0570 max(0; 60.09146-AATS2m)·max(0; mindssC +0.24537)·F1
F17 2.0457± 0.4563 max(0; 60.09146-AATS2m)·max(0; −0.24537-mindssC)·F1
F18 82.5944± 16.2082 max(0; GATS2e-0.75379)·max(0; GATS1e-0.84779)·F1
F19 116.1381± 25.4572 max(0; GATS2e-0.75379)·max(0; 0.84779-GATS1e)·F1
Model statistics: fitting criteria: N� 130, R2 � 0.954, R2adj � 0.945, F� 122.2, and LOF� 3.533; internal validation criteria: LMO (30%), Q2loo � 0.935,
RMSE� 1.771, and MAE� 1.247.
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Figure 4: .e correlation between experimental and computed values of parameter p prediction is done using Eq. (1). .e quality of the
chosen optimal p(25, 3) model is characterized by fitting criteria: R2 � 0.9425, (Radj)2 � 0.9325, LOF� 4.4911, Kxx � 0.3758, RMSEtr � 1.4998,
MAEtr � 1.1902, F� 94.8671, and N� 130, and fulfils the following internal validation criteria: (Qloo)2 � 0.9100, RMSEcv � 1.8765, and
MAEcv � 1.4655 [71, 72].
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appearance seems to be understandable since these de-
scriptors were applied in different solubility prediction
models reported previously [84–86]:
p(25, 3) � F0 + ∑
19
i�1
ai · Fi. (5)
3.4. MARSplines Modeling of Parameter HB. Analogously to
the previously discussed parameters, the model corre-
sponding to the hydrogen bonds interactions was developed
and optimized. .e results are summarized in Figures 5
and 6.
As it can be observed in the abovementioned figures, the
HB(25, 2) model is characterized by the highest correlation
between experimental and predicted values, comparing to
previously discussed d(25, 2) and p(25, 3) models. .e re-
gression equation of HB(25, 2), along with factors de-
scriptions, is defined as follows (Eq. (6); Table 3):
p(25, 2) � F0 + ∑
22
i�1
ai · Fi. (6)
.e HB(25, 2) model consists of 22 factors. However, it
turned out, based on the QSPR methodology, that two of
them (F4 and F5) have a zero contribution..e factors in the
HB(25, 2) model were generated using the following de-
scriptors: atom-type electrotopological state (SHBd) [76–
78], information content (SIC1) [75], autocorrelation
(GATS2e, AATSC1i, AATSC2i, and ATSC1v) [75], eccentric
connectivity (ECCEN) [87], extended topochemical
(ETA_dEpsilon_D) [88, 89], weighted path (WTPT-4) [90],
Barysz matrix-based (VE3_DzZ) [75], and Crippen’s
(CrippenLogP) parameters [91]. Noteworthy, SHBd,
ETA_dEpsilon_D, and CrippenLogP molecular descriptors
that appeared in the above model are quite intuitive in the
context of HB parameter interpretation. .e SHBd de-
scriptor is simply the sum of all E-States corresponding to
hydrogen bonds donors [76–78]. ETA_dEpsilon_D pa-
rameter is also associated with hydrogen bonds donating
abilities..us, both SHBd and ETA_dEpsilon_D descriptors
have been used for QSAR protein binding/inhibition
problems solving [92–95]. .e appearance of Crippen-
LogP, being a part of the F3 factor, is understandable since
more polar molecules are usually more likely to form strong
hydrogen bonds. Noteworthy, LogP, which is probably one
of the most popular polarity parameters, was used for the
Yalkowskymodel [96, 97], which confirms its usability in the
HSP approach. Based on the F3 definition (Table 3), an
interesting observation can be made; when CrippenLogP
values are lower than about −2.34, the polarity is extremely
high and so it does not affect the ability to form hydrogen
bonds. .is treatment of variables, associated with the de-
termination of their scope of application, is characteristic for
the MARSplines methodology. Similarly, as in case of other
HSP models, autocorrelation descriptors play an important
role. .ese molecular measures are related to the basic
atomic properties such as Sanderson electronegativities
(GATS2e), ionization potential (AATSC1i and AATSC2i),
and van der Waals volume (ATSC1v).
3.5. QSPR Models. QSARINS software [71, 72] offers a
straightforward method for regression analysis, especially
efficient in the case of large QSPR problems. In such cases,
the complete exploration of all possible combinations of
descriptors is prohibited by too large numbers of potential
arrangements of the variables. In such situation, the genetic
algorithm [98] offers a rational way of exploration of the
most promising regions of QSPR solution space. Here, all
QSPR models were built based on orthogonal sets of de-
scriptors, that is denoted as run3 and run4, according to two
different ways of orthogonalization (Scheme 1). Besides,
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Figure 6: .e correlation between experimental and computed
values of parameter HB. Prediction is done using Eq. (1). .e
quality of the chosen optimal HB(25,2) model is characterized by
the fitting criteria: R2 � 0.9812, (Radj)2 � 0.9773, LOF� 2.4449,
Kxx � 0.4654, RMSEtr � 1.0344, MAEtr � 0.8222, F� 253.5683, and
N� 130, and fulfils the following internal validation criteria:
(Qloo)2 � 0.9670, RMSEcv � 1.3696, and MAEcv � 1.0381 [71, 72].
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Figure 5: Results of predicting the values of the HB descriptor,
based on a series of HB(b, i) MARSplines models. Notation is the
same as in Figure 1.
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additional QSPR runs were performed with factors aug-
menting the pool of descriptors. Orthogonalization was
performed within the extended set of descriptors favoring
MASRpline factors, which ensured that factors were not
directly correlated with original descriptors, what is of
course possible. e results of these series of computations
are presented in Figures 7–9.
e results of computing the dispersion parameter are
provided in Figure 7. e developed models are of varying
size, starting from 2 up to 20 parameters. However, QSPR
models are fairly saturated starting from nine parameters.
e most important message coming from Figure 7 is that
the classical QSPR formalism leads to modes which are
signicantly less accurate compared to MARSplines. Even
models with several parameters do not reach the quality of
description oered by the model dened by Eq. (4). In-
clusion of all MARSplines factors into the pool of descriptors
leads to a serious improvement of linear regression approach
but is still far from the best solution. It seems that, in the case
of the d parameter, there is no gain in combination of
MARSplines factors with PaDEL descriptors and searching
for the solution via the QSPR approach. Similar conclusion
can be drawn based on plots provided in Figure 8, doc-
umenting the accuracy of the models developed for com-
puting the p parameter. However, since in this case, there is a
serious discrepancy between the original MARSplines model
and the reduced one, and some QSPR models exceed the
accuracy of the latter. Only 20-parameter regression func-
tions reach similar accuracy as the MARSplines model
dened by Eq. (5). Finally, similar analysis was performed
for modeling of the HB parameter.is time a quite dierent
set of data was obtained, as documented in Figure 9. Quite
satisfying accuracy can be achieved even when 4 factors are
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Figure 8: Distributions of (Radj)2 values characterizing a variety of
QSPR models predicting the p Hansen solubility parameter based
on PaDEL descriptors or factors resulting from MARSplines
models. Notation is the same as in Figure 7.
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Figure 7: Distributions of (Radj)2 values characterizing a variety of
QSPR models predicting d parameter based on PaDEL descriptors
or factors resulting from MARSplines models. Open grey symbols
represent models built using unnormalized parameters orthogo-
nalized in two ways. Open black symbols stand for similar models
but with normalized data. Filled black symbols denote QSPR
models obtained by augmenting descriptors pool with orthogonal
MARSplines factors. Red line documents the quality of the model
obtained using all factors identied in the MARSplines procedure
(Eq. (4)).
Table 3: MARSplines HB(25, 2) model regression factors along
with their weights.
Factor ai ± SD Mathematical relationships
F0 12.6280± 0.4535
F1 5.5560± 0.7079 max(0; SHBd-0.84757)
F2 −10.4070± 1.0496 max(0; 0.84757-SHBd)
F3 1.0900± 0.1333 max(0; 2.3406-CrippenLogP)
F4 0.0000± 0.0000 max(0; ECCEN-20.00000)·F2
F5 0.0000± 0.0000 max(0; 20.00000-ECCEN)·F2
F6 −4.0810± 0.4901 max(0; GATS2e-0.92565)
F7 −4.9500± 0.5455 max(0; 0.92565-GATS2e)
F8 −0.1460± 0.0470 max(0; WTPT-4-2.32775)
F9 −1.5640± 0.1466 max(0; 2.32775-WTPT-4)
F10 −62.8000± 7.3785 F1·max(0; SIC1-0.59306)
F11 −20.6450± 5.3855 F1·max(0; 0.59306-SIC1)
F12 21.0280± 3.0488 max(0; ETA_dEpsilon_D-0.05394)
F13 79.3130± 14.5139 max(0; 0.05394-ETA_dEpsilon_D)
F14 −0.3920± 0.0593 max(0; VE3_DzZ + 3.00162)·F8
F15 −88.4270± 13.1857 max(0; AATSC1i + 0.83463)·F13
F16 −100.3560± 19.2748 max(0; −0.83463-AATSC1i)·F13
F17 3.4670± 0.5511 max(0; AATSC7i-0.42042)
F18 3.1050± 0.6674 max(0; 0.42042-AATSC7i)
F19 0.1370± 0.0591 max(0; ATSC1v + 23.64635)·F12
F20 0.2160± 0.0470 max(0; −23.64635-ATSC1v)·F12
F21 1.8170± 0.7239 F2·max(0; AATSC2i + 0.09514)
F22 6.9340± 1.5981 F2·max(0; −0.09514-AATSC2i)
Model statistics: tting criteria: N 130, R2 0.974, R2adj  0.970, F 216.6,
and LOF 2.955; internal validation criteria: LMO (30%), Q2loo 0.960,
RMSE 1.509, and MAE 1.150.
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used in the QSPR equation. Besides, there is a much steeper
growth of the (Radj)2 parameter compared to d and p HSP
models, which are less sensitive to the pool of descriptors.
Also, in the case of HB parameter, the solution obtained by
application of the MARSplines approach oers the highest
accuracy.
3.6. Applications of MARSplines Models. One of the most
often used and direct applications of Hansen solubility
parameters is the selection of appropriate solvent for sol-
ubilization or dispergation of dierent solids and materials
including drugs [22–26], polymers [5–9], herbicides [7],
pigments and dyes [3, 18], and biomaterials [99]. It is
typically done by computing HSP parameters based on a
series of solubility measurements. Typically, 20–30 solvents
are used for covering a broad range of Hansen parameters
space [20, 39, 100, 101]. Alternatively, mixtures of two
solvents are prepared in such a way that the broad range of
HSP is covered by solutions [102–106]. e formal pro-
cedure of solvents classication utilizes some threshold of
solubility for distinguishing soluble cases from nonsoluble
ones. Dierent criteria may be applied, but very often, the
dissolution of the solid solute below 1mg per 100ml is
considered as insoluble [107–110]. Hence, the solubility
measurements can be reduced to the list of good and bad
solvents, which resembles strong or weak interactions of the
tested media with considered substance or material. e
collection of three HSP parameters for all the solvents is
plotted in a 3-dimensional space providing the location of
solubility spheres. Additionally, empirical parameter de-
ning the size of the sphere is computed for maximizing the
classication for highest prediction rate of experimentally
derived binary solubility data. is minimization protocol
can be done using dedicated software, as, for example,
HSPiP (Hansen solubility parameters in practice) [66].
However, it is also possible to take advantage of the de-
nition of the contingency table or confusion matrix often
used to describe the performance of a classication model.
Here, this strategy was adopted for the solubility classi-
cation by using the straightforward procedure of maxi-
mizing the values of balanced accuracy (BACC  (TP/
P +TN/N)/2), where TP and TN denote true positives and
negatives, while P and N represent all positive and negative
cases, respectively. is measure is one of the most com-
monly used ways of quantication of binary classiers. It
seems to be a natural adaptation of this terminology for
rating the solubility as a mathematically coherent approach.
Besides, no dedicated software is necessary, and any solver-
like algorithms can be applied. e results provided below
were computed using the evolutionary algorithm imple-
mented in Excel.
3.7. Application of HSP Models to Polymers Dissolution.
e collection of the polymer solubility data was taken from
the literature [39]. e experimentally measured data were
originally classied on a scale described by the following
qualiers: (1) soluble, (2) almost soluble, (3) strongly swollen
and slight solubility, (4) swollen, (5) little swelling, and (6)
no visible eect. is list was converted into binary data by
assuming polymer solubility only in the rst case and
treating other situations as nonsoluble polymers. For the
whole set of 33 polymers for which solubility was de-
termined in 85 solvents, the classication was done by
optimization of all three HSP, as well as Ro for each polymer.
e solubility was predicted based on the classical formula of
the distance in HSP space as follows:
R 

4 δPd − δSd( )2 + δPp − δSp( )2 + δPh − δSh( )2√ , (7)
where the subscript P denotes the polymer and S the solvent.
Four sets of solvent parameters were tested. ey corre-
sponded to (a) our model provided this paper in Eqs.
(4)–(6), (b) original set of parameters collected in Table A1
of “Hansen solubility parameters: a user’s handbook. Ap-
pendix A” [39], (c) collection provided by Ja´rva´s et. al [45],
and (d) HSP parameters from the green solvent set [111].
Following the Hansen concept, the relative energy dierence
(RED) is dened by the following ratio:
RED  R
R0
, (8)
where R0 denotes the tolerance radius of a given polymer. In
this approach, the material characterized by the model as
RED > 1 is considered to be resistant to a solvent, whereas
cases for which RED < 1 are regarded as soluble. During the
procedure of solubility classication, the HSP values char-
acterizing the solvent were kept intact and only the pa-
rameters for the polymer were adjusted for maximizing BAC
for the whole set. e results of these computations are
summarized in Table 4.
In all cases, the identication of true positive and true
negative cases was higher than 90%. e misclassication of
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Figure 9: Distributions of (Radj)2 values characterizing a variety of
QSPRmodels predicting the HBHansen solubility parameter based
on PaDEL descriptors or factors resulting from MARSplines
models. Notation is the same as in Figure 7.
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soluble pairs as insoluble ones and vice versa was always
lower than 10%. Although the results of classification using
our models are somewhat worse, the difference is not sta-
tistically significant, and all approaches lead to the same
quality of polymers solubility classification.
3.8. Application of HSP Models to Drug-Like Solids
Dissolution. As the second type of external validation of the
proposed model via application of the HSP procedure, the
classification of solubility of drug-like solid substances was
undertaken. Solubilities of benzoic acid, salicylic acid,
paracetamol, and aspirin were taken from Stefanis and
Panayiotou paper [25]. Again, maximizing of BACC was
done by adopting HSP parameters. .e results of the per-
formed classification are collected in Table 5. In the third
column of Table 5, there is provided the success rate ob-
tained based on HSP values computed using the proposed
model (Eqs. (4)–(6)), confronted with the success rate of the
HSP approach adopted by Stefanis and Panayiotou [25] in
the second column. It is worth mentioning that these au-
thors used four parameters by splitting the hydrogen
bonding part into donor and acceptor contributions. As it is
documented in Table 5, the solubility predictions are almost
of the same quality. In the case of benzoic acid and salicylic
acid, a slightly lower quality of prediction was achieved. On
the contrary, in the case of paracetamol, the success rate of
the MARSplines model is higher.
.e predictions based on the HSP, presented in the
Tables 4 and 5, are characterized by quite good accuracy.
However, it should be taken into account that, there are also
other approaches which were successfully used for solubility
prediction, classification, and ranking such as linear sol-
vation energy relationship (LSER) models including the
Abraham equation [112, 113] and the partial solvation
parameters (PSPs) approach [114, 115], conductor-like
screening model for real solvents (COSMO-RS) [116–
118], UNIFAC [119–121], and finally (modified separation
of cohesive energy density) MOSCED methodology
[122, 123] which is an interesting extension of the HSP
method. Nevertheless, HSP are, due to their universality, still
very popular in solving many solubility and miscibility
problems. In addition, it is also worth noting that, the
proposed MARSplines model is characterized by a relatively
high accuracy, although it was based only on the simplest 1D
and 2D structural information retrieved from the SMILES
code. .erefore, the model can be extended with more
complex molecular descriptors, such as quantum-chemical
indices.
4. Conclusions
MARSplines has been found to be a very effective way of
generating factors suitable for prediction of three Hansen
solubility parameters. .e most important factor is pre-
serving the formal linear relationship typical for QSPR
studies and extending the model with nonlinear contribu-
tions. .ese come from the basis function definition and
splitting the variable range into subdomains separated by
knots values. Besides, factors used in the definition of the
regression equations are constructed by multiplication of
some number of basis functions that is referred to as the level
of interactions. It is possible to formulate models with ac-
ceptable accuracy and user-defined complexity in terms of
the number of basis functions and the level of interactions. It
has been found that, for all three HSP parameters studied
here (p, d, and HB), a promising precision was provided by
quite simple models. .e initial number of basis functions
limited to 25 was found to be sufficient along with at most
binary or ternary interaction levels. .e internal validation
of these models proved their applicability. .e combination
of descriptors with factors was also tested, but the obtained
solutions were discouraging. Typical QSPR procedure re-
lying on genetic algorithms for selecting the most adequate
descriptors failed in finding models of the quality compa-
rable with MARSplines. Only in the case of HB parameters,
the result of the best QSPR models reached accuracy close to
the MARSplines approach. Hence, it is not advised to
combine traditional QSPR approaches by augmenting the
pool of descriptors with factors derived in MARSplines. .e
observed supremacy of the latter in the case of HSP pre-
diction suggests using it as a standalone procedure, espe-
cially since it offers a similar formal equation as traditional
QSPR.
.e application of the HSP models derived using
MARSplines for typical solubility classification problems
leads to essentially the same predictions as for the experi-
mental sets of HSP. .is conclusion is a promising cir-
cumstance for further development of multiple linear
regression models augmented with nonlinear contributions.
Data Availability
.e data used to support the findings of this study are in-
cluded within the article.
Table 5: Results of classification of API solubilities.
[25] .is paper TP (%) TN (%) BACC
Benzoic acid 18 of 29 17 of 29 81.30 30.80 0.56
Salicylic acid 13 of 19 11 of 19 36.40 87.50 0.62
Paracetamol 14 of 24 18 of 24 50.00 92.90 0.71
Aspirin 14 of 23 14 of 23 46.20 80.00 0.63
Table 4: Results of the solubility classification of 33 polymers in 85
solvents [39].
Data
set∗ TP TN FP FN
A 90.8%± 7.2% 91.6%± 7.0% 9.2%± 7.2% 8.4%± 7.0%(p� 1.00) (p� 1.00) (p� 1.00) (p� 1.00)
B 91.1%± 6.9% 92.4%± 7.0% 8.9%± 6.9% 7.6%± 7.0%(p� 0.88) (p� 0.66) (p� 0.88) (p� 0.66)
C 93.7%± 5.7% 92.1%± 6.9% 6.3%± 5.7% 7.9%± 6.9%(p� 0.08) (p� 0.80) (p� 0.08) (p� 0.80)
D 93.0%± 6.0% 92.3%± 6.6% 7.0%± 6.0% 7.7%± 6.6%(p� 0.20) (p� 0.70) (p� 0.20) (p� 0.70)∗A, MARSplines (25, 2) model; B, [39]; C, [45]; D, [111].
10 Journal of Chemistry
Conflicts of Interest
.e authors declare that there are no conflicts of interest
regarding the publication of this paper.
Acknowledgments
.e provided free license of QSARINS by Prof. Paola
Gramatica is warmly acknowledged. .e research did not
receive specific funding but was performed as part of the
employment of the authors at Faculty of Pharmacy, Col-
legium Medicum of Bydgoszcz, Nicolaus Copernicus Uni-
versity in Torun´.
References
[1] J. H. Hildebrandt, 9e Solubility of Non-Electrolytes, Rein-
hold, New York, NY, USA, 1936.
[2] C. M. Hansen, “.e three dimensional solubility parameter
and solvent diffusion coefficient, their importance in surface
coating formulation,” .esis, Danish Technical Press,
Copenhagen, Denmark, 1967.
[3] C. M. Hansen, “.e three dimensional solubility parame-
ter—key to paint component affinities: 11. Dyes, emulsifiers,
mutual solubility and compatibility, and pigments,” Journal
of Paint Technology, vol. 39, pp. 505–510, 1967.
[4] C. M. Hansen, “.e universality of the solubility parameter,”
Industrial & Engineering Chemistry Product Research and
Development, vol. 8, no. 1, pp. 2–11, 1969.
[5] K. Adamska, A. Voelkel, and A. Berlin´ska, “.e solubility
parameter for biomedical polymers-application of inverse
gas chromatography,” Journal of Pharmaceutical and Bio-
medical Analysis, vol. 127, pp. 202–206, 2016.
[6] B. A. Miller-Chou and J. L. Koenig, “A review of polymer
dissolution,” Progress in Polymer Science, vol. 28, no. 8,
pp. 1223–1270, 2003.
[7] M. J. Louwerse, A. Maldonado, S. Rousseau, C. Moreau-
Masselon, B. Roux, and G. Rothenberg, “Revisiting hansen
solubility parameters by including thermodynamics,”
ChemPhysChem, vol. 18, no. 21, pp. 2999–3006, 2017.
[8] A. Agrawal, A. D. Saran, S. S. Rath, and A. Khanna,
“Constrained nonlinear optimization for solubility param-
eters of poly(lactic acid) and poly(glycolic acid)-validation
and comparison,” Polymer, vol. 45, no. 25, pp. 8603–8612,
2004.
[9] C. M. Hansen, “.e three dimensional solubility parameters
- key to paint component affinities I. Solvents, plasticizers,
polymers and resins,” Journal of Paint Technology, vol. 39,
pp. 104–117, 1967.
[10] C. M. Hansen, “On predicting environmental stress cracking
in polymers,” Polymer Degradation and Stability, vol. 77,
no. 1, pp. 43–53, 2002.
[11] C. M. Hansen and L. Just, “Prediction of environmental
stress cracking in plastics with Hansen solubility parame-
ters,” Industrial & Engineering Chemistry Research, vol. 40,
no. 1, pp. 21–25, 2001.
[12] Y. Iyengar and D. E. Erickson, “Role of adhesive-substrate
compatibility in adhesion,” Journal of Applied Polymer Sci-
ence, vol. 11, no. 11, pp. 2311–2324, 1967.
[13] L. G. Krauskopf, “Prediction of plasticizer solvency using
hansen solubility parameters,” Journal of Vinyl and Additive
Technology, vol. 5, no. 2, pp. 101–106, 2004.
[14] E. T. Zellers and G.-Z. Zhang, “.ree-dimensional solubility
parameters and chemical protective clothing permeation. II.
Modeling diffusion coefficients, breakthrough times, and
steady-state permeation rates of organic solvents in Viton
gloves,” Journal of Applied Polymer Science, vol. 50, no. 3,
pp. 531–540, 1993.
[15] T. B. Nielsen and C. M. Hansen, “Elastomer swelling and
Hansen solubility parameters,” Polymer Testing, vol. 24,
no. 8, pp. 1054–1061, 2005.
[16] M. Belmares, M. Blanco, W. A. Goddard et al., “Hildebrand
and hansen solubility parameters from molecular dynamics
with applications to electronic nose polymer sensors,”
Journal of Computational Chemistry, vol. 25, no. 15,
pp. 1814–1826, 2004.
[17] J. B. Petersen, J. Meruga, J. S. Randle, W. M. Cross, and
J. J. Kellar, “Hansen solubility parameters of surfactant-
capped silver nanoparticles for ink and printing technolo-
gies,” Langmuir, vol. 30, no. 51, pp. 15514–15519, 2014.
[18] S. Su¨ß, T. Sobisch, W. Peukert, D. Lerche, and D. Segets,
“Determination of Hansen parameters for particles: a
standardized routine based on analytical centrifugation,”
Advanced Powder Technology, vol. 29, no. 7, pp. 1550–1561,
2018.
[19] S. Ga˚rdebjer, M. Andersson, J. Engstro¨m, P. Restorp,
M. Persson, and A. Larsson, “Using Hansen solubility pa-
rameters to predict the dispersion of nano-particles in
polymeric films,” Polymer Chemistry, vol. 7, no. 9,
pp. 1756–1764, 2016.
[20] J. U. Wieneke, B. Kommoß, O. Gaer, I. Prykhodko, and
M. Ulbricht, “Systematic investigation of dispersions of
unmodified inorganic nanoparticles in organic solvents with
focus on the hansen solubility parameters,” Industrial &
Engineering Chemistry Research, vol. 51, no. 1, pp. 327–334,
2011.
[21] C. Andecochea Saiz, S. Darvishmanesh, A. Buekenhoudt,
and B. Van der Bruggen, “Shortcut applications of the
hansen solubility parameter for organic solvent nano-
filtration,” Journal of Membrane Science, vol. 546, pp. 120–
127, 2018.
[22] D. M. Arago´n, J. E. Rosas, and F. Mart´ınez, “.ermodynamic
study of the solubility of ibuprofen in acetone and
dichloromethane,” Brazilian Journal of Pharmaceutical Sci-
ences, vol. 46, no. 2, pp. 227–235, 2010.
[23] P. R. S. Babu, C. V. S. Subrahmanyam, J. .immasetty et al.,
“Extended Hansen’s solubility approach: meloxicam in in-
dividual solvents,” Pakistan Journal of Pharmaceutical Sci-
ences, vol. 20, no. 4, pp. 311–316, 2007.
[24] P. Bustamante, B. Escalera, A. Martin, and E. Selle´s, “Pre-
dicting the solubility of sulfamethoxypyridazine in indi-
vidual solvents I: calculating partial solubility parameters,”
Journal of Pharmaceutical Sciences, vol. 78, no. 7, pp. 567–
573, 1989.
[25] E. Stefanis and C. Panayiotou, “A new expanded solubility
parameter approach,” International Journal of Pharmaceu-
tics, vol. 426, no. 1-2, pp. 29–43, 2012.
[26] T. Kitak, A. Dumicˇic´, O. Planinsˇek, R. Sˇibanc, and S. Srcˇicˇ,
“Determination of solubility parameters of ibuprofen and
ibuprofen lysinate,” Molecules, vol. 20, no. 12, pp. 21549–
21568, 2015.
[27] J. Barra, F. Lescure, E. Doelker, and P. Bustamante, “.e
expanded Hansen approach to solubility parameters. Para-
cetamol and citric acid in individual solvents,” Journal of
Pharmacy and Pharmacology, vol. 49, no. 7, pp. 644–651,
2011.
Journal of Chemistry 11
[28] E. R. Gaikwad, S. S. Khabade, T. B. Sutar et al., “.ree-
dimensional hansen solubility parameters as predictors of
miscibility in cocrystal formation,” Asian Journal of Phar-
maceutics, vol. 11, no. 4, pp. 302–318, 2017.
[29] M. A. Mohammad, A. Alhalaweh, and S. P. Velaga, “Hansen
solubility parameter as a tool to predict cocrystal formation,”
International Journal of Pharmaceutics, vol. 407, no. 1-2,
pp. 63–71, 2011.
[30] C. M. Hansen, “Polymer science applied to biological
problems: prediction of cytotoxic drug interactions with
DNA,” European Polymer Journal, vol. 44, no. 9, pp. 2741–
2748, 2008.
[31] D. Obradovic´, F. Andric´, M. Zlatovic´, and D. Agbaba,
“Modeling of Hansen’s solubility parameters of aripiprazole,
ziprasidone, and their impurities: a nonparametric com-
parison of models for prediction of drug absorption sites,”
Journal of Chemometrics, vol. 32, no. 4, p. e2996, 2018.
[32] S. Scheler, A. Fahr, and X. Liu, “Linear combination methods
for prediction and interpretation of drug skin permeation,”
ADMET & DMPK, vol. 2, no. 4, pp. 199–220, 2015.
[33] B. Hossin, K. Rizi, and S. Murdan, “Application of Hansen
Solubility Parameters to predict drug-nail interactions,
which can assist the design of nail medicines,” European
Journal of Pharmaceutics and Biopharmaceutics, vol. 102,
pp. 32–40, 2016.
[34] P. K. Mididoddi and M. A. Repka, “Characterization of hot-
melt extruded drug delivery systems for onychomycosis,”
European Journal of Pharmaceutics and Biopharmaceutics,
vol. 66, no. 1, pp. 95–105, 2007.
[35] A. M. Agrawal, M. S. Dudhedia, and E. Zimny, “Hot melt
extrusion: development of an amorphous solid dispersion for
an insoluble drug from mini-scale to clinical scale,” AAPS
PharmSciTech, vol. 17, no. 1, pp. 133–147, 2015.
[36] S. Just, F. Sievert, M. .ommes, and J. Breitkreutz, “Im-
proved group contribution parameter set for the application
of solubility parameters to melt extrusion,” European Journal
of Pharmaceutics and Biopharmaceutics, vol. 85, no. 3,
pp. 1191–1199, 2013.
[37] Y. Zhang, R. Luo, Y. Chen, X. Ke, D. Hu, and M. Han,
“Application of Carrier and plasticizer to improve the dis-
solution and bioavailability of poorly water-soluble baicalein
by hot melt extrusion,” AAPS PharmSciTech, vol. 15, no. 3,
pp. 560–568, 2014.
[38] E. Stefanis, I. Tsivintzelis, and C. Panayiotou, “.e partial
solubility parameters: an equation-of-state approach,” Fluid
Phase Equilibria, vol. 240, no. 2, pp. 144–154, 2006.
[39] C. M. Hansen, Hansen Solubility Parameters : A User’s
Handbook, CRC Press, Boca Raton, FL, USA, 2nd edition,
2007.
[40] F. Gharagheizi, A. Eslamimanesh, A. H. Mohammadi, and
D. Richon, “Group contribution-based method for de-
termination of solubility parameter of nonelectrolyte organic
compounds,” Industrial & Engineering Chemistry Research,
vol. 50, no. 17, pp. 10344–10349, 2011.
[41] E. Stefanis and C. Panayiotou, “Prediction of Hansen sol-
ubility parameters with a new group-contribution method,”
International Journal of 9ermophysics, vol. 29, no. 2,
pp. 568–585, 2008.
[42] J. Gupta, C. Nunes, S. Vyas, and S. Jonnalagadda, “Prediction
of solubility parameters and miscibility of pharmaceutical
compounds by molecular dynamics simulations,” Journal of
Physical Chemistry B, vol. 115, no. 9, pp. 2014–2023, 2011.
[43] M. Maus, K. G. Wagner, A. Kornherr, and G. Zifferer,
“Molecular dynamics simulations for drug dosage form
development: thermal and solubility characteristics for hot-
melt extrusion,” Molecular Simulation, vol. 34, no. 10–15,
pp. 1197–1207, 2008.
[44] X. Chen, C. Yuan, C. K. Y. Wong, and G. Zhang, “Molecular
modeling of temperature dependence of solubility param-
eters for amorphous polymers,” Journal of Molecular
Modeling, vol. 18, no. 6, pp. 2333–2341, 2011.
[45] G. Ja´rva´s, C. Quellet, and A. Dallos, “Estimation of Hansen
solubility parameters using multivariate nonlinear QSPR
modeling with COSMO screening charge density moments,”
Fluid Phase Equilibria, vol. 309, no. 1, pp. 8–14, 2011.
[46] M. Lapins, S. Arvidsson, S. Lampa et al., “A confidence
predictor for logD using conformal regression and a support-
vector machine,” Journal of Cheminformatics, vol. 10, no. 1,
p. 17, 2018.
[47] I. Luque Ruiz and M. A´. Go´mez Nieto, “A new data rep-
resentation based on relative measurements and fingerprint
patterns for the development of QSAR regression models,”
Chemometrics and Intelligent Laboratory Systems, vol. 176,
pp. 53–65, 2018.
[48] Z. Dashtbozorgi, H. Golmohammadi, and S. Khooshechin,
“QSPR models for prediction of bovine serum albumin-
water partition coefficients of organic compounds and
drugs based on enhanced replacement method and support
vector machine,” Computational Toxicology, vol. 4, pp. 1–10,
2017.
[49] M. K. Qasim, Z. Y. Algamal, and H. T. M. Ali, “A binary
QSAR model for classifying neuraminidase inhibitors of
influenza A viruses (H1N1) using the combined minimum
redundancy maximum relevancy criterion with the sparse
support vector machine,” SAR and QSAR in Environmental
Research, vol. 29, no. 7, pp. 517–527, 2018.
[50] S. F. Mousavi and M. H. Fatemi, “A combination of
molecular docking, receptor-guided QSAR, and molecular
dynamics simulation studies of S-trityl-l-cysteine ana-
logues as kinesin Eg5 inhibitors,” Structural Chemistry,
pp. 1–12, 2018.
[51] P. Zˇuvela, J. David, and M. W. Wong, “Interpretation of
ANN-based QSAR models for prediction of antioxidant
activity of flavonoids,” Journal of Computational Chemistry,
vol. 39, no. 16, pp. 953–963, 2018.
[52] S. Kothiwale, C. Borza, A. Pozzi, and J. Meiler, “Quantitative
structure-activity relationship modeling of kinase selectivity
profiles,” Molecules, vol. 22, no. 9, p. 1576, 2017.
[53] K. C. Papadaki, S. P. Karakitsios, and D. A. Sarigiannis,
“Modeling of adipose/blood partition coefficient for envi-
ronmental chemicals,” Food and Chemical Toxicology,
vol. 110, pp. 274–285, 2017.
[54] R. K. Gamidi and A˚. C. Rasmuson, “Estimation of melting
temperature of molecular cocrystals using artificial neural
network model,” Crystal Growth & Design, vol. 17, no. 1,
pp. 175–182, 2016.
[55] C. F. Lipinski, A. A. Oliveira, K. M. Honorio, P. R. Oliveira,
and A. B. F. da Silva, “A molecular modeling study of
combretastatin-like chalcones as anticancer agents using
PLS, ANN and consensus models,” Structural Chemistry,
vol. 29, no. 4, pp. 957–965, 2018.
[56] J. H. Friedman, “Multivariate adaptive regression splines,”
Annals of Statistics, vol. 19, no. 1, pp. 1–67, 1991.
[57] J. Antanasijevic´, D. Antanasijevic´, V. Pocajt et al., “A QSPR
study on the liquid crystallinity of five-ring bent-core
molecules using decision trees, MARS and artificial neural
networks,” RSC Advances, vol. 6, no. 22, pp. 18452–18464,
2016.
12 Journal of Chemistry
[58] M. Jalali-Heravi, M. Asadollahi-Baboli, and A. Mani-Var-
nosfaderani, “Shuffling multivariate adaptive regression
splines and adaptive neuro-fuzzy inference system as tools
for QSAR study of SARS inhibitors,” Journal of Pharma-
ceutical and Biomedical Analysis, vol. 50, no. 5, pp. 853–860,
2009.
[59] Q.-S. Xu, M. Daszykowski, B. Walczak et al., “Multivariate
adaptive regression splines-studies of HIV reverse tran-
scriptase inhibitors,” Chemometrics and Intelligent Labora-
tory Systems, vol. 72, no. 1, pp. 27–34, 2004.
[60] M. Koba and T. Ba˛czek, “.e evaluation of multivariate
adaptive regression splines for the prediction of antitumor
activity of acridinone derivatives,” Medicinal Chemistry,
vol. 9, no. 8, pp. 1041–1050, 2013.
[61] V. Nguyen-Cong, G. Van Dang, and B. Rode, “Using
multivariate adaptive regression splines to QSAR studies of
dihydroartemisinin derivatives,” European Journal of Me-
dicinal Chemistry, vol. 31, no. 10, pp. 797–803, 1996.
[62] Q.-S. Xu, D. L. Massart, Y.-Z. Liang, and K.-T. Fang, “Two-
step multivariate adaptive regression splines for modeling a
quantitative relationship between gas chromatography re-
tention indices and molecular descriptors,” Journal of
Chromatography A, vol. 998, no. 1-2, pp. 155–167, 2003.
[63] K. Zarei and Z. Salehabadi, “.e shuffling multivariate
adaptive regression splines and adaptive neuro-fuzzy in-
ference system as tools for QSPR study bioconcentration
factors of polychlorinated biphenyls (PCBs),” Structural
Chemistry, vol. 23, no. 6, pp. 1801–1807, 2012.
[64] E. Deconinck, M. H. Zhang, F. Petitet et al., “Boosted re-
gression trees, multivariate adaptive regression splines and
their two-step combinations with multiple linear regression
or partial least squares to predict blood-brain barrier passage:
a case study,” Analytica Chimica Acta, vol. 609, no. 1,
pp. 13–23, 2008.
[65] M. Jalali-Heravi and A. Mani-Varnosfaderani, “QSAR
modeling of 1-(3,3-diphenylpropyl)-piperidinyl amides as
CCR5 modulators using multivariate adaptive regression
spline and bayesian regularized genetic neural networks,”
QSAR & Combinatorial Science, vol. 28, no. 9, pp. 946–958,
2009.
[66] S. Abbott, C. M. Hansen, and H. Yamamoto, Hansen Sol-
ubility Parameters in Practice, 2013.
[67] Hansen solubility parameters, in HSPiP Team, https://www.
hansen-solubility.com/.
[68] P. Bustamante, M. A. Peña, and J. Barra, “.e modified
extended Hansen method to determine partial solubility
parameters of drugs containing a single hydrogen bonding
group and their sodium derivatives: benzoic acid/Na and
ibuprofen/Na,” International Journal of Pharmaceutics,
vol. 194, no. 1, pp. 117–124, 2000.
[69] C. W. Yap, “PaDEL-descriptor: an open source software to
calculate molecular descriptors and fingerprints,” Journal of
Computational Chemistry, vol. 32, no. 7, pp. 1466–1474,
2011.
[70] Statsoft, Statistica, Version 12, Statsoft, Tulsa, OK, USA,
2012.
[71] P. Gramatica, S. Cassani, and N. Chirico, “QSARINS-chem:
insubria datasets and new QSAR/QSPR models for envi-
ronmental pollutants in QSARINS,” Journal of Computa-
tional Chemistry, vol. 35, no. 13, pp. 1036–1044, 2014.
[72] P. Gramatica, N. Chirico, E. Papa et al., “QSARINS: a new
software for the development, analysis, and validation of
QSAR MLR models,” Journal of Computational Chemistry,
vol. 34, no. 24, pp. 2121–2132, 2013.
[73] R. Todeschini, “Data correlation, number of significant
principal components and shape of molecules. .e K cor-
relation index,” Analytica Chimica Acta, vol. 348, no. 1–3,
pp. 419–430, 1997.
[74] R. Todeschini, V. Consonni, and A. Maiocchi, “.e K cor-
relation index: theory development and its application in
chemometrics,” Chemometrics and Intelligent Laboratory
Systems, vol. 46, no. 1, pp. 13–29, 1999.
[75] R. Todeschini and V. Consonni, Molecular Descriptors for
Chemoinformatics, Wiley VCH, Weinheim, Germany, 2009.
[76] P. Gramatica, M. Corradi, and V. Consonni, “Modelling and
prediction of soil sorption coefficients of non-ionic organic
pesticides by molecular descriptors,” Chemosphere, vol. 41,
no. 5, pp. 763–777, 2000.
[77] R. Liu, H. Sun, and S.-S. So, “Development of quantitative
Structure−Property relationship models for early ADME
evaluation in drug discovery. 2. Blood-brain barrier pene-
tration,” Journal of Chemical Information and Modeling,
vol. 41, no. 6, pp. 1623–1632, 2001.
[78] L. H. Hall and L. B. Kier, “Electrotopological state indices for
atom types: a novel combination of electronic, topological,
and valence state information,” Journal of Chemical In-
formation and Modeling, vol. 35, no. 6, pp. 1039–1045, 1995.
[79] J. A. Platts, D. Butina, M. H. Abraham, and A. Hersey,
“Estimation of molecular linear free energy relation de-
scriptors using a group contribution approach,” Journal of
Chemical Information and Modeling, vol. 39, no. 5,
pp. 835–845, 1999.
[80] M. Petitjean, “Applications of the radius-diameter diagram
to the classification of topological and geometrical shapes of
chemical compounds,” Journal of Chemical Information and
Modeling, vol. 32, no. 4, pp. 331–337, 1992.
[81] S. C. Basak and D. Mills, “Development of quantitative
structure-activity relationship models for vapor pressure
estimation using computed molecular descriptors,” Arkivoc,
vol. 2005, no. 10, p. 308, 2005.
[82] Y. Y. Zhang, Y. Liu, S. Mehboob et al., “Metabolism-directed
structure optimization of benzimidazole-based Francisella
tularensis enoyl-reductase (FabI) inhibitors,” Xenobiotica,
vol. 44, no. 5, pp. 404–416, 2014.
[83] T. Takaku, H. Nagahori, Y. Sogame, and T. Takagi,
“Quantitative structure–activity relationship model for the
fetal–maternal blood concentration ratio of chemicals in
humans,” Biological and Pharmaceutical Bulletin, vol. 38,
no. 6, pp. 930–934, 2015.
[84] A. Jouyban, A. Shayanfar, T. Ghafourian, and W. E. Acree,
“Solubility prediction of pharmaceuticals in dioxane + water
mixtures at various temperatures: effects of different de-
scriptors and feature selection methods,” Journal of Molec-
ular Liquids, vol. 195, pp. 125–131, 2014.
[85] M. H. Fatemi and M. A. Ghasemi, “Prediction of solute
descriptors in LSER equation using quantitative structure-
property relationship methodology,” Asian Journal of
Chemistry, vol. 21, pp. 2521–2532, 2009.
[86] S. Yousefinejad, F. Honarasa, and H. Montaseri, “Linear
solvent structure-polymer solubility and solvation energy
relationships to study conductive polymer/carbon nanotube
composite solutions,” RSC Advances, vol. 5, no. 53,
pp. 42266–42275, 2015.
[87] V. Sharma, R. Goswami, and A. K. Madan, “Eccentric
connectivity index: a novel highly discriminating topological
descriptor for structure-property and structure-activity
studies,” Journal of Chemical Information and Modeling,
vol. 37, no. 2, pp. 273–282, 1997.
Journal of Chemistry 13
[88] K. Roy and R. N. Das, “On some novel extended top-
ochemical atom (ETA) parameters for effective encoding of
chemical information and modelling of fundamental phys-
icochemical properties,” SAR and QSAR in Environmental
Research, vol. 22, no. 5-6, pp. 451–472, 2011.
[89] K. Roy and G. Ghosh, “QSTR with extended topochemical
atom indices. 2. Fish toxicity of substituted benzenes,”
Journal of Chemical Information andModeling, vol. 44, no. 2,
pp. 559–567, 2004.
[90] M. Randic, “On molecular identification numbers,” Journal
of Chemical Information and Modeling, vol. 24, no. 3,
pp. 164–175, 1984.
[91] S. A. Wildman and G. M. Crippen, “Prediction of physi-
cochemical parameters by atomic contributions,” Journal of
Chemical Information and Modeling, vol. 39, no. 5,
pp. 868–873, 1999.
[92] Y. Wang, Y. Li, and B. Wang, “An in silico method for
screening nicotine derivatives as cytochrome P450 2A6 se-
lective inhibitors based on kernel partial least squares,” In-
ternational Journal of Molecular Sciences, vol. 8, no. 2,
pp. 166–179, 2007.
[93] M. Schor, J. Vreede, and P. G. Bolhuis, “Elucidating the
locking mechanism of peptides onto growing amyloid fibrils
through transition path sampling,” Biophysical Journal,
vol. 103, no. 6, pp. 1296–1304, 2012.
[94] V. Kanakaveti, R. Sakthivel, S. K. Rayala, and
M. M. Gromiha, “Importance of functional groups in pre-
dicting the activity of small molecule inhibitors for Bcl-2 and
Bcl-xL,” Chemical Biology & Drug Design, vol. 90, no. 2,
pp. 308–316, 2017.
[95] L. Sun, H. Yang, J. Li et al., “In silico prediction of com-
pounds binding to human plasma proteins by QSAR
models,” ChemMedChem, vol. 13, no. 6, pp. 572–581, 2017.
[96] J. Neera and H. Y. Samuel, “Estimation of the aqueous
solubility I: application to organic nonelectrolytes,” Journal
of Pharmaceutical Sciences, vol. 90, no. 2, pp. 234–252, 2001.
[97] S. H. Yalkowsky and S. C. Valvani, “Solubility and parti-
tioning I: solubility of nonelectrolytes in water,” Journal of
Pharmaceutical Sciences, vol. 69, no. 8, pp. 912–922, 1980.
[98] M. Melanie, An Introduction to Genetic Algorithms, MIT
Press, Cambridge, MA, USA, 1996.
[99] A. Aghanouri and G. Sun, “Hansen solubility parameters as a
useful tool in searching for solvents for soy proteins,” Ad-
vances, vol. 5, no. 3, pp. 1890–1892, 2015.
[100] A. M. Gaikwad, Y. Khan, A. E. Ostfeld et al., “Identifying
orthogonal solvents for solution processed organic transis-
tors,” Organic Electronics, vol. 30, pp. 18–29, 2016.
[101] J. Howell, M. Roesing, and D. Boucher, “A functional ap-
proach to solubility parameter computations,” Journal of
Physical Chemistry B, vol. 121, no. 16, pp. 4191–4201, 2017.
[102] Z. Kurban, A. Lovell, S. M. Bennington et al., “A solution
selection model for coaxial electrospinning and its appli-
cation to nanostructured hydrogen storage materials,”
Journal of Physical Chemistry C, vol. 114, no. 49,
pp. 21201–21213, 2010.
[103] C. Zhang, S. Langner, A. V. Mumyatov et al., “Un-
derstanding the correlation and balance between the mis-
cibility and optoelectronic properties of polymer–fullerene
solar cells,” Journal of Materials Chemistry A, vol. 5, no. 33,
pp. 17570–17579, 2017.
[104] I. Burgue´s-Ceballos, F. Machui, J. Min et al., “Solubility based
identification of green solvents for small molecule organic
solar cells,” Advanced Functional Materials, vol. 24, no. 10,
pp. 1449–1457, 2014.
[105] F. Machui, S. Langner, X. Zhu et al., “Determination of the
P3HT:PCBM solubility parameters via a binary solvent
gradient method: impact of solubility on the photovoltaic
performance,” Solar Energy Materials and Solar Cells,
vol. 100, pp. 138–146, 2012.
[106] T. Yamaguchi, S. Nakao, and S. Kimura, “Solubility and
pervaporation properties of the filling-polymerized mem-
brane prepared by plasma-graft polymerization for perva-
poration of organic-liquid mixtures,” Industrial &
Engineering Chemistry Research, vol. 31, no. 8, pp. 1914–1919,
1992.
[107] J. Dressman, J. Butler, J. Hempenstall, and C. Reppas, “.e
BCS: where do we go from here?,” Pharmacy Technician,
vol. 25, pp. 68–76, 2001.
[108] S. B. Tiwari and A. R. Rajabi-Siahboomi, “Extended-release
oral drug delivery technologies: monolithic matrix systems,”
Methods in Molecular Biology, vol. 437, pp. 217–243, 2008.
[109] A. Ono, T. Tomono, T. Ogihara et al., “Investigation of
biopharmaceutical drug properties suitable for orally dis-
integrating tablets,” ADMET & DMPK, vol. 4, no. 4, p. 335,
2016.
[110] E. Ghasemian, P. Motaghian, and A. Vatanara, “D-optimal
design for preparation and optimization of fast dissolving
bosentan nanosuspension,” Advanced Pharmaceutical Bul-
letin, vol. 6, no. 2, pp. 211–218, 2016.
[111] A. Benazzouz, L. Moity, C. Pierlot et al., “Selection of a
greener set of solvents evenly spread in the hansen space by
space-filling design,” Industrial & Engineering Chemistry
Research, vol. 52, no. 47, pp. 16585–16597, 2013.
[112] M. H. Abraham, R. E. Smith, R. Luchtefeld et al., “Prediction
of solubility of drugs and other compounds in organic
solvents,” Journal of Pharmaceutical Sciences, vol. 99, no. 3,
pp. 1500–1515, 2010.
[113] W. E. Acree, A. M. Ramirez, S. Cheeran, and F. Martinez,
“Determination of Abraham model solute descriptors and
preferential solvation from measured solubilities for 4-
nitropyrazole dissolved in binary aqueous-organic solvent
mixtures,” Physics and Chemistry of Liquids, vol. 55, no. 5,
pp. 605–616, 2017.
[114] C. Panayiotou, “Partial solvation parameters and mixture
thermodynamics,” Journal of Physical Chemistry B, vol. 116,
no. 24, pp. 7302–7321, 2012.
[115] C. Panayiotou, “Partial solvation parameters and LSER
molecular descriptors,” Journal of Chemical 9ermody-
namics, vol. 51, pp. 172–189, 2012.
[116] A. Benazzouz, L. Moity, C. Pierlot et al., “Hansen approach
versus COSMO-RS for predicting the solubility of an organic
UV filter in cosmetic solvents,” Colloids and Surfaces A:
Physicochemical and Engineering Aspects, vol. 458, pp. 101–
109, 2014.
[117] C. Loschen and A. Klamt, “Prediction of solubilities and
partition coefficients in polymers using COSMO-RS,” In-
dustrial & Engineering Chemistry Research, vol. 53, no. 28,
pp. 11478–11487, 2014.
[118] M. Przybyłek, D. Zio´łkowska, K. Mroczyn´ska, and
P. Cysewski, “Applicability of phenolic acids as effective
enhancers of cocrystal solubility of methylxanthines,”Crystal
Growth & Design, vol. 17, no. 4, pp. 2186–2193, 2017.
[119] T. Fornari, R. P. Stateva, F. J. Señorans, G. Reglero, and
E. Ibañez, “Applying UNIFAC-based models to predict the
solubility of solids in subcritical water,” Journal of Super-
critical Fluids, vol. 46, no. 3, pp. 245–251, 2008.
[120] S. Gracin, T. Brinck, and A˚. C. Rasmuson, “Prediction of
solubility of solid organic compounds in solvents by
14 Journal of Chemistry
UNIFAC,” Industrial & Engineering Chemistry Research,
vol. 41, no. 20, pp. 5114–5124, 2002.
[121] A. B. Ochsner and T. D. Sokoloski, “Prediction of solubility
in nonideal multicomponent systems using the unifac group
contribution model,” Journal of Pharmaceutical Sciences,
vol. 74, no. 6, pp. 634–637, 1985.
[122] M. J. Lazzaroni, D. Bush, C. A. Eckert, T. C. Frank, S. Gupta,
and J. D. Olson, “Revision of MOSCED parameters and
extension to solid solubility calculations,” Industrial & En-
gineering Chemistry Research, vol. 44, no. 11, pp. 4075–4083,
2005.
[123] J. R. Phifer, K. J. Solomon, K. L. Young, and A. S. Paluch,
“Computing MOSCED parameters of nonelectrolyte solids
with electronic structure methods in SMD and SM8 con-
tinuum solvents,” AIChE Journal, vol. 63, no. 2, pp. 781–791,
2017.
Journal of Chemistry 15
Tribology
Advances in
Hindawi
www.hindawi.com Volume 2018
Hindawi
www.hindawi.com Volume 2018
 International Journal ofPhotoenergy
Hindawi
www.hindawi.com Volume 2018
Journal of
Chemistry
Hindawi
www.hindawi.com Volume 2018
Advances in
Physical Chemistry
Hindawi
www.hindawi.com
 Analytical Methods  
in Chemistry
Journal of
Volume 2018
Bioinorganic Chemistry 
and Applications
Hindawi
www.hindawi.com Volume 2018
Spectroscopy
International Journal of
Hindawi
www.hindawi.com Volume 2018
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2013www.hindawi.com
The Scientific 
World Journal
8
Medicinal Chemistry
International Journal of
Hindawi
www.hindawi.com Volume 2018
Nanotechnology
Hindawi
www.hindawi.com Volume 2018
Journal of
Applied Chemistry
Journal of
Hindawi
www.hindawi.com Volume 2018
Hindawi
www.hindawi.com Volume 2018
Biochemistry 
Research International
Hindawi
www.hindawi.com Volume 2018
Enzyme 
Research
Hindawi
www.hindawi.com Volume 2018
Journal of
SpectroscopyAnalytical Chemistry
International Journal of
Hindawi
www.hindawi.com Volume 2018
Materials
Journal of
Hindawi
www.hindawi.com Volume 2018
Hindawi
www.hindawi.com Volume 2018
BioMed 
Research International Electrochemistry
International Journal of
Hindawi
www.hindawi.com Volume 2018
N
a
no
m
a
te
ri
a
ls
Hindawi
www.hindawi.com Volume 2018
Journal ofNanomaterials
Submit your manuscripts at
www.hindawi.com
