Abstract. The local properties of entropy for a countable discrete amenable group action are studied. For such an action, a local variational principle for a given finite open cover is established, from which the variational relation between the topological and measure-theoretic entropy tuples is deduced. While doing this it is shown that two kinds of measure-theoretic entropy for finite Borel covers are coincide. Moreover, two special classes of such an action: systems with uniformly positive entropy and completely positive entropy are investigated.
Introduction
Rohlin and Sinai [39] introduced the notion of completely positive entropy (c.p.e.) for Z-actions on a Lebesgue space. It is also known as K-actions of Z. K-actions played an important role in the classic ergodic theory. In 1992, Blanchard introduced the notions of uniformly positive entropy (u.p.e.) and c.p.e. as topological analogues of the K-actions in topological dynamics of Z-actions [1] . By localizing the concepts of u.p.e. and c.p.e., he defined the notion of entropy pairs, and used it to show that a u.p.e. system is disjoint from all minimal zero entropy systems [2] and to obtain the maximal zero entropy factor for any topological dynamical system of Z-actions (namely the topological Pinsker factor) [5] . From then on, the local entropy theory of Z-actions have been made great achievements [1, 2, 3, 4, 5, 11, 16, 21, 23, 24, 25, 27, 40, 46] , see also the relevant chapters in [17] and the survey papers [19, 20] . A key point in the local entropy theory of Z-actions is the local variational principle for finite open covers.
Note that for each dynamical system (X, T ) of Z-actions (or call it TDS), there always exist T -invariant Borel probability measures on X so that the classic ergodic theory involves the study of the entropy theory of (X, T ). Whereas, there are some groups G such that there exists no any invariant Borel probability measures on some compact metric space with G-actions, for example the rank two free group F 2 . It is well known that, for a dynamical system of group actions, the amenability of the group ensures the existence of invariant Borel probability measures, which includes all finite groups, solvable groups and compact groups.
Comparing to dynamical systems of Z-actions, the level of development of dynamical systems of an amenable group action lagged behind. However, this situation is rapidly changing in recent years. A turning point occurred with Ornstein and Weiss's pioneering paper [35] in 1987 which laid a foundation of an amenable group action. In 2000, Rudolph and Weiss [41] showed that K-actions for a countable discrete amenable group is mixing of all orders (an open important question for years) by using methods from orbit equivalence. Inspired by this, Danilenko [7] pushed further the idea used by Rudolph and Weiss providing new short proofs of results in [18, 35, 41, 44] . Meanwhile, based on the result of [41] and with the help of the results from [6] , Dooley and Golodets in [9] proved that every free ergodic actions of a countable discrete amenable group with c.p.e. has a countable Lebesgue spectrum. Another long standing open problem is the generalization of pointwise convergence results, even such basic theorems as the L 1 -pointwise ergodic theorem and the Shannon-McMillan-Breiman (SMB) Theorem for general amenable groups, for related results see for example [13, 29, 36] . In [31] Lindenstrauss gave a satisfactory answer to the question by proving the pointwise ergodic theorem for general locally compact amenable groups along Følner sequences obeying some restrictions (such sequences must exist for all amenable groups) and obtaining a generalization of the SMB Theorem to all countable discrete amenable groups (see also the survey [45] written by Weiss). Moreover, using the tools built in [31] Lindenstrauss also proved other pointwise results, for example [36] and so on.
Along with the development of the local entropy theory for Z-actions, a natural question arises: to what extends the theory can be generalized to an amenable group action? In [27] Kerr and Li studied the local entropy theory of an amenable group action for topological dynamics via independence. In this paper we try to study systematically the local properties of entropy for actions of a countable discrete amenable group both in topological and measure theoretical settings.
First, we shall establish a local variational principle for a given finite open cover of a countable discrete amenable group action. Note that the classical variational principle of a countable discrete amenable group action (see [34, 42] ) can be deduced from our result by proceeding some simple arguments. In the way to build the local variational principle, we also introduce two kinds of measure-theoretic entropy for finite Borel covers following the ideas of [40] , prove the upper semicontinuity (u.s.c.) of them (when considering a finite open cover) on the set of invariant measures, and show that they are coincide. We note that completely different from the case of Z-actions, in our proving of the u.s.c. we need a deep convergence lemma related to a countable discrete amenable group; and in our proving of the equivalence of these two kinds of entropy, we need the result that they are equivalent for Z-actions, and Danilenko's orbital approach method (since we can't obtain a universal Rohlin Lemma and a result similar to Glasner-Weiss Theorem [19] in this setting). Meanwhile, inspired by [45, Lemma 5 .11] we shall give a local version of the well-known Katok's result [26, Theorem I .I] for a countable discrete amenable group action.
Then we introduce entropy tuples in both topological and measure-theoretic settings. The set of measure-theoretic entropy tuples for an invariant measure is characterized, the variational relation between these two kinds of entropy tuples is obtained as an application of the local variational principle for a given finite open cover. Based on the ideas of topological entropy pairs, we discuss two classes of dynamical systems: having u.p.e. and having c.p.e. Precisely speaking, for a countable discrete amenable group action, it is proved: u.p.e. and c.p.e. are both preserved under a finite production; u.p.e. implies c.p.e.; c.p.e. implies the existence of an invariant measure with full support; u.p.e. implies mild mixing; and minimal topological K implies strong mixing if the group considered is commutative.
We note that when we finished our writing of the paper, we received a preprint by Kerr and Li [28] , where the authors investigated the local entropy theory of an amenable group action for measure-preserving systems via independence. They obtained the variational relation between these two kinds of entropy tuples defined by them, and stated the local variational principle for a given finite open cover as an open question, see [28, Question 2.10] . Moreover, the results obtained in this paper have been applied to consider the co-induction of dynamical systems in [10] .
The paper is organized as following. In section 2, we introduce the terminology from [35, 44] that we shall use, and obtain some convergence lemmas which play key roles in the following sections. In section 3, for a countable discrete amenable group action we introduce the entropy theory of it, including two kinds of measure-theoretic entropy for a finite Borel cover, and establish some basic properties of them, such as u.s.c., affinity and so on. Then in section 4 we prove the equivalence of those two kinds of entropy introduced for a finite Borel cover, and give a local version of the well-known Katok's result [26, Theorem I .I] for a countable discrete amenable group action. In section 5, we aim to establish the local variational principle for a finite open cover. In section 6, we introduce entropy tuples in both topological and measure-theoretic settings and establish the variational relation between them. Based on the ideas of topological entropy pairs, in section 7 we discuss two special classes of dynamical systems: having u.p.e. and having c.p.e., respectively.
Backgrounds of a countable discrete amenable group
Let G be a countable discrete infinite group and F (G) the set of all finite non-empty subsets of G. G is called amenable, if for each K ∈ F (G) and δ > 0 there exists F ∈ F (G) such that |F ∆KF | |F | < δ,
where | · | is the counting measure, KF = {kf : k ∈ K, f ∈ F } and F ∆KF = (F \ KF ) ∪ (KF \ F ). Let K ∈ F (G) and δ > 0. Set
where B(A, K) . = {g ∈ G : Kg ∩ A = ∅ and Kg ∩ (G \ A) = ∅} = K −1 A ∩ K −1 (G \ A). A sequence {F n } n∈N ⊆ F (G) is called a Følner sequence, if for each K ∈ F (G) and δ > 0, F n is (K, δ)-invariant when n is large enough. It is not hard to obtain the following asymptotic invariance property that G is amenable if and only if G has a Følner sequence {F n } n∈N . For example, for Z we may take Følner sequence F n = {0, 1, · · · , n − 1}, or for that matter {a n , a n + 1, · · · , a n + n − 1} for any sequence {a n } n∈N ⊆ Z.
Throughout the paper, any amenable group considered is assumed to be a countable discrete amenable infinite group, and G will always be such a group with the unit e G .
2.1.
Quasi-tiling for an amenable group. The following terminology and results are due to Ornstein and Weiss [35] (see also [41, 44] ). Let {A 1 , · · · , A k } ⊆ F (G) and ǫ ∈ (0, 1). Subsets 
there is M ∈ N such that k i=1 1 Ai (g) ≤ M for each g ∈ G and k i=1 |A i | ≥ (1 − δ)M |A|. We say that A 1 , · · · , A k ǫ-quasi-tile A ∈ F (G) if there exists {C 1 , · · · , C k } ⊆ F (G) such that (1) 
The following lemmas are proved in [35, §1.2] .
Proof. We follow the arguments in the proof of [44, Theorem 2.6] . Fix ǫ ∈ (0, 1 4 ) and N ∈ N. Let k ∈ N and δ > 0 such that ( 
. We have
, 6δ)-invariant. Moreover, using (2.1) one has
By the same reasoning there exists
Moreover, by (2.1) and (2.2) we have
This ends the proof. 2.2. Convergence key lemmas. Let f : F (G) → R be a function. We say that f is
The following lemma is proved in [30, Theorem 6.1].
Lemma 2.4. Let f : F (G) → R be a monotone non-negative G-invariant sub-additive (m.n.i.s.a.) function. Then for any Følner sequence {F n } n∈N of G, the sequence {
|Fn| } n∈N converges and the value of the limit is independent of the selection of the Følner sequence {F n } n∈N .
Proof. We give a proof for the completion. Since f is G-invariant, there exists M ∈ R + such that f ({g}) = M for all g ∈ G.
Now first we claim that if
Let ǫ ∈ (0, 1 4 ) and N ∈ N. By Proposition 2.3 there exist integers n 1 , · · · , n k with N ≤ n 1 < · · · < n k such that when n is large enough then
Now letting ǫ → 0+ and N → +∞, we conclude the inequality (2.3). Now let {H n } n∈N with e G ∈ H 1 ⊆ H 2 ⊆ · · · be a Følner sequence of G. Clearly, there is a sub-sequence {H nm } m∈N of {H n } n∈N such that
Applying the above claim to Følner sequences {H nm } m∈N and {H n } n∈N (see (2. 3)), we obtain
Thus, the sequence { f (Hn) |Hn| } n∈N converges (say N (f ) to be the value of the limit). Then for any Følner sequence {F n } n∈N with
Finally, in order to complete the proof, we only need to check that, for any given Følner sequence
|Fn| } n∈N converges to N (f ). Let {F ′ n } n∈N be such a sub-sequence. With no loss of generality we assume lim n→+∞ |F * n | |F ′ n+1 | = 0 (if necessity we take a sub-sequence of {F
By letting n → +∞ one has lim n→+∞
Remark 2.5. Recall that we say a set T tiles G if there is a subset C such that {T c : c ∈ C} is a partition of G. It's proved that if G admits a Følner sequence {F n } n∈N of tiling sets then for each f as in Lemma 2.4 the sequence { f (Fn) |Fn| } n∈N converges to inf n∈N f (Fn) |Fn| and the value of the limit is independent of the choice of such a Følner sequence, which is stated as [45, Theorem 5.9 ].
The following useful lemma is an alternative version of (2.5) in the proof of Lemma 2.4. Lemma 2.6. Let e G ∈ F 1 ⊆ F 2 ⊆ · · · be a Følner sequence of G. Then for any ǫ ∈ (0,
Entropy of an amenable group action
Let {F n } n∈N be a Følner sequence of G and fix it in the section. In this section, we aim to introduce the entropy theory of a G-system. By a G-system (X, G) we mean that X is a compact metric space and Γ : G × X → X, (g, x) → gx is a continuous mapping satisfying
Γ(g 1 , Γ(g 2 , x)) = Γ(g 1 g 2 , x) for each g 1 , g 2 ∈ G and x ∈ X. Moreover, if a non-empty compact subset W ⊆ X is G-invariant (i.e. gW = W for any g ∈ G) then (W, G) is called a sub-G-system of (X, G).
From now on, we let (X, G) always be a G-system if there is no any special statement. Denote by B X the collection of all Borel subsets of X. A cover of X is a finite family of Borel subsets of X, whose union is X. A partition of X is a cover of X whose elements are pairwise disjoint. Denote by C X (resp. C o X ) the set of all covers (resp. finite open covers) of X. Denote by P X the set of all partitions of X. Given two covers U, V ∈ C X , U is said to be finer than V (denoted by U V or V U) if each element of U is contained in some element of V; set U ∨V = {U ∩V : U ∈ U, V ∈ V}.
3.1. Topological entropy. Let U ∈ C X . Set N (U) to be the minimum among the cardinalities of all sub-families of U covering X and denote by #(U) the cardinality of U. Define H(U) = log N (U).
Let F ∈ F (G) and U ∈ C X , set U F = g∈F g −1 U (letting U ∅ = {X}). It is not hard to check that F ∈ F (G) → H(U F ) is a m.n.i.a.s. function, and so by Lemma 2.4, the quantity
exists and h top (G, U) is independent of the choice of
3.2. Measure-theoretic entropy. Denote by M(X) the set of all Borel probability measures on X. For µ ∈ M(X), denote by supp(µ) the support of µ, i.e. the smallest closed subset
Note that the amenability of G ensures that ∅ = M e (X, G) and both M(X) and M(X, G) are convex compact metric spaces when they are endowed with the weak * -topology. Given α ∈ P X , µ ∈ M(X) and a sub-σ-algebra A ⊆ B X , define
where E(1 A |A) is the expectation of 1 A with respect to (w.r.t.) A. One standard fact is that H µ (α|A) increases w.r.t. α and decreases w.r.t. A. Set N = {∅, X}. Define
Let β ∈ P X . Note that β generates naturally a sub-σ-algebra F (β) of B X , define
Thus by Lemma 2.4 we can define the measure-theoretic µ-entropy of α as
where the last identity is to be proved in Lemma 3.1 (4). In particular, h µ (G, α) is independent of the choice of Følner sequence {F n } n∈N . The measure-theoretic µ-entropy of (X, G) is defined by
3.2.1. The proof of the second identity in (3.1).
Proof. 1. The conclusion follows directly from the following simple observation:
2. Clearly,
which implies
4. If in addition µ is G-invariant, then by 3, for each n ∈ N we have 1
Note that for each δ > 0, F n is (B ′ , δ)-invariant if n is large enough and
letting n → +∞ we get
and so h µ (G, α) ≤ [40] , we define a new notion that extends definition (3.1) to covers. Let µ ∈ M(X) and A ⊆ B X be a sub-σ-algebra. For U ∈ C X , we define
Many properties of the function H µ (α) are extended to H µ (U) from partitions to covers.
function. So we may define the measure-theoretic µ − -entropy of U as
is independent of the choice of Følner sequence {F n } n∈N (see Lemma 2.4) . At the same time, we define the measure-theoretic µ-entropy of U as
We obtain directly the following easy facts.
Lemma 3.4. Let µ ∈ M(X, G) and U, V ∈ C X . Then
3. An alternative formula for (3.2). Let µ ∈ M(X, G). Since P X ⊆ C X , we have
In fact, the above extension of local measure-theoretic entropy from partitions to covers allows us to give another alternative formula for (3.2).
Proof of Claim. By [43, Lemma 4.15] , there exists
Since µ is regular, we can take closed subsets
Let F ∈ F (G). If β ∈ P X is finer than U F , then β g −1 U for each g ∈ F , and so using the above Claim one has
Since α and ǫ are arbitrary, 
A2) for each r ∈ R, the set {z ∈ Z : f (z) ≥ r} is closed. Using (A2), the infimum of any family of u.s.c. functions is again a u.s.c. one; both the sum and the supremum of finitely many u.s.c. functions are u.s.c. ones.
In this sub-section, we aim to prove that those two kinds entropy of open covers over M(X, G) are both u.s.c. First, we need
Proof. Fix µ ∈ M(X) and ǫ > 0. It is sufficient to prove that (3.9) lim sup
We choose α ∈ P X such that α U and
With no loss of generality we
. By the regularity of µ, there exists compact
Note that if x ∈ X then there exist at most countably many γ > 0 such that {y ∈ X : d(x, y) = γ} has positive gµ-measure for some g ∈ F . Moreover, as
(by the selection of δ). This finishes the proof of the claim. Now, note that β ∈ P X satisfies β U and µ( B∈βF ∂B) = 0, one has lim sup
This establishes (3.9) and so completes the proof of the lemma.
Proof. We follow the arguments in the proof of [21, Lemma 5] . Fix M ∈ N and ǫ > 0. Then there
Claim. for every finite partition α U there exists a finite partition β V with H µ (β|α) < ǫ.
′ , where A i may be empty. Let
Fix n ∈ N. For any α ∈ P X with α U Fn , we have gα U for g ∈ F n . By the above Claim, there exists β g ∈ P X such that β g V and
Since this is true for any α ∈ P X with α U Fn , we get
Exchanging the roles of U and V we get 1
This shows 
With no loss of generality we assume
By Lemma 2.6, there exist integers
Then we have lim sup
Thus, we claim the conclusion from the arbitrariness of µ ∈ M(X, G) and ǫ ∈ (0, 1 4 ) in (3.14). 3.2.5. Affinity of measure-theoretic entropy of covers. Let µ = aν +(1−a)η, where ν, η ∈ M(X, G) and 0 < a < 1. Using the concavity of φ(t) = −t log t on [0, 1] with φ(0) = 0 (fix it in the remainder of the paper), one has if β ∈ P X and .15) i.e. the function h {·} (G, β) : M(X, G) → R + is affine. In the following, we shall show the affinity of h {·} (G, U) and h
Note that the sets A ∈ B µ X , which are unions of atoms of α, form a sub-σ-algebra of B µ X , which is denoted by α or α if there is no ambiguity. In fact, every sub-σ-algebra of B µ X coincides with a σ-algebra constructed in this way in the sense of mod µ [38] . We consider the sub-σ-algebra I µ = {A ∈ B µ X : µ(gA∆A) = 0 for each g ∈ G}. Clearly, I µ is G-invariant since G is countable. Let α be the measurable partition of X with α = I µ (mod µ).
With no loss of generality we may require that α is G-invariant, i.e. gα = α for any g ∈ G. Let µ = X µ x dµ(x) be the disintegration of µ over I µ , where µ x ∈ M e (X, G) and µ x (α(x)) = 1 for µ-a.e. x ∈ X, here α(x) denotes the atom of α containing x. This disintegration is known as the ergodic decomposition of µ (see for example [17, Theorem 3.22] ).
The disintegration is characterized by properties (3.16) and (3.17) below:
Then for f ∈ L 1 (X, B X , µ),
Note that the disintegration exists uniquely in the sense that if µ = X µ x dµ(x) and µ = X µ ′ x dµ(x) are both the disintegrations of µ over I µ , then µ x = µ ′ x for µ-a.e. x ∈ X. Moreover, there exists a G-invariant subset X 0 ⊆ X such that µ(X 0 ) = 1 and if for x ∈ X 0 we define
, where
n }. Then α is the Borel partition generated by V and put P (V) = {β ∈ P X : α β V}, which is a finite family of partitions. It is well known that, for each θ ∈ M(X) one has (3.19) see for example the proof of [40, Proposition 6] . Now denote P (V) = {β 1 , · · · , β l } and put
where the last equality follows from (3.19) . Combining this fact with µ(B 0 ) = 0 one gets H µx (β * ) = H µx (V) for µ-a.e. x ∈ X. This implies
. This finishes the proof.
Then we have
Proof. It is easy to check that
is a m.n.i.s.a. function, and so the sequence
Thus if α ∈ P X and n is large enough then
Note that if α ∈ P X satisfies α ⊆ I µ then h µ (G, α) = 0. In particular, in (3.22) we replace α by a sequence {α i } i∈N in P X with α i ր I µ , then
Since the above inequality is true for any ǫ ∈ (0,
Proof. With no loss of generality we assume e G ∈ F 1 ⊆ F 2 ⊆ · · · (by Lemma 2.4). Then we have
Next we follow the idea of the proof of [23, Lemma 4.8] 
As (X, B X ) is a standard Borel space, there exists a countable algebra A ⊆ B X such that B X is the σ-algebra generated by A. It is well known that if ν ∈ M(X) then
Take C to be the countable algebra generated by A and {U 1 , · · · , U M }, then F = {P ∈ U * : P ⊆ C} is a countable set and for each α ∈ U * , ǫ > 0 and ν ∈ M(X) there exists β ∈ F such that ν(α∆β) < ǫ by (3.24) 
First, for one inequality one has
For the other inequality, let
n is G-invariant and µ( n∈N B ǫ n ) = 1 by (3.25), and so there exists a measurable partition {X n : n ∈ N} of X with X n ∈ I µ and µ(X n ) > 0, and a sequence {α kn } n∈N such that for each n ∈ N and µ-a.e. x ∈ X n one has h µx (G,
Note that, by definition, for every n ∈ N, µ n (X n ) = 1 and
Letting ǫ → 0+ we conclude h µ (G, U) ≤ X h µx (G, U) dµ(x) and the desired equality holds.
Denote by C(X; R) the Banach space of the set of all continuous real-valued functions on X equipped with the maximal norm || · ||. Note that the Banach space C(X; R) is separable, let {f n : n ∈ N} ⊆ C(X; R) \ {0} be a countable dense subset, where 0 is the constant 0 function on X, then a compatible metric on M(X) is given by
Let µ ∈ M(X, G) with µ = X µ x dµ(x) the ergodic decomposition of µ. Then there exists a G-invariant subset X 0 ⊆ X with µ(X 0 ) = 1 such that the map Φ : X 0 → M e (X, G) with Φ(x) = µ x is well defined. We extend Φ to the whole space X such that Φ(x) ∈ M e (X, G) for each x ∈ X. For any g i ∈ C(X; R), µ i ∈ M(X, G) and
Since all the sets having the form of
Note that m(M e (X, G)) ≥ µ(X 0 ) = 1, m can be viewed as a Borel probability measure on M e (X, G). So (3.27) can also be written as
which is denoted by µ = M e (X,G) θdm(θ) (also called the ergodic decomposition of µ). Finally, it is not hard to check that if m ′ is another Borel probability measure on M(X, G) satisfying m ′ (M e (X, G)) = 1 and (3.28) then m ′ = m. That is, for any given µ ∈ M(X, G) there exists uniquely a Borel probability measure m ′ on M(X, G) with m ′ (M e (X, G)) = 1 satisfying (3.28).
Proof. First we aim to establish (3.29) . Similar to the proof of Lemma 3.12, there exists {α
. Note that, for any A ∈ B X , the function η ∈ M(X, G) → η(A) is Borel measurable and hence if α ∈ P X then the function η ∈ M(X, G) → H η (α) and the function η ∈ M(X, G) → h η (G, α) are both Bounded Borel functions. Moreover, the function η ∈ M(X, G) → H η (U) is a bounded Borel function. Thus, the function η ∈ M(X, G) → h η (G, U) and the function η ∈ M(X, G) → h − η (G, U) are both bounded Borel functions. In particular, (3.29) follows directly from Lemma 3.12 and (3.26). Now let µ 1 , µ 2 ∈ M(X, G) and λ ∈ (0, 1). For i = 1, 2, let µ i = M e (X,T ) θdm i (θ) be the ergodic decomposition of µ i , where m i is a Borel propobility measure on M e (X, G).
Then m is a Borel probability measure on M e (X, G) and µ = M e (X,G) θdm(θ) is the ergodic decomposition of µ. By (3.29), we have
This shows the affinity of h {·} (G, U). We can obtain similarly the affinity of h − {·} (G, U).
The equivalence of measure-theoretic entropy of covers
In the section, following arguments of Danilenko in [7] , we will develop an orbital approach to local entropy theory for actions of an amenable group. Then combining it with the equivalence of measure-theoretic entropy of covers in the case of G = Z, we will establish the equivalence of those two kinds of measure-theoretic entropy of covers for a general G.
4.1.
Backgrounds of orbital theory. Let (X, B X , µ) be a Lebesgue space. Denote by Aut(X, µ) the group of all µ-measure preserving invertible transformations of (X, B X , µ), which is endowed with the weak topology, i.e. the weakest topology which makes continuous the following unitary representation:
is the set of all unitary operators on L 2 (X, µ) endowed with the strong operator topology. Let a Borel subset R ⊆ X × X be an equivalence relation on X. For each x ∈ X, we denote R(x) = {y ∈ X : (x, y) ∈ R}. Following [14] , R is called measure preserving if it is generated by some countable sub-group G ⊆ Aut(X, µ), in general, this generating sub-group is highly non-unique; R is ergodic if A belongs to the trivial sub-σ-algebra of B X when A ∈ B X is R-invariant (i.e. A = x∈A R(x)); R is discrete if #R(x) ≤ #Z for µ-a.e. x ∈ X; R is of type I if #R(x) < +∞ for µ-a.e. x ∈ X, equivalently, there is a subset B ∈ B X with #(B ∩ R(x)) = 1 for µ-a.e. x ∈ X, such a B is called a R-fundamental domain; R is countable if #R(x) = +∞ for µ-a.e. x ∈ X, observe that if R is measure preserving then it is countable iff it is conservative, i.e. R ∩ (B × B) \ ∆ 2 (X) = ∅ for each B ∈ B X satisfying µ(B) > 0, where ∆ 2 (X) = {(x, x) : x ∈ X}; R is hyperfinite if there exists a sequence R 1 ⊆ R 2 ⊆ · · · of type I sub-relations of R such that n∈N R n = R, the sequence {R n } n∈N is called a filtration of R. Note that a measure preserving discrete equivalence relation is hyperfinite iff it is generated by a single invertible transformation [12] , the orbit equivalence relation of a measure preserving action of a countable discrete amenable group is hyperfinite [6, 47] , any two ergodic hyperfinite measure preserving countable equivalence relations are isomorphic in the natural sense (i.e. there exists an isomorphism between the Lebesgue spaces which intertwines the corresponding equivalent classes) [12] . Everywhere below R is a measure preserving discrete equivalence relation on a Lebesgue space (X, B X , µ).
The full group [R] of R and its normalizer N [R] are defined, respectively, by
[R] = {γ ∈ Aut(X, µ) : (x, γx) ∈ R for µ-a.e. x ∈ X},
The transformation γ φ is called the φ-skew product extension of γ, and the equivalence relation R(φ) is called the φ-skew product extension of R.
4.2.
Local entropy for a cocycle of a discrete measure preserving equivalence relation. Denote by I(R) the set of all type I sub-relations of R. Let ǫ > 0 and T , S ∈ I(R). We write T ⊆ ǫ S if there is A ∈ B X such that µ(A) > 1 − ǫ and
Replacing, if necessity, A by x∈A S(x) we may (and so shall) assume that A is S-invariant. Let A 0 = {x ∈ A : T (x) ⊆ S(x)}. The following two lemmas are proved in [7] .
Lemma 4.2. Let ǫ > 0 and R be hyperfinite with {R n } n∈N a filtration of R.
1:
is a countable subset satisfying #(Γx) < +∞ for µ-a.e. x ∈ X then for each sufficiently large n there is a R n -invariant subset A n such that µ(A n ) > 1 − ǫ and
Let (Y, B Y , ν) be a Lebesgue space and φ : R → Aut(Y, ν) a cocycle. For U ∈ C X×Y , we consider U as a measurable field
Then we define the ν − -entropy h − ν (φ, U) and the ν-entropy h ν (φ, U) of (φ, U), respectively, by h
It is clear that if β ∈ P X×Y and U ∈ C X×Y then h ν (S, φ, β) = h
It's not hard to obtain Proposition 4.4. Let (Z, B Z , κ) be a Lebesgue space, S ∈ I(R), β : S → Aut(Z, κ) a cocycle and
As the proof is similar, we only present the proof for 1. Let U ∈ C X×Y . Then 
Since A 0 is T -invariant, for each x ∈ A 0 there are
, here the sign denotes the union of disjoint subsets. It follows that
where E(g|S ∩ (A 0 × A 0 )) denotes the conditional expectation of g w.r.t. S A0 , the σ-algebra of all measurable S ∩ (A 0 × A 0 )-invariant subsets. Hence
By the same reason, one has h ν (S, φ, α) ≤ h ν (T , φ, α) + 3ǫ log N (α) for any α ∈ P X×Y . Thus
As a direct application of Lemma 4.2 (2) and Proposition 4.5 we have Corollary 4.6. Let R be hyperfinite with {R n } n∈N a filtration of R. Then
4.3.
Two kinds virtual entropy of covers. Everywhere below, R is generated by a free Gmeasure preserving system (X, B X , µ, G). Then R is hyperfinite and conservative. Let S ∈ I(R) with B ⊆ X a S-fundamental domain. Then there is a measurable map B ∋ x → G x ∈ F (G) with G x x = S(x) and hence X = x∈B G x x. Note that F (G) is a countable set, we obtain that X = i g∈Gi gB i for a countable family {G i } i ⊆ F (G) and a decomposition B = i B i with G i x = S(x) for each x ∈ B i . We shall write it as S ∼ (B i , G i ). Then
The ν − -virtual entropy and ν-virtual entropy of U is defined respectively by
. Note that there may exist plenty of free G-actions generating R, φ G is not determined uniquely by Π g . Hence, we need to show that h ν − (G, U) and h ν (G, U) are well defined.
Proof. Denote by S the equivalence relation on X × X generated by the diagonal G-action
Clearly, S is measure preserving and hyperfinite. Let ϕ U , ϕ U ′ : R → Aut(X, µ) and φ G : S → Aut(Y, ν) be cocycles defined by
Let n → +∞ we obtain h
see Corollary 4.6). This implies that h
This finishes the proof of the proposition.
Before proceeding, we need the following result. Let K ∈ F (G) and ǫ > 0.
Lemma 4.9. Let (Y, B Y , ν, G) be a G-measure preserving system, U ∈ C Y and ǫ > 0. Then there exist K ∈ F (G) and 0 < ǫ
. Now if the lemma is not true then there exists ǫ > 0 such that for each i ∈ N there exists (Y, B Y , ν, G) be a G-measure preserving system and U ∈ C Y . Then
Proof. By Lemma 4.9 for each ǫ > 0 there exist K ∈ F (G) and 0 < ǫ
i ) for each n ∈ N. Thus by Lemma 4.2 (1), for each sufficiently large n there is a measurable
for some subset J ⊆ N and a family of measurable subsets
Then by similar reasoning of (4.1), one has
and µ(A n ) > 1 − ǫ ′ where 0 < ǫ ′ < ǫ, first let n → +∞ and then
This finishes the proof.
Let (Z, B Z , κ) be a Lebesgue space with T an invertible measure-preserving transformation, W ∈ C Z and D ⊆ B Z a T -invariant sub-σ-algebra, i.e.
It is clear that the sequence {H κ (W n−1 0 |D)} n∈N is non-negative and sub-additive. So we may define h κ (T, W|D) = inf
and h κ (T, W) = h κ (T, W|{∅, Z}). Theorem 4.11. Let γ be an invertible measure-preserving transformation on (X, B X , µ) generating R, φ : R → Aut(Y, ν) a cocyle and γ φ stand for the φ-skew product extension of γ. Then for each U ∈ C X×Y , one has
Proof. Let Σ = +∞ i=1 {0, 1} be the product space of the discrete space {0, 1}. If x = (x 1 , x 2 , · · · ), y = (y 1 , y 2 , · · · ) ∈ Σ then the sum x ⊕ y = (z 1 , z 2 , · · · ) is defined as follow. If x 1 + y 1 < 2 then z 1 = x 1 + y 1 , if x 1 + y 1 ≥ 2 then z 1 = x 1 + y 1 − 2 and we carry 1 to the next position. The other terms z 2 , · · · are successively determined in the same fashion. Let δ : Σ → Σ, z → z ⊕ 1 with 1 = (1, 0, 0, · · · ). It is known that (Σ, δ) is minimal, which is called an adding machine. Let λ be the Haar measure on (Σ, ⊕). Denote by S the δ × γ-orbit equivalence relation on Σ × X. Let σ : Σ × X → X × Σ be the flip map. We have S = σ −1 R(ϕ)σ for the cocycle ϕ : R → Aut(Σ, λ) given by (γ n x, x) → δ n , n ∈ Z (as R is conservative, γ is aperiodic and so ϕ is well defined). Now we define a cocycle 1⊕φ : S → Aut(Y, ν) by setting ((z, x), (z ′ , x ′ )) → φ(x, x ′ ). Let {R n } n∈N be a filtration of R. Then {σ −1 R n (ϕ)σ} n∈N is a filtration of S and so for each
by Corollary 4.6). (4.4)
On the other hand, for each n ∈ N we let A n = {z ∈ Σ : z i = 0 for 1 ≤ i ≤ n}. Then A 1 ⊇ A 2 ⊇ · · · is a sequence of measurable subsets of Σ such that Σ = 2 n −1 i=0 δ i A n and so
Note that S 1 ⊆ S 2 ⊆ · · · and n∈N S n = S, then
for each U ∈ C X×Y . This finishes the proof the theorem.
4.4.
The proof of the equivalence of measure-theoretic entropy of covers. The following result was proved by the same authors [24, Theorem 6.4 ] (see also [19, 21] ).
Lemma 4.12. Let (X, T ) be a TDS with U ∈ C X and µ ∈ M(X, T ). Then h − µ (T, U) = h µ (T, U). Lemma 4.13. Let (Z, B Z , κ) be a Lebesgue space with T an invertible measure-preserving transformation, W ∈ C Z and D ⊆ B Z a T -invariant sub-σ-algebra. Then h − κ (T, W|D) = h κ (T, W|D). Proof. First we claim the conclusion for the case D = {∅, Z}. By the ergodic decomposition of h − κ (T, W) and h κ (T, W) (see (3.29) in the case of G = Z), it suffices to prove it when κ is ergodic. By the Jewett-Krieger Theorem (see [8] ), (Z, κ, T ) is measure theoretical isomorphic to a uniquely ergodic zero-dimensional topological dynamical system ( Z, κ, T ). Let π : ( Z, κ, T ) → (Z, κ, T ) be such an isomorphism. Then using Lemma 4.12 we have
In general case, let {β j } j∈N ⊆ P Z with β j ր D (mod µ). For simplicity, we write P(V) = {α ∈ P Z : α V} for V ∈ C X . Then
Let j ∈ N. Since for any n, m ∈ N and V ∈ C X one has
).
Combing (4.6) for V = W with (4.5), one has
As the inequality of h − κ (T, W|D) ≤ h κ (T, W|D) is straightforward, this finishes the proof. The following result is our main result in the section. 
Proof. Let (X, B X , µ, G) be a free G-measure preserving system with R ⊆ X × X the G-orbit equivalence relation and γ an invertible measure-preserving transformation on (X, B X , µ) generating R. The cocycle φ G : R → Aut(Y, ν) is given by φ G (gx, x) = Π g , where Π g ∈ Aut(Y, ν) is the action of g ∈ G on (Y, B Y , ν) . By Definition 4.7 of vitual entropy and Theorem 4.10, we have
Let T = γ φG be the φ-skew production extension of γ. Using Theorem 4.11 one has The following simple fact is inspired by [45, Lemma 5.11] .
thus one has
As a direct application of Lemma 4.15 by letting a → 1− we have Proposition 4.16. Let {F n } n∈N be a Følner sequence of G. Then
The following result is [31, Theorem 1.3].
Lemma 4.17. Let α ∈ P X and {F n } n∈N be a Følner sequence of G such that lim n→+∞ |Fn| log n = +∞ and for some constant C > 0 one has | n−1 k=1 F −1 k F n | ≤ C|F n | for each n ∈ N. If µ is ergodic then for µ-a.e. x ∈ X and in the sense of L 1 (X, B X , µ)-norm one has
Proposition 4.18. Let {F n } n∈N be a Følner sequence of G. If µ ∈ M e (X, G) then
Proof. First for any P ∈ P X we claim the conclusion by proving
Proof of Claim. Fix ǫ ∈ (0, 1). In {F n } n∈N we can select a sub-sequence {E n } n∈N satisfying lim sup
lim n→+∞ |En| log n = +∞ and for some constant C > 0 one has |
k E n | ≤ C|E n | for each n ∈ N. Now applying Lemma 4.17 to {E n } n∈N , for each δ > 0 there exists N ∈ N such that for each n ≥ N , µ(A n ) ≥ 1 − ǫ where
Note that A n must be a union of some atoms in α En , where each atom has measure at least e −|En|(hµ(G,α)+δ) , which implies
Since δ > 0 is arbitrary, one claims (4.10).
Now for general case, by the above discussions we have 
A local variational principle of topological entropy
The main result of this section is
We remark that Theorem 5.1 generalizes the results in [34, 42] :
Theorem 5.2 (Variational Principle of Topological Entropy, [34, 42] ).
Proof. It is a direct corollary of Lemma 3.4 (3), Theorems 3.5 and 5.1.
Before proving Theorem 5.1, we need a key lemma.
Lemma 5.3. Let U ∈ C o X and α l ∈ P X with α l U, 1 ≤ l ≤ K. Then for each F ∈ F (G) there exists a finite subset B F ⊆ X such that each atom of (α l ) F contains at most one point of
Proof. We follow the arguments in the proof of [24, Lemma 3.5] . Let F ∈ F (G). For each l = 1, · · · , K and x ∈ X, let A l (x) be the atom of (α l ) F containing x, then for x 1 , x 2 ∈ X, x 1 and x 2 are contained in the same atom of (
To construct the subset B F we first take any
is a finite cover of X, we can continue the above procedure inductively to obtain a finite subset B F = {x 1 , · · · x m } and non-empty subsets X j , j = 1, · · · , m − 1 such that
From the construction of B F , clearly each atom of (α l ) F , l = 1, · · · , K, contains at most one point of B F . Since for any 1 ≤ i ≤ m and 1 ≤ l ≤ K, A l (x i ) is an atom of (α l ) F , and thus is contained in some element of U F , so mK ≥ N (U F ) (using (3)
Since X is zero-dimensional, the family of partitions in U * consisting of clopen (closed and open) subsets, which are finer than U, is countable. We let {α l : l ≥ 1} denote an enumeration of this family. Then
Let {F n } n∈N be a Følner sequence of G satisfying |F n | ≥ n for each n ∈ N (obviously, such a sequence exists since |G| = +∞). By Lemma 5.3, for each n ∈ N there exists a finite subset B n ⊆ X such that
and each atom of (α l ) Fn contains at most one point of B n , for each l = 1, · · · , n. Let
We can choose a sub-sequence {n j } j∈N ⊆ N such that µ nj → µ in the weak * -topology of M(X) as j → +∞. It is not hard to check the invariance of µ, i.e. µ ∈ M(X, G). Now we aim to show that µ satisfies (5.1). It suffices to show that
Fix a l ∈ N and each n > l. Using (5.2) we know from the construction of B n that
On the other hand, for each B ∈ F (G), using Lemma 3.1 (3) one has
Now by dividing (5.3) on both sides by |F n |, then combining it with (5.4) we obtain
, by substituting n with n j in (5.5) one has
Now, taking the infimum over B ∈ F (G), we get h top (G, U) ≤ h µ (G, α l ). This ends the proof.
A continuous map π : (X, G) → (Y, G) is called a homomorphism or a factor map if it is onto and π • g = g • π for each g ∈ G. In this case, (X, G) is called an extension of (Y, G) and (Y, G) is called a factor of (X, G). If π is also injective then it is called an isomorphism.
Proof of Theorem 5.1. First, by Lemmas 3.4 (1) and 4.14, it suffices to prove h θ (G, U) ≥ h top (G, U) for some θ ∈ M e (X, G). It is well known that there exists a surjective continuous map φ 1 : C → X, where C is a cantor set. Let C G be the product space equipped with the
and ϕ : Z → X, (z g ) g∈G → φ 1 (z eG ). It's not hard to check that Z ⊆ C G is a closed invariant subset under the G-shift. Moreover, ϕ : (Z, G) → (X, G) becomes a factor map between G-systems.
Applying Proposition 5.4 to the
Let µ = M e (X,T ) θdm(θ) be the ergodic decomposition of µ. Then by Theorem 3.13 one has
Hence, h θ (G, U) ≥ h top (G, U) for some θ ∈ M e (X, G). This ends the proof.
At last, we ask an open question. 
Entropy tuples
In this section we will firstly introduce entropy tuples in both topological and measure-theoretic settings. Then we characterize the set of entropy tuples for an invariant measure as the support of some specific relative product measure. Finally by the lift property of entropy tuples, we will establish the variational relation of entropy tuples. At the same time, we also discuss entropy tuples of a finite product. We need to mention that the proof of those results in this section are similar to the proof of corresponding results in [23, 25] for the case G = Z, but for completion we provide the detailed proof.
6.1. Topological entropy tuples. First we are going to define the topological entropy tuples.
Let n ≥ 2. Set
We may replace all admissible finite covers by admissible finite open or closed covers in the definition. Moreover, we can choose all covers to be of the forms
Thus, our definition of topological entropy n-tuples is the same as the one defined by Kerr and Li in [27] .
For each n ≥ 2, denote by E n (X, G) the set of all topological entropy n-tuples. Then following the ideas of [2] we obtain directly Proposition 6.3. Let n ≥ 2.
The notion of disjointness of two TDSs was introduced in [15] . Blanchard proved that any u.p.e. TDS was disjoint from all minimal TDSs with zero topological entropy (see [2, Proposition 6] ). This is also true for actions of a countable discrete amenable group. First we introduce Definition 6.4. Let n ≥ 2. We say that (1) (X, G) has u.p.e. of order n, if any cover of X by n non-dense open sets has positive topological entropy. When n = 2, we say simply that (X, G) has u.p.e. (2) (X, G) has u.p.e. of all orders or topological K if any cover of X by finite non-dense open sets has positive topological entropy, equivalently, it has u.p.e. of order m for any m ≥ 2.
Thus, for each n ≥ 2, (X, G) has u.p.e. of order n iff E n (X, G) = X (n) \ ∆ n (X). We say (X, G) minimal if it contains properly no other sub-G-systems. Let (X, G) and (Y, G) be two G-systems and called a joining of (X, G) and (Y, G) if J is a G-invariant closed subset satisfying π X (J) = X and π Y (J) = Y . Clearly, X × Y is always a joining of (X, G) and (Y, G). We say that (X, G) and (Y, G) are disjoint if X × Y is the unique joining of (X, G) and (Y, G). The proof of the following theorem is similar to that of [2, Proposition 6] or [25, Theorem 2.5].
Theorem 6.5. Let (X, G) be a G-system having u.p.e. and (Y, G) a minimal G-system with zero topological entropy. Then (X, G) and (Y, G) are disjoint.
6.2.
Measure-theoretic entropy tuples. Now we aim to define the measure-theoretic entropy tuples for an invariant Borel probability measure.
Let
A i = X and A i ∩ A j = ∅ when 1 ≤ i < j ≤ k then we say α a finite µ-measurable partition of X. Denote by P µ X the set of all finite µ-measurable partitions of X. Similarly, we can introduce C µ X and define α 1 α 2 for α 1 , α 2 ∈ C µ X and so on.
is called a measure-theoretic entropy n-tuple for µ if h µ (G, α) > 0 for any admissible α ∈ P X w.r.t. (x i ) n 1 . Remark 6.7. We may replace all admissible α ∈ P X by all admissible α ∈ P µ X in the definition. For each n ≥ 2, denote by E µ n (X, G) the set of all measure-theoretic entropy n-tuples for µ ∈ M(X, G). In the following, we shall investigate the structure of E µ n (X, G). To this purpose, let P µ be the Pinsker σ-algebra of (X, B µ X , µ, G), i.e.
iff for any finite (or n-set) µ-measurable partition α, finer than U as a cover, one has h µ (G, α) > 0.
Proof. First we assume that for any finite (or n-set) µ-measurable partition α, finer than U as a cover, one has h µ (G, α) > 0 and λ n (µ)(
n and s = (0, · · · , 0)} ∪ {D 
n , thus α ⊆ P µ , one gets h µ (G, α) = 0, a contradiction. Now we assume λ n (µ)(
For any finite (or n-set) µ-measurable partition α which is finer than U, with no loss of generality we assume
therefore A j / ∈ P µ for every 1 ≤ j ≤ n, and so h µ (G, α) > 0. This finishes the proof.
Then we have (we remark that the case of G = Z is proved in [16] and [23] ).
Theorem 6.9. Let n ≥ 2 and µ ∈ M(X, G).
, it remains to prove that for any Borel neighborhood
With no loss of generality we assume U ∈ C X (if necessity we replace U i by a smaller Borel neighborhood of x i , 1 ≤ i ≤ n). It is clear that if α ∈ P µ X is finer than U then α is admissible w.r.t. (x i ) n 1 , and so h µ (G, α) > 0. Using Lemma 6.8 one has λ n (µ)(
. We shall show that h µ (G, α) > 0 for any admissible α = {A 1 , · · · , A k } ∈ P X w.r.t. (x i ) n 1 . In fact, let α be such a partition. Then there exists a neighborhood U l of x l , 1 ≤ l ≤ n such that for each i ∈ {1, · · · , k} we find j i ∈ {1, · · · , n} with Lemma 6.8) . This ends the proof.
Before proceeding we also need 
The following theorem are crucial for this section of our paper, and the methods of proving it may be useful in other settings as well.
M log( n n−1 ). Proof of Claim. With no loss of generality we assume β = {B 1 , · · · , B n } with B i ⊆ U i , i = 1, · · · , n. Then
where the last equality comes from the fact that, for any s ∈ {0, 1} n and 1
As φ is a concave fucntion, (6.1)
M log( n n−1 ) (using (6.2) and (6.3)).
X is finer than U Fm then gβ m U for each g ∈ F m , and so
(by the selection of E m and applying (6.4) to E m ).
Hence,
. This finishes the proof of the theorem. An immediate consequence of Lemma 6.8 and Theorem 6.11 is Corollary 6.12. Let µ ∈ M(X, G) and U = {U 1 , · · · , U n } ∈ C µ X . Then the following statements are equivalent:
Now with the help of Theorem 3.13 and Corollary 6.12 we can obtain Theorem 6.13 which discloses the relation of entropy tuples for an invariant measure and entropy tuples for ergodic measures in its ergodic decomposition, generalizing [3, Theorem 4] and [23, Theorem 4.9] . Theorem 6.13. Let µ ∈ M(X, G) with µ = Ω µ ω dm(ω) the ergodic decomposition of µ.
Thus for an appropriate choice of Ω, we can require ∪{E µω n (X, G) : ω ∈ Ω} \ ∆ n (X) = E µ n (X, G). Proof. 1. It suffices to prove the conclusion for each given n ≥ 2. Let n ≥ 2 be fixed.
by Theorem 6.9, and so h µ (G, U) = 0 by Corollary 6.12, where
n (X, G) = ∅ (using Theorem 6.9 and the assumption of
is closed, its complement can be written as a union of countable sets of the form
Then applying the above procedure to each such a subset 
With no loss of generality we assume
A i > 0 (see Corollary 6.12), and so (
Then the lemma immediately follows when divide |F | on both sides of (6.5) and then let F range over a fixed Følner sequence of G.
Then we have
Theorem 6.15. Let π : (X, G) → (Y, G) be a factor map between G-systems, µ ∈ M(X, G). Then
Proof. The second inclusion follows directly from the definition. For the first inclusion, we as-
> 0 by Corollary 6.12 and Lemma 6.14. Hence
(if necessity we take a sub-sequence). Clearly, (2) . This finishes the proof of the theorem.
6.3. A variational relation of entropy tuples. Now we are to show the variational relation of topological and measure-theoretic entropy tuples. Theorem 6.16. Let (X, G) be a G-system. Then 1: for each µ ∈ M(X, G) and each n ≥ 2,
2. Let n ≥ 2. First we have
With no loss of generality we assume that U i is a closed neighborhood of
9. This ends the proof.
By claim, for each n ≥ 2, we can choose a dense sequence of points {(x
6.4. Entropy tuples of a finite production. At the end of this section, we shall provide a result about topological entropy tuples of a finite product.
We say that G-measure preserving system (X, B, µ, G) is free, if g = e G when g ∈ G satisfies gx = x for µ-a.e. x ∈ X, equivalently, for µ-a.e. x ∈ X, the mapping G → Gx, g → gx is one-to-one. The following is proved in [18, Theorem 4] . Lemma 6.17. Let (X, B, µ, G) and (Y, D, ν, G) both be a free ergodic G-measure preserving system with a Lebesgue space as its base space, with P µ and P ν Pinsker σ-algebras, respectively. Then P µ ×P ν is the Pinsker σ-algebra of the product G-measure preserving system (X ×Y, B×D, µ×ν, G).
We say that (X, G) is free if g = e G when g ∈ G satisfies gx = x for each x ∈ X. Let n ≥ 2. Denote by supp(X, G) the support of (X, G), i.e. supp(X, G) = µ∈M(X,G) supp(µ). (X, G) is called fully supported if there is an invariant measure µ ∈ M(X, G) with full support (i.e. supp(µ) = X), equivalently, supp(X, G) = X. Set ∆ S n (X) = ∆ n (X) ∩ (supp(X, G)) (n) . Then Theorem 6.18. Let (X i , G), i = 1, 2 be two G-systems and n ≥ 2. Then
(n) by Theorem 6.16 (2) , and so the inclusion of "⊆" follows directly from Proposition 6.3 (3). Now let's turn to the proof of "⊇".
First we claim this direction if the actions are both free. Let
2 ). With no loss of generality we assume (
, by Theorems 6.9 and 6.13 we cam choose
As the actions are both free, we have
from the arbitrariness of U 1 and U 2 (using Proposition 6.3 (2)). Proof of Claim. Let P µi be the Pinsker σ-algebra of (X i , B Xi , µ i , G), i = 1, 2. Then P µ1 ×P µ2 forms the Pinsker σ-algebra of (
This ends the proof of the claim. E n (X
. Then applying Proposition 6.3 (3) to the projection factor maps (X G) respectively we claim the relation (6.6).
7. An amenable group action with u.p.e. and c.p.e.
In this section, we discuss two special classes of an amenable group action with u.p.e. and c.p.e. We will show that both u.p.e. and c.p.e. are preserved under a finite product; u.p.e. implies c.p.e. and actions with c.p.e. are fully supported; u.p.e. implies mild mixing; minimal topological K implies strong mixing if the group considered is commutative.
Let (X, G) be a G-system and α ∈ P X . We say that α is topological non-trivial if A X for each A ∈ α. It is easy to obtain
, then it is topological non-trivial and so h µ (G, α) > 0. Thus (x i ) n 1 ∈ E µ n (X, G). This completes the proof. As a direct consequence of Theorem 6.16 and Lemma 7.1 one has Theorem 7.2. Let n ≥ 2. Then 1: (X, G) has u.p.e. of order n iff there exists µ ∈ M(X, G) such that h µ (G, α) > 0 for any topological non-trivial α = {A 1 , · · · , A n } ∈ P X . 2: (X, G) has topological K iff there is µ ∈ M(X, G) such that h µ (G, α) > 0 for any topological non-trivial α ∈ P X . Definition 7.3. We say that (X, G) has c.p.e. if any non-trivial topological factor of (X, G) has positive topological entropy.
Blanchard proved that any c.p.e. TDS is fully supported [1, Corollary 7] . As an application of Proposition 6.3 (3) and Theorem 6.16 we have a similar result.
Proposition 7.4. (X, G) has c.p.e. iff X (2) is the closed invariant equivalence relation generated by E 2 (X, G). Moreover, each c.p.e. G-system is fully supported and each u.p.e. G-system has c.p.e. (hence is also fully supported).
Proof. It is easy to complete the proof of the first part. Moreover, note that (supp(X, G)) (2) ∪ ∆ 2 (X) is a closed invariant equivalence relation containing E 2 (X, G) (Theorem 6.16). In particular, if (X, G) has c.p.e. then it is fully supported. Now assume that (X, G) has u.p.e., thus E 2 (X, G) = X (2) \ ∆ 2 (X) and so X (2) is the closed invariant equivalence relation generated by E 2 (X, G), particularly, (X, G) has c.p.e. This finishes our proof.
The following lemma is well known, in the case of Z see for example [37, Lemma 1] .
Lemma 7.5. Let (X i , G) be a G-system and ∆ 2 (X i ) ⊆ A i ⊆ X i × X i with < A i > the closed invariant equivalence relation generated by A i , i = 1, 2. Then < A 1 > × < A 2 > is the closed invariant equivalence relation generated by A 1 × A 2 .
Thus we have
Corollary 7.6. Let (X 1 , G) and (X 2 , G) be two G-systems and n ≥ 2.
(1) If (X 1 , G) and X 2 , G) both have u.p.e. of order n then so does (X 1 × X 2 , G).
(2) If (X 1 , G) and (X 2 , G) both have topological K then so does (X 1 × X 2 , G). (3) If (X 1 , G) and (X 2 , G) both have c.p.e. then so does (X 1 × X 2 , G).
Proof. By Proposition 7.4, any G-system having u.p.e. is full supported, then (1) and (2) follow from Theorem 6.18 directly. Using Theorem 6.18 and Lemma 7.5, we can obtain (3) similarly.
In the following several sub-sections, we shall discuss more properties of an amenable group action with u.p.e.
We say that (X, G) is transitive if for each non-empty open subsets U and V , the return time set, N (U, V ) . = {g ∈ G : U ∩ g −1 V = ∅}, is non-empty. It is not hard to see that if X has no isolated point then the transitivity of (X, G) is equivalent to that N (U, V ) is infinite for each non-empty open subsets U and V . Let n ≥ 2. We say that (X, G) is weakly mixing of order n if the product G-system (X (n) , G) is transitive; if n = 2 we call it simply weakly mixing. We say that (X, G) is called weakly mixing of all orders if for each n ≥ 2 it is weakly mixing of order n, equivalently, the product G-system (X N , G) is transitive. It's well known that for Z-actions u.p.e. implies weakly mixing of all orders [1] . In fact, this result holds for a general countable discrete amenable group action by applying Corollary 7.6 and Lemma 7.7 to a u.p.e. G-system as many times as required.
Theorem 7.8. Each u.p.e. G-system is weakly mixing of all orders.
7.2. U.p.e. implies mild mixing. We say that (X, G) is mildly mixing if the product G-system (X × Y, G) is transitive for each transitive G-system (Y, G) containing no isolated points. We shall prove that each u.p.e. G-system is mildly mixing. Note that similar to the proof of Lemma 7.7, it is easy to show that each non-trivial u.p.e. G-system contains no any isolated point, thus the result in this sub-section strengthens Theorem 7.8. Before proceeding first we need Lemma 7.9. Let µ ∈ M(X, G), U = {U 1 , · · · , U n } ∈ C o X , α ∈ P X and {g i } i∈N ⊆ G be a sequence of pairwise distinct elements. Then 1: lim sup n→+∞ 1 n log N (
Proof. 1 follows directly from Lemma 3.1 (4) . Now let's turn to the proof of 2.
By Theorem 5.1 there exists µ ∈ M e (X, G) such that h µ (G, U) = h top (G, U) > 0. Let P µ be the Pinsker σ-algebra of (X, B µ X , µ, G). As λ n (µ)( si U, then g si β n U for each i = 1, · · · , n, and so
≥ n H µ (α|P µ ) − ǫ 2 − n(H µ (α|P µ ) − ǫ) (by (7.2)) = nǫ 2 .
Hence, This ends the proof of the lemma.
Now we claim that u.p.e. implies mild mixing. 
Now it suffices to show that
If U X ∩ g −1 V X = ∅ then the proof is finished, so we assume U X ∩ g −1 V X = ∅. As (Y, G) is a transitive G-system containing no isolated points, there exists g Then by Lemma 7.7, there exists 1 ≤ i < j such that
which implies (using (7.3))
This finishes the proof of the theorem. 7.3. Minimal topological K-actions of an amenable group. We say that (X, G) is strongly mixing if N (U, V ) is cofinite (i.e. G \ N (U, V ) is finite) for each pair of non-empty open subsets (U, V ) of X. It's proved in [22] that any topological K minimal Z-system is strongly mixing. In fact, this result holds again in general case of considering a commutative countable discrete amenable group. In the remaining part of this sub-section we are to show it.
Denote by F inf (G) the family of all infinite subsets of G. Let d be the compatible metric on (X, G), S = {g 1 , g 2 , · · · } ∈ F inf (G) and n ≥ 2. RP G) is independent of the selection of compatible metrics. As a direct corollary of Lemma 7.9 we have Lemma 7.11. Let n ≥ 2 and S ∈ F inf (G). If (X, G) is u.p.e. of order n then RP n S (X, G) = X (n) .
⊆ G is cofinite. In particular, if G is commutative then (X, G) is strongly mixing.
Proof. As (X, G) is a minimal G-system, there exist distinct elements g 1 , · · · , g N ∈ G such that 
As (X, G) is topological K, (g i x)
N 1 ∈ RP n S (X, G) for each S ∈ F inf (G) and x ∈ X by Lemma 7.11. This implies B ∩ S = ∅ for each S ∈ F inf (G). Hence, G \ B is a finite subset, i.e. B ⊆ G is cofinite. Now if g ∈ B then for each i ∈ {1, · · · , N } there exists x i ∈ g i V such that max 1≤k,l≤N d(g −1 x k , g −1 x l ) < δ 2 . Moreover, the diameter of {g 1 x 1 , · · · , g −1 x N } is less than δ. So by the selection of δ, for some 1 ≤ k ≤ N , g −1 x 1 , · · · , g −1 x N ∈ g k U , in particular, g k U ∩g −1 g k V = ∅. That is, for each g ∈ B there exists k ∈ {1, · · · , N } such that g 
