Abstract
Introduction
Genome sequence similarity searches are often utilized in Computational Biology. Their goal is to identify closely related genomic sequences assuming that high degree of similarity in genome sequences may imply similarity of functional or structural characteristics. In computational practice, an alignment score between the query sequence and sequences in a database are calculated to assess similarity. One of popular algorithms to compare genomic sequences is the Smith-Waterman algorithm and our goal is to show how it can be efficiently implemented on a network of workstations.
In our earlier work ( [1]) we have described how utilization of Intel's MMX/SSE2 instruction set speedsup the Smith-Waterman algorithm on a single processor. Results of our experiments, preformed on a Pentium III running at 500 MHz and a Pentium 4 running at 1.4 GHz showed speedup of the order 10-62 over a sequential algorithm (see [1] for a complete description of the proposed approach and summary of obtained results).
In this paper we describe a coarse-grained approach to parallelization of the Smith-Waterman algorithm (which utilizes also our SIMD-based algorithm). We follow earlier research of Strumpen ( [3] ) who used a massively parallel approach to distribute the database search process in a heterogeneous environment on more than 800 workstations on the the Internet. Separately, Martins and associates ( [4] ) described an event-driven multithreaded implementation of the sequence alignment algorithm for the EARTH architecture, on a Beowulf cluster of 128 Pentium Pro microprocessors.
We proceed as follows. In the next section we summarize the Smith-Waterman algorithm. We follow with the description of our coarse-grained approach and present results of experiments on 64 workstations.
The Smith-Waterman algorithm
Initially, Needleman and Wunsch [5] and Sellers [6] introduced the global alignment algorithm based on the dynamic programming approach. Smith and Waterman [7] proposed an O(M 2 N) algorithm to identify common molecular subsequences, which took into account evolutionary insertions and deletions. Later, Gotoh [8] modified this algorithm to run at O(MN) by considering affine gap penalties. Each of these algorithms depended on saving the entire M × N matrix in order to recover the alignment. The large space requirement problem was solved by Myers and Miller [9] who presented a quadratic time and linear space algorithm, based on a divide and conquer approach. Finally, Aho, Hirschberg and Ullman [10] proved that comparison algorithms that compare symbols to see if they are equal or unequal, have to take time proportional to the product of their string lengths. Let us now describe Figure 1 ; more details can be found in [1] ). Let us consider two genomic sequences A and B of length M and N respectively, that are to be compared using a substitution matrix ¶. Here, we utilize the affine gap weight model. The gap penalty is given by: W i + kW e where W i > 0 and W e > 0. W i is the penalty for initiating the gap and W e is the penalty for extension of the gap, which varies linearly on the length of the gap. The substitution matrix ¶ lists the probabilities of change from one nucleotide or amino acid into another in the sequence. There are two families of matrices used in the algorithm: the Percent Accepted Mutation (PAM) and the Block Substitution Matrices (BLOSUM). A maximization relation is used in order to calculate the optimum local alignment score according to the following recurrence relations (the highest value in the H matrix gives the optimal score):
Recurrences can be understood as follows: the E (F) matrix holds the score of an alignment that ends with a gap in sequence A (B). When calculating the E(i, j)th (F(i, j)th) value, both extending an existing gap by one space, or initiating a completely new gap is considered. The H(i, j)th cell value holds the best score of a local alignment that ends at position A i , B j . Hence, alignments with gaps in either sequence, or the possibility of increasing the alignment with a matched or mismatched pair are considered. A zero term is added in order to discard negatively scoring alignments and restart the local alignment. One of possible many optimal alignments can be retrieved by retracing steps taken during the H matrix computation, from the optimal score back to the zero term.
Coarse-grained parallelization
Let us now assume that we apply the algorithm proposed in [1] and estimate that on todays PC's it would be possible to obtain speed of order of 1000 MCUPS. Such speed is still insufficient for searching large databases and thus to obtain higher MCUPS rate we may harness power of a network of workstations. Specifically, in this work, we are interested in parallelizing database search using the Smith-Waterman algorithm on a LAN, containing dedicated workstations.
Distributed Smith-Waterman algorithm
The proposed distributed approach is a variant of a master-slave approach and consists of a master, an FTP server and a number of workers, connected by a network ( Figure 2 ). The master divides the database sequences into as many buckets as the number of workers and uploads them onto the FTP server, which facilitates data exchange between the master and the workers. Let us now describe elements found in Figure 2 .
Figure 2. Distributed Smith-Waterman algorithm
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Master Process: is started by furnishing it with the information about genomes (the query sequence and the database sequence sets) to be compared, the substitution scores and the gap penalty to be used, the URL and path to the FTP server, and the number of workers. It divides the database into equal sized buckets using the bucket workload balancing technique, and uploads them to the FTP server. The query sequence set is uploaded without splitting.
The master process contains three threads: control, reception and communication. The control thread is the main interface between the user and the distributed database search system. It responds to user commands, updates the display and keeps track of the amount of work left for the individual workers. The reception thread acts as the rendezvous point between the master and the workers. After establishing connection and the initial handshake, a new worker is assigned a particular bucket to search. The communication thread is the channel for communication between the master and a worker. Status information is streamed at regular intervals (set by the user) from the worker to the master. The master uses this information to update a running display of work completed, and the speed of the distributed system. Upon completion of work, the control thread downloads the comparison scores from the FTP server and collates the data into a single result file. The collation process is a time consuming task as the scores from the different workers have to be assembled in the original order of the database. 
Load Balancing
Success of the coarse-grained approach depends on the load balancing strategy. A slightly modified version of the bucket method suggested by Yap, Frieder and Martino ( [14] ) which is a combination of the static allocation portion method and dynamic allocation masterworker method is utilized here (though in the future we plan to experiment with dynamic allocation methods). Yap defines the percentage of load imbalance (PLIB) as the time difference between the fastest finishing and slowest finishing workstations. A good workload balancing technique must have a PLIB close to zero.
The bucket method proceeds as follows. Sequences in the database are sorted in descending length order. Starting from the longest sequence, each one is placed into a bucket that has the smallest value for the function: t b = ( n b )/MCUPS where n b is the current sum of sequence lengths in the bucket, and MCUPS is the speed of the workstation to which the bucket is assigned (thus taking into account the heterogeneity of workstations). Because work is divided before computation begins, the number of workstations and their speeds of comparison must be known in advance.
Note that in practice the performance of the load balancing technique depends also on the composition of the sequences in the genome. The number of high scoring sequences in a bucket affects the number of reevaluations performed with the word implementation of the comparison algorithm. It is difficult to determine in advance the sequences that will have a comparison score above the saturation level of the byte implementation, but in general longer sequences have a higher probability of generating larger scores. The bucket method takes this into consideration by first sorting the database sequences in descending order before allocation.
Another potential problem is the degradation of this scheme due to faulty workstations. If even a single workstation process fails, time for database comparison doubles as the corresponding bucket can only be allocated to another workstation once it completes its work (PLIB becomes 50%).
Implementation Details
Mithral client-server software development kit [15] (providing TCP/IP connections, thread control and file system functions) was used to build the distributed system. The libcurl [16] library compiled as a DLL was used to provide file transfer support for the FTP protocol. The code was written in C and assembler, and compiled in Visual C/C++ 6.0 and the Netwide ASeMbler 0.98.08 (NASM) on Windows NT. The system was used for whole genome comparison, where one set of annotated sequences of an organism was compared against another. A metadata file was created, containing the bucket number in which each sequence of that genome was placed. It was used to collate the generated scores into a single file (representing the original order within the genome). Proposed system was equipped with basic facilities to overcome worker failures. Intermittent faults caused by network connectivity problems or heavy load of a worker are detected upon its failure to report status information to the master. Permanent faults caused by the termination of a worker process, result in loss of work done by that worker. The system then reassigns the bucket to a new worker when one becomes available. Based on the results reported in [1] , the diagonal method was used as the most efficient and accurate. Since our implementation was run on a network of homogeneous workstations, the pure homogeneous metric was used for the load balancing algorithm.
To quantify the performance of dynamic programming algorithms, the measure: millions of dynamic programming cell updates per second (MCUPS) was defined. It represents the number of cells in the H matrix that can be computed per second, and includes all memory operations and corresponding E and F matrix cell evaluations. It is calculated as (MN)/t d p /10 6 where t d p is the time (in seconds), to evaluate the entire H matrix and return the optimal score.
Experimental Results
The experiments were carried out on 64 Windows NT workstations. A separate Windows workstation was used to run the master process and a workstation running Redhat Linux was used to run the FTP server. Each worker node had a single Pentium 4 processor running at 1.4Ghz and 128 Mbytes of RAM. The interconnection network was a switched 100Mbps Ethernet.
The first experiment was the whole genome comparison of the annotated Bacillus Subtilis 168 genome (4100 DNA sequences; 3, 650, 998 nucleotides) with the Mycoplasma Genitalium G-37 genome (484 DNA sequences; 528,750 nucleotides). A total of 1, 370, 339 (69%) pairwise comparisons produced scores below the byte saturation level, while 614, 061 (31%) pairwise comparisons had to be reevaluated with the word implementation. The second experiment was the whole genome comparison of the annotated Escherichia coli k-12 genome (4405 DNA sequences; 4, 130, 746 nucleotides) with the Haemophilus influenzae genome (1739 DNA sequences; 1,610,500 nucleotides). A total of 1, 529, 612 (77%) pairwise comparisons produced scores below the byte saturation level, while 454, 788 (23%) pairwise comparisons had to be reevaluated with the word implementation. In Tables 1, 2 we quantify the performance of the bucket load balancing technique by displaying the size of the largest and the smallest buckets and the PLIB value. As we can see the bucket technique turns out to be quite efficient as the difference between the largest and the smallest load is at most about hundred nucleotides (PLIB is close to zero) for all experiments. Figure 3 shows the speedup of the distributed algorithm. Overall, an almost linear speedup was observed and it can be attributed to the independence of the workers, homogeneity of worker computers and appropriateness of the load balancing technique. In Tables 3 and 4 we show performance of the two exper- [2] and our system compares the performance of genomic comparisons on various hardware. System described in this paper, stands second only to the special purpose hardware solution, BioSCAN. The price-tag of our approach is a misnomer since in most institutions a large number of workstations are already available and can be used with little additional cost. Note also, that our experiments have been performed on a somewhat outdated hardware (which was the only hardware we had easy access to at the time). The performance of the more modern Pentium 4 processors (even these without hyper-threading technology) should allow running the Smith-Waterman algorithm at double the speed reported here.
Limitations
It is worthwhile discussing some of the limitations and problems that we have encountered. As mentioned before, the FTP server and the interconnecting network must be capable of simultaneously servicing a large number of clients. The FTP server is a bottleneck during the beginning and end of the computation. One of the ways this problem can be alleviated is by starting the clients in different batches, so that the load on the FTP server is reduced. A potential problem is in the availability of a large number of machines as PCs in a general laboratory are used by numerous people at varying times. Strategic time intervals when there is less demand must be targeted. Another practical problem encountered was the failure of the power supply source. Because sequence comparison is a CPU intensive task, distributed computing on a workstation cluster increases the power consumption of the CPUs and can heavily load the power supply.
Concluding remarks
The aim of this work was to test the feasibility of using a network of workstations for comparing whole genome sequences. The proposed coarseparallelization approach directly utilized an earlier developed SIMD approach based on multimedia extensions of modern Intel processors. As a result of combining fine and coarse grain parallelization we observed performance comparable to the fastest implementations of whole genome comparisons on special purpose hardware. Since general-purpose processors with improved performance are constantly being developed, further performance boost can be expected. For instance, the newly introduced Simultaneous Multithreading (hyper-threading) technology available on Pentium 4 microprocessors, or the multi-core approach to processor design offered by both Intel and AMD offers further potential speed increases. In the near future we plan to proceed in two directions. First, investigate effectiveness of dynamic load balancing strategies when applied to our problem. Second, to port the distributed Smith-Waterman algorithm to the grid. We will report on the results in subsequent reports.
