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We wish to determine upper and lower bounds for each component .lct 
(or for some linear function ): w,x, with w, a given set of constants) for the 
solution of the equation 
Ax = 6, 
where A is a given m by n matrix and 6 is an m-vector which is not known 
exactly. In this paper we distinguish between two different kinds of uncer- 
tainty in 6: 
a 
Case (a): b and s are given, and it is known that b - s < 6 < b + s. 
Case (b): b and s are given, and it is known that b is a sample from 
random population with mean 6 and variance-covariance matrix 
An example of case (a) is when b is obtained by truncation of a decimal 
number such that the “true” 6 is known to be within 0.5 unit in the last place. 
This is a nonprobabilistic situation, and there is no knowledge of the distribu- 
tion of the truncated digits. Thus any solution to Aa = b must be considered 
* Operated for the U.S. Atomic Energy Commission by Union Carbide Corporation. 
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equally acceptable if it satisfies the equation to within f s. Case (b) is appro- 
priate when the elements of 6 are determined experimentally with some 
random error of observation due to counting statistics or other source of 
uncertainty. In this case, we could in principle draw many random samples 
from the population. Here we assume that we are limited to just one but that 
we know the variance of each variable in the random population. 
In either case the set of “acceptable” solutions is 
T : {x ) m$ (1 Ax - b 11 < 11 Ax - b (1 < ~1. 
The “norm” appropriate for case (a) is the maximum element norm 
(I Ax - b (lm = rnfx 
1 
1 Ax - b Ii 
and 
si 13 
p = 1. 
The “norm” appropriate for case (b) is the Euclidean norm 
and 
1) Ax - b iI2 = d(Ax - b)= (P)-1 (Ax - b) 
p = K + rn) [(Ax - b)=(P)-l (Ax - b)], 
(1) 
(2) 
(3) 
(4) 
where K is a constant which depends upon the confidence level desired and 
on the probability distributions for b. 
Next we define a constraint set 
c : [x 1 x e C], (5) 
which is known apriori. We have found that a great variety of such constraints 
can be expressed in the form x = Rq, with q >, 0. In the examples which 
follow we specifically consider nonnegativity, monotonicity, and smoothness. 
In addition these can be combined, e.g., to require both smoothness and 
monotonicity. 
For x to be nonnegative 
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For monotonically increasing x 
x1 (unconstrained) = q1 - q2 
x2 = x1 + 43 
. . . . . . . . . . . . 
%a = %-1 + ???a+1 
or 
Q) q >o. (7) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . 
For x to be smooth (e.g., as smooth as a positive combination of “triangular” 
vectors) 
x = !71 
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(8) 
Now upper and lower bounds on the components of the constrained solu- 
tion may be computed from the intersection of the two sets 
TnC:{xIminIIAx-- b II < II AX - b II < p, x = Rq, q 2 O>, (9) x 
or equivalently 
{Rq ImF II ARq - b II < II ARq - b II < p-C, q > 01. 
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More generally any linear function of x of the form 4 = wTx must lie within 
the interval 
Thus the constrained solution set for the general function y = wTx has the 
same form as the unconstrained except that AR replaces A and wTR replaces 
WT. In the sequel, we shall therefore write only A and wT, understanding that 
the replacement has already been carried out. We do not distinguish between 
computing a function v = wTx and a single component of x, say Xi , since 
with wT=eT t , y2 = e,=x = x, , where eiT is the “Bodewig” vector with the 
ith component unity and all others are zero. Thus the solution space can be 
expressed as 
{wTx 1 rnF I/ Ax - b (1 < (( Ax - b (I < CL, x 2 0} (11) 
for appropriate w. 
NUMERICAL EXAMPLES 
In the following two problems chosen as examples the matrices are assumed 
to have 8 digits of accuracy. The number of variables is limited here to 11 for 
illustrative purposes. The reader who is interested in the comparison of this 
method with others should first read the papers of Refs. [l-4]; other work 
relevant to the use of mathematical programming is described in Refs. [5] 
and [6], and the application to physical problems is given in Refs. [7] and [Kj. 
Example 1 
Let us look at the integral equation suggested in a paper by Bellman 
et al. [l]: 
(12) 
where the right-hand side was chosen so that a solution kf(r) -=y. This 
solution is not unique since any combination of orthogonal polynomial of 
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degree three or higher may be added to the solution. Using Simpson’s 
integration rule we obtain a system of linear equations 
rl aijx;. = bi , i = 1, 2 )...) 11, (13) 
where 
yj = (0.0,0.1,0.2, m-*,0.9, l.O), 
1 
w = 30 (1,4,2,4, *.*, 2,4, 1). 
An attempt at finding the exact solution of Eq. (13), with the right-hand 
side calculated to eight significant digits, by Gaussian matrix inversion 
yields the result illustrated by Fig. 1. However, the solution is fortuitous 
I 
IO -  
-10 - 
Y 
-15 - 
-20 - 
-25 - 
-30 - 
1 
-35 ’ ’ ’ 1 ’ I I - 
.2 .4 .6 .6 1.0 
X 
Fig. 1 Solution by matrix inversion of Bellman problem. Right-hand side entered 
to machine accuracy (8 decimal digits). 
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since the determinant of the system of equation is zero (in fact the matrix 
of coefficients is only of Rank 3). 
The following four cases illustrate the use of our present method for solving 
Eq. (13). In each case the right-hand side contains 3 digits of accuracy. 
Case 1. Figure 2 shows the solution of Eq. (13) when X, , i = 1, 2 ,..., 11 
was required to be nonnegative. 
6 
5 
4 
Y 3 
2 
I 
0 
.2 .4 .6 .8 1.0 
X 
Fig. 2. Upper and lower bounds to solution of Bellman problem constrained to be 
nonnegative by linear programming. Right-hand side entered to 3 decimal digits of 
accuracy. Components of solution are joined by straight lines. 
Case 2. In addition to the nonnegativity requirement, the condition 
was imposed that the solution be monotonically increasing, i.e., that x,,, > X, . 
The effects of these conditions are shown in Fig. 3. 
Case 3. The solution when x is required to be nonnegative and smooth, 
with the smoothing matrix of Eq. (8), is shown in Fig. 4. 
Case 4. Since the system of Eq. (13) is of rank 3, the first three rows of 
the system should yield the same result as the 1 l-row system if the right-hand 
side were known exactly. Figure 5 shows the solution of the three-row prob- 
lem when x is nonnegative and monotonically increasing as a comparison 
with case 2. 
TRUE 
.2 .4 .6 .8 1.0 
X 
Fig. 3. Solution of Bellman problem constrained to be nonnegative and monotoni- 
cally increasing by linear programming. Right-hand side entered to 3 decimal digits of 
accuracy. 
1.2, 
1.0 
0.8 
Y 0.6 
0.4 
0.2 
0.0 
TRUE 
.2 .4 .6 .8 1.0 
X 
Fig. 4. Solution of Bellman problem constrained to be nonnegatwe and smooth by 
linear progr amming. Right-hand side entered to 3 decimal digits of accuracy. 
PROGRAMMING FOR SOLVING EQUATIONS 317 
3.0 
2.5 
2.0 
Y 1.5 
1.0 
0.5 
0.0 
.2 .4 .6 .8 1.0 
X 
Fig. 5. Solution of Bellman problem constrained to be nonnegative and monotonic, 
using only the first three rows of the matrix. Right-hand side entered to 3 decimal 
digits of accuracy. 
The numerical values for the solutions described above are given in Table 1. 
Example 2 
Since the previous example had a singular matrix, this example is of a 
nonsingular matrix, such as the 11 by 11 Hilbert matrix, for which the fol- 
lowing system of linear equations applies: 
glaipj=bi, i=l,2 ,..., 11, (14) 
where afj = l/(i + j - 1) and b, = x3 a& with x’ = (0.0, 0.1, 0.2 ,..., 0.9, 
1.0). The conditions imposed on Eq. (14) are that x be nonnegative and 
monotonically increasing. The improvement in the solution is shown in 
Fig. 6, where the right-hand side is accurate to 4, 5, and 7 digits. Figure 7 
illustrates an attempt to find the exact solution of Eq. (14) by using matrix 
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A 
4D 
I 5D 70 
L 
TRUE 
70 
-5D 
?4D 
.4 .6 
X 
Fig. 6. Solution of an 11 by 11 system of equations with Hilbert matrix constrained 
to be nonnegative and monotonic by linear programming. The labels on the curves 
indicate the number of accurate digits in the right-hand side. 
inversion, with the right-hand side accurate to 8 digits. Table 2 is an accumu- 
lation of all numerical information pertaining to the Hilbert problem as 
described above. 
PROGRAMMING PROCEDURE 
The solution set of Eq. (1) can be found by the use of the simplex method. 
The basic idea is that the jth component of x is bounded above by the maxi- 
mum ejTx, and below by the minimum ejTx, subject to the nonnegativity 
constraints on x. In a sense, the space indicated by a diagram such as Fig. 3 
is too large. For example, the vector x with components xj = max ejTx, 
j = l,..., 71 may not belong to the solution set. However, given xi such that 
min ejTx < xi < max ejTx, there exists a solution x whose jth component 
is xj . 
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-40 ’ ’ ’ ’ / ’ ’ ’ 
,.2 .4 .6 .8 I.0 
X 
Fig. 7. Solution by matrix inversion of an 11 by 11 system of equations with 
Hilbert matrix. Right-hand side entered to machine accuracy (8 decimal digits). 
The development of the mathematical programming can be approached 
by the Hoelder norm. Let 
Sl 
J7 = % ( i . . . -%I2 
d&e the metric, where each s, 2 0. For any m-dimensional vector Y, define 
and for Y = P(Ax - b), let S,(X) be the resulting S, . Now V-l(Ax - b) = Y 
transforms x > 0 into Y, and this space is convex, as is the subspace 
j Y ( < S,(O). By a theorem of Weierstrass S,(x) has a minimum p,, in this 
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HILBERT PROBLEM 
TABLE 2 
Linear Programming Method with 
Monotonic Constraint 
True Matrix 4-Digit Accuracy 5-Digit Accuracy 7-Digit Accuracy 
Inversion 
x Y Method” Lower Upper Lower Upper Lower Upper 
Bound Bound Bound Bound Bound Bound 
1 0.0 0.0 - o.ooo5 0.0000 0.0124 0.0000 0.0039 o.oooo 0.0005 
2 0.1 0.1 0.1162 0.0069 0.1287 0.0496 0.1158 0.0874 0.1027 
3 0.2 0.2 0.1591 0.0746 0.3723 0.1073 0.3170 0.1698 0.2576 
4 0.3 0.3 - 1.0022 0.1392 0.5265 0.1818 0.4541 0.2183 0.3819 
5 0.4 0.4 11.2045 0.2171 0.6354 0.2456 0.5996 0.2521 0.5159 
6 0.5 0.5 -34.4552 0.2793 0.7510 0.2833 0.1005 0.3560 0.6908 
7 0.6 0.6 54.0153 0.3420 0.8590 0.3881 0.8560 0.4379 0.7669 
8 0.7 0.7 -29.4856 0.3969 0.9397 0.4757 0.9129 0.5432 0.8719 
9 0.8 0.8 -14.4378 0.4443 1.0571 0.5438 0.9842 0.6369 0.9466 
10 0.9 0.9 27.5671 0.4780 1.2716 0.5915 1.1086 0.6886 1.0130 
11 1.0 1.0 - 8.1822 0.8216 1.9073 0.8532 1.4637 0.9166 1.2051 
o 8-Digit accuracy. 
subspace. Any vector which gives a component 1 yB 1 > S,(O) has 
S,(x) > W% h ence p,, is the minimum S,,(X) for x > 0. Then the solution 
space of Eq. (11) can be expressed as 
For 77 = oc), S,, is the maximum element norm 
Finding pm and the maximum and minimum of eiTx then involves solving a 
set of linear programming problems, which for IZ < 2m can be solved effi- 
ciently by the dual formulation. This method does not hold for r] = 2, as the 
p2 < S, < p is nonlinear in r. 
Another approach to finding the solution space is to assume that pLs is 
known. Let w be a vector with the same dimension as X. For all positive 
integers 7, the space of X, such that x > 0 and p,, < S,(X) < p, is convex 
and bounded and WTX will have a minimum 6,,(p). Thus 
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Now we define 
~(0) = min [S,(X) ( wTx: = 8, x 3 01. (19) 
Then for values of 8 = 19,(p), ~(0) g enerates e,(p) except where 0,(p) is 
constant, in which case ~(0) is the minimum over the interval for which 
e,(p) does not vary. 
For all finite integers 17 > 1, Eq. (19) can be replaced by 
min 2 ] r’t 17, 
i=l 
7u=x = 8, 
Ax - VY = b, 
x > 0. 
For 7 = 2, a formulation of the solution of this problem, equivalent to 
that given by Wolfe [5] is 
w=x = 8, 
V-lAx - r+ + r- = V-lb, 
- Iv + A=V++ - A=V-4 + T+W - T-W = 0, 
where x, a, T+, r-, r- and T+ > 0, and XTV = 0. Then the x satisfying these 
equations gives 
p(e)f = r+Ty+ r-T~. 
For 77 = cc, inequality (16) becomes 
mh P, 
w=x = 0, 
Ax - /.tVi + I9 = b, 
Ax + /LVZ - Iz2 = 6, 
where X, CL, .a?, 2’: > 0, and 1 is a vector of ones. 
The method of obtaining ~(0) in either case is by parametric right-hand- 
side programming. To do this, set w = 0 and add artificial variables to the 
system of equations. By the simplex method, their sum can be reduced to 
zero to give pLa . Let N? be the resulting x vector. This basis is the initial 
starting point for the programming of each w # 0. Set 8, = wTx, and 
,9 = 0, - 0’. As 8’ increases, this gives p(0). For 7 L= co, the method used 
was that described by Garvin [6]. For 7 = 2, the same idea can be used 
except that the vector to be brought into the basis is the one which gives the 
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largest 0’ for the next iteration, subject to the restrictions that xl;J = 0 and 
the pivot element urs < 0. 
When no column can be found to enter the basis, either 0,(p) has reached 
its lower bound or one or more of the artificial columns is in the basis. For 
example, the artificial column corresponding to the first equation is initially 
in the basis. If w 3 0 and 0 = 0, e,(p) h as reached its lower bound; otherwise, 
it is convenient to change the first equation. In the quadratic case, set 
WTX - ElTr+ - &- = e I 
where E > 0 is sufficiently small. Then f&(p) = 0 + elTr+ + dTr-. Since 
0,(p) does not increase with p, B is strictly monotonically decreasing for 
Y # 0. Then 0’ > 0 and the iterations can proceed with 
p = (r+Tr+ + +-y-)1/2. 
Here it is assumed that e,(p) is a continuous function over the region of 
interest. 
For the linear case, the first equation can be changed to 
and 
WTX - ep = 8 
e,w = e + 6~. 
For w = ej ,j = I,..., 71, the lower bound on the components of x are obtained. 
With w = - ej , the upper bounds can be found. For each of these problems 
the parametric programming ceases when wTx has reached its lower bound or 
S, has reached the desired upper limit. 
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