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Abstract
A finitely generated pro-p group is p-adic analytic if and only if there exists m and h with m < ph
such that the mth term of the lower central series of the group is contained in the subgroup generated
by the phth powers of elements of the group. Recent work has shown that if m  2p − 3 then the
torsion elements form a subgroup. An example shows that if m h(p − 1) + 1 with h 2 then the
torsion elements need not form a subgroup. We prove for odd primes p that if m  h(p − 1) then
the torsion elements do form a subgroup and provide an explicit bound on the order of the product
of two elements of order dividing pi in terms of i, h, and p.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Corollary 11.17 of [2] contains the following characterization of finitely generated
p-adic analytic pro-p groups. One direction is due to Lazard. Here γm(G) is the mth term
of the lower central series of G and Gph is the subgroup generated by the elements of the
form gph .
Theorem 1.1. Let G be a finitely generated pro-p group. Then G is p-adic analytic if and
only if there exists m and h with m < ph such that γm(G)Gph .
Theorem 4.20 of [2] states that if m = 2 then the torsion elements in G form a subgroup.
Theorem 3.1 of [8] states that if p is odd then if two elements in such a group have
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extends this result (again for odd primes) to all m p − 1. Theorem A of [5] states that
if m 2p − 3 (it is really no loss to assume the prime is odd) then two elements of order
dividing pi have a product of order at most pi+1. Therefore, under this condition also the
torsion elements form a subgroup.
There are finitely generated p-adic analytic groups in which the torsion elements do
not form a subgroup. In [5] there is an example, for any odd prime p, of a 2-generated
pro-p group which is generated by two elements of order p but which is not finite. That
group satisfies the condition of Theorem 1.1 with m = 2p − 1. Even more, for any h 2,
the example satisfies γh(p−1)+1(G)Gp
h
. In this paper we answer the question of what
happens when m = 2p−2 and show that the example is very much best possible by proving
the following theorem.
Theorem A. Let G be a finitely generated pro-p group with p an odd prime. If h 1 and
γh(p−1)(G)Gp
h
then the torsion elements in G form a subgroup.
As noted, for h = 1, this is proven in [4]. We restrict ourselves to h 2.
We will also find a bound on the order of a product. In this theorem we state the result
for finite groups but the same holds in the pro-p case. Recall that Ωi(G) is the subgroup
generated by elements g such that gpi = 1.
Theorem B. Let p be an odd prime, G a finite p-group, h a natural number at least 2, and
suppose that γh(p−1)(G)Gp
h
. Then Ω1(G)p
h = 1. Set λ = logp(h). For 2 i  λ, if
s(i) = h +
i−2∑
j=0
⌈
h − pj
pj (p − 1)
⌉
then Ωi(G)p
s(i) = 1. Finally, Ωλ+i (G)ps(λ)+i = 1 where for λ = 1 we set s(1) = h.
The argument to prove Theorem A using Theorem B is fairly standard and we will give
it here.
Proof of Theorem A. Take g and h elements of G of finite order. Let pi be the larger
of the orders of the two elements and pn be the bound on the exponent of Ωi given in
Theorem B. Then (gh−1)pn is contained in every normal subgroup of G of finite index.
The intersection of such subgroups is trivial, and hence (gh−1)pn = 1 and hence gh−1 is
a torsion element. This completes the proof. 
As the torsion elements form a subgroup, there is a standard argument which proves
that it is a finite group and hence nilpotent. The earlier papers [4,5,8] also give bounds on
the nilpotency class of the torsion subgroup in terms of p, m, and the largest order of an
element in a generating set for the torsion subgroup. We are, unfortunately, unable to do so
here in general. We will, however, bound the nilpotency class of the subgroup generated by
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use the following theorem which relates nilpotency class and exponent. It is a restatement
of [3, Theorem A].
Theorem 1.2. Let G be a p-group of nilpotency class k(p − 1) +  where 1  p − 1.
Then Ωi(G)p
i+k = 1.
The groups satisfying γh(p−1)(G)Gp
h include those satisfying γh(p−1)(G) = 1, that
is those of nilpotency class at most h(p−1)−1. In groups of class at most h(p−1)−1 =
(h − 1)(p − 1) + (p − 2), Theorem 1.2 implies that Ωi(G)pi+h−1 = 1. We see that this
agrees with Theorem B for i = 1 and for all i when h p. We suspect that the bound in
Theorem B might be improved to agree with that of Theorem 1.2 for all h but we are not
able to do that at this time.
Recall that the example of [5] satisfies γh(p−1)+1(G)Gph for h 2 and is generated
by elements of order p. Therefore, finite quotients of this group give examples of
finite p-groups satisfying γh(p−1)+1(G)  Gp
h
and in which the exponent of Ω1(G) is
arbitrarily large. Therefore, Theorem 1.2 cannot be generalized in this manner for groups
of class k(p − 1) + p − 1.
Section 2 includes necessary notation and several important basic results. In Section 3
we prove results on the subgroup Ω1(G). In particular, we bound the nilpotency class as
noted above and prove that Ω1(G)p
h = 1. Section 4 contains some results on the lower
central series of certain dimension subgroups which are then used to prove the bounds
of Theorem B. We conclude with Section 5, in which we will evaluate these results and
consider remaining questions.
2. Preliminary matters
In this section we will give some definitions and recall some basic properties of p-
groups. We will use the notation [N,M; k] for the commutator subgroup [N,M, . . . ,M]
where the group M appears k times. We use γm(G) to refer to the mth term of the lower
central series of G, given by γm(G) = [G,G;m − 1]. If H G then Hpi = 〈hpi: h ∈ H 〉
is the subgroup generated by the pi th powers in H and Ωi(H) = 〈h ∈ H : hpi = 1〉 is the
subgroup generated by elements of H of order dividing pi . For any series of subgroups
of G, we will drop reference to G during the proofs (so γm instead of γm(G) and so forth).
For a real number r we use r to refer to the smallest integer at least as large as r .
The following is a standard lemma which will be of some use.
Lemma 2.1. Let G be a finite p-group and M and N normal subgroups of G. Then
M N[M,G]Mp implies M N .
The following result is often referred to as the Hall–Petrescu formula and is a conse-
quence of the Hall Collection formula. It is [2, Lemma 11.9].
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following relations hold:
(1) (xy)pk ≡ xpkypk modulo γ2(〈x, y〉)pk ·∏ki=1 γpi (〈x, y〉)pk−i .
(2) [xpk , y] ≡ [x, y]pk modulo γ2(〈x, [x, y]〉)pk ·∏ki=1 γpi (〈x, [x, y]〉)pk−i .
The following consequence of Lemma 2.2 will be useful.
Corollary 2.3. If N and M are normal subgroups of G then
[
Np
t
,M
]
 [N,M]pt
t∏
i=1
[
M,N;pi]pt−i = [N,M]pt t−1∏
j=0
[
M,N;pt−j ]pj .
Proof. This follows from the Hall–Petrescu formula as [Npt ,M] is generated by elements
of the form [xpt , y] with x in N and y in M . 
The proof of the next lemma makes important use of Lemma 2.2.
Lemma 2.4. Let N and M be normal subgroups of G and s  1. Then
[N,M]p  [Np,M][M,N;p] and [N,G; s]p  [Np,G; s][N,G; s + p − 1].
Proof. To prove the first statement we proceed by induction on the order of M . The result
certainly holds if M has order 1 or p.
The subgroup [N,M] is generated by elements of the form [x, y] with x in N and y
in M . Thus, [N,M]p is generated by elements of the form ([x1, y1] · · · [xn, yn])p with the
xi in N and the yj in M . It suffices to prove that each of these generators is contained in
[Np,M][M,N;p]. We proceed by induction on n.
Take x in N and y in M . Lemma 2.2 implies that
[x, y]p ≡ [xp, y] modulo γ2
(〈x, [x, y]〉)pγp(〈x, [x, y]〉).
Certainly, [xp, y] is in [Np,M]. We know that γ2(〈x, [x, y]〉)p  [N, [N,M]]p. This
is contained in [Np, [N,M]][[N,M],N;p]  [Np,M][M,N;p] by induction. Finally,
γp(〈x, [x, y]〉) [[M,N],N;p − 1].
That completes the base of the induction. Assume the result for n and let us prove it
for n + 1. Call a = [x1, y1] · · · [xn, yn] and b = [xn+1, yn+1]. The induction hypothesis is
that ap is in [Np,M][M,N;p] while our proof of the base case implies that bp is also in
[Np,M][M,N;p].
Lemma 2.2 implies that (ab)p ≡ apbp modulo γ2(〈a, b〉)pγp(〈a, b〉). As a and b are
in [N,M], we have that γ2(〈a, b〉)p  [N, [N,M]]p and, as above, this is contained
in [Np,M][M,N;p]. Also, γp(〈a, b〉)  [[M,N],N;p − 1]. Thus [Np,M][M,N;p]
contains (ab)p. This completes the proof of the first statement.
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[Np,G][G,N;p]. We note that [G,N;p] = [N,G,N;p − 1] [N,G;p].
Assume the result for s. Then [N,G; s + 1]p  [[N,G]p,G; s][[N,G],G; s +p − 1].
The latter subgroup is equal to [N,G; s + 1 + p − 1]. The former is contained in
[[Np,G][N,G;p],G; s] as above. As all the subgroups are normal, this is equal to
[Np,G; s + 1][N,G; s + p]. This completes our proof of the lemma. 
In the particular instance of N = Ω1(G), we can improve on Lemma 2.4.
Lemma 2.5. Let G be a finite p-group. If M is a normal subgroup of G then
[Ω1(G),M]p  [M,Ω1(G);p].
Proof. We proceed by induction on the order of M . If M has order 1 or p then the result
holds. Assume the result for all normal subgroups smaller than M .
We claim that if g ∈ M and xp = 1 then [g,x]p is in [M,Ω1;p]. Lemma 2.2 implies
that [g,x]p ≡ [g,xp] modulo γ2(〈x, [g,x]〉)pγp(〈x, [g,x]〉). The second subgroup is
contained in [M,Ω1;p]. The first is contained in [Ω1, [M,Ω1]]p. By the induction
hypothesis, this is contained in [[M,Ω1],Ω1;p]. Thus, we conclude that [g,x]p is in
[M,Ω1;p].
The subgroup [Ω1,M]p is generated by the elements ([g1, x1] · · · [gn, xn])p with the gi
in M and the xj satisfying xpj = 1. We will prove by induction on n that all of these
generators are in [M,Ω1;p]. The case n = 1 was handled in the previous paragraph.
Assume the result for n and let us prove it for n + 1.
Set a = [g1, x1] · · · [gn, xn] and b = [gn+1, xn+1]. The induction hypothesis implies that
ap is in [M,Ω1;p]. Our proof for the base case implies that bp is in [M,Ω1;p]. We wish
to prove that (ab)p is in [M,Ω1;p].
Lemma 2.2 implies that (ab)p ≡ apbp modulo γ2(〈a, b〉)pγp(〈a, b〉). The second
subgroup is contained in [[M,Ω1],Ω1;p−1] and the first is contained in [Ω1, [M,Ω1]]p.
Again, this last subgroup is contained in [M,Ω1;p + 1]. Hence, (ab)p is in [M,Ω1;p]
and this completes our induction proof. 
Lemma 2.6. Let G be a finite p-group. Then, for integers s  1 and t  0, we have that
[
Ω1(G),G; s
]pt  [Ω1(G),G; s + t (p − 1)].
Proof. We will prove this by induction on t . When t = 0, the result is clear. Assume the
result for t . Then [Ω1,G; s]pt+1  [Ω1,G; s + t (p − 1)]p by the induction hypothesis.
Lemma 2.4 implies that
[
Ω1,G; s + t (p − 1)
]p

[[Ω1,G]p,G; s + t (p − 1)− 1][[Ω1,G],G; s + t (p − 1)− 1 + p − 1].
The latter is certainly contained in [Ω1,G; s + (t + 1)(p − 1)]. For the former, we apply
Lemma 2.5 and find that
L.E. Wilson / Journal of Algebra 277 (2004) 806–824 811[[Ω1,G]p,G; s + t (p − 1) − 1] [[Ω1,G,Ω1;p − 1],G; s + t (p − 1) − 1]

[
Ω1,G; s + (t + 1)(p − 1)
]
.
This completes the inductive proof of this result. 
We need one other similar sort of result.
Lemma 2.7. Let G be a finite p-group. Then, for integers r and s at least 1 and t  0, we
have that
[
γr(G)
pt ,G; s] t∏
j=0
γpt−j r+s(G)p
j
.
Proof. We proceed by induction on s. The result for s = 1 follows from Corollary 2.3. We
assume the result for s and attempt to prove it for s + 1.
By the induction hypothesis,
[
γ
pt
r ,G; s + 1
]

[
t∏
j=0
γ
pj
pt−j r+s,G
]
.
Therefore,
[
γ
pt
r ,G; s + 1
]

t∏
j=0
[
γ
pj
pt−j r+s,G
]

t∏
j=0
j∏
k=0
γ
pk
pj−k(pt−j r+s)+1 (by the base case)
=
t∏
k=0
t∏
j=k
γ
pk
pj−k(pt−j r+s)+1
=
t∏
k=0
t∏
j=k
γ
pk
pt−kr+pj−ks+1 =
t∏
k=0
γ
pk
pt−kr+s+1.
In the last equality, as j increases and the term of the lower central series increases
subgroup becomes smaller. This proves the result for s + 1. 
This completes our general results on commutators of subgroups. We also need one
similar result on products of subgroups.
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G and t  1 then
(NM)p
t Npt Mpt [N,M]p[N,M,NM].
Proof. The subgroup (NM)pt is generated by elements of the form (xy)pt with x in N
and y in M . It suffices to prove that these elements are in NptMpt [N,M]p[N,M,NM].
By Lemma 2.2, (xy)pt ≡ xpt ypt modulo γ2(〈x, y〉)pt ∏tj=1 γpj (〈x, y〉)pt−j . Certainly, xpt
is in Npt and ypt is in Mpt . The subgroups are all contained in [N,M]p except for
γpt (〈x, y〉) which is certainly contained in [N,M,NM] as p is odd. 
Finally, we need one more lemma which deals with the case (Nps )pt .
Lemma 2.9. Let G be a finite p-group with p odd. If N is a normal subgroup of G and
s  0 and t  1 then
(
Np
s )pt Nps+t [Nps ,Nps ]p[Nps ,Nps ,Nps ].
Proof. Here Nps is generated by elements of the form xps . We will need to show that
(x
ps
1 x
ps
2 · · ·xp
s
n )
pt is in the indicated subgroup and this we shall do by induction on n.
Certainly, (xps )pt = xps+t is in Nps+t and that proves the base case of the induction.
Assume the result holds for n and let us prove it for n + 1.
Set a = xps1 xp
s
2 · · ·xp
s
n and b = xp
s
n+1. Our induction hypothesis and the base case give
that apt and bpt are contained in the indicated subgroup. Lemma 2.2 implies that (ab)pt ≡
ap
t
bp
t
modulo γ2(〈a, b〉)pt ∏tj=1 γpj (〈a, b〉)pt−j . All of the subgroups are contained in
[Nps ,Nps ]p except for γpt (〈a, b〉) and this is certainly contained in [Nps ,Nps ,Nps ] as p
is odd. This completes our induction proof. 
We turn now to the dimension subgroups of G. We will weaken the hypothesis
that γh(p−1)(G)  Gp
h
and instead assume γh(p−1)(G) is contained in the phth dimen-
sion subgroup. In the proof of the main result of [10], this weaker hypothesis is use-
ful. [2, Chapter 11] is an excellent introduction to these subgroups. The dimension sub-
group series is the fastest descending series of G beginning at D1(G) = G such that
[Di(G),Dj (G)]Di+j (G) and Di(G)p Dpi(G). Lazard found a closed form for the
dimension subgroups, Dk(G) =∏ipjk γi(G)pj .
We next quote prior results of the author which indicate that certain of these dimension
subgroups are powerful or potent. We briefly recall the definitions. For an odd prime,
a p-group G is powerful if γ2(G)  Gp and potent if γp−1(G)  Gp . The following
combines [9, Theorems 3.2 and 3.3].
Theorem 2.10. Let G be a finite p-group in which γm(G)Dph(G) for some m < ph and
p an odd prime. Then Dj(G) is powerful if j m/2 and j m − ph−1. Also, Dj (G) is
potent if j m/(p − 1) and j  (m −ph−1)/(p − 2).
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separately, we can conclude that Dj (G) is powerful if j  h(p−1)/2 and Dj (G) is potent
if j  h.
The following is essentially [1, Theorem 2] and [4, Theorem 1.1.2(a)]. This is the result
which implies Theorem A when h = 1.
Theorem 2.11. Let G be a potent finite p-group with p odd. Then (Gpk )p = Gpk+ and
Ωi(G)
pi = 1.
The following is [8, Theorem 4.1]. It bounds the nilpotency class of the torsion subgroup
in a powerful pro-p group. A similar bound for potent pro-p groups can be found in [4].
Theorem 2.12. Let G be a powerful finite p-group with p odd. Then Ωi(G) has nilpotency
class at most i + 1.
Related to the notion of potent groups is the notion of potently embedded subgroups.
The normal subgroup N of G is said to be potently embedded in G if [N,G;p− 2]Np .
As in [4], in this case 〈x〉N is potent for any x in G.
The paper [7] develops a lot of very useful techniques for working with dimension
subgroups. The following is a version of Theorem 2.5(1) of that paper.
Theorem 2.13. Let G be a finite p-group in which Dm(G) = Dm+1(G). Then Dpk(G) =
Dk(G)
p if pk m.
From γh(p−1)(G)  Dph(G) it follows that Dh(p−1)(G) = Dh(p−1)+1(G) unless p
divides h(p− 1). In that case, however, Dh(p−1)+1(G) = Dh(p−1)+2(G). Therefore, under
our assumption, Theorem 2.13 applies if pk  h(p − 1) + 1. We also need the following,
which is [7, Theorem 2.3(1)].
Theorem 2.14. If G is a finite p-group then
[
Dk(G),G; 
]= ∏
ipjk
γi+(G)p
j
.
3. Elements of order p
In this section we investigate properties of Ω1(G) under our hypothesis. We will prove
that Ω1(G)p
h = 1. We first record some observations from Section 2.
Lemma 3.1. Let p be an odd prime, G a finite p-group, h a natural number at least 2,
and suppose that γh(p−1)(G)  Dph(G). Then Dj(G) is powerful if j  h(p − 1)/2
and Dj(G) is potent if j  h. Also, Dph+k (G) = Dph−1(G)pk+1 for k  0. Finally, if
λ = logp(h) and hence pλ  h, then Dph(G) = Dpλ(G)ph−λ .
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Next, as ph > h(p − 1) the case k = 0 is a consequence of Theorem 2.13. The result
for general k follows from this same theorem, the fact that Dph−1 is powerful (hence
potent), and Theorem 2.11. Finally, pλ+1  h(p − 1) and hence the last result follows
from Theorems 2.13 and 2.11 in the same way. 
Proposition 3.2. Let p be an odd prime, G a finite p-group, h a natural number at least 2,
and suppose that γh(p−1)(G)Dph(G). Then[
Dph−1(G),Ω1(G);p − 2
]
Dph(G).
Proof. We first consider [Dph−1,Ω1].
[
Dph−1,Ω1
]=
[
h−1∏
j=0
γ
ph−1−j
pj
,Ω1
]
=
h−1∏
j=0
[
γ
ph−1−j
pj
,Ω1
]

h−1∏
j=0
h−1−j∏
k=0
[
Ω1, γpj ;pk
]ph−1−j−k (Corollary 2.3)

h−1∏
j=0
h−1−j∏
k=0
[
Ω1,G;pj+k
]ph−1−j−k (Three Subgroup lemma)
=
h−1∏
=0
[
Ω1,G;p
]ph−1− (use  = j + k)

h−1∏
=0
[
Ω1,G;p + (p − 1)(h − 1 − )
] (Lemma 2.6)

h−1∏
=0
γp+(p−1)(h−1−)+1
= γ(p−1)(h−1)+2 (largest subgroup occurs when  = 0).
Hence,[
Dph−1,Ω1;p − 2
]
 [γ(p−1)(h−1)+2,Ω1;p − 3] γh(p−1) Dph. 
We now record some simple consequences of Proposition 3.2.
Corollary 3.3. Let p be an odd prime, G a finite p-group, h a natural number at least 2,
and suppose that γh(p−1)(G)Dph(G). Then 〈x〉Dph−1(G) is potent for all x in G such
that xp = 1. Furthermore,[
Dph−1(G),Ω1(G)
]p = 1 = γh(p−1)+1(Ω1(G))p.
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Ω1Dph−1 . This proves the first part.
For the second, note that [Dph−1,Ω1] is generated by elements of the form [g,x] with
g in Dph−1 and xp = 1. This commutator is in Ω1(〈x〉Dph−1) and hence has order dividing
p by Theorem 2.11. Therefore, [Dph−1,Ω1] Ω1(Dph−1) and hence [Dph−1,Ω1]p = 1.
Finally, note that γh(p−1)(Ω1)Dph and hence γh(p−1)+1(Ω1) [Dph,Ω1]. 
Proposition 3.4. Let p be an odd prime, G a finite p-group, h a natural number at least 2,
and suppose that γh(p−1)(G)Dph(G). Then [Ω1(Dph),Ω1(G)] = 1.
Proof. As in Lemma 3.1, we have that Dph = Dpph−1 and hence Ω1(Dph) = Ω2(Dph−1)p .
(See [8, Lemma 2.2].) Therefore,
[
Ω1
(
Dph
)
,Ω1
]

[
Ω2
(
Dph−1
)p
,Ω1
]

[
Ω2
(
Dph−1
)
,Ω1
]p[
Ω1,Ω2
(
Dph−1
);p] (Corollary 2.3)
= 1 · [Ω1,Ω2(Dph−1);p] (Corollary 3.3).
Theorem 2.12 implies that Ω2(Dph−1) has nilpotency class at most 3. Hence, if
p  5, then we can conclude that [Ω1,Ω2(Dph−1);p] = 1. If p = 3, then we note that
[Ω1,Ω2(D3h−1);3] is generated by conjugates of elements of the form [x, y1, y2, y3]
where x3 = 1 and the yi are in D3h−1 and y9i = 1. This commutator is contained in
γ4(Ω2(〈x〉D3h−1)). For p = 3, potent is the same as powerful, and 〈x〉D3h−1 is potent
by Corollary 3.3. Therefore, Ω2(〈x〉D3h−1) has nilpotency class at most 3, and we can
conclude that [Ω1,Ω2(D3h−1);3] = 1. This completes the proof of the proposition. 
Let us now map out the strategy. Proposition 3.4 will be used to bound the nilpotency
class of Ω1(G). However, if we then used Theorem 1.2 to bound the exponent of Ω1(G),
we would only find that Ω1(G)p
h+1 = 1. Instead we will apply [3, Theorem B] and then
Proposition 3.4 again to lower our bound on the nilpotency class. At that point we can
apply Theorem 1.2 to find that Ω1(G)p
h = 1.
Lemma 3.5. Let p be an odd prime, G a finite p-group, h a natural number at least 2, and
suppose that γh(p−1)(G)Dph(G). Then γh(p−1)+2(Ω1(G)) = 1.
Proof. We note that Corollary 3.3 implies that γh(p−1)+1(Ω1)p = 1. Therefore, we
have γh(p−1)+1(Ω1)  Ω1(Dph) and hence γh(p−1)+2(Ω1)  [Ω1(Dph),Ω1] = 1 by
Proposition 3.4. 
Proposition 3.6. Let p be an odd prime, G a finite p-group, h a natural number at least 2,
and suppose that γh(p−1)(G)Dph(G). Then γh(p−1)+1(Ω1(G)) = 1 and Ω1(G)ph = 1.
Proof. We need to apply [3, Theorem B] to the group Ω1. The class c is at most
h(p−1)+1 from Lemma 3.5. The subgroup is generated by elements of order p so we may
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gives us a bound on the exponent of γh(p−1)(Ω1). This bound is p1 as p is odd. Therefore,
γh(p−1)(Ω1)Ω1(Dph) and hence Proposition 3.4 implies that γh(p−1)+1(Ω1) = 1. The
bound on the exponent of Ω1 now follows from Theorem 1.2 as the class of Ω1 is at most
(h − 1)(p − 1) + (p − 1). 
We could now conclude that Ωi(G)p
ih = 1 and that suffices to prove Theorem A. The
material of the next section is aimed at proving the better bounds on the exponent of Ωi(G)
given in Theorem B.
4. The lower central series of Dpk(G)
We wish to find a bound for the exponent of Ωi(G) for a general i . In order to do this,
we wish to know when certain dimension subgroups satisfy versions of our hypothesis with
smaller h. To this end, we need to know some things about the lower central series of the
dimension subgroups.
Theorem 4.1. In a p-group G with p an odd prime,
γs
(
Dpk (G)
)
 γs(G)p
sk ·
k−1∏
=0
s−1∏
j=0
γpk−1−((s−j)p+j)(G)p
s+j
.
Proof. We proceed by induction on s. For s = 1, we need to know that
Gp
k ·
k−1∏
=0
0∏
j=0
γ
p+j
pk−1−((1−j)p+j) = Gp
k
k−1∏
=0
γ
p
pk− =
k∏
j=0
γ
pj
pk−j
contains Dpk and, in fact, it is equal to Dpk .
Assume now that the result holds for s. Then γs(Dpk )X where X is the subgroup
γ
psk
s ·
k−1∏
=0
s−1∏
j=0
γ
ps+j
pk−1−((s−j)p+j).
Then
[
X,Dpk
]

[
γ
psk
s ·
k−1∏
=0
s−1∏
j=0
γ
ps+j
pk−1−((s−j)p+j),Dpk
]
=
[
γ
psk
s ,Dpk
]
·
k−1∏ s−1∏[
γ
ps+j
pk−1−((s−j)p+j),Dpk
]
=0 j=0
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[
γ
psk
s ,
k∏
a=0
γ
pa
pk−a
]
·
k−1∏
=0
s−1∏
j=0
[
γ
ps+j
pk−1−((s−j)p+j),
k∏
a=0
γ
pa
pk−a
]
=
k∏
a=0
[
γ
psk
s , γ
pa
pk−a
]
·
k−1∏
=0
s−1∏
j=0
k∏
a=0
[
γ
ps+j
pk−1−((s−j)p+j), γ
pa
pk−a
]
.
To this point, we have done nothing but move products in and out of commutators and use
Lazard’s closed formula for the dimension subgroups. We next apply Corollary 2.3:
[
X,Dpk
]

k∏
a=0
a∏
b=0
[
γ
psk
s , γpk−a ;pa−b
]pb
·
k−1∏
=0
s−1∏
j=0
k∏
a=0
a∏
b=0
[
γ
ps+j
pk−1−((s−j)p+j), γpk−a ;pa−b
]pb

k∏
a=0
a∏
b=0
[
γ
psk
s ,G;pk−b
]pb · k−1∏
=0
s−1∏
j=0
k∏
a=0
a∏
b=0
[
γ
ps+j
pk−1−((s−j)p+j),G;pk−b
]pb
=
k∏
b=0
[
γ
psk
s ,G;pk−b
]pb · k−1∏
=0
s−1∏
j=0
k∏
b=0
[
γ
ps+j
pk−1−((s−j)p+j),G;pk−b
]pb
.
The second inequality follows from the Three Subgroup lemma. Now we will apply
Lemma 2.7:
[
X,Dpk
]

k∏
b=0
(
sk∏
t=0
γ
pt
psk−t s+pk−b
)pb
·
k−1∏
=0
s−1∏
j=0
k∏
b=0
(
s+j∏
t=0
γ
pt
pk−1−+s+j−t ((s−j)p+j)+pk−b
)pb
.
At this point we would like to distribute the pb . We will apply Lemma 2.8 repeatedly. Note
that all of the subgroups γ p
t
pk−1−+s+j−t ((s−j)p+j)+pk−b are contained in X Dpk . For such
subgroups N and M , we have that [N,M]p  [X,Dpk ]p and [N,M,NM] [X,Dpk ,G].
Therefore, by Lemma 2.1, we may ignore all of the terms that come out of Lemma 2.8
except the NptMpt . Therefore,
[
X,Dpk
]

k∏ sk∏(
γ
pt
psk−t s+pk−b
)pb · k−1∏ s−1∏ k∏ s+j∏(γ pt
pk−1−+s+j−t ((s−j)p+j)+pk−b
)pb
.b=0 t=0 =0 j=0 b=0 t=0
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except the Nps+t :
[
X,Dpk
]

k∏
b=0
sk∏
t=0
γ
pt+b
psk−t s+pk−b ·
k−1∏
=0
s−1∏
j=0
k∏
b=0
s+j∏
t=0
γ
pt+b
pk−1−+s+j−t ((s−j)p+j)+pk−b.
We now change the order of the products to iterate over t last. This requires a certain
amount of delicacy. First, we write t = sq + r , with 0  r < s. If  > q , there is no
restriction on which j occur, but if  = q then we can only use those j  r . Thus,
[
X,Dpk
]

k∏
b=0
sk∏
t=0
γ
pt+b
psk−t s+pk−b ·
k∏
b=0
k−1∏
q=0
s−1∏
r=0
s−1∏
j=r
γ
psq+r+b
pk−1−q+j−r ((s−j)p+j)+pk−b
·
k∏
b=0
k−1∏
q=0
s−1∏
r=0
k−1∏
=q+1
s−1∏
j=0
γ
psq+r+b
pk−1−+s+j−sq−r ((s−j)p+j)+pk−b.
The term of the lower central series we are considering increases with j and so to take the
largest possible subgroup we take the smallest possible j
[
X,Dpk
]

k∏
b=0
sk∏
t=0
γ
pt+b
psk−t s+pk−b ·
k∏
b=0
k−1∏
q=0
s−1∏
r=0
γ
psq+r+b
pk−1−q((s−r)p+r)+pk−b
·
k∏
b=0
k−1∏
q=0
s−1∏
r=0
k−1∏
=q+1
γ
psq+r+b
pk−+s−sq−r s+pk−b .
Similarly, in this last product, the term of the lower central series increases with  and,
therefore, the largest subgroup occurs when  is as small as possible:
[
X,Dpk
]

k∏
b=0
sk∏
t=0
γ
pt+b
psk−t s+pk−b ·
k∏
b=0
k−1∏
q=0
s−1∏
r=0
γ
psq+r+b
pk−1−q((s−r)p+r)+pk−b
·
k∏
b=0
k−1∏
q=0
s−1∏
r=0
γ
psq+r+b
pk−q−1+s−r s+pk−b .
We are now considering Npsq+r+b for two different N ’s in the lower central series and the
first product contains larger subgroups. Therefore,
[
X,Dpk
]

k∏ sk∏
γ
pt+b
psk−t s+pk−b ·
k∏ k−1∏ s−1∏
γ
psq+r+b
pk−1−q((s−r)p+r)+pk−b.b=0 t=0 b=0 q=0 r=0
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to the psq+r+b . Here, the terms in the second product are larger subgroups and hence we
need consider only those. However, that product omits t = sk and so we include that case
also:
[
X,Dpk
]

k∏
b=0
γ
psk+b
s+pk−b ·
k∏
b=0
k−1∏
q=0
s−1∏
r=0
γ
psq+r+b
pk−1−q((s−r)p+r)+pk−b.
We wish to prove that this product is contained in
γ
p(s+1)k
s+1 ·
k−1∏
=0
s∏
j=0
γ
p(s+1)+j
pk−1−((s+1−j)p+j).
We write sq + r + b = (s + 1)+ j . We need to prove that
pk−1−q
(
(s − r)p + r)+ pk−b  pk−1−((s + 1 − j)p + j).
Multiply through by pb+q+−k+1 and we find that we need to prove that
pb+
(
(s − r)p + r)+ pq++1  pb+q((s + 1 − j)p + j). (∗)
Rearranging, (∗) becomes
pb+q
(
p−q
(
(s − r)p + r)− ((s + 1 − j)p + j))+pq++1  0.
Therefore, we are done if p−q ((s − r)p + r)  (s + 1 − j)p + j . The left-hand side is
minimized if r = s − 1 and the right-hand side is maximized if j = 0. Therefore, we are
done if p−q(p + s − 1) p(s + 1). This is equivalent to p−q−1(p+ s − 1) s + 1. And
this last certainly happens if  − q − 1 0. That is, (∗) is satisfied when  > q .
Similarly, (∗) is satisfied if pq++1  pb+q ((s + 1 − j)p + j). Again, the right-hand
side is largest when j = 0 and so we wish to know if pq++1  pb+q+1(s + 1). That is, it
suffices to prove that p−b  s + 1. We know that sq + r + b < (s + 1)( + 1) and hence
r+b < +1−s(q−−1). Therefore, b −s(q−−1) and hence −b  s(q−−1).
So, if q −  − 1 1 then certainly p−b  s + 1. Thus, (∗) is satisfied if  < q − 1.
We have two cases left,  = q − 1 and  = q . We consider the first of these first and
have sq + r + b = (s + 1)(q − 1) + j . Solving for j we find that j = r + b + s − q + 1.
Here, (∗) becomes pb+q−1((s − r)p + r)+p2q  pb+q+1((s + 1 − j)+pb+qj . Dividing
through by pb+q−1 and rearranging, this becomes
pq−b+1 − p2(s + 1 − j) − pj + ((s − r)p + r) 0.
Substituting for j , we find that we wish to prove that
pq−b+1 − p2(q − r − b)− p(r + b + s − q + 1)+ p(s − r) + r  0.
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pq−b+1 − p(p − 1)(q − r − b) − r(p − 1) − p  0.
We have that sq+r+b < (s+1)q and hence r+b < q . Thus, pq−r−b > (q−r−b)(p−1)
and pr > r(p − 1), so certainly pq−b+1 > (q − r − b)p(p− 1)+ r(p− 1). Thus (∗) holds
if  = q − 1.
We now consider the case  = q . In this case (∗) becomes the inequality
pb+q
(
(s − r)p + r)+ p2q+1  pb+q((s + 1 − j)p + j).
This is equivalent to the inequality
pb
(
p(j − r − 1) + r − j)+ pq+1  0.
This will certainly be true if j  r + 1 and hence we may also assume that j  r . We have
that sq + r + b = (s + 1)q + j and hence we find that j = r + b − q . As we assume that
j  r we have that b q . Plugging in for j , we find that (∗) is equivalent to
pb
(
p(b − q − 1) + q − b)+ pq+1  0.
That is, we wish to know that
pq+1 − pb+1(q + 1 − b) + pb(q − b) 0.
But pq−b  q − b + 1 and hence pq+1  pb+1(q + 1 − b).
Hence,
[
X,Dpk
]

k∏
b=0
γ
psk+b
s+pk−b · γ
p(s+1)k
s+1 ·
k−1∏
=0
s∏
j=0
γ
p(s+1)+j
pk−1−((s+1−j)p+j).
In the case that b = k, we get γs+1(G)p(s+1)k as desired. We now assume that b < k and
hence sk + b < (s + 1)k. We write sk + b = (s + 1)+ j and then sk + b < (s + 1)(+ 1)
and hence b < s +  + 1 − s(k − ). Then k − b > (s + 1)(k −  − 1). Therefore, if
k −  − 1 > 0 we have that
pk−b  pk−(s + 1) pk−−1((s + 1 − j)p + j).
Therefore, we now need only consider the case  = k − 1. We wish to prove that
s + pk−b  (s + 1 − j)p + j . Certainly, s  j and so it suffices to check that pk−b 
p(s + 1 − j). We have that sk + b = (s + 1)(k − 1) + j and hence j = s + 1 − (k − b).
Therefore,
pk−b − (s + 1 − j)p = pk−b − p(k − b) 0.
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[
X,Dpk
]
 γs+1(G)p
(s+1)k ·
k−1∏
=0
s∏
j=0
γpk−1−((s+1−j)p+j)(G)p
(s+1)+j
.
Thus,
γs+1
(
Dpk
)
 γ p
(s+1)k
s+1 ·
k−1∏
=0
s∏
j=0
γ
p(s+1)+j
pk−1−((s+1−j)p+j)
from the induction hypothesis. This completes our inductive proof of Theorem 4.1. 
Having done all this work to prove Theorem 4.1 we would certainly like to make use of
the result. The following lemma begins this process.
Lemma 4.2. In a p-group G with p an odd prime, for any r  1,
γr(p−1)
(
Dpk (G)
)
 γpk−1(r(p−1)+1)(p−1)(G) · Dpk(G)p
r
.
Proof. Theorem 4.1 implies that
γr(p−1)
(
Dpk
)
 γ p
r(p−1)k
r(p−1) ·
k−1∏
=0
r(p−1)−1∏
j=0
γ
pr(p−1)+j
pk−1−(rp−j)(p−1).
We know that γ p
b
a Dapb and hence
γ
pr(p−1)k
r(p−1) D
pr
pr((p−1)k−1)(p−1)r .
As r  1 and p is odd, pr((p−1)k−1)  pk and hence this subgroup is contained in Dp
r
pk
.
If  1 then
γ
pr(p−1)+j
pk−1−(rp−j)(p−1) D
pr
pk−1−+r((p−1)−1)+j (rp−j)(p−1).
Again, as p is odd and  1 we have that r((p − 1) − 1)  and hence the power of p
is at least pk unless j = 0. However, if j = 0 then we get an additional power of p from
the term rp − j and hence in any case this subgroup is contained in Dpr
pk
.
When  = 0, if j  r then
γ
pj
k−1 D
pr
k−1+j−r .p (rp−j)(p−1) p (rp−j)(p−1)
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r
pk
except perhaps if j = r but then we have Dpr
pk−1r(p−1)2
and (p − 1)2  p and so this is also contained in Dpr
pk
.
We wish to prove that
γpk−1(rp−j)(p−1)  γpk−1(r(p−1)+1)(p−1) when j < r.
That is, we need only check that rp − j  rp − r + 1 and this is certainly the case. This
ends the proof of the lemma. 
The next result extends, for certain of the dimension subgroups, Theorem 2.10.
Proposition 4.3. Let p be an odd prime, G a finite p-group, h a natural number at least 2,
and suppose that γh(p−1)(G)Dph(G). If λ = logp(h) and if 1 k < λ then
γs(p−1)
(
Dpk(G)
)
Dp
s
pk
for s =
⌈
h − pk−1
pk−1(p − 1)
⌉
=
⌈
1
p − 1
(
h
pk−1
− 1
)⌉
.
Proof. Take k and s as above. Lemma 4.2 implies that
γs(p−1)
(
Dpk
)
 γpk−1(s(p−1)+1)(p−1) · Dp
s
pk
.
Our choice of s guarantees that
s(p − 1) (h − pk−1)/pk−1,
s(p − 1) + 1 h/pk−1,
pk−1
(
s(p − 1) + 1) h,
pk−1
(
s(p − 1) + 1)(p − 1) h(p − 1).
Therefore,
γs(p−1)
(
Dpk
)
Dph · Dp
s
pk
.
As in Lemma 3.1, Dph = Dp
h−λ
pλ
. The definition of λ and the fact that h  2 imply
that 2λ  h and equality only occurs when λ = 1 and h = 2 or if p = 3 when h = 4 and
λ = 2. Thus, h−λ (h/2). Certainly, h/2 ((h/pk−1)−1)/(p−1) for p odd and hence
Dph D
ps
pk
. Therefore, γs(p−1)(Dpk )D
ps
pk
. 
We now prove Theorem B under our weaker hypothesis.
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suppose that γh(p−1)(G)Dph(G). Then Ω1(G)p
h = 1. If λ = logp(h) and 2 i  λ
then if
s(i) = h +
i−2∑
j=0
⌈
h − pj
pj (p − 1)
⌉
then Ωi(G)p
s(i) = 1. Finally, Ωλ+i (G)ps(λ)+i = 1 where, if λ = 1, we set s(1) = h.
Proof. The result for Ω1 is contained in Proposition 3.6.
We next prove by induction on i for 2 i  λ that Ωp
s(i)
i = 1. Use the bar notation for
images in G/Ω1(Dp). We have that Ω2 Ω1(G). Hence, Ωp
h
2 Ω1(Dp). Proposition 4.3
implies that Dp satisfies γr(p−1)(Dp)  Dp
r
p for r = (h − 1)/(p − 1). Proposition 3.6
implies that Ω1(Dp)p
r = 1. Hence, Ωph+r2 = 1. As h + r = s(2), this completes the base
of the induction.
Assume the result now for 2  i < λ and let us prove it for i + 1. This time use
the bar notation for images in G/Ω1(Dpi ). Here Ωi+1  Ωi(G) and hence Ω
ps(i)
i+1 
Ω1(Dpi ). Proposition 4.3 implies that Dpi satisfies γr(p−1)(Dpi )  D
pr
pi
for r =
(h − pi−1)/(pi−1(p − 1)). Therefore, Ωps(i)+ri+1 = 1 and s(i + 1) = s(i) + r .
Hence, we now know that Ωp
s(λ)
λ = 1. We wish to prove that Ωp
s(λ)+i
λ+i = 1 and we
know this for i = 0. We proceed by induction and assume that the result is proven for i .
Use the bar notation for images in G/Ω1(Dpλ). Then Ωλ+i+1  Ωλ+i (G) and hence
Ω
ps(λ)+i
λ+i+1 Ω1(Dpλ). Now Dpλ is potent and hence Ω1(Dpλ)p = 1. Hence, Ωp
s(λ)+i+1
λ+i+1 = 1
as desired. This completes our proof of the theorem. 
5. Discussion
For h 3, a group satisfying γh(p−1)(G)Gp
h−1 is p-adic analytic. However, for such
groups we cannot conclude that the torsion elements form a subgroup as the example of [5]
proves. This, then provides an instance where the m in the condition γm(G)Gp
h plays
a qualitative role. We believe that this is the first known instance where this occurs.
We wonder if p-adic analytic pro-p groups satisfying the hypothesis of Theorem A
have any other properties not shared by general p-adic analytic pro-p groups. Naturally,
one would look to powerful pro-p groups as an indicator and certainly Theorem A is
an expansion of the same result for the powerful case. The hypothesis of Theorem 1.1
requires m < ph and our Theorem A follows from m  h(p − 1). We wonder if other
requirements, for instance m  h or pm < h might have qualitative (as opposed to
quantitative) consequences.
There is also a discussion in [5] about seeking the weakest requirement which
implies that the torsion elements form a subgroup. We believe that under the hypothesis
824 L.E. Wilson / Journal of Algebra 277 (2004) 806–824γh(p−1)(G)Dph(G) one can conclude that γkh(p−1)(G)Dpkh(G) and this provides at
least a partial order on the weakness of these hypotheses.
As noted in the introduction, our Theorem B gives the same bound on the exponent of
Ωi(G) as Theorem 1.2 for h  p. For every h our bound matches that of Theorem 1.2
for the exponent of Ω1(G) and eventually the bound on the exponent of Ωi+1(G) is p
times the bound on the exponent of Ωi(G). We would be very interested in knowing if the
bounds of Theorem 1.2 hold in this more general setting or if the exponent of Ω2(G) can
exceed ph+1.
The nilpotency class of Ω1(G) can be h(p − 1). There is a maximal class p-group P
of nilpotency class h(p − 1) which is generated by two elements of order p. This may be
proved in a similar manner to the argument [6, p. 178]. Let C be a cyclic group of order
ph+1 and set G = P ◦C the central product of these two groups. Then γh(p−1)(G)Gph .
Also Ω1(G) ∼= P as Ω1(C) is identified with the center of P . Thus, our bound for the class
of Ω1(G) can be achieved, as can our bound on the exponent of Ω1(G).
We would like to have a bound on the class of each Ωi(G). This is done for potent
groups and for those groups studied in [5]. A bound on the class of Ω2(G) of at most
h(p − 1) is needed to use Theorem 1.2 to get the same bound as in that theorem. We
would also like results about normal subgroups of groups satisfying our hypothesis, as in
[5, Propositions 3.7 and 3.8] and similar results in [4]. We do know the following: if N G
and N Dpλ+1(G) = Dpλ(G)p then N is powerful and if i  λ + 1 then (Npi )p = Npi+1
by essentially the same proofs as in [5]. By analogy we would expect that Dh(p−1)(N) is
powerful but we do not know if this must be true.
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