



















Quantum expanders and the quantum entropy difference problem
Avraham Ben-Aroya ∗ Amnon Ta-Shma ∗
Abstract
Classical expanders and extractors have numerous applications in computer science. However, it seems
these classical objects have no meaningful quantum generalization. This is because it is easy to generate
entropy in quantum computation simply by tracing out registers.
In this paper we define quantum expanders and extractors in a natural way. We show that this defini-
tion is exactly what is needed for showing that QED, the quantum analogue of ED (the entropy difference
problem) is QSZK-complete.
We also show that quantum expanders exist and with very good parameters in the high min-entropy
regime. The first construction is derived from the work of Ambainis and Smith and is based on expander
graphs that are based on Cayley graphs of Abelian groups. The drawback of this construction is that it
uses logarithmic seed length (yet, this already suffices for showing that QED is QSZK-complete).
We also show a quantum analogue of the Lubotzky, Philips and Sarnak construction of Ramanujan
expanders from Cayley graphs of PGL(2, q). Our construction is a sequence of two steps on the Cayley
graph with a basis change in between steps. We believe this quantum analogue of classical Ramanujan
expanders is of independent interest.
1 Introduction
1.1 Conductors
Expanders are sparse graphs in which every not too large set expands. Condensers are hash functions from a
large domain to a much smaller one, that preserve the entropy of every (not too large) input distribution. De-
terministic condensers do not exist, but using little fresh randomness, very good condensers exist. Extractors
and dispersers are hash functions that transform any distribution with enough entropy to close to the uniform
distribution. Again, extractors and dispersers have to use (little) fresh randomness. These and other objects
fall under the general definition of ”conductors” [CRVW02]. These objects have numerous applications in
computer science, in many different areas including error correcting codes, derandomization, lower bound
proofs, databases, communication networks, zero knowledge and more.
It is natural to look for quantum analogues of these notions. For example, an extractor is a deterministic
transformation E : {0, 1}n × {0, 1}d → {0, 1}m, with the property that if the input x is drawn from a
probability distribution over {0, 1}n with min-entropy k, and if y is drawn from an independent and uniform
distribution, then the output distribution is close to uniform. The output distribution should contain as much
entropy as possible (ideally close to k + d).
A natural attempt to generalize this notion is to say a quantum extractor is a superoperator T : L(V )×
L(R) → L(M) with the property that for every ρ ∈ D(V ) with H∞(ρ) ≥ k, the output density matrix
T (ρ ⊗ I˜R) is close to I˜M , where I˜X = 1dim(X)I is the completely mixed state over the Hilbert space X.
However, this notion is problematic because a superoperator can create entropy out of nowhere, by using
ancilla and applying measurements. In particular, T can ignore its input, and create I˜M itself.
In this paper we suggest what we believe is a natural definition for quantum conductors. We then discuss
whether these quantum objects exist at all, show some constructions and use it to prove that QED is QSZK-
complete.
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1.2 Quantum expanders
Classical expanders can be defined combinatorially or algebraically. In the combinatorial definition the
requirement is that every not too large set expands. The algebraic definition, however, views the graph as
an operator defined by the adjacency matrix of the graph. A graph is a good expander if the operator has a
large spectral gap. Such an expander, in particular, implies combinatorial expansion (this claim is usually
known as the mixing lemma). However, the algebraic definition guarantees even entropic expansion, i.e.,
every distribution with not too large min-entropy is mapped to a new distribution with higher min-entropy.
The combinatorial definition then corresponds to dealing with distributions whose support is flat on a set of
elements (i.e., all elements in the set get equal weight).
We extend the algebraic definition to the quantum setting. Intuitively, we would like to define a quantum
expander as a superoperator T that has the completely mixed state I˜ as an eigenvector with eigenvalue 1,
and has a large spectral gap. However, we also want to rule-out, e.g., the superoperator that on any input
ρ outputs the completely mixed state I˜ . In the classical setting this is done by requiring that the expander
graph has a small degree D. In our setting, we translate this to the requirement that no matter what the input
ρ is, T (ρ) does not have more then d entropy more than ρ, i.e., the superoperator T does not introduce much
min-entropy to the process on its own.
Definition 1. An admissible superoperator T : L(V )→ L(V ) is a (D = 2d, λ) expander if:
• T (I˜) = I˜ and the eigenspace of eigenvalue 1 has dimension 1.
• For any A ∈ L(V ) that is orthogonal to I˜ (with respect to the Hilbert-Schmidt inner product, i.e.
Tr(AI˜) = 0) it holds that ‖T (A) ‖ ≤ λ ‖A ‖.
• For every ρ ∈ D(V ) we have S(T (ρ)) ≤ S(ρ) + d.
A quantum expander is explicit if T can be implemented by a polynomial size circuit.
An alternative (and equivalent) definition would replace the second condition by a condition on the
singular values of T .
In this terminology one can interpret the work of Ambainis and Smith [AS04] as giving the following:
Lemma 1.1. [AS04] There exists an explicit (O(logN)
λ
2 , λ) quantum expander T : L(V )→ L(V ) and where
dim(V ) = N .
Their quantum expander is based on a classical expander that is based on the Abelian group Zn2 . The
main problem with Abelian expanders is that it is impossible to get a constant degree Cayley expander. This
is reflected in the O(logN) term above. Lemma 1.1 suffices for showing that QED is QSZK-complete, but
here we try to get the quantum analogue of the constant degree Ramanujan expanders of [LPS88]. This
expander is a Cayley graph over the non-Abelian group PGL(2, q). Indeed, we give a construction that is
based on the [LPS88] construction and prove:
Theorem 1.1. There exists a (D = O( 1
λ
4 ), λ) quantum expander.
Our construction is not explicit in the sense that it uses the Fourier transform over PGL(2,q), which is
not known to have an efficient implementation.
The PGL(2,q) quantum expander is as follows: we take two steps on the expander graph, with a basis
change between each of the steps. The basis change is a carefully chosen transformation. It is a refinement
of the Fourier transformation that maps the standard basis |g〉 of the group algebra C[PGL(2, q)] to the basis
of the irreducible, invariant subspaces of PGL(2, q). However, choosing the right refinement is not an easy
task. Intuitively, the basis change is needed for dealing with both the bit and the phase levels, and is similar
to the construction of quantum error correcting codes by first applying a classical code in the standard basis
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and then in the Fourier basis. However, things get complicated because we deal with non-Abelian groups.
For doing the analysis (and concluding that two steps suffice) we need to use the structure of the group
PGL(2,q). In particular, we use the specific structure of its subgroups and its irreducible representations (we
use only the number of irreducible representations of each dimension).
1.3 Quantum extractors
We similarly define quantum extractors as follows:
Definition 2. Let V,W be Hilbert spaces of dimensions N,M respectively. A superoperator T : L(V ) →
L(W ) is a (k, d, ǫ) quantum extractor, if the following two conditions hold:
• For every ρ ∈ D(V ) with H2(ρ) ≥ k we have
∥∥∥Tρ− I˜ ∥∥∥
tr
≤ ǫ, where I˜ = 1N I , and,
• For every ρ ∈ D(V ) we have S(Tρ) ≤ S(ρ) + d.
If W = V we see the extractor is balanced. We say T is efficient If T can be implemented by a polynomial-
size quantum circuit.
Note that the use of Renyi entropy instead of min-entropy in the first condition only strengthens the
definition, because for any ρ ∈ D(V ), H2(ρ) ≥ H∞(ρ).
We suspect that unbalanced quantum extractors (where N > √M ) do not exist. Never the less, we
prove that very good balanced, quantum extractors exist. We prove:
Lemma 1.2. If T : L(V ) → L(V ) is a (D = 2d, λ) quantum expander, then for every t > 0, T is also a
(k = n− t, d, ǫ) quantum extractor with ǫ = 2t/2 · λ.
The Lemma is a generalization of a well known classical claim (e.g., [GW97]). We prove it in Section
2.4. In particular, we get an (n−t, d, ǫ) balanced quantum extractor T : L(V )→ L(V ) where n = dim(V ),
and
• d = t + 2 log(1ǫ ) + 2 log(n) + O(1) using the Ambainis Smith quantum expander. In this case the
quantum extractor is also explicit.
• d = 2(t + 2 log(1ǫ )) + O(1) using the PGL(2,q) quantum expander. Here the construction is non-
explicit, because we do not know how to efficiently implement the Fourier transform of PGL(2,q).
1.4 QSZK
Watrous [Wat02] defined the notion of quantum statistical zero knowledge proofs. He considered the Quan-
tum State Distinguishability promise problem (QSDα,β), which given two quantum circuits Q0, Q1, accepts
if ‖ |Q0〉 − |Q1〉 ‖tr ≥ β and rejects if ‖ |Q0〉 − |Q1〉 ‖tr ≤ α. The notation |Q〉 denotes the mixed state
obtained by running Q on the state |0n〉 and tracing out the non-output qubits. Watrous showed QSDα,β is
complete for honest-verifier-QSZK (QSZKHV) when 0 ≤ α < β2 ≤ 1. He further showed that QSZKHV
is closed under complement, that any problem in QSZKHV has a 2 message proof system and a 3 mes-
sage public-coin proof system and also that QSZK ⊆ PSPACE. Subsequently, in [Wat06], he showed that
QSZKHV = QSZK.
The above results have classical analogues. However, in the classical setting there is another canonical
complete problem, the Entropy Difference problem (ED). There is a natural quantum analogue to ED, the
Quantum Entropy Difference problem (QED), that given two quantum circuits Q0, Q1 as inputs, accepts if
S(|Q0〉) − S(|Q1〉) ≥ 12 and rejects if S(|Q1〉) − S(|Q0〉) ≥ 12 (where S(ρ) is the Von-Neumann entropy
of the mixed state ρ). We show in this paper that QED is QSZK-complete.
The classical proof that ED is SZK-complete uses extractors. As we will see in the paper, our definition
turns out to be exactly what is needed for showing that QED is QSZK-complete.
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1.5 Summary and organization
To conclude, our contributions are:
• We define quantum expanders and extractors in a natural way.
• We show constant-seed quantum expanders exist, giving a quantum analogue of the [LPS88] constant-
degree classical expander.
• We show that QED is QSZK-complete.
• We show that QSZK is closed under boolean formula.
After the preliminaries (Section 2), we explain in Section 3 how to build the PGL(2,q) quantum expander.
The second part of the paper is devoted to proving the completeness of QED in QSZK. Much of the work
done here (but not all) is an adaptation of the results and techniques of the classical world to the quantum
setting. The proof that QED is in QSZK appears in Section 4. The proof uses a lemma relating entropy to
distance from uniform, which appears in Section 5. Also, the proof uses another problem, quantum entropy
approximation, and its relation to QED is discussed in Section 7. For this part we need the closure of QSZK
under Boolean formula that is discussed in Section 6. The reduction from QSD to QED appears in Section
8. We discuss some open problems in Section 9.
2 Preliminaries
2.1 Entropy of a density matrix
We first define the classical Renyi entropy. Let P = (p1, . . . , pm) be a classical probability distribution.
• The Shannon entropy of P is H(P ) =∑mi=1 pi lg 1pi .
• The min-entropy of P is H∞(P ) = mini lg 1pi .
• The Renyi entropy of P is H2(P ) = lg 1Col(P ) , where Col(P ) =
∑
p2i is the collision probability of
the distribution defined by Col(P ) = Prx,y[x = y] when x, y are sampled from P .
Now let ρ ∈ D(V ) be a density matrix (where V is a Hilbert space, L(V ) is the set of linear operators
over V and D(V ) is the set of positive semi-definite operators in L(V ) with trace 1, i.e., all density matrices
over V ). Let α = (α1, . . . , αN ) be the set of eigenvalues of ρ. Since ρ is positive semi-definite, all these
eigenvalues are non-negative. Since Tr(ρ) = 1 their sum is 1. Thus we can view α as a classical probability
distribution. We define:
• The von Neumann entropy of ρ is S(ρ) = H(α).
• The min-entropy of ρ is H∞(ρ) = H∞(α).
• The Renyi entropy of ρ is H2(ρ) = H2(α).





Fact 2.1. For any distribution P , H∞(P ) ≤ H2(P ) ≤ H(P ) and 2H∞(P ) ≥ H2(P ).
Lemma 2.1. Let T be a normal linear operator with eigenspaces V1, . . . , Vn and corresponding eigenvalues
λ1, . . . , λn in descending absolute value. Suppose u and w are vectors such that u ∈ Span {V2, . . . , Vn}
and w ⊥ u (w does not necessarily belong to V1). Then
||(T (u + w))||2 ≤ |λ2|2||u||2 + |λ1|2||w||2.
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Proof. Let {vj} be an eigenvector basis for T with eigenvalues δj (from the set {λ1, . . . , λn}). Writing
u =
∑
j αjvj and w = βv +
∑
j βjvj with vj ∈ Span {V2, . . . , Vn} and v ∈ V1, we get:
||T (u+ v)||2 = ||λ1βv +
∑
j




|δj |2|αj + βj |2
≤ |λ1|2|β|2 + |λ2|2
∑
j
|αj + βj |2






















|βj |2) + |λ2|2
∑
j
|αj |2 = |λ2|2||u||2 + |λ1|2||w||2.




jβj = 〈u|v〉 = 0 because of the orthogonality of u
and w.
The proof of the following facts can be found in [NC00].
Fact 2.2. (Joint entropy theorem) Suppose pi are probabilities, |i〉 are orthogonal states for a system A,










Fact 2.3. (Fannes’ inequality) Suppose ρ and σ are density matrices over a Hilbert space of dimension d.
Suppose further that the trace distance between them satisfies t = ‖ ρ− σ ‖tr ≤ 1/e. Then
|S(ρ)− S(σ)| ≤ t(ln d− ln t).
The following lemma is taken from [ANTSV02]. It can be proved using Holevo’s bound.
Lemma 2.2. (Lemma 3.2, [ANTSV02]) Let ρ0 and ρ1 be two density matrices, and let ρ = 12(ρ0 + ρ1). If
there exists is a measurement with outcome 0 or 1 such that making the measurement on ρb yields the bit b
with probability at least p, then
S(ρ) ≥ 1
2
[S(ρ0) + S(ρ1)] + (1−H(p)).
2.2 Trace distance
The statistical difference between two classical distributions P = (p1, . . . , pm) and Q = (q1, . . . , qm) is
SD(P,Q) = 12
∑m
i=1 |pi − qi|, i.e., half the ℓ1 norm of P − Q. This can be generalized to the quantum
world by defining the trace-norm of a matrix X ∈ L(V ) to be ‖X ‖tr = Tr(|X|), where |X| =
√
XX†,
and defining the trace distance between density matrices ρ and σ to be 12 ‖ ρ− σ ‖tr.
In the classical world SD(P,Q) = maxS P (S) −Q(S), i.e., it describes the maximal probability with
which one can distinguish the two distributions. The trace distance achieves the same for density matrices,
as is captured in:
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Fact 2.4. (e.g., [NC00]) Let ρ0 and ρ1 be two density matrices. Then there exists a measurement O with
outcome 0 or 1 such that making the measurement on ρb yields the bit b with probability 12 +
‖ ρ0−ρ1 ‖tr
2 .
Furthermore, no measurement can distinguish the two density matrices better.
Combining the last fact with Lemma 2.2 we get
Lemma 2.3. Let ρ0 and ρ1 be two density matrices, and let ρ = 12(ρ0 + ρ1). Then
S(ρ) ≥ 1
2
[S(ρ0) + S(ρ1)] + (1−H(1
2
+
‖ ρ0 − ρ1 ‖tr
2
)).
As with classical distributions, the distance between density matrices can only decrease with computa-
tion, i.e.,
Fact 2.5. ([NC00]) Let ρ0 and ρ1 be two density matrices. Then for any quantum operation E it holds that
‖ E(ρ0)− E(ρ1) ‖tr ≤ ‖ ρ0 − ρ1 ‖tr.
Finally, we need the following simple facts:
1. For any Hermitian matrix T , ‖T ‖tr ≤
√
N · ||T ||2 (by a simple Cauchy-Schwartz).
2. ‖X ⊗ Y ‖tr = ‖X ‖tr · ‖Y ‖tr ([NC00])
2.3 The polarization lemma
We will require a theorem of Watrous [Wat02] (based on the work of [SV97] on SD) regarding a way to
manipulate trace distance.
Theorem 2.1. (Polarization lemma, Theorem 5 at [Wat02]) Let α and β satisfy 0 ≤ α < β2 ≤ 1.
Then there is a deterministic polynomial-time procedure that, on input (Q0, Q1, 1n) where Q0 and Q1 are
quantum circuits, outputs descriptions of quantum circuits (R0, R1) (each having size polynomial in n and
in the size of Q0 and Q1) such that
‖ |Q0〉 − |Q1〉 ‖tr ≤ α ⇒ ‖ |R0〉 − |R1〉 ‖tr ≤ 2−n,
‖ |Q0〉 − |Q1〉 ‖tr ≥ β ⇒ ‖ |R0〉 − |R1〉 ‖tr ≥ 1− 2−n.
2.4 Quantum expanders and extractors








In particular ρ− 1√
N
v1 = ρ− I˜ is perpendicular to the eigenvalue 1 eigenspace. Therefore,
||T (ρ)− I˜||2 = ||T (ρ− I˜)||2 ≤ λ2||ρ− I˜||2
= λ
2
[||ρ||2 − 〈ρ|I˜〉 − 〈I˜ |ρ〉+ ||I˜ ||2] = λ2[||ρ||2 − 1
N
] ≤ λ2||ρ||2.
Plugging H2(ρ) ≥ k = n− t we see that ||T (ρ) − I˜ ||2 ≤ λ22−(n−t). Using Cauchy-Schwartz




N ||T (ρ) − I˜||
≤
√
N · λ · 2−n−t2 = 2t/2 · λ = ǫ.
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2.5 Representation Theory Background
We survey some basic elements of representation theory. For complete accounts, consult the books of Serre
[Ser77] or Fulton and Harris [HF91]. The exposition below heavily uses the one given in [HRTS00].
A representation ρ of a finite group G is a homomorphism ρ : G → GL(V ), where V is a (finite-
dimensional) vector space over C and GL(V ) denotes the group of invertible linear operators on V . Fixing
a basis for V , each ρ(g) may be realized as a d × d matrix over C, where d is the dimension of V . As ρ is
a homomorphism, for any g, h ∈ G, ρ(gh) = ρ(g)ρ(h) (this second product being matrix multiplication).
The dimension dρ of the representation ρ is d, the dimension of V .
We say that two representations ρ1 : G → GL(V ) and ρ2 : G → GL(W ) of a group G are isomorphic
when there is a linear isomorphism of the two vector spaces φ : V → W so that for all g ∈ G, φρ1(g) =
ρ2(g)φ. In this case, we write ρ1 ∼= ρ2. Up to isomorphism, a finite group has a finite number of irreducible
representations; we let Gˆ denote this collection (of representations).
We say that a subspace W ⊂ V is an invariant subspace of a representation ρ : G → GL(V ) if
ρ(g)W ⊆ W for all g ∈ G. The zero subspace and the subspace V are always invariant. If no nonzero
proper subspaces are invariant, the representation is said to be irreducible.
If ρ : G → GL(V ) is a representation, V = V1 ⊕ V2 and each Vi is an invariant sub-space of ρ, then
ρ(g) defines two linear representations ρi : G → GL(Vi) such that ρ(g) = ρ1(g) + ρ2(g). We then write
ρ = ρ1 ⊕ ρ2. Any representation ρ can be written ρ = ρ1 ⊕ ρ2 ⊕ . . . ⊕ ρk, where each ρi is irreducible. In
particular, there is a basis in which every matrix ρ(g) is block diagonal, the ith block corresponding to the
ith representation in the decomposition. While this decomposition is not, in general, unique, the number of
times a given irreducible representation appears in this decomposition (up to isomorphism) depends only on
the original representation ρ.
A representation ρ of a group G is also automatically a representation of any subgroup H . We refer to
this restricted representation on H as ResHρ. Note that even representations that are irreducible over G
may be reducible when restricted to H .
Let G be an Abelian group of cardinality N . The group algebra C[G] of G is a vector space of di-
mension N over C, with an orthonormal basis {|g〉 | g ∈ G} and multiplication ∑ ag |g〉 ·∑ bg′ |g′〉 =∑
g,g′ agbg′ |g · g′〉. The group algebra is isomorphic to the set {f : G→ C} with the isomorphism being
f →∑g f(g) |g〉. The inner product in C[G] translates to the familiar inner product 〈f, h〉 =∑g f(g)h(g).
The regular representation ρreg : G → GL(V ) is defined by ρreg(s) : ex 7→ esx, for any x ∈ G. V has
dimension |G| and, with the basis above, ρreg(g) is a permutation matrix for any g ∈ G.
An interesting fact about the regular representation is that it contains every irreducible representation of
G. In particular, if ρ1, . . . , ρk are the irreducible representations of G with dimensions dρ1 , . . . , dρk , then
ρreg = dρ1ρ1 ⊕ · · · ⊕ dρkρk,
so that the regular representation contains each irreducible representation ρ exactly dρ times.
In the quantum setting we identify eg with |g〉, and the function f : G→ C with the state
∑
g∈G f(g) |g〉.
In this notation the linear transformation ρreg(s) is ρreg(g) =
∑
x |sx〉〈x|.
The Fourier transform over G is a unitary transformation F mapping the standard basis {|g〉 : g ∈ G}
to the basis of the invariant subspaces of ρreg. That is for any g ∈ G the matrix Fρreg(g)F † is a block-
diagonal matrix, where each block corresponds to ρ(g) for some irreducible representation ρ of G. The
Fourier transform is unique, up to a permutation of the blocks and up to a choice of basis for ρ for each
irreducible ρ.
Let Ĝ denote the set of all inequivalent irreducible representations of G. For a representing ρ let dρ









|G|ρi,j(g) |ρ, i, j〉 .
This transformation is unique up to a choice of a unitary map between Span
{
|ρ, i, j〉 : ρ ∈ Ĝ, 1 ≤ i, j ≤ dρ
}
and Span {|g〉 : g ∈ G}.
The following analysis shows that F is indeed a Fourier transform, in the sense that it block diagonalizes














































































ρi,j(x)ρ′i′,j′(x) = δρ,ρ′δi,i′δj,j′ .
3 Quantum expanders from non-Abelian Cayley graphs
As we said before, our quantum expander takes two steps on a Cayley expander (over the group PGL(2,q))
with a basis change between each of the steps, and the basis change is a carefully chosen transformation.
First, in Subsection 3.1, we define and analyze taking one step on a (Abelian or non-Abelian) Cayley
graph. Then, in Subsection 3.2 we analyze the Abelian case. We do not use the results of Subsection 3.2 for
analyzing PGL(2,q), but never the less we recommend reading this section because many of its techniques
are later on generalized to the non-Abelian case. Then, we study a general template for constructing quantum
expanders over non-Abelian groups with a certain property (Subsections 3.3, 3.4). Finally, we show that
PGL(2,q) has this required property (Subsection 3.5).
3.1 A single step on a Cayley graph
We now fix an arbitrary (Abelian or non-Abelian) group G of order N , and a subset S of group elements
closed under inverse. The Cayley graph associated with S, C(G,S), is a graph over |G| elements, with an
edge between (g1, g2) iff g1 = g2s for some s ∈ S. C(G,S) is a regular directed graph of degree |S|. It
is undirected because S is closed under inverse. It is connected iff S is a set of generators. Rather then
thinking of the Cayley graph as a graph, we prefer to think of it as a linear operator over C[G]. We associate
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the graph with the operator that is its normalized adjacency matrix M (the normalization is such that the
operator norm is 1). This operator is thus M = 1|S|
∑
s∈S |xs〉〈x| 1.
Notice that M = C(G,S) is a symmetric operator, and therefore diagonalizes with real eigenvalues. We
denote by λ1 ≥ . . . ≥ λN the eigenvalues ofM with orthonormal eigenvectors v1, . . . , vN (i.e., ‖ vi ‖2 = 1).
As M is regular, we have λ1 = 1 and λ = maxi>1 |λi| ≤ 1.
We now define our basic superoperator T : L(C[G])→ L(C[G]). The superoperator has a register S of
dimension |S| that is initialized at
∣∣0〉. It does the following:
• It first applies Hadamard on register S (getting into the density matrix 1|S|ρ⊗
∑
s,s′ |s〉〈s′|).
• Then, it applies the unitary transformation U : |g, s〉 → |gs, s〉. This transformation is a permutation
over the standard basis, and hence unitary. It is also classically easy to compute in both directions,
and therefore has an efficient quantum circuit.
• Finally, it measures register S.
Thus we have: T (ρ) = TrS[ U(I ⊗H)(ρ⊗
∣∣0〉〈0∣∣)(I ⊗H)U † ].
We begin by identifying the eigenvectors and eigenvalues of T . We may think of an eigenvector vi ∈ CN
as an element of C[G], |vi〉 =
∑
g vi(g) |g〉. We also define the linear transformation R : C[G]→ L(C[G])
by R |g〉 = |g〉〈g|. With this notation we define:




Lemma 3.1. The vectors {µi,g | i = 1, . . . , N, g ∈ G} form an orthonormal basis of L(C[G]), and µi,g is
an eigenvector of T with eigenvalue λi,g = λi.
Proof. We first notice that T (|g1〉〈g2|) = TrS [ 1|S|
∑
s1,s2
U |g1, s1〉〈g2, s2|U †] = 1|S|
∑
s |g1s〉〈g2s|. 2 Now,





































vi(x) |x〉)) = ρreg(g)R(M |vi〉)
= ρreg(g) · R(λi |vi〉) = λiρreg(g)R(|vi〉) = λiµi,g.
1In our definition the generators act from the right. Sometimes the Cayley graph is defined with left action, i.e., g1 is connected























|sx〉 and so the right action is
M and the left action is PMP−1, and therefore they are similar and in particular have the same spectrum.
2We remark that if we think of T as an operator over C[G× G] (identifying |x〉〈y| with |x, y〉) then T itself is a Cayley graph
with the set of operators being {(s, s) | s ∈ S}. Furthermore, if we look at W = {(g, g) | g ∈ G} then W is a subgroup of G×G
and W is invariant under T . In general, for every (g1, g2) ∈ G× G, the left coset (g1, g2)W = {(g1g, g2g) | g ∈ G} is invariant
under T .
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To see orthonormality notice that for g1 6= g2, Tr(µi,gµ†i′,g′) = 0 simply because for all (k, ℓ) for at least
one of the matrices the (k, ℓ) entry is zero. If g1 = g2 = g then Tr(µi,gµ†i′,g′) = 〈vi′ |vi〉 = δi,i′ . As the
number of vectors {µi,g} is N2 they form an orthonormal basis for L(C[G]).
Given v ∈ C[G] we can decompose it and express it as v = v|| + v⊥ where v|| ∈ Span {|v1〉} and
v⊥ ∈ Span {|v2〉 , . . . , |vN 〉}. In analogy, for A ∈ L(C[G]) we can decompose it to A = A|| + A⊥ where
A|| ∈ µ|| = Span {µ1,g | g ∈ G} and A⊥ ∈ µ⊥ = Span {µi,g | i 6= 1, g ∈ G}. Notice that T has eigenvalue
λi on µi,g and so in particular has eigenvalue 1 = λ1 on µ||. Also, let us denote λ = maxi6=1 |λi|. We have:
Claim 3.1. For any A ∈ µ⊥, ‖T (A) ‖2 ≤ λ2 ‖A ‖2.
Proof. Express A = ∑i6=1,g βi,gµi,g. Then ‖A ‖2 = ∑i6=1,g |βi,g|2 and T (A) = ∑i6=1,g βi,gλiµi,g. In
particular, ‖T (A) ‖2 =∑i6=1,g |βi,g|2|λi|2 ≤ λ2 ‖A ‖2.
3.2 The Abelian Expander
In this section we describe a quantum expander based on a Cayley graph of an Abelian group, G. When
G is Abelian, all the irreducible representations are of dimension 1 and these are the group characters 3.
There are exactly |G| different characters, and we can associate each g ∈ G with a character χg such that
χg(x) = χx(g). We associate each character χ with the norm one vector |χg〉 = 1√N
∑
x χg(x) |x〉 in C[G].
The eigenvectors of the Cayley graph are exactly the set of characters |vg〉 = |χg〉.
We now describe the quantum expander. We let U be the Fourier transform over G, i.e., the unitary
transformation mapping |g〉 to |χg〉. Our expander is the superoperator
E(ρ) = T (UT (ρ)U †).
We claim:
Claim 3.2. Uµg,iU † = χi(g−1) · µi,g−1 .
Proof.
Uµg,iU











































−1) · ρreg(g−1)R |χi〉 = χi(g−1) · µi,g−1
We claim:
Lemma 3.2. E is a (|S|2, λ) quantum expander.
3A character is a homomorphism from G to C, .i.e., a function χ : G→ C such that χ(g1g2) = χ(g1)χ(g2).
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Proof. It is easy to check that E(I˜) = I˜ . Furthermore, fix any ρ ∈ D(C[G]) that is perpendicular to I˜ .
Write ρ = ρ|| + ρ⊥ where ρ|| ∈ W = Span {µ1,g | 1 6= g ∈ G} and ρ⊥ ∈ µ⊥. Given Claim 3.2 one can
verify that E(ρ||)⊥E(ρ⊥). In particular
||E(ρ)||2 = ||E(ρ||)||2 + ||E(ρ⊥)||2
≤ ||T (Uρ||U †)||2 + ||T (ρ⊥)||2
≤ λ2||ρ||||2 + λ2||ρ⊥||2 = λ2||ρ||2.
The first inequality is due to the fact that T has eigenvalue 1 on ρ|| and both T and U have operator norm
at most 1. The second inequality is by Claims 3.2 and 3.1.
The seed bound comes from the fact that the superoperator E traces out exactly 2 log |S| registers, and
thus can increase its input’s entropy by at most 2 log |S|.
3.3 Template for a quantum expander over a general group
In this subsection we show how to construct a quantum expander over any group G that possess some general
property. We later show that the PGL(2, q) group possesses this property.
Similar to the Abelian case, the expander will be of the form
E(ρ) = T (UT (ρ)U †),
where U will be the Fourier transform over G. Unlike the Abelian case, in the non-Abelian case G has many
representations of dimension greater than 1. Thus, a significant part of describing U will be to describe the
basis for each one of the ρreg-invariant subspaces. The property that we need from the unitary transformation
U is:
Definition 3. We say U is a good basis change if for any g1 6= 1 it holds that
Tr(Uρreg(g1)U
†ρreg(g2)) = 0. (1)
The intuition behind this choice is as follows. As before, let W = Span {ρreg(g) : g 6= 1 ∈ G} be the
set of eigenvectors of T with eigenvalue 1 (besides the identity). Since each of these eigenvectors was not
shrunk by T in the first step, it is necessary to move them into a perpendicular subspace, such that the second
step will shrink them. If U is a good basis change this indeed happens as captured in:
Claim 3.3. If ρ ∈W and U is a good basis change then UρU † ⊥ µ||
Proof. {ρreg(g) : g ∈ G} is an orthonormal basis for µ||. {ρreg(g) : g 6= 1 ∈ G} is an orthonormal basis for
W . Therefore, it is enough to verify that Tr(Uρreg(g1)U †ρreg(g2)†) = 0 for any g1 6= 1 and for any g2.
Since ρreg(g2)† = ρreg(g−12 ), this follows directly from Property (1).
We claim:
Lemma 3.3. If U is a good basis change then E is a (|S|2, λ) quantum expander.
Proof. It is easy to check that E(I˜) = I˜ . Furthermore, fix any ρ ∈ D(C[G]) that is perpendicular to I˜ .
Write ρ = ρ|| + ρ⊥ where ρ|| ∈ W = Span {µ1,g | 1 6= g ∈ G} and ρ⊥ ∈ µ⊥. Now it is not true any
more that E(ρ||)⊥E(ρ⊥). However, we know that T (ρ||)⊥T (ρ⊥), and therefore so do σ|| = UT (ρ||)U †
and σ⊥ = UT (ρ⊥)U †, σ||⊥σ⊥. Also, by Claim 3.3 σ||⊥µ||. Thus, by Lemma 2.1:
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||E(ρ)||2 = ||T (σ|| + σ⊥)||2
≤ λ2||σ||||2 + ||σ⊥||2
= λ
2||UT (ρ||)U †||2 + ||UT (ρ⊥)U †||2
= λ
2||T (ρ||)||2 + ||T (ρ⊥)||2
≤ λ2||ρ||||2 + λ2||ρ⊥||2 = λ2||ρ||2.
The seed bound comes from the fact that the superoperator E traces out exactly 2 log |S| registers, and
thus can increase its input’s entropy by at most 2 log |S|.
3.4 A combinatorial property that guarantees Property (1)
Let H be a subgroup of G and let T be a right transversal for H . Then any group element g ∈ G can be
expressed uniquely as g = h · t such that h ∈ H and t ∈ T . We denote the coset of g by coset(g) =
cosetH,T (g) = t and the index of g in the coset by index(g) = indexH,T (g) = h ∈ H .
Definition 4. Let f be a bijection from
{
(ρ, i, j) | ρ ∈ Ĝ, 1 ≤ i, j ≤ dρ
}
to G. We say that f is consistent if
there exists a tower of subgroups G ≥ H1 ≥ . . . ≥ Hk and a matching set of right transversals T1, . . . , Tk
such that for any ρ ∈ Ĝ there exists 1 ≤ z ≤ k, and the following holds:
• (Every copy of ρ is contained in some coset) coseti,j = cosetHz ,Tz(f(ρ, i, j)) is independent of i, and,
• (Different copies of ρ are placed in the same indices) indexi,j = indexHz ,Tz(f(ρ, i, j)) is independent
of j.
Another, equivalent, formulation of consistency, is that for any ρ ∈ Ĝ there exists 1 ≤ z ≤ k such that
f(ρ, i, j) = hitj (2)
for some hi ∈ Hz , tj ∈ Tz , i, j = 1, . . . , dρ.
Observe that wether f is consistent or not depends on the subgroup structure of G, as well as the number
and dimension of the irreducible representations of G. It does not depend, however, on the actual irreducible
representations of G. We now give two examples.
Example 3.1. (Abelian groups). Any bijection is consistent because all irreducible representations are of
dimension one.
Example 3.2. (The dihedral group) The Dihedral group Dm is the group of rotations and reflections of a
regular polygon with m sides. Its generators are r, the rotation element, and s, the reflection element. This
group has 2m elements and the defining relations are s2 = 1 and srs = r−1. We shall argue this group
has a consistent mapping for odd m (although it is true for even m as well). The Dihedral group has m−12
representations ρℓ of dimension two and two representations of dimension one τ1, τ2.
Our consistent mapping f(ρ, i, j) is:
f(ρ, i, j) =

1 If ρ = τ1, i = j = 1
s If ρ = τ2, i = j = 1
r2(ℓ−1)+isj If ρ = ρℓ
To see that f is consistent we look at the cyclic group H = Zm =
{
1, r, . . . , rm−1
}
of Dm and its
transversal T = {1, s}. For the consistency we see that if ρ is one-dimensional there is nothing to prove. If
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ρ is two-dimensional, each of the two copies of ρ (j = 1, 2) is mapped into a coset, and for every i, the two
copies get the same index r2(ℓ−1)+i within the coset. Therefore f is consistent. One can also see directly
that Equation (2) is satisfied.
We note that we could have chosen another mapping f ′ that is consistent with respect to the subgroup
{1, s} and its transversal set {1, r, . . . , rm−1}.
Our claim is that any group that has a consistent mapping can be used to construct quantum expanders.
The parameters of the expander depend on the parameters of the classical Cayley graph given by the group.
Optimally, we will want a group that has:
• A constant degree Cayley expander.
• A consistent mapping.
• An efficient quantum Fourier transform.
Abelian groups have the last two. In the next section we will show that PGL(2,q) has the first two (it is
an open problem to find an efficient implementation of the quantum Fourier transform over PGL(2,q)).
Lemma 3.4. Let G be a group that has a consistent mapping f , and let F be the Fourier transform over G,
F |g〉 =∑ρ∈ bG∑1≤i,j≤dρ√ dρ|G|ρi,j(g) |ρ, i, j〉. Define the unitary mapping
S : |ρ, i, j〉 7→ ωijdρ |f(ρ, i, j)〉
where ωdρ = e2πi/dρ , and set U to be the unitary transformation U = SF . Then U has property (1)
and is a good basis change.
Before we proceed to the formal proof we give an intuitive explanation. We will see that we can focus
separately on the contribution of each irreducible representation ρ. Say the dρ copies of ρ appear consistently
in cosets of H . If g2 6∈ H we immediately get zero contribution, because entry-wise Uρreg(g1)U † (which is
block-diagonal with blocks that are contained in cosets of H) and ρreg(g2) (which
has non-zero elements only outside H blocks) do not have an entry where both are non-zero. Notice
that here we used the fact that each copy of ρ is inside a coset of H . If, on the other hand, g2 ∈ H , we use
the second part of consistency, saying that different copies of ρ have the same index within H . Then, we get
sums over dρ elements, with only changing phases, and the phases were engineered such that they sum up




































Therefore, it suffices to show that for any ρ, i, i′ we have Tr
(∑dρ





0. Fix ρ ∈ Ĝ and i, i′ ∈ {1, . . . , dρ}. Since f is consistent, there exists a subgroup H and its transversal




































where the last equality is because we get a non-zero value iff x = hitj and hi′tj = g2x, which happens
iff hitj = g−12 hi′tj , i.e., g2 = hi′h
−1
i . However, when g2 = hi′h
−1






expression itself is zero when i 6= i′.











= Tr (ρreg(g1)) = 0,
where the last equality follows because g1 6= 1.
3.5 The construction of the PGL(2,q) quantum expander
We work with the group G = PGL(2, q) of all 2 × 2 invertible matrices over Fq modulo the group center
(the set of scalar matrices). This is one of the groups used by [LPS88] to construct Ramanujan expander
graphs. We shall use the template from the previous section to construct our expander. Thus, all that is left
to show is that G has a consistent mapping.
The irreducible representations of this group are:
• q−32 representations of dimension q + 1.
• q−12 representations of dimension q − 1.
• 2 representations of dimension q.
• 2 representations of dimension 1.
We denote by ρdx the xth representation of dimension d (these are all non-equivalent irreducible repre-
sentations).











. H1 is a Dihedral subgroup of G with 2q elements. The first
matrix is the reflection, denoted by s, and the second is the rotation, denoted by r). This group has a cyclic
subgroup H2 = Zq (the group generated by r).
Let ℓ = (q−1)(q+1)2 and let T1 = {t1, . . . , tℓ} be a transversal for H1 (its size comes from the fact that
|G| = q(q − 1)(q + 1) = 2qℓ). It follows that T2 = {t1, st1, . . . , tℓ, stℓ} is a transversal for H2.
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Figure 1: The consistent mapping of PGL(2,q).
f(ρ1x, 1, 1) = stx+ (q−3)(q+1)
2
f(ρq−1x , i, j) = r
ist(x−1)(q−1)+j










f(ρq+1x , i, j) =
{
ri−1t(x−1)(q+1)+j i ≤ q
st(x−1)(q+1)+j i = q + 1
In Figure 1 we show this consistent mapping visually. The figure shows the block-diagonal structure of
the regular representation (after applying the Fourier transform). Each rectangle is an irreducible representa-
tion. Each color represents a different dimension: black rectangles correspond to irreducible representations
of dimension q, gray rectangles correspond to irreducible representations of dimension q−1 and dotted rect-
angles correspond to irreducible representations of dimension q+1. Notice that all rectangles fit into larger
block diagonal rectangles of dimension 2q, marked with dashed lines. These larger rectangles correspond to
cosets of H1. It is straightforward to verify that for any q + 1 dimensional representation (dotted rectangles
in the figure), the consistency condition is satisfied by H1 and that for any other representation (black and
gray rectangles in the figure), the consistency condition is satisfied by H2.
We are ready to prove Theorem 1.1:
Proof. (Of Theorem 1.1) By Lemma 3.3, Lemma 3.4 and the description of the consistent mapping above,
we know that E is a (|S|2, λ) quantum expander.
By the [LPS88] construction we know that there exists a Cayley graph for PGL(2, q) with λ2 ≤ 4|S| .
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Plugging this Cayley graph gives us a ( 16
λ
4 , λ) quantum expander.
4 QED is in QSZK
4.1 Entropy Approximation
In QEA we get one circuit Q and a given threshold t. The yes instances are those with S(|Q〉) ≥ t + 12
and the no instances are those with S(|Q〉) ≤ t− 12 . The promise problem QEA is a sub problem of QED.
Never the less, as in the classical setting, if QEA ∈ QSZK then so does QED, we give the proof in Section
7. Our proof follows the classical case, and uses the closure under formula which we prove for the quantum
case in Section 6. Notice that we do not have a reduction from QED to QEA, but rather the assertion that if
QEA is in QSZK then so does QED. We now turn to showing that QEA ∈ QSZK. It suffices to prove:
4.2 QEA ≤ QSD
We first give the classical intuition why EA reduces to SD. We are given a circuit C and we want to
distinguish between the cases the distribution it defines has substantially more or less than t entropy. First
assume that the distribution is flat, i.e., all elements that have a non-zero probability in the distribution,
have equal probability. In such a case we can apply an extractor on the n output bits of C , hashing it to
about k output bits. If the input distribution has high entropy, it also has high min-entropy (because for
flat distributions entropy is the same as min-entropy) and therefore the output of the extractor is close to
uniform. If, on the other hand, the circuit entropy is less than k−d−1, where d is the extractor seed length,
than even after applying the extractor the output distribution has at most k− 1 entropy, and therefore it must
be far away from uniform. We get a reduction to SD.
Of course there are a few gaps to complete. First, our source is not necessarily flat. This is solved in the
classical case by taking many independent copies of the circuit, which makes the output distribution ”close”
to ”nearly-flat” (exact parameters will be given soon). Also, we need to amplify the gap we have between
entropy t + 1 and t − 1 to a gap larger than d (the seed length). This can also be done by taking many
independent copies of C , because S(C⊗q) = qS(C).
In the quantum case, however, we need to tackle a new problem: we need to find the quantum analogue
of a classical extractor. Our Definition 2 is exactly what is needed here, and indeed the problem of showing
that QEA ≤ QSD lead us to our definition. Also, as we discussed before, we only know how to build
balanced extractors, and not unbalanced ones (and we even suspect these do not exist). Never the less
balanced extractors are sufficient for the proof, which we give below.
We start with flattening the matrix:
Definition 5. Let ρ be a density matrix, λ an eigenvalue of ρ and ∆ a positive number. We say that λ is
∆-typical if 2−S(ρ)−∆ ≤ λ ≤ 2−S(ρ)+∆.
Definition 6. A density matrix ρ is ∆-flat if for every t > 0, a measurement of ρ in its eigenvector basis
results an eigenvector with eigenvalue which is t∆-typical with probability ≥ 1− 2−t2+1.
Lemma 4.1. Let ρ be a density matrix and k a positive integer. Suppose that every non-zero eigenvalue of
ρ is at least 2−m. Then ⊗kρ is ∆-flat for ∆ = √km.
Proof. Let {λ1, . . . , λn} denote the set of eigenvalues of ρ. This implies the eigenvalues of ⊗kρ are
{λi1,...,ik : λi1,...,ik = λi1 · . . . · λik}. The entropy of ⊗kρ is S(⊗kρ) = k · S(ρ). Let A denote the set




j=0− log λij − k · S(ρ)| ≤ t∆
}
. Let p de-
note the probability that a measurement of ⊗kρ in its eigenvector basis results an eigenvalue which is not
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x ≤ 2 exp
(−2 · k · (t∆/k)2
m2
)
≤ 2 exp(−2t2) ≤ 2−t2+1.
Claim 4.1. QEA reduces to QSD.
Proof. Let (Q, t) be an input to QEA, where Q is a quantum circuit with n input qubits and m output qubits.
We first look at the circuit Q⊗q (for some q = poly(n) to be specified later). We apply an extractor on the
output of Q⊗q. Specifically, let E be a (qt, q(m − t) + 2 log(1ǫ ) + log(qm) + O(1), ǫ) quantum extractor
operating on qm qubits, where ǫ = 1/poly(n) will be fixed later. Such an extractor exists by Lemma 1.1
and Lemma 1.2. Let ξ = E(|Q〉⊗q) and let I˜ = 2−qmI . The output of the reduction is (ξ, I˜).
Claim 4.2. If (Q, t) ∈ QEAY then
∥∥∥ ξ − I˜ ∥∥∥
tr
≤ 5ǫ.
Proof. Since Q traces out at most n qubits, the eigenvalues of |Q〉 are all at least 2−n, we get by Lemma
4.1 that |Q〉⊗q is ∆-flat for ∆ = √qn. Thus, with probability at least 1 − 2−r2+1, a measurement of |Q〉
in its eigenvector basis results an eigenvector with eigenvalue which is r∆-typical. Let Λ denote the set
of r∆-typical eigenvalues of |Q〉, for r =
√
log(1ǫ ). We write |Q〉⊗q in its eigenvector basis |Q〉⊗q =∑
i λi |vi〉〈vi|. Let σ0 =
∑
λi∈Λ λi |vi〉〈vi|, and let σ1 = ρ⊗q −σ0. Thus, Tr(σ0) ≥ 1− 2−r
2+1
. Therefore,
∥∥∥ ξ − I˜ ∥∥∥
tr
=














Now we use the fact that 1Tr(σ0)σ0 is a density matrix with all its eigenvalues ≤ 2−q·S(ρ)+r∆ · 1Tr(σ0) ≤
2−q·S(ρ)+r∆+1. Thus, 1Tr(σ0)σ0 has min-entropy at least q·S(ρ)−r∆−1 ≥ q·(t+1)−r∆−1 since we started
with a yes instance for QEAY . We set the parameters such that q ≥ r∆+1, and thus our density matrix has
min-entropy at least qt and by the guarantee of our quantum extractor we get that
∥∥∥E( 1Tr(σ0)σ0)− I˜ ∥∥∥tr ≤ ǫ.
Therefore,
∥∥∥ ξ − I˜ ∥∥∥
tr
≤ ǫ+ 2−r2+2 ≤ 5ǫ, where the last inequality holds for r ≥
√
log(1ǫ ).
Claim 4.3. If (Q, t) ∈ QEAN then
∥∥∥ ξ − I˜ ∥∥∥
tr
≥ 1qm − 12qm .
Proof. Suppose that (Q, t) ∈ QEAN . By the definition of quantum extractors we get that
S(ξ) ≤ S(|Q〉⊗q) + q(m− t) + 2 log(1
ǫ
) + log(qm) +O(1)
≤ q(t− 1) + q(m− t) + 2 log(1
ǫ
) + log(qm) +O(1)
= qm− q + 2 log(1
ǫ
) + log(qm) +O(1) ≤ qm− 1,
where the last inequality follows if we choose the parameters such that q > 2 log(1ǫ )+ log(qm)+O(1). By
Lemma 5.1 we get that
∥∥∥ ξ − I˜ ∥∥∥
tr
≥ 1qm − 12qm as required.
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qn+1 and q > 2 log(1ǫ )+log(qm)+O(1).





. This ensures a gap which can be amplified by Theorem 2.1 to any
desired gap, which completes the proof. These constraints can be easily satisfied by choosing q and ǫ−1 to
be appropriately large polynomials in n.
5 Relating entropy to trace distance from the completely mixed state
Now we relate the distance of a density matrix from uniform to a bound on its entropy. Consider the
following classical random variable X over {0, 1}n: with probability ǫ, X samples the fixed string 0n and
with probability 1 − ǫ, X is uniformly distributed over {0, 1}n. This X has distance about ǫ from uniform
(ǫ+ 1−ǫ2n − 12n to be exact) and its entropy is S(ρ) ≤ (1− ǫ)n+H(1− ǫ). We show that this is essentially
the worst possible:
Lemma 5.1. Let ρ be a density matrix over n qubits and ǫ > 0. If S(ρ) ≤ (1 − ǫ)n then ∥∥ ρ− 12n I ∥∥tr ≥
ǫ− 12n .
Proof. We prove the counter-positive. Let ρ be a density matrix with ∥∥ ρ− 12n I ∥∥tr < ǫ − 12n and minimal
Shannon entropy. Writing ρ in its eigenvector basis we get ρ =
∑2n
i=1 λi |vi〉〈vi|. W.l.o.g let us assume λ1 is




i |λi− 12n |. For any eigenvalue λi > 12n ,
where i 6= 1, we can modify the eigenvalues of ρ such that λ1 ← λ1 + (λi − 12n ) and λi ← 12n . Since both
λ1 and λi are ≥ 12n , this does not affect
∥∥ ρ− 12n I ∥∥tr. Moreover, we claim this operation only decreases
S(ρ):
Lemma 5.2. Let ρ =
∑2n
i=1 λi |vi〉〈vi| be a density matrix over n qubits with eigenvalues (λ1 ≥ . . . ≥ λ2n).
Let λj > ǫ > 0 for some j > 1. Let δ1 = λ1 + ǫ, δj = λj − ǫ and δi = λi for i 6= 1, j and let
σ =
∑2n
i=1 δi |vi〉〈vi|. Then S(ρ) ≥ S(σ).





λi − 2−n = λ1 − 2−n. As
∥∥∥ ρ− I˜ ∥∥∥
tr










λi · n > (1− ǫ)n.
which completes the proof.
Proof. (Of Lemma 5.2) f(x) = x log x−1 is concave. Therefore, for λj = δj+ ǫ = (1− ǫδ1−δj )δj+ ǫδ1−δj δ1
we get: f(λj) ≥ (1 − ǫδ1−δj )f(δj) + ǫδ1−δj f(δ1). Similarly, f(λ1) ≥ ǫδ1−δj f(δj) + (1 − ǫδ1−δj )f(δ1).
Together, f(λj) + f(λ1) ≥ f(δj) + f(δ1). Therefore,
S(ρ)− S(σ) = λ1 log λ−11 + λj log λ−1j − δ1 log δ−11 − δj log δ−1j
= f(λ1) + f(λj)− f(δ1)− f(δj) ≥ 0.
6 Closure under boolean formula
In order to prove that QED reduces to QSD we need to generalize another classical result about SZK to
QSZK, namely, closure under boolean formula. A special case of this is, e.g., that if Π ∈ QSZK then the
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promise problem that accepts (x1, x2) if x1 ∈ Πyes or x2 ∈ Πyes and rejects if both xi are in Πno, is also
in QSZK. Notice that as we deal with promise problems we have yes instances and no instances and also
”undefined” instances, and therefore we need to say how to treat those ”undefined” instances in our formula.
We define:




1 if x ∈ ΠY
0 if x ∈ ΠN
⋆ otherwise
and,
Definition 8. A partial assignment to variables v1, . . . , vk is k-tuple a = (a1, . . . , ak) ∈ {0, 1, ⋆}k. For a
propositional formula φ on variables v1, . . . , vk the evaluation φ(a) is recursively defined as follows:
vi(a) = ai, (φ ∧ ψ)(a) =

1 if φ(a) = 1 and ψ(a) = 1




1 if φ(a) = 0
0 if φ(a) = 1
⋆ otherwise
(φ ∨ ψ)(a) =

1 if φ(a) = 1 or ψ(a) = 1
0 if φ(a) = 0 and ψ(a) = 0
⋆ otherwise
Notice that, e.g., 0 ∧ ⋆ = 0 even though one of the inputs is ”undefined” in Π.
With that we define:
Definition 9. For any promise problem Π, we define a new promise problem Φ(Π) as follows:
Φ(Π)Y = {(φ, x1, . . . , xm) : φ(χΠ(x1), . . . , χΠ(xm)) = 1}
Φ(Π)N = {(φ, x1, . . . , xm) : φ(χΠ(x1), . . . , χΠ(xm)) = 0}
The following is an adaptation of the classical proof of [SV98] to the quantum setting:
Theorem 6.1. For any promise problem Π ∈ QSZK, Φ(Π) ∈ QSZK.
Proof. Let Π be any promise problem in QSZK. Since QSD is QSZK-complete, Π reduces to QSD. This
induces a reduction from Φ(Π) to Φ(QSD). Thus, it suffice to show that Φ(QSD) reduces to QSD.
Claim 6.1. Φ(QSD) reduces to QSD.
Proof. Letw = (φ, (X10 ,X11 ), . . . , (Xm0 ,Xm1 )) be an instance of Φ(QSD). By applying De Morgan’s Laws,
we may assume that the only negations in φ are applied directly to the variables. (Note that De Morgan’s
Laws still hold in our extended boolean algebra.) By the polarization lemma (Theorem 2.1) and by the
closure of QSZK under complement (as was shown by [Wat02]), we can construct in polynomial time pairs
of circuits (Y 10 , Y 11 ), . . . , (Y m0 , Y m1 ) and (Z10 , Z11 ), . . . , (Zm0 , Zm1 ) such that:
(Xi0,X
i
1) ∈ QSDY ⇒
∥∥ ∣∣Y i0〉− ∣∣Y i1〉 ∥∥tr ≥ 1− 13|φ| and ∥∥ ∣∣Zi0〉− ∣∣Zi1〉 ∥∥tr ≤ 13|φ|
(Xi0,X
i
1) ∈ QSDN ⇒
∥∥ ∣∣Y i0〉− ∣∣Y i1〉 ∥∥tr ≤ 13|φ| and ∥∥ ∣∣Zi0〉− ∣∣Zi1〉 ∥∥tr ≥ 1− 13|φ|
The reduction outputs the pair of circuits (BuildCircuit(φ, 0),BuildCircuit(φ, 1)), where BuildCircuit is
the following recursive procedure:
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BuildCircuit(ψ, b)
1. If ψ = vi, output Y ib .
2. if ψ = ¬vi, output Zib.
3. If ψ = τ ∨ µ, output BuildCircuit(τ, b) ⊗ BuildCircuit(µ, b).
4. If ψ = τ ∧ µ, output 12 (BuildCircuit(τ, 0) ⊗ BuildCircuit(µ, b)) + 12 (BuildCircuit(τ, 1) ⊗
BuildCircuit(µ, 1− b)).
Notice that the number of recursive calls equals the number of sub-formula of φ, and therefore the
procedure runs in time polynomial in |ψ| and |Xji |, i.e., polynomial in its input length.
We now turn to proving correctness by induction. For a sub-formula τ of φ, let
∆(τ) = ‖ (BuildCircuit(τ, 0) − BuildCircuit(τ, 1)) |0〉 ‖tr
We claim:
Claim 6.2. Let a = (χQSD(X10 ,X11 ), . . . , χQSD(Xm0 ,Xm1 )). 4 For every sub-formula ψ of φ, we have:
ψ(a) = 1 ⇒ ∆(ψ) ≥ 1− |ψ|
3|φ|
ψ(a) = 0 ⇒ ∆(ψ) ≤ |ψ|
3|φ|
Proof. By induction on the sub-formula of φ. It holds for atomic sub-formula by the properties of the Y ’s
and Z’s.
• The case ψ = τ ∨ µ.
If ψ(a) = 1 then either τ(a) = 1 or µ(a) = 1. W.l.o.g., say τ(a) = 1. In this case we have for any
i ∈ {0, 1} that BuildCircuit(τ, i) = E (BuildCircuit(ψ, i)), where E is the quantum operation tracing
out the registers associated with the µ sub-formula. Thus, by Fact 2.5 and by induction,




If ψ(a) = 0, then both τ(a) = µ(a) = 0.
Using
‖ ρ0 ⊗ ρ1 − σ0 ⊗ σ1 ‖tr ≤ ‖ ρ0 ⊗ ρ1 − σ0 ⊗ ρ1 ‖tr + ‖σ0 ⊗ ρ1 − σ0 ⊗ σ1 ‖tr
= ‖ ρ0 − σ0 ‖tr + ‖ ρ1 − σ1 ‖tr .
we get






4we remind the reader that χQSD(C1, C2) was defined in Definition 7.
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• The case ψ = τ ∧ µ.
Using






‖ (ρ0 − ρ1)⊗ (σ0 − σ1) ‖tr = ‖ ρ0 − ρ1 ‖tr ‖σ0 − σ1 ‖tr
where the equalities above follow because 2 ‖X ⊗ Y ‖tr = 2 ‖X ‖tr 2 ‖Y ‖tr. We get ∆(ψ) =
∆(τ) ·∆(µ).













If ψ(a) = 0, then, w.l.o.g., say τ(a) = 0. By induction




Let Ab = BuildCircuit(φ, b). By the above claim if w ∈ Φ(QSD)Y then ‖ (A−B) |0〉 ‖tr ≥ 2/3 and if
w ∈ Φ(QSD)N then ‖ (A−B) |0〉 ‖tr ≤ 1/3. Thus the claim follows.
7 If QEA ∈ QSZK Then QED ∈ QSZK.
Proof. By Theorem 6.1, if QEA ∈ QSZK then Φ(QEA) ∈ QSZK for any formula Φ. Therefore it suffices
to show that QED reduces to Φ(QEA), for some Φ. This is essentially the same reduction which is used by
[GSV99] for the classical case.
Claim 7.1. QED reduces to Φ(QEA), for some formula Φ.
Proof. Let (Q0, Q1) be an instance of QED. Let ξi = ⊗6 |Qi〉. The output of the reduction is
6n∨
t=1
[((ξ0, t) ∈ QEAY ) ∧ ((ξ1, t) ∈ QEAN )] .
If (Q0, Q1) ∈ QEDY then S(ξ0) ≥ S(ξ1) + 3. Thus, there exists an integer t such that (ξ0, t) ∈ QEAY
and (ξ1, t) ∈ QEAN . On the other hand, if (Q0, Q1) ∈ QEDN then S(ξ1) ≥ S(ξ0) + 3. Thus, every
integer t is either greater than S(ξ0) + 1 or smaller then S(ξ1)− 1. That is, for every t, (ξ0, t) ∈ QEAN or
(ξ1, t) ∈ QEAY .
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8 QSD ≤ QED
Theorem 8.1. For any 0 ≤ α < β2 ≤ 1, QSDα,β ≤ QED.
Proof. Given circuits Q0, Q1, We first apply the polarization lemma (Theorem 2.1) with n = m0 and obtain
circuits R0, R1. We then construct two circuits Z0 and Z1 as follows. Z1 is implemented by a circuit which
first applies a Hadamard gate on a single qubit b, measures b and then conditioned on the result it applies
either R0 or R1. The output of Z1 is 12 |0〉〈0| ⊗ |R0〉+ 12 |1〉〈1| ⊗ |R1〉. Z0 is the same as Z1 except that b is
traced out. The output of Z0 is 12 |R0〉+ 12 |R1〉. The output of C is simply a qubit in the completely mixed
state.
The reduction outputs the following pair of circuits: (Z0 ⊗ Z0 ⊗ C,Z1 ⊗ Z1).
The intuition behind the reduction is as follows. First consider the case when |R0〉 and |R1〉 are very
close to each other. the matrix 12 |R0〉+ 12 |R1〉 is very close both to |R0〉 and to |R0〉, thus we ”lose” the bit
of information telling us which circuit was activated. However, the matrix 12 |0〉〈0| ⊗ |R0〉+ 12 |1〉〈1| ⊗ |R1〉
does contain this bit of information, i.e. has increased entropy. On the other hand, whenever |R0〉 and |R1〉
are very far, the matrix 12 |R0〉 + 12 |R1〉 does contain almost the same amount of information as 12 |0〉〈0| ⊗
|R0〉+ 12 |1〉〈1| ⊗ |R1〉.
Claim 8.1. If (Q0, Q1) ∈ (QSDα,β)NO then (Z0 ⊗ Z0 ⊗ C,Z1 ⊗ Z1) ∈ QEDNO
Proof. We know that ‖ |Q0〉 − |Q1〉 ‖tr ≤ α. By the Polarization lemma (Theorem 2.1) we get ‖ |R0〉 − |R1〉 ‖tr ≤
2−m0 . By Fact 2.2,
S(|Z1〉) = 1
2
(S(|R0〉) + S(|R1〉)) + 1.
On the other hand, |Z0〉 is very close both to |R0〉 and to |R1〉. Specifically, ‖ |Z0〉 − |R1〉 ‖tr =∥∥ 1
2 |R0〉 − 12 |R1〉
∥∥
tr
≤ 2−m0 . Therefore, by Fannes’ inequality (Fact 2.3) |S(|Z0〉) − S(|R1〉)| ≤ 2−m0 ·
poly(m0) ≤ 0.1 , for large enough m0. Similarly, |S(|Z0〉)− S(|R0〉)| ≤ 0.1. It follows that
|S(|Z0〉)− 1
2
(S(|R0〉) + S(|R1〉))| ≤ 0.1.
Combining the two equations we get S(|Z1〉)−S(|Z0〉) ≥ 0.9. Thus, S(|Z1 ⊗ Z1〉)−S(|Z0 ⊗ Z0 ⊗ C〉) ≥
2 ∗ 0.9 − 1 = 0.8. Therefore, (Z0 ⊗ Z0 ⊗ C,Z1 ⊗ Z1) ∈ QEDNO
Claim 8.2. If (Q0, Q1) ∈ (QSDα,β)Y ES then (Z0 ⊗ Z0 ⊗ C,Z1 ⊗ Z1) ∈ QEDY ES
Proof. By the Polarization lemma (Theorem 2.1) ‖ ρ0 − ρ1 ‖tr ≥ 1 − 2−m0 . Using the Holevo bound
(Lemma 2.3) we get that S(|Z0〉) ≥ 12 [S(ρ0)+S(ρ1)] + 1−H(12 +
‖ ρ0−ρ1 ‖tr
2 ) ≥ 12 [S(ρ0) +S(ρ1)] + 1−
H(2−m0). By Fact 2.2 we know that S(|Z1〉 = 12(S(ρ0) + S(ρ1)) + 1. Therefore, S(|Z1〉) − S(|Z0〉) =
H(2−m0) < 0.1 for sufficiently large m0.
In particular, S(|Z1 ⊗ Z1〉)−S(|Z0 ⊗ Z0 ⊗ C〉) ≤ 2 ∗ 0.1− 1 = −0.8 and (Z0⊗Z0⊗C,Z1 ⊗Z1) ∈
QEDY ES
9 Open problems and discussion
Several intriguing open problems are raised by our definition of quantum extractors. Our definition applies
only to balanced extractors (functions from L(V ) to L(V )). One can easily extend the definition to unbal-
anced domains. However, it is not clear whether quantum extractors can hash a large domain to a much
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smaller domain without violating the second condition of Definition 2. It would also be interesting to deter-
mine whether quantum extractors (or extensions of them) are applicable for solving the privacy amplification
problem [KMR05, Ren05], or not. In addition, it would also be nice to find more applications of quantum
extractors.
Our construction of constant seed length extractor also raises many questions. First, the construction
is not efficient because we have not shown how to implement the Fourier transform U over PGL(2,q).
Second, our construction uses a general property that the underlying group has, which we call a consistent
mapping. This property requires a tight connection between the subgroups of the group and its irreducible
representations, which we believe is interesting in its own right. Finally, there are other constructions of
constant-degree expanders from non-Abelian Cayley graphs (e.g., the recent construction of [Kas05] based
on Sn and An) and it is natural to whether these groups have this property. This would be especially useful
if the underlying group will have an efficient quantum Fourier transform implementation (such as Sn).
The entropy-loss of a quantum extractor is the difference k + d − log(N), using the parameters of
Definition 2. The construction of [AS04] has log n + 2 log(1ǫ ) + O(1) entropy-loss. [AS04] also have a
second construction with entropy-loss 2 log(1ǫ )+O(1) but a very large seed d. Our construction has entropy-
loss 2(t+ log(1ǫ )). It seems we can gain back most of this entropy-loss using the techniques of [CRVW02].
In fact, one may also view our construction as first doing a small step over a low degree expander, then a
permutation (changing the basis) and then a small step over the same low degree expander again, and this
approach resembles the zig-zag construction [RVW00]. In fact, even the analysis follows the same line,
decomposing to parallel and perpendicular components, where for each one of the components one of the
two steps does the job while the other is wasted.
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