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Every integral homology 3-sphere is presented by a framed link with framing ±1 and
without linking numbers. Restricting such presentations, Habiro arranged Kirby calculus so
that it preserves framings and linkings and moreover showed that his calculus suﬃces to
relate all links with the same results. This paper provides an extension of his result for
manifolds of ﬁrst homology groups of odd prime orders. After deﬁning our set of links,
we establish Habiro calculus over it, and show that, for many orders, it works on those
manifolds. We further give the existence of the Casson–Walker invariant for them.
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1. Introduction
Integral framed links in S3 provide a way to present all connected smooth orientable closed 3-manifolds [16,28]. Kirby
calculus works to relate all equivalent presentations [12]. We regard the set of 3-manifolds as the set of framed links
with equivalence. Such aspect can be reﬁned for integral homology 3-spheres. Habiro [7] arranged Kirby calculus and, by
applying it for the set of ±1-framed links without linking numbers, he showed that it suﬃces to relate all equivalent
presentations.
We aim to show an extension of his result for other homology spheres. Let Jp denote the set of framed links without
linking numbers and with ±1-framing for all but one p-framed components. Then, for any odd prime p, his calculus suﬃces
to relate all links in Jp that have the same 3-manifold after surgery. One may ask if any manifold M with H1(M;Z) ∼= Z/pZ
is given by a link in Jp . It is true for |p| ∈ 4Z− 1 but false otherwise. It is true again if a manifold has linking form (1/p).
Thus, we can extend Habiro’s reﬁnement to manifolds of linking forms (±1/p).
Casson introduced his λ-invariant for integral homology 3-spheres by using SU(2)-representations of their fundamental
groups in 1985. Walker extended it to rational homology 3-spheres [1,6,14,25]. There is a surgery formula if a homology
sphere is presented by a link without linking numbers [9,14]. As applications, we use the formula to give re-construction of
λ-invariant for manifolds of linking forms (±1/p).
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Fig. 2. A band slide.
2. Kirby calculus and the main theorem
This section is organized as follows: In Section 2.1, we review some basic results. In Section 2.2, we study Habiro’s
reﬁnement of Kirby calculus for integral homology spheres. In Section 2.3, we deﬁne a set of framed links to state our main
result and we discuss when Habiro’s calculus works on manifolds of ﬁrst homology groups Z/pZ. For an application, see
Section 2.4.
2.1. Framed links
Dehn surgery is an operation to change a (closed) 3-manifold, replacing the tubular neighborhood of a knot by using
a torus homeomorphism (see [20,21]). The framing, the image of the meridian by the homeomorphism, determines the new
manifold. We assume that every framing is parallel to the knot in this paper. Then, call their linking number the surgery
coeﬃcient (or framing).
Any connected 3-manifold is obtained by surgery on an integral framed link [16,28]. Framed links yielding homeomorphic
result are related by a sequence of Kirby calculus [12], consisting of (de)stabilization and handle slide. A stabilization is to add
split trivial ±1-framed component and a handle slide (see Fig. 1) is to make a band connected sum of one component with
the framing of another one.
2.2. Habiro’s reﬁnement of Kirby calculus
When restricting ourselves to integral homology spheres, it is known that we obtain them from links with framings ±1
and linking numbers 0 (see [6,19]). Habiro arranged handle slides into a pair called a band slide (Deﬁnition 2.1 and Fig. 2),
preserving framings and linkings, and found a relation among the links resulting the same homology sphere.
Deﬁnition 2.1 (Band slide). After decomposing a link component into the band sum of two knots, we regard the core of the
band as the arc of a link and then perform a handle slide of the core over another link component (see Fig. 2).
Theorem 2.2 (Habiro). Suppose that two integral framed links in S3 have framings ±1 and linking numbers 0. They yield homeomor-
phic manifolds by surgery if and only if they are related by a sequence of (de)stabilizations, band slides and ambient isotopies.
2.3. Results
Habiro’s framed link has linking matrix diag(±1, . . . ,±1) (see Section 3). Consider links with diag(±1, . . . ,±1, p) instead
and Jp denotes their set.
Theorem 2.3. Let p be an odd prime. Suppose that two framed links in S3 have the linking matrices of the form diag(±1, . . . ,±1, p),
where the signs of 1 can be arbitrary. They yield homeomorphic manifolds if and only if they are related by a sequence of
(de)stabilizations, band slides and ambient isotopies.
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Let QHSp denote the set of 3-manifolds of ﬁrst homology groups Z/pZ. Is every manifold in QHSp obtained by a link
in Jp? It depends on p. We classify QHSp in terms of linking forms into two case and give positive answer for at least one
case.
For a ﬁnite Abelian group G , a non-singular bilinear Q/Z-valued form on G is called a linking form. Consider a link-
ing form φ on Z/pZ. Since φ(kx,kx) = k2φ(x, x) for a generator x, it is determined by the value φ(x, x) corresponding
to either (1/p) or (a/p). Here a denotes a ﬁxed quadratic non-residue modulo p (see [26, §5] or [11]). Considering
G := Torsion H1(M;Z) for a 3-manifold M , we deﬁne its linking form φ(M). It decomposes the set QHSp into the two
disjoint union as QHSp = QHS1p unionsqQHSap , where superscripts indicate types of linking forms.
Lemma 2.4. Let p be a positive prime with p ∈ 4Z − 1. Every 3-manifold M ∈ QHSp is presented by a framed link with linking
number 0. Moreover, the sign of the framing p is uniquely determined.
Proof. We may assume a = −1 since p ∈ 4Z − 1 (see [13]). Since φ(M) = (±1/p), we can diagonalize linking matrices of
any framed links presenting M into the unique matrix up to number of diagonal summands ±1. 
From Theorem 2.3 and Lemma 2.4, we have the following result:
Corollary 2.5 (Reﬁned Kirby calculus over QHS±1p ). Let p be a positive prime with p ∈ 4Z− 1. Suppose that two integral framed links
in S3 have linking matrix of the form diag(±1, . . . ,±1,±p). They yield homeomorphic manifolds by surgery if and only if they are
related by a sequence of (de)stabilizations, band slides and ambient isotopies.
We try to establish reﬁned Kirby calculus over QHSp for p ∈ 4Z + 1 but Lemma 2.4 happens to fail. Indeed, two knots
with framing ±5 may yield homeomorphic manifolds (see Fig. 3 or [25, p. 54]). Nevertheless, we can do it over QHS1p if we
agree that we must diagonalize every linking matrix into the form diag(±1, . . . ,±1, |p|). However, over QHSap , it is always
impossible to diagonalize linking matrices. We thus do not have a way to solve the following problem yet:
Conjecture 2.6. Let p be a positive odd prime. Suppose that two integral framed links in S3 have the same linking matrix. They yield
homeomorphic manifolds of ﬁrst homology groups Z/pZ by surgery if and only if they are related by a sequence of (de)stabilizations,
band slides and ambient isotopies.
2.4. Existence of the Casson–Walker invariant for QHS±1p
The Conway polynomial ∇(L; z) for an oriented link L in S3 satisﬁes axioms ∇(O ; z) = 1 and ∇(L+; z) − ∇(L−; z) =
−z∇(L0; z). Here O means the trivial knot and (L+, L−, L0) the usual skein triple with respect to a crossing of L. See [4,10].
Let L be an oriented ordered n-component framed link. If all linking numbers of L vanish, then following formula [9,14]
of the Casson–Walker invariant holds:
λ(M) = 2
∑
L′⊂L
ϕ(L′)
∏
{ j|K j⊂L′}
f −1j −
n∑
j=1
(| f j | − 1)(| f j | − 2)
12 f j
. (2.7)
Here L′ runs over all sublinks of L including the empty link, and ϕ(L′) ∈ Z is the coeﬃcient in zL′+1 in ∇(L′; z) (L′ is the
number of components of L′), and f j = 0 denotes the framing of jth component K j of L.
We put λ˜(L) as the right-hand side of (2.7) for a non-zero integral framed link. We have another combinatorial construc-
tion of λ invariant for QHS±1p since λ˜(L) preserves under reﬁned Kirby calculus and orientation reversal as follows:
Theorem 2.8. Let L be an oriented ordered non-zero integral framed link without linking numbers. Then, the function λ˜ deﬁned as in
the above paragraph preserves under (de)stabilization, band slide and orientation reversal of any component of L.
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We show it in Section 6. We work on Walker’s normalization, which does not divide λ by 2. Habiro remarked that
his theorem shows the existence of Casson’s invariant. Remark that the second summation of λ(QHS±1p ) is the constant
(|p| − 1)(|p| − 2)/12p corresponding to the value of the lens space L(−p,1). Moreover λ(QHS±1p ) = 0, that is, any manifold
in QHS±1p has non-zero λ-invariant.
The sections below are organized as follows: In Section 3, we review the matrix representation of sequences of signed
handle slides due to Habiro. We prove Theorem 2.3 in Section 4, which claims Proposition 4.4 proved in Section 5. We prove
Theorem 2.8 about our re-construction of λ-invariant in Section 6. In Appendix A, generators of orthogonal groups needed
in Proposition 4.4 are given.
3. Matrix representation of Kirby calculus
In this section, we review GL(n;Z)-valued representation of sequences of framed links related by handle slides. We do
not consider (de)stabilization. Moreover, we state Lemma 3.4. See [7] for details.
For oriented ordered framed n-component links L and L˜ (in S3), consider a sequence of re-ordering, orientation reversals
and handle slides sending L to L˜. It is decomposed into elementary moves of type pi, j , q j and w
±1
i, j for 1  i, j  n with
i = j. The pi, j-move exchanges orders i and j, the q j-move changes the orientation of the jth component and w±1i, j -move
is a handle slide of the ith component over the jth one respecting the orientations of the resulting link (see Fig. 4). Let
S(L, L˜) denote the set of sequences sending L to L˜. Note that it can be empty.
Then let ϕ associate the type of each move to a matrix as follows:
ϕ(L′
pi, j−−→ L′′) = ϕ(pi, j) = Pi, j := In − Ei,i − E j, j + Ei, j + E j,i, (3.1)
ϕ(L′
q j−−→ L′′) = ϕ(q j) = Q j := In − 2E j, j, (3.2)
ϕ(L′
w±1i, j−−−→ L′′) = ϕ(w±1i, j )= R±1j,i := In ± E j,i . (3.3)
Here In is the identity matrix, and Ei, j is the matrix unit with (i, j)-entry 1 and 0 otherwise. We deﬁne the composition of
moves as ϕ(L0
e1−−→ L1 e2−−→ L2) = ϕ(e1)ϕ(e2), using the convention to composite sequences from the right (unlike [7]).
For a sequence s, we call ϕ(s) ∈ GL(n;Z) the matrix value of s. A band slide is regarded as a composition of an al-
gebraically canceling pair of handle slides (see [7]). Therefore its matrix value is the identity matrix. Habiro showed the
converse.
Lemma 3.4 (Habiro). Let L and L˜ be oriented ordered framed links with n components. If there exists a sequence s ∈ S(L, L˜) such that
ϕ(s) = In, then we ﬁnd a sequence of band slides sending L to L˜ (and vice versa).
Let A(L) denote the linking matrix of L (its diagonal entries are surgery coeﬃcients and off-diagonal entries are linking
numbers). Note A(L˜) = tϕ(s)A(L)ϕ(s) for s ∈ S(L, L˜), where tg means the transposed matrix of g . See [12].
4. Proof of Theorem 2.3
In this section, we prove Theorem 2.3. For an oriented ordered link , let pi, j() (q j()) denote the link obtained by
exchanging indices i and j of components (changing the orientation of jth component, respectively), and moreover q!() the
link obtained by changing all orientations. Let  ◦ ′ mean the split union, that is, an embedded 2-sphere separates  and ′ .
We write  ∼b ′ if a sequence of band slides relates them. Deﬁne ν() as the maximal number of unknotting numbers
of all components. For α ∈ N, let α(O−1 ◦ O+1) denote the split unions of α pairs of ±1-framed trivial components. We
similarly write α split Hopf links as α = ◦ · · · ◦ . Let  denote the number of components of .
We want to arrange a link in Theorem 2.3 into another one with linking matrix of the form diag
( 0 1
1 0
, . . . ,
0 1
1 0
, p
)
as the
following lemma:
Lemma 4.1 ((0,0)-coupling). For a link L in the assumption in Theorem 2.3, there is an oriented ordered framed link Z with linking
matrix of the form A := A(Z) = diag( 0 1
1 0
, . . . ,
0 1
1 0
, p
)
such that they are related by a sequence of Kirby calculus.
This sequence may contain several (de)stabilizations. We can take u ∈ S(L, Z) if we replace L with suitably stabilized L beforehand.
We call u a (0,0)-coupling. Then, there is u! ∈ S(q!(L),q!(Z)) with ϕ(u) = ϕ(u!).
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Proof. See Section 3. Put F := R2,1R−p1,3Rk1,2R3,2, where p = 2k + 1. Since tF diag
(−1 0
0 1
, p
)
F = diag( 0 1
1 0
, p
)
, we can take any
sequence of handle slides with matrix value F , for example, as u := (L e1−−→ 1 e2−−→ · · · ep+k+1−−−−→ p+k+2) satisfying e1 = w1,2,
eξ = w−13,1 (2 ξ  p + 1), eζ = w2,1 (p + 2 ζ  p + k + 1) and ep+k+2 = w2,3. Then, put Z := p+k+2. To realize u! , we
use the same handle slides as u. We will further specify the (0,0)-coupling in Section 5. 
Remark 4.2. Let L(i) (i = 1,2) be two links as in Lemma 4.1 and Z (i) be their (0,0)-coupled ones. Without loss of generality,
we assume L(1) = L(2) = Z (1) = Z (2) , A(Z (1)) = A(Z (2)) and that (0,0)-couplings u(i) ∈ S(L(i), Z (i)) satisfy ϕ(u(1)) =
ϕ(u(2)). Moreover S(Z (1), Z (2)) = ∅ if L(1) and L(2) give homeomorphic manifolds.
The following lemma implies that we are near to goal if ﬁnding a sequence of band slides among (0,0)-coupled links.
Lemma 4.3. Let Z (1) and Z (2) be two links satisfying the condition of Remark 4.2. If Z (1) ∼b Z (2) or Z (1) ∼b qn(Z (2)), then L(1) and
L(2) are related by a sequence of (de)stabilizations and band slides (up to orientations).
We prove it in Section 4.1. The following is a key for Theorem 2.3.
Proposition 4.4. Let L be a link as in Lemma 4.1 and Z be the n-component link (0,0)-coupled from the link α(O−1 ◦ O+1) ◦ L for
some α ∈ N. Then, for any matrix g ∈ O(A;Z) := {g ∈ GL(n;Z) | tgAg = A}, there is a sequence s0 either in S(Z , Z) or in S(Z ,qn(Z))
with its matrix value ϕ(s0) = g.
We prove it in Section 5 along the outline that, for each generator matrix of O(A;Z), we try to realize a corresponding
sequence in S(Z , Z). However, it seems diﬃcult for the matrix Qn . It gives rise to the second conclusion.
Proof of Theorem 2.3. We see the necessary condition by Kirby’s theorem since a band slide is the composition of handle
slides. We aim to prove the converse.
Let L(i) (i = 1,2) be two links as in Lemma 4.1 and Z (i) be the n-component links (0,0)-coupled from the links
α(O−1 ◦ O+1) ◦ L(i) (for some α ∈ N) satisfying the condition of Remark 4.2. For s ∈ S(Z (1), Z (2)), we have g := ϕ(s) ∈
O(A;Z). Proposition 4.4 gives s0 either in S(Z (2), Z (2)) or in S(Z (2),qn(Z (2))) such that ϕ(s0) = g . Since ϕ(ss−10 ) = In with
Lemma 3.4, we have Z (1) ∼b Z (2) or Z (1) ∼b qn(Z (2)). Hence, Lemma 4.3 completes the proof. 
4.1. Proof of Lemma 4.3
Let a link  have a Hopf link U0 ∪ U0 as its sublink.
Remark 4.5. See Fig. 5. If each U0 as above has linking number 0 with any component of  \ (U 0 ∪ U0), then we have
U0 ∪ U0 ∼b (split) in S3.
We can revert the orientations of all but the only p-framed components of Z by using band slides after enough stabi-
lizations as follows:
Lemma 4.6. Let Z be an oriented ordered framed link with linking matrix of the form A(Z) = diag( 0 1
1 0
, . . . ,
0 1
1 0
, p
)
. Then qn(Z) and
q!(Z) are related by a sequence of (de)stabilizations and band slides.
Proof. Assume Z = 3 for simplicity. We write our link as qn(Z) = K 01 ∪ J02 ∪qn(Xp). Consider the link mO±1 ◦qn(Z) so that
we apply m band slides over O±1 making K 01 ∪ J02 unknotted (see [7, Fig. 8]). Use Remark 4.5 and revert the orientations of
by ambient isotopy. Then, we go back, obtaining q1q2qn(Z) = q!(Z). 
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Proof of Lemma 4.3. In the ﬁrst case, we have the composition u(1)b(u(2))−1 ∈ S(L(1), L(2)) with ϕ(u(1)b(u(2))−1) = In .
Here b indicates the sequence of band slides of the assumption. Then, Lemma 3.4 completes this case.
In the second case, Lemma 4.6 gives mO±1 ◦ Z (1) ∼b mO±1 ◦ q!(Z (2)). Here m := maxi=1,2{ν(Z (i))} (see Proof of
Lemma 4.6). Similarly to the previous case, we have mO±1 ◦ L(1) ∼b mO±1 ◦ q!(L(2)). The proof is complete since we can
forget orientations. 
5. Proof of Proposition 4.4
We specify the (0,0)-coupling u ∈ S(α(O−1 ◦ O+1) ◦ L, Z) as follows.
Lemma 5.1. Let Z a link (0,0)-coupled from the link α(O−1 ◦ O+1)◦ L for some α ∈ N. We may assume (without changing the matrix
value) that the (0,0)-coupling sends the sublink α(O−1 ◦ O+1) to α . We denote Z as follows:
Z = α ◦ [(K 02α+1 ∪ K 02α+2)∪ · · · ∪ (K 0n−2 ∪ K 0n−1)∪ Xpn ]. (5.2)
We put α := max{3,2ν(Z \ X pn ) + 1}, which is crucial in Proof of Proposition 5.4 and in Proof of Lemma 5.13 below.
Proof. Let (O−11 ◦ O+12 ) ◦W p3 denote a 3-component split link. We have a (0,0)-coupling u1,2,3 sending it to ( J01 ∪ J02)∪ Xp3 .
We see J01 as the meridian of J
0
2 because we change O
−1
1 once by a handle slide over O
+1
2 (see e1 in Proof of Lemma 4.1).
Then, Lemma 5.3 below implies J01 ∪ J02 ∼b . By Lemma 3.4, the composition of u1,2,3 and the band slides above has
matrix value ϕ(u1,2,3) again. Hence, we can assume that u1,2,3 sends (O−1 ◦ O+1) ◦ W p3 to ◦ Xp3 . 
Lemma 5.3. Let M01 ∪ J02 be a 2-component framed link with framings 0 in S3 . If M01 is the meridian of J02 , then we have M01 ∪ J02 ∼b
. Remark that this relation holds even if the framing of (knotted) J2 is non-zero.
Proof. We can do a self-crossing change of J02 by a handle slide over its meridian M
0
1. See [12, Fig. 4.7]. Thus, we have the
ﬁrst arrow of the following sequence: M01 ∪ J02
w f2,1−−−→ M01 ∪ U2 f2
w− f2,1−−−→ M01 ∪ U02 = for some integer f (the number of
handle slides with signs). Here w f2,1 alters the framing of U2 by 2 f but another sequence w
− f
2,1 of handle slides depicted in
the Fig. 6 can cancel the framing. Since ϕ(w f2,1w
− f
2,1) is the identity matrix, Lemma 3.4 completes the proof. 
Proposition 5.4. Let Z be a (0,0)-coupled link speciﬁed as in (5.2). Then, we have Z ∼b Z ′ , where Z ′ is one of the links q2i−1q2i(Z),
p2i−1,2i(L) and p2i−1,2 j−1p2i,2 j(L), where 1 i, j  n − 1 with i = j.
Proof. Without loss of generality, assume ν(Z \ X pn ) = 1, i = 1 and n = 9.
In the case where j = 1,2,3, it is easy since we can change the indices and orientations by using ambient isotopy to the
split Hopf links.
In the case where j = 4, it is also a key that we split the components with indices 7 and 8. We do the inverse of
(0,0)-coupling halfway, the composition of u3,4,9 and u5,6,9 (see Proof of Lemma 5.1 for the convention of indices). Then,
we obtain four trivial components O−13 ◦ O+14 ◦ O−15 ◦ O+16 . Since the unknotting number of K 07 and that of K 08 are at most
1, we can do unknotting operation (see [7, Fig. 8]) by using band slides over two of the O±1i . Therefore, we have
Z
u−15,6,9u
−1
3,4,9b−−−−−−−−→ ◦ (U−13 ∪ U+14 ∪ U−15 ∪ U+16 ∪ U07 ∪ U08 ∪ W p9 )
∼b ◦ ◦
(
U˜−13 ∪ U˜+14 ∪ U˜−15 ∪ U˜+16 ∪ W˜ p9
)=: G.
Here b indicates the sequence of band slides of the unknotting operation and we use Remark 4.5 at the second step. Then G
is ambient isotopic to G ′ , where G ′ is one of the links q7q8(G), p7,8(G) and p1,7p2,8(G). When we go back starting from G ′ ,
we obtain Z ′ = b−1u3,4,9u5,6,9(G ′). Now, we have u−15,6,9u−13,4,9bb−1u3,4,9u5,6,9 ∈ S(Z , Z ′) with matrix value In . Lemma 3.4
completes the proof. 
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Corollary 5.5. For a (0,0)-coupled link Z speciﬁed as in (5.2), we can realize a sequence s ∈ S(Z , Z) with matrix value ϕ(s) =
P2i−1,2 j−1P2i,2 j , P1,2 or Q 1Q 2 .
Proof. We prove only the ﬁnal case since others are done similarly. The sequence Z
q1q2−−−→ q1q2(Z) ∼b−−→ Z has matrix value
Q 1Q 2 as desired. 
For an odd prime p and n(=: 2r + 1) 5, let M be the set consisting of the following n × n matrices:
P2i−1,2 j−1P2i,2 j (1 i, j  r, i = j), (5.6)
P1,2, (5.7)
Q 1Q 2, (5.8)
Y := In−3 ⊕ Y ′, Y ′ :=
( p −2k2 −2pk
−2 p 2p
2 −p + 1 −2p + 1
)
(p = 2k + 1), (5.9)
τ1,3 := R−11,4R3,2, (5.10)
τ1,n := Rn,2R−2p1,n Rn,2, (5.11)
Qn. (5.12)
We discuss that M generates the orthogonal group O(A;Z) in Corollary A.10.
Lemma 5.13. Let Z be a (0,0)-coupled link speciﬁed as in (5.2). For any matrix g ∈M\ {Qn}, we can realize a sequence sg ∈ S(Z , Z)
with ϕ(sg) = g.
Proof. See Corollary 5.5. It remains to realize three sequences sY , sτ1,3 and sτ1,n ∈ S(Z , Z) with ϕ(sY ) = Y , ϕ(sτ1,3) = τ1,3
and ϕ(sτ1,n ) = τ1,n , respectively.
Let us realize sY . Note Y ′ = F−1Q 2F , where F is the matrix value of the (0,0)-coupling for a 3-component link (see
Proof of Lemma 4.1). For the 3-component split link c := (O−11 ◦ O+12 ) ◦ W p3 , set f := u1,2,3 (see Proof of Lemma 5.1). The
sequence y′ := (c f
−1−−−→  q2−−→ q2() ≈−→  f−→ c) has matrix value ϕ(y′) = Y ′ , where ≈ indicates ambient isotopy reverting
the orientation of O+12 . Since Z contains c as its sublink, we have sY := sP2α−1,n−2 P2α,n−1 y′sP2α−1,n−2 P2α,n−1 as desired.
Let us realize sτ1,3 . Consider the sequence depicted as in Fig. 7. Our link Z contains ◦ as a sublink, showing sτ1,3 .
Let us realize sτ1,n ﬁnally. We will do it by three steps s1, s2 and s3, and then sτ1,n := s1s2s−13 . Each step is outlined as
follows:
(i) s1 with ϕ(s1) = Rn,2R−p1,n (Fig. 8),
(ii) s2 with ϕ(s2) = In which is a modiﬁcation of the result of s1, changing orientations of by band slides, and
(iii) s3 with ϕ(s3) = R−1n,2Rp1,n sending q1q2(Z) to the result of s2 by a similar sequence to s1.
Realization of Step (i) Consider the sublink ◦ Xpn of Z within the tubular neighborhood V of X pn . See Fig. 8. All handle
slides w±1i, j apply straightly (no twist, knot or linking). From the second ﬁgure through the ﬁfth one, there is only w
−1
n,1,
which reduces the number of full twists by one. Inductively, we make the sixth one and call this result s1(Z). Note that
lk(Xp2 , X
p
n ) = 0.
Realization of Step (ii) Our purpose is to change the orientations the sublink U 01 ∪ Xp2 by a sequence of band slides. Since
U01 is the meridian of X
p
2 , Lemma 5.3 and then Remark 4.5 apply, sending those components to . A discussion similar
to Proof of Proposition 5.4 concludes the desired link s1s2(Z) := q1q2(s1(Z)).
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Realization of Step (iii) We start with q1q2(Z) obtained by rotation isotopy on . Then s3 := w−12,nwpn,1 sends q1q2(Z) to
s1s2(Z) by tracing Fig. 8.
Hence sτ1,n := s1s2s−13 with ϕ(sτ1,n ) = Rn,2R−2p1,n Rn,2, proving Lemma 5.13. 
Proof of Proposition 4.4. By Corollary A.10, any matrix in O(A;Z) is a product of those in M. Because of Lemma 5.13 and
we have qn ∈ S(Z ,qn(Z)) with matrix value Qn , any matrix g ∈M is realized by a sequence sg sending Z to itself up to
orientation of the last p-framed component with ϕ(sg) = g . 
6. Proof of Theorem 2.8
We prove Theorem 2.8. Every link in this section is algebraically split (that is, all linking numbers are 0) and sometimes
non-zero integral framed. We need the triple Milnor invariant μi, j,k [17] and the Sato–Levine invariant β , introduced by Levine
(unpublished) and studied by Sato [22], Cochran [2] and others.
Let L be an oriented ordered algebraically split link. We can set a Seifert surface F j for each link component K j so that
∂ F j = K j , Ki ∩ F j = ∅ (i = j). We deﬁne the Milnor invariant μi, j,k(L) as the algebraic sum of the triple points in Fi ∩ F j ∩ Fk .
See [15], for original deﬁnition [17,18], and for geometric one [2,3]. Note μ = μ¯ since our links are algebraically split. Then
the ﬁrst non-trivial coeﬃcient in the Conway polynomial is given by μi, j,k as follows:
Lemma 6.1. (See [15, Proposition 4.1 and Theorem 4.4].) Let L be an oriented ordered algebraically split link with n  3 components
and let ∇(L; z) be its Conway polynomial. Then z2n−2 divides ∇(L; z). Moreover, we have an−2 = det(ui, j), where ui, j =∑nk=1 μi, j,k
for 1 i, j  n − 1.
Next, we consider n = 2. We can choose F1 ∩ F2 as a circle. We deﬁne the Sato–Levine invariant β as its framing in S3.
See [2,23] for detail and [22].
Recall that ϕ(L) means the ﬁrst non-trivial coeﬃcient (see Section 2.4) and q(K ) the orientation reversal of a knot K . Then,
for an oriented ordered algebraically split link, we have three equalities about its sublinks ϕ(Ki) = ϕ(q(Ki)), ϕ(Ki ∪ K j) =
ϕ(q(Ki) ∪ K j) and ϕ(Ki ∪ K j ∪ Kl) = ϕ(q(Ki) ∪ K j ∪ Kl), and reasons are as follows: The Conway polynomial for a knot is
1390 K. Fujiwara / Topology and its Applications 155 (2008) 1382–1393independent of the orientation, showing the ﬁrst one. The second one is by the deﬁnition of the Sato–Levine invariant,
that is, we have ϕ(L) = −β(L) (see [2, p. 533] and [5, Remark 2.1]). The third one is from Lemma 6.1 (or [2, Theorem 5.1]
and [15, Section 2]). According to [8, Lemma 1.5] further, the function ϕ vanishes for more component (n 4). Hence, this
paragraph concludes the following lemma:
Lemma 6.2. The function ϕ for an oriented algebraically split link is invariant under changing orientations of its components.
Moreover, orientation reversals preserve the function λ˜ given in Section 2.4.
Lemma 6.3. The function λ˜ for an oriented algebraically split link with non-zero integral framing is invariant under changing orienta-
tions of its components.
We prove it later because we need notation used in the following lemma:
Lemma 6.4. The function λ˜ for an oriented algebraically split link with non-zero integral framing is invariant under band slides.
Proof. Let L(1) be a link in the assumption and L(2) be the link obtained from L(1) by a band slide of the ﬁrst component
K (1)1 over another one. Here, we assume that L
(1) and L(2) are ordered. It suﬃces to check if the following difference
vanishes:
λ˜
(
L(1)
)− λ˜(L(2))= 2 ∑
L′⊂L(1)
ϕ(L′)
∏
{ j|K j⊂L′}
f −1j − 2
∑
L′⊂L(2)
ϕ(L′)
∏
{ j|K j⊂L′}
f −1j .
Terms without the ﬁrst components K (1)1 and K
(2)
1 vanish since L
(1) \ K (1)1 = L(2) \ K (2)1 =: L! . Then, the right-hand side
becomes∑
L′⊂L!
((
ϕ
(
K (1)1 ∪ L′
)− ϕ(K (2)1 ∪ L′)) ∏
{ j|K j⊂L′}
f −1j
)
f −11 .
We want that
∑
(ϕ(K (1)1 ∪ L′) − ϕ(K (2)1 ∪ L′))
∏
f −1j vanishes. It follows that∑
L′⊂L!
ϕ
(
K (i)1 ∪ L′
) ∏
{ j|K j⊂L′}
f −1j = ϕ
(
K (i)1 ;χ
(
L!
))
from [9, Lemma 3.4]. Here χ(L!) is the manifold obtained by surgery along L! and ϕ(K (i)1 ;χ(L!)) ∈ Q is the ﬁrst non-trivial
coeﬃcient in the Conway polynomial of K (i)1 ⊂ χ(L!) for i = 1,2 (see [9]). However ϕ(K (1)1 ;χ(L!)) = ϕ(K (2)1 ;χ(L!)) since
K (1)1 and K
(2)
1 are isotopic in χ(L
!). Hence the proof is complete. 
Proof of Lemma 6.3. Let L be a link in the assumption and q1(L) be the link obtained from L by changing the orientation
of the ﬁrst component K1. Similarly to the proof of Lemma 6.4, it suﬃces to check the following difference:
f1
2
(
λ˜(L) − λ˜(q1(L)))= ∑
L′⊂L!
(
ϕ(K1 ∪ L′) − ϕ
(
q1(K1) ∪ L′
)) ∏
{ j|K j⊂L′}
f −1j
but Lemma 6.2 implies ϕ(K1 ∪ L′) − ϕ(q1(K1) ∪ L′) = 0, proving Lemma 6.3. 
Proof of Theorem 2.8. We see the invariance under (de)stabilization easily since ∇(L ◦ O ; z) = 0. Then, Lemmas 6.4 and 6.3
complete the proof. 
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Appendix A. Generators of the orthogonal groups
In this section, we give ﬁnitely generating sets of orthogonal groups. We use the following notation: For an odd prime p,
we put A := diag( 0 1
1 0
, . . . ,
0 1
1 0
, p
)
of size n = 2r +1 5. Denote the orthogonal group by O(A;Z) := {g ∈ GL(n;Z) | tgAg = A}
and the special orthogonal group by SO(A;Z). We denote by {e j} the set of standard basis of Zn , use matrices Im , Pi, j , Q j
and Ri, j deﬁned in (3.1)–(3.3), set q(x) := txAx and B(x, y) := xAy for x, y ∈ Zn .
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For i, j ∈ Λ with i = j, we deﬁne two types of τ -matrices in SO(A;Z) as τi′, j′ := R−1i′, j′′ R j′,i′′ and τi′,n := Rn,i′′ R−2pi′,n Rn,i′′ .
A.1. Statements of results
For any g ∈ SO(A;Z), we write its jth column vector as ge j = t(g1, j, g2, j, . . . , gn, j) for 1 j  n. We have the following
properties:
0 = q(e j) = q(ge j) = B(ge j, ge j) = 2
r∑
i=1
g2i−1, j g2i, j + pg2n, j, (A.2)
p = q(en) = q(gen) = B(gen, gen) = 2
r∑
i=1
g2i−1,n g2i,n + pg2n,n, (A.3)
1 = B(ge2k−1, ge2k) = B(ge2k, ge2k−1) (1 k r), (A.4)
0 = B(ge2k−1, gel) = B(ge2k, gel) (l = 2k,2k − 1, 1 l n), (A.5)
1 = gcd(g1, j, g2, j, . . . , g2r, j, gn, j), (A.6)
1 = det g. (A.7)
We deﬁne A′ by A = A′ ⊕ (p) and abuse matrices τi′, j′ as elements in SO(A′;Z).
Proposition A.8. We have SO(A′;Z) = 〈τi′, j′ , Q 2i−1Q 2i〉, which is the group generated by the τi′, j′ and the Q 2i−1Q 2i for i, j ∈ Λ
with i = j. We use similar notation in this appendix.
Theorem A.9.We have SO(A;Z) = 〈τi′, j′ , τi′,n, Y , Q 2i−1Q 2i, P1,2Qn〉 (see (5.9) for Y ).
We prove them in Sections A.2 and A.3, respectively. For vectors v, v ′ , we write v ∼τ v ′ if v ′ = τ v for some τ ∈ 〈τi′, j′ 〉.
We use ∼τ also for matrices. By direct calculation, we have Q 1Q 2 ∼τ Q 2 j−1Q 2 j ∼τ P2i−1,2 j−1P2i,2 j . Using P1,2 together,
we can relate τi′, j′ and τi′,n to τ1,3 and τ1,n , respectively. Note [O(n) : SO(n)] = 2 and det P1,2 = −1. Hence, we have the
following:
Corollary A.10. The orthogonal groupO(A;Z) is generated bymatrices (5.6)–(5.11). That is, we haveO(A;Z) = 〈P2i−1,2 j−1P2i,2 j, P1,2,
Q 1Q 2, Qn, Y , τ1,3, τ1,n〉.
Vaseršteı˘n [24] originally studied τ -matrices and Lemma A.19 below. C.T.C. Wall [27] showed generators of O(W ;Z) for
W := diag(−1 0
0 1
, . . . ,
−1 0
0 1
)
but it seems diﬃcult to ﬁnd a simple isomorphism between O(A′;Z) and O(W ;Z). Thus we need
Proposition A.8 instead.
A.2. Proof of Proposition A.8
We prove Proposition A.8 at the end of this subsection. We assume that all the matrices in this subsection are of size
2r  4.
Let us observe that a composition of τ -matrices simpliﬁes a vector until all but few entries vanish. When r = 2,
we have two equalities τ±12,4 t(a,0,0,d) = t(a,0,0,d ± a) and τ±13,1 t(a,0,0,d) = t(a ± d,0,0,d), which imply t(a,0,0,d) ∼τ
t(gcd(a,d),0,0,0) due to the Euclidean algorithm. Similarly, we have t(a,0, c,0) ∼τ t(a′,0,0,0) for some a′ ∈ Z. It is avail-
able also to cancel one entry of a vector with four non-zero entries like t(a,b, c,d) ∼τ t(a′,b′, c′,0). When r  3, we can do
similar calculation, which proves the following:
Lemma A.11. For any vector v ∈ Z2r of r  2, we have v ∼τ t(a1,a2,a3,a4,0, . . . ,0) for some integers ai . Moreover, we may assume
that one of the ai is 0.
If the ﬁrst vector ge1 of a matrix g ∈ SO(A′;Z) equals the unit vector e1, we can deform the matrix g into the form
I2 ⊕ g′ as follows:
Lemma A.12. For any matrix g ∈ SO(A′;Z) of size 2r  4, if the ﬁrst vector satisﬁes ge1 = e1 , then we have g ∼τ I2 ⊕ g′ for some g′ .
Proof. By (A.4), the (2,2)-entry of g is 1. Then, when r = 2, we write the second vector as ge2 = t(a,1, c,d). We have
τ d4,1τ
c
3,1ge2 = t(a′,1,0,0) but a′ = 0 by (A.2). Hence ge2 ∼τ e2. When r  3, we similarly cancel the last 2r − 1 entries
of ge2. Note that the τ -matrices needed there do not change e1. Therefore g ∼τ h, where h ∈ SO(A′;Z) with he1 = e1 and
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since (A′)2 = I2r . Similarly the2 = e2, proving Lemma A.12. 
We apply the above two lemmas in order to establish an induction step as follows:
Lemma A.13. For any matrix g ∈ SO(A′;Z) of size 2r  4, we have g ∼τ h for some h ∈ SO(A;Z) of the form h = (±I2) ⊕ h′ .
Proof. By Lemma A.12, it suﬃces to show that ge1 ∼τ ±e1. Lemma A.11 gives ge1 ∼τ t(a,0, c,d,0, . . . ,0) =: v . By (A.2),
either c or d is 0. Then the Euclidean algorithm simpliﬁes v to a′e1 but a′ = ±1 by (A.6), proving Lemma A.13. 
Proof of Proposition A.8. For any g ∈ SO(A′;Z), Lemma A.13 implies that g = Ch for some C ∈ 〈τi′, j′ , Q 2i−1Q 2i〉 and for
some matrix h = I2r−2 ⊕ h′ ∈ SO(A;Z). However h = ±I2 by direct calculation, proving Proposition A.8. 
A.3. Proof of Theorem A.9
We prove Theorem A.9 at the end of this subsection.
The following lemma is the last step of our proof of Theorem A.9:
Lemma A.14. For g ∈ SO(A;Z) of size n, if gen = en, then we have tgen = en.
Proof. By (A.5), we have 0 = B(ge j, gen) = B(ge j, en) = t(ge j)Aen = pt(ge j)en = pgn, j for 1  j  n − 1. Then gn, j = 0 as
desired. 
We use the following lemma to simplify a non-zero vector.
Lemma A.15. For a prime q and any non-zero vector v ∈ (Z/qZ)2r of size 2r  4, there is w ∈ Z/qZ such that v ∼τ t(0, . . . ,0,w,1)
(mod q).
Proof. We prove the case where r = 2 for simplicity. Cancel the ﬁrst entry by Lemma A.11 to assume v = t(0,a,b, c). We
may assume further a ≡ 0 (mod q) since some τ -matrices change only a. Then consider v ∼τ t(kb,a,b,1) ∼τ t(0,a,w,1) ∼τ
t(0,0,w,1) (mod q) for some k,w ∈ Z, proving Lemma A.15. 
Lemma A.15 implies the two lemmas below, from which we immediately see that the last vector gen of g ∈ SO(A;Z) is
of the form t(0, . . . ,0, c) (mod 2p).
Lemma A.16. For any matrix g ∈ SO(A;Z) of size n 5, the last vector of g satisﬁes that gen = cen (mod p) for some c ∈ Z.
Proof. If the conclusion is false, then Lemma A.15 gives S ∈ 〈τi′, j′ 〉 with Sgen = t(0, . . . ,0, xn−2,n,1, xn,n) =: v (mod p),
where (xi, j) := Sg , but xn−2,n ≡ 0 (mod p) by (A.3). Then, check (A.5) with v (:= Sgen) to have 0 = B(Sge j, v) ≡
xn−2, j (mod p) for 1 j  n− 1. Hence p divides all xn−2, j , contrary to (A.7). 
Lemma A.17. For any matrix g ∈ SO(A;Z) of size n 5, the last vector of g satisﬁes that gen = en (mod 2).
Proof. Similarly to the previous proof, if the conclusion is false, Lemma A.15 gives Sgen = t(0, . . . ,0, xn−2,n,1, xn,n) =:
v (mod 2), but xn,n ∈ 2Z + 1 by (A.3). More reﬁned calculation (let 2pli,n := xi,n for 1  i  n − 2) gives xn−2,n ∈ 2Z.
From (A.2) and (A.5), we have xn, j ∈ 2Z and xn−2, j + xn, j ∈ 2Z, respectively, for 1  j  n − 1. Hence all xn−2, j are even,
contrary to (A.7). 
Two lemmas above with (A.3) gives p = q(gen) = 8p2M + pg2n,n for some M ∈ Z. Then gn,n ≡ ±1 (mod 2p) since
(Z/2pZ)× is cyclic (see [13]). Multiplying P1,2Qn ∈ SO(A;Z) to g changes the sign of gn,n , concluding the following:
Corollary A.18. For any matrix g ∈ SO(A;Z) of size n 5, we have either gen or P1,2Qngen equals en (mod 2p).
We deﬁne v ≈τ v ′ if v ′ = τ v for some τ ∈ 〈τi′, j′ , τi′,n〉. Under this equivalence, we simplify the last vector gen of a
matrix g ∈ SO(A;Z) as follows:
Lemma A.19.We have v ≈τ t(2p, v ′ ,0, . . . ,0, v ′n) for some v ′ , v ′n ∈ Z. Here v is one of the vectors gen and P1,2Qngen.2 2
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v ′ := t(v1,0, v3, v ′4, v ′n) with gcd(v3, v ′4) = 2p because we have v ′ ∼τ t(2p,0, v3, v ′4, v ′n) ∼τ t(2p, v ′2,0,0, v ′n) as desired.
Note Corollary A.18 and set 2pl3 := v3(= 0). Then al3 + bvn = 1. We consider τ b4,nv and, up to v3, its fourth entry is
changed by 2pbvn = 2p(1− al3) ≡ 2p (mod v3), proving our key. 
Proof of Theorem A.9. For a given matrix g ∈ SO(A;Z), we will deform the last vector gen into en by multiplying matrices
in the statement. Then, Lemma A.14 and Proposition A.8 complete the proof.
Let v denote one of the vectors gen and P1,2Qngen . Lemma A.19 gives v ≈τ t(2p, v ′2,0, . . . ,0, v ′n). We then assume
v ′n ∈ 4pZ+1 by changing g to Y g if necessary (see (5.9) for Y ). Moreover, we change by using τ±12,n our vector into the form
v ′′ := t(2p, v ′′2,0, . . . ,0,1) but v ′′2 = 0 by (A.3). Hence τ1,nv ′′ = en as desired. 
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