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Abstract
Reaction-diffusion systems model the evolution of the con-
stituents distributed in space under the influence of chem-
ical reactions and diffusion [6], [10]. These systems arise
naturally in chemistry [5], but can also be used to model
dynamical processes beyond the realm of chemistry such as
biology, ecology, geology, and physics. In this paper, by
adopting the viewpoint of port-controlled Hamiltonian sys-
tems [7] we cast reaction-diffusion systems into the port-
Hamiltonian framework. Aside from offering conceptually a
clear geometric interpretation formalized by a Stokes-Dirac
structure [8], a port-Hamiltonian perspective allows to treat
these dissipative systems as interconnected and thus makes
their analysis, both quantitative and qualitative, more acces-
sible from a modern dynamical systems and control theory
point of view. This modeling approach permits us to draw
immediately some conclusions regarding passivity and sta-
bility of reaction-diffusion systems.
It is well-known that adding diffusion to the reaction sys-
tem can generate behaviors absent in the ode case. This
primarily pertains to the problem of diffusion-driven in-
stability which constitutes the basis of Turing’s mecha-
nism for pattern formation [11], [5]. Here the treatment
of reaction-diffusion systems as dissipative distributed port-
Hamiltonian systems could prove to be instrumental in sup-
ply of the results on absorbing sets, the existence of the max-
imal attractor and stability analysis.
Furthermore, by adopting a discrete differential geometry-
based approach [9] and discretizing the reaction-diffusion
system in port-Hamiltonian form, apart from preserving a
geometric structure, a compartmental model analogous to
the standard one [1], [2] is obtained.
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We consider here the problem of finding a controller such
that when interconnected to the plant, we obtain a system
which is equivalent to a desired system. Here ‘equivalence’
is formalized as ‘bisimilarity’. We give necessary and suffi-
cient conditions for the existence of such a controller. The
systems we consider are linear input-state-output systems. A
comparison is made with previously obtained results about
achievable/implementable behaviors in the behavioral ap-
proach to systems theory. Amongst the advantages of using
the notion of bisimilarity is the fact that it directly applies
to state space systems, while the computations involved are
operations on constant matrices.
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In this talk we discuss a number of ways to define port-
Hamiltonian dynamics on graphs in an intrinsic way [1].
This will be done by defining two canonical Dirac structures
on graphs with boundary vertices, namely the Kirchhoff-
Dirac structure and the vertex-edge Dirac structure.
Prime example for the first Dirac structure is the port-
Hamiltonian formulation of RLC electrical circuits (with
terminals). Examples for the second canonical Dirac
structure include standard consensus algorithms (possibly
with leader-follower structure), as well coordination control
strategies with a passivity interpretation.
The graph Laplacian matrix turns out to have a natural in-
terpretation of a resistive circuit [2]; this observation can be
traced back to the classical work of Kirchhoff.
Furthermore, we discuss how the port-Hamiltonian formula-
tion can be employed for analysis and control purposes, gen-
eralizing and unifying previously obtained results by other
authors.
References
[1] A.J. van der Schaft, B.M. Maschke, Port-Hamiltonian
dynamics on graphs, submitted for publication.
[2] A.J. van der Schaft, External characterization and
partial synthesis of resistive circuits with terminals, in
preparation.
29th Benelux Meeting on Systems and Control Book of Abstracts
21
Finding a good window size for evolving graph analysis
Gautier M. Krings
Universite´ catholique de Louvain








Universite´ catholique de Louvain
1 Introduction
We consider a set of agents, making interactions over
time. With the triplets (i,j,t) (further called events)
we mean that there has been an interaction between i
and j at time t. Many graphs that are built from real-
world datasets consist of such interactions (e.g. phone
calls). When analyzing a real-world evolving graph, one
usually splits the time interval into several time win-
dows, and aggregates for each window its events to a
graph, whith an edge between the nodes i and j if there
is least one event (i,j,·) happening inside the window.
The choice of the window length is not an easy task,
because some edges appear in the dataset with a high
frequency (let us call them the “stable backbone” of the
graph), while others appear only a few times. In many
applications, a good window length should be the mi-
nimum length required to catch the stable backbone.
The aim of this work is to provide a methodology to
choose the right window size to use.
2 Characterization of a growing graph
Let C be the set of events belonging to the time window
that generates the graph G(V, E).
Assuming that the events are equally distributed over
time, we can define the length of the window as the
number of events that it contains.
The growth of C induces an increase of the number of
edges |E|, since new interactions can be discovered. Ho-
wever, the addition of an event to C does not automa-
tically lead to the discovery of new edges, since some
edges appear several times in the dataset.
We characterize the growth of G with the quantity






This notation is equivalent to an extention of Heaps’
law, which is commonly used in linguistics and infor-
metrics.
If the total number of edges is bounded and there is
an infinite number of events, then the value of β(·) de-
creases from β(1) = 1 to limk→∞ β(k) = 0.
3 β as a measure of redundancy of information
The value of β is a measure of the redundancy of C. If
the events provide diversified information, β is close to
1, and each event contributes significantly to the disco-
very of new edges. However, when the events provide
redundant information, β decreases to 0. This happens
when the size of the window is long enough, such that
the stable backbone of the network has been completely
discovered. In that case, additional events have a high
probability to provide information about an edge that
is already known.
In such a situation, β′ becomes almost proportional to
−1
|C| ln |C|2 . When this limit is reached, any longer window
will generate a graph that contains redundant informa-
tion, and any shorter window wouldn’t capture all of
the stable backbone.
We propose to analyze how β decreases when C grows,
and to fix the window length as the length when β starts
to decrease proportionnaly to −1|C| ln |C|2 .
4 Example on a real network
We applied our methodology to a mobile phone net-
work, and noticed that after around two weeks of data,
β decreases on average as fast as the limit given be-
fore (on the figure, when the blue curve stabilizes on
average). We interpret this as that even if the num-
ber of edges still increases, the stable backbone of the
network has been totally uncovered, and the optimal
window length is reached.
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Abstract
In the field of signal and system analysis interpreting sig-
nals and discontinuous phenomena as distributions is com-
mon. Schwartz’s theory of distributions [14] provides a sim-
ple and rigorous calculus for distributions, however this the-
ory is based on a vector space rather then on an algebra,
so distributions cannot in general be multiplied. But prod-
ucts of distributions naturally arise in many areas of sciences
and engineering—the problem of sampling is one of them.
Many proposals have been made to define an algebra of gen-
eralized functions that will remove the so-called Schwartz’s
“impossibility result”. This is not only a problem of ab-
stract mathematics but also a conceptual problem with many
physically reasonable restrictions. J. F. Colombeau in early
1980’s defined such an algebra that embeds the Schwartz
vector space while retaining its elegance [2]–[5].
The essential aim of this paper is to find a solid theoretical
foundation for deriving a Poisson sampling formula [1] that
relates the Laplace transform of a sampled and the original
signal. Despite this formula appears in standard literature, it
is very difficult to find a rigorous proof which clearly indi-
cates the class of functions to which it is applicable. More-
over, many authors [1], [12] avoid introducing the notion of
Dirac’s delta distribution considering it as ill-defined, never-
theless they implicitly deal with a concepts of weak conver-
gence [6], [9], [10], [13]. Ignoring Schwartz’s well estab-
lished theory of distributions in engineering practice usually
leads to a variety of both classical and intuitive methods that
suffer from many discrepancies. This paper aims to point
out some deficiencies that can be encountered in deriving
the key sampling formula.
In this paper I present the application of Colombeau’s alge-
bra and a concept of weak equality in deriving the Poisson
sampling formula for signals seen as rapidly decreasing gen-
eralized functions of bounded rate. The obtained results do
not suppress the functional nature of Dirac’s delta distribu-
tion, hence they differ from those classically acquired. In
order to establish a relationship between new and classical
results a delayed sampling procedure is introduced.
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1 Introduction
In many mechatronic applications it is not possible to
use traditional feedback control or learning techniques like
iterative learning control (ILC) since defining suitable ref-
erence trajectories is not straightforward. In this work,
an alternative learning technique is proposed in the form
of a two-level iterative optimization scheme. Instead of
indirectly trying to define a reference that leads to a good
performance and does not violate certain limitations, the
control signal itself is calculated directly by solving a
constrained optimization problem on the low level. On the
high level, the constraints and models for this optimization
problem are updated iteratively to ensure the performance
increases as more iterations pass by.
2 Wet clutches
An example of such a mechatronic application is a wet
clutch, schematically shown in figure 1. These are typically
used in off-highway vehicles and agricultural machines to
transmit power from the input shaft to the output shaft by
means of friction. To do so, the pressure in the clutch
chamber needs to increase such that a hydraulic piston
presses two sets of friction plates together. The goal for
a good clutch engagement is to engage as fast as possible
but without introducing torque spikes. This process can be
controlled by sending an appropriate control signal to the
solenoid valve in the line to the clutch. Obtaining controllers
that perform well under all conditions is difficult since the
behavior changes when the piston comes into contact with
the plates, and since the dynamics vary as a consequence
of wear or changes in the oil temperature [1]. For indus-
trial clutches, these problems are avoided by performing
experimental calibrations and repeating this procedure to
compensate for system variation. The drawback is that these
are time-consuming processes, which require the machine to
be taken out of production.















Figure 2: Presented two-level control scheme.
These (re)calibrations can be avoided by using the proposed
two-level learning algorithm shown in figure 2. The time
required to engage the clutch is minimized by solving a
time-optimal control problem on the low level, whereas
the high-level learning controller adjusts the constraints
based on an assessment of engagement quality, such that
torque spikes are avoided and smooth engagements are
obtained. The high-level controller also contains a recursive
identification algorithm. As a result, the controller adapts to
the operating conditions and maintains a good performance.
3 Experimental validation
The developed control scheme has been validated on an
experimental test setup. During these experiments the
learning controller is initialized with bad parameter values,
resulting in poor performance. As more iterations pass and
the control signals are iteratively updated, the performance
increases. Finally, smooth engagements are obtained with
a fast response and without discontinuities or spikes in
the transmitted torque, ensuring operator comfort. To
demonstrate the robustness, the experiments have been
performed at several oil temperatures and at different values
of the load. Convergence towards good engagement quality
was obtained for all test cases.
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1 Introduction
This presentation introduces a general formulation of model
based iterative learning control (ILC). The formulation is
valid for both linear and nonlinear models. It consists of
a two step approach, such that after each repetition of the
motion two (non)linear least squares problems have to be
solved. In the first step an optimal model correction vec-
tor is calculated. This is a nonparametric correction to the
model to more accurately describe the measured output sig-
nal. This model correction is used in the second step, which
is a model inversion problem. It is shown that conventional
linear ILC is a particular case of this general formulation.
2 General formulation
The aim of ILC is to find, in an iterative way, the control
signal u of a system y= P(u), such that the output y exactly
follows a reference output yr.
There exist a number of different ILC schemes: linear and
nonlinear ILC, first order and higher order ILC, model free
and model based ILC [1]. Model based ILC uses a model
y= Pˆ(u) to calculate ui. If the model is perfect (Pˆ= P) then
the solution of the tracking problem is simply u = Pˆ−1(yr).
However, in practice the model is never perfect.
In the presented two step approach, the first step is to
estimate a correction to the model, while the second step
is to invert the corrected model using the reference output.
The corrected model P′(u,α) is a function of a time domain
signal α , e.g. P′(u,α) = Pˆ(u)+α or P′(u,α) = Pˆ(u+α).
Both the model correction estimation and the model
inversion are formulated as least squares problems. The
solution of the second problem is the input signal that
should be applied at the next iteration. The two steps can be
written as follows:






In these equations ‖‖ means the two-norm.
This formulation is general, and it can be shown that existing
ILC approaches are in fact special cases of this formulation,
or correspond to solving (1)-(2) using a particular optimiza-
tion algorithm.
There are many possible extensions to the basic form (1) and
(2), for example to extend (1) to penalize a change of α from
one iteration to the next, yields:
α i = argmin
α
‖yi−P′(ui,α)‖22+‖α−α i−1‖2. (3)
It can be shown that this extension corresponds to higher





In this equation ‖‖R is the weighted two-norm with R a pos-
itive definite weighting matrix.
3 Conventional linear ILC
Model based linear ILC uses an update law of the following
form:
ui+1 = Q[ui+Lei]. (5)
This update law is written in the lifted-system frame-
work [1], such that u = [u(0) u(1) · · ·u(N − 1)]T and e =
[e(1) e(2) · · ·e(N)]T . The robustness filter Q is often a zero-
phase filter, written as
Q=

q0 q−1 · · · q−(N−1)





qN−1 qN−2 · · · q0
 . (6)
The learning filter is usually designed as the inverse of the
model Pˆ, such that L= Pˆ−1.
This ILC law is equivalent to the general form if the model
correction function P′(u,α) = Pˆ(u)+α is used, in combi-
nation with the objective function of equation (4), using the
following weighting matrix:
R= PˆT Pˆ(Q−1− I) (7)
A numerical example illustrates the equivalence of the con-
ventional linear ILC and the general approach under these
conditions.
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1 Introduction
In iterative learning control (ILC) the tracking performance
of a system performing a task iteratively is improved us-
ing data from previous trials. In the proposed model-free
method an update of the feedforward signal is calculated by
convoluting the previous input signal with an optimal con-
volution vector. This convolution vector is obtained every
iteration by solving an optimization problem that minimizes
a quadratic next-iteration cost criterion.
2 Method
Consider a reference trajectory r(t) of N samples, a discrete-
time linear time-invariant SISO system P and a given sam-
ple period Ts. During the first trial a test signal u1(t) is ap-
plied to the system P and a noise-corrupted output ym1 (t) =
y1(t) + n(t) is measured. n(t) denotes the normally dis-
tributed output noise with standard deviation σn.
When convoluting a previous input signal uk(t) with any
vector a(t), the corresponding output can be predicted to
be a(t) ∗ ymk (t) = a(t) ∗ yk(t) + a(t) ∗ n(t) since the system
P is linear and time-invariant. However, the output noise
n(t) results in a prediction error epr = a(t) ∗ n(t) with a
standard deviation on the last sample of the trial given by
σn
√
∑Nt=1 a(t)2. This standard deviation can be reduced by
(a) averaging out noise on the output signals (σn decreases)
and (b) by limiting ‖a(t)‖2.
After every trial the next input signal uk+1(t) is calculated as
uprev(t)+ a(t) ∗ uprev(t) where uprev denotes the average of
the M previous input signals. The vector a(t) is obtained by
solving the following convex optimization problem which
allows input constraints to be accounted for. Robustness is
added by penalizing the input signal and/or changes in input










The last constraint limits the standard deviation of the pre-




The algorithm is tested in simulation for a flexible system
with actuator constraints (umax = 4V and δumax = 1V ) and
normally distributed noise on the output. Figure 1 presents
the learned input signal and the corresponding output signal
and tracking error e after 15 trials together with the optimal
tracking error eopt .



























Figure 1: Learned input signal and corresponding output signal
and tracking error compared with the optimal tracking
error
4 Conclusion
The proposed model-free algorithm for LTI SISO systems
learns a noncausal feedforward signal to track a reference
signal using information from previous trials. Actuator con-
straints can easily be taken into account. The effect of noise
on the next input signal is reduced using information from
multiple trials and by constraining the prediction error.
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A Performance Study of a Novel 
Dynamic Real-Time Optimisation Engine 
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For decades, industrial Model Predictive Control 
(MPC) technology has been based on linear 
empirical models obtained by identification from 
input-output process data. Typically, a discrete-time 
formulation is adopted, and the control problem is 
posed as an unconstrained optimisation problem 
with a quadratic-cost objective function. Large-scale 
first-principles models (of the order of tens of 
thousands of equations) have seldom been used in 
advanced model-based control of industrial 
processes. As a consequence, issues arising from 
embedding these process models at different levels 
of the APC control hierarchy have not been 
addressed satisfactorily; in particular, little emphasis 
has been placed on using rigorous first-principle 
models in Dynamic Real-Time Optimisation. 
 
Flexibility (and to some degree interoperability) 
should be the key technological breakthrough of the 
next generation of model-based APC systems. For 
example, such an APC engine would allow 
embedding linear models as easily as linearised or 
nonlinear ones. Similarly, this APC engine would 
support (semi-)empirical models derived from 
identification- or reduction-based techniques, as well 
as fundamental mechanistic models derived from 
first principles. At the same time, the APC system 
would allow unconstrained, quadratic cost (MPC-
like) optimisation-problem formulations or general 
constrained (RTO-like) ones. Finally, this next-
generation APC engine would support discrete- and 
continuous-time formulations interchangeably 
(typical of MPC and RTO formalisms, respectively). 
Since the form of the optimal control problem would 
not depend on the characteristics of the APC 
application, a set of mechanisms to formulate (and 
subsequently interpret) this control problem should 
be provided to operators and process engineers. In 
summary, next-generation model-based advanced 
process control technologies should be centred on an 
architecture that allows the choice of models, 
solutions methods, control settings and optimisation 
strategies seamlessly. 
 
This work describes a model-centric platform for 
dynamic real-time optimisation (DRTO) based on a 
generic architecture which supports various models 
and control problem configurations. This platform  
José A Romagnoli 




provides an appropriate framework through which 
key research issues can be investigated and 
addressed in a thorough and systematic way. The 
DRTO kernel uses the gPROMS Server as modelling 
and solution engine (MSE). Other key components 
of this DRTO are the Event Manager, the Problem 
Definition Manager and the Solution Feasibility 
Supervisor, which provide the engine with full 
flexibility and configurability. 
 
In this work, we present a number of case studies 
applied to the simulation of an industrial process 
system. This process is a continuous cooking 
digester and auxiliary units described by a large-
scale model consisting of 14000 algebraic and 1000 
differential equations (DAEs). This model, 
implemented in gPROMS, is used both as virtual 
plant and as the model server for the DRTO engine. 
 
The performance of the novel DRTO engine in 
studied in terms of optimality, feasibility and 
computational speed. We assess the performance of 
the DTRO engine based on both linear and nonlinear 
models in disturbance rejection and production 
transition scenarios. We also investigate optimal 
formulations of the control problem and their 
mapping into the receding horizon dynamic 
optimisation formalism. Finally, we examine the 
control problem infeasibility aspects and we 
investigate two infeasibility recuperations 
mechanisms: ranking and elimination vs 
identification and relaxation. 
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1 Problem description
Control over the combustion process in diesel engines is
becoming increasingly important due to tightening emission
legislation. To accommodate for this, peripherals are
added, adding flexibility over the intake conditions. Here,
the exhaust gas recirculation (EGR) system and variable
turbine geometry (VTG) are the subject of research. An
EGR system recirculates exhaust gas through a cooler and
a controllable valve into the intake manifold. A VTG has a
variable vane angle in the turbine intake. This gives control
over the pressure drop over the turbine and the power it
transfers to the compressor. The combination of EGR and
VTG makes it possible to control the amount of fresh air
available for combustion and the amount of EGR-dilution.
However, they cannot be controlled independently. Opening
the EGR valve will add exhaust gas to the combustion, but
this will replace some fresh air. Changing the vane angle of
the turbine changes the turbine/compressor speed and hence
the fresh air intake, but also the pressure difference between
intake and exhaust and consequently the EGR flow.
The goal of the controller is to control the EGR and VTG
such that a fixed oxygen percentage (O2%) and fuel-oxygen
ratio λ are obtained in the intake air mixture. The reason for
controlling these two parameters is that they are strongly
linked with emissions. The O2% is strongly correlated to
the NOx emissions. Soot and particulate matter emissions
are related to λ.
There is a strong preference for model based, optimal con-
trol. This allows us to make optimal MIMO controllers in
a very systematic way. Robustness and performance trade-
offs can be made very clearly. Also, once a framework is
completed, it is straightforward to transfer the control de-
sign method to a different EGR-VTG engine.
2 Control design
The starting point for control design is a mean value model
of a modern heavy duty diesel engine. The model quite
accurately predicts e.g. mean air flows, turbine speed and
intake and exhaust manifold pressure. It contains data
maps to describe e.g. the efficiency of the engine and the
turbine for different input conditions. Nonlinear ODEs are
used to describe the dynamics. Up to the frequency region
where cycle to cycle engine behavior starts playing a role,
the model is quite accurate. Problematic for model based































































Figure 1: A simulation of the controlled and uncontrolled system.
After 100 seconds, the controller is switched on. The
top shows two control inputs. The middle graph shows
the two outputs and their reference values (grey). The
bottom graph shows the engine speed and fuel input.
maps, which make the model difficult to analyze.
The control design will therefore use simulation data as a
starting point. This circumvents problems with the model
complexity. From simulation data, local LTI models are
estimated in a grid of operating points. Using the LTI
models, linear controllers are made that locally control the
full nonlinear model. By gain scheduling these controllers,
a controller for the full operating range can be made.
Model based, H∞-optimal control synthesis will be used
for the design of the controller. The optimality criterion is
a weighted version of tracking performance and the input
needed for this. The weight for the system input is higher
on high frequencies, because these cause wear of the actu-
ators. The weight on the tracking error is formed from two
parts that reflect different types of disturbances. The first
part are variations due to the driver input. These are stan-
dardized in the European transient cycle (ETC), a cycle that
reflects typical road driving. It contains engine speed and
torque data for a mix of driving conditions such as city or
highway driving. The second source of disturbances are al-
most static. They are caused by e.g. ambient temperature or
pressure. The error-weight combines an integrator for low
frequency disturbances with a first order approximation of
the frequency response of the ETC. The new controller im-
proves the system response as can be seen in Figure 1.
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Hydrocarbon resources around the world are limited, and to
satisfy future energy demands more efficient recovery solu-
tions are needed. In oil production, a common method to
bring the oil to the surface is to flood a reservoir by injecting
water. After properly locating the injection and production
wells, injection continues as long as it is profitable, and the
wells are shut in afterwards (referred to as reactive control).
In order to increase the recovery factor, this task has been
cast into an integrated and more structured approach called
Closed Loop Reservoir Management (CloReM) [1].
2 Problem Settings
In CloReM methodology, optimal production settings are
determined by using adjoint model, and simulating the fluid
flow based on reservoir models in a feedback loop. The
reservoir dynamics are highly non-linear and models have
large number of parameters and states, which are usually
expressed with a great deal of uncertainties. Therefore, the
performance of the CloReM is highly dependant on quality
of the models, which are not updated quite often.
3 Approach
A reference tracking framework using Model Predictive
Control (MPC) is investigated in order to provide more rapid
corrective responses, to circumvent the unwanted effects of
uncertainties. This framework acts like a secondary loop (in
addition to the original feedback loop) that has a supervisory
task, and reoptimizes the input settings based on low order
linear models. Validity (i.e. the prediction horizon) of such
models are relatively short, but they can get updated more
often, in several working points through the production life
of the reservoir. In this work we have studied the possibility
of using system identification methods using Prediction Er-
ror Identification (PEI) and Subspace Identification (SubID)
to derive Linear Time Invariant (LTI) reservoir models.
4 Results
According to the experiments applied to a 5-spot homoge-
neous and a 3D multi layered heterogeneous reservoirs, it
has been shown that a relatively high simulation fit can be
achieved with low order models. However, the accuracy of
the models are very much dependent on the availability of
a sufficiently informative data. Moreover, it becomes more
difficult to acquire higher simulation fits when nonlinearities
are more pronounced, e.g. during the water breakthrough.
For large number of inputs and outputs, SubID models are
able to provide more accurate predictions, while they are
computationally more efficient to be implemented in MPC.
In general, the proposed methodology can potentially in-
crease the profitability of the above mentioned reservoirs up
to 18%, by providing more appropriate input updates [2].
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Next-generation high-precision positioning systems tend to
become lightweight. Generally, lightweight systems ex-
hibit pronounced flexible dynamical behavior in relevant
frequency ranges. These flexible dynamics typically are not
aligned with the motion degrees-of-freedom, leading to an
inherently multivariable dynamical behavior. As a conse-
quence, multivariable controllers are essential to achieve the
limits of performance. Model-based control enables a sys-
tematic design of such multivariable controllers.
The need for robust-control-relevant model sets
Any physical system is too complex to be represented ex-
actly by a mathematical model. For example, identification
of highly complex models of lightly damped flexible dy-
namical systems is numerically infeasible, as is confirmed in
[4]. Hence, any model is approximate. This has two impor-
tant implications for control design: i) model imperfections
should be addressed in a robust control design to guarantee
that the designed controller performs adequately when im-
plemented on the physical system and ii) the model should
accurately describe those phenomena that need to be com-
pensated explicitly by control, since the quality of approx-
imate models depends on their purpose. Recently, a novel
coordinate frame has been presented [1] that transparently
connects control-relevant identification of a nominal model,
as developed in, e.g., [2], [3], with uncertainty modeling and
robust control design.
Re-evaluating model order selection
Although the transparent connection between nominal
model identification, uncertainty modeling, and robust con-
trol enables a non-conservative multivariable control design
to the limits of performance, the desire to construct control-



















Figure 1: Bode magnitude plot of the true system (dotted),
control-relevant 7th order model (solid) and candidate
plant set, tight around dominant resonances (shaded).
relevant model sets requires a re-evaluation of model order
selection procedures. Indeed, the separate steps of nominal
model identification and uncertainty modeling both involve
the parametrization and order selection of a dynamical sys-
tem. A selection procedure should be developed that i) in-
volves both the model order corresponding to the nominal
model and to the uncertainty model and ii) evaluates these
model orders in light of the control criterion.
First experimental results
Application of the robust-control-relevant identification
framework to a next-generation wafer stage for various nom-
inal model orders yields Fig. 1 and Fig. 2. The resulting
model sets i) encompass the true system behavior and ii) ac-
curately describe those phenomena that need to be compen-
sated to achieve high performance indeed. (Note that, in-
stead of modeling consecutive control-relevant system arti-
facts, conventional modeling approaches typically focus on
the representation of low-frequent system behavior.) Non-
conservative robust control design requires for a dynamical
bound on the uncertainty characterization shown. Clearly,
an important interplay exists between order selection for the
nominal model and the uncertainty bound.
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Figure 2: Inclusion of consecutive control-relevant system arti-
facts in an 11th order model, enabling explicit compen-
sation the high-frequent resonances at 600 Hz.
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This work is related to geothermal heat pumps for central 
heating and/or cooling using geothermal energy. This is 
one of the most recommendable methods for heating 
buildings via so called green energy. 
 
Current controllers don’t explicitly take the dynamic 
behavior of the source-side (the so-called borefields in the 
ground) into account. The object of this work is to model 
the thermal dynamic behavior of the surrounding geology. 
This model can then be used to develop an optimal control 
strategy that also prevents the exhaustion of the heat from 
the soil on short and long term. 
 
2 Problem formulation 
 
It is not straightforward to model the thermal dynamic 
behavior of the surrounding geology. The system dynamics 
of a ground coupled heat pump is characterized by very 
diverse time constants. It is important that both the fast and 
the slow dynamic behavior of the soil are well modeled.  
 
The conductive heat transport between the soil and the 
fluid is characterized by small time constants (with an 
order of magnitude of several minutes). On the other hand, 
the thermal diffusion in the soil is characterized by large 
time constants (with an order of magnitude of years). An 
additional problem is that diffusion phenomena can only be 
approximately described by a rational form in the s-domain 
(with s the Laplace variable). In order to get more accurate 
results, rational models in the √-domain have to be used 
to model the diffusion properties of the thermal behavior 
[1].  
 
First a rational model in the √  domain will be fit on 
simulated data. We will start with the simulation of a very 
simple heat diffusion problem, namely the heat transfer in 
a beam. This problem is selected since it can be solved 
analytically when certain boundary conditions are fulfilled. 
Thus, the model can be compared with the theoretical 
solution. 
 
Once the √ model based on the simulated data is 
satisfactory, temperature measurements will be performed 
on a heated metal beam. Again a √ model will be verified. 
 
Once this academic problem is fully understood, the 
analysis of simulated data of the more complicated 
problem is started, namely the thermal dynamic behavior 
of the geology that surrounds the heat pump.  
 
The object is to fit a model on the simulated data that can 
be split into two parts. The first part describes the heat 
conduction and the second part describes the thermal 
diffusion.  
 
The conductive part of the problem is characterized by the 
thermal resistances and capacitances of the materials that 
assure the heat transfer from the surrounding ground to the 
water in the borehole. This results in a rational form in the 
Laplace domain. By limiting the possible solutions for the 
rational model in the Laplace domain, we want to fit a 
model that can be interpreted as a combination of resistors 
and capacitors. 
 
Afterwards, the thermal diffusion will be described by a 
rational form in the √-domain.  
 
There are more challenges to be faced. Only a limited 
amount of measured quantities are easily accessible for the 
user. The measurement time is limited as well as the 
possible excitations. Several other identification problems 
have to be considered, for example, MIMO identification 
of the thermal diffusion in multiple borefield installations, 
dealing with missing data, ... 
 
Finally the model will be validated by use of 
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Transmission electron microscopes (TEM) are indispens-
able tools for research in material science, nanotechnology
and biology. Thus, it is expected that in the near future there
will be high commercial demand for TEMs that can perform
high-throughput, unsupervised measurements in the nano-
scale. The development of such tools will certainly bene-
fit from the methods offered by systems and control (S&C)
theory. The latter, besides its obvious potential contribution
to automation, will also play an important role in developing
an analysis framework from which many of the un-explained
TEM processes (e.g., sample drift) can be studied. This pre-
sentation summarizes several such potential contributions,
some of which constitute interesting theoretical problems on
their own.
2 Systems & Control in Electron Microscopy
The ideas presented here stem from the current work at the
CONDOR project. This project, is a concerted effort be-
tween (among others) FEI Company, TU Delft, and the Em-
bedded Systems Institute to automate scanning transmission
electron microscopes. One of the projects mayor challenges
consists of regulating the parameters of the microscopes op-
tical transfer function. This is currently done through ‘auto
tuning’ algorithms, which generally consist of the follow-
ing steps: (i) acquire images; (ii) estimate a ‘quality factor’
from the images; (iii) using a look-up table, find the values
of the microscope’s ‘control knobs’ that will shift the quality
factor towards a desired value; (iv) repeat as needed.
These algorithms work reasonably well in several situations.
However, they do no provide information about the underly-
ing processes in the microscope (since they are model-free),
they cannot enforce strict timing requirements, and they can-
not be compared systematically.
S&C theory can contribute to alleviate these problems by
providing a framework to analyze the microscope behavior.
Thus, this talk will emphasize the following topics:
• An integrated control-oriented TEM view [1].
• Methods for measuring optical aberrations (i.e., aber-
ration sensors), with known dynamics and error
bounds.
Emphasis will be place in the latter topic. Measuring optical
aberrations from images will be treated as a system identifi-
cation problem: Images are the two-dimensional output sig-
nals of a two-dimensional Wiener system, whose input is the
two-dimensional potential function of a specimen. The main
research question is: Given input output data, how does one
identify a two-dimensional Wiener model? In terms of TEM
images, the following questions are of interest:
• The linear portion of the microscope’s two-
dimensional Wiener model, the so-called optical
transfer function, is an infinite-dimensional linear sys-
tem. Thus, is it possible to derive finite-dimensional
approximations for this transfer function, with known
approximation errors?
• If an identification experiment is performed and used
to fit the approximate finite-dimensional model, how
much error is introduced in the identified parameters
(which are what one really wants to measure)?
• Is it possible to perform system identification with
the limited type of known inputs available to micro-
scopists (e.g. crystals)?
Since this is a new and ongoing research effort, the presen-
tation will emphasize the set up of the system identification
approach, and the practical limitations imposed by the mi-
croscopes to identification experiments.
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1 Introduction
In a world where economic and environmental issues have
increasing importance, efficient control systems have be-
come indispensable. When dealing with complex processes,
Model Predictive Control (MPC) is one of the possible con-
trol strategies [1]. In practice, current linear and non-linear
MPC algorithms are most often implemented on power-
ful computers. However, since Programmable Logic Con-
trollers (PLCs) with less computational power are used a lot
in industry, it is interesting to explore the possibilities and
limitations of these devices for MPC. For this purpose, a
6 m high pilot scale binary distillation column, is selected as
an industrial test example with multiple inputs and outputs.
2 Experimental set-up
In the distillation set-up, four variables can be manipulated
(MV): the reboiler duty, the duty of the feed heater and the
reflux and feed flow rate. The controlled variables (CV) of
the system are the temperatures in the reboiler and at the
top of the column. Only these variables are employed for
the control of the column as they are strongly related to the
quality of the final products. Other measurements are avail-
able, but are currently omitted for control.
3 Results
To create a model of the distillation column, system identi-
fication is performed [2]. A Pseudo Random Binary excita-
tion signal is applied simultanious to the four MVs. From
former experiments [4], it is known that the dynamics of the
system are faster at the top of the column. Therefore, the
signal is slightly faster at the top. As distillation columns
consist of low order systems, the selected models to be fit-
ted, are first and second order continuous-time transfer func-
tions with time delay. For both the reboiler and bottom
temperature, a MISO model is identified and combined into
one MIMO model. Model validation on a different dataset
demonstrates that the MISO model describing the reboiler
temperature captures the dynamics of the system excellently,
while the MISO model for the top temperature has difficul-
ties following the fast temperature variations. Nevertheless
the global MIMO model describes all main trends well and,
hence, it is implemented in an MPC controller taken from
the Matlab Model Predictive Control Toolbox [3]. As a first
step towards control on PLCs, this MPC controller is tested
while running on a PC. Simulation tests, as well as exper-
iments on the pilot scale set-up have proven that the con-
troller accurately deals with desired setpoint changes with-
out violating constraints.
4 Conclusion
A linear model has been created for a binairy disllation col-
umn. The model has been validated and employed in an
MPC. This controller has proven to be successful in simula-
tion and on the real set-up. Further research will now focus
on the translation of the current model predictive control ap-
proaches to low level industry standard hardware.
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Overview
The problem of finding the optimal oriented bounding box
(OBB) for a given set of points in R3, yet simple to state, is
computationally challenging. This question arises in many
practical applications and notably in vision problems, like
collision detection. Existing state-of-the-art methods deal-
ing with this problem are either exact but slow [1], or fast but
very approximative and unreliable [2]. We propose a method
based on Particle Swarm Optimization (PSO) to approxi-
mate solutions both effectively and accurately. The original
PSO algorithm is modified so as to search for optimal so-
lutions over the rotation group SO(3). Particles are defined
as 3D rotation matrices and operations are expressed over
SO(3) using matrix products, exponentials and logarithms.
The symmetry of the problem is also exploited. Numerical
experiments show that the proposed algorithm outperforms
existing methods, often by far. This preliminary experiment
indicates that, while being a stochastic method, PSO shows
to be both efficient and relatively reliable to solve the OBB
problem. Furthermore, this application is encouraging the
developement of PSO over different search spaces and man-
ifolds.
Description of the method
The idea presented in this article is to exploit a reformula-
tion of the OBB problem as an optimization over the rota-
tion group SO(3) [3]. Finding the minimal volume oriented





f (R) = VAABB(RX)
= (x′max− x′min)(y′max− y′min)(z′max− z′min)
where R ∈ SO(3) is the rotation matrix, X ∈ R3×n denotes
the set of points and VAABB is the volume of the so-called
axis-aligned bounding box (AABB). For given R and X , the
volume of the AABB is simply obtained by rotating the set
of points X by R : X ′ = RX = (x′,y′,z′) and computing the
product of the span along each rotated direction. As can be
observed with a 2D example, the function f (R) is only C0
and presents multiple minima. The non-differentiable and
multimodal aspects of f (R) make it a good candidate for
PSO.
PSO is a stochastic population-based algorithm. The driving
force of the optimization process is given by the following






















where x denotes position, v denotes velocity, y is the per-
sonal best position, yˆ is the global best position of the
swarm.
In its original form, PSO is described for particles dis-
tributed in Rn so that x ∈ Rn, y ∈ Rn and that the opera-
tions involved in the update equations (+,−,.) are the usual
vectorial addition, difference and scaling. In this work, we
show how to adapt standard PSO to the SO(3) search space,
using concepts of differential geometry. Note that the key
idea behind PSO is preserved with this adaptation: the new
rotation is built using a stochastically weighted combination
of the old rotation (with inertia) and attraction towards both
personal and global best rotations. Premilinary results can
be found in [4].
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With the rapid growth of human population and jobs dis-
tributed unevenly in different locations, daily commuting
between cities is required more than ever, which has cre-
ated a huge socio-economic issue: traffic congestion. Sev-
eral measures have been put into practice to solve this prob-
lem, such as improving junctions and adding separate lanes
for public transportation. However, these methods just re-
lieve the burden of the traffic system temporarily rather than
aiming for a long-term solution.
We focus on swarm intelligence for traffic management,
which is expected to yield excellent performance in traffic
flow optimization. Swarm Intelligence is an artificial intelli-
gence method based on the collective behavior of decentral-
ized, self-organized systems and its main goal is to use the
simple behavior and local interactions between the agents
and their environment, to obtain the desired complex global
behavior. We will use it to optimize various traffic control
measures (in particular route guidance).
2 Method
For this purpose, the Ant Colony Optimization (ACO) al-
gorithm is introduced and extended. The basic ACO al-
gorithm is inspired by ants and their behavior of finding
shortest paths from their nest to sources of food by interact-
ing with their local environment. The ants initially search
for food in a random fashion, but when they have found
some, they return home while depositing chemicals called
pheromones. These pheromones attract other ants to follow
the same path, and they in turn also deposit pheromones on
their way back. The stronger the pheromones are, the more
ants are attracted. Over time, this behavior leads to the emer-
gence of paths that can be shown to be near-optimal.
In ACO the combinatorial optimization problem is repre-
sented as a construction graph consisting of a set of vertices
and a set of edges connecting the vertices. A solution is
a concatenation of components, which are pairs of a ver-
tex and an edge, and form a path from the initial vertices
to the final vertices. The algorithm starts with the initial-
ization of M ants at the their own origin nodes where they
begin their journey to the destination. At each iteration, each
ant will have to decide to take which edge to take next edge
based on the pheromone levels. In addition, there is also an
option for exploration with a certain probability. After an
ant reaches its destination, the ant then retraces its steps de-
positing pheromone on the edges chosen, and obviously the
pheromones deposited should be proportional to the inverse
of the cost as we want to minimize the cost.
When applying ACO in a traffic context several changes
have to be made. First of all, for traffic we want to steer
the system towards the system optimum, whereas the ants in
ACO typically look for a user optimum. In fact, in traf-
fic each driver will choose the route that at that moment
benefits him most, based on the information he has. How-
ever, the drivers do not consider the impact their actions will
have in the traffic network. Sometimes the shortest route
may become less effective because every driver is inclined
to choose it, causing a traffic jam. Hence, we will take
into account the number of ants/drivers already traveling on
a route and add a penalty on this number. Moreover, we
should also take the dynamic nature of the traffic process
into account. This will be done by incorporating a dynamic
traffic flow model into the ACO algorithm. Finally, several
types of costs should be considered, such as travel time, fuel
consumption, emissions, and so on. Total cost is then the
weighted sum of these individual costs. Through minimiz-
ing total cost, we can find the optimal routing which benefits
both the network and the drivers.
3 Expected result
We will test the algorithm for a wide variety of set-ups, traf-
fic scenarios, traffic control measures, and cost functions.
We expect that this new ACO algorithm for traffic manage-
ment will result in an efficient and — due to its inherent par-
allelism - scalable approach that will provide a significant
improvement in the performance of the traffic system.
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1 Introduction
Inkjet printers are non-impact printers which print text and
images by spraying tiny droplets of liquid ink onto paper.
Besides the well known small inkjet printers for home and
office, there is a market for professional inkjet printers.
Inkjet printers are used to form conductive traces for cir-
cuits, and color filters in LCD and plasma displays. That
makes the printing quality is an important issue. Currently,
most inkjet printers use either thermal inkjet or piezoelectric
inkjet technology. Most commercial and industrial inkjet
printers use a piezoelectric material in an ink-filled chamber
behind each nozzle instead of a heating element. When a
voltage is applied, the piezoelectric material changes shape
or size, which generates a pressure pulse in the fluid forcing
a droplet of ink from the nozzle. In my project the piezo-
electric inkjet printer is considered.
2 Problem Statement
After a drop is jetted, the fluid-mechanics within an ink
channel are not at rest immediately: apparently traveling
pressure waves are still present. These are referred to
as residual vibrations. These residual vibrations result in
changing the speed of the subsequent drops. That is due
to the fact that the initial meniscus positions of the subse-
quent drops are different than the initial meniscus position of
the first drop. Usually the fixed actuation pulse is designed
under the assumption that all the drops have the same ini-
tial meniscus position. To guarantee consistent drop prop-
erties, one has to wait for these residual vibrations to be
sufficiently damped out to fulfill this assumption. Cross-
talk is the phenomenon that one ink channel cannot be actu-
ated without affecting the fluid-mechanics of the neighbor-
ing channels. The cross-talk happens due to the fact that
the pressure waves within one channel influence other chan-
nels. Residual vibrations and cross-talk result in ink drops
with different speed and volume which affect the printing
quality. The main goal is to improve the printing quality of
the printhead that is achieved by keeping both the speed and
volume of the ink-drop constant.
1This work has been carried out as part of the OCTOPUS project with
Oce´ Technologies B.V. under the responsibility of the Embedded Systems
Institute. This project is partially supported by the Netherlands Ministry of
Economic Affairs under the Bsik program.
3 Model-Free Optimization
Since there are no online measurements for the system vari-
ables, a feedforward controller is the only appropriate solu-
tion. Optimization of process performance has received at-
tention recently because it represents the natural choice for
reducing production costs, improving product quality, and
meeting safety requirements and environmental regulations.
Process optimization is typically based on a process model
that is used by a numerical procedure for computing the op-
timal solution. In practical situations, however, an accurate
process model can rarely be found with affordable effort.
Uncertainty results primarily from trying to fit a model of
limited complexity to a complex process system [1] and [2].
In this paper, we propose a new input pulse, that consists of
two pulses an actuation pulse and quenching pulse. The ac-
tuation part is used to formulate and jet the drop while the
quenching part is used to dampen the residual vibrations. A
lot of efforts have been done to produce a good model for
the ink channel [3] and [4], however this model is still in-
complete and fails to predict the meniscus position of the
drops. In our approach the optimization is carried out on the
real set-up instead of using a printhead model. A high speed
camera is used to obtain the time history of the drops travel-
ing from the nozzle plate to the paper. An image processing
technique is developed to obtain the actual speed of each
drop. An optimization technique is used to get the optimal
actuation pulse parameters by minimizing the error between
the actual drop-speed and a desired reference drop-speed.
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The exponentially damped sinusoidal (EDS) model [5] is a
simple and widely used model in signal processing appli-
cations, including magnetic resonance spectroscopy, mag-
netic resonance spectroscopic imaging, electroencephalog-
raphy and audio processing. The exponential data fitting
problem consists of estimating the parameters of the EDS
model, given a number of samples.
Matrix-based methods for the estimation of the unknown
parameters are well-known. Algorithms for the single-
channel, multi-channel, and decimative case based on
higher-order tensors have also been proposed in the liter-
ature. Higher-order tensors are generalizations of vectors
(first order tensors) and matrices (second order tensors).
We consider in particular the multi-channel case. A set of
signals with identical poles but different complex ampli-
tudes is assumed. The goal is to estimate the poles of the
model, i.e., the frequencies and the damping factors, from
given samples. We define the problem formally and briefly
recall the tensor algorithm proposed in [4].
2 Low multilinear rank approximation of tensors
The best low multilinear rank approximation of tensors is es-
sential for the algorithm [4]. The multilinear rank of a tensor
is a direct generalization of column and row rank of a ma-
trix. In this sense, a tensor can be approximated by a tensor
having multilinear rank bounded by given numbers. These
numbers are related to the model order and to the number of
channels.
The computation of the best low multilinear rank approxi-
mation of tensors is not as straightforward as in the matrix
case. Truncation of a higher-order singular value decom-
position leads to a good but suboptimal approximation. A
traditional algorithm for further improvement is the higher-
order orthogonal iteration [1]. For alternative algorithms see
[3] and the references therein.
3 Result
We compare the performance of the tensor-based [4] and
its corresponding matrix-based method [6] for the case of
closely spaced poles. This problem is more difficult than
the case where the poles are well separated. The goal is
to find factors indicating in which cases it is better to use
the tensor-based instead of the matrix-based method. We
present simulations revealing that when the matrix contain-
ing the amplitudes of the model is ill-conditioned, reduc-
ing the mode-3 rank in the low multilinear rank approxima-
tion of the involved tensor improves the performance of the
tensor method. As a result it outperforms the matrix-based
method, see also [2].
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1 Introduction
Polyethylene is without any doubt the most widespread
polymer worldwide. Its annual production is estimated at 80
million tonnes and low-density polyethylene (LDPE) rep-
resents about 30 % of the total volume. Nowadays high-
pressure tubular reactors stand for 60 % of the total pro-
duction of LDPE. These reactors consist of a spiral wrapped
metallic pipe with a large length to diameter ratio. The poly-
merization of ethylene is carried out under extreme condi-
tions, e.g., at very high pressures (2000 to 3000 bar) and at
a temperature level of 400 to 600 K due to the exothermic-
ity of the free-radical polymerization reaction. The heat of
reaction is partially removed through the reactor wall by a
cooling system in the jacket around the tube. The ethylene
conversion is known to be in the order of 25-35 %.
2 Approach
Setting up a well-defined model based optimization problem
of an industrial application is not always as straightforward
as it seems. Often researchers seek the shortest way to reach
their final goal by going directly to the development of a
high-complexity model and optimize this with respect to a
certain objective ([1, 2]). Although this approach seems the
fastest way to success, it can be a bumpy road with a lot of
dead ends (dashed arrow in Figure 1). Due to the high com-
plexity of the model convergence is not ensured, good ini-
Figure 1: Divide and conquer strategy.
tialization is required and calculation time increases rapidly.
Hence, for this research project a sustainable strategy of di-
vide and conquer is adopted, i.e., first develop a conceptual
(low-complexity) model, set up the (multiple objective) op-
timization problem and later on use the obtained knowledge
during the optimization of more complex models.
3 Results
First, this multizone process is modelled as a sequence of
conceptual modules which simulate the steady-state charac-
teristics of one reaction and cooling zone. A 1-peak module
is composed out of the mass balance of the monomer and
initiator and the energy balance along the length of the re-
actor. Then, this model is fitted to industrial data such that
it quantitatively describes the real process. Finally, a mul-
tiple objective design optimization problem is formulated,
i.e., where along the reactor does initiator have to be injected
and in which amount in order to maximize the profit for dif-
ferent economic situations.
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1 Introduction
Many combustion devices are highly susceptible to acoustic
instability of combustion. This problem is especially pro-
nounced under premixed fuel lean operation, widely used in
this kind of systems due to the lower thermal NOx emis-
sions. Typical examples include domestic boilers and gas
turbines.
Thermo-acoustic combustion instabilities usually manifest
themselves by the generation of acoustic tone(s) within a
combustion system. Such instabilities consist of a feedback
loop between acoustic waves and the unsteady flame heat
release rate. In most cases the instability is an undesirable
effect which is difficult to foresee during the design process
and to eliminate in the development stage. Accordingly, the
development of methods to predict, prevent or actively con-
trol such oscillations is an actual and practically relevant
problem [1].
Due to the very nature of the phenomenon both the acous-
tics of the combustor and the thermo-acoustics of the
flame/burner are important. The main focus of the present
research is to model, and experimentally verify, the stability
of the system as a function of the flame behaviour.
2 Modelling approach
In many practical situations combustor systems consist of
assemblies of ducts, vessels, and burners. The transverse
dimensions are usually sufficiently small to assume that
acoustic waves are longitudinal. Then, one can describe the
combustor acoustics using the approach of acoustic network
modelling. Within this approach the combustion system can
be represented as a network of elements such as tubes, area
jumps, flame, open and closed ends, etc. Each of the ele-
ments can be represented by a frequency dependent transfer
matrix which links the output fluctuating pressure and ve-














For many simple acoustic elements the analytical expres-
sions for the transfer matrices (TM) are known. For the
flame/burner the TM can be expressed in terms of the flame
thermo-acoustic transfer function (TF). The flame TF de-
scribes the response of the flame heat release to velocity ex-
citations in terms of a frequency dependent gain and phase.
The complete network model of a system can be found by
combining the TM’s of all elements. Such a set of homoge-
neous equations has a non-trivial solution if the determinant
of the system matrix is equal to zero. This condition allows
determining the set of unstable and stable eigen-values (fre-
quencies) of the acoustic system.
To prevent thermo-acoustic instabilities in the design stage
two closely related strategies can be considered. One can
either try to find an optimal geometry, or one may select
a burner which, once installed in a given combustor, pro-
vides stable operation. In the current research we are only
interested in the second option. Thus, we regard the flame
as a parameter and calculate all possible eigen-frequencies
in a certain gain and phase range. The result is a complete
overview of all possible unstable and stable modes in a com-
bustor for a wide range of practical flames.
3 Results
The analysis is done for a simple combustion system con-
sisting of a gas feed pipe, area change, flame, and an exhaust
duct. Experiments on such a set-up are used to verify our
results. Comparison of simulation and experiment indicates
that the model gives a conservative estimate of stability. The
results are valuable in the design stage, i.e. the formulation
of criteria which a certain burner should satisfy to prevent
instability. On the other hand, the results suggest that the
flame can be used as an element to actively suppress insta-
bilities by modifying the flame behaviour (i.e. by an electric
field). This also opens possibilities for active control by us-
ing the flame as an actuator.
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1 Introduction
Atomic Force Microscopy (AFM) is an important tool in
nanotechnology, providing sample topography images with
molecular resolution by probing the sample with a very
sharp tip [1]. One major drawback of AFM, however, is its
relatively low imaging speed which makes it impossible to
capture dynamic processes on a molecular scale. The goal
of this research it to increase the imaging speed of AFM sys-
tems by using modern control techniques and improving the
overall mechatronic design of these instruments.
2 Dual actuation
One major limitation on the imaging speed of AFM is the
bandwidth of the feedback loop controlling the force varia-
tions between the tip and the sample. This feedback band-
width is strongly determined by the dynamics of the piezo
actuators which position the sample in vertical direction.
Designing these actuators for faster actuation often comes to
the price of a reduction in positioning range. In most cases,
however, the full positioning range is needed for the slow
varying topography changes only. A significant increase in
positioning bandwidth can therefore be achieved by com-
bining a relatively slow, long-stroke actuator with a faster,
short-stroke actuator to obtain a dual actuated system [2].
3 Problem description
This contribution focusses on controlling the imaging force
and estimating the sample topography in dual actuated
AFM. Special emphasis is given on providing an optimal
trade off between the long-stroke and the short-stroke actua-
tor and to prevent both feedback loops from competing with
each other. In order to provide an estimate of the sample
topography using the available control signals, a filter has
to be designed which captures the system dynamics [3, 4].
As the dynamics of the actuators are slightly different each
time the system is setup, the designed feedback controllers
and topography estimator should be robust for the variations
in the system dynamics.
4 Results
Dual actuation for faster imaging is demonstrated on a mod-
ified commercially available AFM setup (Veeco, Santa Bar-
bara, CA, USA). The long-range positioning of the sample
is hereby provided by a piezoelectric tube scanner, while
the AFM tip is actuated via a short range, high-bandwidth
piezoelectric stack actuator mounted on the tip holder. The
dynamics of the system have been identified multiple times
with different measurement probes and samples, resulting
in a model of the nominal system dynamics and a model
of the dynamic uncertainty. Using these models, the to-
pography estimator and feedback controllers are designed
using µ-synthesis techniques, which guarantee robust per-
formance of the system under the possible variations of the
system dynamics. By varying the weights of the optimiza-
tion, a direct trade-off between the guaranteed bound on the
topography estimation error and the resulting control band-
width is shown. The dual actuated AFM system demon-
strates a significant increase in closed-loop bandwidth, and
thus imaging speed, as compared to the conventional AFM
system. AFM images are obtained at high speed demonstrat-
ing a significant reduction of the residual error and reduced
variations of the imaging force.
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Abstract
Two important trends in the wind energy industry are to in-
crease power by increasing rotor diameters to sizes in ex-
cess of 140 metres and to move towards off-shore locations.
Both these developments bring new challenges with them.
Increased rotor sizes call for control systems that are able
to handle mechanical loads more adequately and off-shore
wind turbines require an even higher reliability than that ex-
pected from on-shore generators, with required operational
lives of over 20 years.
In this PhD research, sponsored by Vestas Wind Systems,
several lines of research will be extended to develop con-
trol solutions for the next generation of wind turbines. The
first main research item is to develop system identification
tools suited to wind energy applications. The second part
focusses on control methods that use these identified mod-
els. Current practice is often to use first-principles models
for the design control of systems, while the commissioning
of the production turbine often requires a complete retun-
ing of controllers and models due to differences between the
model and the true system. Obtaining an identified model of
the true system may avoid such non-trivial re-tuning.
Regarding the first part, the aim is to develop methods that
are especially suited for the identification of wind turbine
dynamics. For state-of-the-art turbines this concerns the as-
sembly of rotor-generator together with the blade pitching
system. For future turbines, this may include the dynamics
of “smart” rotor blades with trailing edge flaps [?]. In these
cases of obtaining a model from data, disturbances play an
important role since these are to a large extent periodic and
non-stochastic in nature. This calls for an extension of ex-
isting methods. To deal with disturbances that are periodic
in nature, ideas similar to those in [?] are applied to sub-
space identification. Furthermore, a subspace identification
method has been developed can deal with closed-loop sys-
tems. Another challenge lies in the fact that the dynamics of
a wind turbine change with the operational conditions and
therefore a linear time-varying approach may be necessary.
A wind turbine experiences significant dynamic loads, such
as turbulence, gravity and wind shear. Due to the size of
future rotors and the presence of stochastic and periodic dis-
turbances over the entire lifespan of a turbine, fatigue is a
critical issue to wind turbine life and reliability. Therefore,
reduction and alleviation of loads by means of advanced
control is an enabling technology for future turbines. To
allow industrial implementation of such control systems, it
is important that these systems are intuitive, relatively sim-
ple and can be be tuned in an insightful way. An interesting
and intuitive option is the use of predictive control combined
with system identification. Research in the past ten years
has shown that the prohibitive computational burden tradi-
tionally associated with predictive control is not necessary
by exploiting structure in the problem [?], allowing sample
rates that are sufficiently high for wind energy applications.
Additionally, fatigue in mechanical parts can be expressed
in terms of signal variances. By taking this into account in
the MPC objective, control actions can be optimised to re-
duce fatigue loads at locations where they are most critical,
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1 Introduction
The trend in offshore wind turbines is to increase the ro-
tor diameter as much as possible to decrease the cost per
kWh. The increasing dimensions have led to a relative in-
crease of the loads on the wind turbine structure, thus it is
necessary to react to disturbances in a more detailed way:
each blade separately [1]. The load disturbances acting on
an individual wind turbine blade are to a large extent de-
terministic, such as the tower shadow (see Figure 1), wind
shear (see Figure 2), yawed error and gravity, and they de-
pend on the rotation angle and speed. A repetitive controller
can learn these periodic disturbances for fixed-speed wind
turbines and variable-speed wind turbines operating above-
rated. For relatively slow changing periodic disturbances it
is expected that this control method can significantly reduce
the vibrations in the wind turbine structure.
Figure 1: Wind shear effect
z
x
Figure 2: Tower shadow effect
2 Repetitive Controller Design
The repetitive controller (RC) is designed by formulating a
lifted MIMO output-feedback problem such that after a full
rotation (trial) the input signals are updated to counteract
the described periodic disturbances [2]. For the transition
from trial-to-trial, a “lifted” model is derived based on the
periodic time-varying state-space model of the system under
study. Normally, a feedback controller is already designed
to deal with the stability of the system. Therefore, the RC is
designed “on top” of the closed-loop wind turbine system.
In simulation, the additional pitch input of the RC gives af-
ter a number of trials a considerable reduction in the am-
plitude. In Figure 3 the power spectral density of the first
blade root moment is illustrated. The slicing of the wind by
the rotating blades transforms the wind load spectrum seen
by the rotating rotor by additional energy at rotor frequency
1P (once-per-revolution) and its multiples. The additional
loads at 1P, 2P, and 3P frequencies are clearly visible in the


























Figure 3: Power spectral density of the first blade root moment
over 100 trials. The light grey line uses feedback con-
trol only, and the dark grey line with RC added.
3 Data-Driven Implementation
There are some additional challenges relating to the imple-
mentation of the RC algorithm, like the memory storage and
realtime calculation of the large lifted matrices. Further, it
is known that the performance of the RC strongly depends
on the precise match between model and system to be con-
trolled, and between the controller’s period and the actual
period of the disturbance signal. With even a slight period or
model mismatch, the performance of the controller can de-
crease substantially. As the wind turbine dynamics vary over
time, due to the slowly changing environment, the model
and period have therefore to be made adaptive. So, the goal
is to implement a data-driven RC, which adapts itself to the
changing dynamics, using the input and output data and re-
cursive subspace identification techniques [3].
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Control design and tuning techniques adopted in industry
often differ from the state-of-the-art techniques presented in
the academic world. Generally, well-known, proven tech-
niques are preferred, rather than theoretically comprehen-
sive techniques, which are often more complex. The auto-
motive industry is a typical example of such an industry.
In this research, different LPV control synthesis approaches
are compared, focusing on their practical applicability in
industry by means of a relevant problem, namely the de-
sign of a cruise control (CC) system for heavy-duty vehi-
cles (HDVs). Within this context, the advantages and disad-
vantages of using relatively simple ad-hoc gain-scheduling
methods and more complex, theoretically comprehensive
LPV techniques are discussed [1].
2 Cruise control problem definition
Cruise control is a widespread, commercially available func-
tionality. In this research, a standard CC system is consid-
ered, which means that the engine is considered as an actu-
ator enabling automatic propulsion. A tachograph is used to








Figure 1: Schematic representation of the system to control,
with Te,d(t) and Te(t) the desired and the bruto engine
torque, Td(t) and Fd(t) disturbance torques and forces,
m(t) the vehicle mass, ωeq(t) the equivalent driveline
rotational velocity, and x˙(t) the measured vehicle ve-
locity.
Specifically focusing on HDV’s, a large variation in oper-
ating conditions has to be dealt with when designing a CC
system. The mass of a typical HDV, for example, may vary
between 7 and 40 ton. In Figure 2, the corresponding Bode
magnitude plots of the open-loop system (see Figure 1) are
shown for different mass values. Targeting a bandwidth
in the order of 1.0 to 10 rads−1, these plots indicate that
the performance of the cruise control system can be signifi-
cantly improved when the actual value of the mass is explic-
itly taken into account in the controller design and tuning.


















Figure 2: Bode magnitude plot of the open-loop system (see Fig-
ure 1) for m(t) ∈ [7, 40] ton and Td(t) = Fd(t) = 0.
3 LPV controller synthesis
Different LPV control design approaches are compared, fo-
cusing on their applicability for the design, tuning and im-
plementation of a cruise control system.
• zero-pole-gain interpolation of operating-point de-
pendent controllers which are designed by manual
loopshaping techniques
• state-space interpolation of operating-point dependent
H∞-controllers
• LPV controller design using gridding of the total op-
erating range
• LPV controller design making use of the extended
Kalman-Yakubovich-Popov (KYP) lemma [3], which
is equivalent to the full-block S-procedure [2]
The relative simplicity of the cruise control problem enables
to compare the approaches.
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1 Introduction
We present a new class of gait generation and control algo-
rithms based on the Max-Plus modeling framework [1] that
allows for the synchronization of multiple legs of walking
robots. Transitions between stance and swing phases of each
leg are modeled as discrete events on a system described by
max-plus-linear state equations.
2 Designing motion gaits
Let li(k) be the time instant leg i lifts off the ground and ti(k)
be the time instant it touches the ground, both for the k-th
iteration. For a traditional alternating swing/stance gait one
can impose that the time instant when the leg touches the
ground must equal the time instant it lifted off the ground
for the last time plus the time it stays in flight (denoted τ f ):
ti(k) = li(k)+ τ f (1)
Analogously, we get a similar relation for the lift off time:
li(k) = ti(k−1)+ τg, (2)
where τg is the stance time and ti uses the previous iteration
such that equations (1) and (2) can be used iteratively. Sup-
pose now that one aims to synchronize leg i with leg j in
such a way that leg i can only lift off τ∆ seconds after leg j
has touched the ground. One can then write the relation:








where the symbol⊗ denotes the matrix product operator de-
fined in the Max-Plus algebra [1]. Equation (3) enforces si-
multaneously that both the leg i stays at least τg seconds in
stance and will only lift off at least τ∆ seconds after leg j
has touched down. When both conditions are satisfied, lift
off takes place. Following this reasoning, one can efficiently
represent motion gaits in terms of synchronization of timed
events. Figure 1 illustrates a pacing gait for a quadruped.
Define the state variables for a quadruped robot x(k) ∈R8max
by x(k) = [t1(k) l1(k) · · · t4(k) l4(k)]T . Following the re-
lations in Figure 1 one can find the max-plus-linear system
matrix for the pacing gait, that we denote Ap. For gait sym-













Figure 1: Time evolution of gaits for a quadruped. The hatched
boxes represent the leg stance, and the solid thick lines
represent the lift off events li(k+1). The arrows repre-
sent events that must occur for each lift off and touch-
down events to happen.
extra parameters τ f g = τ f + τg and τp f = τp + τ f are intro-
duced for compactness and ε =−∞ (see [1]).
x(k) = Ap⊗ x(k−1)
Ap =

τ f g ε τp f ε ε ε τp f ε
τg ε τp ε ε ε τp ε
τp f +τ f g ε τ f g ε τp f +τ f g ε τ f g ε
τp f +τg ε τg ε τp f +τg ε τg ε
ε ε τp f ε τ f g ε τp f ε
ε ε τp ε τg ε τp ε
τp f +τ f g ε τ f g ε τp f +τ f g ε τ f g ε
τp f +τg ε τg ε τp f +τg ε τg ε

3 Conclusions
Experimental results in locomotion have validated the pro-
posed framework. We have concluded that various gaits can
be implemented at the discrete events level, and that the
Switching Max-Plus framework allows for save transitions
between different gaits.
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Abstract
We analyse the performance of different strategies for coor-
dinated control of mobile robots. These robots are character-
ized by the non-holonomic kinematic model of a unicycle.
The robots are employed for transportation of goods in an
environment of a distribution center.
We propose a control architecture, shown in Figure 1, that
contains multiple layers of functionality. The high-level
control assigns to each robot the reference trajectory. The
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Figure 1: The control architecture
In a distribution center, coordination is needed to guaran-
tee collision-free robot motions and correct robot sequenc-
ing. Collisions may occur if there is an obstacle on the robot
path or when several robots share the same working space.
A correct sequencing of robots is required , since items be-
ing transported have to arrive at drop-off points in a specific
order based on the customer demands. With our architec-
ture, it is easy to shift responsibilities over coordination of
mobile robots to different control layers.
In this work, we investigate performance of two robot coor-
dination strategies. This is done in experiments according
to the following scenario: a convoy of seven robots delivers
goods along a path where one part of this convoy intersects
with another part, so robot coordination is needed to avoid
collisions. The coordination strategies are:
1. High-level coordination (HL): at 1 Hz, the robot tra-
jectory generators coordinate their occupation times
of intersection, such that only one robot at a time oc-
cupies an intersection.
2. Low-level coordination (LL): at 30 Hz, the trajectory
modifiers of the robots facing a collision locally over-
ride their original reference trajectories using artificial
potential fields, such that the robots move away from
each other until the imminent collision is averted.
For performance analysis, we consider the following indica-
tors:
• Average travelled time, ttrvl [s], for all robots to reach
their destination.
• Total normalized tracking errors of all robots,
∑e2xy[m2], and formation errors ∑δ 2i j[m2].
Table 1: Performance Evaluation
Strategies Indicators
ttrvl [s] ∑e2xy[m2] ∑δ 2i j[m2]
HL 36.06 0.002 0.0014
LL, not coupled 38.458 0.114 0.0021
LL, all robots coupled 38.496 0.123 0.0014
The data given in Table 1 indicate that the high-level coor-
dination leads to shorter travel time and smaller tracking er-
rors. It gives optimal and efficient robot trajectories that are
free of collisions. However, this coordination method is less
robust to perturbations, since it requires accurate tracking of
the reference trajectories. Even though the performance of
the low-level coordination is lower, this coordination turns
out to be much more robust to uncertainties.
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Abstract
Today’s robots are programmed in such a way that they rely,
almost completely, on feedback. Based on the consequences
of an action performed by the robot, it tries to make the nec-
essary adjustments. Each response to a contingency has to
be programmed in advance and every time a robot has to
perform a task the same process has to start all over again,
i.e., building a world model from sensor data and adjusting
its actions in order to successfully accomplish the desired
task. A solution to this problem could be to store the robot’s
knowledge regarding the actions and the environment. Then,
any robot that has access to the stored knowledge can benefit
from it resulting in an improved action. Such a feed forward
strategy prevents reinventing the wheel over and over again.
Recently, a consortium consisting of Eindhoven Univer-
sity of Technology (TU/e), Philips Applied Technology,
Universita¨t Stuttgart (USTUTT), Eidgeno¨ssische Technis-
che Hochschule Zu¨rich (ETHZ), Universidad de Zaragoza
(UNIZAR), and Technische Universita¨t Mu¨nchen (TUM)
started a project called RoboEarth. The goal is to suc-
cessfully design and implement a world-wide web-style
database called RoboEarth. RoboEarth should receive and
store knowledge obtained by a robot and supply it to any
robot that can benefit from it, independent of the robot’s
hardware and configuration. Apart from this database, an
interface between the database and the systems referring to
the database, and a language that can be used for commu-
nication have to be developed. As a proof of principle, a
service robot for patient companion in a hospital environ-
ment will be built as a demonstrator. This service robot will,
e.g., serve a drink or open a screw cap bottle.
A robot will collect environmental data from its sensors.
From this data, objects are detected and labeled. These ob-
jects, both static and dynamic, are associated with real world
objects and are tracked. This constitutes the local world
model, mainly deployed by the robot itself. The local world
model can benefit from object definitions, e.g., shape, po-
sition, size, that are downloaded from RoboEarth. Further-
more, RoboEarth deploys a global world model that man-
ages the consistency between various incoming local world
models from different robots. Furthermore it builds up prob-
abilistic models of the initiation, continuation and finaliza-




























Global world model, action recipes, learning controller
Figure 1: Schematic representation of the interactions between
RoboEarth and various robots
for a robot, since it tells the robot, e.g., where to expect ob-
jects in the sensor data, or in which direction objects usually
move.
If a robot has to perform a task, a plan containing actions and
handling for the objects involved can be downloaded from
RoboEarth. Such a plan will be called action recipe and it
usually consists of a series of actions such as grabbing or
moving an object. By downloading action recipes, a robot
will be able to perform tasks, even if it never did the task
before.
Finally, any robot can upload e.g., control architectures, mo-
tion control algorithms and learned parameters, such that
all other robots can benefit. This allows learning control
on all levels, from control parameters to path planning. A
schematic representation of the RoboEarth setup is given in
Figure 1.
The focus of the RoboEarth research and technological de-
velopment will be on 3D sensing, world modeling, action
and situation recognition and labeling, learning control, and
language for communication. The research leading to these
results has received funding from the European Union Sev-
enth Framework Programme FP7/2007-2013 under grant
agreement no248942 RoboEarth.
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Abstract
In this work, we address modeling and identification of
bipedal humanoid robots and conduct stability analysis of
bipedal locomotion. We propose a theoretical framework
for automatic modeling and identification of an arbitrary
bipedal robot. Our approach is tested in experiments on the
humanoid robot TUlip, shown in figure 1. Finally, we argue
merits and limitations of the two most common methods for









































































Figure 1: Humanoid TUlip: photo, CAD drawing and DH model
Using Denavit Hartenberg’s convention for modeling robot
kinematics, depicted in figure 1, we contribute an automatic
algorithm for derivation of Lagrange-Euler equations of mo-
tions for a general bipedal humanoid robot. This algorithm
is instantiated on TUlip. Furthermore, conditions for ground
contact and impact expressions are derived and numerically
integrated in a Matlab simulation together with equations of
motion using the event detection method [1].
The model parameters of a humanoid robot can be identified
in dynamic experiments. In this work, we propose a method
for automatic conversion of the robot dynamical equations
into a regressor form. Here, the dynamical equations encom-
pass Lagrange-Euler equations of motion, equations of the
actuator dynamics, friction and dynamics of the drive trains
[1, 2]. Persistently exciting trajectories are optimized using
the regressor of the resulting dynamical model, and these
trajectories are used in experiments to estimate parameters
of the robot TUlip. The estimated parameters are validated
in experiments, and results are shown in figure 2.
The Zero Moment Point and Poincare´ map methods have
been applied for design and stability analysis of bipedal























































Figure 2: Validation of system identification: measured torque
(grey) and model-based torque estimation (black)
walking. Illustrative results are shown in figure 3. Criti-
cal evaluation of both methods leads to the conclusion that
these methods are neither sufficient nor necessary to guaran-
tee stability of bipedal walking. Consequently, new theoreti-
cal formalisms are needed for proper qualification of bipedal
locomotion stability and for synthesis of stable gaits [1].






















































Figure 3: ZMP (top) and Poincare´ (bottom) stability for ZMP
based gait (left) and limit cycle walking gait (right)
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Abstract
We propose a collision-free motion coordination of a group
of unicycle agents. The agents are characterized by non-
holonomic kinematics of a unicycle, such as wheeled mo-
bile robots and unmanned aerial vehicles. While the refer-
ence trajectories of interacting agents make a time-varying
formation, our control strategy achieves globally asymptot-
ically stable tracking of these trajectories and coordination
between the interacting agents, both under constraints on the
actuator inputs. The coordination takes care that after per-
turbation of one or several agents, the formation is recovered
even before the tracking errors of all individual agents con-
verge to zero. The proposed strategy is an extension of the
control design presented in [1], in terms of mutual coupling
of motion controllers of the individual agents. The controller
couplings yield robustness of the formation to perturbations.
Robustness is further strengthened by means of an algorithm
for collision avoidance. This algorithm runs at each agent
locally and is based on the concept of the artificial potential
functions. The algorithm achieves collision avoidance by
real-time modifications of the reference trajectories of the
individual agents.
Quality of the collision-free motion coordination is experi-
mentally verified. A layout of robot paths is shown at the top
in Fig.1. To verify formation keeping, we perturb the forma-
tion three times, by manual robot repositioning. Each time a
robot is repositioned, the other ones start moving away from
their reference trajectories aiming to restore the prescribed
formation. After recovering the formation, the robots con-
tinue tracking their own reference trajectories. At the bottom
in Fig.1, we show the tracking errors together with errors in
keeping the formation. This figure confirms that the tran-
sients of the formation errors are faster than the transients of
the tracking errors.
The main contributions are: i) Lyapunov based design of
saturated feedback tracking controllers that achieve global
asymptotic stable motion coordination of multi-agent unicy-
cle systems, ii) global asymptotic tracking of time-varying
formations, where the forward and steering velocities of the
individual agents can all be mutually different, while the
steering velocities can even be discontinuous, iii) flexible











































Figure 1: Top: reference (solid) and actual (dotted) paths;
bottom: errors in tracking and formation keeping.
controller tuning and intuitive adjustment of robustness of
motion coordination with respect to perturbations, iv) real-
time collision avoidance, and v) experimental verification.
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1 Introduction
Many of the high-profile and safety-critical processes in
physiology, biology, chemistry and engineering can be natu-
rally modelled as dynamic systems. This resulted in a large
amount of work on formal verification thereof but most of
the existing methods can only cope with finite-state systems
or simple Hybrid systems such as timed automata. The aim
of this work is to extend the scope of formal verification to
systems with continuous state spaces such as Rn. There-
fore, we consider discrete-time continuous-space dynamic
systems (DTCSDSs) for which we study the standard se-
mantics of the branching temporal logic CTL∗ [1] and give
a “computable semantics”, in the sense of Type-2 Theory of
Effectivity (TTE) [2], under which most of the true system
properties can be proven using numerical methods.
2 Overview
CTL∗ is a strict superset ofCTL – Computational Tree Logic
and LTL – Linear Temporal Logic. CTL reasons about the
infinite computation tree of the system, i. e. allows to spec-
ify branching-time properties. LTL reasons about system
traces, i. e. allows to specify linear-time properties.
In [3] we first devise a computable semantics for CTL on
DTCSDSs. Later in [4], employing path spaces, we extend
it to a computable semantics of CTL∗. This semantics turns
out to be not optimal as it can lead to inconclusive model-
checking results even on finite-state models. Further, in [5],
we give a new computable semantics for CTL∗ such that it
is exact on finite-state models. The latter is done by show-
ing how the computable model checking of existentially and
universally quantified path formulae of LTL can be reduced
to solving, respectively, repeated reachability and persis-
tence problems on a model obtained as a parallel compo-
sition of the original one and a non-deterministic Bu¨chi au-
tomaton (NBA) corresponding to the verified LTL formula.
Our computable semantics are topological, cf. [6], i. e. we
work with open sets of states and paths. In the provided se-
mantics, if the verified state formula Φ contains negation,
henceforth, or release operators then Φ can be true on a
given model M, but not verifiable. Moreover, the formula
Φ may be neither verifiable nor falsifiable on M. Yet, if the
formula holds in the computable semantics, then it does hold
in the original one. Also, our final version of the semantics
for CTL∗, cf. [5], is optimal since it is exact on finite-state
models, i. e. we can not obtain better verification results by
discretizing the system’s state space.
3 Details
The basic computability requirements for our semantics
in [3, 4, 5] are: (i) the set of initial system states I is com-
pact; (ii) Φ ∈CTL∗ is in negation normal form (NNF); (iii)
the DTCSDS M = (T, F, L) is such that T is a computable
Hausdorff space, and F is a continuous map for which the
weak and strong pre-images of any open U are computable;
(iv) the negation-prefixed atomic propositions ofΦ have rep-
resentations that allow for computing interiors of their com-
plements. The computable semantics for CTL∗, introduced
in [5], is based on reducing the problem of verifying ∀φ or
∃φ on M to a problem of verifying ∀32UF or ∃23UF on
a model obtained using a parallel composition of M and the
non-blocking NBA for ¬φ or φ . Here, φ is an LTL path
formula; Sat(UF) is the state space of M times the set of ac-
cepting states of the corresponding NBA; ¬φ and φ are in
NNF. For verifying ∃φ , we require knowing an separable-
type name of I.
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1 Motivation
Hybrid systems are commonly used as models of industrial
processes. Due to the innate complexity of such systems,
considerable attention has been paid to the development of
modeling languages for hybrid systems. The Compositional
Interchange Format (CIF) [1] is a language for describing
hybrid systems which was designed both for modeling and
as an intermediate for translation between other frameworks
for system specification. The CIF has an operational seman-
tics which gives a well-defined mathematical description of
the behaviour of a model.
Given a system model, we wish to compute properties of its
behaviour. Unfortuntately, the CIF allows the construction
of models for which the behaviour given by the operational
semantics is uncomputable, in the sense that there is no al-
gorithm which can be implemented on a digital computer
which can compute the set of executions. Worse, it can be
shown that there is no semantics of evolution for hybrid sys-
tems under which the evolution is computable; we need an
upper-semicomputable semantics (or simply upper seman-
tics) to prove safety properties, and a lower-semicomputable
semantics to prove liveness properties. The tool Ariadne [2]
can compute the evolution of nonlinear hybrid systems with-
out inputs using either the lower or upper semantics.
The main problem we address is to find a subset of the CIF
under which upper- or lower-semicomputable semantics of
evolution can be given, and show that these semantics be-
have reasonably under parallel composition.
2 Input/Output Automata
To ensure computability of the evolution, we restrict the dis-
crete and continuous dynamics of a CIF model to be given
in explicit form. For example, differential-algebraic equa-
tions f (x, x˙,u) are problematic, but differential equations
x˙= f (x,u) are allowed. Every state or output variable must
be defined exactly once and there may be no algebraic loops,
though which variables are inputs and which are outputs
may be mode-dependent. Noise variables may not be used
in the guards or resets. For upper semantics, we take the
closure of the guard sets, and for lower semantics, the inte-
rior. The resulting system model is a variant of input/output
hybrid automata, and is defined by the equations
x˙= fq(x,u,v) if pq(x)≤ 0;
q′ = γ(q,e), x′ = rq,e(x,u) if gq,e(x)≥ 0.
The parallel composition operator can be defined at two lev-
els; at the system definition level, for which the equations
governing the system evolution are combined, and at the be-
havioural level, in which the intersection of the possible in-
dividual behaviours is taken. It is also conjectured that the
parallel composition of CIF automata yields the same be-
haviour whether defined on models or on behaviours.
3 Simulation Relations
The main result is that the upper and lower semantics re-
spectively simulate or are simulated by the operational se-
mantics defined in CIF (for CIF models whose computable
semantics are defined), and that the semantics behave appro-
priately under parallel composition. We obtain the follow-
ing diagram, where→ denotes the simulation relation, and
SC,U,L denote the behaviour of the system S using (respec-
tively) operational, lower and upper semantics.
SU1 || SU2 −→ (S1||S2)U
↓ ↓ ↓
SC1 || SC2 ←→ (S1||S2)C
↓ ↓ ↓
SL1 || SL2 ←− (S1||S2)L
This means that the upper- and lower-semicomputable se-
mantics as used in Ariadne are compatible with the opera-
tional semantics defined by CIF, and with the parallel com-
position operator.
References
[1] Systems Engineering Group TU/e. CIF language and
toolset. http://se.wtb.tue.nl/sewiki/cif.
[2] Control and Systems Theory Group, CWI; Informa-
tion Processing Systems Group, Verona; PARADES, Roma.
Ariadne: An open framework for hybrid systems analysis.
http://trac.univr.rm.cnr.it/ariadne/.
Book of Abstracts 29th Benelux Meeting on Systems and Control
50
Abstraction Techniques for Automatic Verification
of Stochastic Hybrid Systems
Alessandro Abate
Delft Center for Systems and Control
Faculty of Mechanical, Maritime and Materials Engineering
Technische Universiteit Delft




The goal of this research effort is to formally investigate and
develop automatic verification techniques that are directly
applicable to general Stochastic Hybrid System (SHS) mod-
els while being computationally scalable. Such constructive
procedures will simplify SHS models into computationally
prone structures, will establish quantitative bounds on the
introduced approximations, and will be rigorously formu-
lated as probabilistic bisimulations. This will enable the use
of known automatic verification techniques, such as proba-
bilistic model checking, to study properties and devise con-
trol schemes for the abstracted structures, and to precisely
export the results back to the original SHS.
1 BACKGROUND AND MOTIVATIONS
Stochastic Hybrid Systems (SHS) are dynamical models that
are amenable to characterizing the probabilistic evolution of
systems with interleaved and interacting continuous and dis-
crete components.
The formal analysis and verification of SHS models repre-
sent relevant goals both because of the theoretical generality
of SHS and for their applicability to a wealth of studies in
the Sciences and in Engineering.
However, the potential complexity of the topological and
structural properties of hybrid models, the generality al-
lowed by their hybrid dynamics, and the presence of
stochasticity are intrinsically bound to the known complex-
ity of the development of control schemes, as well as the
lack of scalability for automatic verification techniques over
these models.
2 OBJECTIVES
The overall goal of this research project is to formally
develop novel approximate abstraction techniques for
general SHS, to formulate them within the framework of
probabilistic bisimulation, and to integrate them within
automatic verification procedures for probabilistic systems.
The objectives of the project will be divided into two parts.
1. The research will investigate the notion of approxi-
mate abstraction of SHS, and will establish a formal
relationship between this notion and the concept of
probabilistic bisimulation for SHS
2. The study will employ this connection to export auto-
matic verification techniques for the abstracted model
onto the original SHS, and will develop an integrated
software for abstraction and verification of SHS
3 INITIAL RESULTS
With regards to point 1., the work in [1] has studied the prob-
lem of characterizing and computing probabilistic bisimu-
lations of certain classes of stochastic processes. A prob-
abilistic bisimulation relation between two processes has
been defined through a bisimulation function, and sufficient
conditions for the existence of a bisimulation function have
been introduced, based on the use of contractivity analy-
sis for probabilistic systems. Furthermore, early research
has gained understanding on the notion of approximate ab-
straction of SHS [2]. The mathematical underpinning of this
technique hinges on the use of explicit and tunable bounds
on the distance between the probabilistic laws that charac-
terize the concrete SHS and its abstraction. The abstraction
is interpreted as a Markov Set-Chain, which is a mathemat-
ically well-understood structure.
With regards to point 2., the contribution in [3] has proposed
a method for approximate model checking of a class of prop-
erties over SHS, with provable approximation guarantees.
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The goal of this work is to extend the scope of clas-
sical information inequalities from Euclidean to func-
tion spaces. More precisely we derive an ultimate lower
bound on the autocovariance function of any unbiased
function estimator. Compared to previous work in [1]
we are now able to handle the case where the function
depends on a statistical structure that has a singular in-
formation matrix. This applies, a.o., to reduced order
modeling.
2 Autocovariance and Uncertainty
We shall limit ourselves to the case where the function
space is an n-dimensional differentiable manifold, call
it P = {P : T → C}, whose elements P ∈ R(z) are
complex-valued real-rational functions on the unit cir-
cle T which correspond to transfer-functions of discrete-
time plants. This is merely for the ease of exposition
since the theory applies to general function spaces in-
cluding those associated with MIMO systems.
The autocovariance function of an estimator Pˆ of P can
be used to evaluate natural performance specifications
[2], e.g., the following in the context of robust control:
With probability not less than α given N samples the
maximum mismatch |Pˆ (z)−P (z)| over all frequencies z
in a band B ⊆ T is bounded from above by ε/N . Using
the results in [3] we show that a sufficient condition to
satisfy this performance specification is
χ2n(α) · (Φ(z, z)− |Φ(z, z−1)|) ≤ 2 · ε/N, (1)
where Φ is the autocovariance function of Pˆ and χ2n(α)
denotes the α-quantile of the Chi-square distribution
with n degrees of freedom. The main result in [1], i.e.,
the information inequality on function spaces, states
that the autocovariance function of Pˆ is bounded from
below, in the sense of E.H.Moore [4], by the reproduc-
ing kernel KP of the tangent space TPP of P at P with
respect to the Fisher-information metric gP .
3 Compression Metric and Singularities
In other words for an efficient estimator, i.e., an es-
timator attaining the lower bound KP , the Fisher-
information metric gP can be used for autocovariance
quantification. However this result can only be ap-
plied if the information metric gP defines a positive
definite inner-product on the tangent space TPP. If
the information metric on TPP is singular the auto-
covariance function of the estimator Pˆ becomes un-
bounded. Notwithstanding this observation, in applica-
tions Pˆ is often used to estimate another function, call
it M : T→ C, which only partially depends on P . For
instance one may think of M as a reduced order model
or controller. The mathematical formulation of this is
that M = µ(P ) where µ : P → M denotes a smooth
function between two function spaces. It is a natural
question to ask under which conditions on the informa-
tion metric gP and the function µ the autocovariance
function of Mˆ := µ(Pˆ ) is bounded. The introduction
of a novel concept called a compression metric allows
us to answer this question and state the generalized
information inequality.
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In this talk we formulate the tracking and regulation problem
in the behavioral framework, with control as interconnec-
tion. The problem formulation and its resolution are com-
pletely representation free, and specified only in terms of the
plant and the exosystem dynamics. We start with a plant be-
havior Pfull ∈ Lw1+w2+c+v, with plant variable (w1,w2,c,v).
The variables w2,c,v represent the to be regulated variable
(like tracking error), the interconnection variable (like sen-
sor measurements and actuator inputs), and external distur-
bances, respectively. The interconnection variable c is the
plant variable through which we are allowed to interconnect
Pfull with a controller C ∈ Lc. As the variable v represents
reference signal and external disturbances we assume it to be
free in Pfull (see [1]). Here we assume that the reference sig-
nal and disturbances are generated by an autonomous anti-
stable exosystem E ∈ Lv with system variable v.
Define Pfull ∧v E := {(w1,w2,c,v) | (w1,w2,c,v) ∈
Pfull and v ∈ E}, Pfull ∧c C := {(w1,w2,c,v) |
(w1,w2,c,v) ∈ Pfull and c ∈ C}, Pfull ∧v E ∧c C :=
{(w1,w2,c,v) | (w1,w2,c,v) ∈ Pfull ∧v E and c ∈ C},
N(w1,w2,c)(Pfull) := {(w1,w2,c) | (w1,w2,c,0) ∈ Pfull} and
Nv((Pfull)(w2,c,v)) := {v | ∃w1 s. t (w1,0,0,v) ∈ Pfull}.
Problem of tracking and regulation in the behavioral frame-
work can be formulated as follows.
Problem : Given the plant Pfull ∈ Lw1+w2+c+v and the ex-
osystem E ∈ Lv, find conditions under which there exists a
controller C∈Lc such that (1.) the interconnection Pfull∧cC
is regular (see [2]), (2.) v is free in Pfull ∧c C, (3). for all
(w1,w2,c,v) ∈ Pfull ∧v E ∧c C we have limt→∞w2(t) = 0,
and (4). for all (w1,w2,c,0) ∈ Pfull ∧v E ∧c C we have
limt→∞(w1(t),w2(t),c(t)) = (0,0,0).
Condition (2) above asks the controller not to put any restric-
tions on the variable v which represents the reference signal
and external disturbances acting on the system. Condition
(3) asks the controller to achieve regulation of the tracking
error, and condition (4) asks the controller to take the system
to rest when the disturbance signal is equal to zero. Condi-
tion (1) about the regularity of the interconnection Pfull∧c C
will make sure that C does not re-impose restrictions on the
control variable c that are already present in the laws of Pfull
(see [2]). A controller which achieves these objectives is
called a regulator for Pfull with respect to E. The following
Theorem provides a solution to the above problem.
Theorem 0.1 Let Pfull ∈ Lw1+w2+c+v with system variable
(w1,w2,c,v). Assume v is free in Pfull. Let E ∈ Lv be an au-
tonomous anti-stable system with system variable v. Assume
E∩Nv((Pfull)(w2,c,v)) = 0. Then there exists a regulator for
Pfull with respect to E if and only if (1.) (w1,w2,v) is de-
tectable from c in Pfull ∧v E, N(w1,w2,c)(Pfull) is stabilizable
(see [1]), and (2.) for all v ∈ E, there exists maps L( ddt ) and




dt )v,v) ∈ Pfull.
Remark 0.2 Consider a special case of state space systems,
where the plant and the exosystem are described by state
space equations, Pfull = {(w1,w2,c= (u,y),v) | w˙1 = A3v+
A2w1 +B2v, y=C1v+C2w1, w2 = D1v+D2w1 +Eu} and
E= {v | v˙= A1v} with σ(A1)⊂ C¯+, respectively. Then the











(see [3]), and (2.) there exists S ∈Rw1×v and T ∈Rv×v such
that SA1−A2S−B2T = A3 and D1 +D2S+ET = 0. These
conditions coincide with the classical results on state space
systems. For example see Theorem 9.2 of [3] and references
therein.
Detailed proofs of Theorem 0.1 and Remark 0.2, and an al-
gorithm to construct a regulator will be discussed in the talk.
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In this work we propose a new methodology to synthesize
and implement a robust ILC controller for lifted systems.
The control law is obtained as a solution of the bounded data
uncertainty least squares problem, using bounded model un-
certainty in a trial domain. Tight uncertainty bounds in
the trial domain are directly obtained from bounded model
uncertainty in a sample to sample domain for both LTI
and LTV systems, using randomized algorithms approach.
Lifted system contains a structure, namely a sequentially
semi-separable, which is exploited in both solving bounded
data uncertainty least squares problem and in a derivation of
the trial domain uncertainty bounds. As a result, the com-
putational complexity of the proposed framework is linear
in the number of samples of a trial, in contrast to at least
cubic computational complexity of standard robust and op-
timal control synthesis techniques. Therefore the proposed
framework especially suitable for the LTI and LTV uncertain
systems with large number of samples in the trial.
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1 Abstract
In this presentation we present as well necessary as suffi-
cient conditions for existence of a Pareto optimum for co-
operative differential games. We consider both a finite and
infinite planning horizon.
Formally, we consider a dynamic system described by the
next differential equation, where the dynamics are influ-
enced by N different players
x˙(t) = f (t,x(t),u1(t), · · · ,uN(t)), x(t0) = x0. (1)
Here, x ∈ Rn is the state of the system and ui ∈ Rm the con-
trol used by player i.
Each player i likes to minimize his performance criterion Ji,
i = 1, · · · ,N, given by:
∫ T
t0
gi(t,x(t),u1(t), · · · ,uN(t))dt +hi(x(T )). (2)
In case T = ∞ we assume that hi = 0.
Under the assumption that the players cooperate in trying to
minimize their performance, we look for a set of control ac-
tions uˆ that are such that the resulting individual cost cannot
be improved upon by all players simultaneously. The so-
called Pareto efficient solutions.
In literature a well-known way to find Pareto solutions is to
solve a parameterized optimal control problem (see e.g. [4],
[2], [5]). However, in general, it is unclear whether in this
way one obtains all Pareto solutions. Here, we present for
problem (1,2) necessary conditions for a control to be Pareto
efficient and discuss additional conditions from which one
can conclude that these necessary conditions are sufficient
too. These conditions are in the spirit of the maximum prin-
ciple.
As far as we know these conditions have not been stated ex-
plicitly in the literature before.
It is well-known in optimal control problems that for prob-
lems dealing with an infinite planning horizon in general the
corresponding finite-planning horizon transversality condi-
tions do not apply. Only under some additional restrictions
on the system and cost functions these transversality con-
ditions continue to hold. We present here restrictions fre-
quently encountered in ordinary optimal control problems,
under which the transversality conditions apply in this set-
ting too. We illustrate the main results by some examples.
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We propose an algorithm for estimating the finite-horizon
return of a closed loop control policy from an a priori given
(off-policy) sample of one-step transitions [1]. It averages
cumulated rewards along a set of “broken trajectories” made
of one-step transitions selected from the sample on the ba-
sis of the control policy. Under some Lipschitz continuity
assumptions on the system dynamics, reward function and
control policy, we provide bounds on the bias and variance
of the estimator that depend only on the Lipschitz constants,
on the number of broken trajectories used in the estimator,
and on the sparsity of the sample of one-step transitions.
2 Monte-Carlo policy evaluation
Discrete-time stochastic optimal control problems arise in
many fields such as finance [2], medicine [3], engineering
[4] as well as artificial intelligence [5]. Many techniques for
solving such problems use an oracle that evaluates the per-
formance of any given policy in order to navigate rapidly in
the space of candidate optimal policies to a (near-)optimal
one. When the considered system is accessible to exper-
imentation at low cost, such an oracle can be based on a
Monte-Carlo (MC) approach. With such an approach, sev-
eral “on-policy” trajectories are generated by collecting in-
formation from the system when controlled by the given pol-
icy, and the cumulated rewards observed along these trajec-
tories are averaged to get an unbiased estimate of the per-
formance of that policy. However if obtaining trajectories
under a given policy is very costly, time consuming or other-
wise difficult, e.g. in medicine or in safety critical problems,
the above approach is not feasible.
3 Model-free Monte-Carlo policy evaluation
In this paper, we propose a policy evaluation oracle in a
model-free setting. In our setting, the only information avail-
able on the optimal control problem is contained in a sample
of one-step transitions of the system, that have been gathered
by some arbitrary experimental protocol, i.e. independently
of the policy that has to be evaluated. Our estimator is in-
spired by the MC approach. Similarly to the MC estimator,
it evaluates the performance of a policy by the average of the
cumulated rewards along some trajectories. However, rather
than “real” on-policy trajectories of the system generated by
fresh experiments, it uses a set of “broken trajectories” that
are rebuilt from the given sample and from the policy that is
being evaluated.
4 Preliminary results
Under some Lipschitz continuity assumptions on the system
dynamics, reward function and policy, we provide bounds
on the bias and variance of our model-free policy evalua-
tor, and show that it behaves like the standard MC estimator
when the sample sparsity decreases towards zero. These the-
oretical properties are illustrated with some promising sim-
ulations results.
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1 Introduction
The last decades have seen a rapidly increasing number of
applications where control techniques based on dynamic op-
timization lead to improved performance. These techniques
use a mathematical model in form of differential equations
of the process to be controlled to predict its future behavior
and calculate optimized control actions. This is performed
either offline or online and the numerical solution of opti-
mal control problems is the main algorithmic step within
such advanced controllers. Thus, efficient and reliable op-
timization algorithms for performing this step—possibly on
embedded hardware—are of great interest.
Several of those optimization algorithms have been imple-
mented, among them IPOPT, MUSCOD-II, PROPT and
dsoa. Moreover, dedicated software packages for model
predictive control in the process industry exist. Each of
the above packages has its particular strengths for a specific
range of applications. However, their software design is tai-
lored to a certain choice of underlying numerical algorithms,
which renders it difficult to combine algorithmic ideas from
different packages or to extend them with new mathematical
concepts. Also do most of these packages require a sound
knowledge of programming in C/C++ for using them.
To overcome these issues, the ACADO Toolkit [1] is an
efficient implementation that meets the following four key
properties:
• The software is open-source distributed under the
GNU LGPL. This allows researchers to reproduce all
results and to try out own modifications.
• The software allows to formulate optimal control
problems in a very intuitive and user-friendly man-
ner. Also non-experts should be able to formulate
their control problems within short time.
• The software design allows for code extensions by ei-
ther linking existing algorithms or by using it as a plat-
form for new developments.
• The ACADO Toolkit is written in a completely self-
contained manner. This feature is particularly crucial
for applications on embedded hardware.
This talk outlines the philosophy and numerical algorithms
that are implemented within the ACADO Toolkit.
2 Scope of the Software
ACADO Toolkit 1.0 highlights three important prob-
lem classes. The first problem class are offline dynamic op-
timization problems, where the aim is to find an open-loop
control which minimizes a given objective functional. The
second class are parameter and state estimation problems,
where parameters or unknown control inputs should be iden-
tified by measuring an output of a given nonlinear dynamic
system. The third class are combined online estimation and
model predictive control problems, where parameterized dy-
namic optimization problems have to be solved repeatedly to
obtain a dynamic feedback control law.
Each of these classes leads to a specially structured variant




0 L(τ,x(τ),z(τ),u(τ), p,T )dτ
+M(x(T ),z(T ), p,T )
subject to
∀t ∈ [0,T ] : x˙(t) = f (t,x(t),z(t),u(t), p,T )
∀t ∈ [0,T ] : 0 = g(t,x(t),z(t),u(t), p,T )
0 = r(x(0),z(0),x(T ),z(T ), p,T )
∀t ∈ [0,T ] : 0 ≥ s(t,x(t),z(t),u(t), p,T )
with differential states x, time varying control inputs u, time
constant parameters p, and possibly algebraic states z and
free end time T .
Extensions to multi-stage formulations, robust optimization
and optimal control problems comprising a multi-objective
formulation are currently under development.
3 Download
ACADO Toolkit 1.0 is open-source software and
freely available at http://www.acadotoolkit.org.
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1 Introduction
Floodings are in Europe the most occurring natural disas-
ter. Historical data demonstrate an overall increase in Eu-
rope. The Demer, a river in Belgium, has in this context a
bad reputation. The Demer often floods during periods of
heavy rainfall. In the sixties of last century, counter mea-
sures were taken by the local water authority by expanding
the storage capacity of the river with flood basins. They
installed hydraulic gates to control the flow of water from
the river into these basins and vice versa. These hydraulic
structures are controlled by an advanced three-position con-
troller. These constructions could not prevent the Demer
from flooding again in 1998 and 2002. The main reason
for this is that the controller does not take the rain forecasts
into account. Therefore the control actions are often subop-
timal which forces the operator to overrule. This introduces
subjectivity and is dependent of the experience of the opera-
tor. This study shows that these drawbacks can be overcome
with model predictive control (MPC) and that much better
results can be achieved.
2 Model predictive control and flood control
MPC is a control strategy originating from the process in-
dustry and is nowadays used in various applications go-
ing from chemicals and food processing to automotive and
aerospace applications [3]. MPC uses a process model to
predict the future process outputs within a specified predic-
tion horizon. MPC solves an optimization problem over this
horizon to determine the optimal inputs for the process tak-
ing input and output constraints, future disturbances and the
process model into account. Only the first input sample of
the complete optimal sequence is applied to the process, new
samples are taken and the entire procedure is repeated.
Because MPC uses a prediction horizon, it is possible to in-
corporate the rain predictions in a naturally way. Another
advantage is the use of a mathematical model of the river.
This makes it possible for the controller to calculate a solu-
tion that is optimal for the entire system. This is much better
than the solution of the current controller since it only con-
trols the hydraulic structures based on the local water levels
close to the structures. The models of the Demer used in
this study were provided by the Department of Civil Engi-
neering of the K.U.Leuven. The models are nonlinear state
space models which describe the relations between the wa-
ter levels, the volumes, the discharges and the height of the
gates. Because of the strong nonlinearities over the range of
operation, the model cannot be accurately approximated by
one linear model. Therefore it is necessary for flood control
to use nonlinear model predictive control. The strategy used
in this study is to relinearize the model around the current
and the predicted states of the river at each time step and to
use these linear models for the optimization problem [2].
3 Results and conclusions
The controller is implemented with the INCA Software of
the company IPCOS1. When there is no uncertainty on the
rain predictions the implemented controller outperforms the
current control structure. Because MPC takes these predic-
tions into account it uses the available buffer capacity of the
basins in a more optimal way. This results in a significant
reduction in the number and the height of the floodings [1].
After expanding the MPC controller into a Multiple MPC
controller, the controller can successfully deal with uncer-
tainty on the rain predictions and the same conclusions can
be made [4].
Until now there is assumed that there is no plant-model mis-
match and every state of the river is known at every time
sample. Future work will focus on these two topics.
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1. Introduction 
Control strategies for Hybrid Electric Vehicles (HEVs) are 
generally aimed at optimally choosing power split ratio 
between the internal combustion engine and the electric 
motor in order to minimize the fuel consumption. 
However, for a given drive cycle, the operating points of 
the hybrid driveline are not only defined by power split 
ratio but also defined by gear position of the transmission. 
 
Figure 1: Parallel Hybrid Electric Vehicle topology 
In this paper, an optimal shifting strategy based on 
Dynamic Programming (DP) is proposed for the energy 
management system of a parallel HEV (see Fig.1) to 
explore the potential fuel saving by optimizing both the 
power split ratio and the gear shifting. Then a gradient-
based optimal control algorithm is formulated for this 
optimization problem in comparison of the optimal results 
and computational performance with that of DP method. 
2. Control algorithms 
The control problem is to minimize the cost function J of 
fuel consumption over a drive cycle. It is formulated as 
follows: 
            	


   
where in:     , 

    
subject to constraints: 
  , ,  
 ! " 0,  
wherein: x(t) and u(t) are the state vector and control 
vector of the powertrain dynamics respectively; 
 ,  is the fuel rate; f(x(t),u(t)) and G(x(t)) are 
the constraints on the dynamics and operating range of 
physical components of the system respectively. 
The problem is solved by using DP method for global 
optimal results of battery power command and gear 
position. In dealing with computational burden occurring 
with DP, a gradient-based optimal control algorithm is 
proposed for this optimization based on the approximated 
hybrid powertrain model. 
3. Simulation results 
A mild parallel HEV configuration is chosen in this study. 
Simulations are performed on New European Drive Cycle 
(NEDC) along with a prescribed gear shift schedule. The 
results, in Table 1, show that by optimal controlling the 
gear shifting, fuel saving can be relatively added up to 
10.5% compared to the case of not optimizing the gear 
position. By using a gradient-based optimal control, fuel 
economy is nearly equivalent to the case of DP algorithm, 
but the computational burden is reduced significantly. 
Algorithms 
Fuel Computation 
time(s) (gr)  (%) 
Conventional vehicle, using 
prescribed gear shift 471.29 - - 
HEV, optimizing power ratio by DP, 
using prescribed gear shift 416.08 11.7 341 
HEV, optimizing power ratio and 
gear shifting by DP 370.92 21.3 2146 
HEV, optimizing power ratio and 
gear shifting by gradient-based 
optimal control 
369.05 21.7 44 
Table 1: Simulation results 
4. Future research 
Analyze engine braking power and its effect on the energy 
management strategy during regenerative phase. 
Optimizing the velocity profile for this hybrid vehicle 
over a preview route segment to earn more fuel economy 
is the focus of future research.  
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Introduction
Controller design for systems with one or more time delay
can be a difficult task. Due to the infinite dimensional char-
acter of a time-delay system, standard (robust) control tech-
niques cannot be applied to time-delay systems. The goal of
this study is to develop a robust control strategy for systems
with (one or more) time-delays.
Approach
Let us consider the following uncertain linear time-delay
model with one delay,
x˙(t) = A0x(t)+A1x(t− τ− δτ)+Bu(t),
y(t) =Cx(t),
(1)
where A0 = (A0+δA0) and A1 = (A1+δA1). As described
in [1] the uncertain system (1) can be represented as a feed-
back interconnection between
x˙(t) = A0x(t)+A1x(t− τ)+
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where δA0 = D0δ ¯A0E0, (A1 + D1δ ¯A1E1) = B1( ˜A1 +
˜D1δ ¯A1 ˜E1)C1 and w>0 a scaling parameter. Consider a dy-
namic linear feedback control law,
˙ξ (t) = Acξ (t)+Bcy(t), u(t) =Ccξ (t)+Dcy(t). (4)
The problem now is to find controller matrices K =
(Ac, Bc, Cc, Dc) such that the origin is an asymptotic
stable equilibrium of (1) for given uncertainties δA0, δA1
and delay range δτ . Or, stated differently, find K such
that supω≥0 µ∆P( jω ,K) < 1 where P( jω ,K) denotes the
Laplace transform of the lower fractional transformation be-
tween (2) and (4) and ∆ the Laplace transform of (3), scaled
such that ‖∆‖∞ ≤ 1. In general µ∆ is difficult to compute.
Hereto, the scaled singular value minD∈D σ¯(DPD−1), which
is an upper bound on µ∆(P), is used instead. Then the prob-
lem becomes to find D and K such that,
sup
ω≥0
σ¯(DP( jω ,K)D−1)< 1 (5)
which is solved by iterating over D and K. The K-step in
this iterative process is a nonsmooth/nonconvex optimisa-
tion problem which is solved by using the algorithm as pre-
sented in [2].
Application example: the milling process
The occurrence of chatter limits the performance of the
milling process and results in heavy vibrations of the cut-
ter and an inferior workpiece quality.One way to increase
the performance of the milling process is to use an active
control strategy that increases stability of the process for a
range of operating points.
Next we apply the control strategy to design a static output-
feedback controller that robustly stabilises (i.e. guarantees
chatter-free operation) a milling model [3] in a range of spin-
dle speeds and depths of cut.
Figure 1 depicts the stability diagram of a particular milling
model [3] with and without control. Note that the control
indeed stabilises the range of operating conditions desired.
 
 





















Domain to be stabilised
Figure 1: Stability diagram with and without chatter control.
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1. Introduction 
One of the most popular medical instruments is the 
automatic blood pressure meter (BPM). A lot of medicine 
cupboards contain one and a lot of people use it on a daily 
basis. Although this measurement instrument is 
commercially available and widely spread, physicians 
refuse to use them, due to the poor accuracy of these 
instruments.  
A classical automatic blood pressure meter is based on the 
oscillometric principle, which records the oscillations in 
the cuff pressure during the measurement (see figure 1 
[1]). Out of this oscillometric waveform a mean arterial 
pressure as well as a systolic and diastolic pressure is 
deducted. Each manufacturer of blood pressure meters has 
developed his proper algorithm which is most of the time 
patented. However, in general, the systolic and the 
diastolic pressure are defined as a certain percentage of 
the mean arterial pressure, [2]. The mean arterial pressure 
is defined as the maximum of the envelope of the 
oscillometric waveform.  
In order to obtain more accurate measurements, a more 
robust algorithm must be developed which also takes into 
account the physical phenomena behind the oscillometric 
waveform. The final goal is to develop a validation 
procedure for automatic blood pressure meters. 
2. Measurement Campaign 
Measuring is knowing. And before one can start to 
develop a new algorithm, accurate measurements are 
needed. Therefore the following measurement campaign 
will be conducted. The blood pressure of 100 patients will 
be measurement by an automatic blood pressure meter as 
well as by the classical Korotkoff method [3], where a 
physician listens through a stethoscope to the Korotkoff 
sounds. This is referred to as the auscultatory method. In a 
first measurement, the oscillometric method will be used 
on the left arm and the auscultatory method on the right. 
After 5 minutes the measurement will be repeated but the 
arms will be switched. This is to omit the difference in 
blood pressure that exists between both arms. The patients 
will be selected so that no confounding effects among the 
patients are possible. The auscultatory measurement will 
be considered as the golden standard.  
3. Mathematical algorithm 
Instead of defining the systolic and diastolic pressures as 
fixed percentages of the mean arterial pressure, we shall 
use the definition where the systolic and diastolic 
pressures are defined as the inflexion points of the 
envelope of the oscillometric waveform, [4]. 
This brings us to two major theoretical challenges: (i) Can 
we parametrically estimate the inflexion points in a 
maximum likelihood framework from the sampled 
envelope of the oscillometric waveform? (ii) Can we link , 
by physical laws of pressure, the inflexion points to the 
Korotkoff sounds which are induced by turbulences in the 
arteries? 
The first problem implies that there is a need for a 
statistical model for the oscillometric waveform. The 
second problem is difficult because we are dealing with 
non-Newtonian fluids in particular blood. 
4. Conclusion 
In this paper, we discussed a seemingly simple modeling 
problem to identify the systolic and diastolic blood 
pressures. To apply oscillometric measurements for more 
sophisticated medical applications a proper statistical 
framework should be defined. Furthermore, the relation 
between oscillometric measurement and the classical 
Korotkoff methods should be fully explored to being 
confident that the physician and the automated method are 
measuring the same quantity. 
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Figure 1: Oscillometric blood pressure waveform 
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1 Introduction
Minimally invasive surgery (MIS) consists in operating
through small incisions in which a camera and adapted in-
struments are inserted. It allows to perform many interven-
tions with reduced trauma for the patient. One of these is the
ablation of peripheral pulmonary nodules [1].
Nevertheless, the means for detecting nodules during MIS
are limited. In fact, because of the lack of direct contact,
the surgeon cannot palpate the lung to find invisible lesions,
as he would do in classical open surgery. As a result, only
clearly visible nodules can be treated by MIS presently.
2 The palpation device
Our work aims at designing, building and the controlling
a teleoperated palpation instrument, in order to extend the
possibilities of MIS in the thoracic field. Such an instrument
is made of a master device, manipulated by an operator, and
a slave device which is in contact with the patient and re-
produces the task imposed by the master. Adequate control
laws between these two parts allow to restore the operator’s
haptic sensation [2].
The principle of the palpation instrument (see fig.1) has
been established through experiments with thoracic sur-
geons. The main goals were to identify the most efficient
gestures performed by the surgeons during palpation and the
kind of information needed when looking for hidden nod-
ules. The results showed that for instruments providing at
least 2 degrees of freedom (dof) the kinaesthetic informa-
tion alone is sufficient. Moreover, the forces applied on the
lung do not exceed 12N in compression and 2N in shear. In
consequence, the device can be provided with ordinary DC
motors.
A pantograph has been designed to be used as the master of
the palpation device, since this kind of architecture provides
good ergonomics and low inertia. The length of each link
has been optimized in order to maximize the manipulability
of the device within its workspace. A 2 dof force sensor has
also been designed and integrated to the pantograph so that
the force applied by the operator can be measured.
The slave device has been designed as a 2 dof clamp, which
can be actuated in compression and shear. The form of each
part of the clamp has been chosen so that the forces applied
on it can be measured with strain gages. Notice that all the
miniaturization issues for MIS have not been taken into ac-
count at this point. Both the master and the slave are still
under construction.
Figure 1: Teleoperated palpation device
3 Future work
The following steps will see further experiments with the
surgeons to validate the design of the palpation device and
the development of control laws that best suit the needs of
palpation [3]. The last part of the project will be dedicated
to the miniaturization of the device to meet MIS exigences.
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1 Introduction
Robustness is a ubiquitously observed feature of biological
systems. Broadly speaking, this property allows a system
to maintain its function despite external and/or internal per-
turbations. Currently, it is widely believed that the specific
structure of a biological control network is responsible for
its dynamic behavior and its robust performance. However,
the actual mechanisms are still not clear, even in genetic cir-
cuits of moderate complexity.
Autonomous oscillations provided by circadian clock archi-
tectures have been widely studied in the literature in terms
of local and global sensitivity analyses [1, 2]. Nevertheless,
the main feature of circadian clocks is their ability to be en-
trained by the daily light/dark rhythm.
In this research, our goal is to understand how oscillator ar-
chitectures influence the paradoxical relationship between
entrainment (sensitivity to a periodical input) and robustness
(insensitivity to perturbations). This general idea is illus-
trated on particular models of circadian rhythms [3, 4].
2 Combined global and local analyses
We develop a method that combines global and local analy-
ses to quantify the robustness of biochemical oscillator mod-
els [5]. A global approach identifies the ‘viable’ region of
the high-dimensional parameter space where a circuit dis-
plays an experimentally observed behavior. The local anal-
ysis separates the viable parameter sets in particular subsets
(sensitivity, stability, etc.). The combination of those global
and local analysis helps to derive properties linked to net-
work structure.
3 Phase response curve
In mathematical biology, the phase response curve (PRC)
has proven to be a useful tool to study the input-output prop-
erties of oscillators. It tabulates the steady state phase shift
that results from a particular input as a function of the phase
at which it is received.
Representative PRCs of circadian oscillators for light pulses
exhibit delay phase shifts in the early subjective night, and
advance phase shifts in the late subjective night, and little
phase shifts during the subjective day.
4 Discriminating between architectures
based on the PRC
We currently investigate whether the PRC can be exploited
to define qualitative and quantitative measures of the en-
trainment and then used as a discriminant criterion for the
model selection.
Our comparative analysis focuses on two moderately com-
plex models of circadian rhythms in Drosophila. The sim-
pler model contains a single negative feedback loop [3] and
the more complex model describes both branches of nega-
tive feedback [4].
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The objective of this study was to implement a model which
could illustrate the orienting eye movements of human sub-
jects. This model generates the two main types of orienting
eye movements, the fast movements (saccades) and the slow
movements (pursuit). In the literature, there is no model il-
lustrating the detailed interactions between those two types
of eye movements, for example to determine the switch be-
tween fast and slow systems.
It is important to emphasize the fact that there are important
delays (more than 100 ms) in visual sensory signals. One
way to deal with these delays is to have a good interaction
between the two systems. Another way is to use prediction
to anticipate target movement. These predictive mechanisms
are also used in absence of visual stimuli, for example dur-
ing temporary blanking of the target, and need as well an
efficient interaction between fast and slow systems.
The model proposed here takes into account recent experi-
mental results in order to explain the behavior of a normal
subject performing a visual tracking task. A major issue in
the interaction between fast and slow systems is to know
what triggers catch-up saccades. An important parameter
for the saccade trigger is the estimation of the time at which
the eye will cross the target. If this estimation of the eye-
crossing time is too short or too long, the subject will exe-
cute in most of the cases a catch-up saccade.
In our model, retinal inputs are used to estimate both posi-
tion error and velocity error. These two inputs do not share
the same areas and the same pathways in the brain. These
estimations are then processed by the fast and slow systems
into motor commands. In parallel, the decision to trigger
or not a saccade is taken. In addition, the predictive mech-
anisms are based on an internal forward model. It means
that the brain can estimate the future position and veloc-
ity errors without visual stimulus, by coupling the previous
movements of the eyes (obtained from an efference copy)
and an estimation of the movement of the target.
This model could facilitate the interpretation of new experi-
mental results, based on its theoretical predictions. It could
also guide future experimental research.
Schema of the oculomotor system (adapted from [1])
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Visually guided arm movements are common actions car-
ried out each day in our everyday life, like reaching out to
our cup of coffee, playing tennis, or driving a car. When
performing visually guided arm movements, the brain needs
to transform the visual information (the tennis ball, an obs-
tacle) into an appropriate motor plan for the arm [1] (i.e.
a command to drive the arm’s muscles). It is known that
for arm movements, the brain accounts for the 3D eye-head-
shoulder geometry when transforming position [2] or velo-
city signals [4] (knowing that position and velocity signals
are processed by different neural pathways in the brain [3]).
In these experiments, the eyes and head were static during
the task. But new implications arise if the eye and/or head is
moving during the task, which frequently happens in every-
day life (for example, when walking or driving a car). Here,
we investigated if the brain accounted for the 3D eye kine-
matics in the visuomotor transformation of velocity signals
for manual tracking movements.
A visuomotor transformation model taking into account the
complete 3D eye-on-head and head-on-shoulder kinematics
(see figure, top panel) was developed using dual quater-
nions. Model predictions show that 3D eye velocity signals
are needed in order to transform the retinal velocity input
into a spatially accurate motor plan. Specifically, the model
predicts that the brain must compensate for non-linear errors
induced by differences in eye and target 1) directions and 2)
velocities. The alternative model (see figure, lower panel)
only uses retinal information and thus leads to errors in the
predicted initial direction of the arm, which could in theory
be corrected using delayed visual feedback.
To test our predictions, eight human subjects performed ma-
nual tracking movements while pursuing another target with
the eyes with the head upright and fixed. We compared the
arm initial direction with the predictions provided by both
models.
For each subject, we performed a linear regression analy-
sis on the observed compensation versus the predicted full
compensation accounting for the eye kinematics. No com-
Full compensation (3D)
No compensation (retinal prediction)
retinal velocity direct transformationsimple 1-to-1 mapping motor plan for the arm








pensation would result in a regression slope of zero. If the
observed compensation was perfect, the slope of the com-
pensation should be one. For each subject, the slope of the
regression line ranged from 0.80 to 0.95 and was signifi-
cantly different from 0 (R > 0.75). This suggests that the
brain uses eye velocity and direction signals to account for
the eye kinematics in the visuomotor transformation of velo-
city signals for manual tracking movements. Why the com-
pensation is slightly less than 1 and how the brain imple-
ments such a transformation are to be investigated.
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During everyday life, clear vision requires compensation for
any head displacement by an opposite eye movement. This
stabilization process is known as the vestibulo-ocular reflex
(VOR). There are numerous situations in which this reflex
can be counterproductive. For example, to track a moving
target with a combined eye-head movement, there is no need
to compensate for the head displacement moving toward the
target. However, any other head movement is a perturba-
tion from the gaze goal, and should be negated. One can
conclude that the VOR needs to discriminate between those
head movements that are part of the gaze command, and
those that are perturbations. Two mechanisms have been
proposed to account for this behavioral dichotomy. The first
assumes that an opposite signal is added to the VOR to can-
cel the counter-rolling of the eye that would be caused by
gaze movements (VOR cancellation). The second decreases
the gain of the VOR when it would be counterproductive
(VOR suppression). Experiments can show either cancel-
lation [1] or suppression [2]. In simple tracking of a mov-
ing target, gaze is not perturbed when the head is suddenly
braked, implying that the effect of the VOR was cancelled
by subtracting a head command signal [1]. When very large
(≥ 50 [deg]) gaze movements are made, a brief acceleration
of the head is not compensated during the perturbation, but
the final gaze position is accurate [3, 4]. This implies that
the VOR has been attenuated, but that a feedback loop has
kept track of the actual movement. We developped a new
model of gaze control that can simulate both types of be-
havior. If the VOR is attenuated, final position accuracy is
guaranteed because the vestibular afferent signals are also
integrated by the different controllers. Efference copies of
gaze-directed movement commands are subtracted from the
sensory signals (head velocity from semi-circular canals and
cervical afferents) that are fed to the VOR, allowing can-
cellation of the afferent signals caused by the gaze-directed
head movement during tracking. Commands for voluntary
head movements (other than gaze-directed movements), are
not subtracted, and are thus not cancelled. In conclusion, a
mixture of cancellation and feedback circuits are required to
model VOR compensation during gaze movements.
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The development of paradigms in food process con-
trol is one of the issues of the EC CAFE project
(www.cafe-project.org) that considers four case
studies [1], and among them the bioconversion process of
wine-making mainly described by the alcoholic fermenta-
tion step. The objective of the CAFE project about the
wine-making fermentation is to design control tools aimed
at optimising the fermentation so as to obtain a well defined
aromatic profile [2]. Indeed, during the alcoholic fermen-
tation hexoses are converted to ethanol and carbon dioxide,
but many other compounds are removed from the must and a
large set of by-products are formed that affect the organolep-
tic properties of the wine.
The mathematical modeling step requires a relevant descrip-
tion of the key-compounds dynamics before considering by-
products like the aromatic compounds. Therefore this work
proposes a dynamical mass balance model describing the
main physiological phenomena observed during the batch
fermentation in the wine-making process, on the basis of a
set of biological reactions in which the nitrogen consump-
tion plays a central role, in line with experimental evidence
deduced from extensive experimental studies. The expe-
rimental database considered for the parameters identifica-
tion has been generated by a simulator issued from a logis-
tic model especially dedicated to the wine fermentation [3]
which is a valuable representation of the process, yet with a
complex formulation that appears to be not suitable for con-
trol purposes. The results of the modeling efforts performed
on the basis of this model are presented, demonstrating the
good predictive capability of the proposed model (Fig. 1).
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Figure 1: Evolution of the carbon dioxide production rate during
a fermentation with temperature T = 25◦C and initial
concentration of nitrogen N0 = 0.17 g/l.
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Chromatographic processes have been used for separa-
tion, extraction and purification of complex mixtures be-
coming notably important in the field of pharmaceuticals,
biomolecules and other products. The true moving bed
(TMB) and the Simulated moving bed (SMB) are contin-
uous chromatographic processes. In the true moving bed
(TMB) process a continuous counter-current chromatogra-
phy is performed. However, in practice the movement of
the solid is difficult to carry out. On the other hand, the
SMB process simulate a counter-current movement of the
solid phase. For a better understanding, the SMB system is
graphically represented in the Figure (1). We can distinguish
4 zones delimited by the inlet and the outlet ports. The com-
ponent A represents the component that has less affinity for
the adsorbent and is withdrawn in the raffinate. The com-
ponent B represents the more retained component, which is
collected like extract. Each zone is composed by a given
number of chromatographic columns connected in series.
The simulation of the solid phase movement is achieved by
periodically switching the inlet and the outlet ports in the
direction of the liquid flow as indicated in the Figure (1) by
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Figure 1: Scheme of the separation of a mixture in a SMB pro-
cess.
haviour during one switching period, on the contrary the
TMB model presents an steady state behaviour. However,
one can connect the TMB and SMB models based on the
assumption that the TMB model gives an approximation of
the SMB profiles at 50% of the switching period [1].
These processes are described by nonlinear partial differ-
ential equations (PDEs), thus numerical techniques, as finite
difference and finite element method (FEM) must be applied
for finding the solution of the involved equations. These
techniques are based on the approximation of the spatial op-
erators on a spatial grid leading to a system of ordinary dif-
ferential equations (ODEs). The set of ODEs resulting after
the application of these techniques is, en general, very large.
Hence, these approaches become unsuitable for tasks to be
performed in real time like control, due to the computation
load needed to solve the large number of equations. There-
fore, a reducer order model technique could be useful for
improving the efficiency of the simulation.
The aim of this work is to develop a state observer based
on the early lumping approach. To develop this observer the
TMB model is used. The main advantage of the use of the
TMB is its significant reduction of the computational com-
plexity in comparison with SMB. Moreover, the observer
is constructed following the Kalman Filter design and a re-
ducer order model technique namely Proper Orthogonal De-
composition [2] is applied, as well.
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Nonlinear model predictive control of animal cell cultures in
perfusion mode








The cultivation of animal cells plays an important role in the
production of pharmaceuticals such as recombinant proteins
or antibodies. Traditionally, the culture medium composi-
tion is a priori defined and includes all the necessary sub-
strate components in large excess. Depending on the cell
life cycle, some of these components are only partially con-
sumed or in some cases, even produced, resulting in impor-
tant waste and poor economical balance. It is therefore ap-
pealing to develop the concept of dynamic growth medium,
in which a multivariable controller would act on the culture
medium composition dynamically so as to satisfy the cell
metabolism and to achieve a better economic balance.
The design of such multivariable controllers implies the
derivation of adequate metabolic models, which would sus-
tain the development of suitable optimality criteria. These
models could be obtained through the reduction of detailed
metabolic models as proposed in [1] and [2]. Based on
these reduced-order models and optimality criteria, a nat-
ural framework for the control design would be provided by
nonlinear model predictive control (NMPC), which allows
an easy incorporation of various process constraints [3, 4].
2 Some preliminary results
In order to explore this approach, a relatively simple model
of hybridoma cells producing monoclonal antibodies [5] is
considered in this study. Based on this model, NMPC is
developed and compared in simulation with previously con-
sidered control policies [6].
Several issues are investigated including the formulation of
the optimality criterion and process constraints, the selection
of the manipulated variables and their parameterization, the
selection of the MPC parameters and the implementation of
the receding-horizon optimization.
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Simulation tests for cultures in a 2L bioreactor operated in
perfusion mode are discussed.
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Many valuable compounds are nowadays extracted from
plants rather than being artificially synthesized, both for ease
and cost reasons. Biological models have therefore been
developed in the last two decades to describe and predict
the nutritional state of the most encountered culture types,
namely plant suspension cells and hairy roots. Among these
models, the one developed by Cloutier et al. [1] is the first
to describe both the extracellular and intracellular dynam-
ics for the three major constitutive nutrients (carbon source,
phosphate, and nitrogen) in both plant cells and hairy roots
cultures. Although its output dynamics can accurately fit
with experimental data, the high number of parameters in-
volved by this model does not allow them to be estimated
from the available datasets. Its parameter values are thus
often taken directly from literature, without any mean of
validation. As a consequence, its prediction ability out-
side the scope of the experimental datasets may turn out to
be weaker. The present work suggests a simplification of
Cloutier’s descriptive model, so as to make it tractable for
parameter identification. Moreover, the simplified model is
written in the form of a macroscopic reaction scheme, for
which well-established policies of monitoring and control
already exist [2].
Assuming that Cloutier’s model [1] is representative of the
actual complexity of plant cultures, informative datasets are
generated by simulation, so as to provide a solid foundation
for model analysis and reduction. Firstly, a principal com-
ponent analysis technique allow to reduce the complexity of
the original model by determining the minimum number of
reactions required to represent the data with a given accu-
racy [3]. Sensitivity studies are then used to progressively
remove those parts of the model that have few or no influ-
ence on its output dynamics [4]. Finally, a practical structure
is derived, which represents with a minimum complexity,
the dynamics of plant cells and hairy roots nutritional state,
as a function of the feeding concentrations in inorganic sug-
ars, phosphate, and nitrogen.



























Figure 1: Explained fraction of the output variance as a func-
tion of the reaction number for cultures of Catharan-
thus roseus
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The culture of host recombinant micro-organisms is proba-
bly the only economical way of producing pharmaceutical
biochemicals. The fed-batch operation is popular in indus-
trial practice, since it is advantageous from an operational
and control point of view. In this mode of operation, the
bioreactor is manipulated by controlling its feeding rate.
The off-line design of the optimal feeding profile in gen-
eral does not give high productivity, since in open-loop an
excess of substrate leads to the accumulation of by-products
(ethanol for yeast and acetate for bacteria), which in turn
leads to an inhibition of the cell respiratory capacity.
To avoid high concentrations of inhibitory by-product, a
closed-loop solution is in general applied leading to a wide
diversity of approaches, e.g., [2, 3, 4]. Nevertheless, the
closed-loop control optimization of fed-batch cultures of mi-
croorganisms exhibiting this kind of overflow metabolism is
still a challenging task for two main reasons. Firstly, the
process kinetics is governed by highly nonlinear functions
with uncertain model parameters. Secondly, there is a lack
of reliable and low cost online sensors for the measurement
of key state variables.
Adaptive control is often used to cope with time-varying
model uncertainties. However, the use of online adaption
schemes may lead to closed-loop instability in the presence
of unmodeled dynamics. In this paper, we follow a differ-
ent direction by applying the robust control theory to design
a nonlinear controller (with a fixed parametrization) taking
model uncertainties into account. The control strategy is
based on the classical feedback linearizing technique which
is widely applied to fermentation process. However, feed-
back linearizing control schemes are very sensitive to model
uncertainties. To handle the lack of robustness, the resulting
linear dynamics is designed in order not only to improve the
overall performance but also to achieve robustness against
model uncertainties using LMI and H-infinity theory.
2 A suboptimal robust control strategy
The maximum of productivity is obtained when the quantity
of by-product is constant and equal to zero (V P = 0 where
V is the bioreactor volume and P the byproduct concentra-
tion). Unfortunately, evaluating accurately the volume is a
difficult task as it depends on the inlet and outlet flows in-
cluding Fin but also the added base quantity for pH control
and several gas flow rates. Moreover, maintaining the quan-
tity of byproduct constant in a fed-batch process means that
the byproduct concentration has to decrease while the vol-
ume increases. So, even if the volume is correctly measured,
V P becomes unmeasurable once P reaches the sensitivity
level of the byproduct probe. For those practical limitations,
a suboptimal strategy is elaborated through the control of
the byproduct concentration around a low value depending
on the sensitivity of commercially available probes (for in-
stance, a general order for ethanol probe is 0.1g/l), and re-
quiring only an estimation of the volume by integration of
the feed rate.
The basic principle of the controller is thus to regulate the
by-product at a constant low setpoint, leading to a self-
optimizing control and ensuring that the culture operates in
the respiro-fermentative regime (i.e., where the byproduct
is produced), close to the biological optimum, i.e., close to
the edge with the respirative regime (where the byproduct is
consumed).
In this study, linearizing control strategies using on-line
adaptation or a robust gain design using LMI [1] are com-
pared in terms of implementation and performance, as illus-
trated in simulation.
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1 Introduction
Temperature is one of the most important factors influenc-
ing the behavior of spoilage microorganisms and pathogenic
bacteria in food products. Amongst the different kinetic
models constructed in predictive food microbiology to de-
scribe the temperature effect on the microbial growth rate,
the Cardinal Temperature Model with Inflection (CTMI)
(Rosso et al. 1993) is often preferred. Previously, a frame-
work was constructed based on optimal experiment design
techniques, which resulted in reliable CTMI parameter es-
timates. However, a drawback was uncovered: a reliable
estimate of the maximum growth temperature (Tmax) is only
obtained when temperatures at or very close to the true Tmax
are included in the optimal dynamic temperature profile.
This requires a reliable initial estimate of Tmax.
Here, the possibility to estimate Tmax from dynamic experi-
ments with temperatures exceeding Tmax is tested. The tem-
perature crosses the growth boundary and Tmax can be de-
termined as the temperature at which growth starts. A mi-
crobial dynamics scenario is considered where there exists a
temperature range δ in which, at macroscopic level, neither
growth nor inactivation is observed. The informative char-
acter of temperature profiles with the initial temperature sit-
uated between Tmax and Tmax+δ is evaluated.
2 Simulation study
The simulation study includes two steps. (1) Microbial
dynamics as a function temperature are simulated using a
growth model combined with the CTMI model. An error is
added to mimic uncertainty due to experimental errors and
biological variability. (2) Parameters and variances are es-
timated from simulated data via minimization of the sum
of squared errors, using the lsqnonlin routine (Optimization
Toolbox, Matlab, The Mathwork Inc.).
3 Results
The informative character of the dynamic experiments with
respect to the estimation of Tmax is evaluated. The tem-
perature profiles are based on a previously designed opti-
mal experiment, in which a phase at constant temperature is
followed by a linear temperature decrease (≈ 5◦C/h) and a
second phase at constant temperature (15◦C). Five temper-
ature profiles are considered with different initial tempera-
tures (45◦C, 46◦C, 47◦C, 48◦C and 49◦C) with the true Tmax
equal to 46.54◦C.
The results of the simulation study can be summarized as
follows. (1) For Tmin, the largest variability on the param-
eter estimates can be observed for a temperature profile T1
equal to 45◦C. When T1 is increased to 46◦C, the range of
Tmin estimates decreases significantly. For higher T1 values,
similar values are obtained. (2) For Topt, no real trend as a
function of T1 can be observed. (3) For Tmax, values esti-
mated from experiments with T1 equal to 45◦C, vary enor-
mously (45.70◦C to 47.33◦C). Increasing T1 to 46◦C sig-
nificantly improves the estimation of Tmax. All values are
situated in a range of 0.2◦C around the true Tmax. Further
increasing T1 has a contrary effect, i.e., the variability on
Tmax is significantly enlarged and the its average deviates
from the true value. The higher the initial temperature, the
higher the average of the Tmax estimates. (4) As with Topt ,
no real trend can be observed for µopt.
4 Conclusion
It can be concluded that extending the dynamic temperature
profile to temperatures above Tmax does not increase the ex-
perimental information content. By starting the experiment
at 46◦C, the growth rate at this temperature can be estimated
rather easily and accurately. However, by further increasing
T1, initially no growth occurs and growth rates can only be
derived during the temperature decrease. Clearly, the infor-
mation with respect to growth at temperatures close to Tmax
is required for an accurate and reliable Tmax estimate.
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1 Introduction
Doubly-fed induction generators (DFIG) are currently one
of the most used generating units for wind turbine applica-
tions. The DFIG represents a good trade-off between power
converter size (approximately 30 % of the nominal generator
power), and control capability (speed variation from -40% to
+30% around the synchronous speed). Nevertheless, DFIG
can be subject to diverse kinds of faults, notably electrical
sensor faults. In this work, a model-based fault detection
and isolation (FDI) system with parameter adaptation is de-
signed to address the issue of FDI of incipient (small mag-
nitude) faults in the rotor current sensors.
2 DFIG model with parameter adaptation
The large range of operating conditions of a wind turbine
induces electrical parameter variation in the generator unit.
The stator and rotor resistance (Rs, Rr), and magnetizing
inductance (Lm) can vary due to temperature changes and
magnetization characteristics, respectively. This parameter
variation can degrade the performance of any model-based
FDI system. After a sensitivity analysis, it was concluded
that variations in the rotor resistance (Rr) produce the largest
impact on the magnitude of rotor currents. Therefore, a sen-
sor model-based FDI system need to consider the adaptation
of the rotor resistance.
In our approach, the dynamics of the DFIG is expressed in
dq coordinates, aligned with the stator voltage vector. The
considered states are the rotor current (~ir) and the rotor flux
(~λ r) vectors, plus the rotor resistance (the parameter to be
adapted). The control input is the rotor voltage vector (~ur),
and the stator voltage vector (~us) and the generator speed
(Ωg) are considered as measured disturbances. The mea-
sured rotor currents are expressed as abc quantities, and are
considered to be subject to additive faults (offset or slow
drift). Only one fault is assumed to occur at a time.
3 Residual generation and decision system
For residual generation purposes, a multi-observer approach
is used, based on the Generalized Observer Scheme (GOS).
In this approach, the i-th observer uses all but the i-th mea-
surement, as shown in Fig. 1. The residual generator is ac-
tually a discrete extended Kalman filter (EKF), of which the
Figure 1: Scheme of FDI system
innovation is used as residual vector. For the decision sys-
tem, the multi-CUSUM (Cumulative sum) [1], a statistical
change detection and isolation algorithm is used. In this ap-
proach, the whole set of residuals signals ri, for i∈ {1,2,3},
is combined in a single residual vector. The latter is pro-
cessed using as many CUSUM algorithms as the number
of possible faults. Three modified CUSUM decision func-
tions are then used to perform both detection and isolation.
A given criterion, namely a required mean detection delay
(τ¯) is used to asses the FDI performance. The FDI system
has been validated for diverse magnitudes of additive (off-
set) faults. The faults have been properly detected and iso-
lated within the required detection delay, even in the pres-
ence of disturbances and changes in the references, and the
rotor resistance has been correctly estimated.
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1 Introduction
In this paper, the rotational vibration in the linearly actuated
precision machines with low damping is discussed. This so
called Rocking mode is e.g. caused by the compliance in
the guiding system of a linear actuator and leads to a long
settling time of the end-effector. Another problem occurs
when a feedback motion controller is applied to the plant.
Complex poles present in the loop transfer that are close to
the imaginary axis due to low damping, are destabilized by
a relatively small gain. A possible solution is actively damp-
ing the resonance frequencies. By flattening the resonance
peaks, the bandwidth of the system can increase without the
danger of instability. In turn, this allows for higher integral
gain in the motion control algorithm.
2 Active damping in simulation
Figure 1 shows a 1-Dimensional model of the Rocking mode
and the corresponding transfer function. The actuator force
F initiates a translational movement and at the same time, a
rocking mode around the COM, due to the present compli-
ance, c. This causes a ripple on the measured position, x.




















Figure 1: 1D model of a plant with rocking mode
guiding system and a moving part. The damping should
be applied between the moving part and the guiding system
of the actuator, where the compliance causing the rocking
mode is located. A platform on which the Active Vibration
Control device (AVC) can be mounted, can be created by di-
viding the moving part into two parts: a lightweight carriage
and the rest (containing the end-effector) called the head (see
Figure 2). The resonance frequency of the carriage is rela-
tively high due to its light weight and is thus negligible. The
plant model now consists of a linear actuator, the carriage
(translational mass), AVC and the head (mass and inertia).
AVC loop operates in parallel with the motion control loop.













Figure 2: Active damping
Force Feedback, as described by [2]. The transfer function
of this intrinsically passive controller is CAVC(s) = KLIFFs+pLIFF ,
where dAVC = K−1LIFF and kAVC = pLIFF · dAVC. For motion
control, a PID controller with high frequency roll-off is used,
which is tuned based on the moving mass transfer function,
according to [1]. Adding this controller to the plant without
AVC results in an unstable system. The pole-zero plots (Fig.
3) show that by adding active damping, the closed-loop sys-
tem remains stable over a wider gain range.
Linear System Pole-Zero Plot













Linear System Pole-Zero Plot
















Figure 3: Plant with motion control; left:no AVC, right:with AVC
3 Conclusion
The effect of active damping om a plant with Rocking mode
has been investigated in simulation. This results in a stable
closed-loop system with high bandwidth, which allows for
fast response, low settling-time and low steady-state error.
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1 Introduction
It is well known that neurons synchronize their behavior
to each other. Examples include synchronous oscillations
in the visual cortex and the olfactory bulb. It is also be-
lieved that synchronization plays a role in diseases like
epilepsy. We present results on experimental synchroniza-
tion of Hindmarsh-Rose (HR) neurons.
2 The experimental setup
We have realized eighteen electronic HR neurons which are





where ˙:= ddt∗ , t
∗ = 1000t, i = 1,2, . . . ,k, membrane poten-
tial (output) vi(t), synaptic input ui(t) and internal variables
w1,i(t),w2,i(t). The electronic equivalent is depicted in Fig-
ure 1(a).
The electronic HR neurons interact via the coupling inter-
face which is shown in Figure 1(b). The interface allows
to couple up to eighteen systems. Here, we used diffusive





ai j(v j(t− τ)−vi(t− τ)), (2)
where γ > 0 denotes the coupling strength, τ ≥ 0 is a time
delay, and ai j = a ji = 1 if system i connects to system j and
is zero otherwise.
(a) (b)
Figure 1: (a) An electronic HR neuron. (b) The interface.
3 Results
Since the systems in the experimental setup do not have ex-
actly identical dynamics, we cannot expect them to synchro-
nize perfectly, i.e. the state variables of all systems asymp-
totically match. We have to introduce a slightly weaker no-
tion of synchronization:
Definition 3.1 (Practical synchronization). The neurons are
called practically synchronized, if for any initial function
segment the following limiting relation holds
limsup
t→∞
∥∥col (vi,wi)(t)−col(v j,w j) (t)∥∥≤ ε, (3)
for all i, j = 1,2, . . . ,k and sufficiently small constant ε > 0.
Experiments have been performed in network with delay
(τ > 0) and without delay (τ = 0). The results for the
networks depicted in Figure 2(a) in presence of delays are
shown in Figure 2(b). The region enclosed by the curves
and the γ-axis corresponds to the region of practical syn-
chronization for the specific network topology. Remarkably
the shapes of the curves are all similar, and after a scaling
of the γ-axis some of these curves even coincide, see Figure
2(c).
G1 G2 G3
G4 G5 G6 G7(a)
(b) (c)
Figure 2: (a) The networks. (b) The regions of practical synchro-
nization. (c) The scaled results.
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Figure 1: control scheme
1 Introduction
Conventional waferstages have xy-drives that consist of mul-
tiple actuators in a configuration which allows planar move-
ment. To achieve high accuracy it needs a fast long stroke
stage and an accurate short stroke stage to compensate for
the long stroke errors. The need for higher accuracies, a
faster operation and the abillity to operate in a vacuum envi-
ronment initiated the research of electromagnetic planar ac-
tuators for this type of application. They can be divided into
a moving-magnet versus a moving-coil topology. The latter
needs cables and hoses to power and cool the moving coils,
which introduces non repetitive disturbances and is, there-
fore, undesired. The moving-magnet, however, demands a
more complex decoupling of the dynamics and position de-
pendence.
2 Decoupling dynamics and position dependence
A previous model-based method of decoupling dynamics
and position dependence for this application, uses a first or-
der harmonic approximation of the coupling between coil
currents and the force and torque components acting on the
mass centre point of the translator. This is evaluated each
sample time and stored in a matrix. A weighted generalised
inverse of this matrix can be calculated and is used to deter-
mine the coilcurrents that are needed for exciting a desired
force and torque. After decoupling the dynamics that is ob-
served is that of a mass and three inertias around each axis,
which is position independ. The control scheme is depicted
in Figure 1.
For a smooth transition in long-stroke operation there are far
more coils active than the amount needed for controlling all
six degrees of freedom of the translator. Therefore, since
the decoupling of position dependence and dynamics is not
unique, the generalised inverse is aplied resulting in an en-














Figure 2: Static deformation of a Halbach array
method is investigated to actively compensate flexible defor-
mations of the translator. This requires a method that con-
siders force distributions on the translator instead of a single
force and torque acting on the centre of mass. Therefore, the
model is extended to the coupling between coilcurrents and
forces on the individual magnets of the magnet array.
3 Static compensation
The magnet array has a Halbach configuration to focus its
field to one side of the magnet array. Due to this configura-
tion, it also experiences large internal forces, that staticaly
deform the magnet array [1]. This is shown in Figure 2.
By using a novel decoupling it is possible to create a force
distribution to compensate for this static deformation.
4 Conclusion
Using models that describe the coupling between forces on
individual magnets and coil currents, the position depen-
dence and dynamics of the moving magnet planar actuator
can be decoupled. Futhermore it allows for using force dis-
tributions as an input to a flexible system instead of forces
and torques to a rigid system. By exciting suitable force dis-
tributions one can compensate static deformations, caused
by the Halbach configuration of the magnet array.
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Tracking periodic signals for simple hysteretic mechanical systems
using repetitive internal model
Robert Huisman and Bayu Jayawardhana1
1 Introduction
During the past decade, there have been significant research
advancements in the nonlinear regulation problem. The
tracking and/or disturbance rejection problem is one of the
central topics in nonlinear control theory, and control sys-
tems that are designed to solve this problem for certain refer-
ence and disturbance signals are usually referred to as servo
systems. For the case when the reference signals are gen-
erated by a finite-dimensional exosystem, the solvability of
the Byrnes-Isidori equation [1, 2] is required for the solv-
ability of the regulation problem. Based on the solution
of the Byrnes-Isidori equation, many techniques have been
proposed to design a local, a semi-global or a global output
regulator for various classes of nonlinear systems. These
typically use internal-model based principle [2, 6] which
borrows the internal-model concept by Francis and Won-
ham [4] in linear systems theory. The internal model princi-
ple for LTI systems, which is also adopted in the nonlinear
systems, suggests that a copy of the exosystem must be in-
cluded in the controller. Hence, for finite-dimensional linear
exosystem, the controller uses also an internal model which
is based on a finite dimensional linear system.
The drawback of using finite-dimensional servo systems is
that they can only deal with a finite number of frequencies
and, in particular, they are not suited for tracking general pe-
riodic signals. In this case, an infinite-dimensional internal
model is needed since the periodic signals can be generated
by an infinite-dimensional exosystem.
In linear systems, repetitive internal models have been pro-
posed and used in the controller for tracking periodic sig-
nals and it is based on an infinite-dimensional internal model
[7, 9]. It has been shown in [7, 8] that the repetitive internal-
models are effective in dealing with periodic signals.
In our works, we will present the controller design method-
ology using repetitive internal model for a simple hysteretic
mechanical system. The mechanical system is based on the
HIFI chopper mechanism which is developed at the Nether-
lands Institute for Space Research (SRON) and is used in the
HIFI instrument of Herschel space telescope. The method is
developed based on the work by Jayawardhana et.al. in [5].
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Adaptive Controller Design for Automatic Micro-assembly Systems
under the Influence of Surface Forces
Ruiyue Ouyang and Bayu Jayawardhana1
1 Introduction
In the current state-of-art technology of automatic micro-
assembly, micro-mechanical manipulator are widely used to
handle the object. In practice, the application of mechani-
cal manipulator in micro-assembly encounters several prob-
lems: the presence of surface forces during the manipulation
of micro/nano parts and the difficulty in sensing whether the
object is in contact with or is released by the manipulator.
The papers [3, 8] present an overview of the significance of
van der Waals and capillary forces when the manipulated ob-
jects have dimensions less than one millimeter. Due to these
surface forces, the micro/nano components can stick to the
handling tools and become difficult to handle. However, it
has been shown that it is also possible to exploit the sur-
face forces for micro-assembly [2, 4, 6], with the expense
of losing the deterministic control over the object’s move-
ment. Several strategies have been proposed in [1, 5, 10] to
minimize the detrimental effect of these forces.
In order to overcome these problems, non-contact manipu-
lation systems using electromagnetic forces is studied in this
paper. The electromagnetic force is applied to the object by
manipulating the magnetic field through the control of elec-
trical current in electromagnets.
In the magnetic levitation systems for large objects, it is
known that the coils’ inductance is influenced by the po-
sition of the ferromagnetic object. Thus the interaction be-
tween the applied voltage and the object position can be sim-
ply described by Euler-Lagrange formalisms [9]. When the
aspect ratio between the object and the coil size is large, the
influence of the object distance to the inductance value be-
comes negligible. In this case, the applied electromagnetic
force is computed based on the magnetic field gradient in
the neighborhood of the object. This mechanism was used
in the magnetic levitation system for a small robot in [7] and
corresponds to the setup considered in this paper. In this pa-
per, we focus on the design of adaptive nonlinear controller
for regulating the position of micro object using the electro-
magnetic force.
In our work we will discuss the modeling of the magnetic
levitation system which incorporates the model of various
surface forces: capillary forces and van der Waals forces.
1B. Jayawardhana and R. Ouyang are with the Faculty of Mathematics
and Natural Sciences, University of Groningen, 9747 AG Groningen, The
Netherlands.
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The adaptive property of the controller is designed appropri-
ately in order to compensate for the parameter uncertainties
in the model of surface forces. The controller design will
be given as well and Monte Carlo simulation results will be
presented in order to evaluate the behavior and performance
of the controlled system under uncertainties in the parame-
ters.
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Estimation of the probability of stable operation over a given time
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1 Problem statement
This work is concerned with determining the (un)stable be-
haviour of discrete-time nonlinear state-space models when
excited with a random input signal. For this kind of models,
it may happen that the (in)stability properties depend on the
stochastic nature of the random input. E.g. the system can
show a stable behaviour at low amplitudes (variance), and
an unstable behaviour at high amplitudes. In between, there
can be a transition zone between low and high probabilities
of instability. In the phase plane, this can be interpreted as a
stable equilibrium in the neighbourhood of the origin (i.e. a
bounded Region Of Attraction [ROA]) and the input disturb-
ing the state in a random way. A low input amplitude causes
the states to stay inside the ROA with high probability, while
a large one may be more likely to push the state out of the
ROA, and hence cause unstable operation with much higher




Figure 1: Instability: interpretation based on a Region Of Attrac-
tion (boundary shown in black) in the state space.
In this context, the question whether the given model will be
likely to behave stably or not for a given class of input sig-
nals on a certain time interval t = 0, . . . ,τ , and starting at a
given initial state x(0) becomes relevant. This work allows
to answer this question, in the case of a normally distributed
input with a small variance and with a power spectrum de-
termined by the user, viz. the kth frequency component’s
variance is specified as
Uk ∼ NC(0,σ2k ) (1)
with σ2k > 0. The state transition function, of the form
x(t+1) = f (x(t),u(t)) (2)
and its derivatives are assumed to be known.
2 Suggested approach
The probability density function (pdf) px(τ)(x(τ)) of the
state x(τ) ∈ Rn at the provided time instant τ , can be cal-
culated as the integrated form of a higher-dimensional joint




pX ,x(τ),U (X ,x(τ) ,U)dXdU (3)
with XT =
[
x(1)T . . . x(τ−1)T ]∈R(τ−1)n andUT =[
u(0) . . . u(τ−1) ] ∈Rτ ; the integrand can be rewrit-
ten as pU (U) pX ,x(τ)|U (X ,x(τ) ,U) with pU a known Gaus-
sian pdf based on (1), and pX ,x(τ)|U a known Dirac delta
distribution imposing each state evolution equation (2) at
t = 0 . . .τ − 1. If the input variance is small, the (very high
dimensional) integral can be well approximated at any point
of the state space via the Laplace integration method. This,
in turn, requires the solution of a constrained optimization
problem. After integration of the state pdf over a domain,
one obtains the probability that the state has remained inside
this domain. Taking the domain equal to the ROA yields the
probability of stable operation until time instant τ .
3 Simulation example
The method is illustrated by means of a 2-dimensional ex-
ample in Figure 2.





















Figure 2: Contour lines of the estimated log px(τ)(x(τ)); it is seen
that random realizations stay in the high pdf region.
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1 Introduction
In this paper, we study systems of the form
x˙(t) = f (x(t),u(t)) , u(t) ∈U,
where u(t) is bounded measurable function known as ad-
missible control input. The main aim is to compute rigorous
over-approximations to the set of reachable points at a given
time T . By rewriting equation in the form
x˙(t) ∈ F(x(t),U) = F(x(t)),
we obtain a differential inclusion describing the evolution.
Differential inclusions are a generalization of differential
equations with continuous or discontinuous right-hand sides
with applications in many areas of science, such as mechan-
ics, electrical engineering, the theory of automatic control,
economical, biological, and social macrosystems, see [2],
[5].
2 Objective
Some different techniques and various types of numerical
approximations have been proposed in order for one to ob-
tain approximations to the solution set of a differential in-
clusion. For example, ellipsoidal calculus was used by Valyi
and Kurzhanski [3], Lohner-type algorithm by Zgliczynski
and Kapela [6], metric approximations by Puri and Varaiya
[4]. However, these algorithms, either do not give rigor-
ous over-approximations, or refer to linear systems, and
mostly, approximations are of low-order (Euler approxima-
tions). We are interested in algorithms that give rigorous
over-approximations to the solution set of a differential in-
clusion using high-order schemes.
3 What we do
In this paper, we present an algorithm for rigorous over-
approximation of the solution set of control-affine systems





with inputs ui(t) ∈ [−1,1]. This corresponds to F(x,U), a
zonotope with N generators.
We make an approximation





where w(t) is a finitely parametrised approximation to u(t),
and compute the uniform error if the time of computation
is a priori known by taking wi to be the average value u¯ of
u(t) over [t, t + h]. We obtain a first-order approximation.
Currently, we are investigating the possibility of obtaining
higher order accuracy, by taking a linear approximation to
u(t), w(t) = a0+a1 t.
The algorithm for computation of the solution set consists
of the following: we compute the flow of x˙(t) = f (x(t)) +
∑N−1i=0 gi(x(t))wi, taking (w0, ...,wN−1) as parameters, and
giving uniform bounds for the errors. We look at the pos-
sible reduction of parameters, e.g. using orthogonalization,
and we split the new domain (if necessary) before returning
to the first step.
To test our algorithms, we use tool Ariadne (a general-
purpose reachability tool for computation and verification of
hybrid systems, based on set-valued analysis of dynamical
and control systems, see [1]).
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Smooth adaptive compensation of the input hysteresis
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Hysteretic systems are systems that produce different
steady-state outputs for the same steady-state input value
depending on the input history. Dependance of the output
on the input signal history means that those systems have
memory. In many applications hysteretic behavior can be
neglected and expressed as random noise, but as expecta-
tions on precision and bandwidth rise, it’s effects have to
be compensated. Hysteresis is usually present in the actua-
tor and such systems can be modeled as a series connection
of a hysteresis operator and some usually linear dynamics.
The most generic approach in controlling such systems is to
construct an inverse compensator for input hysteresis which
will cancel its effects and then synthesize a controller for the
remaining part using conventional techniques. The layout of
such an approach is shown on figure 1. A survey of past at-
tempts to control hysteretic systems with inverse compensa-
tion is given in [1]. Usually a Preisach model is fitted to the
hysteretic nonlinearity and it’s inverse is then numerically
implemented. Such a model is hard to identify and it’s in-
verse is computationally complex which means that it is not
suited for systems where the hysteresis curve is unknown
or not measurable with enough accuracy and precision. A
solution to this problem was introduced in [2] where adap-
tive piecewise affine hysteresis inverse was constructed for
known and unknown hysteretic plants. Here we introduce an
adaptive hysteresis inverse that is much smoother than in [2]







Figure 1:Generic approach in controlling systems with input hys-
teresis.
2 Smooth Hysteresis Inverse Compensator
The major hysteresis loop is approximated with two first or-
der polynomials δ1 and δ2, while transition curves inside the
major loop are described with the smooth functions γ1 and γ2
which mimic transients observed in many applications. The
given inverse model is described with only three parameters:
k1, k2 and k3 which have a clear geometric meaning.
δ1(u(t)) = k3 ·u(t)+ k22










+ k3 (u(t)−uch)+ vch
Variables uch and vch represent the values of the input and
output signals at the instant of the last input signal direc-








Inverse compensator (1) can be rewritten in the form of a
linear parametric model where the smooth nonlinear func-
tions γ1 and γ2 require prior linearization. Such a model can
then be used in many adaptive schemes described in [3] re-
sulting in adaptive compensation of input hysteresis that fits
practical problems better than the piecewise affine compen-
sator and is simpler and faster than compensators based on
the Preisach model.
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In a setting where a robotic system and its controller are
linked via a delayed communication channel, such as in
Networked Control Systems (NCS), performance and stabil-
ity are compromised. To compensate these negative effects,
a state predictor based on synchronization is proposed.
State predictor based on synchronization
A state predictor was proposed in [1] inspired by the antic-
ipating synchronization exhibited by some coupled chaotic
systems. The same concept has been applied to a unicycle-
type mobile robot subject to an input delay, and extended in
order to cope with constant bilateral delays (cf. Fig. 1).
i
i

































Figure 1: Bilateral predictor block diagram representation.
Consider the delay-free posture kinematic model of a
unicycle-type mobile robot,
x˙= vcosθ , y˙= vsinθ , θ˙ = ω.
with the forward and angular velocities, v and ω , denoting
the system’s control inputs. Based on the robot’s model, the
following synchronizing state predictor is proposed,
z˙1 = vcosz3 +νx, z˙2 = vsinz3 +νy, z˙3 = ω+νθ .
Given a reference trajectory which satisfies the kinematic
model, two sets of error coordinates, ze relating the reference
and the predictor, and pe relating the delayed predictor and
the system, are used to define the correcting terms ν ,
νx =−Kxp1e cosz3 +Kxp2e sinz3,
νy =−Kxp1e sinz3−Kyp2e cosz3,
νθ =−Kθ sin p3e ,
and the system’s input velocities,
v= vr+ c2z1e − c3ωrz2e , ω = ωr+ c1 sinz3e .
Experimental results
The predictor-control scheme has been validated using the
experimental setups for multi-robot systems available at
TU/e and at Tokyo Metropolitan University (TMU). Data
is exchanged between them by means of a TCP socket via a
Virtual Private Network (VPN), inducing a round trip time-
delay of approximately 265 ms. A mobile robot at TMU has
been successfully controlled from TU/e (cf. Fig. 2).
























Figure 2: Workspace trajectories and correcting terms plots.
The left hand plot shows the reference (solid), mobile robot
(dashed) and state predictor (dotted) trajectories in the X-Y
plane, while the right hand one shows how the correcting
terms νx (solid), νy (dashed) and νθ (dotted) practically
converge to zero. Under the assumption that the reference
is not known a priori, the predictor-control scheme ensures
that the system tracks a delayed version of the reference.
Conclusions and future work
The proposed state predictor and tracking controller
combination are capable of coping with bilateral time-delays
even if a small delay model mismatch exists. Future work
includes increasing the predictor’s robustness, integrating
the concept with notions related to the long distance
synchronization of robotic networks, and extending the
predictor-control scheme to a more general setting.
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1 Introduction
We discuss synchronization of a general class of nonlin-
ear dynamical systems in networks with arbitrary network
topology and time-delayed interactions. The systems will
be called synchronized if the state variables of all systems
asymptotically match.
In particular, we consider a network of k identical systems
y˙ j(t) = α(y j(t),z j(t))+ u j(t),
z˙ j(t) = β (z j(t),y j(t)), (1)
where j = 1,2, . . . ,k, output y j(t) ∈ Y ⊂Rm, input u j(t) ∈
U ⊂ Rm, internal variables z j ∈ Z ⊂ Rp. The network
is represented by a (directed) graph G = (V ,E ), where V
denotes the set of vertices (or nodes) and E is the set of
edges. We allow a general network topology. However, we
will assume that
(A1) the graph G is strongly connected.
(a) (b)
Figure 1: (a) A graph satisfying assumption (A1). (b) A graph that
is not strongly connected since there is no directed path from the
vertices in the bottom left and top right to the other vertices.
The systems (1) will interact via coupling of the form
u j(t) = σ ∑E j a ji
(









where σ ∈ R>0 denotes the overall coupling strength, τ ∈
R>0 is the time delay and a ji ∈ [0,1]. In addition, in case of




y ∈ Y k,z ∈Z k : yi=y j,zi=z j ,∀i, j = 1,2, . . . ,k
}
it is assumed that
(A2) ∑E j a ji = 1 for all j = 1, . . . ,k.
2 Main result
Assume that each system (1) is strictly semi-passive, that
is, each system has a limited amount of “free energy” avail-
able. Then, under assumption (A1) (and (A2)) the solutions
of the closed-loop system (1), (2) (or (1), (3)) are ultimately
bounded, i.e. all solutions enter a compact set in finite time
and remain there as time increases. If in addition each sub-
system z˙ j(t) = β (z j(t),y j(t)) is minimum phase, then there
exist constants σ¯ and γ such that if the coupling strength
σ ≥ σ¯ and στ ≤ γ , the coupled systems always end up
in synchrony. All formal statements, technical details and
proofs can be found in [1]. In particular, there always ex-
ists a region in the σ -τ space, indicated in gray in Figure
2, such that if the time delay τ and the coupling strength σ






Figure 2: The curves τσ = γ¯ and σ = σ¯ in the σ -τ plane. The
gray area indicates the region of synchronization.
3 Conclusions
Our results show that k strictly semipassive systems (1) with
minimum phase internal dynamics, coupled via (3) or (2),
will always synchronize given that the coupling is suffi-
ciently large and the time delay sufficiently low. The result
holds for general network topology under the connectivity
assumption (A1).
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1 Abstract
In this talk we will discuss systems affected by time-delays.
Comprehensive overviews of various types of time-delay
systems are given in [1] and [2]. Motivated by developments
in the field of networked control systems (NCS), we focus
on delay discrete-time systems. Recently, polytopic delay
difference inclusions emerged as a natural, adequate model-
ing framework for NCS, see, e.g., [3]. Therefore, we pro-
vide a complete Lyapunov framework for stability analysis
and stabilization of delay difference inclusions.
However, for systems affected by delays the classical Lya-
punov theory does not apply straightforwardly, as the in-
fluence of past states can cause a violation of the mono-
tonic decrease condition that a standard Lyapunov function
(LF) obeys. Therefore, two relaxations of Lyapunov the-
ory were proposed to deal with this issue. The first relax-
ation [4] allows the function, called Lyapunov-Krasovskii
function (LKF), to use additional information, i.e. an LKF
depends on both the current state and the entire past state
trajectory. The second relaxation [1] allows the function,
called Lyapunov-Razumikhin function (LRF), to be non-
monotonic, i.e. an LRF is required to decrease only if a cer-
tain condition on the past state trajectory and current state
holds. In [2] it was proven that LRFs form a particular case
of LKFs, when only stability of the origin rather than asymp-
totic stability, is of concern.
All of the above-mentioned results hold for systems de-
scribed by differential equations. When stability of discrete-
time systems affected by delay is analyzed, one of the most
commonly used approaches [5] is to augment the state vec-
tor with the past states to obtain a larger dimension system.
A classical LF can then be used to establish stability of this
system with augmented state vector. Recently, in [6] it was
pointed out that such an LF for the augmented state system
provides an LKF for the original system affected by time-
delay. As such, an equivalent notion of LKFs for discrete-
time systems was obtained. However, for LRFs the situation
is more complicated. The exact translation of this approach
for discrete-time systems yields a non-causal constraint. An
alternative, Razumikhin-like condition for discrete-time sys-
tems was proposed in [7], where the LRF was required to be
less than the maximum over its past values within some time
window. To the best of our knowledge, a result on the con-
nection between LKFs and LRFs for discrete-time systems
is missing.
In this talk we first present a stability theorem based on the
Krasovskii and Razumikhin approach, respectively, that ex-
tends the above results for delay difference equations to de-
lay difference inclusions, which form a relevant modeling
class for NCS. Then, we provide a novel result that reveals
the existence of an LRF as a sufficient condition for the exis-
tence of an LKF and thus, shows that LRFs as defined in this
paper form a particular type of LKFs. This result confirms
the continuous-time result of [2]. For polytopic delay dif-
ference inclusions and quadratic or infinity norm based Lya-
punov function candidates we provide constructive methods
for analysis and synthesis, in terms of both LKFs and LRFs,
respectively.
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Abstract
Let Σ be a set of n× n matrices and let us consider the fol-
lowing linear iteration:
x(t +1) = Atx(t), At ∈ Σ for all t.
These kinds of switched linear systems arise in many ap-
plications such as asynchronous systems, hybrid systems,
switching control, ...
The stability under arbitrary switchings of this system de-
pends on a quantity called the joint spectral radius (JSR),
which represents the maximal growth rate of such a discrete
linear system. More precisely, the JSR of a set Σ of matrices
is defined by the following expression:
ρ(Σ) = lim
k→∞
max{‖Ai1 . . .Aik‖1/k | Ai ∈ Σ},
independently of the matrix norm used. For bounded sets
Σ, the JSR is also equal to the so-called generalized spectral
radius ρ¯ , defined by the following equation:
ρ¯(Σ) = limsup
k→∞
max{ρ(Ai1 . . .Aik)1/k | Ai ∈ Σ}.
For the linear iterations we consider, all trajectories con-
verge thus to the origin if and only if the JSR of the cor-
responding set of matrices is strictly less than 1.
Another quantity of interest is the joint spectral subradius
(JSS), also called lower spectral radius, which represents the
minimal achievable growth rate:
ρˇ(Σ) = lim
k→∞
min{‖Ai1 . . .Aik‖1/k | Ai ∈ Σ}.
The JSS is related to the mortality problem, where we ask
if the zero matrix can be expressed as a finite product of
matrices in Σ.
The joint spectral quantities are notoriously difficult to com-
pute. Indeed, it is NP-Hard to approximate the JSR ; more-
over, the problem of checking whether ρ ≤ 1 is undecidable,
and the decidability of the question ρ < 1 is currently un-
known. Furthermore, the problem of approximating the JSS
is undecidable in the general case (see [1] for a survey on
the joint spectral quantities). Despite these negative theoret-
ical results, several algorithms have been designed in order
to approximate the JSR. Indeed, in the case of the JSR, the
following easy property holds:
ρ(Σ) = inf
‖·‖
max{‖A‖ | A ∈ Σ}.
Thus, one way to compute the JSR is to try to find a norm
such that ρ(Σ) = max{‖A‖ | A ∈ Σ}, i.e., an extremal norm.
Several methods have been designed using this fact (see for
example [2], [3], [4]). In this paper, we will study and com-
pare several techniques for the computation of the joint spec-
tral quantities, such as semidefinite programming that com-
putes the infimum on a class of norms, or geometric algo-
rithms that tries to approximate the unit ball of an extremal
norm using polytopes.
Acknowledgements
This paper presents research results of the Belgian Network
DYSCO (Dynamical Systems, Control, and Optimization),
funded by the Interuniversity Attraction Poles Programme,
initiated by the Belgian State, Science Policy Office. The
scientific responsibility rests with the authors. Chia-Tche
Chang is a Research Fellow of the Fonds National de la
Recherche Scientifique (F.R.S.-FNRS).
References
[1] Raphae¨l M. Jungers, “The joint spectral radius, theory
and applications”, Lecture Notes in Control and Information
Sciences, Springer-Verlag, Berlin, 2009.
[2] Vincent D. Blondel, Yurii Nesterov and Jacques
Theys, “On the accuracy of the ellipsoid norm approxima-
tion of the joint spectral radius”, Linear Algebra and its Ap-
plications, 394(1):91–107, 2005.
[3] Nicola Guglielmi, Marino Zennaro, “Finding ex-
tremal complex polytope norms for families of real matri-
ces”, SIAM Journal of Matrix Analysis and Applications,
31(2):602–620, 2009.
[4] Vladimir Protasov, Raphae¨l M. Jungers, Vincent D.
Blondel, “Joint spectral characteristics of matrices: a conic
programming approach”, SIAM Journal of Matrix Analysis
and Applications, to appear.
29th Benelux Meeting on Systems and Control Book of Abstracts
85
Fixed-order Robust Controller and Time Domain Response
Improvement
Keivan Zavari1, Hamid Khatibi2, Jan Swevers1
1 Department of Mechanical Engineering, Katholieke Universiteit Leuven, Belgium
2 Electrical Engineering Department, Sharif University of Technology, Tehran, Iran
Email: keivan.zavari@student.kuleuven.be
1 Introduction
Modern controller design techniques such asH∞ and LQG,
result in controllers of order at least equal to that of the
plant, and usually higher because of the inclusion of weight
functions. On the other hand, in the implementation phase,
high-order controllers will lead to some problems both in
software and hardware. Low-order controllers are always
welcomed because of simplicity and hence their industrial
usage such as embedded control systems for the space and
aeronautics industry is more prevalent.
2 Fixed-order controller parameterization
Overshoot reduction of the step response in fixed-order con-
troller design for polytopic systems is considered. A re-
cent convex parameterization for fixed-order stabilizing con-
trollers using polynomial approach based on KYP lemma is
used [1]. This parameterization for discrete-time systems
is equivalent to the existence of a positive definite matrix





where (A,B,Ci,Di) is the controllable canonical realization
form of a SPRness transfer function H(z) = c
i(z)
d(z) . The nu-
merator ci(z) is the closed-loop characteristic polynomial
for each vertex of a polytopic system and d(z) is a predeter-
mined polynomial called central polynomial. Note that the
parameterization for continuous-time systems is very simi-
lar to 1.
3 Time-domain response improvement
Fixed-order controller parameterization of [1] is employed
and three approaches are derived to place additional convex
constraints in the optimization problem for minimizing the
overshoot of the closed-loop step response. In addition, they
can be easily extended to polytopic systems which is one of
the most common ways to present structured uncertainty.
The first approach is based on the peak-to-peak gain per-
formance formulation provided in [2, 3] for continuous and
discrete-time systems respectively. The performance is not a
convex constraint for fixed-order controller design problem
and hence the criterion is modified and used for minimizing
the peak value of the step response.
In the next proposed method, it is shown that Markov pa-
rameters and pole assignment method can be employed to
formulate a new cost function for the optimization problem.
As soon as we fix the denominator by the stated pole as-
signment method, the problem comes linear with respect to
the design parameters. Moreover, since the error signal is
minimized, the rise-time of the closed-loop step response is
reduced as well as the overshoot.
The third method is similar to the second method in
continuous-time systems i.e. using the time-domain signal
to improve the transient response. Inverse Laplace transform
helps to derive a constraint via the Residue theorem. Due
to the non-convexity of the constraint, a pole assignment is
applied to the closed-loop system as well as the previous
method.
Simulation results illustrate how these methods effectively
reduce the overshoot of the closed-loop step response. A
third order discrete-time polytopic system is used to com-
pare the first method which is the modified peak-to-peak
gain method, to the Markov parameters and H2 norm
method. The key inH2 method is that the 2-norm of a trans-
fer function and time-domain signal are related via Parse-
val’s theorem. The last method is also compared to another
existing approach for transient response improvement.
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1 Introduction
Use of the state dependent algebraic Riccati equations is
very popular in control design and estimation problems, [1],
[2], [3] etc. We study a type of state dependent algebraic
Riccati equations in which the state dependency of the coef-
ficient matrices is of periodic nature. In particular, the sys-
temmatrix depends on a single state component in a periodic
way. Specifically, we study the following SDARE
Π(x1)A(x1)+AT (x1)Π(x1)−Π(x1)BR−1BTΠ(x1)+Q= 0,
where x1 ∈ R, without loss of generality, is the first compo-
nent of the state vectorx∈Rn, A(x1)∈Rn×n,Π(x1)∈Rn×n,
B ∈ Rn×m, R ∈ Rm×m, and Q ∈ Rn×n.
We assume that the systemmatrix A(x1) is piecewise smooth
and θ−periodic which means that the solution matrix,Π(x1)
is also piecewise smooth and θ−periodic. Therefore, we
can introduce an interpolation method based on the Fourier
series to approximate the solution of the state dependent al-















The Fourier coefficients a0, ak ∈ Rn×n and bk ∈ Rn×n for
k = 1,2,3, ... are constant symmetric matrices.
The Fourier coefficients are then computed by using interpo-
lation technique. The details of the computations are omit-
ted because of the space limitations.The advantage of this
approach lies in the offline computations of the Fourier co-
efficients therein. This in turn results in significant reduction
in the online computations of the solution of the state depen-
dent algebraic Riccati equations. We elaborate our approach
and prove its utility by using it for a physical model [4] of
a ship’s motion with 3 degrees of freedom (surge, sway, and
yaw).
We made a quantitative comparison of two solution methods
for the solution of the state dependent algebraic equation;
the Fourier series interpolation method and the solution ob-
tained from the MATLAB routine “care” (which uses the
Schur decomposition method). We noticed that the online
computation time of the state dependent algebraic Riccati
equation, for the particular example, has been reduced 10
times as compared with “care”. Simulation results also re-
veals that the Fourier series based approximation of the solu-
tion converges quickly, in terms of the number of the Fourier
coefficients, to the exact solution of the state dependent al-
gebraic Riccati equation.
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1 Introduction
The task of finding the solutions of a system of polynomial
equations is a fundamental problem in mathematics which
arises at the core of many applications in science and en-
gineering. Recent years have witnessed a large increase in
the interest in finding efficient algorithms for solving poly-
nomial systems. On the one hand, the ever increasing avail-
ability of computing power has given rise to the successful
application of algorithms from algebraic geometry to real-
world problems. On the other hand, by taking into consid-
eration the algebraic nature of the task, one is able to tackle
the problem in a more thorough fashion, aiming to find all
solutions.
Although there exists a huge body of knowledge in algebraic
geometry research [1], there is quite a large gap between re-
search results in this field, and their applicability. A lot of
literature on algebraic geometry is available, which is gen-
erally expressed in an abstract mathematical language and
mainly cast into an exact arithmetic framework. However,
there is a lack of useful numerical algorithms taking into
account the limited accuracy of the data measured, and the
machine precision of the required calculations (i.e., floating
point arithmetic instead of infinite precision (integer) calcu-
lations) implementing these deep results.
2 From Algebraic Geometry to Linear Algebra
The works of Sylvester andMacaulay [5, 8] have established
a deep link between polynomial system solving and linear
algebra (which has been rediscovered many times ever since
[7]). The method we will discuss phrases the task at hand as
a problem in (numerical) linear algebra by considering a ma-
trix containing the coefficients multiplied with a vector con-
taining monomials [2]. The application of realization theory
in the kernel of the coefficient matrix leads to the surprising
result that all solutions can be found from the solution of a
generalized eigenvalue problem. (Note that also polynomial
optimization problems can be tackled in the same way; the
optimal solution can be found from applying the Lagrange
multipliers method. Moreover, it can be shown that in the
case of polynomial optimization problems, the (globally)
optimal solution corresponds to an extremal eigenvalue.)
3 Applications
Although a limiting computational complexity is inherent to
the problem, this approach sheds a new light on many classi-
cal problems in (applied) mathematics and engineering, and
reveals several interesting links with systems theory and re-
alization theory [3]. We will highlight a selection of possible
applications in system identification [4] and algebraic statis-
tics [6].
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For given ωN ≥ 0 and a finite dimensional system G(s) =









computation is required, e.g. in [1] for calculating the signal
reconstruction error. It is a classic result that for a stable








G∼(iω)G(iω)dω = tr(BT PB) (2)
where P is the unique solution of the linear Lyapunov equa-
tion
AT P+PA=−CTC. (3)
In this paper, we are answering the question that similar
to the stable system, can we express chopped norm into a
single expression for a system with poles in left half plane
(i.e. stable poles), or poles on imaginary axis or both (as re-
quired by [1]).
2 Chopped norm for systems with imaginary and stable
poles
For a system with poles on the imaginary axis and poles
in the left half plane, the squared L2 norm (2) is not finite.
On the other hand, the chopped norm (1) may be finite but
requires a computation of a matrix logarithm. Now the loga-
rithm of a matrix X ∈Cn×n itself is multivalued, but it can be
made unique by requiring, for instance, that X do not have
no eigenvalues onR− (closed negative real axis). In this way
a unique matrix logarithm log(X) exists and it is standard in
the literature, known as the principal logarithm [2, Theorem
1.31].
Theorem 2.1. Suppose G is strictly proper and let G(s) =
C(sI − A)−1B with A, B, C real matrices. Also, suppose






˜C log(ωNI− ˜A/i) ˜B
} (4)





 A 0 B−CTC −AT 0
0 BT 0
 (5)
and ωN >ωmax =max |ωk|where the maximum is taken over






= 0, (4) is valid not only for G with poles
on the imaginary axis and poles in the left half plane, but
also for G with poles anywhere in complex plane. Note that
the eigenvalues of matrix ωNI − ˜A/i do not lie on R− for
ωN > ωmax. This is crucial for the principal logarithm to
exist.
3 Chopped norm for system with stable poles
For given matrix A ∈ Rn×n, the chopped norm (4) requires
computation of the logarithm of a 2n×2n matrix. But it can
be reduced to the logarithm of a n× n matrix if the system
is stable.
Theorem 3.1. Suppose G is stable and strictly proper. Let
G(s) = C(sI −A)−1B with A, B, C real matrices and A is
















where P is the unique solution of (3) and log denotes the
principal logarithm.
Theorem 3.1 can also be proved using the observability
grammian in the limited frequency interval [3]. It can be
shown that (6) and (7) equal the squared L2-norm, if ωN = 0.
References
[1] Meinsma, G. and Mirkin, L., ”System theoretic per-
spectives of the sampling theorem”, Int. Sym. on Mathe-
matical Theory of Networks and Systems, 24-28 July 2006,
Kyoto, Japan.
[2] Nicholas J. Higham,”Functions of Matrices: Theory
and Computation”, SIAM, 2008.
[3] W. Gawronski , J.-N. Juang,”Model reduction in lim-
ited time and frequency intervals”, Int. J. Systems Sciences,
349–376, 21(2),1990.
29th Benelux Meeting on Systems and Control Book of Abstracts
89
An Approximation Method for Stochastic Max-Plus Linear Systems
Samira S. Farahani
Delft Center for Systems and Control
Delft University of Technology
Mekelweg 2, 2628 CD Delft
The Netherlands
Email: s.safaeifarahani@tudelft.nl
T. J. J. van den Boom
Delft Center for Systems and Control
Delft University of Technology




Delft Center for Systems and Control
Delft University of Technology




Due to the many attractive features of Model Predictive Con-
trol (MPC) such as handling constraints on inputs or out-
puts in a systematic way, it is one of the most widely used
advanced control designed methods in the process indus-
try. Besides conventional MPC, which uses linear or non-
linear discrete-time models, MPC has been extended to a
class of discrete-event systems, namely the max-plus linear
systems. Loosely speaking, this class refers to the class of
discrete event systems with synchronization but no concur-
rency. Such models are based on two main operations, max-
imization and addition. This leads to a description that is
linear in max-plus algebra. One of the relevant topics that
has attracted many attention recently, is the application of
MPC for perturbed max-plus-linear systems in which mod-
eling errors, noise, and/or disturbances are present. Both
noise and modeling error leads to the perturbation of the sys-
tem matrices; fast changes relate to noise and disturbances,
while slow changes or permanent errors are considered as
model mismatch.
Our focus is on the extension of the work presented in [1]
where MPC for perturbed max-plus-linear system is studied
in a stochastic setting. At each event step in [1], an optimiza-
tion problem needs to be solved and our aim is to reduce the
complexity and the computation time of it.
2 Methodology
According to the MPC methodology, the aim is to compute
at each event step k an optimal input sequence that mini-
mizes the cost criterion J(k) = Jout(k) + Jin(k), which re-
flects the input and output cost functions over a prediction
period of Np event steps, subject to linear constraints on
the inputs and outputs. Since the error is introduced as a
stochastic variable, one suitable choice for the output cost








E(max(yl(k+ i)− rl(k+ i),0)), (1)
where y(k+ i) and r(k+ i) are the output and reference vec-
tor at event step k+ i, respectively. However, the direct com-
putation of the expectation is both cumbersome and time-
consuming; therefore, it is desired to find an approximation
method to decrease the computational complexity.
To fulfill this goal, we propose an approximation method,
inspired by the inequality and limit conditions of the p-norm
of vectors and matrices. In this method, instead of the direct
computation of the expected value, the p-th root of the sum
of the p-th moments of each value will be computed.
3 Results and Perspectives
As a first step, every element of the error vector is assumed
to have a standard normal distribution. By choosing the ap-
propriate p, the p-th moment is close enough to the exact
value of the expectation of the tardiness error in (1). This
results in a much more efficient computation.
The next step is to check the convexity of the approximation
function. In case of the convexity, we can apply fast and
efficient algorithms for convex optimization. Then the next
step is to apply this approximation method for other per-
turbed systems such as the max-min-plus scaling perturbed
systems in order to achieve new results and thus increase the
computational efficiency for these systems.
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1 Introduction
Many practical engineering problems involve the determi-
nation of optimal control trajectories for given multiple and
conflicting objectives. These conflicting objectives typically
give rise to a set of Pareto optimal solutions. To enhance
real-time decision making efficient approaches are required
for determining the Pareto set in a fast and accurate way.
2 Approach
Hereto, the current paper integrates efficient multiple objec-
tive scalarisation strategies (e.g., Normal Boundary Intersec-
tion (NBI) [1] and Normalised Normal Constraint (NNC)
[4]) with fast deterministic approaches for dynamic opti-
misation (e.g., Single and Multiple Shooting). The scalar-
isation methods convert the original multi-objective optimi-
sation problem into a series of parametric single objective
optimisation problems whose solution each time yields one
point of the Pareto set. By consistently varying the scalar-
isation parameter(s) (often referred to as weight(s)) an ap-
proximation of the Pareto set is obtained.
3 ACADO Multi-Objective
Building on the proof-of-principle given in [3], all tech-
niques have been implemented as an easy-to-use add-on
module of the automatic control and dynamic optimisa-
tion toolkit ACADO [2] which are both freely available at
www.acadotoolkit.org. Due to the self-contained,
object-oriented, C++ implementation, the toolkit is easy-to-
use, does not require third-party software, and allows a flex-
ible control over algorithmic settings.
ACADO Multi-Objective allows an automatic generation
of Pareto sets for multiple objective optimal control prob-
lems. Its features include: (i) several multiple objective op-
timisation methods (i.e., NBI, NNC as well as the classic
weighted sum), (ii) an automatic generation of the scalarisa-
tion parameter values (or weights), (iii) different initialisa-
tion strategies for the series of single objective optimisation
problems (e.g., fixed initial guess, hot-start policies), (iv)
various direct optimal control approaches (currently Single
Shooting and Multiple Shooting are available, while Orthog-
onal Collocation will be made available in the near future),
(v) a Pareto filter to remove possibly generated non-Pareto
optimal solutions and (vi) several visualisation and export
features.
4 Results
It will be illustrated how to set up an multiple objective op-
timal control problem in ACADO. Several successful appli-
cations of ACADO Multi-Objective to problems from vari-
ous engineering disciplines ((bio)chemical engineering, me-
chanical engineering,. . .) will be discussed.
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Our work addresses the following very fundamental control
problem: the design of a control structure with two degrees
of freedom (d.o.f.) around a Linear Time Invariant (LTI)
model of a plant such that all the three closed-loop’s sensi-
tivity functions (S, Su and Si, respectively the output, con-
trol and input sensitivity) are of minimal norm. Each of the
norms considered here can be eitherH 2 orH ∞. The inte-
gral action of the control is also ensured. The method can
be applied both to discrete or continuous time models. A
dynamic output feedback control is developed, though the
procedure can be easily transposed for state feedback con-
trol (note also that the method works for Multi Input Multi
Output (MIMO) systems, even non-squares). For illustra-
tion purposes, a convenient representation of a general plant
is given as follows:
Figure 1: Classic plant representation
with u the control input, y the measured output, d the out-
put disturbance, di the input disturbance, Wu,Wy,W,Wi the
weighting functions associated to these signals, r the set-
point and e the error. The closed-loop response is governed
by the four following sensitivity functions [2] : T = Y/R,
S = Y/D, Su = U/D and Si = Y/Di. Thanks to the rela-
tion S+T = I, designing the three sensitivities S, Su and Si
entirely shapes the closed-loop. Therefore, a possible refor-
mulation for any optimal and/or robust control design in the
H 2 orH ∞ sense for LTI systems is to find a control struc-
ture that minimizes the global objective o given in equation:
o= ||WySW ||+ ||WuSuW ||+ ||WySiWi|| (1)
The norms (H 2 or H ∞) and the weights W s are chosen
depending on user’s needs.
This objective falls in the scope of multi-objectives or mixed
objectives control design. Such designs are obtained in a
linear, convex fashion either using Riccati [6] or Linear Ma-
trix Inequalities (LMIs) methods [1, 4, 3], both introducing
the conservatism of using a unique Lyapunov matrix for all
channel objectives. This conservatism is reduced here using
a 2-step LMI optimization method, which is the main con-
tribution of this work. Note that the global solution of the
minimization of a single channel’s norm (e.g. ||WySW ||) is
known exactly.
The second contribution of this work lies in the way the con-
trol structure is built (also used in [5]). The interest of using
two d.o.f is that each of these d.o.f is used to design the
behavior of the closed-loop separately for the two kinds of
exogenous signals: the known reference signals and the un-
known disturbances (from model unstructured uncertainties,
noises, measurement errors,...).
Both of these layers are inserted using an internal model of
the plant. These two d.o.f are inserted as Youla-Kucˇera pa-
rameters and thus span the entire range of stabilizing con-
trollers for each d.o.f. Note that the first layer influences
all three sensitivities whereas the second only changes the
sensitivities from unknown disturbances, Su and Si.
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This paper studies the control of urban 
road traffic. A network of roads with signalized 
intersections is considered. Coordinating control 
for traffic control based on hybrid automata is 
investigated. The coordination has hierarchical 
properties where low-level control action is 
described via the red/green switching-time and 
high-level action is adjusting the cycle time and 
the average offset, in between successive traffic 
light. 
 Composition of fluid-flow based hybrid 
automata model per intersection (a switched 
linear system) and a simple delay model for the 
connecting links is used with red-yellow-green 
signal transition times as control values. A traffic 
signal controller is designed to minimize the 
average delay using information on the flow of 
vehicles from the adjacent intersections. This 
information is important to determine the 
switching time of the traffic light of the next 
period and also to change the offset for 
coordinating.  
 At this time we concentrate the analysis 
of two intersections to develop a low-level 
controller but already using minimum information 
from the adjacent intersections. Currently we 
consider threshold based controllers that switch 
from green to red for direction 1 when   the 
queue-length for direction 2 hit the threshold or 
when the queue length for direction 1 becomes 0. 
In the future, coordination and high-level model 
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1 Introduction
Hybrid electric vehicles enable fuel savings by re-using ki-
netic and potential energy that was recovered and stored in
a battery during braking or driving down hill. Besides, the
vehicle itself can be seen as a storage device, where kinetic
energy can be stored and retrieved by changing the forward
velocity within certain constraints.
In literature several useful contributions, [1-3], can be found
regarding velocity trajectory optimization in conventional
vehicles. The velocity trajectory optimization problem can
be defined as: finding a velocity trajectory, taking advantage
of satellite navigation, providing velocity constraints, road
curvature and road slope, that minimizes the fuel consump-
tion subject to a time and distance constraint.
It is beneficial to optimize the velocity trajectory in order to
minimize the fuel consumption in two ways; i) to assist the
driver in tracking an optimal velocity trajectory, e.g., input to
an Adaptive Cruise Controller (ACC); ii) to estimate the fu-
ture power request trajectory which can be used to optimize
the hybrid components use. A possible control structure is



































Figure 1: Topology of velocity trajectory optimization. Legend;
vˆopt(xc) is the optimized velocity at the actual vehicle
position xc, Pˆreq(t) is the estimated power trajectory.
2 Results
The benefit of route optimization is shown in a simulation
example of a hybrid electric truck driving on a highway tra-
jectory in a hilly environment, see Figure 2.
The top figure shows the height profile as function of trav-
elled distance. The middle figure depicts the simulated ve-
locity with contant CC setting (dashed), and the optimized
ACC setting (solid). The bottom figure indicates the con-
sumed fuel, as function of time. It can be seen that the ACC
obtains a 5% fuel saving compared to a CC with constant
velocity setpoint, subject to the same distance and time con-
straint.
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Simulated vehicle velocity: constant CC setpoint
Simulated vehicle velocity: adaptive CC setpoint
Figure 2: Simulation results for Westerscheldetunnel (N62) route
from Terneuzen to Ellewoutsdijk (The Netherlands).
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Estimating nonlinear dynamics in nonlinear state-space models














This work aims at developing methods for estimating non-
linear state-space models of the form
x(t+1) = f (x(t),u(t)) (1)
y(t) = g(x(t))
based on a combination of ideas from the statistical learn-
ing community used to solve nonlinear regression problems
on one hand, see e.g. [1] and [2], and methods to handle
dynamics from the system identification community on the
other hand. The approach targets systems which are fairly
well approximated by linear models. The proposed method
consists of the following steps:
- model the dynamics of the system
- estimate the nonlinear states
- model the nonlinearities
2 Model the dynamics of the system
We start with the best linear approximation of the nonlinear
system
x(t+1) = Ax(t)+Bu(t) (2)
y(t) = Cx(t)
which can be captured by applying classic system identifica-
tion techniques. The nonlinear dynamics in Eq. (1) are then
described as f (x(t),u(t)) =Ax(t)+ f˜ (x(t),u(t))+Bu(t) and
g(x(t)) =Cx(t)+ g˜(x(t)) so that only the deviation from the
linear model needs to be modelled, which has been proposed
by several authors, see e.g. [3] and [4].
3 Estimate the nonlinear states
Eq. (2) is used to generate approximate data {x˜(t)} for the
relation x˜(t + 1) = f˜ (x˜(t),u(t)) so that regression methods
can be applied in the next step that models the nonlinear
terms in the state-space model. These nonlinear state esti-
mates x˜(t) are obtained by a weighted fit between the linear
model on the one hand and the data on the other hand. This
can be formulated as a Kalman filtering problem where, in
the noise-less case, the Kalman feedback compensates for









4 Model the nonlinearities
Given {x˜(t)} regression methods are employed to estimate
both functions f˜ (x˜(t),u(t)) and g˜(x˜(t)) using the methods of
the statistical learning community. Several possibilities of
nonlinear functions can be considered, such as Neural Net-
works or Support Vector Machines for Regression.
5 Remarks
The obtained initial estimate of the non-linear model Eq. (1)
can be further fitted to data using a gradient based method
which takes the dynamics into account. The described ini-
tialization procedure has several advantages, as (i) the sepa-
ration between system dynamics and nonlinear terms makes
it possible to identify them independently; (ii) many non-
linear estimation techniques can be tested rapidly on the
obtained regression problem. In the final presentation we
will also discuss results obtained by applying the proposed
method on real data.
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Assigning the Nonlinear Distortions of a Two-input Single-output
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In a multiple-input multiple-output (MIMO) nonlinear sys-
tem the nonlinear distortions are composed of contributions
that are either purely due to each individual input or a com-
bination with some of the inputs. A three stage experimental
design method valid for a wide range of nonlinear systems
is presented that detects and classifies, in the frequency do-
main, the level of these nonlinear contributions. Periodic
broadband excitation signals with several harmonics sup-
pressed are used as the inputs to reduce the noise contribu-
tions and evaluate the nonlinear distortion levels present at
the suppressed harmonics. Experimental results for a two-
input single-output (TISO) system are presented demon-
strating the effectiveness of the techniques.
2 Introduction
It is assumed that the nonlinear system can be modelled as a
Volterra series in the mean square sense, with the error con-
verging to zero as the kernel order tends to infinity. Such
a description allows the nonlinear distortions to be grouped
into contributions purely from each of the inputs and their
combinations. In Figure 1, D1(k) is the distortion purely
due to input u(t), D2(k) to that of v(t) and D3(k) the distor-







Figure 1: TISO: D1(k): Contributions from u(t). D2(k): Con-
tributions from v(t). D3(k): Contributions from both
inputs.
and D3:
1) Set input v(t) at zero, yielding nonlinear distortions
purely due to u(t),D1(k).
2) Set input u(t) at zero, yielding nonlinear distortions
purely due to v(t),D2(k).
3) Excite both inputs u(t) and v(t) giving rise to the total
nonlinear distortions. Deduct D1(k)+D2(k) (obtained from
the previous steps) from Y (k) yielding the nonlinear distor-
tions due to the input combinations, D3(k).
3 Experimental Results
A TISO electronic filter is examined and Figure 2 illustrates
that distortions which are a function of both inputs domi-
nate, while those purely due to input u(t) have a lesser mag-





























Figure 2: Power spectrum of nonlinear distortions. Circle: From
u(t),D1(k); Square: From v(t),D2(k); Cross: From
both, D3(k)
4 Alternative Method
Alternatively, each input signal can be designed with a har-
monic specification such that the harmonics of the output
signal indicate the presence of these nonlinear contributions.
However the input harmonics become sparse as the order of
the nonlinearity increase that the signals becomes impracti-
cal for experimental use. [Widanage and Schoukens, 2010]
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1 Introduction
Traditionally most nonlinear black box models rely on a
NARX structure to generate predictions. This methodolgy
does not exploit any prior information on the linear dynam-
ics of the system as past input and output measurements are
just mapped to new prediction values. For the special case
of least squares support vector machines (LS-SVMs) [1] we
compare different approaches to integrate prior information
in terms of linear system dynamics into the nonlinear model.
All approaches are based on rational orthogonal basis func-
tions [2] which describe the dynamics of linear dynamical
systems. We evaluate the use of these basis functions as
inputs for the nonlinear model instead of lagged in- and out-
puts. Furthermore we explore the estimation of a nonlinear
black box model that is orthogonal to the space spanned by
this basis and models the residuals.
2 Identification scheme
2.1 Identification and modeling of linear dynamics
The rational orthogonal basis functions [2] can be con-
structed by concatenating sections of first and second order
all pass filters. The resulting basis functions show fast con-
vergence rates if the poles of the all pass sections are already
close to ones of the true linear system. Therefore we use the
best linear approximation (BLA) [3] to obtain a good esti-
mate of the linear dynamics for the nonlinear system.
2.2 Least squares support vector machines














subject to yt = wTϕ(xt)+b+ et, t= 1, . . . ,N.
(1)
The feature map ϕ is defined implicitly by a positive def-
inite kernel function K(x,y) = ϕ(x)Tϕ(y) and can be infi-
nite dimensional as it is the case for the popular RBF kernel
KRBF(x,y) = exp(−‖x− y‖2/σ2). Therefore in practice the
Lagrange dual, which is finite dimensional and expressed in
terms of the kernel, is solved instead of the primal problem
in (1).
2.3 Integration of LS-SVMs and linear dynamics
Instead of employing the ususal NARX structure for the in-
puts xt , we investigate the use of inputs generated by the ba-
sis functions embedding the linear dynamics of the data. In
this context the polynomial kernel KPOLY(x,y) = (xT y+ c)d
with c ≥ 0 and d ∈ N is interesting as its feature map cor-
responds to polynomials of order d in x. Thus LS-SVMs
provide an efficient way to learn a polynomial combination
of the basis functions with the benefit of the active regular-
ization in LS-SVMs which limits the effective number of pa-
rameters. The RBF kernels allows even more complex com-
binations of the basis functions. An alternative approach is
described in [4] where the basis function model is extended
with a classiscal kernel based NARX model. In that case
the kernel model is restricted such that it is orthogonal to
the space spanned by the basis functions. This extends the
existing set of linear orthormal basis function by a nonpara-
metric orthogonal model fitting the nonlinear components in
the residuals.
3 Experiments
We will show results that compare the different ways of in-
tergation on the Wiener-Hammerstein benchmark data set
[5]. The linear dynamics embedding via the outlined multi
stage approaches are shown to improve the estimation of
NARX based LS-SVM model.
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1 Model structure: pros and cons
The considered models are state-space expressions in dis-
crete time. It is known very well that state-space models are
particularly well suited for multiple-input multiple-output
(MIMO) systems. Let nu and ny represent resp. the num-
ber of input and output signals. In general, a discrete time
nonlinear state-space model can be formulated as:
x(t +1) = f (x(t),u(t))
y(t) = h(x(t),u(t)) (1)
Herein, t ∈ N is the discrete time instant, x ∈ Rn are the
states and u ∈ Rnu and y ∈ Rny are the input and output
and n is the model order. When f and h are polynomial
functions, the model is called a Polynomial Nonlinear State-
Space (PNLSS) model [1].
The major advantage of the PNLSS model is its ability to
describe a very large class of nonlinear systems, such as bi-
linear models, affine models, nonlinear models with only
nonlinearities in the states, nonlinear models with only non-
linearities in the input and certain block-structured nonlinear
models (Wiener, Hammerstein, Wiener-Hammerstein and
nonlinear feedback). The model has been successfully ap-
plied to several examples [1]. Consequently, it can be stated
that the PNLSS model is a generic all-purpose black-box
model. When a full parameterisation (i.e. all nonlinear co-
efficients composing f and h are identified) is used in com-
bination with a high nonlinear degree or a high model order
n, one gets the following drawback: the number of parame-
ters grows very large in a combinatorial way (e.g. n = 6 and
powers 1, 2 and 3 in the polynomials results in 833 param-
eters), even if the underlying physical system has a sparse
structure. In this paper, we want to retrieve this sparsity in
the identified model.
2 State transformations affecting model sparsity
As any state-space model, the PNLSS model can be repre-
sented in an infinite amount of ways by means of similarity
transformations on the states (2), without affecting the input-
output behaviour.
x˜ = T (x) (2)
In contrast to linear models, in which only linear similar-
ity transforms can keep the model type unchanged, in the
nonlinear case, both linear and nonlinear transformations
can create a new model that fits within the same model class
(i.e. preserving the same symbolic representation). In this
research, we want to identify a system possessing certain
internal structural properties, without knowing them in ad-
vance. E.g. a Wiener-Hammerstein system can be written
in state-space form such that only the first component enters
the model equations in a nonlinear way. We have observed
that, using a full parameterisation of the PNLSS model, the
existing identification method destroys the sparse structure
of the model equations, creating a huge number of redun-
dant nonzero parameters. Our goal is to take advantage
of the freedom offered by these state transformations to re-
trieve the original, a priori unknown, sparse representation.
Finding a good nonlinear transformation can greatly reduce
the effective number of parameters, especially the number
of nonlinear terms. Moreover, this could also provide ex-
tra insight in the type of nonlinear system (e.g. Wiener-
Hammerstein) that was identified.
3 Achieving the goal
The goal of this research, which is to find a nonlinear trans-
formation that manages to make the model more parsimo-
nious, can be achieved in two ways. A first option is to keep
the number of nonzero parameters small during the data
fitting procedure, e.g. by means of a regularisation term.
The second option is to manipulate the model obtained from
an existing identification method [1, 2] applied to the data.
Practically, the first step of this manipulation would be to
detect the relationships that exist between the parameters.
The second step is to use these relationships to transform
the model to its simplest form.
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1. Introduction 
A large field of applications like biological, biochemical 
and biomedical systems, deals with the problem that 
measurements are very expensive and hence only short 
records are available, see for instance [1]. 
The desirable properties of these statistical models often 
rely on asymptotic results which are only valid when the 
number of measurements tends to infinity. In practice, the 
number of measurements is fixed and hence it is important 
to check a method’s robustness with respect to finite or 
short sample effects. 
Similarly when looking at different estimators, we like to 
select the best confidence regions that capture the actual 
parameter values with a user-defined confidence. In this 
setting, the best confidence region is the smallest in size 
such that the number of possible false values is minimized, 
[2]. 
Interval estimation is the area of estimation or 
identification theory focusing on constructing good 
confidence regions for a given problem. The problem is 
well studied for large sample problems, however solutions 
for short record problems are more involved, [2]. We can 
study the robustness of the optimal “large sample” 
confidence regions with respect to short data records. To 
the authors best knowledge, this robustness has only been 
studied for very particular problems, [3], [4] , and hence no 
practical guidelines for the user are available. 
2. Three likelihood based confidence regions 
A confidence region can statistically be defined as the 
acceptance region of a statistical test, see [2]. Since, the 
likelihood function captures all the information of the 
observed data, likelihood based statistical tests are 
asymptotically optimal. Indeed, three popular statistical 
tests are: Wald’s, Likelihood ratio and rao’s test, see [5]. 
The three tests are likelihood based and are asymptotically 
equivalent, but its finite sample behavior can be quite 
different. The difference between the different tests is 
illustrated in Figure 1. 
3. Conclusion 
We studied the robustness of asymptotic methods to 
construct confidence regions with respect to finite sample 
effects. The geometry of the different methods show that 
one should discriminate between a confidence region of a 
system parameter (which is in general an internal point of 
the parameter space) for which the score region should be 
used and of an estimate of the noise variance (the noise 
variance has a physical bound at zero) for which the LR 
region should be used as illustrated in Figure 2. 
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Figure 1: Geometry of the different tests: 𝑇LR and 𝑇W 
denote the Likelihood-ratio and the Wald test 









Figure 2: Left: 95% confidence interval for the 
parameter (𝑎,𝜎2). Right: 95% confidence 
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1 Introduction
Spectral clustering provides a powerful unsupervised learn-
ing tool to find similar patterns underlying the data. These
methods use the eigenspectrum of Laplacian matrices de-
rived from the data to find the clusters. A recent approach
linking spectral clustering with a form of weighted kernel
PCA has been proposed in [1]. One of the main advan-
tages is the possibility to extend the clustering model to
out-of-sample points in a learning framework. Time series
data pose a challenge to standard clustering methods due
mainly to the high-dimensionality. The particular dataset
corresponds to readings of power load. The objective is to
identify customer types using the raw time series without
pre-modeling or dimensionality reduction steps.
2 Power Load Time Series
A time series dataset containing readings of the power load
measured at 245 substations in the Belgian grid is used in
this work. The power load was measured every hour for a
period of 5 years. The dimensionality of each time series is
43,824. Figure 1 shows one time series from the dataset.
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Figure 1: Example of time series from the power load dataset.
3 Spectral Clustering via Weighted Kernel PCA


















such that e(l) = Φw(l)+ bl1N , l = 1, . . . ,k− 1
where k is the number of desired clusters, γl ∈ R+ are
regularization constants, e(l) = [e(l)1 ; . . . ;e
(l)
N ] are the pro-
jections representing a set of k− 1 binary cluster indica-
tors through: sign(e(l)i ), i, . . . ,N, bl are bias terms, Φ =
[ϕ(x1)T ; . . . ;ϕ(xN)T ], ϕ(·) : Rd → Rnh is the mapping to a
high dimensional feature space, D−1 is the inverse of the
graph degree matrix and l = 1, . . . ,k− 1. In the dual, the
formulation becomes the eigenvalue problem:
D−1MDΩα(l) = λlα(l), l = 1, . . . ,k− 1
where λ1 ≥ . . . ≥ λN are the ordered eigenvalues, MD =
IN − (1/1TND−11N)1N1TND−1, Ω is the N×N kernel matrix
Ωi j = ϕ(xi)T ϕ(x j) = K(xi,x j) and K(·, ·) is a positive def-
inite kernel function. From the top k− 1 eigenvectors α(l),
a codebook can be formed containing k codewords repre-
senting the cluster encodings. The projections of any data
point x can be expressed now as z(l)(x) = ∑Ni=1 α(l)K(x,xi)+
bl , l = 1, . . . ,k− 1. The cluster indicators of x can be ob-
tained by assigning sign(z(l)(x)) to the cluster encoding in
the codebook with minimal Hamming distance.
4 Experimental Results
The RBF kernel parameter σ = 200 and the number of clus-
ters k = 7 were tuned using the BLF criterion [1] on vali-
dation data. The training and validation sets were random-
ized 10 times. The results compare favorably with respect to
an existing approach [3] using periodic autoregressions and
pre-modeling.
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1 Introduction
In many applications, object segmentation and video track-
ing are more and more used to answer specific requests of
users (in aerospace, defense, surveillance or security). This
information needs to be available as soon as possible, mean-
ing that picture analysis must be done online, and must be
robust and reliable even in the presence of picture degra-
dation (noisy input camera, occlusion, etc). In the last few
decades, a lot of research has been performed on this topic
and various techniques have been proposed, but there are
still several open questions that need to be addressed such
as appearing objects detection or multi-target tracking.
In this talk, we present our recent work on segmentation and
tracking techniques based on graph analysis. We show that
the success of these methods often crucially depends on the
choice of several parameters (definition of edges and ver-
tices, weight of edges, etc.). A research objective is to de-
sign an adaptive algorithm capable of setting those parame-
ters automatically, according to the type of image and with-
out any prior knowledge on shapes, subjects, or background.
2 Graph based analysis
Based on an input image, one can define a weighted graph G
as follows: each pixel becomes a vertex of the graph, (alter-
natively, feature extraction can be used to find representative
pixels in the original image, leading to a reduction of com-
putational complexity at the cost of some loss of informa-
tion) and the weights of the edges are computed according
to the attributes of the pixels (RGB, HSV, gray-scaled, etc.)
and to other informations such as their distance in the pic-
ture.
Once this weighted adjacency matrix W is defined, a pop-
ular segmentation technique, allowing to find objects in the
picture, is spectral clustering [1]. However, this approach
involves finding eigenvectors of an n-by-n matrix, where n
is the number of pixels, which is often computationally in-
tractable in real time.
Based on the graph associated to the image, another way of
looking at clustering is to consider community detection in
a large network. Communities are sets of nodes such that
the intra-community edges tend to have large weights and
the inter-community edges small weights. A popular mea-
sure of quality for community detection is the so-called Q-





Wi j− kik j2m
]
δcic j ,
where m= 12 ∑i, jWi j is the total weight of edges, ki =∑ jWi j
is the total weight of edges attached to node i, ci represents
the community of node i and δ is the Kronecker delta. Opti-
mizing the modularity leads to good clustering but is known
to be NP-hard. An efficient greedy (but sub-optimal) algo-
rithm has been proposed by Blondel et al. [3].
However, we observed that Q-modularity does not favor pic-
ture segments with large diameter. To solve this, we propose
modifications of the definition of the Q-modularity that also
take into account the geometry of the elements of the graphs.
For exemple, we add a parameter λi j depending on the dis-





Wi j−λi j kik j2m
]
δcic j .
This modification reduces the negative component of the
modularity for large segmented regions in the image. Pre-
liminary results are promising for static pictures. We are
also looking at a possible extension for video tracking by
considering a larger network of consecutive “slices” for
which each slice is the weighted graph of a single video
frame.
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1 Introduction
In this paper, we adopt a differential-geometry viewpoint to
tackle the problem of learning a regression model whose
parameter is a fixed-rank positive semidefinite (PSD) ma-
trix. Given data x ∈Rd and observations y ∈R, the problem
amounts to solve
W ∗ = argmin
W∈S+(r,d)
Ex,y{l(yˆ,y)}, (1)
where S+(r,d) = {W ∈Rd×d :W =WT  0, rank(W ) = r},
yˆ= xTWx defines the considered quadratic regression model
and l is a loss function. A standard choice for scalar obser-
vations is the quadratic loss l(yˆ,y) = (yˆ− y)2.
Learning low-rank matrices is a typical solution to reduce
the computational complexity of subsequent algorithms. In-
deed, the complexity generally decreases from O(d3) to
O(dr2) where the approximation rank r is generally much
smaller than the problem size d.
Whereas efficient convex formulations exist in the full-rank
case (r= d), the problem is no longer convex if the rank con-
straint is introduced. Nevertheless, the set S+(r,d) has a rich
Riemannian geometry that can be exploited for algorithmic
purposes [1].
2 Gradient based learning
Batch and online gradient descent algorithms are classical
iterative approaches to solve problem (1). In the batch set-
ting, the loss function L(W ) = ∑ni=1 l(yˆi,yi) is minimized
over a finite set of observations {(xi,yi)}n. When the num-
ber of observations is very large, online algorithms reduce
the computational load by considering the observation re-
ceived at time t only, that is, L(W ) = l(yˆt ,yt). In both cases,
the gradient iteration can be interpreted as
Wt+1 = argmin
W∈S+(r,d)
D(W,Wt) + η L(W ), (2)
where D : S+(r,d)×S+(r,d)→R is a well-chosen closeness
measure between matrices of S+(r,d) and η is a trade-off
parameter that controls the balance between the conservative
term D(W,Wt) and the innovation term L(W ).
3 Closeness between fixed-rank PSD matrices
In this paper, we discuss the choice of two particular close-
ness measures between fixed-rank PSD matrices and we de-
rive the corresponding gradient descent algorithms in the
framework of optimization on matrix manifolds [2]. In con-
trast to previous contributions in the literature, the range
space of the matrix is free to evolve during the optimiza-
tion process. Moreover, the proposed algorithms scale to
high-dimensional problems and enjoy important invariance
properties.
4 Application to the distance learning problem
An important instance of the considered regression prob-
lem is the learning of a distance function parameterized by
a fixed-rank PSD matrix [3, 4]. This task is a central is-
sue for many machine learning applications where a data-
specific distance has to be constructed, or where an exist-
ing distance needs to be improved based on additional side
information. The good performance of the algorithms is il-
lustrated on several well-known classification and clustering
benchmarks.
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1 Introduction
Until a few years ago, the majority of numerical techniques
for optimization assumed an underlying Euclidean space.
However, many of these computational problems are posed
on non-Euclidean spaces. This motivates the development
of new optimization methods that take into account the par-
ticular structure of the considered space. In this work, we
focus on those spaces which can be seen as Riemannian
manifolds. Some instances of these spaces are the space of
rotation and the space of positive semidefinite matrices, for
which many applications exist. An example of these appli-
cations is the new medical imaging technique called Diffu-
sion Tensor Imaging. Some adapted tools are necessary to
use this technique, as for instance methods for approxima-
tion, interpolation, filtering and estimation on this manifold.
For this space as for others, one of the principal needs is to
find robust statistical estimators of Riemannian data [1]. In
this work, we present and study some known estimators for
different spaces.
2 Statistical estimators
The mean is a natural statistical estimator of a set of data.
However, as we can easily check in an Euclidean space, the
mean is relatively sensible to outliers. The theory of robust
estimation in Euclidean space has led to the development of
numerous robust estimators, one of which is the geometric
median. Since a (geodesic) distance function is chosen for
a manifold, these notions of mean and geometric median on
Euclidean space can easily be extended to this manifold.
The computation of these estimators implies to choose a dis-
tance function for the considered manifold and to implement
an optimization algorithm on this manifold. These estima-
tors are indeed defined as the minimum of a particular func-
tion.
Each manifold can be described in different ways. Depend-
ing upon the chosen metric, means and medians of a same
set of data can be slightly different.
3 Means and medians on Riemannian manifolds
In this work, we consider four different manifolds: the group
of rotations, the set of p-dimensional subspaces inRn, the set
of positive definite matrices and the set of positive semidef-
inite matrices of fixed rank. For each of these, many rep-
resentations are studied and the resulting differences in the
means and medians are analyzed. For illustrating purposes,
this work focus on three dimensional spaces.
For the space of 3D-rotations (usually called SO(3)), we
choose to represent rotations as rotations matrices. Two dif-
ferent distances are considered: the chordal one [2] and the
geodesic one.
The space of positive definite matrices is denoted by S+(3).
We use two different representations of this space: the Log-
Euclidean one [3] and the affine invariant one [4]. Relations
between means computed with different metrics are studied.
The Grassman manifold is the set of p-dimensional linear
subspaces of Rn [5]. The representation used in this work
enables us to compute the mean of a set of elements of this
manifold using a Newton algorithm.
The space of flat ellipsoids (positive semidefinite matrices of
fixed rank) is the less studied of these manifolds. The mean
between two flat ellipsoids can be computed by combining
results of S+(3) with results of Grassman manifolds [6].
For each computed estimators, the methods are compared in
respect to the robustness to outliers and to the computational
cost of the methods.
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s.t. g(x)+Mξ = 0, x ∈Ω,
where f : Rn → R is convex, twice continuously differen-
tiable, g : Rn → Rm is nonlinear, twice continuously differ-
entiable, Ω ⊂ Rn is a nonempty closed convex subset, M is
an m× p matrix, and ξ ∈ Γ⊂ Rp is a parameter.
This talk deals with the efficient calculation of approximate
solutions to a sequence of problems of the form P(ξ ), where
the parameter ξ is slowly varying. In other words, for a
sequence {ξ k}k≥0 such that ‖M(ξ k − ξ k−1)‖ is small, we
want to solve the problems P(ξ k) in an efficient way with-
out requiring too much accuracy in the result. In practice,
sequences of problems of the form P(ξ ) must be solved in
the framework of online optimization as well as nonlinear
model predictive control (MPC).
Exploiting the idea of the real-time iteration from [1, 2]
and the adjoint-based methods from [3] we introduce a new
method for solving the parametric nonlinear programming
problem P(ξ ), which we call the adjoint-based sequential
convex programming (adjSCP). Instead of solving at each
sample of parameter ξ a complete optimization problem,
we only perform one step of adjoint-based sequential con-
vex programming, which means that only one convex sub-
problem needs to be solve at each sample of parameter. The
advantage of this approach is to exploit the convex substruc-
ture of the problem and using the rich of convex optimiza-
tion methods. In particular, it can handle the cases of non-
smooth and general convex constraints (e.g., convex cones,
LMI).
2 Main contribution
2.1. Adjoint-based SCP algorithm. The main task of the
adjoint-based SCP algorithm is to solve at each sample of
parameter ξ k a convex subproblem of the form:




f (x)+m(xk,λ k)T (x− xk)
s.t. g(xk)+A(xk)T (x−xk)+Mξ k=0,
x ∈Ω,
where A(xk), a given matrix at iteration k, approximates to
∇g(xk), the Jacobian of g at xk, and m(xk,λ k) = [∇g(xk)−
A(xk)]λ k with zk := (xk,λ k) is a KKT point of the subprob-
lem P(xk−1,λ k−1;ξ k−1), the previous iteration. The term
m(xk,λ k)T (x− xk) can be considered as a correction of the
inconsistency between A(xk) and ∇g(xk).
2.2. Local contraction estimate. The main result of this
talk is a local contraction estimate. Suppose that z∗(ξ ) is
an exact KKT point of P(ξ ) and z¯(zk,ξ ) is an approxi-
mate KKT point of P(ξ ) obtained from the KKT system
of the convex subproblem P(xk−1,λ k−1;ξ ), where zk−1 =
(xk−1,λ k−1) is a KKT point of the convex subproblem at
the previous iteration. Under mild conditions, we prove that
if M(ξ k−ξ k−1) is sufficiently small then
‖zk+1−z∗(ξ k)‖ ≤ ω‖zk−z∗(ξ k−1)‖+C0‖M(ξ k−ξ k−1)‖,
where zk+1 := z¯(zk,ξ k), ω ∈ (0,1) and C0 > 0 are two con-
stants, which do not depend on k.
2.3. Special cases. When the set of parameters Γ = {ξ},
P(ξ ) becomes a nonlinear programming problem. The
adjoint-based SCP method reduces to an adjoint-based SCP
method for solving nonlinear programming. If the exact
Jacobian of g at each iteration k is provided, i.e. A(xk) =
∇g(xk), our method collapses to an exact Jacobian real-time
SCP algorithm for solving P(ξ ).
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In recent years, more and more researchers have become to
be interested in the synchronization behavior in complex dy-
namical networks. This is because synchronization is related
to various research topics in natural and man-made systems,
such as animal groups, power grids, sensor networks, cellu-
lar neural networks, and so on.
In the mean time, impulsive control has been widely stud-
ied for stabilizing and synchronizing nonlinear systems. In
particular, studies on synchronization of coupled oscillators
through impulsive control [1] has been utilized in different
applications, and thus generated great interest. In [2], con-
tinuous model with impulsive coupling was proposed and
its synchronization scheme was studied, where only sym-
metric couplings were considered. A more complex case
was considered in [3] discussing the robust impulsive syn-
chronization of uncertain nonlinear discrete dynamical sys-
tems or networks. However, there are few results for discrete
dynamical networks with impulsive couplings. It is worth
pointing out that previous studies on impulsive control and
synchronization for coupled systems mainly consider con-
tinuous coupling while in practice, there is great need to an-
alyze discrete systems that are coupled only by impulsive
connections at discrete time instants. Hence, in this paper,
we propose a discrete dynamical network model in which
the couplings occur impulsively at discrete time instants.
Such a model is motivated by some natural and man-made
networked systems, such as the information transfer and ex-
change in ant groups. For the model constructed, by making
use of the multi-Lyapunov function method, both global and
local stability analysis of the synchronization manifold is
performed, and two synchronization criteria have been ob-
tained.
2 Main Results
Let X(t) = (xT1 (t),x
T
2 (t), · · · ,xTN(t))T and F(X(t)) =
( f T (x1(t)), f T (x2(t)), · · · , f T (xN(t)))T . The discrete dy-
namical network via impulsive couplings can be described
by
X−(t) = F(X+(t−1)), t ∈N ,
X+(t) = X−(t), if t ∈ N /T ,
X+(t) = X−(t)+(A(t) ⊗Bk)X−(t) if t = tk ∈ T ,
X+(0) = X0 = (xT1 (0),x
T
2 (0), · · · ,xTN(0))T ,
(1)
where N = {1,2, · · ·}, xi(t) ∈ Rn with i = 1, · · · ,N, f (·) :
Rn → Rn, T = {tk,k = 1,2, · · ·} is the set of given integer
impulsive time instants. Here, −A(tk) ∈ RN×N is the Lapla-
cian matrix of the network at the impulsive coupling instant
tk, and Bk ∈ Rn×n is the coupling strength matrix.
Assumption 1. Suppose there is a nonnegative constant L,
such that || f (xi(t))− f (x j(t))|| ≤ L ||xi(t)− x j(t)||, for any
t ∈N and any xi(t) 6= x j(t), where xi(t),x j(t) ∈ Rn.
Theorem 1. Suppose Assumption 1 holds. Denote that
ρ(tk) = ||(I(N−1)n+ A˜(tk)⊗Bk)||2 .
Then the impulsively coupled network (1) achieves global
synchronization as t → ∞, if there exists a constant α > 0
such that
lnρ(tk)+ (tk− tk−1) lnL≤−α, for k = 1,2, · · · .
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1 Introduction
Recently, there has been an enormous interest in control
of large-scale systems that are physically distributed over a
wide area. Examples of such distributed systems are elec-
trical power distribution networks, water distribution net-
works, industrial factories and energy collection networks
(such as wind farms). This work considers stability analysis
and controller design for this class of systems.
2 Problem Statement
The control structure we consider has a number of fea-
tures that complicate the design enormously. First of all,
the controller is decentralized in the sense that it consists
of a number of local controllers that do not share informa-
tion. Although a centralized controller can be considered,
the achievable bandwidth associated with using a central-
ized structure would be limited by long delays from distant
sensors and actuators.
Secondly, when considering control of a large-scale system,
it would be unreasonable to assume that all states are mea-
sured. Therefore an observer-based design is needed to esti-
mate the states that cannot be directly measured. Moreover,
with an observer-based controller it is possible to reduce the
number of sensors, which alleviates the demands on the net-
work design. However, it has been proven that, in general, it
is hard to obtain decentralized observers that will converge
to the ‘true’ state estimate [3]. Despite this fact, stability of
the observer-based controller can still be achieved, but de-
sign is of course challenging.
Finally, the controller needs to have certain robustness prop-
erties when we would like to use communication networks.
Indeed, the advantages of using a wired/wireless network
are inexpensive and easily modifiable communication links.
However, the drawback is that control structure is sus-
ceptible to undesirable (possibly destabilizing) side-effects.
There are five recognized side-effects: time-varying delays,
packet dropouts, varying transmission intervals, quantiza-
tion and communication constraints. We would like to de-
sign our feedback such that the closed-loop remains stable
given bounds on the network imperfections. However, for
model simplicity, we only consider varying transmission in-
tervals and communication constraints in this work. The
communication constraints impose a need for a protocol to
orchestrate in what order sensor and actuator data is sent
over the shared network. We assume the protocol to be pe-
riodic.
3 Decentralized Networked Control System Model
The continuous-time linear plant we consider is decomposed
into N discrete-time subsystems P(1)... P(N). The corre-
sponding subsystem controllers C(1)... C(N) are switched
discrete-time systems consisting of a switched-observer
structure to deal with the presence of communication con-
straints. The general setup is depicted in Fig. 1 and more
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Fig. 1. Decentralized Networked Control System
4 Stability Analysis
Although transmission interval variation introduces a non-
linear parameter dependency in the dynamics, robust stabil-
ity of the entire closed-loop system can still be verified by
proving that a convex over-approximation of the uncertain
switched system is stable, e.g. using techniques of [2].
5 Design Procedure
This still leaves the difficult question of how to design the
switching control gains. We propose to design the con-
trollers by treating the global coupling between the sub-
systems and network imperfections as uncertainties, which
require robustness properties for the decoupled dynamics.
With this simplification, the closed-loop dynamics reveal a
cascaded interconnection of three switched-linear systems
and allows to design the observer and feedback gains inde-
pendently using the tools of hybrid system theory. If the
addition of the coupling terms do not destabilize the closed-
loop system, which can be verified by our analysis methods,
then we provide methods to calculate the amount of uncer-
tainty in the transmission intervals that the control loop can
withstand.
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1 Introduction
In this presentation we provide an introduction to the in-
tended research domain. Here Model Predictive Control
(MPC) can be seen as a keyword put in the context of intelli-
gent infrastructures, which include large-scale systems like
electricity and road traffic networks that are equipped with
sensors to make optimal use of control and that give rise to
optimization opportunities. Rather than going into specific
applications, the underlying structure of a multi-level MPC
system is investigated upon. The main focus here will be on
extending coordination between levels of controllers.
2 Research Framework
In large-scale intelligent networks many sub-systems can be
found, each with many sensors, actuators, and different per-
formance goals to be achieved at different levels. This ob-
viously leads to a complex system where the coordination
of actions is of paramount importance to keep the system
stable and well-performing on the control objectives.
To achieve such coordinated control, at all levels of the sys-
tem MPC will be used, except in the lowest levels where de-
cisions are made on time scales below a second (there, e.g.,
PID control is adopted). In short, in MPC an optimization
problem like the maximization of a performance function
of a (sub)system is solved over a given prediction horizon,
using a model of the system. Subsequently, the resulting op-
timal actions are implemented for the duration of the next
sample period, after which an updated problem is solved.
However, comparing different versions of MPC, centralized
MPC is computationally too demanding for large-scale sys-
tems, and whereas in distributed MPC controllers do share
information, a division in different levels is not applicable.
In hierarchical MPC there is such a division, but also a dis-
tinction in authority. In other words, higher-level control
systems can coordinate lower-level controllers that in their
turn can only send information upwards in the hierarchy.
Therefore expanding the interaction between controllers, we
now look at situations where information flows in both di-
rections, i.e., without information asymmetry between lev-
els. Especially in large-scale systems it is important to
design coordination mechanisms efficiently, where agents
from different layers of the control system additionally can
operate on different time scales and span different or over-
lapping parts of the total system under control. These are
two important aspects of a system that complicate a stan-
dard MPC application and lead to what we will call coor-
dinated or multi-level MPC. An initial representation of the
framework of multi-level MPC is depicted in Figure 1.
Level/
Controller of overall systemTime
Figure 1: Schematic representation of multi-level MPC with con-
trollers (1) operating on different time scales, (2) cover-
ing different or overlapping parts of the overall system
under control, and (3) sharing information within and
between different levels.
Finally, complexity issues or limitations are also of great
importance in this context, as there is a trade-off between
(near) optimality in the realization of the intended optimiza-
tion goals, and computation time and overhead needed to
achieve these objectives.
3 Intended Approach
All in all, the goal is to construct a more or less general
way to apply multi-level MPC in large-scale intelligent in-
frastructures in order to arrive at a control system that oper-
ates efficiently and meets the control objectives within good
margins. To develop a coherent framework, elements from
game theory will be used to design the sharing of informa-
tion between agents in the system and thus the coordina-
tion of controllers. Having designed such a coordinated sys-
tem, algorithms can be devised to actually apply the con-
trol method and optimize the system. Examples of consid-
erations to be made here are the timing of decisions made
by several controllers and the selection of information to be
shared between controllers and/or levels.
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In this project a network of households which are both pro-
ducers and consumers of electricity, is assumed. We inves-
tigate how pricing mechanisms can be used to control the
electricity supply of micro Combined Heat Power (µCHP)
systems to the electricity grid. Such systems produce at the
same time heat and electricity, and the generated electric
power can also be sold. The goal of the network is maxi-
mum energy transport at the lowest cost, while the goal of
the household will be to reduce its cost. We wish to find a
price mechanism that stimulates the household to a flat elec-
tricity demand.
2 Dynamic Dual Decomposition and Distributed
Control
Distributed control is used when decision makers have ac-
cess to different information concerning underlaying dy-
namics and constraints. In particular each household (node
in network) has different electricity demands and decides in-
dependently when to put on and off its µCHP. Rantzer [3]
Figure 1: A house/µCHP is effected by nearest neighbor.
describes an approach for iterative decentralized feedback
synthesis of coupled dynamic systems. The distributed per-
formance validation is combined with control synthesis. An
explicit algorithm for local update of a feedback matrix in a
distributed system is given in [2]. Given the full system
x(τ+1) = Ax(τ)+Bu(τ) (1)
where the A matrix will be tri-diagonal when the nodes are
connected in a linear way as in figure 1. B is assumed di-
agonal, meaning a control signal only effects one µCHP di-
rectly. The power usage is represented by x and u is the con-
trol variable representing the increase/decrease in electric-
ity production/consumption. With dual decomposition and
constraints relaxed by Lagrange multipliers, a controller is
based on iterative solutions of a finite horizon approxima-









[li(xi,ui)+ pTi vi− xTi (∑
j 6=i
ATjip j)]
where i is the number of houses, N is the prediction horizon,
v is the expected influence from other µCHPs, l is convex, p
is the Lagrange multiplier which can be interpreted as prices.
Now the first term in the equation corresponds to the local
cost of the µCHP, the second term represents what it expects
to be charged by neighbors and the last term is what the
µCHP is payed by others. In each household/node of the
network we then have two players. The first player chooses
control inputs ui(0)...ui(N) to minimize VN(x¯), given the
prices. The second player chooses the prices pi(0)...pi(N)in
order to maximize ∑Nτ=0 pTi (∑( j 6= i)Ai jx j− vi).
3 Implementation
Earlier the scenarios of no-control and a power-balance
based control in a small network of µCHPs was investigated
in the DTPA group [4]. Now the above ideas will be imple-
mented on the same network of µCHPs. Applications of
these algorithms should enable to embed the µCHP in our
electricity system, and result in more efficient power gener-
ation.
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Introduction
Graphs are a powerful tool for many practical problems such
as pattern recognition, shape analysis, image processing and
data mining. Measures of graph similarity have a broad
array of applications, including comparing chemical struc-
tures, navigating complex networks like the World Wide
Web, and analyzing different kinds of biological data [1].
1 Node to node similarity
A node to node similarity measure can conveniently be rep-
resented in a matrix S whose (i, j) entry tells how the ith
node of a graph GA is similar to the jth node of a graph GB
(possibly different of GA).
Early ideas in this context were stated in [2]. In the later,
the author considers that chemical compounds are graphs,
whose node and edges are respectively atoms and inter-
atomic bounds, and he uses a similarity measure on this
graph in order to identify isomers. Isomers are characterized
by the same graph topology and this problem is equivalent
to a graph matching problem.
Several similarity measures use reinforcement loops, i.e.,
the similarity score between two nodes is computed using
other similarity scores between other nodes [3, 4, 5].
2 Affine Iterations
Several existing methods can be rewritten in terms of ex-









Ci jklSlk +Di j = tr(Ci j·· ·S)+Di j .
Nevertheless, definitions of similarity available in the litera-
ture can lead to counterintuitive results. For example, Blon-
del et al. [3] state that the similarity between i and j should
be large if their neighborhoods are similar, and propose to
define the similarity matrix to be the limit of the following
iteration
ρ S+i j := ∑
k child of i
l child of j
Skl + ∑
k parent of i
l parent of j
Skl , (1)
where ρ is a normalization factor. This method gives very
high similarity score to nodes that have many parents and
children since their similarity score gets more contributions
in (1). As a consequence, all nodes from one graph tend to
have a high similarity score with the highest-degree node of
the other graph. Moreover if one graph is undirected, the
similarity matrix has rank 1, i.e., S = uvT for some vectors
u and v. This implies that argmaxi Si j (resp. argmax j Si j) is
the same for all j (resp. i), i.e., all nodes of one graph have
the highest similarity score with one single node of the other
graph.
In this research, we compare several node to node similar-
ity measures and further test these methods on benchmark
problems that reveal their key properties. We consider their
capability to solve subgraph matching problems and com-
pare their computational cost and speed of convergence.
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1 Introduction
In robotics, it is very useful to have a model describing the
mechanics of a robot. The model consists of a state (config-
uration and velocity of each part of the robot) and equations
of motion that tell how the state evolves in time. In order to
do calculations, the state needs to be expressed in numbers.
There is no unique way to do this, nor is there a universal
‘best’ way (it depends on what needs to be calculated).
For walking robots, the robot’s absolute position must be re-
flected in the state. Usually one chooses to include the pose
and velocity of the torso in the state (i.e., the torso is taken
as the reference body). However, sometimes it is useful to
choose a different reference body; in particular the stance
foot is a good choice.
2 Equations of motion and coordinate transform
Let Q(tor) denote the configuration of the robot with the torso
as reference frame, i.e., Q(tor) =(Hwtor,q), whereH
w
tor ∈ SE(3)
is the homogeneous transformation matrix [1] representing
the pose of the torso expressed in world coordinates and q is
a n-element vector of all internal joint angles. Also, let v(tor)
denote the generalized velocity of the robot with the torso






where Φ•(•) is a configuration-dependent matrix, Twtor the
Twist (6D ‘velocity’) of the torso relatively to the fixed
world and q˙ are the angular velocities of all joints. Together,
Q(tor) and v(tor) form a representation of the state of the robot.
Similarly, Q(stf) and v(stf) can be defined, having the stance
foot (stf ) as reference body. For both representations we can
write down the equations of motion:
P¯(tor) =M(tor)v(tor), ˙¯P(tor) =C(tor)P¯(tor) +G(tor) +B(tor)τ; (1)
P¯(stf) =M(stf)v(stf), ˙¯P(stf) =C(stf)P¯(stf) +G(stf) +B(stf)τ. (2)
where P¯(•) is the generalized momentum, which depends
on the representation. The matrices M, C and G are the




]T and τ are the joint torques. Usually
the equations of motion in the model are (1), where the torso
is taken as the reference frame. An explicit expression for
M is given in [2].
The relation between M(tor) and M(stf) is M(stf) =
E−TM(tor)E−1. Similar relations exist for P¯, C and G.
3 Applications
The stance foot reference frame vectors and matrices, P¯(stf),
M(stf), C(stf) and G(stf), have some nice features not found in
other representations. A few of them will be listed here. The
proofs are left behind in this abstract.
1. When walking, the stance foot stands still on the ground.
This is reflected in the first six elements of P¯(stf) being
zero.
2. It is easy to check the required joint torques to keep the
robot statically stable in a certain configuration. The last
n elements of G(stf) directly reflect the actuator torques
needed. Moreover, the first 6 elements give information
about the COM of the robot being above the stance foot
(which is needed to prevent falling over) or not.
3. M(stf) really reflects the ratio between force and resulting
acceleration accurately. This is not the case for any other
mass matrix representation (e.g., M(tor)). It can be used
to do accurate feed-forward control, as well as (MIMO)
P(I)D-control with well tuned controllers.
4 Conclusions and future work
In this abstract it was shown that (nonlinear) coordinate
transformation may be of help in order to obtain nice expres-
sions for the equations of motion. When well-chosen, the
expressions give much insight and make the life of walking-
algorithm developers easier. However, a few remarks need
to be made.
• All of this is ‘just’ math. We transform one problem into
another problem, which is, fortunately, easier to solve.
However, this theory alone does not solve any problems,
i.e., this theory does not make a robot walk.
• This theory can correctly be used only when exactly one
foot has contact with the ground. During double support
we have an overactuated system with a diminished num-
ber of degrees of freedom, which ruins the correctness of
the results presented here. Solving this is future work.
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In the RoboCup Mid-Size league two teams of autonomous
robots compete against each other in a game of soccer. One
of the main issues, is for each robot to know where the peer
and opponent players are located on the field. By using an
omnivision camera the robot is able to obtain the position of
robots in its own environment, but it cannot distinct between
peer or opponent robots. Another issue is that due to resolu-
tion deterioration of the camera on larger distances (>5m),
the robot does not know what is beyond this range. By com-
bining the peer position and omnivision object data from all
peer robots and efficiently clustering this data a unique and
complete view of the field can be created. This allows the
robot for instance to plan a path over the total length of the
field (>18m), or to pass a ball to a peer robot that is actually
positioned beyond the robots own field of view.
2 Observation properties
The peer position and omnivision object data are send to
the other peers by WiFi. These observations have several
properties.
• the observations originate from moving robots on a
2D surface,
• the observations include noise,
• the observations are sequential in time,
• the actual number of robots present is unknown.
3 Clustering the data
To extract the relevant information from the observations an
hypotheses-tree based sequential clustering algorithm [1] is
adopted, with some adaptations to make it run in real-time
and to deal with the dynamics of the moving robots. La-
beling is added to distinct between peer or opponent robot
and to track an identified opponent. If one of the originat-
ing observations contains a position measurement of a peer
robot, the robot is labeled as ’peer’. If the originating obser-
vations only contain position measurements obtained by the
omnivision camera, the robot is labeled as ’opponent’.
For each observation the following steps are performed.
1. the hypotheses tree is expanded. Either the new ob-
servation can be classified as clutter, a new observed
robot or belonging to an already observed robot. If a
new robot is observed it is labeled as peer or oppo-
nent,
2. a Kalman propagation is performed for each existing
object in the hypotheses tree,
3. a likelihood update is applied, based on the spatial
distance of the observation and the already observed
robots,
4. the hypotheses tree is pruned so that it stays maintain-
able,
5. the hypothesis with the highest probability is selected.
The selected hypothesis describes the total number of peer
and opponent robots. From the Kalman states that belong to
these robots the current position and velocity of that specific
robot can be derived. A static representation of the outcome
of the algorithm is depicted in Fig. 1.
Figure 1: Observations (white), peers (blue) and opponents (red).
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A common issue encountered in teleoperation systems is a
time-delay in the communication channel. Depending on
the type of communication protocol, the delay can be con-
stant or time-varying. In both cases, the delay can seriously
degrade performance of teleoperations or even destroy
stability. The Smith predictor [1] can be used to com-
pensate for undesirable effects of time-delays. Reference
[2] addresses some issues of robustness and disturbance
rejection characteristic to time-delay compensation using
Smith predictors. There, a control structure is proposed to
increase robustness of systems with Smith predictors. This
control structure makes use of the Internal Model Principle
and Control Together (IMPACT) approach.
In this work, we apply the IMPACT approach to posi-
tion error (PERR) based teleoperations, where only position
information is exchanged between the master and slave
manipulators. Our method combines a Smith predictor with
a disturbance estimator designed based on an expected class
of disturbances acting at the output of the slave manipulator.
The block diagram of the control structure we propose is
presented in Figure 1. Here, Td represents the forward and
backward time-delays in the communication channel that
are both assumed to be constant, known and identical to
each other in the design and robustness analysis of the con-
troller. The time delays used in the controller are different
than the ones that exist in the communication channel and
the influence of this mismatch on the robustness has been
investigated. We consider 1 d.o.f. equation of motion:
Jiq¨i+Biq˙i = τi, (1)
where qi, q˙i, and q¨i represent the position, velocity and ac-
celeration of the manipulators, respectively, τi is the control,
Ji and Bi are the inertia and the viscous friction coefficient,
and i ∈ {m,s} identifies variables at the master or slave
side. In Figure 2, we show simulation results in the case of
a sinusoidal disturbance acting at the slave side. Here, both
master and slave robots are commanded to follow a step
reference signal. It can be observed from Figure 2 that the
influence of the disturbance on the steady-state values of
both master and slave manipulators is reduced reasonably

























Figure 1: IMPACT structure for PERR based teleoperation






































Delayed reference angle, actual slave angle
 
 






Angular position error for master










Figure 2: Disturbance absorption of a sinusoidal disturbance
The robustness of our approach is evaluated by means
of the Nyquist stability criterion. In the future, we will
extend our approach to manipulators with multiple d.o.f.’s
and to different type of teleoperation architectures (e.g.,
force-position or 4-channel).
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In this paper, we consider the problem of bilateral teleop-
eration in force-sensor-less robotic setups. It is well-known
that haptic robotic devices and teleoperation systems exploit
information regarding the external forces (see [1] and [2],
e.g. for haptic feedback). The slave robot interacts with
the environment and its dynamics are dependent on exter-
nal forces induced by this interaction. These forces can
be contact forces (interaction forces between environmen-
tal objects and the robot) or exogenous forces induced by
the environment.
In bilateral teleoperation, knowledge on the unknown en-
vironmental force applied on the slave robot is typically
needed to achieve coordinated teleoperation.
Here, we present a control approach for bilateral teleopera-
tion with an estimation strategy for external forces acting on
the slave robot with a load with unknown mass. This method
extends a result presented in [3], which considered human-
robotic co-manipulation problem. The proposed algorithm
is robust for large uncertainties in the mass of the load.
2 CONTROL DESIGN
Due to the uncertainties in the model of the slave robot we
can not estimate the unknown environmental force and track
the master robot position at the same time. Therefore, we are
proposing a switching controller based on a cyclic algorithm
(see Figure 1).














Figure 1: Temporal division of the control strategy.
(T0 < T ), the controller will behave as a force estimator.
Here we are using the force observer introduced in [3] to
estimate the external force which will be used for the pur-
pose of haptic feedback and during the second phase we are
keeping the estimated force constant. In the second phase,
we are using a PD controller for the slave robot to track





















Figure 2: Controller Design.
the block diagram representation of the controller where the
controller blocks are represented by their transfer functions
in the Laplace domain (s ∈C) and the block called Memory
saves the last estimate of the environmental force at the end
of the first phase and provides the same constant output dur-
ing the entire second phase.
3 CONCLUSIONS
In this paper, we have introduced a new control algorithm
for bilateral teleoperation in force-sensorless setups using a
switching strategy between a force estimating controller and
a tracking controller. This switching estimation/tracking al-
gorithm on the one hand guarantees estimation of the envi-
ronmental force forces on the slave robot (to be used in hap-
tic feedback) in the absence of force sensors, on the other
hand the algorithm is shown to guarantee bounded tracking
errors in the face of external perturbations.
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1 Introduction
The ability for massive heat removal becomes more and
more relevant in further development of high-performance
technologies. Cooling schemes based on boiling heat trans-
fer can accomplish the desired heat removal rates. Pool-
boiling may serve as physical system for such cooling appli-
cations. It typically consists of a heater surface submerged
in a pool of boiling liquid. In the pool-boiling system, heat
is extracted from the heater in a nonlinear fashion, described
by the boiling curve given in Figure 1, [1]. Here qF and
TF represents the heat flux and the temperature at the fluid-
heater interface, respectively.
As a result, in a two-dimensional (2D) pool-boiling system
so-called heterogeneous equilibria exist, characterised by lo-
cal regions of low and high temperatures. The objective of




Figure 1 Nondimensional boiling curve. Nonlinear heat extraction at interface.
2 Pool boiling model description
The unstable steady states are investigated using a 2D pool-
boiling model, which consists of a 2D rectangular heater
only. The temperature T (x,y,t) within this heater is given
by the heat equation
∂T
∂ t (x,y,t) = κ∇
2T (x,y,t). (1)
The boundary conditions comprise adiabatic sidewalls, a
controlled heat supply at the bottom and the nonlinear heat




0, for x = 0 ∧ x = 1,
1
Λ (1+u(t)), for y = 0,−Π2qF (TF )
Λ , for y = D,
(2)
with ν the outward normal on the heater boundary, Λ, Π2
and κ positive system parameters, qF(TF) the boiling curve
and u(t) the input, i.e. an additional heat supply at the
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Figure 2 Two-dimensional rectangular heater.
3 Stabilisation of heterogeneous equilibria
A linear feedback controller is used to stabilise one of
several heterogeneous (spatially varying) equilibria. The
controller is based on the spectral coefficients obtained
by spatial discretisation of the temperature profile using a
Chebyshev-Fourier-cosine expansion, cf. [2].
In Figure 3 the simulated evolution of the interface temper-
ature (T (x,D,t)) is shown (arrows indicate progression in
time). As can be seen, the spatial varying equilibrium is sta-
bilised. Important to note is, that this is done by a spatially
uniform input (linear static feedback).
Figure 3 Evolution of the interface temperature profile.
4 Conclusion
Analyses reveal that some of the unstable equilibria of the
2D pool-boiling system can be stabilised. Especially the fact
that spatially varying equilibria are stabilised by a spatially
uniform input must be emphasised.
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Distributed parameter systems occur in numerous engineer-
ing applications. Estimation of outputs based on measure-
ments is necessary if a direct measurement is not available or
are affected by noise. The solution to the optimal state esti-
mation problem for distributed parameter systems is solved
in a stochastic setting, for instance see [1]. We present a
route for the derivation of a deterministic optimal H2 out-
put estimator for linear distributed parameter systems. The
route avoids stochastic interpretations of variables.
2 Optimal state estimation as optimization problem
LetX be a Hilbert space and let Y , Z , D1 and D2 be Eu-
clidean spaces of finite dimension. Consider system Σp with
states x(t) ∈X , outputs z(t) ∈Z , measurements y(t) ∈ Y








Here A : X → X is a linear (possibly unbounded) oper-
ator and G : D →X , C : X → Y and H : X → Z are
bounded linear operators. Assume that the operator A is the
infinitesimal generator of an exponentially stable semigroup
operator T (t) :X →X and assume that the pair (A,C) is
observable. The mild solution of this system is given by:
x(t) =T (t − t0)x(t0)+
∫ t
t0
T (t − τ)Gd1(τ)dτ ,
z(t) =Hx(t), y(t) =Cx(t)+Sd2(t),
where t ∈ [t0, te]. We consider the problem of designing an
estimator Σe for the outputs of Σp as illustrated in Figure 1.









Figure 1: Estimation scheme
(M(·, t)∗y(·))(t) := ∫ tt0 M(τ , t)y(τ)dτ , where the integration
kernel M(t, te) characterizes the estimator. The deterministic
H2 estimation problem amounts to the problem of finding
M such that a given cost criterion is minimal. As design
criterion we consider the functional:
J(M) = ||KM||22 + ||LM||22 ,
where || f ||2 :=
∫ te
t0
tr( f ∗(t) f (t))dt, KM is the integration ker-
nel of the mapping d1 7→ z− zˆ and LM is the integration ker-
nel of the mapping d2 7→ z− zˆ. Note that:
KM(t) =HT (t)G− (M(·, te)∗CT (·)G)(t) LM(t) =M(t, te)S.
Please note that this cost functional, in contrast to a cost
functional for design in a stochastic setting and the approach
followed in [1], is defined by operator norms. We show that
optimization of the cost functional containing the norms of
the kernels KM and LM over all possible operators M results
in the optimal output estimator. The optimization problem
will be reformulated as an optimal control problem for an
artificial system and we show that the optimal estimator is
characterized by M = Mopt , with:
Mopt(t, te) = HU(te, t)P(t)C∗S−2,








for φ1,φ2 ∈X . and U(te, t) is the mild solution of the arti-
ficial system.
3 Comparison of estimators
We compare three estimators for a model that represents
heat diffusion in a slab of finite length. We compare the op-
timal estimator based on design in the infinite dimensional
setting with an estimator that is an approximation of the op-
timal infinite dimensional estimator based on the most dom-
inant POD basis functions and with an estimator that is op-
timal for a finite dimensional approximation of the problem.
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1 Introduction
In recent years, the study of distributed coordination of
multi-agent systems has attracted significant attention from
researchers in different disciplines. Simple local coordina-
tion rules can sometimes lead to complicated collective be-
havior, such as synchronization that has been discovered in
natural, social and engineering networks and systems. In
this line of research, various algorithms have been success-
fully constructed to cause all the agents in a group to con-
verge to the same value asymptotically [1]. However, there
is an emerging trend to study how an interconnected group
may evolve into different sub-groups called clusters [2]. In
contrast to the widely studied synchronization behavior, in
the cluster synchronization problem studied in this paper,
we require the interconnected agents to evolve into several
clusters and each agent only to synchronize within its clus-
ter. Two approaches are presented to achieve cluster syn-
chronization in dynamical multi-agent systems. The first ap-
proach is to add a constant forcing to the dynamics of each
agent that are determined by positive diffusive couplings;
and the other is to introduce both positive and negative cou-
plings between the agents.
2 Problem formulation
Consider a dynamical system consisting of N agents with
dynamics
x˙(t) = f (x(t), t), (1)
where x(t)= (x1(t), . . . ,xN(t))T ∈RN , xi(t) is the state of the
ith agent, and f is a continuous map. Let {C1,C2, . . . ,Cn} be
a partition of the set N = {1,2, . . . ,N} into n nonempty
subsets, i.e., Ci 6= /0, ⋃ni=1 Ci = {1, . . . ,N}, and li is the num-
ber of labels within Ci. For i ∈ {1, . . . ,N}, let iˆ denote the
index of the subset in which the number i lies, i.e., i ∈ Ciˆ.
System (1) is said to realize n-cluster synchronization with
the partition {C1,C2, . . . ,Cn}, if limt→∞ ||xi(t)− x j(t)|| = 0
when iˆ = jˆ, and limt→∞ ||xi(t)− x j(t)|| 6= 0 when iˆ 6= jˆ.
3 Cluster synchronization with constant forcing
Consider N agents under some external constant forcing,





gi jx j(t)+aiˆ, (2)
where 1≤ i≤ N, gi j ≥ 0 for i 6= j, ∑Nj=1 gi j = 0, and aiˆ are
constants satisfying aiˆ 6= a jˆ for iˆ 6= jˆ. Let
G =

G11 G12 · · · G1n





Gn1 Gn2 · · · Gnn
 , (3)
where Gi j ∈ Rli×l j and ∑ni=1 li = N.
Theorem 1. System (2) achieves n-cluster synchronization
for almost all (in the sense of Lebesgue measure) ai (1 ≤
i ≤ n, ai 6= a j, for i 6= j), if block matrices Gi j (1 ≤ i, j ≤
n, i 6= j) have constant row sums.
4 Cluster synchronization with negative weights
Consider the linear time-invariant multi-agent system
x˙(t) = Gx(t), (4)
where G ∈ RN×N is in the form of (3). Suppose G satis-
fies the condition that the row sums of Gi j (1≤ i, j ≤ n) are
0, which implies that G has negative off-diagonal elements.
Let η1 = (1, . . . ,1︸ ︷︷ ︸
l1
,0, . . . ,0)T , . . . ,ηn = (0, . . . ,0,1, . . . ,1︸ ︷︷ ︸
ln
)T
be n independent right eigenvectors associated with 0, and
α1, . . . ,αn be the corresponding n left eigenvectors satisfy-
ing ηTi α j = 0, if i 6= j; ηTi α j = 1, if i = j.
Theorem 2. Suppose the initial values of system (4) satisfy
that αTi x(0) (1 ≤ i ≤ n) are not equal to each other, then n-
cluster synchronization can be achieved if and only if G has
exactly n zero eigenvalues and all the other eigenvalues have
negative real parts.
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1 Introduction
In nuclear fusion research, a hot ionized plasma is confined
by magnetic fields. Often these plasmas show sawtooth in-
stabilities in the core of the plasma. Sawteeth can trigger
secondary instabilities [1] and mix the fusion products in
the plasma core. To optimize between these effects control
of the sawtooth period is essential.
2 Sawtooth modeling
The sawtooth behavior can be modeled as an infinite dimen-

















if s1(Bθ )≤ scrit (1a)
Bθ (r, t+) =
{
Bθ (r, t−) for r ≥ rmix
1
R rBφ for r < rmix
if s1(Bθ )> scrit (1b)
The sawtooth period τs is the time between subsequent state
jumps (1b). The current drive actuator JCD (characterized
by total input current ICD and injection angle ϑ ) alters the
poloidal magnetic field Bθ , which influences the magnetic
shear s1(Bθ ). This advances or delays (1b), changing τs.
3 Nonlinear input-output behavior
Figure 1: Steady state dependency of sawtooth period on
the inputs ICD (total current drive) and ϑ (injection angle)
Steady state simulations (Fig. 1) show that the sawtooth
model (1) behaves highly nonlinear. The system gain, i.e.
the steady-state dependency of τs on ICD and ϑ , depends on
the operating point (ICD,ϑ). Moreover, the system output
behaves event driven, i.e. the output τs only changes after a
state jump (1b), since τs can only be computed when a new
state jump has occurred. Hence, the signal τs is stair-shaped.
4 Linearization and closed loop results
Linearizations (using approximate realization) around dif-
ferent operating points (ICD,ϑ) were carried out to obtain
local LTI models of the system. These can be used to design
local (PI) controllers, for which Fig. 2 shows some specific
closed loop results. In these results the desired sawtooth pe-
riod can be obtained without any steady-state error.






























Figure 2: Closed loop simulation results
5 Conclusions
Local linearizations of the nonlinear system provide a good
basis for local controller designs. Guaranteeing global sta-
bility or designing global controllers is still an important part
of the current research.
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Abstract
Hydrocarbons are increasingly difficult to find while, simul-
taneously, the demand is rising. This discrepancy has been
leading to an increasing pressure on the oil and gas (explo-
ration & production) industry to improve their operations all
through the production chain. One part of that chain is the
separation of the produced flow into separate streams, which
typically are an oil, water, gas and solid stream. This sep-
aration is mostly performed by means of voluminous, high
weight vessels, with the main separation mechanism being
gravity. A current trend in the oil and gas industry, however,
is to use compact so called inline separators (ILS), where
the main separation mechanism is that of centrifugal forces,
which are introduced by creating a swirl in the flow to be
separated. A main motivation for using such separators is
their low volume, which renders them very useful for e.g.
production operations where space is limited, such as on
offshore platforms. The advantage of a low volume is, how-
ever, also a disadvantage in the sense of a highly reduced
capability of properly handling ILS inlet flow rate and pres-
sure variations. These variations are commonly encountered
at oil and gas production operations, in particular in the form
of slug flow. The low inlet flow variation handling capacity
easily leads to economic loss, in the form of production de-
ferment, and other operational problems, which are ampli-
fied by an increasing number of production operations that
encounter slug flow type of variations or growing such vari-
ations.
Optimal mitigation of ILS inlet flow variations is currently a
highly relevant problem for the oil and gas industry. A con-
siderable amount of solutions have been proposed to solve
this problem which roughly can be divided in control and
non-control based ones. Here, only the first type is con-
sidered, which have the advantage of typically being much
cheaper. Recently, driven by the industrial need to deliver
optimal such solutions, a (post-doc) research project has
been started to derive such solutions for optimal mitigation
of ILS inlet flow variations. Particular problems that have
to be dealt with are e.g. that, depending on the considered
ILS system, (i) such solutions are either absent or (ii) the
optimality of the available solution is not known. A model
based approach is pursued, as a result of which the deriva-
tion of control oriented ILS models is an important research
component. Particular problems that are encountered with
this modeling are e.g. that, again depending on the con-
sidered ILS system, control oriented ILS models are either
absent or the available one may be insufficient for deriving
an optimal ILS control solution.
Here, first results from the research project on optimal ILS
control are presented. More specific, the main aims are (i) to
provide an introduction into the main issues involved in ILS
modeling and control, through providing the state-of-the-art
of these and relevant subjects, (ii) to discuss future research
directions and (iii) to present some first application results.
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Positive linear systems are linear dynamical systems whose
state trajectories are nonnegative for every nonnegative ini-
tial state and for all nonnegative input functions. Such
systems are of great practical importance, as the nonneg-
ativity property occurs quite frequently in practical appli-
cations, where the state variables correspond to quantities
that do not have real meaning unless they are nonnega-
tive (e.g. human population, cells number, concentration,
etc). The importance of the positivity property for infinite-
dimensional (state-space) systems has been recently revealed
by the stocking and industrial systems which involve chemi-
cal reactions and heat exchangers, e.g. distributed parameter
models of tubular reactors, see [2]. As positive linear sys-
tems are defined on cones and not on linear spaces, the theory
of infinite-dimensional positive systems is more complicated
(see [1], [3]). In this work, we look for an algebraic char-
acterization of the infinitesimal generator of a positive C0-
semigroup on the Hilbert space of square summable real se-
quences l2 := l2(N), whose positive cone is reported to have
an empty interior. More specifically, we study the positive
off-diagonal property, which is known to characterize posi-
tive C0-semigroups for an ordered Banach space whose posi-
tive cone has a nonempty interior. This condition is also well-
known as the Metzler matrix condition for finite-dimensional
systems. Criteria are also reported for the positivity of con-
trolled infinite dimensional systems on l2.
Let {en}n≥1 be a positive Schauder basis of l2, i.e. each el-
ement z of l2 has a unique representation of the form z =
Σ∞n=1αnen, where the coefficients αn are the components of z
in the basis {en}n≥1 and will be denoted here by αn =: 〈z,en〉.
Consider the positive cone
l2+ = {z = Σ∞n=1αnen | αn ≥ 0, ∀n}.
Proposition 1: The interior of the positive cone of l2 is
empty, i.e. int(l2+) = /0, where l
2 is equipped with the usual
order, i.e. x= (xn)n≥1 ≤ y= (yn)n≥1 if xn ≤ yn for all n≥ 1.¤
Let A : D(A) ⊂ l2 −→ l2 be a linear operator on l2. We
assume that {en}n≥1 ⊂ D(A) where A is the infinitesimal
generator of a C0-semigroup (TA(t))t≥0. Consider the in-
finite matrix representation of A, i.e. A = (ank)n,k≥1 =
(〈Aek,en〉)n,k≥1.
If the system z˙(t) = Az(t) is positive, then A is Metzler, i.e.
ank ≥ 0 for all n 6= k, and the converse holds whenever the
interior of the positive cone is not empty (see e.g. [1]). How-
ever here, in view of Proposition 1, the converse is not nec-
essarily true.
For a fixed integer N, let l2N be the finite-dimensional sub-
space of l2 that is generated by the vectors e1,e2, ...,eN , i.e.
l2N = span{e1,e2, ...,eN}. In addition, assume that the fol-
lowing condition holds:
l2N is TA(t)-invariant ∀t ≥ 0, i.e. TA(t)l2N ⊂ l2N , ∀t ≥ 0.
Theorem 1: If A is Metzler, then the system z˙(t) = Az(t) is
positive on l2N , i.e. TA(t)(l
2
N)
+⊂ (l2N)+, ∀ t ≥ 0, where (l2N)+
is the positive cone of l2N .¤
Let us now consider the controlled system Σ(A,B) which is
described by z˙(t) = Az(t) + Bu(t), where B is a bounded
linear operator from U to Z, and U = {u : R+ →
U,continuous}, where U is the control space with a positive
cone U+.
Theorem 2: The system Σ(A,B) is positive if and only if A
is the infinitesimal generator of a positive C0-semigroup and
B is a positive operator.¤
Now consider U = Rm and the bounded linear operator B
given by Bu = ∑mi=1 biui, where u = [u1,u2, · · · ,um]T and
bi ∈ l2N for i = 1, ...,m.
Corollary: Assume that A is Metzler, l2N is TA(t)-invariant
for all t ≥ 0 and B is a positive operator. Then, for every ini-
tial state z0 ∈ (l2N)+ and for every control u such that Im(u)⊂
Rm+, the corresponding state trajectory z(t) of the controlled
system Σ(A,B) is positive, i.e. z(t) ∈ (l2N)+, ∀t ≥ 0.¤
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1 Introduction
Over the last few years control of networks of interacting
dynamical systems has gained a continuously increasing at-
tention from the systems and control community. Examples
of such networked dynamical systems (NDS) are electrical
power networks, automated highways with formation con-
trol of autonomous vehicles, and urban water supply net-
works. The large size and complexity of NDS generally
hamper the application of centralized control laws, which
is the main reason for which the non-centralized implemen-
tation of controllers for NDS has become of major concern.
The design of non-centralized control laws for NDS is not
straightforward, as these systems are often subject to strong
coupling between local dynamics, hard and possibly cou-
pled constraints on the control actions and states, and com-
munication restrictions. Roughly speaking, we can divide
non-centralized control schemes into two categories: decen-
tralized techniques, in which local controllers operate with-
out communication, and distributed techniques that exploit
mutual exchange of information over a usually predefined
structured communication network to compute the control
action. Although solutions to specific varieties of structured
control problems exist, a general theory for synthesizing sta-
bilizing control laws under arbitrary system and information
constraints is still lacking.
2 Lyapunov-based Model Predictive Control
Recently, a lot of research has been dedicated to model pre-
dictive control (MPC) as a tool for setting up non-centralized
control algorithms. When stability is the main focus, a suc-
cessful technique within MPC is the so-called Lyapunov-
based MPC (L-MPC) approach [1]. L-MPC, which makes
use of an explicit control Lyapunov function (CLF) to
achieve stability, was already successfully applied to net-
worked control systems, see [2]. Therein the focus is more
on communication network effects such as time delays and
packet dropouts, rather than decentralized stabilization of
large-scale networks.
3 Almost Decentralized Stabilization
In this talk, we propose a non-centralized L-MPC scheme
for discrete-time nonlinear NDS that are subject to sepa-
rable constraints. The key ingredient of the approach is
a set of structured CLFs with a particular type of conver-
gence condition, which provides a novel alternative to the
method defined recently in [3]. While the convergence con-
dition does not impose that each of these functions should be
monotonously decreasing, as typically required for a CLF,
we show that the maximum over all the functions in the set
is a CLF for the overall network. Still, these convergence
conditions might be too conservative. As such, we provide a
solution for relaxing the temporal monotonicity of the global
CLF based on an adaptation of the Lyapunov-Razumikhin
(LR) technique [4], which was originally meant for systems
with time delays. An attractive feature of the proposed L-
MPC method is that it can be implemented in an almost
decentralized fashion. By this we mean that the scheme
only requires one run of information exchange between di-
rect neighbors per sampling instant. This is in contrast to
many of the existing non-centralized MPC schemes, which
either require iterative computations or global information,
or employ contractive constraints or small gain conditions to
guarantee stability.
For systems that are affine in the control input, we show
that by employing infinity-norm based structured CLFs, the
proposed L-MPC setup can be implemented by solving a
single linear problem per sampling instant and node. A non-
trivial example is worked out in which the performance of
the proposed scheme matches that of existing state-of-the-
art schemes, despite its much lower complexity.
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1 Introduction
Model predictive control (MPC) [?] is an advanced con-
trol methodology that determines the control action by solv-
ing on-line, at every discrete time step, an open-loop opti-
mal control problem taking into account bounds on system
variables such as input, outputs and internal state variables.
MPC is applied mainly to slow processes, such as chemi-
cal and oil refinement plants, where minimizing input costs
is usually one of the main control objectives. The applica-
tion of MPC to fast systems such as mechatronic systems is
emerging due to improved computing power and the devel-
opment of fast numerical optimization algorithms [?]. For
these systems, achieving minimal settling time is often the
main concern, while the input cost is usually of less impor-
tance. Hence, this talk presents a new type of MPC; time
optimal MPC (TOMPC) which minimizes the settling time
of the system.
2 Time Optimal MPC
TOMPC is developed for point-to-point motion, i.e. a de-
sired endpoint of motion is defined but no intermediate tra-
jectory. Hence, TOMPC has to define the trajectory with the
lowest settling time, i.e. deadbeat behavior, while respecting
all constraints on inputs and outputs. Hence, the following
two layer optimization problem is proposed: a traditional
MPC problem with endpoint constraints is formulated, of
which the length N has to be optimized, taking into account
a minimal length Nmin, to avoid deadbeat behavior on noise
corrupted measurements close to the endpoint.
Low level Problem A:
V ?A (x¯l ,N) = min
x0, . . . ,xN





subject to the constraints:
x0 = x¯l ,
xk+1 = f (xk,uk),
g(xk,uk)> 0 k ∈ [0,N−1],
xN = xref
Then, an admissible set X(N) is defined as:
X(N) = {x¯l |PA(x¯l ,N) is feasible}
















Figure 1: System output with TOMPC (black line) and traditional
MPC (grey line) for a given reference (dashed line)
This admissible set allows to define high level Problem B:
V ?B (x¯l) = minN∈N
N





TOMPC is numerically and experimentally validated on a
linear motor drive, with a sampling period of 5ms, and com-
pared with regular MPC. In order to achieve this sampling
rate, similarities between subsequent optimization problems
are fully exploited. Figure ?? demonstrates the benefits of
TOMPC with respect to regular MPC: the settling time with
TOMPC is considerably lower.
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Constrained predictive control of fast-sampling linear systems:
An inversion-based algebraic approach
Jean-Franc¸ois Stumper and Ralph Kennel





Predictive control is of increasing interest in modern con-
trol systems. Especially for systems with constraints, a
prediction-based approach can be very helpful in terms
of optimal control. However, the established constrained
predictive control schemes are hard to implement on fast-
sampling systems. The known algorithms come along with
high computational requirements, as they are based on iter-
ative numerical procedures. Furthermore, wide parameter
ranges and mixed state constraints represent obstacles to ef-
ficient and reliable numerical solutions.
This work represents an extension of the combination of sys-
tem inversion and the Ritz-Galerkin method to constrained
systems. Algebraic methods are proposed to transform the
constrained predictive control problem to a finite-parameter
optimization problem, solvable in finite time.
2 Inversion-based Predictive Control
An inversion-based control scheme applies a so-called in-
verse system model, which is essentially the (inverted) con-
troller canonical form of the system [1], [2]. If the con-
troller canonical form output yopt(t) is given, along with a
finite number of its derivatives, the corresponding state tra-
jectories xopt and the control input uopt can be computed
without solving differential equations. The controller setup
is shown in Figure 1. Thus, through the use of an inverse
system model, the predictive control problem reduces to op-







Figure 1: Inversion-based predictive controller
3 Transformation to Finite-Parameter Optimization
A linear system with a quadratic cost function and linear
state and input constraints is considered. The output trajec-






i, t ∈ [t0, t f ],
with the undetermined coefficients αi to be found by opti-
mization. In optimal control theory, this is known as the
Ritz-Galerkin method, or basis function approach [1].
This definition, together with the inverse model, transforms
the cost function into a quadratic cost function in the param-
eters αi. It will be shown that it is also possible to transform
equality and inequality constraints on the system variables
to affine constraints on the parameters, independent of t.
The constrained output trajectory optimization can thus be
reduced to a simple quadratic programming problem (QP),
which is known to be computationally efficient and conver-
gent within finite time.
An algebraic transformation of the constraints is the only
possibility to obtain this result. In contrast, using i.e. penalty
functions or nonlinear coordinate transformations turns the
quite simple linear-quadratic problem into a hard to solve
nonlinear programming problem (NP-hard), where conver-
gence within a given time interval cannot be guaranteed.
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1 Introduction
Model Predictive Control (MPC) optimizes the future con-
trol actions to bend the future model behavior towards de-
sired plant target, while simultaneously obeying the system
constraints. It is interesting to note that this widely success-
ful MPC technology is yet to be generalized for non-strictly
proper (NSP) and non-causal systems (NCS), an attempt to-
wards it is made in this paper. NCS are important for two
reasons. Firstly, the ideal system for a given application
could often belong to the family of NSP or NCS, which al-
though not physically possible, can give insight into the de-
sign of a derived strictly proper or causal system to accom-
plish a similar purpose. Secondly, there are instances when
a system does not operate in pseudo-real time but is rather
simulated offline, such as post-processing an audio or video
recording. The state space variant of MPC cannot be used
jointly with NSP causal state space models due to the gen-
eration of an algebraic loop. Therefore, the Extended Pre-
diction Self-Adaptive Control (EPSAC) approach to MPC is
used as a proof of concept [1].
2 Methodology
The EPSAC scheme considers the following process model:
y(t) = x(t)+n(t) (1)
where y(t),x(t) are the process and model outputs respec-
tively and n(t) is model/process disturbance. The model is
assumed to be strictly proper i.e.:
x(t) = f [x(t−1),x(t−2), . . . ,u(t−1),u(t−2), . . .] (2)
The postulated response yˆ(t + k/t) made at the end of pre-
diction horizon k = N2, with the linear system being at time
t is given by the superposition:
yˆ(t+ k/t) = yˆb(t+ k/t)+4u(t/t)H(k)+ . . .
+4u(t+Nu−1/k)S(k−Nu+1) (3)
where yˆb(t + k/t) is the base response computed by hold-
ing the subsequent inputs to ub (chosen a priori), H and S
are impulse and step responses, Nu the control horizon, with
4u(k/t) as the control difference at k with ub. The response
Y and its optimal input U∗ in matrix form are given by:
Y = Y¯ +G.U
U∗ = (GT G)−1GT (R− Y¯ ) (4)
which is derived by minimizing the norm of difference in fu-
ture response to reference trajectory R. R is vector of r(k/t)
which is defined over set points s(t). Y¯ is base response vec-
tor. G is concatenation of impulse and step responses. Note
that only the first control input is applied to plant.
Proposition 1 For NSP i.e x(t) = f [x(t − 1),x(t −
Figure 1: NSP-EPSAC (control horizon = 1)
2), . . . ,u(t),u(t−1), . . .], the prediction takes the form:
yˆ(t+ k/t) = yˆb(t+ k/t)+4u(t+1/t)H(k−1)+ . . .
+4u(t+Nu/t)S(k−Nu) (5)
The proof follows from the discrete time convolution which
is now starting with a change in the input at t + 1 and con-
tinuing to t+Nu, i.e. a shift of one time step from (3).
Corollary 1 This is the usual case in MPC with Nu = 1 (re-
fer fig. 1):
yˆ(t+ k/t) = yˆb(t+ k/t)+4u(t+1/t)H(k−1) (6)
Proposition 2 For NCS with non-causality order = nc
i.e. x(t) = f [x(t − 1),x(t − 2), . . . ,u(t + nc),u(t + nc −
1), . . . ,u(t),u(t−1), . . .], the following Universal Predictive
Control (UPC) formulation of (3) can be used:
yˆ(t+ k/t) = yˆb(t+ k/t)+4u(t+nc+1/t)H(k−nc−1)
+ . . .+4u(t+Nu+nc/t)S(k−Nu−nc)(7)
The proof is along the lines of proposition 1 by extending
the convolution to accommodate the effects of future inputs.
The optimal control sequence is computed in similar fashion
as EPSAC, however u(t+nc+1) is applied to the system.
3 Discussion
The above formulations can be applied to non-causal sys-
tems, operating in pseudo real time by introducing a lag i.e.
if a system depends on input for 1 second in future, it can
process in real time with 1 second lag.
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1 Abstract
Normally control performance and robustness are two con-
flicting requirements; and one needs to strive a good trade-
off between the two. This observation is often nick-
named no-free-lunch theorem. This paper proposes an MPC
method that uses an adaptive disturbance model to im-
prove the accuracy of prediction. In unmeasured disturbance
model identification, a novel multi-iteration pseudo-linear
regression (MIPLR) method is used which is more accurate
and has faster convergence than traditional recursive identi-
fication methods. The adaptive disturbance model is used in
an MPC scheme for improved performance in disturbance
rejection. The method is demonstrated by the simulation
of a distillation column and also tested on the real process.
The test results show that the proposed MPC scheme can not
only increase control performance, but also increase robust-
ness. Is this not a free lunch?
Keywords
model predictive control, disturbance model, time series, re-
cursive estimation, multi-iteration
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1 Abstract
The ability of Inkjet technology to deposit materials with
diverse chemical and physical properties on a substrate
has made it an important technology for both industry and
home use. Apart from conventional document printing, the
inkjet technology has been successfully applied in the areas
of electronics, mechanical engineering, and life sciences.
The success of Inkjet technology in all these application is
mainly due to its low operational costs.
A typical a Drop-on-Demand (DoD) inkjet printhead con-
sists of several ink channels in parallel. Each channel is pro-
vided with a piezo-actuator, which on application of a stan-
dard actuation voltage pulse generates pressure oscillations
inside the ink channel. These pressure oscillations push the
ink drop out of the nozzle. The print quality delivered by an
inkjet printhead depends on the properties of the jetted drop
i.e., the drop velocity, the jetting directionality and the drop
volume. To meet the challenging performance requirements
posed by new applications, these drop properties have to be
tightly controlled.
The performance of the inkjet printhead is limited by two
operational issues. The first issue is the residual pressure
oscillation. The actuation pulses are designed to provide
an ink drop of a specified volume and velocity under the as-
sumption that the ink channel is in steady state. Once the ink
drop is jetted the pressure oscillations inside the ink channel
take several micro-seconds to decay. If the next ink drop is
jetted before settling of these residual pressure oscillations,
the resulting drop properties will be different from the ones
of the previous drop. This can degrade the printhead perfor-
mance. The second operational issue is the cross-talk. The
drop properties through an ink channel are affected when its
neighboring channels are actuated simultaneously. The drop
velocity variation caused by the cross-talk is much less sig-
nificant than the one caused by the residual oscillations. A
consequence of the residual oscillations in the ink channel
is that the velocity of the drops will only be constant if these
drops are jetted at a low frequency.
It is possible to tackle these operational issues with a sys-
tems and control approach. The possibility to use feedback
control for damping the residual oscillations is ruled out due
to the limited control capabilities of the actuation system [1].
Given the fact that printhead dynamics is very predictable
and that the bitmaps to be printed are priori known, feedfor-
ward control can be used to improve the performance of the
DoD inkjet printhead.
The feedforward control action is constrained in practice, as
the driving electronics limit the range of actuation pulses to
pulses with a trapezoidal shape. In such scenario, the resid-
ual oscillations can be damped by means of the trapezoidal
actuation pulse designed using an optimization-based feed-
forward control proposed in [1]. However, the performance
of this feedforward controller degrades considerably in pres-
ence of modeling uncertainty. Therefore, we will attempt to
improve the robustness of the optimization-based feedfor-
ward control.
We have the plant transfer function H(z) between the actua-
tion pulse and the pressure in the ink channel. It is observed
that the parameters of the transfer functionH(z) are likely to
change during the operation of the inkjet printhead. We can
bound the deviation of the parameters from their nominal
values by a polytopic uncertainty ∆ ∈U . Further, we design
a template yre f (t) for the channel pressure which is desired
as the output i.e. a pressure profile with fast decaying oscil-
lations. Based on this template yre f (t) and the plant model
H(z,∆) the robust actuation pulse u(t) will be determined as
the one minimizing the following objective function
J =max
∆∈U
‖yre f (t)−H(z,∆)u(t)‖2, (1)
which is the guaranteed H2 norm of the tracking error. As
the system dynamics depends affinely on the polytopic un-
certainty ∆, we can efficiently compute the objective func-
tion using the LMI-basedH2 performance evaluation criteria
presented in [2]. In this optimization problem, the class of
input signals is limited to trapezoidal actuation pulses since
these are the pulses that can be generated in practice.
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1 Pulse-coupled firing oscillators
The Peskin model [1] is a simple but seminal model to study
networks of interacting agents, such as pacemaker cells of
the heart or neurons. Each agent corresponds to an oscillator
whose state variable xi evolves according to the dynamics
x˙i =F(xi)> 0 between two threshold values. Upon reaching
the upper threshold, the state is reset to the lower threshold
— the oscillator is said to fire. The coupling is defined as
follows: whenever an oscillator fires, it emits a pulse which
instantaneously increases by ε > 0 the state of every other
oscillators.
When considering standard leaky integrate-and-fire (LIF)
oscillators, i.e. characterized by F(xi) = S+ γ xi, the behav-
ior of the network is strongly dichotomic: according to the
curvature of their time evolution, identical oscillators either
achieve perfect synchrony [2] or aggregate in a phase-locked
clustering configuration [3]. In both situations, global con-
vergence is established, which reinforces the evidence of di-
chotomy in the model. Using an appropriate 1-norm, we
prove that the “distance” between two different configura-
tions strictly increases (synchronization) or decreases (clus-
tering) from one firing to the next one.
2 Global analysis of the continuous model
In order to investigate the case of a (very) large number of
agents, the population of oscillators is approximated by a
density function (mean-field approximation) which evolves
according to a partial differential equation (PDE). The PDE
is a standard transport equation with an additional coupling
term, interpreted as a “feedback” term providing the system
with stability properties. For LIF oscillators, the previous 1-
norm is generalized and adapted to this infinite-dimensional
case. It leads to the development of a Lyapunov functional,
which is helpful and relevant for the study of the considered
PDE. In particular, one shows that it is linked to the total
variation distance often used to compare probability mea-
sures.
3 Extension of the LIF model
We next consider other dynamics x˙i = F(xi) characterized
by even positive functions F(x) verifying F ′(x) > 0 for
x > 0. For instance, such a model is the well-known
quadratic integrate-and-fire (QIF) model, which corre-
sponds to F(xi) = S+ x2i . In some cases, the local stability
of the equilibrium configuration is proved. However, the
global convergence appears to be more difficult to establish
and, in particular cases, the dichotomy prevailing in the
LIF model is no longer observed. We currently investigate
sufficient conditions for the dichotomy to exist.
We will report on global stability results for both discrete
and continuous LIF models and on preliminary results con-
cerning the extension to more general models.
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Modelling biological systems on the intracellular level has
been a research topic for over half a century. For exam-
ple, Hodkin and Huxley [1] explained the neuron function
by means of a mathematical model of different ion chan-
nels. Hodgkin and Huxley were able to estimate the model
parameters from experimental data, a challenging task still
today in most biological systems. Nowadays, ever improv-
ing developments of experimental techniques provide more
and more high quality experimental data, putting the task
of identification into reachable scope. However, the straight
forward application of systems theoretical methods to biol-
ogy is impaired by certain particularities of biological sys-
tems [2].
Biochemical systems have peculiar system properties such
as for example positivity and monotonicity. Exploiting these
properties has the potential of enhancing current identifica-
tion techniques [3, 4, 5]. Here we present two complemental
methods which explicitly take into account particular struc-
ture and dynamics of biological models as arising from mass
action, Michaelis-Menten and Hill kinetics.
2 Limiting the parameter search space
The first approach proves inconsistency of entire parameter
regions for a given model structure and data set, by formulat-
ing a semi-definite feasibility problem. The feasibility prob-
lem is only feasible for parameter regions that contain con-
sistent parameter values. Thus, checking feasibility for dif-
ferent upper and lower bounds on the parameter values using
semi-definite programming identifies inconsistent parame-
ter regions. This drastically reduces the parameter search
space, such that subsequent parameter estimation methods
can disregard the inconsistent parameter regions. In contrast
to similar approaches in the literature, the here presented
approach does not require a steady state assumption, nor a
discretisation of the system. Measurement uncertainties are
dealt with using upper and lower bounds and regular sam-
pling times are not required.
3 Estimating the parameter values
The second approach estimates the kinetic parameters using
a nonlinear observer, i.e. a mathematical system that feeds
back the error of prediction and measurement. The approach
relies on a nonlinear state space extension transforming the
system into a parameter-independent form. This state space
representation facilitates the design of a nonlinear observer
based on a dissipativity arguments using linear matrix in-
equalities. An observer is a dynamical system performing
the actual estimation by feeding back the error of prediction
and measurement. To ensure the convergence of the esti-
mate, certain observability conditions must hold. These are
related to the identifiability of model and data, i.e. the exis-
tence of a unique solution for the parameter estimate.
4 Conclusions
The presented approaches show that systems theoretical
tools and semidefinite programming can be used to develop
parameter estimation methods that are particularly tailored
to biological systems. The mathematical rigour of systems
theory enables us to give exact statements in the form of
guarantees, even in the presence of uncertainties. Both
methods are illustrated using simple, yet biological signif-
icant examples.
References
[1] Hodgkin, A. L. & Huxley, A. F. J Physiol, 1952, 117,
500-544.
[2] Wellstead, P.; Bullinger, E.; Kalamatianos, D.; Ma-
son, O. & Verwoerd, M. Annual Reviews in Control, 2008,
32, 33-47.
[3] Fey, D.; Findeisen, R. & Bullinger E. Control Theory
and Systems Biology E. Iglesias, P. A. & Ingalls, B. (ed.),
MIT press, 2009, 297-316.
[4] Fey, D. & Bullinger, E. 15th IFAC SYSID, Saint
Malo, France, 2009, 1259-1264.
[5] Fey, D.; Findeisen, R. & Bullinger, E. 17th IFAC
World Congress, Seoul, Korea, 2008, 313-318.
29th Benelux Meeting on Systems and Control Book of Abstracts
127







Department of Electrical Engineering and Computer Science.
University of Lie`ge, Belgium.
1 Introduction
Biological systems are complex networks involving many
reactions, feedback loops and connections. Using engi-
neering tools, some design principles have been identified.
Among these, one can cite clocks and switches found in sev-
eral cellular processes [1]. The study focuses on biological
switches and properties of bistable models.
2 The model of Griffith
Bistable models have been used to describe several phys-
iological decision-making processes including cell cycle
progression, apoptosis and development [1]. One simple
bistable model is the model of genetic control proposed by
Griffith [2] which presents two stable steady states (unex-
cited and excited states) and a saddle point. This model was
used as a toy to define performance criteria of bistable sys-
tems.





















Basin of attraction of III







t = 8.7 u.
t = 1 u.
III
I
Basin of attraction of I
II
Fig 1: Model of Griffith - Trajectories for increasing impulse inputs.
The system was characterized as an input-output system.{




−bx2 +u(t) u(t), input (impulse or step)
Performance was then defined as the capacity of the system
to present a typical response to a signal input while robust-
ness was related to its capacity to preserve this response in
the face of perturbations. Results showed that performance
of bistable systems is linked to properties of their saddle
point. Especially, this point plays an important role in the
transient response of the system.
3 Models of apoptosis
Apoptosis is the programmed cell death used by multicellu-
lar organisms to remove unwanted, damaged or potentially
harmful cells. The apoptotic process can be modelled as a
bistable system where the cell switches between two states,
the survival and the death. Two bistable models describing
the apoptotic switch were investigated [3], [4]. Although
these systems are much more complex, it seems that the sad-
dle point keeps a significant role in the dynamics of transi-
tion between states.
4 Results and Conclusion
The study of the three models reveals that they share spe-
cific features in common. They all present a saddle point
with only one positive eigenvalue. This eigenvalue is real
and has the smallest absolute value of all the eigenvalues of
the point. Moreover, in all the models, the transition time
between the unexcited and the excited state depends on the
strength of the input signal. The transition is delayed close
to the saddle point. We called this kind of bistable systems,
Retarding Switch Systems (RSS).
Performance and robustness of bistable systems were inves-
tigated. In all the studied models, the saddle point plays a
role in performance of the switch. In addition, the analysis
shed light on a mechanism that retard the switch in particular
bistable systems.
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1 Introduction
Modeling the forces between two bodies in contact has been
the object of a huge number of papers on friction mod-
eling. Numerous models exist in the literature, the static
friction models (Coulomb model and Stribeck model) and
the dynamical models (Dahl Model, LuGre Model, Leuven
Model and the Maxwell-Slip model) [2]. The dynamical
friction models deal with asperities deformation. Asperi-
ties are microscopical irregularities present on every surface.
The Maxwell-Slip model [1] has been used as a source of in-
spiration in our work. However, as the seals used in trocars
are subject to large deformation (≈ 1cm), the hypothesis of
microscopic deformation does not hold. Hence a specific
hybrid model, the ExtendedMaxwell Slip (EMS) model, has
been developed and validated experimentally for our appli-
cation.
2 Friction model of the trocar
Considering an axial symmetry of the medical device and
of the seal, the contact between these two bodies can be de-
picted by the left part of figure 1. During the motion of the
medical device, two situations can appear. First, the seal
may stick to the medical device. Secondly, the medical de-
vice may slide on the seal. These two situations lead to the
two operating modes of the EMS model, the deformation
mode which replaces the sticking mode of the GMS model,
and the sliding mode. In the deformation mode the friction
force Ff corresponds to the force required to deform the seal.
In sliding mode the friction force corresponds to the sliding
force between the seal and the instrument.
In figure 1, O is a fixed reference, A is the contact point
between the medical device and the seal of the trocar and
B an arbitrary fixed point on the medical device. An EMS
element is defined by the right part of figure 1 and is charac-
terized by three variables, the spring deformation amplitude
zde f , the spring deformation velocity z˙de f and the relative
velocity between the instrument and the seal vsl . The med-
ical device velocity vd does not correspond to the sliding
velocity vsl . The deformation force Fde f is assumed to be
modeled by :




















Figure 1: Schematic drawing of one stage of the trocar sealing
mechanism and definition on an EMS elements
The variable stiffness of the spring is modeled by a function
of the amplitude of deformation only k(zde f ). The viscoelas-
tic part is modeled by a damping function σ(z˙de f )which de-
pends only on the deformation velocity. The sliding force is
modeled by a Stribeck model.
The model of an AutoSuture* Thoracoport 10.5mm trocar
has been identified. The comparison between the simulator
based on this model and the experimental results leads to
a RMS error approximatively equal to 0.17N which corre-
sponds to 5% of the friction amplitude.
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1 Abstract
In the plant Arabidopsis Thaliana, the flowers consist of four
types of organs, that grow in four concentric whorls on the
florescence meristem. In each whorl, the cells attain a dif-
ferent identity, that is determined by the concentrations of
five types of proteins.
We propose an ODE model that describes the gene expres-
sion dynamics of a representative gene regulatory network.
The network consists of six genes that regulate each other’s
expression. For example, proteins that are formed by gene A
can attach themselves to gene B and accelerate or slow down
the production of gene B. The model incorporates transcrip-
tion regulation via Michaelis-Menten kinetics, decay, dimer
formation, trigger mechanisms that lead to cell differentia-
tion, and a mass balance [1]. These triggers result in a short
pulse of specific proteins at specific places, leading to four
steady states of protein concentrations in the four different
whorls.
In [2] is was shown that the proteins can easily travel
through cell membranes, giving rise to a large diffusive ef-
fect. The question is: how can the cells in the different
whorls have different protein levels with such a large dif-
fusion. Or, more mathematically: is the stability of the net-
work robust against the large disturbances caused by protein
diffusion?
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Intracellular calcium is a universal second messenger which
has been shown to be a critical component of cell signaling.
Among others, it plays important roles in neurotransmitter
release, cell migration and muscle contraction [1]. On the
other hand, long lasting accumulation of calcium in the cy-
toplasm is known to induce cell death, suggesting the neces-
sity of a tight regulation.
In neurons, as in other cells, the relative variations of
the intracellular calcium concentration ([Ca2+]in), although
tightly regulated, are much larger than those of all other ions.
Moreover, a number of ion channels are calcium-regulated,
which suggests a major role for this ion in the firing regula-
tion of excitable cells.
The present study focuses on the role of small-conductance
calcium-activated potassium (SK) channels. Remarkably,
these channels are totally insensitive to the variations of
membrane potential, which makes their activity an image of
the intracellular calcium concentration. These channels are
important and prevalent in a large set of neurons (for a recent
review, see e.g. [2]). In hippocampal CA1 pyramidal cells,
these channels are located close to NMDA receptors and me-
diate a negative feedback loop by hyperpolarizing the mem-
brane when calcium flows through NMDA channels. This
hyperpolarization in turn reduces the NMDA conductance
[3]. For many other neurons, an inhibition of the SK cur-
rent affects both the excitability and the firing pattern (see
e.g. [4]). In vitro, SK channel blockade usually induces ir-
regularities in the firing and potentiates the response of the
cell to excitatory stimuli. In vivo, the blockade also strongly
affects the firing pattern. In particular, it causes several of
those neurons to switch from low-frequency single spike fir-
ing to bursting, with a high intra-burst firing frequency (see
e.g. [5]).
To date, the mechanisms allowing synaptic afferents to mod-
ulate the firing pattern of pacemaker neurons and its regula-
tion are poorly understood.
We propose a one-compartmental model endowed with a
minimal set of conductances that reproduces these experi-
mental observations, regardless of the specifics of each neu-
ron. This simple model is useful to understand essential
mechanisms of firing pattern and regulation of synchroniza-
tion of pacemaker neurons. The model is composed of fast
Na-K dynamics, which are responsible for the generation of
action potentials, and slow calcium dynamics involving L-
type calcium channels and calcium pumps, which control
the low frequency firing mode.
In addition, stochastic activation of excitatory synaptic in-
puts is used to model the afferences. The amplitude of this
external noise is the only parameter that we used to differ-
entiate in vitro and in vivo conditions in the model.
At the single cell level, we show that, in the absence of
SK channels, the in vivo bursting behavior is mainly under-
lain by the coupling of excitatory synaptic inputs and the
calcium-regulation of calcium channels. SK channels, when
present, attenuate the effect of these inputs on the firing of
the cell. In that sense, they are shown to act as a “filter”
against external excitatory noise.
At the population level, we demonstrate that they critically
interfere with synchronization of neuronal firing. Namely,
SK channels oppose synaptically-induced synchronization
of neurons with different endogenous rhythms.
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In this work, the flux distribution in a detailed metabolic net-
work of CHO-320 cells is evaluated using Metabolic Flux
Analysis, in particular, the algorithm METATOOL [2]. As
in many practical situations, the available information is not
sufficient to completely define the metabolic fluxes, and so,
the mass balance system of equations is underdetermined.
However, the measurements of the time evolution of a num-
ber of extracellular components can provide a set of con-
straints on the metabolic network, so that a range of pos-
sible (non-negative) solutions for each metabolic reaction
can be computed instead . In this way, metabolic flux in-
tervals can be established for each intra-extracellular flux in
the metabolic network. Moreover, the incorporation of sim-
ple theoretical assumptions or the addition of further extra-
cellular measurements, result in the determination of certain
metabolic fluxes and the delimitation of quite narrow inter-
vals for the others, so providing a good guess of the real flux
distribution in CHO-320 cells. A unique flux distribution
can also be computed through linear optimization and the
definition of some optimality criteria [1, 4].
In this presentation, several of the above-mentioned situa-
tions are discussed, highlighting the importance of specific
measurements and comparing the flux intervals under some
particular assumptions such as optimal biomass growth or
no Threonine catabolism. In addition, the influence of the
measurement accuracy on the numerical results is explored
using Monte Carlo techniques [3], showing a remarkable
consistency of the metabolic flux analysis.
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Figure 1: Flux Distribution Intervals for the TCA cycle consid-
ering measurement errors.(◦) 5% error; (⋄) 10% error.
95% confidence intervals for the maximal and minimal
bounds.
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1 Abstract
A simple mass balance model for plant growth is presented.
This work is a first step in the development of a model in-
tended to enable the prediction and control of a plant pro-
duction chamber for MELiSSA, a regenerative life support
system project developed by the ESA. The model is required
to be robust, so that the results of failures or stress conditions
are predictable.
Photosynthesis and respiration were selected as key reac-
tions for biomass production. Considering these reactions,
the model was developed using a mass balance approach. It
was assumed that the gas concentrations in the leaves would
be approximately equal to their concentrations in the atmo-























where XV is biomass (g), Ci and Oi are CO2 and O2 con-
centrations in the leaves (g m−3),Ca and Oa are CO2 and O2
concentrations in the atmosphere of the chamber (g m−3),
Yi are the yields (g g−1), Vchamber is the volume of the plant
growth chamber (29 m3), u1 is the rate of CO2 addition to
the chamber for control (g CO2/s), and r is the rate equa-
tion to be defined (g CO2 s−1) assuming photosynthesis and
respiration can be treated as a single stoichiometrically re-
versible reaction.
Reaction kinetics were chosen based on plant physiology
and standard biochemical reaction knowledge. The kinetic
model includes a term for the photosynthesis reaction and
a term for respiration. Monod kinetics were chosen to rep-
resent the rate of photosynthesis. The respiration equation
has been divided into two parts, a growth respiration com-
ponent which is proportional to the photosynthetic rate, and





− (v2rps,daily avg+ v3XV )
In the above equation vi are the three rate constants (v1 (m2 s
µmol PAR−1), v2 and v3 (s−1)) required to be identified, KC
is a Michaelis-Menten constant for carbon dioxide (g m−3),
and rps,daily avg represents the average value of rps over the
previous day (g s−1).
The identification and validation of yield and kinetic param-
eters were performed using data from lettuce experiments in
a closed plant chamber (Figure 1). Biomass production is
accurately predicted for full experiments. Some discrepan-
cies remain in the prediction of gas concentrations. Future
work will include testing the model on different plants and
under different environmental conditions in order to improve
robustness.







































































Figure 1: Validation of kinetic model identification over full ex-
periment, showing predicted and real (a) biomass (b)
CO2 and (c) O2 versus time.
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Data reconciliation from an electrochemical biosensor to measure 
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It is of crucial importance that drinking water 
is safe to drink. A fast and economical way to 
monitor the water quality is through on-line 
continuous sensoring. The current on-line 
toxicity sensors have some limitations, e.g. low 
number of individuals, a complicated 
metabolism or a loss in accuracy due to a two-
step translation of the signal. A better sensor is 
required to overcome these limitations (Hasan 
et al., 2005) 
 
The overall goal of our research is to develop a 
robust, continuous sensor for the integral 
determination of (toxic) changes in water 
quality using electricity producing bacteria. 
Electrochemically active bacteria produce 
electrical current dependent on their metabolic 
state. This current therefore represents the 
quality of the water and can be directly 
measured.(Kim et al,. 2007). Fluctuations in 
the water composition will lead to fluctuations 
in electrical current. These fluctuations can be 
due to changes in organic composition of the 
water or due to the presence of toxic 
components.  
 
The aim of the current research is to 
reconstruct unmeasured process data and 
parameters from noisy measurements. 
Therefore we need a model that can reconcile 
process data from the electrical current 
measurements and relate this to substrate 
consumption. Using observer theory allows us 
to reconstruct the process data.  
 
Furthermore, a model is being developed that 
connects biochemical metabolism of the 
bacteria with the electrochemical reactions on 
the electrode and with the electrical current 
measurements.  The next step is to identify 
parameters that indicate the presence of a toxic 
component in the water. Again observer theory 
could be used to identify changes in these 
parameters.  
 
The system is complicated due to non-linear 
behavior in the bacterial metabolism. However, 
it appears that these non-linearities can be 
described by rational biokinetic functions, for 
which recently effective estimation algorithms 
have been developed. (Doeswijk and Keesman , 
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1 Introduction
In the (bio-)chemical process industry, Statistical Process
Control (SPC [2]) is used for monitoring (fed-)batch pro-
cesses. This is required to achieve a constant and satisfac-
tory final product quality. Most research effort has been di-
rected towards fault detection (e.g., [3, 5]). These meth-
ods detect deviations from the nominal behavior by compar-
ing the measured process behavior with an empirical model
identified from periods of normal operation [5]. However,
they are unable to estimate the batch-end quality.
Multiway Partial Least Squares models (MPLS [4]) are ca-
pable of making these batch-end quality predictions [3, 5].
While Nomikos and MacGregor combine batch-end qual-
ity prediction and fault detection [5], they use a suboptimal
online procedure [3]. Garcı´a-Munoz et al. only focus on
batch-end quality prediction, and ignore fault detection [3].
This work proposes a novel methodology for true online
combined prediction of batch-end quality and discrimina-
tion between critical and non-critical process disturbances.
In addition to traditional fault detection, where all process
disturbances are treated equally, the presented methodol-
ogy is capable of discriminating between critical and non-
critical disturbances with respect to the batch-end product
quality. This is achieved by coupling a Multiway Partial
Least Squares (MPLS) model using all available measure-
ments is with an MPLS model utilizing only those measure-
ments influencing the final product quality. The approach is
illustrated on a simulated industrial-scale fermentation pro-
cess for penicillin production.
2 Model structure
Using a bottom-up branch and bound selection procedure,
the measurements which influence the final product qual-
ity (i.e., the critical measurements) are selected. Next, two
MPLS are constructed: one with only the critical measure-
ments as inputs, and one with all available measurements.
The first model provides the online estimate of the batch-
end quality, and detects process disturbances influencing the
final product quality. The second model detects all possible
process upsets, even those not (yet) influencing the quality.
Combining the information from these two models, a dis-
crimination can be made between critical and non-critical
process disturbances.
3 Results
The proposed methodology is illustrated on a simulated
industrial-scale fermentation process for penicillin produc-
tion [1]. It is shown that the proposed multi-model approach
is capable of providing accurate estimates of the final qual-
ity. In addition, disturbances can be successfully classified
as either critical or non-critical.
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1 Introduction
Due to their high flexibility, batch processes play an im-
portant role in the (bio)chemical industry. However, batch
processes are affected by many disturbances (e.g., opera-
tor faults, sensor failures). Online monitoring of the cur-
rent process run allows for (i) timely interventions to adjust
the final product quality or (ii) saving valuable production
time by aborting the process. As process plants nowadays
dispose of extensive databases containing the frequent mea-
surements on hundreds of variables, the application of statis-
tical methods to fault detection and diagnosis is a promising
combination.
2 Statistical Process Monitoring
The basic principle of Statistical Process Monitoring is iden-
tifying abnormal process behavior by referencing the current
measurements against a reference dataset obtained under
nominal operating conditions. This comparison is greatly
simplified by applying a data reduction technique (e.g., Prin-
cipal Component Analysis (PCA) [1], Partial Least Squares
(PLS) [2] ). In this way, the monitoring of the process is
reduced to monitoring a few so-called latent variables.
Fault detection is carried out by calculating fault detection
statistics (e.g., Hotelling’s T 2 statistic, Squared Prediction
Error statistic). Control limits are calculated based on the
properties of the reference set. If a statistic exceeds its con-
trol limits, the current process behaviour is characterized as
abnormal.
Upon detection of an abnormal situation, information about
the cause of the disturbance is obtained by examining the
contribution of each variable to the out-of-control statistic
on contribution plots. High contributions indicate a problem
with this variable or group of variables and thereby greatly
narrow the search for the cause of abnormal behavior [3].
3 Conclusions & Future work
Statistical data-driven methods are among the best perform-
ing techniques for fault detection. In the area of fault diag-
nosis however, further research is needed. In most cases, a
disturbance in one variable has an influence on other vari-
ables. As a consequence, multiple variables will show a
significant contribution, which hinders the interpretation of
contribution plots. Moreover, in industrial processes with
many (possibly redundant) sensors, interpretation of contri-
bution plots becomes cumbersome.
Future research will consist of developing an online classi-
fication scheme to automatically assign the correct diagno-
sis to a detected fault, based on the contribution pattern in
the contribution plot. With this information, operators will
be able to take quick corrective actions. For most indus-
trial applications, few fault samples are available to train a
classifier, therefore Support Vector Machines (SVMs) will
be used for classification. SVMs are a family of classifica-
tion algorithms originating from the machine learning re-
search area which show good generalization performance
when samples are few [4].
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1 Introduction
Data mining techniques such as Principal Component Anal-
ysis (PCA) and Partial Least Squares (PLS) are gener-
ally considered valuable tools for on-line monitoring of
(bio)chemical processes. These techniques are frequently
investigated for use in fault detection applications (e.g.,
[4]) or for batch-end quality prediction purposes (e.g., [3]),
often employing data from computer simulators such as
Pensim [1] or the Tennessee Eastman Process
simulator [2]. However, techniques that perform really
well with simulated data often lead to much poorer results
when tested on real industrial data.
One possible reason for this discrepancy might be the mea-
surement noise in the data. If the noise that is added to
the simulated data does not correspond to the noise level
present in the industrial process data, this could explain the
performance differences. In this work, the influence of mea-
surement noise on data mining techniques, more specifically
on batch-end quality prediction using Multi-way PLS with
Variable-wise unfolding (MPLSV), is investigated.
2 Problem statement and methodology
Earlier work of the authors has shown that Multi-way PLS-
models with Batch-wise unfolding (MPLSB) yield good re-
sults for batch-end quality prediction using both simulated
and real industrial data [3]. However, employing batch-
wise unfolding makes it necessary to compensate for un-
known future data using Trimmed Scores Regression (TSR).
In a variable-wise unfolding approach no knowledge about
future data is needed, making the prediction a lot more
straight-forward. Performing MPLSV on data simulated by
Pensim yields very good prediction results, comparable to
those in [3]. With real industrial data from a batch poly-
merization process however, no adequate quality prediction
is achieved. A difference in the noise level present in both
datasets is assumed to cause this discrepancy.
To investigate the influence of measurement noise on the
prediction capability of the MPLSV models, Gaussian noise
of different levels is added to simulated data of 200 batches
for penicillin production. Model inputs are selected using
a branch-and-bound leave-one-out crossvalidation method-
ology, retaining the next input only if it improves the pre-
diction with more than 1 percent. The leave-one-out cross-
validation Sum of Squared Errors (SSE) over all batches
and measurement samples is used to compare the batch-end
quality prediction for different noise levels.
3 Results and discussion
Adding extra noise to the simulated data has a profound ef-
fect on the number of selected model inputs. A higher noise
level results in the selection of more (correlated) input vari-
ables while keeping the model order low in an attempt to
filter the noise from the data. However, even with more in-
puts the prediction capability of the models decreases when
more noise is added, resulting in much higher SSE values.
Consequently, the noise level is definitely one of the reasons
for the discrepancy between simulations and industrial ap-
plications, but also other factors (e.g., absence of sensors for
certain variables, sample interval) might be important.
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This paper presents an approach for assessing the security of
a power system based on the decomposition of power system
security along the structural weak points of the system given
in the form of a set of critical transmission elements or sub-
systems whose failure induced directly or indirectly by the
occurrence of a hazard (e.g. a multiple contingency) would
subsequently lead to system wide instabilities. Contrary to
existing approaches that decompose security assessment ac-
cording to the contingencies initiated by hazards (i.e. com-
binations of primary line outages, short-circuits, variations
of power injections) whose likelihood to happen is strongly
influenced by highly volatile environmental effects (primar-
ily power markets and meteorological conditions), our ap-
proach decomposes the problem according to the critical el-
ements of the transmission system itself. Thereby, this ap-
proach may take advantage of existing prior knowledge of
power system engineers in charge of the security manage-
ment of the system, who generally know the main structural
weaknesses of their system and the possible ways to counter
the instabilities induced by their solicitation.
From an algorithmic point of view, rather than trying to
identify for each hazardous combination of contingencies
the elements of the system whose failure would be induced
by that combination of contingencies, we develop tools that
for each vulnerable system element try to identify which
hazardous combination of contingencies might induce their
failure. Given the nature of electric power systems, this
approach might reveal more efficient in the context where
it is desirable to identify multiple contingencies that could
threaten the system integrity and is also possibly in a better
synergy with the way experts address the problem.
In this context, we define a contingency as being a com-
bination {initial Configuration, hazardous Event, corrective
Action}, also denoted by {C, E, A}, whose elements are de-
scribed hereafter. The initial configuration C corresponds
to the generation and load patterns of the system (at a spe-
cific moment). The event E refers to the tripping of one
or several transmission lines. Even if the triggering event
is limited to the tripping of one transmission line, the cas-
cading contingencies are covered by this framework since
we consider the trajectory followed by the system after the
occurrence of the triggering event (and such trajectories in-
clude the eventual tripping of other transmission lines, e.g.
due to cascading overloads). The corrective action A can be
any decision taken by a system operator, immediately after
the considered triggering event or later on, in order to miti-
gate its consequences. These three features (initial configu-
ration, event and corrective action) determine the trajectory
that will be followed by the state of the system over time,
i.e. the sequence of steady-state configurations reached by
the system starting from the instant at which the triggering
event occurs.
The objective of this research is to identify, among all pos-
sible combinations {C, E, A}, those for which the trajec-
tory of the system will reach a configuration C’ in which the
considered transmission line or corridor will subsequently
trip. The output of this approach is a list of combinations
{C,E,A} considered as dangerous since they could lead to
the cascading tripping of a critical transmission element. It
is interesting to notice that the list of {C, E, A} combina-
tions identified as dangerous with respect to the “element
specific” criterion considered would be much shorter, and
therefore much easier to exploit, than a list of dangerous
contingencies according to a “system wide” criterion as usu-
ally used for N− k security analyses.
In such a context, the dangerous {C, E, A} combinations are
typically very rare with respect to the non-dangerous ones.
For instance, it is obvious that it is less probable that a con-
tingency leads to the cascading tripping of a specific trans-
mission line than to the overload of any transmission line
of the system. At the same time, the subset of combina-
tions that would appear as dangerous for a specific “target”
element of the system will in most cases be locally concen-
trated in an area constrained by geographical or electrical
distances around the target element.
Based on these rarity and localization properties, we use in
this work some methods derived from the rare-event sim-
ulation theory, as done in [1, 2], to identify the dangerous
{C, E, A} combinations for a given target element. The de-
veloped framework will be illustrated on data related to the
Belgian transmission system.
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Over the last two decades power systems have been operated
under much more stressed conditions than were usual in the
past due to environmental pressures on generation and trans-
mission expansion, competitive markets, and unpredictabil-
ity of renewable energy sources. Under these stressed con-
ditions, voltage instabilities result from the attempt of loads
to draw more power than can be delivered by the transmis-
sion and generation system. Components such as genera-
tors and loads drive the continuous dynamic behavior. On
the other hand, discrete events such as threshold reached by
over excitation limiters (OXLs) and logical controllers such
as load tap-changing transformers (LTCs) and switched ca-
pacitor banks (CBs) actions lead to discrete state dynamics.
So, the behavior of power systems is characterized by the
complex interactions between continuous dynamics of the
power system and many hybrid automata representing the
logical controllers, i.e. power systems exhibit complex hy-
brid behavior.
LTCs and CBs can locally maintain the voltage but many
voltage collapse incidents have been caused by uncoordi-
nated interactions of LTCs following a major disturbance
that locally causes a strong decrease in the voltages. Current
practice disables some of those controllers such as LTCs in
order to prevent additional problems resulting from their in-
teraction and up to now there has been relatively little atten-
tion paid to devising a true coordinated voltage control using
message exchange between discrete event controllers by ap-
plying distributed control theory and taking discrete events
into account.
So, we aim at voltage stability enhancement by using coor-
dinated control actions of the discrete event controllers by
using message exchange between the different local control
agents (e.g. one control agent per bus). A hybrid system
model for investigating the quality of these distributed con-
trollers has been implemented in Simulink using also (Sym-
PowerSystem & Stateflow) which allows reliable simulation
of the behavior of both the continuous and the logical com-
ponents of 12 bus power system with 3 LTCs and 3 CBs.
Various approaches for coordinating local controllers (e.g.
distributed model predictive controllers) can be investigated
using this simulator.
Figure 1: 12-bus IEEE standard power system.
Figure 2: Hybrid system model for OXL.
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The research described here focusses on control design for
planar production processes of repetitive structures consist-
ing of identical features. The goal is to move the tool be-
tween aribitrary features with velocities of up to 1 m/s and
with an accuracy in the order of 1-10 µm. The key idea in
this work is to use a camera to directly measure the rela-
tive position between the tool and the feature. Moreover, we
exploit feature based control, in which the position measure-
ment is based on the interpolation of feature labels instead
of their real physical distance.
2 Feature Based Measurement
In many production processes the position of the feature and
the tool are often measured separately leading to an indirect
relative position measurement between the tool and feature.
For a task were the tool should move towards an arbitrary
feature assumptions about the pitch between features should
be made since they are not measurable using classical en-
coders for example. Variations in the pitch make this as-
sumption incorrect. In feature based control we overcome
these difficulties by observing the repetitive structure with
a camera, and introducing a new position measurement that
takes values in the feature domain. The concept, first de-
scribed in [1], is extended to two dimensions in this work.
It will be explained using Fig. 1. A part of a pitch varying
repetitive pattern is shown, where the dots represent the fea-
tures. Only a part of the structure is within the field of view.
The center of the image, indicated by the cross, is enclosed
by four features, labeled (i, j), through (i+1, j+1), i, j ∈Z.




(i, j + 1)
(i+ 1, j) (i+ 1, j + 1)
(i, j − 1)
(i+ 1, j − 1)
(i− 1, j − 1) (i− 1, j)
(i− 1, j + 1)
Field of view
Figure 1: Position in the feature domain.

















Figure 2: Measured position in the feature domain (visual en-
coder, motor encoder).
closing point by the interpolation as shown in Fig. 1. In this
case the feature based position is given by (i+0.5, j+0.5).
The advantage of this position measurement is that the posi-
tions of the features in the feature domain are known exactly,
i.e., i = 1,2, ..., j = 1,2, ..., even if structure variations are
present. In the absence of pitch variations the feature based
position and the physical position is identical up to a scaling
with the pitch.
3 Results
The feature based position measurement is used in a closed
loop visual servoing setup capable of sampling at 1 kHz,
with a measurement resolution of 2 µm. An experiment is
done, where the center of the camera is to be moved to fea-
ture (6,0), then towards feature (6,6) and finally back to fea-
ture (0,0) again. In Fig. 2 the blue line shows the results us-
ing the feature based position. During the experiment, where
a structure with a pitch of 4±0.06 mm and dots with a diam-
eter of 2 mm was used, the maximum error was 80 µm. The
red line shows the results using the motor encoders, which
are clearly less accurate.
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Introduction
In nuclear fusion research, a hot, fully ionised plasma is con-
fined by magnetic fields in a ’tokamak’ reactor. A tokamak
plasma is prone to instabilities such as magnetic islands,
which harm the operational stability and performance. Real-
time control of magnetic islands is in demand and has been
demonstrated experimentally in the TEXTOR tokamak.
Real-time control of magnetic islands
The formation of magnetic islands is triggered by perturba-
tion of the magnetic field and current distribution, which dis-
turbs a plasma and its magnetic topology locally. Localized
injection of high power microwaves or electron cyclotron
waves (i.e. Electron Cyclotron Resonance Heating and Cur-
rent Drive, ECRH/ECCD) via a steer-able mirror into the
plasma induces a local heating and current drive mecha-
nism, which suppresses the island width w. Magnetic is-
lands cause a local flattening in the electron temperature pro-
file of a plasma. A so-called Electron Cyclotron Emission
(ECE) diagnostic measures the electron temperature and is
applicable as a feedback sensor to monitor magnetic islands
(typically a detection within 10 [ms] is required). For ef-
fective suppression, a magnetic island control system must
direct the ECRH/ECCD beam precisely and fast at the center
of the magnetic island. A maximum steady-state positioning
error of 1-2 [cm] and a settling time of 100 [ms] are allowed.
The settling time is limited by the dynamics of the steer-able
mirror (launcher). In addition, feedback controlled on/off
modulation of the ECRH/ECCD beam is required to syn-
chronize the microwave injection with the rotation of the
magnetic island. The islands pass the ECRH/ECCD beam
with rotation frequencies up to 5 [kHz].
The real-time control system, used in the TEXTOR experi-
ments, measures electron temperature fluctuations at a 100
[kHz] sampling rate at 6 radial coordinates. The ECE chan-
nels are distributed equally around the ECRH/ECCD depo-
sition location (corresponding to an EC frequency f = 140
[GHz]). The radial mode location fEC, magnetic island is deter-
mined in real-time from the fluctuations and specified as a
frequency in the ECE spectrum (in [GHz]). The magnetic
island identification algorithm runs at a 16 [µs] clock rate
on a Field Programmable Gate Array (FPGA).
A tracking loop minimizes the control error: e = 140−
fEC, magnetic island , to align the 140 [GHz] ECRH/ECCD de-
position and the island center. A standard feedback con-
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troller Cmagnetic island =
Kp
s
is applied as tracking filter. A
second feedback loop with additional feed-forward (BW: 12
[Hz], 5 [kHz] sampling rate) controls the angular position
θ of the steer-able mirror. This controller is designed based
on dynamical analysis of the steer-able mirror. Both feed-
back control loops are operated in cascade on the FPGA. Fi-
nally, an analog phase-locked loop is added to synchronize
the ECRH/ECCD modulation with the island rotation (mon-
itored by a single ECE channel). The figure shows an exper-
imental result. A magnetic island appears in the time frame t
= 1.7-4.5 [s]. The launcher is actively controlled in the time
interval t = 2−4 [s] (θinitial = 5◦) and alignment is achieved
within 100 [ms] when e = 140− fEC, magnetic island < 0.5
[GHz] ∼ 1 [cm]. ECRH/ECCD (200 [kW]) is applied con-
tinuously from t = 2.1-3.1 [s] and the island is suppressed to
a constant width.
Conclusion and outlook
The TEXTOR experiments demonstrate successful real-
time controlled stabilisation of magnetic islands. A simu-
lation model is currently developed to analyse the dynam-
ics and to design more advanced controllers. The model
includes magnetic island and plasma dynamics, models for
the actuators, diagnostics, data-processing and control algo-
rithms. Simulations will be performed for typical TEXTOR
conditions and validated with experimental results.
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1 Introduction
In (semiconductor)industry it is desired to obtain higher
throughput speeds. To achieve this goal, higher bandwidths
of the feedback controllers are required, whereas a conse-
quence a system with a higher stiffness is necessary. This
results in a heavier system with larger required actuators and
hence more power dissipation. To break this trend, mass and
thus stiffness should be decreased, which puts a limit on the
achievable bandwidth of the feedback system and the me-
chanical flexibilities can not be neglected anymore.
Since such machines typically contain more actuators (and
sensors) than rigid-body modes, additional design freedom
is left. Employing more actuators and sensors than rigid-
body modes is called overactuated control [1]. The addi-
tional actuators can be used to provide artificial stiffness and
dampen internal vibrations. In this paper overactuated con-
trol is considered from a feedback point of view.
2 Experimental setup and modal decoupling
Figure 1: The experimental (3 inputs, 3 ouputs) setup
The experimental setup as shown in Fig. 1 is a slender steel
beam, where its motion has been constrained to the trans-
lation and rotation by wire springs. Using three voice coils
the beam can be positioned over approximately 6 mm stroke,
which is done by contactless using fiberoptic sensors.
A nonparametric MIMO model of the experimental setup
has been identified by subsequently exciting each channel
with a Schroeder multisine.
For mechanical systems it is known that they (approxi-
mately) satisfy the properties of a dyadic system if the inter-
nal flexibilities are not dominant, such that it can be trans-
formed such that
G(s) =UΣ(s)VT, (1)
whereU andVT are constant matrices and Σ(s) is a diagonal
matrix containing all rational transfer functions. Using this
property the system can be (approximately) decoupled [2]
using Gdec = TyG(s)Tu, Ty =U−1, Tu =V−T.
For the overactuated setup in Fig. 1, which is not exactly
dyadic, this results in an approximate diagonal plant. The
diagonal terms contain the two rigid-body modes and the
first flexible mode. Due to the approximate decoupling, the
higher order modes are still present and the off-diagonal
parts are nonzero, but sufficiently small. Using the decou-
GKd TuTy
r u′ u ye e′
Figure 2: Proposed (decoupling) control scheme
pled plant Gdec, a decentralized controller Kd is designed
based on manual loopshaping. This controller is used in the
proposed control schematic of Fig. 2.
3 Conclusions and future work
Using the additional design freedom from the extra actua-
tor/sensor pair compared to traditionally actuated system, a
controller is designed which explicitly takes care of the first
non-rigid body mode. With this controller, the two rigid-
body modes and the first flexible mode can be controlled in-
dependently. The extension to overactuated feedforward and
experimental validation remain points of future research.
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1 Abstract
Anti-lock Braking System (ABS) is the most important ac-
tive safety system for passenger cars. Thanks to force mea-
surement, provided for example by the new SKF Load Sens-
ing Hub Bearing Units, hybrid algorithms can be made
much simpler and robust than when only using wheel accel-
eration measurement. A two-phase algorithm is presented,
where the wheel acceleration is controlled in closed-loop
and the force measurement is used to fire phase switching.
Realistic simulations shows that this simple algorithm can
handle changes in velocity and friction without extra logic
or adaptation of the controller parameters. Finally the algo-
rithm is validated on a tyre-in-the-loop experimental facility.
2 The algorithm
The algorithm consist of 2 phases and a switching mech-
anism. During each phase, the wheel acceleration is con-
trolled in closed loop. The reference acceleration is either
higher or lower than the vehicle acceleration ensuring that
the slip will respectively decrease or increase. The switch-
ing, implemented looking at the brake force measurement,
will take place when the tyre is on the other side of the maxi-
mum of the characteristic compared to the start of the phase.
This back and forth process will ensure that the system is
cycling around the optimal point.

















brake force during ABS regulation
Figure 1: Simulation - Brake force during ABS regulation. The
algorithm can deal with friction drop.
3 Simulation
The algorithm is simulated using a realistic model. The re-
laxation effect of the tyre as well as the delays in measure-
ment and actuation are taken into account. In the simulation
presented on figure 1, the car starts braking at 55 m/s and
goes nearly until a full stop. The algorithm has no difficulty
at all to handle the friction drop between t=5 and t=9.
4 Experimental validation
The proposed algorithm has been tested in practice on the
tyre-in-the-loop experimental facility of Delft University of
Technology. The test bench consists of a large drum of 2.5
meter diameter on top of which the tyre is rolling. An il-
lustration can be seen on Figure 12.6 of [2]. The controller
is tuned exactly like in simulation. A test performed at 18
m/s is shown on Figure 2. The algorithm works precisely
like expected from the simulation. The brake force remains
really close to the maximum of 2800 N.























Figure 2: Experiment - Brake force during ABS regulation.
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1 Introduction
In this work, bifurcations are studied in planar piecewise
smooth dynamic systems that are described by a continu-
ous, though nonsmooth, differential equation. Such dynam-
ics can arise due to nonsmooth elements such as actuator
saturation, one-sided mechanical contact or a switching con-
troller. We develop a procedure to find all limit sets that ap-
pear or disappear during a bifurcation of an equilibrium in
planar continuous piecewise smooth systems.
2 Approach
Under certain conditions, the neighbourhood of an equilib-
rium in a piecewise smooth planar system can locally be
approximated with a conewise affine system:
x˙ = Aix+ µb,x ∈ Si, i = 1, . . . ,m, (1)
with state x∈R2, bifurcation parameter µ ∈R, and domains
Si ⊂ R2, that are cones, covering the complete state space.
When ϕa(t) is a trajectory of (1) with µ = µa, then ϕb(t) :=
cϕa(t), c > 0 is a trajectory of (1) with µ = cµa. Therefore,
all bifurcations of the system can be identified by studying
the system (1) for an arbitrarily chosen positive and negative
µ , and µ = 0. At µ = 0, the systems contains an equilibrium
point at the origin.
The following procedure is presented to study the bifurca-
tions of continuous systems (1), cf. [1]:
1. Identify equilibria for varying µ .
2. Study the stability of the equilibrium point for µ = 0.
3. For an arbitrarily chosen positive and negative µ :
a. Compute -trajectories through the origin and through
points, where the trajectory is tangent to
the boundaries between the cones Si.
-stable and unstable manifolds of nodes and
saddles; check for homoclinic and hetero-
clinic tangles.
b. Using these trajectories, identify what sequences of
boundaries and cones can be traversed by periodic or-
bits.
c. Using the method developed in [1], find a circle that
contains all limit cycles in its interior.
d. Compute the return maps for the sequences of bound-
aries and domains obtained in step 3.b. From these
Figure 1: Limit sets of the system for µ = 1. The asterisk depicts
the position of a stable focus. The dashed limit cycle is
stable, the solid limit cycle is unstable.
Figure 2: Bifurcation diagram of the exemplary system.
maps, identify all closed orbits, including limit cycles,
and their stability.
4. Identify what limit sets appear, disappear or change sta-
bility for changing µ .
3 Example
In [1], an exemplary system is analysed with the given pro-
cedure. For µ ≤ 0, the limit set of the system consists of
a single equilibrium point in S2. This equilibrium persists
for µ > 0, and is encircled by two limit cycles, c.f. Fig-
ure 1. This bifurcation, depicted in Figure 2, is not possible
in smooth systems.
4 Conclusion
Multiple limit sets can appear or disappear at nonsmooth bi-
furcations of equilibria in piecewise smooth systems. With
the presented procedure, all these limit sets and their stabil-
ity can be identified. For example, this can be used to assess
the parameter robustness of a nonsmooth control system.
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Control with a communication constraint
Imagine a plant that communicates with a physically
distant controller through communication channels.
The limited capacity of communication lines makes the
design of controller able to stabilise the plant a more
difficult, and sometimes impossible, task. This family
of problems, acutely useful with the generalisation of
digital communication technologies, leads to a dialogue
between control theory and information theory which
has essentially started with [2], and has been pursued
actively in the last decade (see, e.g., [4, 5, 6]).
In this paper, we consider the simplest such prob-
lem: stabilising the discrete-time scalar linear system
xt+1 = axt + ut, with |a| > 1. We know that the ini-
tial state is distributed uniformly in the interval [−1, 1].
The controller receives the state xt through a commu-
nication channel, with a capacity limited to R bits par
channel use (see Fig. 1). An energy function on the
state space x 7→ E(x), typically E(x) = x2, is given.
Our task is to design a coding/decoding strategy for
the communication channel and a controller in order
to make the closed-loop system stable and minimise
the cost defined as follows. The cost of such a con-
trol strategy is defined as E
∑
t≥0E(xt), where E de-
notes the expected value over all initial states. For
E(x) = x2, we therefore solve an LQ optimal control
problem. This problem is a generalisation of the one
considered in [5, 3]. Note that E
∑
t≥0E(xt) can be
written as E(E(x0))τ , where τ is a time, loosely inter-
preted as the average time taken by a piece of energy
to leave the system.
The logarithmic strategy
A popular strategy to solve the problem is to quan-
tise the state, i.e., partition the state space [−1, 1] into
countably many intervals, and to replace the state xt
by the centre of the interval, q(xt) to which it belongs.
As there are only countably many so quantised values
of the state, it takes finitely many bits to transmit that
value through the channel. The controller then acts as
if the state was actually q(xt).
One particular such strategy, based on the so-called log-
1This extended abstract presents research results of the Bel-
gian Programme on Interuniversity Attraction Poles, initiated by
the Belgian Federal Science Policy Office.
Figure 1: A channel of capacity R restricts the commu-
nication between the plant and the controller.
We look for the controller that will minimise a
quadratic cost. The logarithmic strategy, which
discretises xt with a logarithmic quantiser, is
shown to be optimal only in the low capacity
limit.
arithmic quantiser, was proved by Elia and Mitter [4]
to the least sense (in a certain sense) to achieve stabi-
lization of the system.
In this contribution, we show that if we are interested
in minimising the cost, not only stabilising the system,
then the logarithmic strategy is not optimal any more.
The optimality only holds in the low capacity limit.
We show that in the high capacity limit, a modification
of the logarithmic quantiser called the nested uniform
quantiser achieves optimality.
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A group of interconnected dynamical systems is said to
reach consensus when their internal states converge to a
common value. Typically this common value is a function
(e.g. the arithmetic mean) of the systems’ initial conditions.
Communication constraints play a major role in consensus
and related problems of distributed computation and control.
Such constraints can be represented by a graph of available
communication links among agents, together with further
restrictions on what information can be exchanged across
such links. Over the last few years, the constraint of quanti-
zation, that is of communication restricted to a discrete set of
symbols, has received significant attention. Although most
of to-date works have dealt with discrete-time dynamics (see
e.g. [5] and references therein), it is very important to con-
sider the same restrictions in the context of continuous-time
dynamics, as recently done in [4]. In this way, it is possi-
ble to study the effect of quantization on continuous-time
systems without necessarily considering their discretized or
sampled-data model. This may be interesting in particular
for applications to robotic networks.
2 Quantized consensus and solutions
Besides discussing the general issues of quantization in con-
sensus dynamics, we aim at giving a rigorous treatment of
continuous-time average consensus dynamics with uniform
quantization in communications. It is well-known that con-
sensus problems can be thought in terms of feedback control
systems: As expected, when quantization enters the loop,
the stabilization problem becomes more challenging. From
the mathematical point of view, a consequence of quantiza-
tion is that we obtain a system with discontinuous righthand
side, whose solutions have to be intended in some general-
ized sense. In fact we prove by means of an example that
classical or Carathe´odory solutions actually may not exist.
In the literature one can find different approaches to the tech-
nical problem of having a system with discontinuous right-
hand side (see e.g. [3] for a review on these topics). Here
we focus on Krasowskii solutions essentially for two rea-
sons. First, there are many handy results concerning exis-
tence and continuation of Krasowskii solutions, as well as
a complete Lyapunov theory [1, 2]. Second, since the set
of Krasowskii solutions includes Filippov and Carathe´odory
solutions, then results about Krasowskii solutions also hold
for Filippov and Carathe´odory solutions, in case they ex-
ist. On the other hand, the set of Krasowskii solutions may
be “too large”. In particular, it may contain sliding modes
which, from a practical point of view, induce chattering phe-
nomena. To cope with those issues, we propose the use of a
quantizer endowed with an hysteretic mechanism, and study
the resulting dynamics by a hybrid system approach. Con-
vergence results are given for both the Krasowskii and the
hysteretic dynamics: Note that due to the constraint of static
uniform quantization we can not precisely obtain consen-
sus. Nevertheless we obtain approximations of the consen-
sus condition we informally refer to as “practical consen-
sus”.
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Adaptive control is an alternative approach for controlling
systems which are sensitive to parameter uncertainty. With
adaptive control it is possible to estimate parameter errors
and to compensate for those errors. This can result in a bet-
ter performance of the controlled system. Some techniques
and results in adaptive control are described in [7] for lin-
ear, nonlinear, single-input and multi-input systems. Adap-
tive control for stabilization and tracking control of Euler-
Lagrange (EL) systems is described in [5]. More recent re-
sults in the field of nonlinear applied adaptive control are
presented in [1], which rely on the notions of immersion and
invariance.
For adaptive control of port-Hamiltonian (PH) systems with
uncertain parameters little is known. PH systems were intro-
duced for modeling of a large class of physical systems [4].
They describe a large class of (nonlinear) systems including
passive mechanical systems, electrical systems, electrome-
chanical systems and mechanical systems with nonholo-
nomic constraints [6]. For PH systems [2] presented the use
of an adaptive internal model to overcome sinusoidal distur-
bances, but system parameters were assumed to be known.
In [8] adaptive control was applied to simultaneously stabi-
lize PH systems. However, the results hold only for time-
invariant systems and the assumptions limit the class of sys-
tems to which the results can be applied. Here we introduce
an adaptive control scheme for general PH systems. The
adaptive control compensates for input errors caused by not
exactly knowing the value of the necessary system param-
eters. Compared to [8] we have weaker assumptions, deal
also with time-varying systems and do not require the sys-
tem to already have reached the desired equilibrium points.
The requirement of the closed-loop system to also have a
skew-symmetric interconnection matrix (which is so for all
PH systems) directly provides the estimation law for the un-
known system errors. It can then be proven for a class of
systems that the error estimations converges to the real er-
rors and that the system is asymptotically stabilized.
The general results are used to apply adaptive tracking con-
trol of fully actuated standard PH systems. Tracking control
is realized by transforming a system into an error system
and then asymptotically stabilizing the error system. We ex-
tend results presented in [3] for tracking control to realize
adaptive tracking control. The adaptive tracking methods
presented in [7] and [5] for EL systems have the disadvan-
tage of losing structure: the error system is passive but is not
an EL system. These methods also require a redefinition of
the error signal and additional tuning. With the proposed PH
adaptive control scheme the PH structure is preserved and a
redefinition of the error signal is not necessary. In the near
future we plan to verify the adaptive scheme by experiments
applied on a planar manipulator system. We also want to in-
vestigate how performance is affected when bounds on the
parameter errors are available.
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Recently, in [1] it has been established that the classi-
cal problem in electrical engineering of optimizing energy
transfer from an alternating current (ac) source to a load
with non-sinusoidal source (but periodic) voltage is equiv-
alent to imposing the property of cyclo-dissipativity to the
source terminals. Since this framework is based on the
cyclo-dissipativity property, see [2], the improvement of the
power factor is done independent of the reactive power def-
inition, which is a matter of discussions in the power com-
munity, see [3].
Using the cyclo dissipativity framework the classical capac-
itor and inductor compensators were interpreted in terms of
energy equalization, see [1] for more details. And we have
presented an extension of this result in [4] where we consid-
ered arbitrary LTI lossless filters, and proved that for general
lossless LTI filters the PF is reduced if and only if a certain
equalization condition between the weighted powers of in-
ductors and capacitors of the load is ensured. Although the
aforementioned results were obtained by considering non-
linear loads, the generator was assumed to be ideal, that is,
with negligible impedance. However, there are some practi-
cal cases where the source impedance becomes significant.
We consider the energy transfer from a known voltage
source vs to a given a fixed load iℓ, see Figure 1. The stan-
dard approach to improve the PF is to place a lossless com-
pensator, Yc, between the source and the load. The PF com-
pensation configuration considered here is depicted in Fig-
ure 2.
In this work, we formulate the power factor compensation
problem in a way that the explicitly accounts for the effects
of a non-neglible source impedance, Zs, on the load voltage
and current. We prove in this way that cyclo-dissipativity
provides a rigorous mathematical framework useful to ana-
lyze and design power factor compensators for general non-











Figure 2: Load Compensation in a power delivery system
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Ariadne [1] is a software tool for analysis and verification of
the evolution of hybrid systems, which are dynamic systems
comprising both discrete and continous evolution. The dis-
crete evolution is given by a finite automaton with transition
law q′ = γ(q,e), and the continuous evolution is governed
by the equations
x˙= fq(x); x′ = rq,e(x); cq,e(x) = 0, (1)
where cq,e is the guard condition for event e to occur in
mode q, and rq,e the corresponding reset-map. The main
functionality of the tool is to compute the reachable set of
the system evolution from the initial set X0.
2 Functional Calculus
At the core of Ariadne’s implementation is a calculus for the
manipulation of functions. Given a function f : Rn → R, a
model of f is a triple fˆ = (D, p,e) such that p is a uniform
approximation for f on D with error e :
supx∈D |p(x)− f (x)| ≤ e. (2)
The function models used in Ariadne are known as Tay-
lor models [2] which are approximations by scaled polyno-
mials with floating-point coefficients on coordinate-aligned
boxes. Taylor models support basic operations of arithmetic,
composition and antidifferentiation with guaranteed bounds
on the errors introduced by the approximation. Numerical
roundoff error is handled using interval arithmetic.
3 Computation of the evolution
The intermediate sets reached during the evolution are de-
scribed as constrained image sets of the form
S= h(D∩g−1(C)) = { f (x) | x ∈ D∧g(x) ∈C}. (3)
The set S is approximated using function models hˆ and gˆ,
yielding an enclosure for the true evolved set. Previous ver-
sions of Ariadne used image sets S= f (D) and zonotopes as
enclosures, but these were found to be too restrictive.
The reset map r can be computed by function composition,
r(S) = r ◦h(D∩g−1(C)). (4)
A function model φˆ approximating the flow φ of x˙= f (x) is
computed using a rigorous version of Picard iteration:




The guard sets are handled by computing the crossing time
γ(x) satisfying
c(φ(x,γ(x)) = 0 (6)
using a interval Newton method. This is not possible in
the case of tangential crossings, so the constraints are in-
troduced explicitly.
The global evolution of a hybrid system is computed by
gridding the state space into a union of boxes, computing
the evolution for each box over a given time interval [0,T ],
and finally over-approximationing the reached and evolved
sets on the grid. The resulting computation requires testing
whether an enclosure intersects a given box B, resulting in a
nonlinear feasibility problem
find x ∈ D such that f (x) ∈ B and g(x) ∈C, (7)
which is solved using a rigorous primal-dual interior-point
method.
4 Example
As an example of the capabilities of the tool, we dis-
play the reachable set for a watertank benchmark problem:
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1 Abstract
Linear systems subject to actuator saturation are ubiquitous
and have been the subject of extensive study. Internal stabi-
lization for this class of systems has a long history. Fuller’s
paper [?] established that a chain of intergrators with order
greater or equal to three cannot be globally stabilized by
any saturating linear static state feedback law with only one
input channel. Sontag and Sussmann [?] established that,
global stabilization of continuous-time linear systems with
bounded input can be achieved if and only if the linear sys-
tem in the absence of actuator saturation is stabilizable and
critically unstable (equivalently, asymptotically null con-
trollable with bounded control(ANCBC)). In general, this
requires a nonlinear feedback laws. However, for certain
cases, the global stabilization can be achieved by linear con-
trol laws. More precisely, the paper [?] noted that systems
which are asymptotically null controllable with bounded in-
puts can be globally stabilized by linear static state feedback
control laws if all non-zero eigenvalues on the imaginary
axis are semi-simple (geometric and algebraic multiplicities
are equal) while zero is allowed to be an eigenvalue whose
Jordan blocks can be at most of size 2×2 (which are associ-
ated with double integrators). The quoted paper [?] does not
give a full proof of this result. In this paper we prove this
result. Moreover, this proof is constructive.
Another issue is that in the literature, there is this general
belief that if there are Jordan blocks of size greater or equal
to three associated to an eigenvalue in zero then we need
nonlinear controllers. This is a misconception. Such a mis-
conception is possibly based on a misreading of the result of
[?]. One should emphasize that the beautiful result of Fuller
does not claim anything beyond static state feedback con-
trollers for chains of integrators. In this paper we illustrate
this issue by showing that a triple-integrator with multiple
inputs subject to actuator saturation can be globally stabi-
lized by a linear static state feedback. This is clearly a first
step towards a better understanding when nonlinear static
state feedbacks are needed.
Two general open problems are still unresolved; (1) under
what conditions one can utilize a linear static state feedback
control law to globally stabilize a linear system subject to
actuator saturation?, and (2) under what conditions one can
utilize a linear dynamic state feedback control law to glob-
ally stabilize a linear system subject to actuator saturation?
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1 Abstract
Stability analysis for hybrid systems is a much harder prob-
lem than for smooth systems. The reason appears to be the
interplay between continuous time driven dynamics and dis-
crete event driven dynamics. See [1, 2, 3, 4] and the refer-
ences therein.
In this paper we study a seemingly simple situation: a single
linear planar system with a state reset. We derive a complete
characterization and an algorithm to determine stability. The
class of systems that we study can conveniently be modelled





Figure 1: Linear planar system with state reset
Here pi is the orthogonal projection on the x-axis. The ma-
trix A is Hurwitz and the state is reset by orthogonal projec-
tion on the x-axis whenever the state trajectory crosses the
line l : y = kx. Although A is Hurwitz, the state reset may
lead to instability. The problem is particularly interesting for
systems with oscillatory behavior, therefore we restrict the
attention to matrices with complex conjugate eigenvalues:
λ = α ±β i,α < 0,β 6= 0 (1.1)
For ease of reference we define
A= {A ∈ R2×2|spec(A) = α ±β i,α < 0,β 6= 0}.
The following problems are treated:
1. Find a criterion that for a given pair (A, ℓ) determines
its stability properties.
2. For a given matrix A, find all switching lines ℓ for
which the system is (asymptotically) stable.
3. For a given switching line ℓ, find all matrices A for
which the system is (asymptotically) stable;
2 Conclusions
We have derived necessary and sufficient conditions for sta-
bility of planar linear systems with state reset. A geometry
driven parametrization of all systems with given spectrum
enabled an analysis on the flow of the system rather than on
the equations making the approach to a large extent behav-
ioral in nature.
The ideas sketched here can be extended to higher dimen-
sions at the cost of a considerable more involved analysis.
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Piecewise affine dynamical models arise in various con-
texts of system and control theory. When these models
are given by differential equations with discontinuous right
hand sides [1], existence and uniqueness of solutions be-
come a nontrivial issue. Such models are typically studied
in the framework of differential inclusions with the so-called
Filippov solution concept. Existence of Filippov solutions
require very mild conditions in general. Applied to piece-
wise affine systems, one can readily guarantee existence
of solutions. However, conditions guaranteeing uniqueness
(e.g. one-sided Lipschitzian property or monotonicity-type
conditions) for general differential inclusions impose quite
strong requirements for piecewise affine systems. In this pa-
per, we introduce less restrictive conditions that guarantee
uniqueness of solutions.
2 Bimodal piecewise affine systems
For given matrices (A1,e1),(A2,e2) ∈ Rn×n × Rn and
(c, f ) ∈ Rn×R,c 6= 0, define the set-valued functions F , G
: Rn⇒ Rn as
F(x) =
 {A1x+ e1} if y< 0{A1x+ e1,A2x+ e2} if y= 0{A2x+ e2} if y> 0
and G(x) = conv(F(x)) where y= cT x+ f and conv(S) de-
notes the convex hull of the set S. Consider the bimodal
piecewise affine system given by the differential inclusion
x˙(t) ∈ F(x(t)) (1)
where x ∈ Rn is the state. In case, the implication
cT x+ f = 0=⇒ A1x+ e1 = A2x+ e2 (2)
holds, the set-valued maps F and G boil down to single-
valued Lipschitz continuous functions. In this paper, we
study the general case where (2) may not hold. Various
solution concepts exist for differential inclusions (see e.g.
[2, 3]).
This paper focuses on Carathe´odory and Filippov solutions
to the system (1).
An absolutely continuous function x : R→ Rn is said to be
a solution of the bimodal system (1) for the initial state x0
in the sense of: Carathe´odory if x(0) = x0 and the differen-
tial inclusion (1) is satisfied for almost all t ∈ R; Filippov
if x(0) = x0 and the differential inclusion x˙(t) ∈ G(x(t)) is
satisfied for almost all t ∈ R.
The main goal of the paper is to investigate uniqueness of
Filippov solutions to the differential inclusion (1) and its
consequences. We will present a set of necessary and a
set of sufficient conditions for uniqueness of Filippov so-
lutions. Also we will derive conditions under which every
Filippov solution is a Carathe´odory solution. These condi-
tions will be shown to be sufficient to rule out the so-called
Zeno (chattering) behavior. Finally, the paper closes with a
comparison of the presented results to those obtained in [4]
for linear relay systems and to those obtained in [5] and [6]
for piecewise linear bimodal systems.
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Complexity issues play an important role in many areas of
science and engineering. Within computer science, the prob-
lem of verifying properties of programs involving concur-
rent processes is known to be computationally challenging
due to the problem of state explosion. As a result, straight-
forward approaches to formal verification such as simulating
all possible executions of a program usually fail. To deal
with the inherent complexity, simulation relations were in-
troduced by Milner [6]. Expressing both the program and
the property in the same language – in the area of verifica-
tion mostly as labeled transition systems – and then relating
them by constructing a simulation relation ensures that the
given system behavior matches the desired specification. To
reduce the complex verification task for the overall system,
compositional analysis techniques can be employed. The
main idea of compositional reasoning is to decompose proof
obligations for the whole interconnected system into obliga-
tions for components which computationally are more effi-
ciently solvable. Complementary to compositionality is the
idea of assume-guarantee reasoning which can be used when
properties of individual components can not be verified di-
rectly ([7]). The key principle is to restrict the behavior of
a subsystem to a specific environment by interconnecting
it with a subsystem representing parts of the specification.
Examples of compositional and assume-guarantee reason-
ing for labeled transition systems and hybrid systems can be
found in the computer science literature, see e. g. [2] and
[3].
The goal of the current research is to make compositional
techniques applicable to analyze linear continuous-time sys-
tems. This is motivated by the fact that models of engineer-
ing systems have similar features as models of concurrent
processes. Firstly, the number of state components is of-
ten large, e.g. for chemical plants, mechatronic systems
or discretized PDE models. Secondly, interaction between
subprocesses is characteristic for various control problems
such as decentralized control where a global control target
is solved by the interplay of local controllers and plant sub-
systems. Simulation relations for continuous-time systems
can be described using geometric control theory, see [1], [8]
and [10]. Moreover, they are used to abstract a system by a
lower-dimensional one, generally exhibiting nondeterminis-
tic behavior ([9]). In this work, simulations relate the given
with the desired system model, both expressed as intercon-
nections of linear continuous-time systems. Compositional
and assume-guarantee reasoning then allows to replace the
simulation relation of the interconnections by relations in-
volving only less complex components of the overall sys-
tem. Thus, properties can be checked with less computa-
tional effort. This theory extends results previously obtained
for linear ([5]) and hybrid systems ([4]).
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1 Abstract
Bifurcation analysis is a powerful tool for the analysis of
ODE-models with limited variables. Typically, a few pa-
rameters are selected for variation (so-called bifurcation pa-
rameters), after which it is evaluated how the qualitative be-
haviour of the system changes under these parameter varia-
tions (e.g. from stable steady state to limit cycle). Thusfar,
these analyses have mostly been focussed on local phenom-
ena, where the qualitative behavioural changes are coupled
to bifurcations that can be found by evaluating the local state
space (i.e. Jacobian matrix and its eigenvalues), so steady
states and limit cycles.
In this research we have shifted the attention to bifurcations
of orbits through state space, that cannot be found by means
of the Jacobian matrix. Such orbits connect saddle equilib-
ria and/or saddle cycles, known as homo- and heteroclinic
orbits. The bifurcations of such orbits are named global bi-
furcations. Although their existence has been known for
several decades already, the numerical techniques to actu-
ally detect and continue them as functions of parameters
have only been developed quite recently, among them Beyn
(1994), Champneys and Kuznetsov (1994), Dieci and Re-
baza (2004). In collaboration with others we have devel-
oped new techniques, based on the adjoint Jacobian ma-
trix, for the detection and continuation of point-to-cycle and
cycle-to-cycle connecting orbits (Doedel et al., 2008, 2009).
These techniques have been incorporated as extensions of
the well-known bifurcation software package AUTO (Doedel
et al. , Concordia University).
With the coming of the technique, there is also room for in-
terpretation of the obtained results of the application. In the
presentation I will focus mainly on some ecological exam-
ples of the application of the newly developed techniques. It
is found that these techniques give robust results, and give
rise to re-interpretation of old model analyses. One specific
and simple example is the Allee-model, where it is found
that a limit cycle, in contrast to earlier claims, does exist,
but is almost immediately destroyed again by a homoclinic
bifurcation (Van Voorn et al., 2007). Finally, despite the eco-
logical context, there is room for a broad application of the
discussed techniques, for instance in Systems Biology.
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1 Introduction
Service load simulation are widely used in automotive en-
gineering for durability test, NVH test and etc. The key
technique behind is the road profile development, namely
given the response signals at different reference points on
the vehicle body, to derive the road profile input at the tire
patch on the testrig, such that the outputs at the reference
points match the response signals measured from track test
drive as close as possible. This technique is often termed
as RPC (Remote Parameter Control) or TWR (Time Wave-
form Replication), which employs ILC (Iterative Learning
Control) in frequency domain[1] to accomplish the job.
Uk+1( jω) =Uk( jω)+G−1( jω)Ek( jω) (1)
with k the iteration index, Uk( jω) the DFT of kth iteration’s
input, G( jω) the FRF matrix of the system and Ek( jω) the
DFT of kth iteration’s tracking error (ek = yr− yk).
A new model inversion approach based on numerical opti-
mization in time domain was developed for the system with
a sudden change of the dynamics. Assuming the system be-
fore and after the switch time are both linear respectively,
and of course results in two different linear models. The pro-
posed method can switch the model properly for each part
during the process of inversion. The following time domain
ILC update law is used to refine the input signal.
uk+1(t) = uk(t)+Qk[G−1(yr(t))−G−1(yk(t))] (2)
with yr(t), yk(t) the reference signal and the kth iteration’s
output respectively, Qk the kth iteration’s update scaling fac-
tor, G the model of the system (possibly nonlinear, or dif-
ferent linear models), the latter is the case that this paper
mainly deals with.
2 Problem Formulation
Consider the following discrete time model of the system{
x(t+1) = f (x(t),u(t))
y(t) = h(x(t),u(t))
(3)






f (x(t),u(t))− x(t+1) = 0 for t = 0,1, . . .N−1 (4b)
with Q and R the weighting matrix on the predict tracking
error and the change of input respectively.
The Problem (4) can be solved by constrained Gauss-
Newton methods[2]. Note that the design variable also in-
clude the states variable x of the system, which means it
already contains an observer. This enable us to switch the
model during the process of model inversion. In order to
cope with two different models in the whole trajectory, we
borrow the idea of moving horizon from MPC to split the
whole trajectory into pieces (whose length is equal to the
predicted horizon Nh), and solve each piece using the states
information from the previous piece separately. Let’s de-
note the change moment ts, the system’s model before ts as
Model 1, and after ts as Model 2 respectively, the whole pro-





















Figure 1: Moving horizon technique
3 Numerical and experimental validation
The proposed approach was validated numerically, the ex-
perimental validation is an ongoing programme. The results
will be available in the near future.
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Introduction
The trend in the semi-conductor industry is still prescribed
by Moore’s law which states that the resolution of chips will
increase while the costs per functionality will decrease. To
comply with this law, positioning systems of lithography
machines need to become faster and more accurate. To make
the system faster, higher accelerations are required. New-
ton’s Laws prescribe that this can either be done by apply-
ing higher forces, or by reducing the weight of the system.
The first option is less favorable, since stronger actuators
consume more power and produce more heat, which dete-
riorates the performance of the system. An alternative to
increase productivity of lithography machines is to increase
the standard wafer diameter from the current 300 mm to 450
mm. But, both larger and lighter stages will be more flexi-
ble, which can interfere with the accuracy of the positioning
system. This motivates research on the control of high pre-
cision flexible motion stages. This abstract discusses some
of the challenges that will be faced in this research area.
1 Conventional controllers
Currently, most high precision motion systems are con-
trolled using geometric decoupling and single-input-single-
output (SISO) controllers. Assume that the goal of the con-
troller is to achieve good performance at a certain point on
the system, denoted by z. The measurement of the position
of the system y is typically not performed at the location
z, but since it is assumed that the system is rigid, a simple
geometric transformation can be used to compute z from y.
Moreover, by using geometric decoupling, it is even possi-
ble to compute z for all axes in the system separately.
2 Control of flexible motion stages
The approach of the previous section cannot be followed if
the system is not rigid, but flexible. In flexible systems the
performance z and the measurement y are no longer related
via a static, but a dynamic relation. The control problem is
visualized clearly by the standard plant formulation, as de-
picted in Figure 1. It shows that y 6= z. The derivation of a
control signal to get performance at z using an input u based
on a measurement y will be topic of research. Different con-
trol strategies such as inferential control modal control, H∞






Figure 1: Standard plant system representation. The plant P is
controlled with controller C, by applying an input u
based on a measurement y. Note that the disturbances
w and performance z are different from u and y.
Conventionally, there will be as much actuators in the sys-
tem as there are rigid body modes. But the extra dynam-
ics in the system will probably require more actuators than
rigid body modes to suppress the internal dynamics. In this
research, it will be studied, whether extra actuators can be
used to improve the performance of the system. When the
number of actuators is larger than the number of rigid body
modes, the terminology overactuated or non-rigid body con-
trol is used.
The term performance has been mentioned a few times now,
but presently it is even not clear yet what the performance
needs to be for this system. This also depends on the chosen
strategy. One approach could be to damp all internal dy-
namics. This would give a spatially distributed performance
specification. An other approach could be to position the
point of interest very accurately while the rest of the sys-
tem is allowed to be in motion. This leads to a performance
specification at a certain point on the geometry.
3 Conclusion
A few issues regarding the control of flexible high precision
motion stages have been discussed. The key feature of these
systems is that the control can no longer be done with de-
coupling and SISO controllers. The spatial distribution of
the system and its internal dynamics have to be taken into
account when the system is flexible.
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1 Introduction
Hybrid transmissions give a significant improvement in fuel
economy as shown in many vehicles. However, current
battery-based systems are relatively expensive, due to large
battery packs and additional motor/generator(s). As a low-
cost alternative, the ”mecHybrid” project was initiated to de-
velop a mechanical hybrid module using a flywheel system
and a pushbelt Continuously Variable Transmission (CVT)





Figure 1: Hybrid topology with flywheel (F), engine (E),
wheel load (L), CVT, clutches and brake.
This concept uses the CVT to energize the flywheel (F) with
wheel load (L) during regenerative braking and to retrieve
energy during flywheel driving. To make maximum use of
the recuperation energy, the CVT should be controlled by
changing the speed ratio such that the hybrid system is op-
erated at the most efficient points [1].
2 Problem formulation
This study focuses on the approach and results of efficiency
experiments on the CVT, under regenerative braking and fly-
wheel driving conditions. The experimental results form a
solid basis for future work on an efficiency model of the
CVT, which is valuable for an Energy Management Strat-
egy that makes optimal use of the recuperation energy.
3 Approach
Experiments are performed on a test rig with two electric
motor/generators tracking prescribed speed and torque set-
points, representing the flywheel and wheel load, see Figure
2. For the CVT, a controller is designed to track the pre-
scribed speed ratio under flywheel conditions, i.e., with pos-
itive and negative powerflows. A velocity profile is chosen
with constant velocities (30 and 50 km/h) and accelerations
(± 0.8 m/s2) that are common in drive cycles, see Figure 3.
CVT Motor/Generator
Torque and Speed Sensors
F LMotor/Generator
Figure 2: Test setup.
4 Experimental results and conclusions
The experimental results are shown in Figure 3. Observe
that the CVT can be used very efficiently for regenerative
braking, as the efficiency is relative very high during
acceleration, medium vehicle velocity and deceleration.
Based on these results it can be concluded that ”mecHybrid”
can be a promising design solution for efficient hybrid ve-
hicle propulsion, which will be the focus for future research.

































Figure 3: Transmission efficiency of a CVT during flywheel
driving and regenerative braking.
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Batch crystallization is a key separation and purification step
in the pharmaceutical, food, and fine chemical industries,
with a significant impact on the efficiency and profitability
of the overall process. In view of the fierce economic com-
petition between the companies manufacturing high value-
added crystalline products, there is an ever-increasing inter-
est in optimal operation of batch crystallization processes in
order to boost the process productivity, while satisfying the
stringent market-driven product quality requirements.
In recent years, the advent of process analytical technology
in addition to the development of computationally powerful
modeling and optimization tools have paved the way for on-
line model-based control of batch crystallizers. The model-
based control approach allows seeking a trade-off between
the conflicting product quality and process productivity con-
siderations, while honoring various operational constraints.
This work presents a generic nonlinear model-based control
approach for optimal operation of industrial seeded batch
crystallizers. As the cornerstone of the control approach, the
population balance modeling framework in its most general
form enables the application of the controller to a wide range
of industrial batch crystallization systems. In order to en-
sure the viability of the model-based controller for real-time
implementations, the direct multiple shooting optimization
strategy is adopted to transform the optimal control problem
into a nonlinear programming problem with special struc-
ture that can be efficiently solved by state-of-the-art large-
scale nonlinear optimization solvers. The underlying pop-
ulation balance model is solved by a high order finite vol-
ume method in combination with a flux limiting function.
While possessing a relatively low computational burden, the
numerical scheme is well capable of resolving the sharp dis-
continuities and steep moving fronts commonly encountered
in simulation of seeded batch crystallization processes.
The model-based control approach has been applied to a
semi-industrial fed-batch evaporative crystallizer. Simula-
tion results reveal that the performance of the controller is
largely dependent on the coarseness of the finite volume grid
mesh adopted for discretization of the population balance
equation. A coarse grid mesh typically gives rise to struc-
tural plant-model mismatch that may significantly deterio-
rate the effectiveness of the controller in terms of the refer-
ence trajectory tracking. In order to eliminate the adverse
effect of the structural model imperfection, the performance
objective function of the optimal control problem has been
modified such that the discrepancy between the predicted
value of the controlled process variable, i.e. crystal growth
rate, and its measured value inferred from the concentration
measurements is accounted for. This in turn avoids product
quality degradation, as well as loss in the batch productivity.
Furthermore, to be able to effectively diminish the detrimen-
tal effects of parametric model imperfection and process un-
certainties on the performance of the model-based control
approach, the controller has been implemented in an out-
put feedback fashion where a moving horizon estimator is
utilized to recursively estimate the system states based on
the available on-line measurements. The simulation results
clearly show that the output feedback application of the con-
trol approach restores the efficacy of the optimal profiles in
the presence of process uncertainties. Effective fulfillment
of the crystal growth rate constraint in the latter case leads to
increased production of larger crystals with the desired prod-
uct quality attributes. The performance of the model-based
control approach has also been experimentally validated on
the semi-industrial fed-batch evaporative crystallizer. It is
shown that that real-time application of the control architec-
ture leads to a substantial increase in the batch productivity,
while preserving the product quality requirements.
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1 Introduction
A particular challenge in the Mechatronics is the integration
of diverse technologies from different areas of engineering
and science.
We present a design of a badminton playing robot. The robot
integrates several distinct and inter-operating sub-systems.
The subsystems in question are dealing with visual recog-
nition of the flying shuttle, estimation of its trajectory and
possible interception points, moving the robot to the inter-
ception point and performing the interception hit.
Mechanical design of the robot and embedded hard real-
time and soft real-time system programming on distributed
computing platforms are also an important part of the real-
ization.
2 The visual system
The visual system has two high-definition black and white
cameras with sampling rate of 100Hz. These cameras pro-
vide sufficient resolution and information to detect the prob-
able locations of the flying shuttle. The related optical dis-
tortions are compensated and the cameras are calibrated to
measure accurately the positions of objects. A visual detec-
tion algorithm was designed, which is able to localize the
fast moving shuttle.
3 The trajectory estimation and interception system
Using the data from the visual system, the probable tra-
jectory is estimated and a point on the trajectory is cho-
sen where the interception should occur. The estimation of
the trajectory is performed using an extended Kalman filter
which is based on a simplified analytical model of shuttle-
cock motion that includes drag, but neglects lift and spin.
The initial estimates are approximate, but converge rapidly
and can be used to predict the motion of the shuttlecock
with the required accuracy. This prediction is used to an-
alyze and propose reachable interception points taking into
account the current coordinates of the robot and its acceler-
ation and speed limitations.
4 Actuation system
The actuation system receives the target coordinates of the
interception point and positions the robot at the location
where the hit motion should happen. The main challenge
is due to the very limited time for this move and the high de-
gree of uncertainty especially at the beginning of the move
when the shuttle trajectory is not known well. Thus the mo-
tion trajectory should be time–optimal, but in the same time
it should be computed on the fly, as the motion occurs and
should be able to accommodate the latest information prop-
agated trough the visual, trajectory estimation and intercep-
tion parts. The motion controller should be able to take into
account and compensate disturbances that are due to nonlin-
ear coupling between axes and the approximate modeling of
mechanical parts. In the same time it is required to be suf-
ficiently simple to be implementable to the real hardware in
real time.
5 Mechanical design
The mechanical design of the robot was very challenging
due to the extremely high acceleration requirements. Several
alternative mechanical configurations were analyzed during
the concept phase. Some of them were rejected, some of
them may be implemented on the later stages of the project.
6 Software
The diversity of sub–systems is reflected in the soft-wares
used. It is very difficult to find a single vendor, who can
provide end–to end solutions for all the requirements set for-
ward by the different tasks. Also, the computational load is
quite significant. Thus the system is divided on several com-
puting platforms. Special effort is made to keep the costs
low, while extracting maximum performance.
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1 Introduction
Detection and classification of nonlinearities in motion sys-
tems becomes of increasing importance with high demands
on (closed loop) performance. This contribution1 illustrates
and compares two methods used to detect and classify non-
linearities. The results are illustrated by utilizing the dis-
cussed methods to identify the dynamics of a high precision
industrial motion stage as depicted below.
2 Abstract
In this contribution two methods are compared that aim to
measure both the linearized dynamics and the influence of
nonlinearities. First, a broadband signal is used to measure a
linear approximation of the systems dynamics. This method
uses multisine signals [3] with identical amplitude spectrum,
but randomly distributed phases [4]. Averaging over multi-
ple periodic responses to the same signal and over multiple
realizations of the random phase multisine allows the com-
putation of the level of nonlinearities and external distur-
bances separately. This yields both a linear approximation
of the systems dynamics and the amount of nonlinear ’dis-
turbance’ as a function of frequency. Second, single sine
based measurements are used to measure the Higher Order
Sinusoidal Input Describing Functions (HOSIDF) [1, 2] of
1This work is carried out as part of the Condor project, a project un-
der the supervision of the Embedded Systems Institute (ESI) and with FEI
company as the industrial partner. This project is partially supported by the
Dutch Ministry of Economic Affairs under the BSIK program.
the system under test. HOSIDFs describe the response of
the system by describing not only the ’direct’ response (gain
and phase shift) of the system at the input frequency, but
by describing the response at higher harmonics of the input
frequency as well. This yields a quantitative measure of the
power generated by nonlinearities at harmonics of the input
frequency as a function of this frequency and the signal am-
plitude. In this contribution these methods are utilized to
acquire a non-parametric model for an industrial high pre-
cision stage. The effects of and sources for nonlinear influ-
ences are discussed for this particular case as well.
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In some applications the considered real-life systems do not 
satisfy the time invariant condition. For that reason it is 
convenient to extent the framework of LTI-systems to 
systems that might evolve over time. There exist a wide range 
of applications where the treatment of time-varying systems 
is indispensable (e.g. flight flutter analysis, pitting corrosion 
in metals, periodically time-varying robot, etc.). When the 
time variation is forced experimentally one can choose 
between periodically, arbitrary (non-periodically) or hold 
(piecewise constant variation) configurations for the external 
(scheduling) parameter(s). This article deals only with 
imposed external scheduling parameters that are periodically 
varying over time; we talk about Linear Periodically Time-
Varying (LPTV) systems. These kinds of systems that will be 
discussed in this paper can be described by linear, SISO 
(single-Input, Single-Output), lumped, continuous time, 
ordinary differential equation with periodically time 















with ݑ௢ሺݐሻ  &  ݕ௢ሺݐሻ  א  Թ  respectively the undisturbed input and 
output time signals. The periodically time-varying parameters 
ܽ௡ሺݐሻ   &  ܾ௡ሺݐሻ in eq. (1) are approximated by means of Fourier 
series (multisines, [1]).  
 
2 Frequency Domain Description 
 
Contrary to most current identification methods that are yet 
available [2], the identification will be performed in the 
frequency domain (as in [1]). During the experiment design 
we assume that the excitation signal and the periodically 
scheduling parameters are synchronized such that the 
transformation to the frequency domain can be done without 
leakage and aliasing errors. If this assumption is made, then 
eq. (1) could be transformed by Fourier transform properties 
and hence eq. (1) becomes: 
 













where ்ܷሺΩ௟ሻ & ்ܻ ሺΩ௟ሻ denotes respectively the windowed, 
sampled input-output spectra defined at the discrete 
frequencies Ω௟ ൌ ݆ ଶగሺ௟ାଵሻ்  with ܶ the length of the (measured) 
rectangle time window. The spectra in eq. (2) can exactly be 
replaced by the Discrete Fourier Transform (DFT) if the 
assumption mentioned above is valid. The time-invariant 
system parameters ܣ௡,௞ & ܤ௡,௞ in eq. (2), which appear in their 
Fourier series representations, are the periodic coefficients of 
the periodically time-varying parameters ܽ௡ሺݐሻ & ܾ௡ሺݐሻ. 
 
3 System Response 
 
From eq. (2) the system response can easily be obtained if the 
system parameters ሺܣ௡,௞ & ܤ௡,௞ሻ and the excitation spectrum 
்ܷሺΩ௟ሻ (multisine, [1]) are known. A simulation example of 
how the response of a LPTV-system in the frequency domain 




Fig. 1. This figure shows the output spectrum of a LPTV-system. The excited lines 



























As we can see from Fig. 1, the main contribution of the 
spectrum is concentrated around the excited lines, but there is 
still energy present between the adjacent lines. These skirt-
like signals are due to the (shifted) periodic coefficients 
ሺܣ௡,௞ & ܤ௡,௞ሻ (i.e. normalized spectrum of the system 




The identification will be done in the frequency domain 
within an errors-in-variables framework. One attempts to find 
the periodic coefficients ሺܣ௡,௞ & ܤ௡,௞ሻ in such way that model 
(2) matches the deterministic part of the system as well as 
possible, so that the noise is eliminated as much as possible. 
A frequency domain simulator will also be built to solve the 
model (2) efficiently without making any use of time 
integration solvers. The simulator will be used to validate the 
estimated model. The identification algorithms will be 
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1 Introduction
In many engineering applications the assumption of
time invariance is not fulfilled. Consider for instance
the identification of the resonance frequency and the
damping of the wings of a plane. These are functions
of the flight speed and the height and, thus, are time-
varying while flying. The ability of identifying time-
varying models on these kinds of systems is more than
welcome.
Contrary to most previous works (e.g. [3]), frequency
domain methods are used. These have proven their use-
fulness in system identification for the efficient selection
of a desired frequency band of interest and the immedi-
ate identification of continuous-time linear models from
sampled data in a band-limited measurement setup [1].
2 Problem formulation
The considered systems are assumed to fulfil a linear














where u(t) and y(t) are the input and output signals re-
spectively. Both αn(t) and βn(t) are real valued piece-
wise polynomials in the time t and are responsible for
the time varying character of the system. They are
modelled as linear combinations of Legendre polynomi-
als in t. The dynamics of the system are modelled as
linear combinations of Legendre polynomials in s (the
Laplace variable).
The identification problem consists of estimating the
system parameters, namely the coefficients of these Leg-
endre polynomials. The cost function chosen is the sum
of the squared absolute values of the difference between
the left hand side and the right hand side of (1), after
conversion to the frequency domain. It will be shown
how the regression matrix of the resulting linear total
least squares (TLS) cost function can be computed very
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easily by using discrete Fourier transform algorithms.
The resulting leakage errors are taken care of.
The advantage of using Legendre polynomials instead
of modelling the dynamics as combinations of simple
monomials in s is that the energy of the first is nicely
spread over the whole frequency band. This circum-
vents the drawback that higher weights are given to the
higher frequency bands when using simple monomials
as basis functions [2] and, thus, usually gives better es-
timates. This is illustrated on a simulation example
in Fig. 1. The mean error on the estimated instanta-
neous transfer function when using Legendre polyno-
mials (black dashed line) is about 15 dB smaller than
the error when using monomials (grey dashed line), es-
pecially at the low frequencies. Before running the es-
timator, both the input and the output signals were
corrupted by coloured noise. The signal-to-noise ratio
was 25dB.










Figure 1: Simulation Results. Full thin black line: actual
instantaneous transfer function. Full thick grey
line: estimated instantaneous transfer function.
Black dashed line: mean error when using Leg-
endre polynomials as basis functions. Grey
dashed line: mean error when using simple
monomials as basis functions.
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1 Introduction
In this presentation, we will address the following MIMO
identification problem. The objective is to identify an Out-
put Error (OE) model in matrix fraction description (MFD)
for a MIMO plant. This plant is unstable and has high order
dynamics, including very lightly damped resonances. Ex-
citation signals must be kept small to avoid non-linear dis-
tortions. Consequently, the signal-to-noise ratio (SNR) is
limited.
From the characteristics of the problem, we derive the fol-
lowing constraints for the identification approach. First, due
to the unstable nature of the plant, the identification exper-
iments need to be performed in a stabilizing closed-loop.
Second, in order to compensate for the limited SNR, large
data sets need to be created. Careful experiment design is
needed to allow data set reduction while achieving optimal
noise reduction. Last, the model set selection results in a
high-order non-linear optimization problem. An iterative
scheme is needed that ensures optimality upon convergence.
2 A two-step frequency domain approach
A two-stage frequency domain approach to this problem will
be presented. In the first stage, the objectives are to deal
with the closed-loop nature and to achieve a large reduction
of the data set. This is realized by non-parametric estimation
of the multivariable Frequency Response Function (FRF) of
the open-loop plant. Hereto the closed-loop is excited with
orthogonal random-phase multisine signals, which results in
estimates of the FRF with least variance compared to other
common excitation signals [1]. Using the excitation as in-
strumental variable, an estimate of the FRF can be obtained
that is asymptotically unbiased.
Let {G( jωk)}, k = 1..N denote the estimated FRF of the
open-loop plant. The objective in the second step is to find





‖W (ωk).∗ (G( jωk)−B( jωk,θ)A−1( jωk,θ))‖2F
Here, the model is represented in right-MFD; a similar ex-
pression can be given for model representations in left-
This research is supported by MicroNed and the Delft Center for
Mechatronics and Microsystems.
MFD. The cost is Schur-weighted with weighting function
W (ωk). For the weighting, estimates of the variance of the
FRF are used, which can be computed using the periodic na-
ture of the excitation. The frequency grid {ωk}, k = 1..N is
chosen such to have high density at the relevant frequency
ranges.
A well-known iterative approach to minimize the nonlinear
cost function V (θ) was first formulated by Sanathanan and
Koerner [2]. A disadvantage of this approach is that in gen-
eral convergence of the iterations does not imply minimiza-
tion of V (θ), which inevitably leads to modeling errors. To
overcome this, an alternative procedure is used, which en-
sures optimality upon convergence. This algorithm is known
for time-domain identification (SRIV), and was formulated
for frequency domain identification in [3]. Here we gen-
eralized this formulation to MIMO identification of models
in matrix fraction description. The iterative algorithm in-
volves computation of a linearization of ∂∂θV (θ) at estimate
θk, which is equated to zero to find θk+1.
3 Results
This approach is applied to a high-speed micro-milling
AMB spindle yielding favorable results. A total number of
±126 mln samples is measured in step 1, and used to com-
pute an estimate of the 4× 4 open-loop FRF matrix at 858
frequencies. A total number of 288 parameters is estimated
in step 2, yielding a parametric model that has very good
correspondence to the estimated non-parametric FRF in all
relevant frequency areas. Comparison of the pole locations
of the estimated model to those of a first principles model
reveals a similar structure, indicating the validness of the
approach.
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1 Abstract
Numerous Finite Impulse Response (FIR) system identifica-
tion methods have been proposed in the literature on blind
system identification. These methods are widely used in
many signal processing applications such as channel equal-
ization in data communication, time delay estimation, ar-
ray processing, source separation, etc. An important fam-
ily of blind equalization algorithms identify a communica-
tion channel model based on fitting higher order cumulants.
An interesting property of high order statistics (HOS) tech-
niques is that they are insensitive to additive colored Gaus-
sian noise. HOS based methods are very useful in dealing
with non-Gaussian and/or nonminimum phase linear sys-
tems. HOS-based methods pose a nonlinear optimization
problem that can be reformulated [1] in terms of the com-
putation of the Canonical or Parallel Factor Decomposi-
tion (CANDECOMP/PARAFAC) of a 3rd-order tensor com-
posed of 4th-order output cumulant values.
This 3rd-order tensor has certain symmetry properties, and
its factors in the PARAFAC decomposition have a Hankel
structure.
The algorithms used to find the PARAFAC decomposition
are most often based on alternating least squares (ALS) ini-
tialized by either random values or values calculated by a di-
rect trilinear decomposition based on the generalized eigen-
value problem. ALS has two main drawbacks. First, ALS
may take a long time to converge. Second, ALS does not
preserve the symmetry properties of the original tensor.
Recently, it has been shown [2, 3] that ALS-based
PARAFAC algorithms can be significantly improved by ap-
plying an enhanced line search (ELS) procedure. Namely,
new ELS algorithms are less sensitive to local optima and
have higher convergence speed. Furthermore, ELS can be
combined with any search direction (not necessarily the
ALS direction).
On the other hand, a single-step least-squares (SS-LS) al-
gorithm has recently been proposed [1] to solve the prob-
lem. This algorithm preserves the symmetry of the tensor
that we need to decompose but it does not necessarily con-
verge monotonically.
We compute the PARAFAC decomposition by means of an
ELS algorithm. This method converges monotonically. It
preserves the symmetry and the Hankel structure. We de-
rive an explicit solution for the optimal complex step. We
compare the computation of the optimal complex step with
alternating between updates of the real and imaginary part
of the step. Our new algorithm is more accurate and more
stable than the SS-LS algorithm.
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Model reduction as an identification problem
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Many large scale (chemical) processes which are function
of more than one independent variable (e.g. space and time)
are modeled by Partial Differential Equations (PDE). These
(full order) process models are solved by different numer-
ical tools (often, CFD) which rely on discretization of the
underlying spatial and the temporal domain. Such solution
technique inherently lead to a large number of Ordinary Dif-
ferential Equations (ODEs) (sometimes upto 106−8) which
need to be solved at each time instance. The full order
process models are reliable representation of the underly-
ing process, but their large state dimension makes it diffi-
cult to simulate them by using ordinarily configured PC in
real time. Therefore model reduction or model approxima-
tion is a necessary step. Model approximation is motivated
by the possibility to get rid of the (full order) modeling re-
dundancy. There are different objectives which are aimed
at determining an approximate process model, e.g. reduc-
tion of complexity and the state dimension, maintaining the
accuracy, approximation of process nonlinearity, preserving
the invariant system properties, possibility of the extension
of the notions from the linear system theory to the result-
ing model, applicability to be used in closed loop with a
controller and an optimizer, applicability of the methods to
different physical processes without much insight into the
underlying physics, usability of the model approximation
techniques in the form of generic toolbox, etc.
Among different model approximation techniques, identi-
fication type of model approximation techniques hold lot
of promises. Some of the identification based model ap-
proximation methods are presented in [1] and the refer-
ences therein. The identification based approximation meth-
ods extensively use the availability of the states of the full
order model to infer the data based approximate models.
The methods proposed there rely on the full order model
as a simulator. Process simulators which are based on first
principle (conservation laws) models, are often used in the
chemical process industry . Such process simulators give
dynamic evolution of the states but do not give access to the
governing model equations. The identification methods are
based on the separation of the fast from the slow dynamic
patterns and subsequent identification of the lower dimen-
sional models to approximate the dynamic evolutions of the
dominant temporal patterns. The method of spectral decom-
positions can be used to infer separate the saptio-temporal
patterns.
The identification based methods treats the full order model
1Department of Electrical Engineering, Eindhoven University of Tech-
nology, P.O. Box 513, 5600 MB Eindhoven, The Netherlands, E-mail:
s.wattamwar@tue.nl.
as the plant and use the notions from the field of system
identification to identify the reduced order models. Notions
from the system identification field like design of input sig-
nals, design of experiments, parameter estimations, form of
a model structure etc. are very useful to infer computation-
ally efficient reduced order models. In particular, approx-
imate models of structure- LTI, LPV and tensorial (multi-
variable polynomial) are proposed. The resulting models
are validated on large scale benchmark examples of indus-
trial tubular reactor and glass manufacturing process. The
possibility to approximate the process nonlinearities makes
the method attractive. The proposed idea should be able to
apply to other applications from the chemical process indus-
try.
The identification approach to model reduction is relatively
new and many things still need to be done in coming future.
For example, the model quality assessment, minimization
of the mismatch between the actual process and the reduced
model, validation of the proposed methods on different pro-
cesses belonging to different model class needs to be care-
fully analyzed.
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Multi-variable distributed systems are described by sets of
coupled Partial Differential Equations (PDEs) in several
scalar- and vector-valued physical variables. Systems like
these occur frequently in different fields of science and en-
gineering, including fluid dynamics, electromagnetics and
chemistry. Trajectories of these kinds of systems can usu-
ally only be obtained using Finite Element Methods on fine
grids, leading to models that have very large simulation
times. To reduce the simulation times a model reduction
strategy can be used.
Model Reduction
Proper Orthogonal Decompositions (POD) is the only model
reduction technique that is suitable for the class of sys-
tems under consideration in this abstract. When using POD
model reduction for multivariable systems there is freedom
in the choice of spectral expansion [1]. One can use single-
variable expansions, where every physical signal has its own
spectral expansion and set of basis functions. Alternatively,
one can use lumped-variable expansions where the physical
variables are stacked into a vector giving one set of vector-
valued basis functions. For a vector of physical variables
s(x,t) ∈ Rn at position x ∈ {x1, . . . ,xNX } and time t the ex-
pansions are













where {ϕ(ℓ)1 , . . . ,ϕ(ℓ)NX } forms an orthonormal basis for RNX
for 1≤ ℓ≤ n and {ξ1, . . . ,ξn·NX } forms an orthonormal basis
for Rn·NX . In the single-variable case, basis functions are
computed through the SVD of a snapshot matrix for each
of the physical variables separately, see Fig. 1 (left). In a
lumped-variable approach, the basis functions are computed
through a SVD of a large matrix in which the snapshot data
for each of the physical variables has been stacked, see Fig. 1
(middle).
We propose an alternative to these spectral expansions by
placing the snapshot data in a multidimensional array and
using a tensor SVD to compute basis functions, see Fig. 1















where {ϕ1, . . . ,ϕNX } again forms an orthonormal basis for




















Figure 1: Overview of different approaches, t denotes time and x
denotes position.
Conclusions
In the presentation the techniques discussed in this abstract
will be applied to a benchmark example to examine their
performance. The different strategies will be compared with
respect to robustness, computational efficiency and sensitiv-
ity to scaling of the physical variables.
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The synthesis of low-order controllers or low-order ob-
servers that are designed from models often follow either
of the following two popular design strategies, as illustrated
in Figure 1:
1. A controller or observer synthesis on the basis of a
low-order plant that is obtained by applying a popular
model reduction technique on the plant model.
2. A controller or observer synthesis on the basis of the
full-order plant followed by a popular model reduc-
tion technique on the controller.
We refer to these as “reduce-then-optimize” and “optimize-
then-reduce” strategies, respectively. Although both tech-
niques lead to low-order controllers and observers, a major
disadvantage is the lack of guarantees that can be given on
closed-loop performance, stability and robustness.
Indeed, the apparent disconnect between model reduction
strategies and optimal synthesis procedures may actually
cause control relevant dynamics to be discarded in the model
reduction process of either plant or controller. Therefore we














Figure 1: Motivation for closed-loop model reduction.
2 Proposed MPC approach
We consider the reduced order control and observer synthe-
sis problems in which the desired specifications are given
in terms of H∞ performance criteria. Using dualization
and variational analysis, we derive a Hamiltonian system,
which outputs the optimal control trajectory u∗ or the opti-
mal observer impulse response ρ∗. A direct model reduction
technique on this Hamiltonian system is proposed to gener-
ate optimal control inputs or optimal estimator impulse re-
sponses directly from a low order Hamiltonian system.
In this presentation, we will focus on the design of Kalman
and H∞ observers using the introduced “direct” approach.
Performance levels will be compared with the other two
strategies. We will illustrate this observer design technique
in an application of MPC design, as illustrated in Figure 2,
using a controller designed with the same Lagrangian ap-
proach.
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u∗(tk, tk+1, . . .)
xˆ(tk)
ˆd(tk, tk+1, . . .)
y(tk, tk−1, . . .)
ρ∗
Figure 2: Modeling Predictive Control scheme.
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1 Introduction
Convergent systems form a relevant class of nonlinear sys-
tems and exhibit a unique, global asymptotically stable
(steady-state) solution that is bounded on the entire time
axis. The convergence property has been shown to be highly
instrumental in solving many control problems such as out-
put regulation, tracking observer design and synchroniza-
tion [1].
In this work, coupled convergent systems are of interest.
More specifically, a small-gain condition under which the
interconnection of two input-to-state convergent systems is
itself input-to-state convergent is presented.
2 Convergent systems
Consider the nonlinear system
x˙ = f (x,u) (1)
with x ∈ Rn, u ∈ Rm.
Definition 1. A system (1) is said to be (uniformly, exponen-
tially) convergent for a class of inputs if, for each input u(t)
in that class, there exists a solution x¯u(t) such that
1. x¯u(t) is defined and bounded for all t ∈ R,
2. x¯u(t) is globally (uniformly asymptotically, exponen-
tially) stable.
Here, x¯u(t) is called the steady-state solution for the corre-
sponding input u. A stronger stability property is the input-
to-state convergence property, which is defined as follows:
Definition 2. A system (1) is said to be input-to-state con-
vergent if it is globally uniformly convergent and for every
input u(·) system (1) is input-to-state stable (ISS) with re-
spect to the steady-state solution x¯u(t), i.e. there exist a class
KL -function β (r,s) and a classK∞-function γ(r) such that
any solution x(t) of (1) corresponding to some input u˜(t) sat-
isfies








The configuration of Fig. 1 is considered with
Σx : x˙ = f (x,z,u), (3)






Figure 1: Coupled input-to-state convergent systems
where Σx and Σz are assumed to be input-to-state convergent
with respect to the inputs z, u and x, v, respectively. Then,
a small-gain condition for the input-to-state convergence of
the interconnected system is given by the following theorem:
Theorem 1. Given Σx and Σz with gain functions γxz(r) and
γzx(r), respectively. Then, the interconnected system (3), (4)
is input-to-state convergent if there exist classK∞-functions
ρ1(r) and ρ2(r) such that
(id+ρ1)◦ γxz ◦ (id+ρ2)◦ γzx(s)≤ s ∀s≥ 0, (5)
where id denotes the identity function, i.e. id(r) = r.
The proof of the small-gain theorem consists of two parts,
which are based on results in [2] and [3], respectively:
1. The existence of a unique and bounded on R steady-
state solution [x¯Tu,v, z¯Tu,v]T for every external input sig-
nal u,v is proven.
2. Input-to-state stability of the coupled system with re-
spect to the steady-state solution, i.e. input-to-state
convergence, is proven.
4 Conclusions
A small-gain condition for input-to-state convergent systems
is presented. The result provides an analysis tool for coupled
input-to-state convergent systems and will be used in error
analysis for model reduction of coupled nonlinear systems.
References
[1] A. Pavlov, N. van de Wouw and H. Nijmeijer. Uniform out-
put regulation of nonlinear systems: a convergent dynamics ap-
proach, Birkha¨user, 2006.
[2] A. Pavlov and K.Y. Pettersen. Stable inversion of non-
minimum phase nonlinear systems: a convergent systems ap-
proach, Proc. 46th IEEE CDC, pp. 3995-4000, 2007
[3] Z.-P. Jiang, A.R. Teel and L. Praly. Small-gain theorem for
ISS systems and applications, Math. Control Signals Systems 7(2):
95-120, 1994
Book of Abstracts 29th Benelux Meeting on Systems and Control
168
Selection and Grouping with Multiple Graphs
Marco Signoretto and Johan A.K. Suykens
K.U. Leuven, ESAT-SCD
Kasteelpark Arenberg 10 B-3001 Leuven, Belgium
marco.signoretto@esat.kuleuven.be and johan.suykens@esat.kuleuven.be
Introduction
A common problem in learning from observational data
consists in estimating a high dimensional coefficient vec-
tor β ∈Rp based on a sample of n input-output pairs where,
possibly, n p. A general approach prescribes to use pe-
nalized empirical risk minimization to find an estimate βˆ .
From a theoretical standpoint, consistency can be usually
proved based on certain structural assumptions on the gen-
erative model β ?. In particular, the error βˆ −β ? can be re-
lated to how well the underlying structure is captured by the
penalty function r(β ) (see e.g. [1] and references therein).
When p is large, a popular example of structural assumption
is sparsity and the corresponding choice of the penalty is
r(β ) = ‖β‖1. More recently, structure-inducing norms have
been proposed as a promising alternative [7],[8],[9]. The
general idea is to convey structural assumption on the prob-
lem, such as grouping or hierarchies over the set of input
variables, by suitably crafting the penalty.
Conveying Structural Information with Graphs
A different but related method requires to endow the set of
covariates with a graph structure [5]. In this case nodes are
variables, edges represent interactions and groups naturally
emerge as connected components of the graph. Given the
graph Laplacian L one then uses the composite penalty
rα(β ) = (1−α)〈β ,Lβ 〉+α‖β‖1
for some user-defined 0 < α < 1. The idea extends the
elastic-net [6] to endow prior information synthesized in
the graph Laplacian. The first term in the penalty en-
forces smooth profile of coefficients associated to neighbor-
ing nodes. The second term ensures that coefficients with
small contribution would shrink to exact zero.
The m-NET Approach
In this work we illustrate a recently proposed extension
[3] which allows to combine structural information com-
ing from multiple sources. This is important as the graph
topology is also estimated from data and the use of multi-
ple graphs has the potential to improve results. In bioinfor-
matics, for example, multiple independent databases such
as miRNAMap [10] or microRNA.org [11] can be used to
synthesize transcription factor networks. The approach we
propose permits to integrate them both in the learning pro-
cess and find predictive groups of functionally related genes.
Our contribution is threefold. We first highlight the relation
between the model assumptions and the spectral properties
of the network prior. We then formulate Multiple NET (sim-
ply referred to as m-NET), a convex optimization problem
that generalizes the problem in [5] to any differentiable loss
function and permits to integrate multiple graph priors. As
a third contribution, we propose an algorithm which is suit-
able to large scale problems and conclude with examples.
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Chemical reaction systems are commonly operated under
steady state conditions. They are nonlinear, and portrait
complex behaviour when driven away from the steady state.
Including certain non-steady reaction conditions provides
additional freedom which can be used to optimize the re-
action. Specifically, literature suggests it can be profitable
to do fast temperature cycling. However, the typically high
thermal inertia in reactors has prevented any research into
fast temperature variation. This work presents a prototype
setup which is capable of very fast temperature variations at
a catalytic surface. Measurement results will be presented.
2 Setup
An experimental setup has been built which combines mass
flow controllers, a pressure controller, valves, integrated
heating, temperature pulsing and a mass spectrometer. All
these devices are centrally controlled and automised using
LabVIEW. Figure 1 shows a photograph of the reactor.
Figure 1: Photograph of the chemical reactor.
3 Simulation
A simulation was created to inspect the heat distribution
throughout the reactor when the catalytic layer is subjected
to a current pulse. Figure 2 shows the simulated catalytic
surface temperature for this design. Pulses of hundreds of
Kelvin in tens of microseconds are feasible using this de-
sign [1]. The temperature gradients are orders of magnitude
higher than any result known from literature.



















Figure 2: Simulation of the temperature at the catalytic surface.
The peak is hundreds of K which is reached in approx-
imately 20 µs.
4 Test Reaction
As test reaction the oxidation of carbon monoxide to carbon
dioxide over a platinum catalyst has been chosen. Many
prior studies have been reported for this reaction system,
such that the influence of the temperature pulsing can be
properly studied. Measurements of the influence of temper-
ature pulses on this reaction will be presented at the meeting.
5 Conclusion
A prototype reactor capable of very fast temperature pulsing
has been constructed. Results are available on the catalytix
oxidation of carbon monoxide over platinum.
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1 Introduction
A Networked Control System (NCS) is a control system
wherein the control loops are closed through a real-time
network. The presence of the network introduces the
following communication imperfections (see, e.g., [1]):
(i) quantisation of the signals;
(ii) possible loss of transmitted data;
(iii) time-varying transmission delays;
(iv) non-equidistant sampling;
(v) communication constraints, i.e., not all sensors
and actuators can be accessed simultaneously.
Basically one can either adopt a deterministic mod-
elling approach imposing upper and lower bounds on
the sampling intervals, the transmission delays, and the
maximal number of subsequent dropouts, or one can
use stochastic information of these phenomena. In this
work, we will consider the latter for the network imper-
fections of type (ii)-(v). A deterministic approach can
be found in [5].
2 NCS Model
Consider the NCS as given in Fig. 1. Because of the
network, the actual input of the plant uˆ and the con-
troller yˆ are not equal to u and y, respectively. By com-
bining the plant, controller and the network effects, we
obtain an uncertain switched closed-loop system of the
following form:
x¯k+1 = A˜σk,hk,τk x¯k, (1)
where x¯k denotes the state of the NCS, hk the sampling
interval, τk the delay, and σk the scheduling protocol
that determines which data is sent at a sampling in-
stant. Since analysing stability of (1) for all (h, τ) ∈ Θ,
where Θ ⊂ R2, would require to verify stability for in-
finitely many possible sequences {(hk, τk)}k∈N, we ap-
proximate (1) by a polytopic system. This approxima-
tion is such that for each σ ∈ {1, . . . , ny + nu}, and
Sm ⊆ Θ, m ∈ {1, . . . , s}, it holds that
{A˜σ,h,τ |(h, τ) ∈ Sm} ⊆ co{A¯σ,1,, . . . , A¯σ,M}.
Stability of polytopic systems can be analysed using a
finite number of LMIs. A thorough comparison between
the existing approximation techniques is given in [2].
Fig. 1 Networked Control System block diagram
3 Illustrative Example
To illustrate the theory, we consider a benchmark ex-
ample of a batch reactor (see [3–6]). The results are
shown in Table 1 (for τk = 0 for all k ∈ N).
Table. 1 Allowable Range of Sampling Intervals
Method Range
Constant sampling times, as in [3] h ∈ (0, 0.08]
Deterministic bound, as in [3] h ∈ (0, 10−5]
Deterministic bound, as in [4] h ∈ (0, 0.0108]
Deterministic bound, as in [5] h ∈ [10−4, 0.068]
Using a Uniform Distribution, as in [6] h ∈ (0, 0.11]
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Modelling a hysteretic relay in a self-oscillating loop
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Figure 1: Self-oscillating loop with hysteretic relay
1 Abstract
The hysteretic relay is a key non-linear element. It is typi-
cally applied as a bang-bang controller. Although bang bang
control seems to be very crude at Þrst sight, it is applied in
some of the best (class-D) audio ampliÞers ([1][2]). How-
ever, no theoretical framework exists for the design and op-
timisation of these ampliÞers.
A bang-bang controlled system contains a feedback loop
which is in limit-cycling modus. A general example of such
a system is shown in Þgure 1. The system consists of a sum-
mation, a low-pass loop Þlter and a hysteretic relay. The
loop will exhibit oscillation at a frequency determined by the
transfer of the low-pass loop Þlter and the hysteresis width
of the relay. The oscillation criterion for linear systems is in-
accurate for this system because of the non-sinusoidal wave
forms. An exact oscillation criterion can be derived and is









sin2(nkπ)ℑ(Hlp f (n jωsw))
)
(1)
where h is the hysteresis,ωsw is the switching frequency and
k is the duty-cycle of the PWM output signal y.
Because of the non-linearity of the relay, the system has a
non-linear transfer from input u to output y. However, as the
application in class-D ampliÞers suggests, this non-linearity
can be very small within the signal bandwidth. Most notably
the switching frequency is modulated by the input signal,
which also follows from eq. (1). The switching frequency
components in the output signal can however usually be ig-
nored.
In order to minimise output signal distortion caused by the
non-linear signal transfer, it is necessary to identify the
input-output closed-loop system transfer function Hu→y of
the system. It turns out that the relay transfer function Hv→y
and thus also Hu→y is largely determined by the transfer
function of the loop Þlter. For DC input signals, the DC










sin(2nkπ)ℜ(Hlp f (n jωsw))
)
(2)
From this result, the DC relay gain can numerically be cal-





The expressions in eq. (1) and (2) are not very convenient
due to the sum for n→∞, and need to be calculated numeri-
cally. For simple 1st order loop Þlters they can however very
accurately be approximated with a 2nd or 3rd order polyno-
mial respectively. This close equivalence needs further ex-
amination. Also, although DC analysis is sufÞcient for ther-
mostats, typical switching frequencies for class-D are only
10 to 15 times higher than the highest signal frequency. Sim-
ulations show that a quasi DC assumption is inaccurate.
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The reduction of fuel consumption and pollution by trans-
portation trucks is desired regarding ecological and econom-
ical concerns. Within the sector of road transportation, elec-
trical auxiliaries that are used to condition the freight are a
major source of fuel consumption. In most trucks, these aux-
iliaries are driven by an additional diesel generator. How-
ever; there are a many of disadvantages of using such an ad-
ditional diesel generator: relatively high fuel consumption
(thus pollution) compared to the main drive of the truck; the
weight of the additional diesel generator and its fuel tank;
and high noise produced by such diesel generators, see [2].
An alternative to minimize such disadvantages is to drive the
auxiliaries by the internal combustion engine (ICE) of the
truck through a generator. In this case, continuously variable
transmission (CVT) is required to produce constant volt-
age and frequency, from varying speed of the truck engine.
Govers e.t., DTI Advanced Technologies BV (DTI-AT) and
Eindhoven University of Technology (TU/e) are developing
such a constant speed power take-off (CS-PTO) CVT topol-
ogy, to deliver power from the truck engine working at vari-
able speeds to the generator that requires constant speed, to
power the refrigeration unit of the refrigeration trucks in par-
ticular. The CVT application in consideration has a friction
based actuations system. Due to their non-linear and time
varying characteristics, the control of such friction based
systems are quite challenging. However; if successfully in-
tegrated, the efficiency of the trucks with auxiliaries can be
greatly increased.
2 Goal and Approach
The main goal of the CS-PTO project by Govers and DTI-
AT is to design and realize a feasible CVT system to power
the auxiliaries of the truck by its ICE and attain 15% fuel re-
duction compared to the trucks with a traditional diesel gen-
erator. A CS-PTO CVT system has already been designed
by DTI-AT. This existing CVT topology under research is
composed of four different components: shafts, torque cams
(torque sensors), a metal push-belt variator and a electro-
mechanical actuation clutch. This topology with two torque
cams and the continuously slipping actuation clutch on the
output side to control the transmission ratio of the variator
is a novel design. Optimized control of the metal push-belt
CVT for high efficiencies, with the friction elements of this
novel design is a challenging problem, see [1].
Modeling, model verification, design and realization of an
efficient control strategy and integration within a truck are
some of steps to be taken in this project in order to obtain
such a feasible and efficient CVT system based on the topol-
ogy devised by DTI-AT. With the modeling step it is aimed
to find out if the system is controllable and to determine the
requirements for the friction surfaces and the actuator.
The initial model being built is a semi-dynamic multi-body
model with some assumptions like: no slip between the belt
and the pulleys, no friction in various components like bear-
ings, linear springs, rigid body behavior for the gears and
bearings, etc. The elements of the driveline like shafts gears,
bearings, etc. are modeled with first principles modeling, as
mass-spring-damper systems, using the above assumptions
where appropriate. The Ide model is used to model the tran-
sient behavior of the variator. After this model is completed
to represent various phenomena observed in the actual setup,
model verification will follow next.
3 Conclusions and Looking Forward
The universal goal in many modern automotive researches,
is increasing drivability and decreasing fuel consuption and
pollution. This project aims to attain this goal by using an
highly efficient CVT system and power the auxiliaries of
transportation trucks using the main ICE. Design and con-
trol optimization of the existing CVT topology are the main
challenges to be faced. Nonlinear and time-varying charac-
teristics of the CVT and the friction based actuations system
require a robust control strategy to be applied.
Moreover, it is possible to add energy management strate-
gies, involving the route information and using the cooled
unit as an energy storage system to attain the universal goals
mentioned above. Optimization and regulation of such a
system, see [3], might be of interest future in the research.
References
[1] B. Bonsen, T.W.G.L. Klaassen, K.G.O. van de Meer-
akke, P.A. Veenhuizen, and M. Steinbuch. Measurement and
control of slip in a continuously variable transmission. In
Mechatronics, 2004.
[2] Daniel Jehudi de Cloe. The constant speed power take
off. Master’s thesis, Eindhoven University of Technology,
2002.
[3] T. Hofman, D. Hoekstra, R. M. van Druten, and
M. Steinbuch. Optimal design of energy storage systems
for hybrid vehicle drivetrains. In Proc. IEEE Conference
Vehicle Power and Propulsion, page 5, 7–9 Sept. 2005.
29th Benelux Meeting on Systems and Control Book of Abstracts
173
The C–Lever Project: Haptics for Automotive Applications
E. Garcı´a–Canseco, A. Ayemlong–Fokem, M. Steinbuch
Eindhoven University of Technology, Fac. Mechanical Eng.
Control Systems Technology Group
PO Box 513, 5600 MB Eindhoven, The Netherlands.
A. Serrarens
Drivetrain Innovations BV





The automotive industry is experiencing not only a strong
enhancement of automation in primary driving tasks, e.g.,
automated gear shifting, lane-keeping systems, adaptive
cruise control, park-assists, automatic hill-hold, brake-by-
wire, etc, but also, the introduction of more auxiliaries and
interior functions, e.g., USB-connectors, mp3 players, navi-
gation, among others. These trends lower the driver’s work-
load significantly, and draw the driver’s attention more and
more to the interior functions of the car. Adding more func-
tionality to vehicles increases driver satisfaction or pleasure,
however, it can also lead to a significant increase of driver
distraction. Haptic cues might offer a promising and rel-
atively unexplored alternative to give warnings and other
messages to the driver, and also to aid drivers in the execu-
tion of their driving tasks. In the recent years, the automotive
industry has been taking a keen interest in haptics [1]. Car
makers such as BMW, Audi, Lexus, Nissan and many more
have already installed haptic interfaces in their automobiles.
The goal of this project is to research the effectiveness of
a controlled haptic force feedback shift lever that can ac-
curately reproduce the behavior of either an automatic or a
manual gear shift during driving, and that might also be used
to control interior and comfort functions in the car (Fig. 1).
Figure 1: Haptic gearshift interface concept.
Our haptic interface, as depicted in Fig. 2, is a two degrees–
of–freedom mechatronic device, whose working principle
is based on the self–locking property of a worm pair trans-
mission [2]. Without actuation, it is therefore impossible
to force the worm to rotate by applying a force to the lever
mounted on the worm gear. Vice versa, the actuator is able
to move the worm gear and lever around their rotation axis
rather easily. One advantage of this worm pair transmission
is the low power consumption, more feedback force requires
less power and there is no consumption at all when the lever
is kept at its rest position [3].
To implement model–based control strategies on the sys-
tem, the dynamical model of the haptic interface has been
obtained using the Euler–Lagrange methodology. Friction
phenomena has been also incorporated via a static friction
model with Stribeck velocity [4]. Borrowing some inspira-
tion from [5], we have proposed force profiles that mimic
the behavior of automatic and manual gearshifts.
Figure 2: Two degrees–of–freedom haptic gearshift device.
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1 Introduction
Current technological advances enable the design of spa-
tially distributed sensing systems. These systems consist
of sensors that are equipped with embedded computing and
communication modules. The communication modules al-
low sensors to form networks called sensor networks. The
computation and communication capabilities of sensor net-
works open new challenges in state estimation problems,
namely decentralized state estimation.
The Kalman filter is a common state estimation method.
Widely used for many applications in a centralized way, the
Kalman filter and its variants are also used in a decentralized
way, e.g., in sensor network applications. Some approaches
of the decentralized Kalman filter are [2]: Parallel Infor-
mation Filter (PIF), Distributed Information Filter (DIF),
Decoupled Hierarchical Kalman Filter (DHKF), Distributed
Kalman Filter with Consensus Filter (DKFCF), and Dis-
tributed Kalman Filter with Bipartite Fusion Graph (DKF-
BFG). In this paper, the above decentralized approaches are
compared in the estimation state of the discretized tempera-
ture of a heated plate in simulation.
2 Heated Plate Model and Simulation Setup
The model of the heated plate is formulated based on an





















where T is the temperature of the plate, Tenv the temperature
of the environment, ρ the density of the plate, Cp the heat
capacity per unit mass, κ the thermal conductivity, Q˙s the
heater power per unit area, h the convection coefficient, x,
y, z are spatial coordinates of length, width, and height and
the height of the plate is much smaller than the length and
width.
For the simulation, a 1.5 m by 1 m plate is modeled and di-
vided into a 10-by-15 grid. The plate is heated only at one
element. The plate is discretized spatially using the first and
second order of forward, backward, and central approxima-
tions. The forward and backward approximations are used
for elements on the edge and the central approximation for
elements between the edges. The model is then discretized
in time with a sampling period of 0.2 s and simulated for 20
min. Six sensors are placed in the intersection of row 3 and
8 and column 3, 8, and 13 to measure the temperature.
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Figure 1: Estimation errors of the compared methods
3 Results
Figure 1 shows the estimation errors at the final time of the
simulation for row 3 of the grid (upper) and the statistics of
the estimation error for state 71 (lower) from 5 experiments
and computed over time. In the figure, the errors from the
Centralized Kalman Filter (CKF) are also shown as a com-
parison to the decentralized approach.
In the figure, it can be seen that for the all methods have
relatively small errors except the DKFBFG. This means that
most of the decentralized Kalman filter is comparable with
the centralized one. With respect to the error variation, the
figure shows that the DIF has the smallest error and varia-
tion compared to the other methods, including the CKF. The
small error variation implies that the estimates of the DIF
are better for each time instant.
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1 Introduction
The near future will witness the design of fully automated
houses where everyday chores, such as vacuum cleaning,
will be performed by small and inexpensive mobile robots.
The state estimation of these robots, namely position and
orientation, will be the duty of a sensor network integrated
in the house itself. Most likely, these sensors will be capable
of range-only measurements and the network will work in
a distributed way, to decrease the computation load of the
single units. A reliable, real-time and distributed solution of
this estimation problem is still not available although it has
received increased attention from the research community in
the past years.
2 Problem Formulation
With reference to Figure 1, let (x,y) be the position of a
mobile robot on the floor, let θ be its orientation and let its
Nonlinear Time-Invariant dynamical model with state x =









here v and ω are the velocity and the angular velocity re-
spectively and they are the control inputs. ∆t is the sampling
time and k ∈ Z is the discrete time instant. Let the robot be
observed by N sensors, labeled i = 1, . . . ,N and placed at a
specified height h, each with some processing and commu-
nication capability. The sensor can measure the distance be-
tween them and beacons on the robot. Let the robot have two
beacons and let the two (range-only) measurement equations
for each sensor z±,i(k) be:
z±,i(k) =




where (ℓxi , ℓyi ,h) is the position of the sensor, 2L is the dis-
tance between the beacons and µ±,i(k) is a Gaussian noise
term. In the distributed setting each sensor estimates the










Figure 1: Problem Formulation
The distributed estimation problem can be formulated as fol-
lows. Allowing only local communication among the sen-
sors, estimate N different copies of the state so that 1) each
xˆi(k) is an unbiased estimate of x(k) at each time step k, 2)
for k→ ∞, all the xˆi(k)’s have the same value.
3 Experimental Setup
The experimental setup consists of a mobile robot, iRobot
Create, which is allowed to move in a playground of approx.
3×2 m, 6 range-only sensors (the MIT Cricket sensors) are
placed on tripods, h = 1.5 m, along the border of the play-
ground. They can communicate with a central PC, where the
distributed estimation schemes are simulated. Two beacons
are placed on the robot and L = 13 cm. The sampling time
is 1 s. A camera is mounted on the ceiling for validation; the
accuracy of the camera is around 1 cm on the position and
< 1 deg on the orientation.
4 Discussion
Table 1: Simulation tests
Raw triangulation DUKF DPF
Average Error [cm] 6.4±2.8 3.8±2.2 1.7±1.4
Normalized comp. time ∼ 10−2 ∼ 10−1 1
Simulation tests (Table 1) show that a distributed version of
the Unscented Kalman Filter (DUKF) could be the best for
this specific problem in term of accuracy versus computation
time. At this moment, experimental validations are being
performed to test this solution along with distributed Particle
Filters (DPF) and Moving Horizon Estimation.
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Land Surface Models (LSM) represent the physical pro-
cesses of the hydrologic cycle such as runoff, infiltration,
evapotranspiration, soil-water content, discharge. These
processes are interdependent, making the construction of
hydrologic models very complex. The volumetric soil mois-
ture and temperature profiles define the state of the LSM.
State estimation is used in order to adapt the results of model
simulations using external observations. The state estima-
tion using land observations is also known as Land Data As-
similation. Data assimilation (DA) is used in many different
disciplines such as earth sciences, space sciences, computer
graphics, and industrial applications.
Evensen [1] presents the Ensemble Kalman Filter (EnKF)
as a Monte Carlo approach to the nonlinear filtering prob-
lem. Recently, the Particle Filter (PF), which is a sequential
Monte Carlo method for state estimation, has been widely
applied in mobile robot localization with promising results
[3]. The goal of this study is to evaluate the performance
of the PF as a DA method. Further research will include a
comparative study between the EnKF and the PF.
2 The study area and the land surface model
The study area is the Alzette watershed, which is located
in Luxembourg and the area of the catchment is 356 km2.
Measurements of volumetric soil moisture content and dis-
charge of water to the river are recorded every one hour. At-
mospheric forcings such as precipitation, air humidity, wind
speed and air temperature are obtained from a meteorologi-
cal station.
The hydrologic model chosen for this study is the Commu-
nity Land Model (CLM) [2], CLM is a global LSM. Surface
heterogeneity is represented through different land cover
types: glacier, vegetation, urban and wetlands. The verti-
cal structure is represented by one vegetation layer, 10 soil
layers and up to 5 snow layers.
3 The state estimation technique
The Sequential Importance Resampling (SIR) particle filter
is used in this study. The SIR method is based on the Se-
quential Importance Sampling (SIS) approach plus a resam-
pling step which is used in order to avoid the degeneracy
problem. Artificial soil moisture data is assimilated and the
particle set size is 64.
4 Preliminary results
Figure 1 presents the performance of the PF when volumet-
ric soil moisture state is estimated using the soil moisture
measurement corresponding to julian day 46. The benefit of
updating soil moisture at one day seems to persist for a num-
ber of days. Further validation of the method will involve a
comparative study of the PF and the EnKF and to assess the
impact of soil moisture assimilation on the generation of the
discharge.
Figure 1: Surface soil moisture
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1 Introduction
In many applications related to signal processing and image
processing, it is necessary to filter measurements that belong
to the Grassmann manifold, i.e., the set of p-dimensional
subspaces of Rn or Cn denoted by Grass(p,n). This ap-
pears for instance in the direction of arrival tracking prob-
lem in antenna array processing when a time division mul-
tiple access technique is applied to increase the capacity of
the antenna array, see [1]. In this case, the measurements
are estimations of the signal subspace, which can be used to
recover the directions of arrival. In object tracking problems
on a video sequence, the tracked object can be represented
by the dominant subspace of a covariance matrix, see [3]. To
deal with deformations and illumination variations, this sub-
space must be updated. A filtering technique is then required
to update this subspace using the subspaces representing the
object at the previous time steps.
In this talk, we present a Luenberger-like observer based
on a constant velocity dynamical model on the Grassmann
manifold. This model is used to reduce the influence of high
frequency noises or outliers in the measurements, i.e., sub-
spaces in this case. This method does not work with parti-
cles and is then cheaper to compute than the particle filtering
technique introduced in [2]. It has also a lower numerical
cost than [3] due to an efficient representation of points and
velocities on Grass(p,n). The following section gives more
details on this approach.
2 Our approach
Let us assume that we measure corrupted data Yk ∈
Grass(p,n) for 1 ≤ k ≤ T . The goal is to filter recursively
these data to reduce the influence of the noise and the out-
liers. To achieve this goal, we assume that the data Yk are
the outputs of the following discrete-time dynamical system
whose state is composed of the position (a subspace Xk) and
the velocity (a tangent vector Vk at Xk):
Xk+1 = expXk(Vk), Vk+1 = ΓXk→Xk+1(Vk), Yk = expXk(Uk),
where expXk stands for the exponential map, ΓXk→Xk+1 de-
notes the parallel transport along the geodesic curve joining
Xk to Xk+1 and Uk is an i.i.d. Gaussian vector of mean 0 and
variance σ2 that belongs to the tangent space at Xk. This
constant velocity model, i.e., a geodesic model, for the dy-
namic of the subspaces is chosen to act as a smoother on the
subspace trajectory to reduce the influence of the noise.
Our filtering method is based on the design of a Luenberger
observer for this dynamical system. A Luenberger observer
on Riemannian manifolds has been introduced in [4] to ob-
serve the state (position and velocity) of a class of nonlinear
mechanical systems. In this talk, we follow the same idea
except that we work in the discrete-time domain. Our ob-
server is the following:








where Xˆk denotes the estimated state, Vˆk the estimated veloc-
ity and α,β are two tunable real parameters. This observer
can be implemented efficiently using two n-by-p matrices:
one whose column space represents the subspace and an-
other one that represents the velocity of the subspace, i.e.,
a tangent vector. In fact, there exists formulas to compute
the parallel transport, the exponential map and its inverse in
O(np2) operations on Grass(p,n) using this representation.
We compare this technique to the particle filtering technique
of [2] and the filter of [3]. On some tracking problems, we
observe results that are similar to those obtained with the
particle filtering technique, and better than those obtained
with the filter of [3].
References
[1] R. Weber. Subspace Tracking for Mobile Communi-
cations. Techn. Univ. M nchen, Munich, Germany, Tech.
Rep. TUM-LNS-TR-97-7, 1997.
[2] Anuj Srivastava and Eric Klassen. Bayesian and
geometric subspace tracking. Adv. in Appl. Probab.,
36(1):43–56, 2004.
[3] Tiesheng Wang, Andrew Backhouse, and Irene Y.H.
Gu. Online subspace learning in Grassmann manifold for
moving object tracking in video. In Proceedings of IEEE in-
ternational conf. Acoustics, Speech, and Signal Processing
(ICASSP’08), pages 969–972, 2008.
[4] Nasradine Aghannan and Pierre Rouchon. An intrin-
sic observer for a class of Lagrangian systems. IEEE Trans.
Automat. Control, 48(6):936–945, 2003.
Book of Abstracts 29th Benelux Meeting on Systems and Control
178
A Comparison of Spacecraft Attitude Estimation Filters
Jeroen Vandersteen1,2 , Jan Swevers2 , Conny Aerts1




The application of moving horizon estimators (MHE) and
particles filters (PF) for spacecraft attitude estimation is in-
vestigated. Their performance is compared to the extended
Kalman filter (EKF) and the unscented Kalman filter (UKF)
through simulations. Due to the nonlinear spacecraft dy-
namics, the EKF and the UKF are suboptimal. Recently,
Moving Horizon Estimators (MHE) and Particle Filters (PF)
have been introduced in the process industry and in tracking
applications. We show that these new filters can cope better
with the nonlinear system dynamics, and result in a higher
accuracy.
2 Introduction
For high-performance and high-accuracy spacecraft, the
pointing error is dominated by the sensor noise. In order
to reduce the effect of sensor noise, the information from
different attitude sensors, such as sun sensors, star trackers,
inertial measurement units and magnetometers, is combined
in an attitude estimation filter. The implementation of this
filter in the onboard software requires a low computational
cost. In this article, several different filters are implemented,
and their performance is compared through simulations. The
EKF will serve as the reference filter to which all other fil-
ters are compared, as this filter has been the standard attitude
filter on spacecraft for many years in the industry.
The spacecraft kinematics and dynamics are described by a
nonlinear, discrete-time state-space model. The onboard an-
gular position sensor is corrupted by Gaussian, zero-mean,
additive white noise. The angular velocity sensor is cor-
rupted by Gaussian, additive white noise with an unknown
bias. This bias vector is appended to the true state vector, to
enable joint state and bias estimation.
3 Classical Methods
For linear systems, the Kalman filter is the optimal state ob-
server. The extended Kalman filter was developped for non-
linear systems. The EKF uses a linearization of the system
dynamics about its last estimated state. By taking only first-
order terms into account, this results in a suboptimal solu-
tion. Recently, the unscented Kalman filter was introduced
[1]. By making use of the unscented transform, the UKF is
able to capture the first and second order terms of the nonlin-
ear system, thereby achieving better estimation performance
than the EKF.
4 Moving Horizon Estimation
The state estimation problem can be formulated as an op-
timization problem, with the estimated states over a fi-
nite horizon as optimization variables [2]. By linearizing
the system dynamics around the last estimated trajectory,
the optimization problem becomes an unconstrained linear
quadratic problem, which can be solved efficiently in one
step. This algorithm is implemented as a moving horizon
estimator. As a further improvement on this basic moving
horizon estimator, a second MHE implementation iterates a
finite number of times over this reference trajectory. This
will lead to only a mild improvement in accuracy, but im-
plies a significant increase in computational cost.
5 Particle Filters
An additionally considered filter is an implementation of a
particle filter. This filter will propagate a large number of
particles through the spacecraft model, each with artificial
random noise added [3]. In order to avoid particle degener-
acy, systematic importance resampling is performed at every
time step [4]. The a posteriori probability density of these
particles will approach the real a posteriori probability den-
sity for larger numbers of particles, yielding a very accurate
filter. Due to the fact that the plant model has to be prop-
agated many times, the computational cost of this filter is
high.
References
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Welcome
The Organizing Committee has the pleasure of welcoming
you to the 29th Benelux Meeting on Systems and Control, at
the “Kapellerput Conference Centre” in Heeze, The Nether-
lands.
Aim
The aim of the Benelux Meeting is to promote research ac-
tivities and to enhance cooperation between researchers in
Systems and Control. This is the twenty-ninth in a series of
annual conferences that are held alternately in Belgium and
The Netherlands.
Overview of the Scientific Program
1. Plenary lectures by invited speaker Håkan Hjamarsson
(Royal Institute of Technology, Stockholm, Sweden)
on
• System Identification of Complex and Struc-
tured Systems (Part I)
• System Identification of Complex and Struc-
tured Systems (Part II)
2. Plenary lectures by invited speaker Andreas Kugi
(Technical University of Vienna, Austria) on
• Control of PDEs I:
Trajectory Planning and Feedforward Control
• Control of PDEs II:
Feedback and Tracking Control
3. Mini course by Maurice Heemels and Nathan van
de Wouw (Eindhoven University of Technology, The
Netherlands) on
• Networked Control Systems
4. Contributed short lectures. See the list of sessions for
the titles and authors of these lectures.
Directions for speakers
For a contributed lecture the available time is 25 minutes.
Please leave a few minutes of this period for discussion and
room changes and adhere to the indicated schedule. In each
room overhead projectors and beamers will be available. Be
careful with this equipment, because the beamers are sup-
plied by some of the participating groups. When using a
beamer/projector, you have to provide a notebook yourself
and you have to start your lecture with the notebook up and
running and the external video port switched on.
Registration
The Benelux Meeting registration desk, located in the foyer,
will be open on Tuesday, March 30, from 10:00 to 14:00. Late
registrations can be made at the Benelux Meeting registration





meals only (no dinner) €285.–
one day (no dinner) €145.–
The registration fee includes:
• Admission to all sessions.
• A copy of the Book of Abstracts.
• Coffee and tea during the breaks, and ice water and
mints in the session rooms.
• In the case of an accommodation arrangement: lunch
and dinner on Tuesday, breakfast, lunch, and dinner on
Wednesday, and breakfast and lunch on Thursday.
• In the case of a “meals only” arrangement: lunch on
Tuesday, Wednesday, and Thursday.
• In the case of a “one day” arrangement: lunch on Tues-
day, or Wednesday, or Thursday.
• Free use of a wireless Internet connection (WiFi) at the
conference location
The registration fee does not include:
• Cost of phone calls
• Special ordered drinks during lunch, dinner, in the
evening, etc.
Organization
The Organizing Committee of the 29th Benelux Meeting con-
sists of
D. Aeyels (Gent University),
X.J.A. Bombois (Delft University of Technol-
ogy),
O.H. Bosgra (Delft University of Technology),
M. Cao (University of Groningen),
M. Gevers (Université Catholique de Louvain),
M. Heemels (Eindhoven University of Technol-
ogy),
P. M. J. Van den Hof (Delft University of Tech-
nology),
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J.F.M. van Impe (Katholieke Universiteit Leu-
ven),
T. Keviczky (Delft University of Technology),
M. Lazar (Eindhoven University of Technology),
G. Meinsma (University of Twente),
B. De Moor (Katholieke Universiteit Leuven),
H. Nijmeijer (Eindhoven University of Technol-
ogy),
A.J. van der Schaft (University of Groningen),
J. Schoukens (Free University Brussel),
M. Steinbuch (Eindhoven University of Technol-
ogy),
J.D. Stigter (Wageningen University),
S. Stramigioli (University of Twente),
A.A. Stoorvogel (University of Twente),
G. van Straten (Wageningen University),
S. Weiland (Eindhoven University of Technol-
ogy).
The meeting is sponsored or supported by the following or-
ganizations:
• Dutch Institute for Systems and Control (DISC),
• Nederlandse Organisatie voor Wetenschappelijk On-
derzoek (NWO).
The meeting has been organized by Hans Stigter (Wageningen
University) and Gjerrit Meinsma (University of Twente).
Conference location
The lecture rooms of “Kapellerput Conference Centre” are
situated on the ground floor in the eastern part. Consult the
map at the end of this book to locate rooms and to avoid
getting lost. During the breaks, coffee and tea will be served
in the foyer, while ice water and mints are available in the
session rooms. Announcements and personal messages will
be posted near the main conference room. Accommodation
is provided in the conference center for most participants.
Breakfast will be served between 7:30 and 8:30. Room keys
can be picked up at lunch time on the first day and need to
be returned before 10:00 on the day of departure. Luggage
storage is provided in room “de Aa” (in the old chapel to the
left of the entrance). Parking is free of charge. The address of




tel: +31 (0) 40 224 19 22
fax: +31 (0) 40 226 54 47
Facilities
The facilities at the center include a restaurant, bar, and recre-
ation and sports facilities. We refer to the reception desk of
the center for detailed information about the use of these fa-
cilities.
Best junior presentation award
Continuing a tradition that started in 1996, the Benelux meet-
ing will close with the announcement of the winner of the
Best Junior Presentation Award. This award is given for the
best presentation at the meeting given by a junior researcher
(i.e., someone working towards a PhD degree). The award is
specifically given for quality of presentation rather than qual-
ity of research, which is judged in a different way. At the
meeting, the chairs of sessions will ask three volunteers in
the audience to fill out an evaluation form. After the session,
the evaluation forms will be collected by the Prize Commis-
sioners who will then compute a ranking. The winner will be
announced on Thursday April 1 in room Samenspel, imme-
diately after the final lectures of the meeting and he or she
will be presented with the award, which consists of a trophy
that may be kept for one year and a certificate. The evalua-
tion forms of each presentation will be returned to the junior
researcher who gave the presentation. The Prize Commission-
ers are Peter Heuberger (Delft University of Technology), Jan
van Impe (Katholieke Universiteit Leuven), and Filip Logist
(Katholieke Universiteit Leuven).
The organizing committee counts on the cooperation of the
participants to make this contest a success.
Website
An electronic version of the Book of Abstracts can be down-
loaded from the Benelux Meeting web site.
Meetings
The following meetings are scheduled:
• Management Team DISC on Tuesday, March 30, room
Visie, 21:00–22:00.
• Graduate School Committee Belgium on Tuesday,
March 30, room Inspanning, 19:30–21:00.
• UNIT DISC on Wednesday, March 31, room Inspan-
ning, 12:30–13:30.
• Board DISC on Wednesday, March 31, room Visie,
21:00–22:00.
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