Abstract-Real-time delivery of video over best-effort errorprone packet networks requires scalable erasure-resilient compression systems in order to 1) meet the users' requirements in terms of quality, resolution, and frame-rate; 2) dynamically adapt the rate to the available channel capacity; and 3) provide robustness to data losses, as retransmission is often impractical. Furthermore, the employed erasure-resilience mechanisms should be scalable in order to adapt the degree of resiliency against transmission errors to the varying channel conditions. Driven by these constraints, we propose in this paper a novel design for scalable erasure-resilient video coding that couples the compression efficiency of the open-loop architecture with the robustness provided by multiple description coding. In our approach, scalability and packet-erasure resilience are jointly provided via embedded multiple description scalar quantization. Furthermore, a novel channel-aware rate-allocation technique is proposed that allows for shaping on-the-fly the output bit rate and the degree of resiliency without resorting to channel coding. As a result, robustness to data losses is traded for better visual quality when transmission occurs over reliable channels, while erasure resilience is introduced when noisy links are involved. Numerical results clearly demonstrate the advantages of the proposed approach over equivalent codec instantiations employing 1) no erasure-resilience mechanisms, 2) erasure-resilience with nonscalable redundancy, or 3) data-partitioning principles.
I. INTRODUCTION

M
ULTICAST applications require several representations of the same content to be sent to a variety of end users with different bandwidth provisions and playback capabilities such as display resolution, refresh-rate, and processing power. In conjunction to that, the data delivered through best-effort packet-switched networks may be corrupted or incomplete. Furthermore, participants to multicast sessions should not rely on retransmission mechanisms as a large number of requests and the consequent reiterated packet transmissions would burden the network, thus increasing the risk of congestion. In such application scenarios, it is essential to develop scalable coding techniques that are capable of adapting the transmitted bitstream to the available channel capacity and user demands and, at the same, time provide a controllable degree of resiliency against erasures.
In an error-free transmission setting, scalable video coding (SVC) technologies [1] - [7] enable the media providers to generate a single compressed bitstream from which appropriate subsets, producing different visual qualities, frame-rates, and resolutions can be extracted to meet the preferences and the bit-rate requirements of a broad range of clients. In this context, state-of-the-art SVC techniques [3] - [7] abandoned the classic closed-loop predictive architecture [1] , [2] in favor of the open-loop architecture [4] , wherein motion compensated temporal filtering (MCTF) [8] and spatial multiresolution decomposition are combined with embedded coding. MCTF-based techniques provide full scalability and deliver compression performances superior to closed-loop SVC [8] and competitive against state-of-the-art nonscalable coding on a wide range of bit rates [9] .
From a complementary perspective, providing resilience against packet erasures in an error-prone transmission scenario is as important as enabling scalability. In this context, one of the most effective techniques in combating the effect of packet erasures is multiple description coding (MDC), usually coupled with path diversity [10] . Originally proposed as an information theoretic problem [11] , [12] , MDC generates two or more complementary and (usually) equally important representations of the input, called descriptions, which are sent to the decoder over different links. In case of channel impairments, the decoder approximates the original signal by using the available descriptions. Distortion in the reconstructed signal decreases upon reception of any additional description and is lower bounded by the distortion attained by single description coding (SDC), operating at the same overall bit rate in an error-free transmission scenario. Techniques such as data-partitioning [10] , pairwise correlating transforms [13] , and multiple description scalar quantization [14] provide practical instantiations of the MDC concept.
A few proposals recently appeared joining open-loop scalable video coding with multiple description coding. Bajic and Woods [15] apply data-partitioning approaches to the wavelet coefficients and motion vectors produced by MCTF, thus generating multiple descriptions. Van der Schaar and Turaga [16] propose splitting the sequence of temporally filtered frames to create multiple representations of the input. Critical data, such as motion vectors (MVs) and the lowest temporal band are duplicated in all descriptions, thus introducing redundancy. However, the erasure-resilience mechanisms employed in these systems are not scalable as they follow a rigid design: The degree of resilience against transmission errors is defined prior to encoding based on worst-case assumptions, and no mechanisms are provided to enable the adaptation of the redundancy to the varying channel conditions.
In this paper, we propose a completely different approach for scalable erasure-resilient coding of video coupling the MCTF-based architecture with MDC. The core idea is to quantize the spatiotemporal decomposition of the input using our recently introduced embedded multiple description scalar quantizers (EMDSQ) [17] - [21] . This results into a number of descriptions for each spatiotemporal subband that are independently decodable and mutually refine the accuracy of the reconstruction. Additionally, since the quantizers are embedded, the resulting descriptions are progressively refinable, thus preserving full scalability. Description losses result in graceful and predictable degradation of the decoded video and spatiotemporal synthesis is possible without the need of estimating missing descriptions, as in [15] and [16] . The use of EMDSQ allows for steering the number of descriptions [17] , [19] , [20] , similar to data partitioning, and for controlling the redundancy between them [21] , similar to correlating transforms. The key aspect is that the encoder can trade robustness to errors for coding efficiency, enabling the adaptability of the video transmission to the varying network conditions. With this respect, the paper investigates a novel framework that controls the degree of resiliency against transmission errors after compression has been performed. Our proposal is completed by the formulation of the rate-allocation problem in the context of unreliable transmission: for any target bit rate and channel condition, the encoder optimizes and transmits only the subset of coded descriptions that minimizes the expected distortion at the decoding site. Considering packet-switched networks, our scheme treats the realistic case wherein descriptions spanning multiple packets are partially received. This extension is enabled by EMDSQ, which, additional to scalability and erasure resilience, allow the distortion computation for any loss pattern.
The remainder of the paper is structured as follows. The generic principles of MCTF-based SVC are outlined in Section II, whereas the proposed architecture is introduced in Section III. The novel multiple description rate-allocation scheme is detailed in Section IV. Finally, Section V reports experimental results, while Section VI draws the conclusions of our work.
II. SINGLE DESCRIPTION MCTF-BASED VIDEO CODING
In this section, we provide a brief overview of the open-loop architecture. Concepts and notations introduced here are further necessary in the presentation of Sections III and IV.
The flow-diagram of a classical MCTF-based architecture is depicted in Fig. 1 . In a first step, motion-compensated temporal filtering of the input is employed in order to remove the temporal correlation among different frames: in essence, MCTF corresponds to a discrete wavelet transform (DWT) performed along the motion trajectories. The temporal transform is implemented via lifting [23] , as illustrated in the simple example of Haar MCTF [6] , [22] shown in Fig. 1 . The temporal splitting of the input into even and odd frames is followed by motion-compensated prediction, wherein the predict operator produces an approximation of the odd frames based on the even ones. Within this primal lifting step [23] the error frames are determined. Next, within the dual lifting step [23] , the update operator brings the mismatch information back into the even frames. This step aims at producing a temporal average-frame for each input pair. Finally, the normalization step (see Fig. 1 ) constructs the low-pass ( ) and high-pass ( ) temporally filtered frames, respectively. This decomposition process is iterated, using the -frames at temporal level as input to produce the -andframes of level , until the desired number of decomposition levels is reached. Notice that arbitrary wavelet temporal decompositions can be synthesized by alternating primal and dual lifting steps [23] . As the MCTF analysis proceeds, the ensuing -and -frames are spatially decomposed by means of a -level two-dimensional (2-D) DWT and labeled as -and -frames. The outcome of such a three-dimensional spatiotemporal decomposition is then quantized and entropy coded in an embedded fashion, along with the MVs, to ensure fine-grain quality scalability for both texture and motion data. Moreover, temporal and resolution scalability are inherently provided by the temporal-and-spatial multiresolution analysis performed by this architecture.
Once the compressed data become available, the encoder selects for transmission only the subset of spatiotemporal subbands needed to comply with the resolution and frame-rate requirements of each client. The rate-allocation procedure then matches the output bit rate to the available bandwidth by limiting the quantization accuracy of the selected subbands and MVs. This task is efficiently performed by optimally truncating each embedded stream, encoding a subband or a MV, so that the minimum distortion in the decoded sequence is attained given the bit-rate constraint.
At the decoding site, each client receives the compressed stream and performs entropy decoding and inverse quantization, thus generating approximations of the motion field and wavelet coefficients. Next, the spatiotemporal transform is inverted to reconstruct the sequence. In the context of reliable transmission, reconstruction errors are solely due to limited quantization accuracy of motion and texture information, since the spatiotemporal decomposition is perfectly invertible.
III. MULTIPLE DESCRIPTION MCTF-BASED VIDEO CODING
The proposed scalable error-resilient MCTF-based architecture is presented in this section. We begin by introducing the concept of embedded multiple description quantization (Section III-A) and then employ EMDSQ in the open-loop architecture in order to enable scalable robust source coding (Section III-B).
A. Embedded Multiple Description Scalar Quantizers
The basic principle of multiple description scalar quantization, first detailed by Vaishampayan [14] , is to first map a continuous-valued source to a finite alphabet, corresponding to central-quantization, and then representing each symbol as an -tuple of indexes, each resulting in side-quantizer mapping. Optimal design of central and side quantizers has been extensively studied for the fixed-rate case [14] , [24] and recently extended to embedded quantization, leading to multiple description uniform scalar quantizers [25] (MDUSQ). More recently, we proposed generic EMDSQ [17] - [19] , producing double-deadzone central-quantizers, known to be optimal at high rates and very nearly optimal at low-rates [26] . Superior performance of EMDSQ over MDSUQ has been reported for the same level of redundancy [17] , [20] and-in contrast to MDUSQ-the design of EMDSQ treats the generic case of an arbitrary number of descriptions .
In the following, we provide a brief explanation of EMDSQ and give as example the specific instantiation employed in this paper. We denote the set of embedded central quantizers as , with where and correspond to the finest and coarsest quantization levels respectively. Similarly, we denote the side quantizers as with . Partition cells of central and side quantizers at any level are denoted, respectively, as and . In both cases, the partition cells of level are embedded in the ones at level i.e., and . A sample instantiation of such quantizers, with and is depicted in Fig. 2 , while the analytical expressions of and corresponding to this example can be found in [20] .
Embedded quantization of each side-encoder proceeds as follows. At level , the absolute value of any sample is quantized and the corresponding symbol is emitted, along with the sign information if needed. At any finer level , the source sample, so far mapped to the cell with , is refined to the cell and the corresponding symbol is produced, accompanied by the sign flag if necessary. At the receiver's end, each side-decoder progressively refines the sample as more symbols are decoded once all descriptions are received up to the same level , the central-quantizer cell is recovered as and its centroid is chosen to reconstruct the sample. The concept of embedded central and side decoding can be extended with respect to [17] - [21] by taking into account the fact that, in general, the side descriptions need not to be received at the same quantization level . This corresponds to the realistic case of incompletely received side descriptions. Embeddedness allows for decoding each side description up to any quantization level, provided that causality is preserved. Thus, in general, once the structure of the side quantizers is chosen, we can determine the central partition associated to possibly different quantization levels received for each description . In this case, the central quantizer is defined by the corresponding central partition as follows:
(1) with the convention that quantization level of any description comprises a single-cell spanning the entire granular region of the quantizer . Notice that and .
B. Multiple Description MCTF-Based Architecture
The flow diagram of the proposed scalable erasure-resilient video-coding architecture is given in Fig. 3 . Temporal-and-spa- tial decomposition is performed similarly to the SDC case. The resulting -and -frames are quantized using EMDSQ, generating quality-scalable side descriptions. The quantizer indices for each description are subsequently entropy coded. In our instantiation of the proposed architecture, we use the quadtree-limited (QT-L) coding algorithm of [27] , [28] . QT-L efficiently exploits the intraband dependencies between the wavelet coefficients and provides compression performance competitive to JPEG2000. Notice that the subbands representing different spatial resolutions are independently compressed, thus preserving spatial scalability.
As it concerns the motion vectors, we apply the following MDC procedure. First, MVs relative to any frame are quantized using EMDSQ providing a single quantization level. Next, each description is independently coded using a single-layer instantiation of the prediction-based MV coding scheme of [7] . As a result, nonscalable descriptions of each motion field are generated.
Upon completion of the above process, a set of bitstreams, losslessly representing each spatiotemporal subband and motion field, is generated. Next, given the desired frame rate and resolution, the encoder must determine the optimal truncation point of the selected embedded bitstreams in order to comply with the available bandwidth. When aiming at maximal robustness, a rate-allocation procedure analogous to the one applied in the context of SDC needs to be performed. In this case, the descriptions of a given subband/MV evenly contribute to the stream sent to the decoder. However, as network conditions depend on the particular client being served, this approach results in unnecessary redundancy within the bitstream whenever the channel is more reliable than the worst-case scenario. We address this problem by devising a rate-allocation scheme which selects for transmission only data belonging to a proper subset of the encoded descriptions. This approach grants the capability to compress and transmit videos through unequally reliable links (e.g., wired/wireless) via a unique coding stage followed by a client-specific optimized selection of the compressed data. Along with the bandwidth-adaptation capability provided by SVC, this feature enables our system to match the variable characteristics of any channel and requires no additional encoding operation. We defer the details of our rate-allocation approach to the next section and conclude the presentation of the proposed architecture by pointing out the conceptual differences with respect to the two MCTF-based MDC schemes existing in the literature.
First, the codec proposed by Bajic and Woods [15] encodes independently neighboring samples, which belong to different partitions; in the case of erroneous transmission, the receiver exploits the correlation among coefficients and interpolates the available samples to estimate the missing ones. It is important to observe that the capability of estimating the missing descriptions provided by [15] is bounded by the existing correlation among transform coefficients, whereas our proposal explicitly introduces redundancy by means of EMDSQ. Furthermore, while we acknowledge that, by adopting overlapping partitions, additional redundancy may be introduced by the codec [15] , we notice that this approach inherently requires repeating the compression stage each time the redundancy (hence, the partitioning scheme) need to be varied. As shown next, in our approach, one matches on-the-fly the redundancy, hence the degree of resiliency to the channel conditions using optimized rate allocation.
In comparison to [15] , the MDC scheme proposed by Van der Schaar and Turaga [16] is more flexible as it forms multiple streams by mapping the compressed frames and motion fields to the various descriptions. When a one-to-one mapping is used no redundancy is introduced; otherwise, completely redundant copies are included in all descriptions. This solution, however, is not efficient since its error resilience properties rely on 1) correlation among filtered frames, which is likely to be low after MCTF, and on 2) the plain repetition of frames and MVs, which fails to increase the quality of the reconstruction as more replicas are received. More importantly, [16] does not propose a procedure to optimally select, on the basis of the estimated channel condition, which frames and MVs need to be replicated and the number of copies to be used.
IV. CHANNEL-AWARE RATE-ALLOCATION
Throughout this section we detail our novel rate-allocation technique with redundancy control. In Section IV-A, we establish the link between the distortion in the reconstructed sequence and the representation accuracy of each subband/MV generated by MCTF. In Section IV-B, we derive the expected distortion in a stochastic framework accounting for source quantization and transmission errors. In Section IV-C, we formulate the rate-allocation problem which aims at minimizing the expected distortion at decoding side given the available bit rate and the packet-loss rate. Finally, the redundancy control mechanism is described in Section IV-D.
A. Distortion Estimation in MCTF Followed by Quantization
Given a discrete signal , having compact support of volume ( ), and an approximation of it , we choose the mean-square error (MSE) as our distortion metric, given by (2) We denote by the input video sequence, composed of frames of size , and by its spatiotemporal transform, comprising temporal and spatial decomposition levels. Since quantization is applied on transform-domain samples, we seek for an expression of the overall distortion in the transform domain combining the distortions occurring in each subband and the distortion incurred by approximating the motion vectors. This measure is equivalent to the distortion in the reconstructed video sequence, i.e., , when the spatiotemporal transform is orthonormal. This holds when uniform motion occurs in the sequence (i.e., all pixels are uniquely connected [3] , [22] ), the motion vectors are error-free, and orthonormal wavelets (e.g., Haar) are employed. In order to keep the formulations tractable, we assume orthonormal spatiotemporal transformations throughout this paper. Notice that, although not strictly orthonormal, the biorthogonal wavelets typically employed in practice (such as the 9-7 biorthogonal basis ubiquitously used in compression) are very near to being orthonormal [29] .
We begin by considering the distortion contribution resulting from approximating texture information only, given by (3) where and represent the transformed high-and low-pass frames at time-instant and temporal levels and , respectively. Next, we account for the contribution to resulting when temporal synthesis is performed using an approximation of the motion field estimated during temporal analysis. This contribution is obtained by considering the effect of approximated motion information in the temporal lifting structure, as explained next.
For simplicity, consider the Haar synthesis of a given temporal level employing inaccurate motion and lossless texture data , , as depicted in Fig. 4 . Employing a lossy motion field while inverting the temporal transform introduces some distortion in the reconstructed frames , , which is indicated as (4) We modify (3) in order to include the above contribution, thus obtaining (5), shown at the bottom of the page. A proof of (5) is given in the Appendix. It is worth noticing that, following similar steps, (4) and (5) can be extended to temporal filters other than the Haar pair. In the remainder of this paper, with a slight abuse of notation, we will use the symbol to indicate the distortion (4) as well as (2) . No ambiguity is introduced as the argument of function clearly distinguishes distortion occurring in wavelet frames caused by quantization from distortion incurred by using approximated motion vectors.
We conclude by rewriting (5) such that the contributions of different spatiotemporal levels to the overall distortion are better isolated. The following notations are introduced. At any temporal level, we denote the set of transformed frames as for and for . Similarly, we denote the set of motion vectors produced at any level as . Moreover, at any spatial level, the set of 2-D subbands is denoted as for and for . Finally, we indicate the subband of a frame as . With these notations, (5) compacts into (6) , shown at the bottom of the next page. The above formulation of the overall distortion in the reconstructed sequence is particularly useful because the proposed system quantizes each subband and motion field independently, and each contribution to the final distortion is individually evaluated at encoding time, as explained in the following section. 
B. Distortion-Rate Function Employing EMDSQ Over Packet-Lossy Network
For any subband , quantized using EMDSQ as defined by (1) with , we define the distortion-rate function as (7) where is the rate (in bits) needed to entropy-code level of the th description. Instead of providing an analytical expression of for any , we first compute the distortion and the rate associated to any central-quantizer , , and then derive, from these values, a finite set of distortion-rate samples which is adequate for the purpose of optimized rate allocation. The first step is performed via direct computation of , for any , and measurement of the rate associated to each , thus obtaining
In general, the output rates provided by (8) are irregularly spaced along the rate axes, as shown in Fig. 5(a) for . Since transmission occurs by means of packets of a given size (in bits) , we are only interested in points having output rates evenly distributed with step . Therefore, we need to interpolate the values from (8) to obtain the desired sampling of (9) An example of such a function is given in Fig. 5(b) for and . Notice that possibly comprises noninteger values . For each description , this corresponds to the partial decoding of quantization level . This is feasible since any prefix of the bitstream produced by our quantization/entropy-coding scheme is decodable.
Notice that, although (9) does not have a closed form, the overhead of its direct computation for typical values of and (e.g., , , or , ) is negligible if compared for instance to the computational complexity of usually sophisticated motion-estimation strategies employed in temporal filtering.
So far, we derived the distortion resulting from compressing the source into packets in the errorfree case. Given (9), we can formulate the expected distortion at the decoder side assuming packet erasures. Each time transmission is performed, a different approximation of is reconstructed depending on the loss pattern, as the decoder processes (6) all the packets which do not depend on missing data and discards the others. Then, the average distortion at the decoding site can be estimated as (10) where the set of vectors is Equation (10) averages the distortion yielded by decoding only the initial packets over all occurrences . For every description , this corresponds to the event of correctly receiving up to packet and losing packet . Subsequent packets, if received, are useless. The weighting factors in (10) depend on the stochastic model assumed for the packet losses. We assume random memoryless erasures with constant probability , that is (11) where is the discrete-time Heaviside function. We notice that the case of bursty losses one can still use (11) provided that packets comprising different descriptions are properly interleaved [30] , as shown in Section V-A.
The rate-distortion behavior for any motion vector quantized using EMDSQ is derived, following the same steps as in the case of the wavelet subbands. Similarly to texture data, the expected distortion is expressed by (10) with . The main difference is the use of (4) in evaluating distortion. Specifically, when computing (8), one-level temporal synthesis must be performed with each approximation of the motion field . This is a more demanding task than deriving (8) for a wavelet subband, assuming equivalent values of and . Nevertheless, its computational cost is still negligible for typical values of when a limited amount of motion scalability is supported, i.e., is small. As described in Section III-B, we apply a single-layer instantiation of the EMDSQ to quantize motion vectors, i.e.,
. Therefore, only distortion values, corresponding to all possible combinations of the received descriptions, need to be computed. Next, similarly to the case of wavelet subbands, interpolation is used to estimate the intermediate distortion values, in case the compressed motion field spans more packets.
C. Rate-Allocation Based on Lagrangian Optimization
The following setup is assumed for transmission of compressed video to each client. The coded sequence (or a segment of it) is sent during a transmission slot of duration (s) by means of packets of fixed size (b). We assume that, during each transmission slot, the encoder is aware of the available bit rate (b/s), corresponding to packets, and possesses a reliable estimate of the packet-loss probability. Without the loss of generality, we consider the video segment to be decoded at the original frame rate and resolution.
Allocating the available resources means finding a distribution which determines, for any , the optimum number of packets encoding each description of . For a given distribution , the distortion in the reconstructed sequence is a random variable, whose realizations depend on the transmission errors. The expected distortion at the decoder is obtained applying statistical expectation on (6). Exploiting linearity and using (10) we obtain the equation shown at the bottom of the page, while the associated packet-cost is shown in the equation at the bottom of the next page, where . The goal of our rate allocation is to find the optimal packet distribution which minimizes the expected distortion in the decoded sequence without exceeding the available resources. In other words (12) In case of single description coding, i.e., , the above represents the classical problem of optimal rate-allocation among quantizers. Existing techniques, e.g., [31] and [32] , featuring a modest computation complexity could be used to find the optimal solution. The main difference occurring when is the fact that, for any , the expected distortion does not only depend on the total number of packets used to code , but also on the division of the packets among the descriptions. In order to solve (12), we first associate to each one a priori strategy for splitting any amount of packets among the descriptions of . Moreover, we impose that, for any description of , the share of packets is a nondecreasing function of , i.e., see equation (13), shown at the bottom of the page. In loose terms, choosing corresponds to choosing a continuous path on the distortion-rate surface . As the number of packets employed to code increases, the distortion decreases along the selected path. A pictorial example is given in Fig. 6(a) for . Having defined the splitting approach for a given , the corresponding expected distortion solely depends on the scalar quantity and on the packet-loss rate . A sample function is plotted in Fig. 6(b) . As a result, a cost-benefit function is obtained for any , and the rate-allocation problem we are concerned with falls back into the classical framework. Next, rather than solving the constrained minimization (12), we employ the well-established technique of Lagrangian multipliers [33] which performs the unconstrained minimization of the functional (14) for some . The packet distribution which minimizes (14) and the corresponding overall packet cost both depend on the multiplier , which is varied until the resulting solution satisfies . Such distribution also minimizes the initial constrained problem (12) , subject to the chosen splitting strategy (13) . An efficient implementation of the scalar resource allocation which solves (12) for a given is described in [26] ( §8.2) and is used to instantiate our rate allocation. The optimal vector packet distribution is obtained by exploring all possible choices of . However, such a task is impractical due to the vast number of possible distributions; instead, a much smaller search space can be examined, as explained next.
D. Computation-Efficient Redundancy Control
The selection of for any not only allows for solving the vector problem (12) using a scalar approach, but also establishes the degree of robustness relative to the transmitted representation of . For instance, one may choose so as to evenly share packets among the encoded descriptions; intuitively, in the high loss-rate case, solving (14) assuming such a is likely to yield the lowest expected distortion regardless of . Conversely, when erasure-free transmission is expected, the search for the optimal solution should be carried out selecting only the splitting policies which favor only one of the encoded descriptions, i.e., choosing such so that no redundancy in the stream is introduced. With this respect, in [17] and [19] , we demonstrate that, when encoding a source using EMDSQ, reducing the number of descriptions decreases the redundancy within the multiple description representation of . Hence, by retaining a subset comprising descriptions, one represents the source with a lower redundancy at any reconstruction fidelity. The selection of renders the employed erasure-resilience mechanism scalable as the redundancy level, and, consequently, the degree of resiliency against transmission errors are controllable. We focus on such splitting strategies that evenly share packets among the retained descriptions (thus, preserving the balanced structure of the transmitted descriptions) and send (13) no information to code the remaining ones. The splitting strategies of (13) are, thus, restricted to (15) An example of the possible paths allowed by (15) on the distortion-rate surface is shown in Fig. 7(a) with : In this case, only three choices are possible, corresponding to either side and central decoding. The resulting expected-distortion rate curves are depicted in Fig. 7(b) . As expected, when , the average distortion achieved by a single description, or , saturates to a larger value than the distortion attained by transmitting both descriptions, . Notice that, for a given , imposing (15) limits the amount of allowed splitting approaches to , since only that many nonempty sets exist. As a result, the scalar rate-allocation procedure could be performed using each of the permitted ways of distributing packets among all subbands and motion vectors.
Although the search space defined by all possible (15) is intuitively much smaller than the one relative to (13), we further limit the computational requirements of the proposed rate-allocation by imposing that a single set is associated to all subbands belonging to the same spatial and temporal resolution. We also employ the set for both the basic-resolution texture data and the motion information of the corresponding temporal level . Therefore, a total of vector distributions are tested during our rate-allocation. The solution which attains the lowest expected distortion is then selected to perform the actual transmission. In the remainder of this paper we shall refer to the above approach as the full-search method.
In order to keep the complexity of the proposed multiple description rate allocation comparable to the one devised for SDC [7] , we impose that higher spatiotemporal levels, i.e., those providing the coarsest spatiotemporal representation of the sequence, are coded using more descriptions, i.e., are more resilient to errors, than lower levels, which contain refinement information. More precisely, denoting the cardinality of a set as , we impose that (16) We refer to the above strategy as the restricted-search method. A performance assessment between the full-and restricted-search approaches is reported in Section V-B.
To conclude, we remark that given the packet-loss rate and overall bit rate constraint, the proposed rate-allocation simultaneously 1) controls the redundancy by selecting the optimum sets for each subband or motion field, and 2) determines the appropriate truncation point within each of the retained descriptions. This approach, not only allows to meet the users' requirements in terms of bit rate, resolution and frame rate, but also dynamically adapts the degree of resiliency against transmission errors to the given channel condition (i.e., packet-loss rate) after compression of the source has been performed. Furthermore, the proposed restriction of the search space allows for limiting the computational requirements of our rate allocation, whose complexity, for typical values of , is comparable to the one performed in the SDC case.
V. EXPERIMENTAL RESULTS
In this section, we report the experimental results obtained with an instantiation of the proposed scalable multiple description video coding architecture. The system is based on our scalable MCTF-based wavelet codec [7] , equipped with EMDSQ producing descriptions of both texture and motion vectors. Motion data, however, are compressed in a nonscalable fashion. We evaluate the performance of the channel-aware rate-allocation algorithm, featuring the restricted-search method (MDC_r_search) described in Section IV, and compare it against the performance obtained with a rigid rate-allocation approach (MDC_fixed), which transmits, for any subband/MV, all the encoded descriptions, regardless of the channel conditions. Additionally, the experimental results are compared against those obtained with the equivalent single description video codec (SDC).
Furthermore, in order to compare against the state-of-the-art, we developed a scalable MDC system incorporating the data-partitioning concepts of Bajic and Woods [15] into our video codec, operating also with . In this way, both our proposed EMDSQ-based system and the data-partitioning-based system (MDC_DP) employ the same texture and motion-vector codecs. Therefore, any performance differences between the two systems will be only due to the way multiple descriptions are created.
In all the experiments, we assume a single transmission link through which packets representing different descriptions are transmitted using time multiplexing. The channel acts as an erasure channel and the packet size is set to 1400 bytes including the (ad-hoc) header. The decoder uses all packets which do not depend on missing data (packet dependencies are indicated in the header), and discards the others. The data-partitioning-based system, unlike the proposed EMDSQ system, attempts to estimate an erased description from the other one (if available), as described in [15] . In case of simultaneous loss of all descriptions, both the EMDSQ and the data-partitioning system assume the missing wavelet coefficients or motion vectors to be zero. The quality of the reconstructed sequence is measured using the peak signal to noise ratio, PSNR. Specifically, we employ the average PSNR (Avg_PSNR), defined for YUV 4: 2: 0 color sequences s as shown in the equation at the bottom of the page, where is the number of frames in the sequence and , and represent the , and color components respectively of the frame corresponding to time instant .
We report in Section V-A two sets of experiments. In the first set, we assume independent packet losses occurring with probability distributed in the following intervals: (a) , (b) , (c) , and (d)
. The second set of experiments is carried out assuming a bursty channel. Simulations are performed using a Gilbert model [34] where lays in the aforementioned intervals and the average burst length ( ) is set to 3.
In all the experiments, we perform the rate-allocation algorithm assuming a single representative value for each interval, corresponding to the expected loss rate , namely: (a) , (b) , . Each interval is then divided into smaller equally sized bins and Avg_PSNR is averaged over each bin and plotted against the mean of the bin.
In the last set of experiments, given in Section V-B, we compare the performance of the restricted-versus full-search approach assuming independent losses.
A. Simulations for Independent and Bursty Losses
The sequences selected for the first set of experiments are Bus (150 frames) and Football (260 frames), both in CIF format (352 288) at 30 frames per second. Streaming simulations are carried out targeting 512 and 1024 Kb/s. It is worth reminding that, due the scalable nature of the proposed codec, a bitstream suitable for any other bit rate is readily obtained without additional encoding operations. In each streaming simulation, the event of a packet being erased by the channel is modeled as a binary random variable (lost/received), where losses occur with the probability belonging to the selected interval (a)-(d). The same loss probability is assumed for any packet independently of the others, i.e., the random process modeling packet losses is IID. Fig. 8 shows the performance at the two given bit rates for the Bus and Football sequences. The most interesting conclusions are drawn from the behavior at very low and low packet-loss rates, namely intervals (a) and (b). In interval (a), where very few packets are lost, SDC attains the highest Avg_PSNR while the figure for MDC_fixed is up to 2 dB inferior, due to the redundancy among the two descriptions. The curve representing the performance of the MDC_r_search is situated between those of SDC and MDC_fixed. Such behavior confirms the ability of the proposed technique to trim the redundancy within the streamed data, thus obtaining, in the loss-free case, a quality close to one provided by SDC. Indeed, we observe that, when practically no loss occurs, the Avg_PSNR of MDC_r_search is at most 0.7 and 0.9 dB lower than the SDC one at 512 and 1024 Kb/s respectively.
Such coding penalty, far less severe than the one incurred by MDC_fixed, is mainly due to the usage of a nonscalable approach for motion vector coding. In the current system, the nonscalable MDC of the MVs cannot equalize the accuracy attained by SDC, without transmitting both MV descriptions. Even then, MDC of the MVs introduces some redundancy, which is not justified by the low packet-loss probability encountered in the left-end of region (a). On the other hand, as the loss rate increases, towards the right end of interval (a) and throughout interval (b), the performance of SDC drops, with its Avg_PSNR curve falling below the MDC ones. We notice that, within interval (b), MDC_r_search is clearly better than MDC_fixed (up to more than 1 dB) at 512 Kb/s, while the two approaches deliver practically the same performance at 1024 Kb/s. As expected, moving towards significant loss rates the SDC quality drops substantially. Within interval (c) the Avg_PSNR of SDC is 4 to 8 dB lower than in the error-free case. Towards the end of interval (d) the plunge exceeds 11 dB and the user experiences a very poor visual quality. On the other hand, both MDC approaches, which (as expected) tend to overlap as increases, are far more resilient and deliver an acceptable video quality. Within interval (c), where substantial losses occur, we observe an average quality less than 4 dB inferior to the one attained by SDC in the error-free case, i.e., the best available quality for the given bit rate. Similarly, the quality reduction at the highest loss rates [upper bound of interval (d)] is limited to less than 5 dB.
Comparing against SDC employing no error-protection mechanisms shows the "price" of multiple-description coding. There is a common subliminal belief that having more than one description of the input source must cost a lot in terms of bit rate. This is not at all the case for the proposed EMDSQ-based system. Indeed, the results highlight that, when operating at low packet-loss rates, the system selects the appropriate information, and the cost of having MDC versus SDC is minimal. On the other hand, at mid-to-high packet-loss rates MDC does its job, namely it provides erasure resilience, while SDC having no protection fails dramatically. Notice though that single-description compressed streams should not be left unprotected if they are operating over packet-lossy networks. In alternative to robust source coding, channel coding approaches based on forward error correction (e.g., [35] ) can be employed in order to transform the SDC system into an MDC one and provide resilience against transmission errors.
The comparison against the state-of-the-art [15] shows that the proposed EMDSQ-based and the data-partitioning-based systems achieve similar compression performance at low packet-loss rates. However, at mid-to-high packet-loss rates, the proposed EMDSQ-based codec systematically outperforms the data-partitioning-based system. A sample video frame of the sequence Bus decoded at 1024 Kb/s is given in Fig. 9 . The columns in the figure refer to three codec instantiations (SDC, MDC_r_search, and MDC_DP) while the rows depict the frame reconstructed during four streaming simulations, each representative for one packet-loss interval.
One notices that, in (a), the visual quality provided by the two MDC approaches is equivalent to the one achieved by SDC. In (b), the increasing packet-losses result in blurriness in the frame decoded by SDC, whereas both MDC approaches are scarcely affected, with MDC_r_search delivering the best visual quality. As the amount of losses grows larger -intervals (c) and (d) -SDC provides a barely intelligible picture. Moreover, unlike MDC_r_search which offers the best visual quality, MDC_DP starts to be seriously affected by the increasing losses, exhibiting annoying visual artifacts.
The second set of experiments is carried out using the Mobile Calendar CIF sequence (300 frames), at 30 frames per second. The streaming simulations target video transmission at 512 and 1024 Kb/s over packet-lossy channels with burst losses.
The simplification resulting from the assumption of IID losses, i.e., the usage of (11), can still be retained provided that bursts of losses are properly spread across independent packets. Such effect is obtained by interleaving packets scheduled for transmission [30] . We found that the following pseudorandom interleaving scheme (applied to all MDC codecs) provides robustness to bursts and limits the de-interleaving complexity and delay of the decoder. In our scheme, the packets encoding a given description of a given subband, which have strict dependencies, are sequentially fed into the channel. As such, whenever a burst occurs and a packet is erased by the channel, its subsidiary packets-which are now useless-are likely to be erased as well, causing no consequence. On the other hand, when placing in the stream the packets encoding the other description of the same subband, we randomly select an insertion point which is no closer to the end of the first description than the expected burst length. This strategy attempts to avoid the simultaneous erasure of both descriptions by a single burst. Fig. 10 reports the performance obtained at 512 and 1024 Kb/s on the Mobile Calendar sequence. Similar considerations to those made above can be repeated here, since the behavior observed in the bursty case is comparable to that of the IID case. The restricted-search method is able to reduce the performance gap between MDC and SDC up to 1 dB at low loss-rates, i.e., interval (a). Additionally, MDC provides undisputable gains over SDC in the intervals (b)-(d).
It is also important to remark the significant performance gap between our proposed EMDSQ-based approach and the system based on the data-partitioning principles of [15] .
Finally, we point out that a performance penalty of up to 4.5 dB is observed if no interleaving is applied. We conclude that interleaving is a critical component and that the adopted interleaving approach is effective in spreading the effect of bursty losses.
B. Search-Strategy Analysis
In this section, we asses the possible performance loss resulting from restricting our attention only to the splitting strategies relative to subsets , satisfying (16) . The rationale behind constraint (16) is that the information carried by higher spatial and temporal decomposition levels contributes to the reconstruction accuracy more than the one contained in the lower levels. Therefore, allocating more redundancy to the upper levels should result in a better trade-off and attain, on average, a lower distortion for the given bit rate. Thus, we expect the rate-allocation to favor choices of sets that satisfy condition (16) . Moreover, the restricted-search reduces the dimension of the search space, hence the complexity of our rate-allocation approach. The expected minor performance penalty is confirmed by the experimental results shown in Fig. 11 which reports the performance gap between the full-and restrictedsearch methods. Although, in some cases, a solution which violates (16) results in a lower expected distortion, the differences between the two approaches is practically negligible.
Finally, from a complexity point of view, the execution time required by the restricted-search algorithm is at most 17% larger than the execution time needed by the rate-allocation employed in the SDC system. Hence, we conclude that opting for the restricted-search strategy allows for keeping the computational cost of the proposed rate-allocation comparable to the one performed in the SDC case.
VI. DISCUSSION AND CONCLUSION
A novel design for scalable erasure-resilient video coding that couples the compression efficiency of the open-loop architecture with the robustness provided by multiple description coding is proposed in this paper. In our approach, scalability and packet-erasure resilience are jointly provided via embedded multiple description scalar quantization. EMDSQ allows for steering the number of descriptions and the redundancy between them. In the context of packet-switched networks, we derive a novel framework that performs optimized rate-allocation and controls the amount of redundancy by selecting the subset of coded descriptions minimizing the expected distortion at the decoding site. The proposed framework adapts the level of robustness to the network conditions, without resorting to channel coding.
The proposed scalable MDC video coding approach seamlessly adapts the data rate to the available channel bandwidth, just the same as in scalable SDC. Similarly, having retained a number of descriptions suitable for a certain packet-loss rate, the system can adapt to a lower loss rate by removing the unnecessary redundancy. Hence, the system is scalable in error-resilience terms. In other words, whatever the channel conditions (bandwidth and packet loss rate) one has, the system can optimize the rate-distortion performance for the given operational points. One conclude that the proposed scalable MDC architecture is suitable for multicast scenarios as it allows for performing a single coding step followed by a rate-redundancy allocation procedure which transmits to each client the appropriate data according to the user's requirements, available bit-rate and expected packet-loss rate.
The advantages of our approach are demonstrated in the context of video transmission over packet-lossy networks by comparing the performance of the proposed system against the equivalent instantiations employing 1) no erasure-resilience mechanisms (SDC), 2) erasure-resilience with nonscalable redundancy (MDC_fixed), and 3) erasure-resilience based on data-partitioning (MDC_DP).
The experimental results show that, while transmitting over reliable links, the coding penalty associated with the proposed approach versus single-description coding is minimal. Specifically, in PSNR terms, MDC_r_search is at most 3% less performing than SDC at low packet-loss rates, interval (a). In other words, the "cost" of MDC is negligible. However, the coding gains observed in video transmission over error-prone channels are significant, to say the least. At moderate loss rates, interval (b), and low bit rates, MDC_r_search is up to 4% better than SDC, while at high bit rates, SDC is 10% below MDC_r_search, which almost overlaps MDC_fixed. At high packet-loss rate, intervals (c) and (d), MDC_r_serch outperforms SDC by up to 28%. In these intervals, our two MDC instantiations practically coincide. We conclude that when low-to-moderate losses are expected, a restricted-search approach exploiting the unequal "importance" of the various subbands achieves the best quality-robustness tradeoff, especially at low bit rates. Additionally, when substantial losses are expected, the search for the best redundancy allocation can be skipped, since in this case all the encoded descriptions need to be sent. We also observe that scalable multiple-description coding of motion should be used in order to further approach the coding performance of SDC in error-free transmission scenarios.
Finally, numerical evidence shows that the proposed EMDSQ-based approach outperforms the equivalent system employing the data-partitioning principles of [15] . This seems to indicate that EMDSQ should be favored over data-partitioning in scalable multiple-description coding of video.
APPENDIX
Proof of (5):
In the following, we neglect the spatial transform, assumed orthonormal, as it does not affect the computation of distortion, i.e., and . We begin by considering the synthesis of level when approximated input data are employed. As in [7] and [35] , we assume that the contributions of , and to the reconstruction error are disjoint; hence, each approximated frame of is written as where represents the frame containing the errors induced into by when the sole approximated data used (17) during one-level inverse MCTF is . Therefore, the distortion in frame is and similarly for . We assume that , and are uncorrelated; hence, the second term in the above equation is zero. Distortion in the entire reconstructed sequence is (17) , shown at the top of the page. Notice that the first term in (17) represents the distortion resulting from synthesizing level using approximated texture data and lossless motion information, as in (3), while the second term accounts for the distortion stemming from the use of lossy decoded motion vectors and is compactly represented using the notation introduced in (4) . Isolating the temporal low-pass subband in (17) we obtain (18) Notice that the first term in (18) is proportional to the distortion in the sequence comprising level one of the temporal decomposition. When two decomposition levels are employed, such distortion originates from approximations in both texture and motion information in the upper level; hence, following the same reasoning applied to derive (18), we can write as
Iterating on for , we obtain (5).
