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Abstract
We study an extremal problem related to “splitted” Jacobi weights: for ; ¿ 0, 1nd the largest value of
maxx∈[−1;1] [(1 + x)pm(x)2 + (1− x)qn(x)2] among all polynomials pm and qn of degree at most m and n,
respectively, satisfying∫ 1
−1
[(1 + x)pm(x)2 + (1− x)qn(x)2] dx = 1:
We show that the solution of this problem is related to an estimation of the Christo6el functions and the
Wronskians associated with certain Jacobi polynomials.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Pn denote the linear space of algebraic polynomials of degree at most n, taking real values
on [−1; 1]. Then, since Pn is a 1nite dimensional space, all norms on it will be equivalent. That is,
if ‖ · ‖1 and ‖ · ‖2 are two norms on Pn, then there are two positive constants C1 and C2 depending
only on the norms and n such that
C1‖pn‖16 ‖pn‖26C2‖pn‖1;
∗ Fax: +1-407-823-6253.
E-mail address: xli@math.ucf.edu (X. Li).
0377-0427/03/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S0377-0427(02)00633-7
312 X. Li / Journal of Computational and Applied Mathematics 153 (2003) 311–320
for all pn ∈Pn. It is of great interest to estimate C1 and C2 as functions of n. For example, for
Jacobi weight w(x) = (1− x)(1 + x), we have
max
x∈[−1;1]
|w(x)p2n(x)|6 maxx∈[−1;1]
w(x)
(;)n (x)
∫ 1
−1
w(x)p2n(x) dx; (1)
where (;)n (x) = {
∑n
k=0 [P
(;)
k (x)]
2=h(;)k }−1 is the Christo6el function associated with the Jacobi
weight (see [7, Chapter III, Theorem 3.1.3] or [3, Chapter I, Theorem 4.1] for a more general
statement). In this note, we consider a splitted version of (1). More precisely, we study the following
extremal problem:
(E)

maximize maxx∈[−1;1] |w1(x)p2m(x) + w2(x)q2n(x)|
subject to pm ∈Pm; qn ∈Pn and∫ 1
−1
{w1(x)p2m(x) + w2(x)q2n(x)} dx = 1
for the following two cases (with , , ¿ 0): (i) (w1(x); w2(x)) = ((1 + x); (1 − x)), and (ii)
(w1(x); w2(x)) = (1; (1− x2)).
Let −16 a¡b6 1 and let S[a; b] denote the set of all (pm; qn) with pm ∈Pm; qn ∈Pn such
that ∫ b
a
{(x − a)p2m(x) + (b− x)q2n(x)} dx = 1
in case (i), and∫ b
a
{p2m(x) + [(x − a)(b− x)]q2n(x)} dx = 1
in case (ii). De1ne
E(a; b) := max
(pm;qn)∈S[a;b]
max
x∈[a;b]
{(x − a)p2m(x) + (b− x)q2n(x)}
and
E(a; b) := max
(pm;qn)∈S[a;b]
max
x∈[a;b]
{p2m(x) + [(x − a)(b− x)]q2n(x)}
in cases (i) and (ii), respectively. Obviously, in case (i), E(a; b) is the best constant in the following
inequality:
(x − a)p2m(x) + (b− x)q2n(x)6E(a; b)
∫ b
a
{(x − a)p2m(x) + (b− x)q2n(x)} dx:
Comparing this inequality with (1), it is reasonable to expect that E(a; b) is related to certain
Christo6el functions. This is indeed the case as we shall demonstrate below. Our estimation of
E(a; b) is obtained from that of the related Christo6el functions and Wronskians in case (i). The
estimation in case (ii) is a little more involving. These estimations will be given in Section 3, whose
applications are given in Section 4.
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2. Statements of results
One of our main results is the following:
Theorem 1. In case (i), that is, for (w1(x); w2(x)) = ((1 + x); (1− x)), and ; ¿ 0, we have
E(−1; 1) = max
{
2
m∑
k=0
[P(0; )k (1)]
2
/
h(0; )k ; 2

n∑
k=0
[P(;0)k (−1)]2=h(;0)k
}
:
When m= n, the right-hand side can be simpli1ed to (1 + n)[1 + n+max(; )]=2. The proof of
Theorem 1 relies on some estimations of Wronskians and Christo6el functions. We start with the
Wronskian for the Jacobi weights (1 + x).
Theorem 2. For ¿ 0, we have
(1 + x)
∣∣∣∣∣ P
(0; )
n (x) P
(0; )
n+1 (x)
d
d x P
(0; )
n (x)
d
d x P
(0; )
n+1 (x)
∣∣∣∣∣6 2n+  + 22−+1 ; −16 x6 1:
For Christo6el functions, we have the following:
Theorem 3. For ¿ 0, we have
max
x∈[−1;1]
(1 + x)
(0; )n (x)
=
(1 + x)
(0; )n (x)
∣∣∣∣∣
x=1
:
Remark. We mention that without the weight (1+x), the maximum of 1=(0; )n (x) would be attained
at x = −1 since these Jacobi polynomials with ¿ 0 have maximum values at −1 as pointed out
by Askey [1] (see also [7, Section 7.3]).
A similar result as Theorem 1 for case (ii) is not known (though a special case when m= n+ 1
and  = 1 is solved, see Section 4), but the following simple result is useful when analyzing the
extremal values.
Theorem 4. If −16 a¡b6 1, then
E(a; b) =
2
b− aE(−1; 1): (2)
Because of (2), we say that the extremal problem (E) is scalable.
3. Proofs
Our 1rst lemma (already observed by Szego˝ in special cases [7, p. 183]) shows that, in general,
the splitted extremal problem can always be solved in terms of the single extremal problem. More
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precisely, if w1(x) and w2(x) are two weight functions on [ − 1; 1], then the extremal problem (E)
can be reduced to one of
(E1)

maximize maxx∈[−1;1] {w1(x)p2m(x)}
subject to pm ∈Pm and∫ 1
−1
w1(x)p2m(x) dx = 1
and
(E2)

maximize maxx∈[−1;1] {w2(x)q2n(x)}
subject to qn ∈Pn and∫ 1
−1
w2(x)q2n(x) dx = 1:
Lemma 1. Let M and Mj (j = 1; 2) denote the maximum values of extremal problems (E), (Ej),
(j = 1; 2), respectively. Then M =max{M1; M2}.
Proof. Let p∗ ∈Pm; q∗ ∈Pn be the maximizing polynomials for problem (E). That is,
M = max
x∈[−1;1]
{w1(x){p∗(x)}2 + w2(x){q∗(x)}2}:
Assume t :=
∫ 1
−1 w1(x){p∗(x)}2 dx. Then
∫ 1
−1 w2(x){q∗(x)}2 dx = 1 − t. Let Pk(wj; x) denote the
kth orthonormal polynomial associated with the weight function wj, j= 1; 2. Then, writing p∗(x) =∑m
k=0 akPk(w1; x), we have
{p∗(x)}2 =
{
m∑
k=0
akPk(w1; x)
}2
6
m∑
k=0
a2k
m∑
k=0
P2k (w1; x) = t
m∑
k=0
P2k (w1; x):
Here we have used the fact that
∑m
k=0 a
2
k =
∫ 1
−1 [p
∗(x)]2 dx = t. Similarly, we have
{q∗(x)}26 (1− t)
n∑
k=0
P2k (w2; x):
So,
M6w1(x)t
m∑
k=0
P2k (w1; x) + w2(x)(1− t)
n∑
k=0
P2k (w2; x);
which is not larger than
max
{
w1(x)
m∑
k=0
P2k (w1; x); w2(x)
n∑
k=0
P2k (w2; x)
}
:
Now, it is easy to verify that
M1 = w1(x)
m∑
k=0
P2k (w1; x)
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and
M2 = w2(x)
n∑
k=0
P2k (w2; x):
This 1nishes the proof.
Note that the above proof tells us that M =M1¿M2 if and only if t = 1 which is equivalent to
q∗ ≡ 0. When M1 =M2 we can always choose q∗ ≡ 0.
The following result of Szego˝ is also needed in our proof.
Lemma 2 (Szego˝’s theorem on monotone weights [7, Theorem 7.2]). If w(x) is an increasing weight
function on [a; b] and if Pn is the nth orthogonal polynomial on [a; b] with respect to w(x), then
w(x)P2n(x)6w(b)P
2
n(b); x∈ [a; b]:
Proof of Theorem 3. Note that, by the de1nition of (;)n (x),
(1 + x)
(0; )n (x)
=
n∑
k=0
(1 + x)
[P(0; )k (x)]
2
h(0; )k
:
Since (1 + x) is increasing on [ − 1; 1], Lemma 2 can be applied to each term on the right-hand
side, which shows that the maximum over [− 1; 1] is attained at x = 1.
Proof of Theorem 2. By the Christo6el–Darboux formula, this theorem follows from Theorem 3 and
[7, p. 72]
1
(;)n (1)
= K (;)n (1; 1) =
(n+ +  + 2)(n+ + 2)
2++1(+ 1)(+ 2)(n+ 1)(n+  + 1)
:
Proof of Theorem 1. By Lemma 1, we have
E(−1; 1)6max
{
max
x∈[−1;1]
(1 + x)
(0; )m (x)
; max
x∈[−1;1]
(1− x)
(;0)n (x)
}
:
Now from Theorem 3, we know
max
x∈[−1;1]
(1 + x)
(0; )m (x)
=
2
(0; )m (1)
and, similarly, one can show that
max
x∈[−1;1]
(1− x)
(;0)n (x)
=
2
(;0)n (−1)
;
which imply the theorem.
Next, we establish a special case of Theorem 4 as a lemma.
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Lemma 3. For c¿− 1, we have
E(−1; c) = 2
1 + c
E(−1; 1):
Proof. We consider case (i) only. Case (ii) can be treated similarly. It is clear that there exists
(p∗m; q∗n)∈S[− 1; c] such that
E(−1; c) = max
x∈[−1;c]
{(1 + x)[p∗m(x)]2 + (c − x)[q∗n(x)]2}:
Let
p˜∗m(y) =
(
1 + c
2
)(+1)=2
p∗m
(
1 + c
2
(y + 1)− 1
)
and
q˜∗n(y) =
(
1 + c
2
)(+1)=2
q∗n
(
1 + c
2
(y + 1)− 1
)
:
Then it is easy to verify that
(p˜∗m; q˜∗n)∈S[− 1; 1]
and
max
y∈[−1;1]
{(1 + y)[p˜∗m(y)]2 + (1− y)[q˜∗n(y)]2}
=
1 + c
2
max
x∈[−1;c]
{(1 + x)[p∗m(x)]2 + (c − x)[q∗n(x)]2}; (3)
which leads to
E(−1; 1) = max
y∈[−1;1]
{(1 + y)[p˜∗m(y)]2 + (1− y)[q˜∗n(y)]2}:
This, in view of (3), yields
E(−1; 1) = 1 + c
2
E(−1; c):
Proof of Theorem 4. In view of Lemma 3, it suMces to show that
E(a; b) =
b+ 1
b− a E(−1; b):
But this can be proved by the same argument as given in the proof of Lemma 3.
With the notations used in the proof of Lemma 3, we observe the following useful consequence
of Theorem 4.
Corollary 4. In case (i), if (1 + c)[p∗m(c)]
2 = E(−1; c), then 2[p˜∗m(1)]2 = E(−1; 1).
Similarly, in case (ii), if [p∗m(c)]
2 = E(−1; c), then [p˜∗m(1)]2 = E(−1; 1).
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Proof. Again, we give a proof for case (i) only. Case (ii) can be handled similarly.
Note that
p˜∗m(1) =
(
1 + c
2
)(+1)=2
p∗m(c):
So
2[p˜∗m(1)]
2 =
1 + c
2
(1 + c)[p∗m(c)]
2 =
1 + c
2
E(−1; c);
which equals E(−1; 1) by Lemma 3.
The contraposition of Corollary 4 can be stated as follows.
Corollary 5. If the extremals for E(−1; 1) do not attain their maximum at the end-point 1, then,
in case (i),
(1 + c)p2m(c)¡E(−1; c) (4)
whenever pm ∈Pm and
∫ c
−1 (1 + x)
p2m(x) dx6 1; in case (ii),
p2m(c)¡E(−1; c) (5)
whenever pm ∈Pm and
∫ c
−1 p
2
m(x) dx6 1.
Proof. This time we give a proof for case (ii). The proof for case (i) is similar. Just note that when
pm ∈Pm and
∫ c
−1 p
2
m(x) dx6 1, we can always 1nd a qn ∈Pn such that (pm; qn)∈S[− 1; c]. Thus
p2m(c)6 maxx∈[−1;c]
{p2m(x) + [(x + 1)(c − x)]q2n(x)}6E(−1; c):
So, if (5) does not hold, then p2m(c) = E(−1; c) and pm = p∗m. Then Corollary 4 would imply that
one extremal for E(−1; 1) attains its maximum at 1, contradicting the assumption.
4. Applications
We give a few examples where the results of this note can be used to give alternative proofs of
some known inequalities.
LukNacs established some interesting inequalities for non-negative polynomials on [− 1; 1] that can
be stated as follows.
Theorem 5 (LukNacs’s inequalities [4]). If Pn ∈Pn and Pn(x)¿ 0 for x∈ [ − 1; 1], then, for every
x∈ [− 1; 1],
(i) for odd n, we have∫ 1
−1
Pn(x) dx¿
8
(n+ 1)(n+ 3)
Pn(x):
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(ii) for even n, we have∫ 1
−1
Pn(x) dx¿
8
(n+ 2)2
Pn(x):
Szego˝ discussed two proofs of this theorem, see [7, Section 7.7]. One of the proofs related the
inequalities to extremal problems but the extremal problems were solved directly instead of using
Szego˝’s theorem on monotone weights (see Lemma 2). So, a sketch of an alternative proof goes
like this:
Note that every non-negative polynomial on [− 1; 1] can be represented as
(1 + x)p2m(x) + (1− x)q2m(x); if n= 2m+ 1
and
p2m+1(x) + (1− x2)q2m(x); if n= 2m+ 2:
So, the case when n is odd is obtained immediately from Theorem 1 with ==1. As for the case
when n is even, we use Theorem 4 (more speci1cally, Lemma 3 and its consequences, Corollaries
4 and 5). With (w1(x); w2(x)) = (1; 1 − x2), let p∗ ∈Pm+1; q∗ ∈Pm be a solution of the extremal
problem (E). If maxx∈[−1;1] {p∗2(x) + (1 − x2)q∗2(x)} is not attained at the end point 1, then, by
Corollary 5, for any c∈ (−1; 1),
p∗2(c) + (1− c2)q∗2(c)∫ c
−1{p∗2(x) + (1− x2)q∗2(x)} dx
¡E(−1; c): (6)
On the other hand, since p∗2(x)+ (1− x2)q∗2(x) is non-negative on [c; 1], there exist p˜∈Pm+1 and
q˜∈Pm such that
p∗2(x) + (1− x2)q∗2(x) = p˜2(x) + (x − c)(1− x)q˜2(x);
so, we always have
p∗2(c) + (1− c2)q∗2(c)∫ 1
c {p∗2(x) + (1− x2)q∗2(x)} dx
6E(c; 1) := max
(p;q)
max
x∈[c;1]
{p2(x) + (x − c)(1− x)q2(x)}; (7)
where the maximum is taken over all p∈Pm+1; q∈Pm such that
∫ 1
c {p2(x)+(x−c)(1−x)q2(x)} dx=
1. Using Theorem 4, we have
E(−1; c) = 2
1 + c
E(−1; 1) and E(c; 1) = 2
1− cE(−1; 1): (8)
From (6) and (7),∫ c
−1
{p∗2(x) + (1− x2)q∗2(x)} dx¿ p
∗2(c) + (1− c2)q∗2(c)
E(−1; c)
and ∫ 1
c
{p∗2(x) + (1− x2)q∗2(x)} dx¿ p
∗2(c) + (1− c2)q∗2(c)
E(c; 1)
:
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Adding these two inequalities and using (8),∫ 1
−1
{p∗2(x) + (1− x2)q∗2(x)} dx
¿p∗2(c) + (1− c2)q∗2(c)
(
1
E(−1; c) +
1
E(c; 1)
)
=p∗2(c) + (1− c2)q∗2(c)
(
1 + c
2E(−1; 1) +
1− c
2E(−1; 1)
)
=
p∗2(c) + (1− c2)q∗2(c)
E(−1; 1) = 1:
This contradicts the fact that the left-hand side is equal to 1. So, again the extremals attain the
maximum value at the end point 1 and −1 (with the same value by symmetry). Now it is easy to
see that this maximum value is 1=(0;0)m+1 (1) which is equal to (m + 2)
2=2 = (n + 2)2=8, as given in
Theorem 5 (ii).
Remark. The above discussion on the even case is inspired by Qazi’s paper [5].
Finally, we mention an inequality of Bernstein (cf. [6]).
Theorem 6 (Bernstein [2]). If pn ∈Pn and pn is increasing on [− 1; 1], and if n is odd, then
|p′n(x)|6 14 (n+ 1)2|pn(1)|; x∈ [− 1; 1]:
The case when n is even has been completely solved only recently by Qazi [5].
Theorem 7 (Qazi [5]). If pn ∈Pn and pn is increasing on [− 1; 1], and if n is even, then
|p′n(x)|6 14 n(n+ 2)|pn(1)|; x∈ [− 1; 1]:
In both theorems, we can further assume that pn(−1) =−pn(1) and so
pn(x) =
∫ x
−1
p′n(t) dt −
1
2
∫ 1
−1
p′n(t) dt:
Since pn is increasing, p′n is nonnegative on [ − 1; 1]. So, by the representation theorem of non-
negative polynomials, we can express the inequalities of Bernstein and Qazi as follows: for all
p∈Pm; q∈Pm−1, and x∈ [− 1; 1],
p2(x) + (1− x2)q2(x)6 1
4
(2m+ 2)2
1
2
∫ 1
−1
{p2(t) + (1− t2)q2(t)} dt
and for all p; q∈Pm, and x∈ [− 1; 1],
(1 + x)p2(x) + (1− x)q2(x)6 1
4
(2m+ 2)(2m+ 4)
1
2
∫ 1
−1
{(1 + t)p2(t) + (1− t)q2(t)} dt:
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The second inequality follows from Theorem 1 as Theorem 5 (i) does; while the 1rst is a consequence
of Theorem 5 (ii).
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