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We present a technique based on high resolution imaging to measure the absolute temperature
and the heating rate of a single ion trapped at the focus of a deep parabolic mirror. We collect the
fluorescence light scattered by the ion during laser cooling and image it onto a camera. Accounting
for the size of the point-spread function and the magnification of the imaging system, we determine
the spatial extent of the ion, from which we infer the mean phonon occupation number in the
trap. Repeating such measurements and varying the power or the detuning of the cooling laser, we
determine the anomalous heating rate. In contrast to other established schemes for measuring the
heating rate, one does not have to switch off the cooling but the ion is always maintained in a state
of thermal equilibrium at temperatures close to the Doppler limit.
I. INTRODUCTION
In many atomic physics and quantum optics exper-
iments, the temperature of the atoms under investi-
gation plays a critical role [1–6]. From fundamental
tests to quantum information applications, cooling the
atoms to ultra-low temperatures has become a pre-
requisite. To this end, laser cooling and trapping of
atoms has become an indispensable tool in many labs.
Furthermore, measuring the temperature of the cold
atoms becomes important, for instance to understand
the physics of the cooling mechanism, or to disclose
additional sources of heating and thermal decoherence
in the experiment. Depending on the type of the trap-
ping and cooling method employed, several thermom-
etry techniques have been developed.
In the case of trapped ions, the most common way
to determine the temperature is to measure the side-
band absorption spectrum [7, 8]. This technique re-
quires the ion to be cooled close to the motional
ground state of the trap, and therefore is used in
combination with ground state cooling schemes such
as Raman side-band cooling [9] or cooling employing
electromagnetically induced transparency [10]. Out-
side the resolved sideband regime, various techniques
exist. One way is to measure the Doppler broadening
of the atomic transition due to the motion of the ion
[11, 12]. The accuracy of this approach relies on the
ability to distinguish the Lorentzian spectrum of an
atomic transition from the Gaussian spectrum. The
Doppler broadening at sub-mK temperatures is small
compared to the natural linewidth of the typically
used transitions. Therefore, the statistical uncertain-
ties in data evaluation prevent an accurate determi-
nation of the temperature close to the Doppler limit.
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Particularly, in the Lamb-Dicke Regime the first or-
der Doppler effect is suppressed, and only the higher
order Doppler shifts that are much weaker can be ob-
served [13, 14].
In order to enable fast and accurate determination
of the temperature of a trapped ion at mK tempera-
tures, thermometry by imaging the spatial extent of
an ion has been demonstrated [15, 16]. The accuracy
of this method was limited only by the imaging res-
olution and the images’ signal-to-noise ratio. In this
article, we present the thermometry measurement of a
single ion by imaging via a deep parabolic mirror. Our
improved resolution and high collection efficiency [17]
allows us to determine the absolute temperature close
to the Doppler limit more accurately in comparison to
previous demonstrations of this technique. Further-
more, it opens up the possibility to measure temper-
atures below the Doppler limit, which has until now
been possible only by the resolved sideband method or
by similarly involved methods such as the one based
on interference of fluorescence photons [18].
In addition to the absolute temperature, the heating
rate is another important figure of merit in thermom-
etry of trapped ions [19, 20]. In the resolved sideband
regime, sideband themometry is generally employed
to measure the heating rate. Outside this regime,
the heating rate is traditonally measured from the
time-resolved fluorescence rate of the ion during the
Doppler cooling process [21]. A similar technique com-
bining the imaging approach and the time-resolved
scattering method to determine the heating rate was
recently demonstrated [22]. Both these techniques in-
volve heating up the ion to temperatures at-least a
few orders of magnitude above the Doppler limit, and
therefore depend on several simplifying assumptions
about the system. We present an alternative way to
determine the heating rate of a single ion employing
the imaging approach while varying the cooling laser
power or its detuning. The advantage of our tech-
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2nique is that for every measurement point the ion is
maintained in a state of thermal equilibriumduring
the entire measurement sequence.
II. THEORY
The temperature T of an ion in an harmonic trap
under weak confinement conditions can be approxi-
mated as T ≈ n¯h¯ω/kB , where n¯ is the average excita-
tion number of the harmonic oscillator, ω is the trap
frequency and kB is the Boltzmann constant [16]. n¯
in turn is related to the RMS spread σi of the ion in
position space as
σi =
√
h¯
2mω
(2n¯+ 1) , (1)
where m is mass of the ion. In the experiment, we
measure σi by imaging the ion, and thereby determine
n¯ and T .
In order to determine the heating rate ζ induced by
external factors, we use a simple model of laser cool-
ing [23] which neglects additional heating or cooling
due to micromotion. Since micromotion is well com-
pensated in our experiment, this model is well suited
to describe the cooling process. Cooling as well as
heating induced by interaction of the ion with the
cooling light is governed by scattering of photons from
the near-resonant cooling beam. The steady state
scattering rate of these photons is given by Γ · ρee,
where Γ is the spontaneous emission rate of the cool-
ing transition and ρee = Ω
2/(4∆2 + Γ2 + 2Ω2) is the
steady state excitation of the ion. ∆ is the detuning of
the laser from the atomic resonance and Ω is the Rabi
frequency. Particles confined in harmonic traps can
have anisotropic temperature, depending on the angle
made by the cooling beam with the trap axes [15]. To
include this effect in our model, we define an effective
k-vector, |~keff| = |~k| cosα, where α is the angle made
by the cooling laser with a trap axis. The cooling rate
along the chosen trap axis is given by
E˙c = −8h¯|
~keff|2∆Γ
Ω2
kBT
m
ρ2ee (2)
The heating rate during the final stages of Doppler
cooling can be approximated as
E˙h =
ρee Γ
2m
[h¯2|~keff|2 + ξ h¯2|~k|2] + ζ (3)
The first term in the brackets corresponds to the mo-
mentum change along the trap axis due to absorp-
tion of a photon, while the second term corresponds
to the momentum change due to spontaneous emis-
sion along this direction. ξ is a geometry factor that
originates from the spatial emission characteristics of
the scattered photons. In our experiment, we use a
J1/2 → J1/2 transition with a nearly isotropic emis-
sion pattern. Therefore, we use a geometry factor of
ξ = 1/3. In addition, we use a constant factor ζ to
include anamalous heating in the model.
The equilibrium temperature is reached when the
heating and cooling rates are equal: E˙c + E˙h = 0.
Below, we will measure σi while either varying Ω or
∆. In both cases, we will obtain ζ by fitting our model
to the experimental data.
III. EXPERIMENT
The schematic of our experimental setup is shown
in Figure 1. We trap a single 174Yb+ ion in the focal
region of a deep parabolic mirror using a stylus like ion
trap [24]. The trap is mounted on a XYZ piezo trans-
lation stage (PIHera P-622K058) with a positioning
accuracy of about ±1 nm. With the aid of the piezo
stage, the ion can be positioned and scanned in all
three directions around the focal point of the mirror.
A 370 nm frequency doubled diode laser (Toptica) is
used for Doppler cooling the ion. The detuning of
the laser is tuned by using a 200 MHz Accusto-Optic-
Modulator (AOM), aligned in “double-pass” configu-
ration, and driven by the amplified signal of a Voltage
Controlled Oscillator (VCO). The frequency shifted
beam is coupled into a polarization maintaining sin-
gle mode optical fiber, and focused onto the ion us-
ing a 400 mm focal length lens (L1). The optical
power of the cooling beam can be tuned by varying
the RF power supplied to the AOM using a Variable
attenuator (VA). The parabolic mirror (focal length
of 2.1 mm) collimates the fluorescence light scattered
by the ion, and acts as an objective for our imaging
system. A 300 mm focal-length lens (L2) along with a
one-to-one telescope using lenses of focal length 50 mm
(not shown in Fig. 1) is used to image the ion on
an electron-multiplying charge-coupled device (EM-
CCD) camera. A flip mirror (FM) directs the fluo-
rescence photons instead to a Photo-Multiplier-Tube
(PMT-A). The trap frequencies were measured to be
205 kHz and 196 kHz in the lateral directions (X and
Y), and 390 kHz in the axial direction (Z) by applying
AC fields to one of the trap electrodes. The cooling
beam has an angle, α of 71◦ with both the lateral trap
axes.
As introduced above, we measure the temperature
of the ion by determining the width of the image
recorded on the EM-CCD camera. Due to the geom-
etry of the trap electrodes (cf. Ref. [17]), the lateral
trap axes make an angle of 45◦ with respect to the
edges of the pixel array of the camera. Therefore, we
rotate the images by nearest neighbor interpolation to
make the the pixel array axis coincide with the trap
axis 1. For simplicity, we restrict the discussion to one
spatial dimension.
1 We use MATLAB imrotate function to rotate the images
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FIG. 1. Schematic of our experimental setup. A stylus
ion trap is used to trap a single 174Yb+ at the focus of a
deep parabolic mirror (PM).
First, we project the image onto the horizontal di-
rection by summing over all pixels in each column.
We then determine the RMS image width σ from this
projection by using a 1D Gaussian fit. The image
recorded on the camera is a convolution of the imag-
ing point-spread function (PSF) and the “true image”
of the ion. Assuming both the PSF and the true im-
age to be Gaussian spots, the width of the recorded
image can be approximated as
σ =
√
σ2PSF +M
2σ2i . (4)
In order to determine the temperature of the ion, we
need to extract σi from the measured σ. For this
process the magnification M of the imaging system
as well as the width σPSF of the imaging PSF need
to be known. M is measured by moving the ion in
lateral directions, and measuring the image shift on
the camera as outlined in App. A, yielding M = 113±
2. We use σPSF as a free parameter in the fitting
procedure discussed below.
Several example images acquired at different Rabi
frequencies Ω are shown in Fig. 2. The Rabi frequency
is obtained by one calibration measurement at fixed
power (see App. C). All other values of Ω are then
calculated from the power of the cooling laser and
the power used in the calibration measurement. As
expected, the width of the images in Fig. 2 varies with
the Rabi frequency Ω.
We now turn to the determination of the heating
rate ζ. We fit our model to a set of image widths σ
FIG. 2. Images of the single ion on the EM-CCD cam-
era for Rabi frequencies Ω of (a) 0.012 Γ, (b) 0.025 Γ, (c)
0.23 Γ, (d) 1.1 Γ, (e) 2.4 Γ, and (f) 3.3 Γ. The pixel sum
along the columns is shown as bars above each image. The
solid (black) line shows the corresponding Gaussian fits
used to determine the image width along this direction,
σ. The color scale is normalized to the maximum inten-
sity observed in each image, respectively. All images are
recorded at a detuning ∆ = −2pi × 13 MHz.
FIG. 3. Image RMS width along the horizontal direction
as a function of Rabi frequency Ω at a fixed detuning of
∆/2pi = −13 MHz. The dashed (red) represents a fit to
the model described in the text. The only free parameter
used in the fit is the heating rate, ζ. The predicted value
of ζ is 0.38±0.07 quanta/ms.
by varying either Ω at fixed ∆ or vice versa. The free
fit parameters are ζ and σPSF. The result of the mea-
surement and the fit for varying Ω at a fixed detuning
∆/2pi = −13 MHz are shown in Figure 3. The increase
of the image width and thus the ion temperature at
very small Rabi frequencies indicates a non-zero ex-
cess heating. The corresponding heating rate as deter-
mined from the fit is 0.38±0.07 quanta/ms. The width
of the imaging PSF is σPSF = 6.6±2.7,µm, which is
4FIG. 4. Image RMS width along horizontal direction σ
as a function of detuning ∆. The cooling beam power
is fixed at a value corresponding to the on-resonant Rabi
frequency (Ω) of 0.2 Γ. The dashed (red) line represents a
fit to the model. The heating rate ζ predicted by the fit
is 0.22±0.07 quanta/ms.
in good agreement with the expected PSF of 7.1µm
determined from the simulations including the inter-
ferometrically measured aberrations of our parabolic
mirror [25] (see App. B). The average phonon num-
ber n¯ and thus the temperature of the ion for any Ω
can now be determined using these parameters.
The lowest measured σi is 0.166±0.013µm, for a
Rabi frequency of Ω = 0.23 Γ. This corresponds to a
mean phonon occupation number n¯ of 97± 15, and a
temperature of 950±147µK. In the Doppler limit, the
temperature according to kBT ≈ h¯Γ/2 is expected to
be about TD = 470µK. Thus, the temperature of
the ion is found to be about twice this Doppler limit,
mainly due to a large angle between the cooling beam
and the trap axis.
It can be seen that for the measured temperatures,
the contribution of the PSF (σPSF) to the measured
image width (σ) is much smaller than the contribu-
tion from spatial extent of the ion wavefunction (σi).
Hence, this method can be used for measuring even
lower temperatures. From the standard error esti-
mates of σPSF and M , we estimate the minimum mea-
surable temperature with a 50% relative error to be
≈ 200µK 2, which is well below the standard Doppler
limit.
An alternative way to measure the heating rate of
the ion is to measure σ when varying the detuning ∆.
We fix the cooling beam power such that Ω = 0.2 Γ.
The detuning is varied by using the VCO, and the
image width is measured as a function of the detuning.
2 This estimate is an absolute lower limit for our experimental
parameters, assuming that the poissonian noise in image ac-
quisition is negligible compared to uncertainities of PSF and
magnification estimates.
The result is shown in figure 4. From a fit we extract
a heating rate of 0.22 ± 0.07 quanta/ms, which is in
fair agreement with the previous measurement.
IV. CONCLUSION
We have demonstrated a technique to measure the
absolute temperature of a single ion and its heating
rate by measuring its spatial probability distribution
in the trap. The high resolution image of the ion ob-
tained by using our parabolic mirror as imaging tool
allows us to measure temperature close to the Doppler
limit, indicating the potential to perform thermome-
try below the Doppler limit. We have also measured
the heating rate in our trap, while the ion is constantly
maintained in a thermal equilibrium. Therefore, this
technique might be useful for traps exhibiting high an-
harmonicity or temperature dependent heating rates.
ACKNOWLEDGMENTS
G.L. acknowledges financial support from the Eu-
ropean Research Council (ERC) via the Advanced
Grant ’PACART’.
Appendix A: Magnification Calibration
To calibrate the magnification of the imaging sys-
tem, we move the ion in the lateral direction using the
piezo stage, and record the images on the camera as
shown in figure 5. By comparing the image shift to
the object (ion) displacement, we determine the mag-
nification of our imaging system to be Mx = 118(3)
in the horizontal direction, and My = 109(3) in the
vertical direction. The magnification along the trap
axes is M =
√
(M2x +M
2
y )/2 = 113(2).
Appendix B: Imaging PSF
We simulate intensity distribution of a radially po-
larized doughnut mode focused by our parabolic mir-
ror, include the interferometrically measured aberra-
tions by a generalization of the method presented in
[26]. We obtain a FWHM width of the intensity dis-
tribution of 148 nm for our wavelength. Including the
magnification M of our imaging system, this trans-
lates to an expected PSF 7.1µm at the EMCCD cam-
era.
Although also extractable from the fits presented in
Sec. III, we give an independent estimate of the size of
the PSF of our imaging system as a consistency check.
We generate a collimated radially polarized doughnut
beam at the wavelength of the P1/2 → S1/2 transition
at 370 nm wavelength as described e.g. in Ref. [27].
5FIG. 5. (Left) Images recorded on the EM-CCD camera
for two positions of the ion, displaced in the by 635(2) nm
in x-direction and 665(2) nm in y-direction. (Middle)
Row scan of the images. Dashed line reperesents Gaus-
sian fit function used to determine the x centers. (Right)
Column scan of the images and the corresponding fit func-
tions used to determine the y centers. The difference in
the center position between the two images is 74.6±1.8µm
and 72.5±1.8µm for x and y directions respectively.
50  m
FIG. 6. Imaging PSF measured with a radially polar-
ized doughnut beam. The plots show the row and col-
umn projections of the recorded image, and the solid red
line is Gaussian fit. The RMS width is determined from
the fit to be 12.3±0.5µm in the horizontal direction, and
16.3±0.5µm in the vertical direction.
This mode is focused by the parabolic mirror. The re-
diverging beam is collimated again by the paraboloid
and also imaged onto the EM-CCD camera. It thus
passes the same optical elements as the fluorescence
photons detected during the temperature measure-
ments. The RMS width of the image on the EM-CCD
chip is determined by 1D Gaussian fits as shown in
Figure 6, yielding a width of σPSF = 12.3 ± 0.5µm
and 16.3 ± 0.5µm for the horizontal and vertical di-
rection, respectively.
The σPSF extracted from these measurements is
also influenced by residual aberrations stemming from
the optical elements used for preparing the doughnut
beam. Moreover, this beam is reflected twice at the
surface of the parabolic mirror. Thus, aberrations due
to a non-perfect parabolic shape of the mirror [25, 27]
are imprinted twice onto this beam. The phase front
of the fluorescence photons emitted by the ion carries
these aberrations only once. Furthermore, the spatial
mode of the laser used in that measurement is not
the same as the average spatial emission pattern of
a 174Yb+ ion emitting photons on the P1/2 → S1/2
transition. After collimation by the parabolic mir-
ror, the intensity pattern of the ion’s fluorescence is
of Lorentzian shape [24]. Therefore, the width of the
PSF obtained in this measurement can be considered
as an upper bound for σPSF in the temperature mea-
surements.
Appendix C: Determination of the Rabi
frequency
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FIG. 7. Normalized second order auto-correlation func-
tion of the ion fluorescence for the cooling beam power
of P = 50µW. Delay in the minimum of g(2) is a result
of an electronic delay between the the detection events
registered by PMT-A and PMT-B. The Rabi Frequency
Ω′ is determined from a fit of the measured points to
a function of the form g(2)(τ) = bg − A (Cos2[ Ω
2
(t −
t0)] − 12 ) e
−|t−t0|
τ . The resulting parameters from the
fit are: bg= 1.08(0), A= 2.09(3), Ω′= 0.439(2)µs−1,
t0 = 30.4(0) ns, and τ = 8.16(16) ns.
In order to determine the temperature of the ion
from the image size, it is essential to precisely mea-
sure the on-resonance Rabi frequency Ω. We mea-
sure the effective Rabi frequency Ω′ by performing a
Hanbury-Brown-Twiss type experiment on the fluo-
rescence photons. The detuning of the cooling beam
is fixed at ∆ = −Γ/2. The power of the cooling
beam, as measured by a power meter (Ophir Nova
6II), is fixed at a calibration value of P = 50µW. This
value is chosen such that Ω′  ∆, which makes
it possible to observe Rabi oscillations in g(2) mea-
surement within the decay time. The on-resonance
Rabi frequency is then determined from Ω′ and ∆,
Ω =
√
Ω′2 − (Γ/2)2 = 435(2)µs−1.
The fluorescent light from the ion is split using a
50/50 beam splitter, and detected using two Photo-
Multiplier Tubes PMT-A and PMT-B. A Time-to-
Digital Converter (TDC) is used to measure a Start -
Stop correlation histogram between the PMT clicks,
with a timing resolution of 161 ps. The normalized
correlation function (g(2)(τ)) shown in Figure 7 oscil-
lates with a period that corresponds to the Rabi fre-
quency. Since Ω∝√P , for subsequent measurements
we determine Ω by measuring the the cooling beam
power P .
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