PAR-2 levels were determined between late prophase (centration/rotation) and metaphase either on fixed specimen by immunofluorescence or on live embryos expressing GFP::PAR-2 (Fig. S1 E-F) . Two regions of interest per embryo (posterior membrane PM and posterior background PB) were manually defined using a circular selection tool 9 pixels in diameter (Fig. S1 D) with the ImageJ software (1) and their pixel intensity analyzed with Matlab 2012b. Camera white noise and its standard deviation  were automatically estimated (2) and averaged for each genotype. Posterior cortical signal was defined in a signal-to-noise ratio approach as (PM -PB) /  to compensate for the out-of-focus illumination visible in the posterior cytoplasm and normalized by setting the average of the wild-type measurements to 100% and the average of the par-2(RNAi) to 0%.
Image analysis
PAR-2 levels were determined between late prophase (centration/rotation) and metaphase either on fixed specimen by immunofluorescence or on live embryos expressing GFP::PAR-2 ( Fig. S1 E-F) . Two regions of interest per embryo (posterior membrane PM and posterior background PB) were manually defined using a circular selection tool 9 pixels in diameter (Fig. S1 D) with the ImageJ software (1) and their pixel intensity analyzed with Matlab 2012b. Camera white noise and its standard deviation  were automatically estimated (2) and averaged for each genotype. Posterior cortical signal was defined in a signal-to-noise ratio approach as (PM -PB) /  to compensate for the out-of-focus illumination visible in the posterior cytoplasm and normalized by setting the average of the wild-type measurements to 100% and the average of the par-2(RNAi) to 0%.
All recordings were automatically segmented and analyzed by ASSET (3) and the quantifications implemented either in Matlab 2012b or in C (all code used in this work is available upon request). To capture precisely the signal from the cortex, we developed a model of the image that consists of the background (both from the cytoplasm and the camera), the autofluorescence of the eggshell and the signal per se ( , where A is the amplitude of the signal, μ the position of its center and σ its width. Spatial correlation between the values of the parameters of the model was imposed; in particular, we consider a constant thickness of the membrane by imposing σ to be constant throughout a recording. The background was taken as the smoothed projected image from which the cortex was deleted by replacing the portion between μ − 5σ and μ + 5σ with a linear interpolation of pixel intensity values at the border of this domain. The remaining parameters of the signal were then determined using a Levenberg-Marquardt optimization procedure developed by Manolis Lourakis. The autofluorescence of the eggshell is estimated from the GFP::PAR-2 channel on portions of the eggshell far enough from the cortex (> 3σ) using the same model as for the cortical signal, but constrained to a single set of parameters for each frame, and subtracted from the cortical signal as a Gaussian function of the distance between the cortex and the eggshell. The different kymographs utilized to compute the temperature averages ( Fig. 2 A and 5 A-C) were aligned such as to minimize their residuals.
We compensated for posteriorization, i.e. the process that re-centers the growing posterior domain to the closest pole (4, 5) , by segmenting the center of the GFP::PAR-2 expression kymographs using dynamic programming (DP, 6), minimizing a cost function that mirrored the characteristics of the posterior domain. This function posited that the posterior domain is symmetric, relatively bright, centered at the posterior pole during maintenance and devoid of invaginations. Similarly, the position of the front of the posterior domain was determined using DP with a scoring function that favored pixels on the edge of a bright domain whose intensity value resembles the one observed during the maintenance phase. The parameters used in the different scoring functions were manually optimized through visual inspection and incorporated into a configuration file for ASSET. The duration of polarity maintenance was defined as the time between the moment the front of the domain, as identified by the automatic segmentation, has reached 77.5 % of its final length and the end of the recording (i.e. cytokinesis onset). This percentage was chosen as it corresponds to the portion of lowest variability (as defined by the mean of the squared residuals), taking steps of 2.5 %, when comparing the segmentation of the kymographs aligned for averaging. Note that this percentage also outperforms alignments based on the manual registration of cell cycle events (pronuclear meeting, pseudo-cleavage or cytokinesis onset).
Mathematical modeling and simulations
The model M1 (Eq. 2-3, 7) consists of a one-dimensional (assuming rotational symmetry along the longitudinal axis of the embryo) two-species (modeling the anterior and the posterior complexes at the plasma membrane) partial differential equation (as the model depends both on time and space). The model is composed of the following mathematical terms (Eq. 2):
(i) Rate of change in the concentration of the complexes at the plasma membrane.
(ii) Diffusion: the complex can freely diffuse when bound to the plasma membrane.
(iii) Mutual inhibition: one complex is excluded from the plasma membrane by the other complex. Each inhibition term contains a cooperativity factor (i.e. the exponents α and β) representing the degree of cooperative binding one complex exhibits when excluding the other complex from the membrane. Importantly, if either α or β is greater than one, the system can exhibit local bistability, which is necessary to achieve both a stable uniform unpolarized state at the onset of the process and a stable polarized state during the maintenance stage (7).
(iv) Binding: the complex binds from the cytoplasmic pool (Eq. 2) to the membrane.
(v) Unbinding: the complex detaches from the membrane to the cytoplasmic pool at a given rate.
(vi) Cortical flows: the complexes are displaced toward the anterior pole through an advection process. The resulting depletion of anterior complexes A near the posterior pole is the perturbation that permits the complex P to access the membrane to initiate polarity establishment. Note that cortical flows  vary over space and time.
This model assumes a constant total amount of proteins and a homogeneous cytoplasm; thus, the cytoplasmic pool is the difference between the membrane bound and the total amount of proteins (Eq. 3, 7), where ρ A and ρ P are the total amount of A and P respectively, L is the length of the cell membrane and φ is the surface to volume ratio relating the cortical and the cytoplasmic pools. φ is defined for a 3D ellipsoid with .99). The assumption that the cytoplasmic pool is well mixed is supported by the fast diffusion rates measured in the cytoplasm and the absence of cytoplasmic GFP gradient (9). Goehring and co-workers have experimentally determined the diffusion constants D A and D P , the on binding rates k A+ and k P+ , the off binding rates k A-and k P-, as well as the relative concentrations ρ A and ρ P (7, 9) . We utilized the geometric properties of each cell in the experimental dataset to define the surface to volume ratio φ as well as the membrane length L in the mathematical model in conjunction with the published parameter values (Table S1 ) and our flow measurements (Fig. 2 C) .
All simulations of the model were performed using custom software developed in C, using finite-differences methods to solve the partial differential equations (PDE). For the spatial discretization, the diffusion is solved using a five-point central difference approximation, the advection using a second-order upwind scheme and the integral using the trapezoidal rule. Null derivative (Neumann) boundary condition was used for the protein concentration. The temporal discretization uses a Runge-Kutta-Fehlberg algorithm implemented by John Burkardt. While the time stepping is adaptive, simulations were carried out with 256 meshpoints, thus resulting in a spatial resolution of 0.25 μm, depending on the proportions of the simulated embryo. The initial concentrations used for the simulations were taken as the numerically identified value of the fixed point, in the absence of diffusion and advection, corresponding to the anterior complex being enriched at the membrane (7).
Model optimization
To quantitatively compare the results of the simulation of the mathematical model (Eq. 2-3, 7) with the data acquired in this work, the kymographs need to be synchronized to relate experimentally determined timing of one embryo with that of others, as well as to the timing of a simulation. To do so, we introduced for each embryo a shift factor  I for a given simulation S with respect to the experimental kymograph I, which is optimized together with the other parameters of the model. In addition, every kymograph is rescaled by setting the 0.1 % of the outer pixels, as defined by the segmentation of the posterior domain, to zero, and the 99.9 % of the inner pixels to one. Finally, to permit a meaningful comparison between the simulation and the experimental data, we adapted the spatial size of the simulation, L and φ, to match the dimensions of each embryo. We measure the length of the plasma membrane in the midplane of the embryo using the segmentation produced by ASSET to set L and we calibrate the surface to volume ratio of the embryo φ accordingly.
To quantify the resemblance between experiments and simulations, we defined the negative log-likelihood of a parameter set θ, given the set of experimental data  (Eq. The optimization procedure was carried out in alternation by an evolution strategy with covariance matrix adaptation (CMA-ES, 10) and a Nelder-Mead simplex method (fminsearch, 11), both implemented in Matlab. Initial parameter values were generated by adding Gaussian noise first to the published values (7), then to the best values identified, finally to the average of the best value per embryo (Fig. 3) . The best value among all these independent optimization runs was utilized in this work. In the optimization of the temperature adaptation models (Fig. S11) , the four unmeasured parameters as well as the required shift factors  I were optimized together with the parameters of the various models.
Because our experimental setup does not provide information on the dynamics of the anterior domain, whereas the optimization procedure infers parameter values for this domain, we performed a set of 80 simulation experiments to assess the precision of such inferences ( In addition, as described above, the shift factor  I was optimized as a fifth parameter, with the value of 0 being utilized for the simulated kymograph. Finally, different amounts of noise (10%, 25%, 50% and 100% of the parameter value) were added to the initial parameter value to study the convergence of the optimization procedure. With the exception of four optimizations that did not converge properly (i.e. that were detected as outliers based on their log-likelihood score using the algorithm detailed in the next paragraph), all 76 remaining simulation experiments converged properly towards the parameter value used in the simulation (Fig. S7) . Importantly, the precision of the optimization procedure is maximal for the two cooperativity exponents α and β ( Fig. S7 H, K).
To identify sets of parameters as outliers (i.e. {k AP , α, k PA , β, } in Fig. 3 ), we followed a principal component based approach that has been designed for multidimensional data (12) . Given the amount of noise present in our data, we increased empirically the tolerance of this detection method, utilizing a larger c parameter by taking 25 times the median absolute deviation (MAD) of the distance, instead of 2.5, in the first biweight function (i.e. w 1i ). We utilized the same algorithm for outliers identification in the convergence analysis ( Fig. S7 ) but multiplying the MAD by 5.
Estimating cortical flows
To obtain a spatial and temporal map of the dynamics of cortical flows, we followed an indirect approach that utilizes the displacement of sub-cortical cytoplasmic yolk granules as a proxy for the movements of the contracting cortex. Importantly, while GFP::NMY-2 foci are best observed using cortical imaging (13), VIT-2::GFP permits midplane imaging, and thus the monitoring of movements both close to the male pronucleus during the early onset of flows as well as at the poles after posteriorization.
Because measuring cortical flows obviously requires localizing the cortex, we inferred the position of the cell membrane in these frames ( Fig. S4 A) using DP with a cost function based on VIT-2::GFP intensity. To infer the center of the forthcoming posterior domain, we detected the position of the male pronucleus by identifying the areas devoid of granules using two different intensity thresholds (Fig. S4 B) , fitting the largest inscribed circle in each of these areas (Fig. S4 C) and tracking them over time until pronuclear meeting using a custom implementation of a published algorithm (14) . All the code utilized for measuring cortical flows was implemented using Matlab 2012b.
We detected the position of the fluorescent VIT-2::GFP granules (Fig. S4 D) by utilizing the "à trous" wavelet transform ( Fig. S4 E, 19 ) to obtain an initial estimate, combined with an approach developed for super-resolution microscopy (16) to refine our detection ( Fig. S4 F) . A custom merging algorithm then discarded faint spots and computed the weighted average of overlapping particles (Fig. S4 G) . The detected spots were then used as initial estimates for a second iteration of our detection pipeline (Fig. S4 H). The granules were then tracked using a custom implementation of an algorithm that performs this task by global optimization of the set of particle trajectories ( Fig. S4 I, 18) without the gap closing, merging and splitting steps that were too computationally intensive for being implemented in this context. All the short tracks (< 5 frames) were then discarded; the directed speed of each remaining granule was then computed.
To determine the speed of the cortical flow at a particular location along the plasma membrane, we utilized a weighted average of the directed speeds using a spatial Gaussian kernel to favor exponentially more granules closest to the cortical actomyosin network. Such an approach should provide a more robust quantification than considering merely the closest granules. To quantify the precision of this approach, as well as to identify the most suitable kernel size, we carried out a set of simulation experiments using published velocity distributions of VIT-2::GFP granules ( Fig. S5 A, (17)). We fitted cubic smoothing splines (csaps in Matlab) on the published values for the average posterior speed of the granules, as well as on the corresponding standard deviation, to infer a smooth speed distribution over the 14 µm range measured experimentally by those authors. This permits us to simulate sets of velocities for a given number of granules and with a distribution matching that of the experimental data, thus comparing the precision of different approaches for inferring the cortical speed (Fig. S5 B) . We computed the error of the estimated cortical speed over 5000 realizations (i.e. the absolute difference with the true value), as well as its standard deviation, for a number of kernel sizes and particle number (Fig. S5 C, D) . As anticipated, Gaussian weighting outperforms standard average for a wide range of kernel sizes, in particular for lower number of granules (Fig.   S5 C) . Interestingly, while larger kernels provide the less variable estimates (Fig. S5 D) , their inferred value is less precise on average because they take into account lower speeds further away from the cortex, hence underestimating the actual value at the cortex ( Fig.   S5 C) . In the context of this trade-off between robustness and precision, we define the most adequate kernel size as the one minimizing the average error plus standard deviation between 10 and 450 granules (with a step size of 20 granules). Optimization was carried out using an evolution strategy with covariance matrix adaptation (CMA-ES, 10) and the best identified value found to be 0.895 µm (Fig. S5 E) . Finally, to identify a potential bias in the inferred cortical speed, we computed the average estimated speed over the aforementioned range of granule number, and found it to be 92.8 % of the true value (Fig.   S5 F) . We thus compensate all cortical flow measurements for the 7.2 % underestimate inherent to a kernel of size 0.895 µm A running average with a temporal window of 10 frames was applied to reduce the noise in the estimated velocities. The component of the velocity parallel to the segmentation of the cortex was kept (17) . Finally, we compensated for posteriorization by performing this analysis relative to the position of the male pronucleus, which we tracked using the same algorithm (14) . We quantified the cortical flows in recordings acquired in six embryos, tracking the movements of 1'729'820 particles in total, and aligned the embryos temporally to minimize the sum of flow map residuals. Note that because of the assumed rotational symmetry of polarity establishment, the two sides of the embryo were combined and thus flows are perfectly symmetric (Fig. 2 C) . These 2D flows were utilized in all simulations except the original models (M1 and M1*), for which the original 2D flows were utilized (7). The flow values provided in Tables S1 and S2 were computed by averaging the pixels brighter than the mean plus two standard deviation of the respective 2D flow profiles.
In addition, we repeated this quantification by substituting the particle tracking step by particle image velocimetry (PIV, Fig. S6 ). PIV is a widespread flow quantification technique that has been used notably to quantify cortical flows in C.
elegans (7, 17) . Here, we utilized an ImageJ plugin to perform iterative PIV analysis (18) .
This comparison confirmed that the quantified flow profiles agreed between the two methods, both for individual recordings ( (Table S2) , although a lower spatial resolution was obtained using PIV.
Cortical flows dependence on cell size
Assuming that the strength of the cortical flows depends on the fraction of bound myosin motors on actin filaments (19) , it follows that these forces should depend on the inverse of the surface to volume ratio . For simplicity, we define the binding of myosin , where η T is the viscosity of the fluid and  the drag coefficient of the diffusing particle. Importantly, η T itself depends on temperature through an unknown function. However, we approximate this relation using a thermally activated Arrhenius
, which is valid for colloidal gels (22) .
Because the experimental measurements of the different reactions rates were performed at 20 °C on average (9), we set out to compute the conversion factors f kT and f DT that define the value of the different parameters at a temperature T such that 20 20 ,
We thus obtained two equations (Eq. 8-9) that depend only on the temperature T, their respective activation energy E k and E D as well as the Boltzmann constant k B . In addition, we also optimized scaling parameters for k AP , k PA and  because their value was not measured experimentally at 20 °C. All parameter values are provided in Table S4 . 
Supporting Tables
- Table S1 . Published parameters of the model (Eq. 2-3). All the values are taken from published results (7, 9) . Parameters determined empirically are highlighted with a gray background. ν was computed by averaging the pixels brighter than the mean plus two standard deviation of the published 2D flow profile. φ and L were computed assuming a 54×30×30 μm embryo. Table S2 . Published cortical flow speeds. Note that N corresponds to the number of particle tracked in the first two references, while it corresponds to the number of embryo analyzed in the other references.
Meaning
a)
The value was computed by averaging the pixels brighter than the mean plus two standard deviation of the corresponding 2D flow profile.
b)
The value was computed by integrating the portion of the smoothed curve (as described in SM: Estimating cortical flows) above the mean plus one standard deviation of the corresponding 1D flow profile. Table S3 . Calibrated values for the unmeasured parameters. The two first models utilize the published empirical values (7) . Note that lower values for the mutual inhibition rates (k AP and k PA ) are required to account for the low GFP::PAR-2 signal on the anterior half of the embryo (Fig. S2) . Units are as in Table 1 . Table S4 . Parameters of the various temperature models (Fig. S11 , see Materials and Methods). Note that for the models iii, the two values correspond to the direct impact of temperature on the rates at 13 °C and 24 °C respectively (i.e. instead of an activation energy as written in the header). Note also that ν represents the scaling applied to the cortical flows (Fig. 2 C) at 20 °C. Units are as in Table S1 . Note also that none of these variations corrects both the enrichment and the overshooting. Table S2 because here we display the average of the absolute speeds. - Figure S12 . Sensitivity analysis of model M4 with respect to the experimental dataset.
Reference Speed (µm/s) N Technique
This analysis was performed using the model corresponding to Fig. S10 J on the three temperature average kymographs (see Fig. 5 A-C). Each panel displays the value of the negative log-likelihood given a relative change in the value of the indicated parameter.
The vertical line indicates the relative default value of the parameter (Tables S1 and S3) and the red dot points at the value corresponding to the highest likelihood score. The horizontal bar delimits the 95% confidence interval overlaid with the corresponding absolute parameter value. The inset shows the full range of variation while the larger panel magnifies the area around the confidence interval (shaded in gray). (A-D)
Optimized unmeasured parameters of the mutual inhibition terms. Note that the best value for α (B, red dot) was not reached because a simulation cannot be initialized with this value; instead a default initialization value was used in this analysis. (E-L)
