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Abstract
A (0,3)-tensor Tijk is introduced in an invariant form. Algebraic identities are derived that connect the Schouten (2,1)-tensor
S
jk
i
and tensor Tijk with the Nijenhuis tensor Njik . Applications to the bi-Hamiltonian dynamical systems are presented.
© 2007 Elsevier B.V. All rights reserved.
MSC: primary 58F05; secondary 17B66, 22E65
Keywords: Schouten tensor; Nijenhuis tensor; Algebraic identities; Bi-Hamiltonian systems; Incompatible Poisson structures
1. Introduction
For any (1,1)-tensor Aij and (2,0)-tensor gjk satisfying the equation
Aiαg
αj = giαAjα,
Schouten introduced in [12] a (2,1)-tensor Sjki . In this paper we give another construction of the Schouten tensor
S
jk
i which clarifies its invariant meaning and relates it with the Lie derivatives of the tensors A
i
j and gkj . Using
this construction, we define a (0,3)-tensor Tijk for any (1,1) tensor Aik and (0,2)-tensor gij satisfying the equation
giαA
α
j = Aαi gαj .
In Section 3, we study relations between the tensors Sjki and Tijk and the Nijenhuis (1,2)-tensor Nijk [11] of the
(1,1)-tensor Aij . We derive in an invariant way an algebraic identity that connects the Schouten tensor S
jk
i and the
Nijenhuis tensor Nijk . For the special case gjk = P jk1 and Aki = P kα1 (P−12 )αi where P1 and P2 are Poisson structures,
this identity was obtained by Magri and Morosi in [7] by using the properties of the Poisson structures. We show
that the identity exists for the general case (for example for symmetric (2,0)-tensors gjk) and introduce an analogous
identity connecting tensors Tijk and Nijk . For any polynomial B(A,x) that annihilates the (1,1)-tensor A
i
j (x), we
derive two algebraic identities for the Nijenhuis tensor NA(u, v).
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jk
2 , we
show that the system implies a series of Lax equations for the (1,1)-tensors NV , NAV , . . . ,NAkV , . . . . These equations
yield a series of first integrals connected with Pfaffians of certain skew-symmetric matrices.
For any skew-symmetric (2,0)-tensor P jk and skew-symmetric (0,2)-tensor ωij , we consider the recursion op-
erator Aki = P kαωαi . The both necessary equations, AiαP αj = P iαAjα and ωiαAαj = Aαi ωαj , are satisfied identically
and hence the tensors Sjki and Tijk do exist. We derive explicit formulae which express these tensors in terms of the
Schouten bracket [P,P ] and the exterior derivatives dω and d(ωPω) and prove that for any bi-Hamiltonian system
with [P,P ] = 0 and dω = 0 the Schouten tensor Sjki vanishes. The new tensor Tijk is non-zero if the corresponding
Poisson structures are incompatible, [P,P2] = 0, where P2 = ω−1.
2. An invariant form of the Schouten tensor and its generalization
I. In his paper [12], Schouten introduced the following (2,1)-tensor on a manifold Mn:
(2.1)Sjki = Aαi
∂gjk
∂xα
− gjα ∂A
k
i
∂xα
− gαk ∂A
j
i
∂xα
+ gjα ∂A
k
α
∂xi
− Ajα
∂gαk
∂xi
,
where the (1,1)-tensor Aik and the (2,0)-tensor gkj on the manifold Mn satisfy the equation
(2.2)giαAjα = Aiαgαj , gA − Ag = 0.
For the corresponding matrices multiplication, this equation takes the form
(2.3)Ag = gAt .
The tensor properties of the object (2.1) were proved in [12] by exploring the covariant derivatives with respect to
some axillary metric. In this section we give another definition of the Schouten tensor Sjki which clarifies its invariant
meaning. Let ui(x) be any vector field on the manifold Mn and Lu be the corresponding Lie derivative operator. For
any (1,1)-tensor Aik and any (2,0)-tensor gkj satisfying Eq. (2.2), we define the geometric object
(2.4)Su = LAug − ALug + gLuA.
Using the formulae for the Lie derivatives [10]
(LuA)
i
j = uα
∂Aij
∂xα
− Aαj
∂ui
∂xα
+ Aiα
∂uα
∂xj
,
(2.5)(Lug)ij = uα ∂g
ij
∂xα
− giα ∂u
j
∂xα
− gαj ∂u
i
∂xα
,
one can verify that the object (2.4) does not depend on a continuation of a tangent vector ui(x0) and hence defines a
tensor Sjki through the formula
(2.6)[LAug − ALug + gLuA]jk = Sjki ui .
The tensor Sjki (2.6) coincides with the Schouten tensor (2.1).
II. The same method leads us to the definition of a new (0,3) tensor Tijk for any (1,1)-tensor Aik and any (0,2)-
tensor gij satisfying the equation
(2.7)giαAαj = Aαi gαj , gA − Ag = 0.
For the matrices multiplication, this equation reads
(2.8)gA = Atg.
Let us consider for any vector field ui(x) on Mn the geometric object
(2.9)Tu = LAug − Lu(gA).
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(2.10)(Lug)jk = uα ∂gjk
∂xα
+ gjα ∂u
α
∂xk
+ gαk ∂u
α
∂xj
.
Formula (2.10) implies that the object Tu (2.9) does not depend on any continuation of a vector ui(x0) and therefore
defines a (0,3)-tensor Tijk :
(2.11)[LAug − Lu(gA)]jk = Tijkui .
The tensor components Tijk have the form
(2.12)Tijk = Aαi
∂gjk
∂xα
+ gjα ∂A
α
i
∂xk
+ gαk ∂A
α
i
∂xj
− ∂(gjαA
α
k )
∂xi
.
The geometric object (2.11)–(2.12) is a (0,3)-tensor if and only if Eq. (2.7) holds, in analogy with the Schouten tensor
(2.1) that exists only if Eq. (2.2) is satisfied.
Example 1. Eqs. (2.2) and (2.7) are satisfied identically, if Aij = f (x)δij , where f (x) is an arbitrary smooth function
on Mn. The corresponding tensors (2.1) and (2.12) have the form
S
jk
i = gjk
∂f
∂xi
− gjα ∂f
∂xα
δki − gαk
∂f
∂xα
δ
j
i ,
Tijk = gik ∂f
∂xj
+ gji ∂f
∂xk
− gjk ∂f
∂xi
.
Remark 1. The tensors Sjki and Tijk for the fixed index i have the same valence as tensors gjk and gjk . These tensors
do not satisfy Eqs. (2.2) and (2.7) but obey some identities involving the Nijenhuis tensor Njik .
3. Algebraic identities connected with the Nijenhuis tensor
I. The Nijenhuis tensor NA(u, v) [11] has the following components
(3.1)Njik = Aαi
∂A
j
k
∂xα
− Aαk
∂A
j
i
∂xα
+ Ajα
∂Aαi
∂xk
− Ajα
∂Aαk
∂xi
.
For any vector field ui(x) on the manifold Mn, the Nijenhuis tensor is connected with the following geometric object:
(3.2)Nu = LAuA − ALuA.
As is known, the formula (3.2) does not depend on a continuation of a tangent vector ui(x0) and gives an invariant
definition of the Nijenhuis tensor (3.1):
(3.3)[LAuA − ALuA]jk = Njikui .
Theorem 1. The (2,1) Schouten tensor S and the (1,2) Nijenhuis tensor N are connected by the identity
(3.4)SuA − ASu = Nug − gNu,
that has the following form in the components:
(3.5)Sjαi Akα − AjαSαki = Njiαgαk − gjαNkiα.
Proof. Using the invariant definition (2.4), we get
(3.6)SuA − ASu = (LAug)A − A(Lug)A + (gLuA)A − ALAug + A2Lug − AgLuA.
For the multiplication of tensors we have(
giαBβα
)
A
j = giα(Aj Bβα ).β β
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(3.7)(gB)A = g(AB)
holds. This implies for the third term in (3.6): (gLuA)A = g(ALuA). Using in Eq. (3.6) four times the Leibnitz
formula for the Lie derivative, we find
SuA − ASu = LAu(gA − Ag) − ALu(gA − Ag) + (LAuA − ALuA)g − g(LAuA − ALuA).
Hence using formulae (2.2) and (3.2), we derive the identity (3.4). 
Remark 2. A special case of the identity (3.4) was proved by Magri and Morosi in [7] where gjk = P jk1 and P jk2 =
A
j
αP
αk
1 are the Poisson bivectors satisfying the equations
(3.8)P jk = −P kj , ∂P
jk
∂xα
P αi + ∂P
ki
∂xα
P αj + ∂P
ij
∂xα
P αk = 0.
For this case, the proof of [7] uses rather sophisticated arguments based on Eqs. (3.8) and on the special Lie brackets on
the space of 1-forms defined by the Poisson bivectors P jk1 and P
jk
2 = AjαP αk1 . The above invariant proof demonstrates
that the identity (3.4) is absolutely general and holds for any (1,1)-tensor Aij and any (2,0)-tensor gjk satisfying
Eq. (2.2).
Remark 3. The identity (3.4)–(3.5) shows that partial derivatives of the (2,0)-tensor gjk are cancelled out in the
expression SuA − ASu. For the corresponding matrices multiplication, Eq. (3.5) takes the form
(3.9)SuAt − ASu = Nug − gNtu.
Theorem 2. The (0,3)-tensor T and the (1,2) Nijenhuis tensor N are connected by the identity
(3.10)TuA − ATu = Nug − gNu,
that has the following form in the components:
(3.11)TijαAαk − Aαj Tiαk = Nαij gαk − gjαNαik.
Proof. Using formula (2.9), we find
(3.12)TuA − ATu = (LAug)A − Lu(gA)A − ALAug + ALu(gA).
Applying here four times the Leibnitz formula for the Lie derivative, we get
TuA − ATu = LAu(gA − Ag) − Lu
[
(gA − Ag)A]− (LuA)(gA − Ag)
(3.13)− g(LAuA − ALuA) + (LAuA)g − (LuA)(Ag).
For the tensor multiplication we have
Bαi
(
Aβαgβj
)= (AβαBαi )gβj .
Hence the multiplication is non-associative and satisfies the equation
(3.14)B(Ag) = (AB)g.
Therefore we find for the last term in (3.13): (LuA)(Ag) = (ALuA)g. Using Eq. (2.7) and formula (3.2), we derive
from expression (3.13) the identity (3.10). 
Remark 4. Since the Nijenhuis tensor Njik depends only on the operator Aij , the identity (3.10)–(3.11) shows that
all partial derivatives of the (0,2)-tensor gjk are cancelled out in the expression TuA − ATu. In the form of matrix
multiplication, Eq. (3.11) has the form
(3.15)TuA − AtTu = Ntug − gNtu.
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bm(x). In paper [3], we derived the following two identities for the Nijenhuis tensors
(3.16)NB,A(u, v) =
k∑
m=1
bm
∑
p+q=m−1
ApNA
(
Aqu,v
)+ k∑
m=0
[
v(bm)A
m+1u − Av(bm)Amu
]
,
NB(u, v) =
k∑
m,l=1
bmbl
∑
p<m,q<l
Am+l−p−q−2NA
(
Apu,Aqv
)
(3.17)+
k∑
m=0
[
B(A)u(bm)A
mv − B(A)v(bm)Amu − u(bm)B(A)Amv + v(bm)B(A)Amu
]
.
If polynomial B(A,x) annihilates the (1,1)-tensor A(x), then the Nijenhuis tensors NB,A(u, v) (3.16) and NB(u, v)
(3.17) vanish. Hence we get new identities for the Nijenhuis tensor NA(u, v):
(3.18)
k∑
m=1
bm
∑
p+q=m−1
ApNA
(
Aqu,v
)= k∑
m=0
[
Av(bm)A
mu − v(bm)Am+1u
]
,
(3.19)
k∑
m,l=1
bmbl
∑
p<m,q<l
Am+l−p−q−2NA
(
Apu,Aqv
)= 0.
Here bm(x) are coefficients of any polynomial B(A,x) that satisfies the equation
B(A,x) =
k∑
m=0
bm(x)A
m(x) = 0.
The identities (3.18) and (3.19) exist, for example, for the minimal polynomial B(A,x) and for the characteristic
polynomial P(λ,x) = det(A(x) − λI). These identities differ from the general identity (4.4) of [3] derived on the
basis of the characteristic polynomial.
Example 2. Let us consider on a manifold M2n an arbitrary quasi-complex structure A(x) that satisfies the equation
B(A,x) = A2(x) + I = 0 where b2 = 1, b1 = 0 and b0 = 1. Identity (3.18) takes the elegant form
(3.20)ANA(u, v) + NA(Au,v) = 0.
Evidently we have NA(u,Av) = −ANA(u, v). Hence for the operator Nu(v) = NA(u, v) we find NuA = −ANu and
ANuA
−1 = −Nu. Let us consider the polynomial PN(u,λ) = det(Nu − λI) [1]. We have
det(Nu − λI) = det
(
ANuA
−1 − λI)= det(−Nu − λI) = det(N−u − λI).
Hence we get PN(u,λ) = PN(−u,λ). Therefore the polynomial PN(u,λ) is even in the variables u.
For the Haantjes tensor HA(u, v) = A2NA(u, v) + NA(Au,Av) − ANA(Au,v) − ANA(u,Av) [5], we find
HA(u, v) = −4NA(u, v),
for any quasi-complex structure A2(x) = −I . Identity (3.19) takes the form
A2NA(u, v) + NA(Au,Av) + ANA(Au,v) + ANA(u,Av) = 0
and evidently follows from (3.20).
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Lemma 1. Let (2,0)-tensor gjk = P jk be skew-symmetric and Aki = P kαωαi (or in matrix form, A = Pω) where the
(0,2)-tensor ωik be also skew-symmetric. Then the Schouten tensor Sjki (2.1) has the form
(4.1)Sjki = ωiβ [P,P ]βjk + (dω)iαβP αkP βj ,
where [P,P ] is the Schouten bracket and dω is the exterior derivative.
Proof. It is evident that both Eq. (2.3), AP = PAt , and (2.8), ωA = Atω, hold. Hence the tensors Sjki (2.1) and Tijk
(2.12) are defined. Let us take the Schouten tensor (2.1) in the equivalent form
(4.2)Sjki = Aαi
∂gjk
∂xα
+
(
∂A
j
α
∂xi
− ∂A
j
i
∂xα
)
gαk − ∂A
k
i
∂xα
gjα − Akα
∂gjα
∂xi
.
Substituting here gjk = P jk and Aki = ωiαP αk and using the skew-symmetricity of ωij and P jk , we derive
(4.3)Sjki = ωiβ
(
Pβα
∂P jk
∂xα
+ P jα ∂P
kβ
∂xα
+ P kα ∂P
βj
∂xα
)
+
(
∂ωαβ
∂xi
+ ∂ωβi
∂xα
+ ∂ωiα
∂xβ
)
PαkP βj .
In view of the definitions of the Schouten bracket and the exterior derivative
(4.4)[P,P ]βjk = Pβα ∂P
jk
∂xα
+ P jα ∂P
kβ
∂xα
+ P kα ∂P
βj
∂xα
,
(4.5)(dω)αβi = ∂ωαβ
∂xi
+ ∂ωβi
∂xα
+ ∂ωiα
∂xβ
,
formula (4.3) takes form (4.1). 
Lemma 2. For the above tensors gij = ωij and Aki = P kαωαi , tensor Tijk (2.12) has the form
(4.6)Tijk = Aαi (dω)αjk − (dσ)ijk,
where σij is the skew-symmetric (0,2)-tensor σij = ωiαP αβωβj , or σ = ωPω.
The proof consists of a direct verification using formulae (2.12) and (4.5).
Another direct calculation using formulae (3.1), (4.4) and (4.5) yields the formula for the Nijenhuis tensor:
(4.7)Njik = P jα(dσ)αik + ωiαωkβ [P,P ]αβj + P jβAαi (dω)kαβ − P jβAαk (dω)iαβ,
where σ = ωPω.
Remark 5. For the considered skew-symmetric tensors P jk , ωik and the recursion operator A = Pω, a new proof
of the general identity (3.5) follows as a consequence of the formulae (4.1) and (4.7). Analogously, identity (3.11)
follows from the formulae (4.6) and (4.7).
Corollary 1. For a Poisson structure P jk and a closed 2-form ωij and the recursion operator Aij = P iαωαj , the
Schouten tensor Sjki (2.1) vanishes. The Nijenhuis tensor Njik (3.1) and tensor Tijk (2.12) are connected by the
equations
(4.8)Njik = TikαP αj , Tijk = −(dσ)ijk, σij = ωiαP αβωβj .
Proof. The Poisson structure P and the closed 2-form ω satisfy the equations
(4.9)[P,P ] = 0, dω = 0.
Hence formula (4.1) yields Sjki ≡ 0. In view of Eqs. (4.9), the formulae (4.6) and (4.7) take the form
Tijk = −(dσ)ijk, Njik = P jα(dσ)αik.
Hence the formulae (4.8) follow. 
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Suppose that a dynamical system
(5.1)x˙i = V i(x1, . . . , xn)
on a manifold Mn is bi-Hamiltonian: that means it preserves two Poisson structures P jk1 and P
jk
2 that are incompatible
in general, so their Schouten bracket [P1,P2] = 0 [1,2]. Assume that the Poisson structure P1 is non-degenerate, then
system (5.1) preserves also the symplectic structure ωik = (P−11 )ik and the recursion operator Aij = P iα2 (P−11 )αj =
P iα2 ωαj .
Theorem 3. Any bi-Hamiltonian system (5.1) with two incompatible Poisson structures P jk1 and P jk2 implies a se-
quence of Lax equations and possesses first integrals:
(5.2)Ik(λ) = P
(
AkV,λ
)
, k = 0,1, . . . ,
where λ is an arbitrary parameter. Here P(u,λ) is the polynomial
(5.3)P(u,λ) = det(Nu − λI),
where u is any tangent vector u ∈ T ∗x (Mn) and I kj = δkj . For n = 2k, the polynomial (5.3) is a perfect square:
(5.4)P(u,λ) = [Q(u,λ)]2 = λ2[c1(u) + c2(u)λ + · · · + λk−1]2,
where c	(u) is a homogeneous polynomial of degree k − 	 of vector u components.
Proof. As is known, for any (1,1)-tensor T ij the invariance equation LV T = 0 has the form of the Lax equation
(5.5)dT
dt
= [T ,U ],
where matrix Uij = −∂V i/∂xj (this follows at once from formula (2.5)). Since any bi-Hamiltonian system (5.1)
preserves its recursion operator Aij = P iα2 (P−11 )αj , the Lax equation
(5.6)dA
dt
= [A,U ]
holds. If the Poisson structures P1 and P2 are incompatible then the Nijenhuis tensor Nijk for the operator Aij is non-
zero and is V -invariant and defines the V -invariant (1,1)-tensors NV , NAV , . . . ,NAkV , . . . , where (Nu)ik = Niαkuα .
Hence as in (5.5), the bi-Hamiltonian system (5.1) yields the sequence of Lax equations
(5.7)dNAkV
dt
= [NAkV ,U ], Uij = −
∂V i
∂xj
, k = 0,1, . . . .
The Lax equations (5.7) imply that the bi-Hamiltonian system (5.1) has series of first integrals that are formed by the
eigenvalues of the operators NAkV or by the coefficients of the characteristic polynomials Ik(λ) = det(NAkV − λI) of
the (1,1)-tensors NAkV .
For a non-degenerate matrix P ij2 , using formulae (4.8) we find for the operator (Nu)jk = Njαkuα = TαkβuαP βj2 :
P(u,λ) = det(Njuk − λδjk )= det[TαkβuαP βj2 − λ(P−12 )kβP βj2 ]
(5.8)= det[Tαkβuα − λ(P−12 )kβ]det(Pβj2 ),
where matrices Tαkβuα , (P−12 )kβ , P
βj
2 are skew. As is known, for n = 2k and any n × n skew matrix Bij , the identity
(5.9)det(Bij ) =
[
Pf(Bij )
]2
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P(u,λ) = [Q(u,λ)]2, where polynomial
(5.10)Q(u,λ) = Pf[Tαkβuα − λ(P−12 )kβ]Pf(Pβj2 ).
The skew-symmetricity of the Nijenhuis tensor, Njik = −Njki , implies Nuu = 0. Hence det(Nu) = 0 and thus the
highest possible degree of the polynomial P(u,λ) in the variables u is 2k−1. Since this degree in view of P(u,λ) =
[Q(u,λ)]2 is even, the polynomial Q(u,λ) (5.10) has degree  k − 1 as function of u. Thus we get
Q(u,λ) = c1(u)λ + c2(u)λ2 + · · · + λk,
where c	(u) is a homogeneous polynomial of degree k − 	. Hence for P(u,λ) = [Q(u,λ)]2 we obtain the expansion
(5.4). This implies degP(u,λ) 2k − 2 as function of u.
For a degenerate matrix Pβj2 , we substitute (P2 + εR)βj in (5.8) instead of Pβj2 , where Rβj is a non-degenerate
skew matrix such that matrix P2 + εR is non-degenerate for all 0 < ε < 1. Then the function det(Nu − λI) is a
polynomial of ε and equality (5.4) holds for all 0 < ε < 1. Hence it is true by continuity for ε = 0. 
Remark 6. For two compatible in Magri sense [8] Poisson structures by definition we have [P1,P2] = 0 and the Nijen-
huis tensor of the recursion operator Aij = P iα2 (P−11 )αj vanishes, Nijk = 0. The corresponding bi-Hamiltonian systems
(5.1) have k first integrals that are the doubly degenerate eigenvalues of the recursion operator Aij [4,6,8,9]. These
first integrals are the same for all bi-Hamiltonian systems with the Poisson structures P1 and P2. For two incompatible
Poisson structures we have Nijk = 0 and as Theorem 3 shows the corresponding bi-Hamiltonian systems (5.1) possess
additional first integrals that are the doubly degenerate eigenvalues of the (1,1)-tensors NV , NAV , . . . ,NAkV , . . . . It
is evident that these first integrals are different from the previous ones for they depend on the vector field V . However,
Theorem 1 of [1] implies that for a generic Liouville-integrable and non-degenerate bi-Hamiltonian system (5.1) these
first integrals are functionally dependent with the eigenvalues of the operator Aij .
Remark 7. The Lax equations (5.6) and (5.7) imply the general Lax equation
(5.11)d
dt
(
n−1∑
	=0
c	NA	V − μA
)
=
[(
n−1∑
	=0
c	NA	V − μA
)
,U
]
.
Hence system (5.1) has a set of first integrals depending on arbitrary parameters c0, c1, . . . , cn−1, λ,μ:
(5.12)I (cj , λ,μ) = det
(
n−1∑
	=0
c	NA	V − μA − λI
)
.
As above, the polynomials (5.12) are perfect squares. Indeed, analogously to the above we find using (5.9) for n = 2k
that I (cj , λ,μ) = [Q(cj ,λ,μ)]2, where
Q(cj ,λ,μ) = Pf
[
n−1∑
	=0
c	Tαkβ
(
A	V
)α − μωkβ − λ(P−12 )kβ
]
Pf
(
P
βj
2
)
.
Remark 8. For n = 2k + 1, polynomial (5.3) on T ∗x (M2k+1) has the form
(5.13)P(u,λ) = −λ[c1(u) + c2(u)λ + · · · + λk]2,
where c	(u) is a homogeneous polynomial of degree k+1−	. Indeed, let us consider the manifold M˜2k+2 = M2k+1 ×
R
1 and pullback all tensors from M2k+1 to the manifold M˜2k+2. It is evident that the polynomial (5.3) on M˜2k+2 has
the form
(5.14)P˜ (u,λ) = det(N˜u − λI) = −λP (u,λ).
For M˜2k+2, formula (5.4) gives
(5.15)P˜ (u,λ) = [Q˜(u,λ)]2 = λ2[c1(u) + c2(u)λ + · · · + λk]2,
460 O.I. Bogoyavlenskij / Differential Geometry and its Applications 25 (2007) 452–460where deg(c	(u)) = k + 1 − 	. Hence formula (5.13) follows from (5.14) and (5.15). Formula (5.13) yields
degP(u,λ) 2k in variables u.
References
[1] O.I. Bogoyavlenskij, Theory of tensor invariants of integrable Hamiltonian systems I. Incompatible Poisson structures, Comm. Math. Phys. 180
(1996) 529–586.
[2] O.I. Bogoyavlenskij, Invariant incompatible Poisson structures, Proc. Royal Soc. London Ser. A 450 (1995) 723–730.
[3] O.I. Bogoyavlenskij, Algebraic identities for the Nijenhuis tensors, Differential Geom. Appl. 24 (5) (2006) 447–457.
[4] I.M. Gelfand, I.Ya. Dorfman, The Schouten bracket and Hamiltonian operators, Funct. Anal. Appl. 14 (3) (1980) 223–226.
[5] J. Haantjes, On Xm-forming sets of eigenvectors, Proc. Kon. Ned. Akad. Amsterdam 58 (1955) 158–162.
[6] Y. Kosmann-Schwarzbach, F. Magri, Poisson–Nijenhuis structures, Ann. Inst. Henri Poincaré 53 (1990) 35–81.
[7] F. Magri, C. Morosi, A geometrical characterization of integrable Hamiltonian systems through the theory of the Poisson–Nijenhuis manifolds,
Quaderno S/19, Preprint, Universita di Milano, 1984.
[8] F. Magri, A simple model of an integrable Hamiltonian system, J. Math. Phys. 19 (1978) 1156–1162.
[9] F. Magri, C. Morosi, O. Ragnisco, Reduction techniques for infinite-dimensional Hamiltonian systems: some ideas and applications, Commun.
Math. Phys. 99 (1985) 115–140.
[10] J.E. Marsden, T.S. Ratiu, Introduction to Mechanics and Symmetry, Springer-Verlag, New York, 1999.
[11] A. Nijenhuis, Xn−1-forming sets of eigenvectors, Proc. Kon. Ned. Akad. Amsterdam 54 (1951) 200–212.
[12] J.A. Schouten, On differential operators of first order in tensor calculus, in: Convegno Internazionale di Geometria Differenziale, Edizioni
Cremonese, Roma, 1954, pp. 1–7.
