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Abstract. In this article we give new examples of models in boundary quan-
tum field theory, i.e. local time-translation covariant nets of von Neumann
algebras, using a recent construction of Longo and Witten, which uses a lo-
cal conformal net A on the real line together with an element of a unitary
semigroup associated with A. Namely, we compute elements of this semi-
group coming from Ho¨lder continuous symmetric inner functions for a family
of (completely rational) conformal nets which can be obtained by starting with
nets of real subspaces, passing to its second quantization nets and taking lo-
cal extensions of the former. This family is precisely the family of conformal
nets associated with lattices, which as we show contains as a special case the
level 1 loop group nets of simply connected, simply laced groups. Further ex-
amples come from the loop group net of Spin(n) at level 2 using the orbifold
construction.
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1. Introduction
In the operator algebraic approach to quantum field theory (QFT) one studies
nets of operator algebras (e.g. von Neumann algebras) that assign to a space-time
region the algebra of observables localized in it. These nets are asked to fulfill
certain axioms coming from basic physical principles; we mention as examples the
locality principle—which asks that the algebras assigned to causally disjoint regions
should commute (local nets)—and the covariant assignment with respect to some
“symmetry group” of the space-time (for a general introduction on this subject we
refer to the textbook [Haa96]).
In this approach also conformal quantum field theory (CQFT) has been treated
by considering nets on two dimensional Minkowski space and its chiral parts, which
can be regarded as nets on the real line or as nets on the circle. Besides CQFT on
the full Minkowski space also boundary conformal quantum field theory (BCFT)
on the Minkowski half-plane x > 0 is described in the algebraic approach. More
Date: May 29, 2018.
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precisly, in the paper [LR04] Longo and Rehren associate with a local conformal net
A on the real line a local conformal boundary net A+ on the Minkowski half-plane
and obtain more general boundary nets which are extending A+.
Lately, in [LW11] Longo and Witten have given a framework to construct models
in boundary quantum field theory (BQFT) by investigating into local nets on the
Minkowski half-plane, which are in general only time-translation covariant and can
be considered as a deformation of the net A+. Specifically, the construction starts
with a conformal net A on the real line together with an element V of a unitary
semigroup E(A) associated with A to construct a net on Minkowski half-plane,
where the special case V = 1 is the net A+. The search for new models is basically
given by the construction of elements of the semigroup E(A) for a given conformal
net A. Further in [LR11] Longo and Rehren investigate in BQFT on the Lorentz
hyperboloid using a similar semigroup, nonetheless we will concentrate in this paper
on BQFT on Minkowski half-plane. In this framework, an interesting class of
conformal nets to consider are the completely rational conformal nets [KLM01] just
having finite number of sectors (equivalence classes of irreducible representations)
with each one having only finite statistics and their representation theory giving
rise to modular tensor categories.
In this work the main goal is to construct elements of the semigroup E(A) for
the loop group models (which are “in general” expected to fulfill complete ratio-
nality) and hence give new models of BQFT. The loop group models are conformal
nets coming from (projective) positive energy representations of loop groups. The
cocycles of the projective positive energy representation of loop groups are classi-
fied by their level and the vacuum representation of each level yields a conformal
net. In the case of simply laced Lie groups the level 1 representation is the basic
representation and all higher level representations are contained in tensor products
[GF93]; as a result the higher level loop group models are contained as subnets in
the tensor product of the level 1 loop group net. So the first important step is to
construct semigroup elements for the level 1 loop group net. This can be obtained
as a subnet of a free Fermionic net or as an extension of a free Bosonic net (as we
will show here); by free nets we mean second quantization nets using the CCR or
CAR algebra of a net of real subspaces in the Bose and Fermi case, respectively.
For these free nets the semigroup elements being second quantization unitaries are
characterized in [LW11].
We look into extensions of free Bosons, namely the family of conformal nets
associated with lattices and show that this family indeed contains the level 1 loop
group models of simply laced groups as a special case. This can be regarded as an
algebraic version of the Frenkel–Kac or Frenkel–Kac–Segal construction, which says
that the lattice vertex operator algebras of simply laced root lattices correspond
to the level 1 Kac–Moody vertex operator algebras (cf. Theorem 5.6 [Kac98]).
Furthermore this family consists only of completely ration conformal nets as shown
by Dong and Xu in [DX06].
In Section 2 we give some basic preliminaries on standard subspaces, its associ-
ated modular theory and semigroups of standard pairs.
In Section 3 we review the construction of the conformal nets under investigation
starting with a net of standard subspaces in the spirit of [BGL02, Lon08b] and
obtaining a net of von Neumann algebras by second quantization, which describes
Abelian currents on the circle. Their local extensions by even lattices are shown to
be the conformal nets associated with lattices constructed in [DX06] using positive
energy representations of the loop group of the torus related to the lattice. We
show that this family indeed contains as a special case the loop group nets at level
1 of simply laced groups.
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In Section 4 we bring about a family of local nets on the Minkowski half-plane as-
sociated with each step of the former construction of chiral models. The important
step is the extension of the semigroup elements obtained by second quantization to
the local extension by a lattice. We give criterion when such elements extend and
also look into restriction to subnets. A further family of examples of semigroup
elements and therefore models in BQFT are calculated for the loop group nets of
Spin(n) at level 2 using the orbifold construction.
2. Preliminaries on Standard Subspaces
In this section we give some basic preliminaries on standard subspaces, its asso-
ciated modular theory and semigroups of standard pairs.
2.1. Standard Subspaces. We repeat some basic facts (for details see [Lon08b])
on standard subspaces. Let H ≡ (H, ( · , · )) be a Hilbert space and let H ⊂ H
be a real subspace. We denote by H ′ = {x ∈ H : Im(x,H) = 0} the symplectic
complement, which is closed. In particular it is H ′′ = H . A closed real subspace H
is called cyclic if H + iH = H and is called separating if H ∩ iH = {0}. So a closed
real subspace H is separating or cyclic if and only if its symplectic complement
H ′ is cyclic or separating, respectively. A cyclic and separating subspace H is
called standard ; clearly H is standard if and only if H ′ is standard. We denote
the set of all standard subspaces of H by Std(H). To a standard subspace we
relate a pair (JH ,∆H), where (∆
it
H)t∈R is a unitary one-parameter group called the
modular unitaries and an antiunitary involution JH called modular conjugation.
Both are defined by the polar decomposition of the densly defined, closed, antilinear
involutive (i.e. S2H ⊂ idH) operator SH = J∆1/2H with domain H + iH defined by
x + iy 7−→ x − iy for x, y ∈ H . A (simplier) real subspace version of the Tomita-
Takesaki theorem gives:
JH = H ′, ∆itH = H (t ∈ R).
We note that there is a useful bijective correspondence between Std(H) and the
set of densely defined, closed, antilinear involutions S on H, given by the map
H 7−→ SH as above, with inverse map associating with such an involution S the
standard subspace HS = {x ∈ Dom(S) : Sx = x} = ker(1− S).
2.2. Semigroup Associated with Standard Pairs.
Definition. Let H be a standard subspace of a Hilbert space H and let us assume
that there exists a one-parameter group T (t) = eitP on H such that:
• T (t)H ⊂ H for all t ≥ 0,
• P > 0.
Then we call the pair (H,T ) a standard pair. It is called non-degenerated if the
kernel of P is {0}.
A one-particle version of Borchers Theorem with some implications holds:
Theorem 2.1 ([LW11, Theorem 2.2]). Let (H,T ) be a non-degenerate standard
pair.
(1) Then for all t, s ∈ R holds:
∆isT (t)∆−is = T (e2πst), JT (t)J = T (−t),
where ∆it and J are the modular unitaries and conjugation, respectively,
associated with the standard space H, i.e. JH = H ′ and ∆itH = H.
(2) (H,T ) yields a unitary positive energy representation of the translation-
dilation group of R also called the ax + b group, by associating with x 7−→
e−2πsx+ t the unitary element T (t)∆is.
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(3) There is a unique irreducible standard pair and each standard pair is a
multiple of this unique standard pair.
Definition. Let (H,T ) be a standard pair on H. The semigroup of unitaries V of
H commuting with T such that VH ⊂ H is denoted by E(H,T ) = E(H).
The elements of E(H) are characterized in [LW11]. We first state the case of
the irreducible standard pair, where the semigroup E(H0) can be identified with a
semigroup of certain “symmetric inner functions”.
Definition. We denote by S the set of all complex Borel functions ϕ : R −→ C
which are boundary values of a bounded analytic function on R + iR+, which are
symmetric, i.e. ϕ(p) = ϕ(−p) and inner, i.e. |ϕ(p)| = 1 for almost all p ≥ 0.
Theorem 2.2 ([LW11, Corollary 2.4]). Let (H0, T0) be the unique irreducible stan-
dard pair then V ∈ E(H) if and only if V = ϕ(P ) for some ϕ ∈ S.
In the reducible case the semigroup E(H) consists of matrices of similar functions
and the condition |f(p)| = 1 is generalized to unitarity of the matrix.
Remark 2.3. Let (H,T ) be a non-zero, non-degenerated standard pair on a Hilbert
space H. Then it can be decomposed as a direct sum of the unique irreducible
standard pair. Let
H =
⊕
i
Hi H =
⊕
i
Hi T =
⊕
i
Ti
be such a finite or infite decomposition, where each (Hi, Ti) is a standard pair in
Hi and can be identified with the unique irreducible standard pair (H0, T0) with
generator P0.
Definition. For n ∈ N ∪ {∞} we denote by S(n) the set of matrices (ϕhk)1≤h,k≤n
where ϕhk : R −→ C are complex Borel functions which are boundary values of
a bounded analytic function on R + iR+ such that ϕhk(p) is a unitary matrix for
almost all p, which is symmetric, i.e. ϕhk(p) = ϕhk(−p).
Theorem 2.4 ([LW11, Theorem 2.6]). Let H be like in Remark 2.3. Then V ∈
E(H) if and only if it is a n × n matrix (Vhk) with entries in B(H) such that
Vhk = ϕhk(P0) for some (ϕhk) ∈ S(n).
3. Conformal Field Theory – Conformal Nets
In this section we are interested in local Mo¨bius covariant nets (conformal nets).
These are nets on the circle (or the real line), which physically describe the chiral
part of the algebra of observables of a 2D QFT, where the real line (circle) is then
identified with (the compactification) of one of the lightrays.
3.1. Nets of Standard Subspaces. Before describing nets of von Neumann al-
gebras we want to go a step back and give some details on nets of real subspaces
of a Hilbert space H0, whose “second quantization” leads to nets of von Neu-
mann algebras, the so called second quantization nets. In analogy to the “free field
construction” from Wigner particles the Hilbert space H0 will be called the “one-
particle space”. See for example [BGL02] for a general construction of free Bosons
using this technique on more general space-times1 and [Lon08b] for such nets on
the circle.
1In our case the “space-time” is the circle and the “wedges” correspond to open non-empty
nowhere dense intervals
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We will identify the one-point compactification R = R ∪ {∞} of the real line
with the circle S1 = {z ∈ C : |z| = 1} by the Caley map
C : R −֒։ S1, x 7−→ −x− i
x+ i
⇐⇒ x = C−1(z) = −iz − 1
z + 1
.
Our symmetry is the group of Mo¨bius transformations Mo¨b of the circle and can be
identified with either PSL(2,R) or PSU(1, 1), which act naturally on the compact-
ified real line R and the circle S1, respectively. The Mo¨bius group is generated by
the following three one-parameter subgroups: the rotations R(θ)z = eiθz, which are
easier in the circle picture; the translations τ(t)x = x+ t and dilations δ(s)x = esx
for x ∈ R which are both easier in the real line picture. We add the orientation
reversing reflection rz = z¯ with z ∈ S1 to Mo¨b and denote the obtained group
by Mo¨b± = Mo¨b ⋊Ad r Z2. For z ∈ S1 we sometimes write z = eiθ and note that
x ≡ C−1(eiθ) = tan(θ/2).
A connected, non-empty, nowhere dense interval I ⊂ S1 is called proper and we
denote by I the set of all proper intervals partially ordered by inclusions. For I ∈ I
we denote by I ′ the interior of S1 \ I which is clearly in I and note that Mo¨b acts
transitive on I.
Definition. A strongly continuous unitary representation of Mo¨b (or a subgroup
containing the rotations) on a Hilbert space H is called positive energy representa-
tion if the generator L0 of the one-parameter subgroup of rotations U(R(θ)) = e
iθL0
has positive spectrum. The representation is called non-degenerate if it does not
contain the trivial representation.
Remark 3.1 ([Lon08b, Theorem 2.10]). A unitary positive energy representation
of Mo¨b extends to a (anti-) unitary representation of Mo¨b± on the same Hilbert
space and the extension is unique up to unitary equivalence.
Definition. A local Mo¨bius covariant net of standard subspaces of H is a family of
standard subspaces H(I) ⊂ H indexed by I ∈ I such that the following properties
hold:
A. Isotony. I1 ⊂ I2 implies H(I1) ⊂ H(I2).
B. Locality. I1 ∩ I2 = ∅ implies H(I1) ⊂ H(I2)′.
C. Mo¨bius covariance. There is a positive energy representation of Mo¨b on H
such that U(g)H(I) = H(gI) for all g ∈ Mo¨b and I ∈ I.
D. Irreducibility. U is non-degenerate, i.e. does not contain the trivial represen-
tation.
Given a positive energy representation U of Mo¨b on H we can construct a local
Mo¨bius covariant net of standard subspaces as follows: we define the unitary one-
parameter group ∆it = U(δ(−2πt)) where δ(t)x = etx are the dilations and the
antiunitary involution J = U(r) (where we use that U extends to a representation
of Mo¨b±) and define the densely defined, closed, antilinear involution S = J∆
1/2.
We denote by I0 the interval corresponding to the upper circle or equivalently
(0,∞). Then we set H(I0) ≡ H(0,∞) = {x ∈ Dom(S) : Sx = x} to be the
standard subspace associated with S and for general I ∋ I = gI0 we set H(I) =
U(g)H(0,∞), which does not depend on the choice of g ∈ Mo¨b. All local Mo¨bius
covariant nets of standard subspaces are obtained in this way [Lon08b].
For later use we make the construction of a family indexed by n ∈ N of local
Mo¨bius covariant nets of real subspaces—namely the net coming from n copies of
the lowest weight 1 positive energy representation (cf. [Lon08b]) of Mo¨b—more
explicit. Therefore let F be a n-dimensional Euclidean space with scalar product
〈 · , · 〉. Let us define H0,F = H0⊗R F ∼=
⊕n
i=1H0 which is in particular isomorphic
to the n-fold direct sum of the unique irreducible positive energy lowest weight
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representation ofMo¨b with lowest weight 1 denoted by (U0,H0). We denote by U0,F
the unitary representation of the Mo¨b on H0,F . It can explicitly be constructed as
follows. Let LF = C∞(S1, F ) ∼= C∞(S1,R)⊗RF the set of all smooth maps (loops)
from the circle S1 to F . Because f ∈ LF is periodic it can be written as a Fourier
series
f(θ) =
∑
k∈Z
fˆke
ikθ, fˆk =
∫ 2π
0
e−ikθf(θ)
dθ
2π
with Fourier coefficients fˆk = fˆ−k in the complexified space FC := F ⊗R C. We
introduce a semi-norm
‖f‖2 =
∞∑
k=1
k · ‖fˆk‖2FC
and a complex structure, i.e. an isometry J w.r.t. ‖ · ‖ satisfying J 2 = −1, by
J : fˆk 7−→ −i sign(k)fˆk
and finally we get the Hilbert space HF,0 by completion with respect to the norm
‖ · ‖
H0,F = LF/F ‖ · ‖ ,
where F is identified with the constant functions. The scalar product ( · , · ) can be
obtained by polarization and the unitary action of Mo¨b is induced by the action on
LF , namely
U(g) : f 7−→ g∗f : (g∗f)(θ) = f(g−1(θ)) .
Let f ∈ LF . If no confusion arises we denote also its image [f ] ∈ H0,F of the
inclusion ιF : LF → H0,F by f . On LF the sesquilinear form coming from the
scalar product is given explicitly by
ω(f, g) := Im(f, g) =
−i
2
∑
k∈Z
k〈fˆk, gˆ−k〉 = 1
2
∫ 2π
0
〈f(θ), g′(θ)〉dθ
2π
=:
1
2
∫
〈f, g′〉 .
For I ∈ I we denote by HF (I) the closure subspace of functions with support in
I. The family {HF (I)}I∈I is a local Mo¨bius covariant net of standard subspaces.
Indeed because U acts geometrical, and in particular U(δ(t)) is the modular group
of the abstract construction and leaves HF (0,∞) invariant, one can show that
the explicit construction equals the modular construction mentioned above (cf.
[Lon08b]).
Proposition 3.2. Let (F, 〈 · , · 〉) be an Euclidean space, then there is a local Mo¨bius
covariant net of standard subspace HF on the Hilbert space H0,F .
We remark that by the geometric modular action follows that the net is Haag
dual, i.e. HF (I
′) = HF (I)
′ and also the restriction to R can be shown to be Haag
dual, i.e. HF ((R \ I)◦) = HF (I) for I ⋐ R.
3.2. Conformal Nets. In this part we give the notion of a local Mo¨bius covariant
net of von Neumann algebras which we will simply call conformal net.
Definition. A local Mo¨bius covariant net (conformal net) A on S1 is a family
{A(I)}I∈I of von Neumann algebras on a Hilbert space H, with the following prop-
erties:
A. Isotony. I1 ⊂ I2 implies A(I1) ⊂ A(I2).
B. Locality. I1 ∩ I2 = ∅ implies [A(I1),A(I2)] = {0}.
C. Mo¨bius covariance. There is a unitary representation U of Mo¨b on H such
that U(g)A(I)U(g)∗ = A(gI).
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D. Positivity of energy. U is a positive energy representation, i.e. the genera-
tor L0 (conformal Hamiltonian) of the rotation subgroup U(R(θ)) = e
iθL0 has
positive spectrum.
E. Vacuum. There is a (up to phase) unique rotation invariant unit vector Ω ∈ H
which is cyclic for the von Neumann algebra
∨
I∈I A(I).
The Reeh–Schlieder property holds automatically [FJ96], i.e. Ω is cyclic and
separating for any A(I) with I ∈ I. Further we have the Bisognano–Wichmannn
property [GF93, BGL93] which states that the modular operators with respect to
Ω have geometric meaning; e.g. the modular operators for the upper circle I0 are
given by the dilation ∆it = U(δ(−2πt)) and reflection J = U(r), where here U is
extended to Mo¨b±. For a general interval I ∈ I the modular operators are given by
a special conformal transformation δI and a reflection rI both fixing the endpoints
of I. The Bisognano–Wichmannn property implies Haag duality
A(I)′ = A(I ′) I ∈ I
and it can be shown (see e.g. [GF93]) that each A(I) is a type III1 factor in
Connes classification [Con73]. A conformal net is additive [FJ96], i.e. for inter-
vals I, I1, . . . In ∈ I
I ⊂
⋃
i
Ii =⇒ A(I) ⊂
∨
i
A(Ii) holds.
3.2.1. Representations. LetA be a conformal net on a Hilbert spaceH. A covariant
representation π = {πI}I∈I is a family of representations πI of A(I) on a fixed
Hilbert space Hπ which fulfill:
πI ↾A(I0) = πI0 I0 ⊂ I
AdUπ(g) ◦ πI = πgI ◦AdU(g)
where Uπ is a unitary representation of the universal covering group M˜o¨b of Mo¨b
with positive energy. We assume Hπ to be separable and this implies that π is
locally normal, namely πI is normal for all I ∈ I. A representation ρ is called
localized in some interval I0 ∈ I if Hρ = H and ρI′
0
= idA(I′0). Due to the type
III1 factor property, each representation π is localizable in any interval I0 ∈ I,
namely there is a representation ρ which is unitary equivalent to π and localized
in I0. If ρ is localized in I0 ∈ I then by Haag duality for every I ∈ I with I ⊃ I0
it is ρI(A(I)) ⊂ A(I), in other words ρI is an endomorphism of A(I). Let ρ be a
(covariant) representation localized in I0. By a local cocycle [Lon03] localized in a
proper interval I ⊃ I0, we mean an assignment of a symmetric neighbourhood U of
the identity of M˜o¨b such that I0 ∪ gI0 ⊂ I for all g ∈ U and a strongly continuous
unitary valued map g ∈ U 7−→ zρ(g) ∈ A(I) such that with αg := AdU(g):
zρ(gh) = zρ(g)αg(zρ(h)) g, h ∈ U
Ad zρ(g)
∗ ◦ ρI˜(a) = αg ◦ ρg−1 I˜ ◦ αg−1(a) g ∈ U , a ∈ A(I˜)
for some open interval I˜ ∈ I with I˜ ⊃ I. By covariance and Haag duality there
exists a local cocycle given by
zρ(g) = Uρ(g)U(g)
∗ ∈ A(I) g ∈ U .
3.2.2. Conformal subnets. Let A be a conformal net and U its associated positive
energy representation of Mo¨b. We call a family {B(I)}I∈I with B(I) ⊂ A(I) for
all I ∈ I a conformal subnet if B is isotonous, i.e. I, J ∈ I with I ⊂ J implies
B(I) ⊂ B(J) and covariant, i.e. it is U(g)B(I)U(g)∗ = B(gI) for all I ∈ I and
g ∈ Mo¨b. The structure of conformal subnets is studied in [Lon03].
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Let e be the projection on the closure HB of
∨
I∈I B(I)Ω. Then B is itself a
conformal net on HB := eH with unitary representation U ↾HB also denoted by
U , namely Ω is cyclic for HB by definition and all other properties are inherit by
the ones of A. By the Reeh–Schlieder property Ω is cyclic and separating for all
B(I) with I ∈ I and in particular e is the Jones projection (see e.g. [LR95]) of the
inclusion B(I) ⊂ A(I).
Lemma 3.3. Let B be a conformal subnet of A. If e = 1 then the conformal nets
B and A are identical.
Proof. Let I ∈ I. Then it is B(I) ⊂ A(I) and by the Bisognano–Wichmann
property the modular group of A(I) with respect to the vector state of Ω is given by
σt = AdU(δI(−2πt)) and by covariance of B it leaves B(I) invariant. By Takesaki’s
Theorem [Tak03, Theorem IX.4.2.] there exists a normal conditional expectation
from A(I) onto B(I) which has to be the identity of A by e = 1. 
3.2.3. Completely rational conformal nets. A conformal net A is said to be strongly
additive if for I1, I2 ∈ I adjacent intervals and I = (I1 ∪ I2)′′ = I1 ∪ I2◦ ∈ I,
A(I1) ∨ A(I2) = A(I) holds.
The net A is called split if for I0, I ∈ I with I0 ⊂ I the inclusion A(I0) ⊂ A(I)
is a split inclusion, namely there exist an intermediate type I factor M such that
A(I0) ⊂ M ⊂ A(I) or equivalently A(I0) ∨ A(I)′ is canonically isomorphic to
A(I0) ⊗A(I)′. Let I1, I3 ∈ I be two intervals with disjoint closure and I2, I4 ∈ I
the two components of (I1 ∪ I3)′, in other words the intervals I1, . . . , I4 divide the
circle into four parts. Then we denote by µA the Jones–Kosaki index [Kos98] of
the inclusion
A(I1) ∨A(I3) ⊂ (A(I2) ∨ A(I4))′ (1)
which does not depend on the special choice of the intervals Ii. Finally the net A is
called completely rational if it is strongly additive, split and µA <∞. In [KLM01]
it is shown that the index of the inclusion (1) is the global index associated with
all sectors and the the category of representations form a modular tensor category,
where each sector is a direct sum of sectors with finite dimension.
3.3. Second Quantization Nets. By second quantization of a net of standard
subspaces we become a net of von Neumann algebras.
Let H be a Hilbert space and ω( · , · ) = Im( · , · ) the sesquilinear form. There
are unitaries W (f) for f ∈ H fulfilling
W (f)W (g) = e−iω(f,g)W (f + g) = e−2iω(f,g)W (g)W (f).
and acting naturally on the Bosonic Fock space eH over H. This space is given by
eH =
⊕∞
n=0 PnH⊗n, where Pn is the projection Pn(x1⊗· · ·⊗xn) = 1/n!
∑
σ xσ(1)⊗
· · · ⊗ xσ(n) where the sum goes over all permutation. The set of coherent vectors
eh :=
⊕∞
n=0 h
⊗n/
√
n! with h ∈ H is total in eH and it is (ef , eh) = e(f,h). The
vacuum is given by Ω = e0 and the action ofW (f) is given byW (f)e0 = e−
1
2
‖f‖2ef ,
in other words the vacuum representation φ( · ) = (Ω, ·Ω) is characterized by
φ(W (f)) = e−
1
2
‖f‖2 .
For a real subspace H ⊂ H we define the von Neumann algebra
R(H) = {W (f) : f ∈ H}′′ ⊂ B(eH) .
The map R has the following properties:
Proposition 3.4 ([Lon08a]).
(1) Let H,K ⊂ H be real linear subspaces. Then R(K) = R(H) iff K¯ = H¯.
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(2) Let H be closed. H is separating or cyclic iff R(H) is separating or cyclic,
respectively.
(3) Let H be standard, then the modular unitaries ∆itR(H) and the modular
conjugation JR(H) associated with (R(H),Ω) are given by
∆itR(H) = Γ(∆
it
H), JR(H) = Γ(JH)
and in particular R(H ′) = R(H)′.
Let U be a unitary in B(H) then Γ(U) =⊕∞n=0 U⊗n acts on coherent states by
Γ(U)eh = eUh and is therefore a unitary (cf. [Gui11]) on eH. These second quanti-
zation unitaries implement Boguliubov automorphisms, namely Γ(U)W (f)Γ(U)∗ =
W (Uf).
Proposition 3.5 (Second quantization nets [Lon08a]). Let {H(I)}I∈I be a local
Mo¨bius covariant net of standard subspaces on H. Then A(I) = R(H(I)) defines
a local Mo¨bius covariant net (of von Neumann algebras) on eH.
Let (F, 〈 · , · 〉) be an Euclidean space and I ∋ I 7−→ HF (I) ⊂ H0,F the net
of standard subspaces from Proposition 3.2. Then we denote by AF the local
Mo¨bius covariant net on HF := eH0,F called the Abelian current net over F given
by AF (I) := R(HF (I)). If U0 is the action ofMo¨b onH0,F then the action onHF is
given by U(g) := Γ(U0(g)). In the case F = R the net is also called the U(1)-current
net and was treated in an operator algebraic setting first in [BMT88]. We remark
that AF is clearly equivalent to the n-fold tensor product of the U(1)-current net.
3.3.1. Representations. Let ℓ ∈ C∞(S1, F ) with support in some I0 ∈ I. Then we
define for I ∈ I with I0 ⊂ I
ρℓ,I(W (f)) = e
i
∫
〈f,ℓ〉W (f)
where we have chosen a representant f of [f ] ∈ HF,0 with f ↾I′≡ 0. This defines
a representation localized in I0. This representation is covariant with local cocycle
localized in I ⊃ I0 and U a symmetric neighbourhood of the identity of M˜o¨b such
that I0 ∪ gI0 ⊂ I for all g ∈ U given by z(g) = W (L − Lg) where L is a primitive
of ℓ, i.e. L′(θ) = ℓ(θ) and Lg(θ) = g∗L(θ) = L(g
−1θ).
Two representations are equivalent if they have the same charge, which is given
for ρℓ by
qℓ =
∫ 2π
0
ℓ(θ)
dθ
2π
=
∫
ℓ ∈ F,
namely for qℓ = qm it is zρℓ = ρmz with unitary intertwiner z = W (M − L)
where M − L ∈ HF,0 is a primitive of m − ℓ. In other words the sectors depend
only on this charge q ∈ F and we denote the sector by [q] with obvious fusion
rules [q] × [r] = [q + r]. We note that because there are infinitely many sectors
(with dimension 1) the index of the inclusion (1) is infinite and the nets cannot be
completely rational.
Equivalently the conformal net can be regarded as coming from a projective
positive energy representation of the group LF .
3.3.2. Abelian currents from central extensions. Basically to fix notation, we recall
some facts about projective representations. If π is a projective representation of a
group G on a Hilbert space H, then there is a 2-cocycle with c : G×G −→ T ⊂ C
given by
π(g)π(h) = c(g, h)π(gh) for all g, h ∈ G
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fulfilling the cocycle relation c(h, k)c(g, hk) = c(g, h)c(gh, k), which follows from
associativity. Two representations are equivalent if and only if there is a coboundary
bf (g, h) =
f(g)f(h)
f(gh)
(2)
where f : G 7−→ T such that
c2(g, h) = bf (g, h)c1(g, h) ⇐⇒ π2(g) = f(g)π1(g) .
If G ∼= Zn this is true if and only if cˆ1 = cˆ2 (see for example [Kac98, Lemma 5.5]
cf. also [DHR69, Lemma A.1.2]) where cˆ(g, h) = c(g, h)c(h, g)−1 is the commutator
map or antisymmetric part of a cocycle c. The following Lemma will be useful
showing the equivalence of two cocycles.
Lemma 3.6. Let G = G1 × G2 be an Abelian group and c, c′ ∈ Z2(G,T) be two
2-cocycle and ci, c
′
i ∈ Z2(Gi,T) their restrictions to Gi ×Gi for i = 1, 2. If [ci] =
[c′i] ∈ H2(Gi,T) then cˆ = cˆ′ implies [c′] = [c] ∈ H2(G,T).
Proof. The proof is basically [DHR69, Proof of Lemma A.1.2.]). Because c 7−→ cˆ
is a homomorphism it is enough to show that for c ∈ Z2(G,T): if cˆ = 1 and
ci(gi, hi) = bi(gi)bi(hi)/bi(gihi) then c ∈ B2(G,T), i.e c = δb with b ∈ Z1(G,T).
Indeed, setting
b(g1g2) =
b1(g1)b2(g2)
c(g1, g2)
≡ b1(g1)b2(g2)
c(g2, g1)
for gi ∈ Gi we calculate using the cocycle relation:
c(g1g2, h1h2) =
c(g1, g2h1h2)c(g2, h1h2)
c(g1, g2)
=
c1(g1, h1)c(g1h1, g2h2)c(g2h2, h1)c2(g2, h2)
c(g1, g2)c(h1, g2h2)c(h2, h1)
=
b(g1g2)b(h1h2)
b(g1h1g2h2)
.

Equivalently to say that π is a projective representation there is a true rep-
resentation also denoted by π of the group G˜ = G × T with multiplicative law
(g1, t1)(g2, t2) = (g1g2, c(g1, g2)t1t2) given by π(g, t) = tπ(g). One calls G˜ a central
extension of G.
Let G be a Lie group and π a continuous projective unitary representation of LG
on a Hilbert space H. We assume that there is an action of the rotation, i.e. T acts
unitarily on H by U such that U(θ)π(f)U(θ)∗ = π(Rθf) where Rθf(θ′) = f(θ′ − θ)
for f ∈ LG. In other words we assume π extends to a representation of LG ⋊ T.
Then π is called positive energy (cf. [Seg81,PS86]2) if
H = ⊕n≥0Hn, Hn = {x ∈ H : U(θ)x = einθ}
with dimHn < ∞ and3 H0 6= {0}. That means the generator L0 of U(θ) = eiθL0
has positive spectrum.
Let LF be the central extension of LF defined by the cocycle
cF (f, g) = e
−iω(f,g) = e−i/2
∫
〈f,g′〉.
2we use a different convention, which fits with the definition of positive energy for conformal
nets
3This can be obtained by multiplying a given representation of T with a character of T
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Then the conformal net AF constructed above can be regarded as the conformal
net associated with a positive energy representation of LF with cocycle cF or equiv-
alently a (true) positive energy representation of LF . For I ∈ I we denote by LIF
all loops with support in I.
Proposition 3.7. Let H0,F = LF/F be the one-particle space associated with
(F, 〈 · , · 〉). There is a unitary positive energy representation π of LF on the Fock
space HF ≡ eH0,F given by π0 : LF ≡ LF × T ∋ (f, c) 7−→ c · W ([f ]), where
[f ] ∈ LF/F ⊂ HF . In particular it is AF (I) = π0(LIF )′′.
Proof. W ([f ]) is unitary by construction. Obviously by the Weyl commutation
relations π is a representation of LF with the given cocycle. Let L0 be the positive
generator of the rotations on H0,F . The generator of the rotation on HF is then
given by L˜0 = 1⊕ L0 ⊕ (L0 ⊗ 1 + 1⊗ L0)⊕ · · · and in particular positive.
Further for I ∈ I by construction π(LIF )′′ = R(LIF/F ) which equals A(I) ≡
R(HF (I)) by Proposition 3.4 and because LIF is dense in HF (I) again by con-
struction. 
3.4. Conformal Nets Associated with Lattices. We want to consider local
extensions of the net AF associated with Abelian currents with values in F . The
case of F = R (one current) was treated in [BMT88] and the extensions are given
by a charge g =
√
2N with N ∈ N. The general case was elaborated in [Sta95]
with the result that the extensions are given by even integral lattices (for n = 1 the
lattice is gZ). The same lattice models were also examined in [DX06], where they
are equivalently defined as a positive energy representation of the loop group of the
torus associated with the lattice. This gives a connection to the representations of
loop groups at level 1 [Seg81,PS86] for simply laced Lie groups. The lattice models
are well known in the framework of vertex operator algebras. For a treatment
of lattice models in vertex operator algebras and its connection to Kac–Moody
algebras we refer e.g. to [Kac98, Chapter 5.4].
Let L be an integral (positive) lattice, i.e. a free Z-module with positive-definite
integral bilinear form 〈 · , · 〉 : L × L −→ Z. A lattice is called even if 〈α, α〉 ∈ 2N
for all α ∈ L, and we note that an even lattice is necessarily integral. To a lattice L
we relate an Euclidean space (F, 〈 · , · 〉) where F = L⊗Z R and the scalar product
〈 · , · 〉 is continued to F ×F −→ R by linearity. The dimension n = dimF is called
the rank (assumed to be finite).
Equivalently, we can view an even lattice L as a free discrete subgroup of a finite
dimensional Euclidean space (F, 〈 · , · 〉) which spans F and satisfies 〈α, α〉 ∈ 2N for
all α ∈ L. Let L be even and L∗ := {x ∈ V : 〈x, L〉 ⊂ Z} be the dual lattice
[CS98]. It is a not necessarily an integer lattice and can canonically be identified
with Hom(L,Z) by the scalar product. It is L ⊂ L∗ and it can be shown that the
group L∗/L is finite. In the case L∗ = L the lattice is called self-dual or unimodular
and in this can be the case only for rank n ∈ 8N.
With an even lattice L we associate a torus T = F/2πL, and we will represent
elements by eif with f ∈ F and eif = 1 if and only if f ∈ L, formally
F/2πL −֒։ T, [t] 7−→ eit .
3.4.1. Loop group associated with a torus. Let LT = C∞(S1, T ) the loop group
associated with the torus T . We write eif for an element in LT where we mean the
function eiθ 7−→ eif(θ) and f : R −→ F is a smooth function such that the winding
number
∆f :=
1
2π
(f(θ + 2π)− f(θ))
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is constant and takes values in L. In particular f◦ : θ 7−→ f(θ)−∆f · θ is a periodic
function and we can decompose
f(θ) = ∆f · θ + f0 +
∑
n∈Z∗
fne
inθ
where we call f0 the zeroth-mode.
We are interested in projective positive energy representations of LT or equiva-
lently representations of a central extension:
1 −→ T −→ LT −→ LT −→ 1
which are given by a cocycle c : LT × LT −→ T specified in the following.
It is well-known (see for example [Kac98]) that there existss a bilinear form
b : L× L −→ Z2 such that
b(α, α) =
1
2
〈α, α〉 for all α ∈ L ,
e.g. if {α1, . . . , αn} is a basis of L one can choose
b(αi, αj) =


〈αi, αj〉 mod 2 i < j
1
2 〈αi, αi〉 mod 2 i = j
0 i > j .
Therefore a bimultiplicative map ε(α, β) : L×L −→ {+1,−1} ∼= Z2 exists, satisfy-
ing ε(α, α) = (−1)〈α,α〉/2. Such a map is a 2-cocycle satisfying:
ε(α, β + γ)ε(β, γ) = ε(α, β)ε(α + β, γ)
ε(α, β)ε(β, α) = (−1)〈α,β〉 .
Now we specify the central extension LT by choosing a 2-cocycle c : LT ×LT −→ T
as in [Seg81]
c(eif , eig) ≡ c(f, g) = ε(∆f ,∆g)eiS(f,g) (3)
2 · S(f, g) =
∫ 2π
0
〈f ′(θ), g(θ)〉dθ
2π
+ 〈∆f , g(0)〉 .
We note that the central extension (up to equivalence) does not depend on the
explicit choice of the 2-cocycle in its equivalence class. Further we write the relations
in LT formally as eifeig = c(eif , eig)ei(f+g). It is straightforward to verify the
following relations.
Lemma 3.8 (cf. [DX06]). Let eif , eig ∈ LT , then we have the following relations in
LT :
eifeig
(
eif
)−1
= eiπ〈∆f ,∆g〉ei
∫
〈f ′1,g1〉ei〈∆f ,g0〉−i〈∆g,f0〉eig
Proof. We observe that (eif )−1 = c(eif , e−if)−1e−if = c(f, f)e−if and we get:
eifeig(eif )−1 = c(f, g)c(g,−f)c(f,−f)c(f, f)eig
= c(f, g)c(g, f)−1eig
= (−1)〈∆f ,∆g〉ei(S(f,g)−S(g,f))eig . (4)
Using f(θ) = ∆f · θ + f0 + f1(θ) and f(θ) = ∆g · θ + g0 + g1(θ) we have
S(f, g) =
1
4π
∫ 2π
0
〈f ′1(θ), g1(θ)〉dθ +
π
2
〈∆f ,∆g〉+ 1
2
〈∆f , g0〉+
+
1
2
〈f1(2π),∆g〉+ 1
2
〈∆f , g1(0)〉
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and this gives
S(f, g)− S(g, f) = 1
2π
∫ 2π
0
〈f ′1(θ), g(θ)〉dθ +
1
2
〈∆f , g0〉 − 1
2
〈∆g, f0〉
+
1
2
〈∆f , g(0)− g1(0)〉 − 1
2
〈∆g, f(0)− f1(0)〉
=
1
2π
∫ 2π
0
〈f ′1(θ), g1(θ)〉dθ + 〈∆f , g0〉 − 〈∆g, f0〉
which inserted in (4) completes the proof. 
The following Proposition is proved in [DX06, Proposition 3.4] and shows that
the central extension is local, i.e. loops supported in disjoint intervals commute.
Proposition 3.9 (Locality cf. [DX06, Prop. 3.4]). If supp eif ∩ supp eig = ∅ then
eifeig = eigeif .
For I ∈ I we denote by LIT = {eif ∈ LT : supp eif ⊂ I} all loops with support
in I and by LIT the preimage of LIT under the covering map. Using this locality
and well-known results of positive energy representations of loop groups it is shown
in [DX06] that there is a conformal net associated with LT , precisely:
Proposition 3.10 (Local conformal net associated with LT cf. [DX06]). There is
a correspondence between the elements of L∗/L and positive energy representation
of LT . Let π(L,0) be the (vacuum) representation corresponding to [0] ∈ L∗/L, then
I 7−→ ALT (I) := π(L,0)(LIT )′′
is a completely rational conformal net with µ-index µ = |L∗/L| and has µ sectors of
statistical dimension 1 corresponding to the positive energy representations of LT .
Proof. For the first statement see [DX06, Lemma 3.5] and [PS86, Section 9.5]. ALT
is a local net by Proposition 3.9 and [DX06, Proposition 3.1] shows that it is a
strongly additive conformal net fulfilling the split property. [DX06, Proposition
3.15] shows the correspondence between sectors and elements of L/L∗ and the µ
index is given in [DX06, Corollary 3.19]. 
Remark 3.11. We note that the construction depends only on L and we denote
this net also by AL, the conformal net associated with the lattice L.
In the rest of the section we give the construction in a more explicit manner. In
particular the Hilbert space HL of AL can naturally be identified with L copies of
the Hilbert space HF of AF (more precisely ℓ2(L,HF )) where F = L ⊗Z R. This
enables us to show that AL(I) is a crossed product of AF (I) with L.
The identity component (LT )0 of LT can be identified with HF × T , where
HF = LF/F × T is the Heisenberg group with multiplication law (f, c1)(g, c2) =
(f + g, e−i/2ω(f,g)c1c2). The representation π0 of LF is a representation of HF
because the constant loops lie in the kernel of the representation and it turns out
to be the unique irreducible representation (cf. proof of 9.5.10 [PS86]) with positive
energy. Let W˜ = HF × F (the idea is to add an operator Q which measures the
charge). All irreducible representations of positive energy of W˜ are classified by a
charge α ∈ F and are of the form (πα, (HF )α) given by πα(f, v) = e−i2π〈α,v〉π0(f).
As a set it is LT ≡ (LT )0 × L and it is shown in [PS86] that all irreducible
representations of LT of positive energy are given by points λ ∈ L∗/L and are
acting on the Hilbert space
H(L,λ) =
⊕
α∈λ+L
(HF )α .
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The Hilbert space H(L,0) on which LT acts is graded by the lattice L, and we
call α the charge of the subspace (HF )α of H(L,0). We define for α ∈ L charge shift
operators Γα by (Γαx)β = xβ−α and introduce the unbounded charge operator Q
satisfying (Qx)α = αx. The Γα does not fulfill exactly the commutation relations
suitable for the representation of LT . But the commutation relations between
different Γα can be changed by a so called Klein transformation. Let η : L×L −→ T
be a bimultiplicatice map (2-cocycle) and Γ˜α = η(−Q,α)Γα then we have:
Lemma 3.12. α 7−→ Γ˜α defines a representation of the central extension L˜ of L
by the cocycle η( · , · ).
Proof. We note that L˜ = L× T with multiplication law
(α, c)(β, d) = (α + β, η(α, β)cd)
and the representation is obtained by applying (α, c) 7−→ cΓα. Indeed we calculate
Γ˜αΓ˜β = η(−Q,α)Γαη(−Q, β)Γβ
= η(−Q,α)η(−Q+ α, β)ΓαΓβ
= η(α, β)η(−Q,α + β)Γα+β
= η(α, β)Γ˜α+β . 
We choose η(α, β) = c(eitα , eitβ) where tα(θ) = α · θ and get a representation of
{(eitα , c) : α ∈ L} ⊂ LT by (eitα , c) 7−→ c · Γ˜α.
Proposition 3.13. The vacuum representation of LT acts by the above construc-
tion irreducible on
HL := H(L,0) ≡
⊕
α∈L
(HF )α
i.e. the local net AL acts on HL.
Proof. Let eif , eig ∈ LT . We note first that for f = f∆+f0+f1 with f∆(θ) = ∆f ·θ
and f0 zero-mode like before, we have e
if = keif0eif1eif∆ with an irrelevant phase
k = ei/2〈f1(2π),∆f〉 ∈ T.
We claim that
π′(eif ) = e−i〈f0,Q〉W (f1)Γ˜∆f
defines a projective representation of LT with a to c( · , · ) equivalent cocycle c′( · , · ).
Then there exists a coboundary bh( · , · ) like in (2) with c(f, g) = bh(f, g)c′(f, g)
and π(f) = h(f)π′(f) is the wanted representation.
We can write LT = LT0×L where LT0 is the connected component of the identity
and α ∈ L is identified with the loop tα(θ) = α · θ. The cocycles restricted to L are
equivalent by Lemma 3.12. Further the Weyl relations give exactly the relations of
the cocycle c( · , · ), namely
π(ei(f0+f1))π(ei(g0+g1)) = e−i〈f0,Q〉W (f1)e
−i〈g0,Q〉W (g1)
= e−i〈f0+g0,Q〉ei/2
∫
〈f ′1,g1〉W (f1 + g1)
= ei/2
∫
〈f ′1,g1〉π(ei(f0+g0+f1+g1))
= c(f0 + f1, g0 + f1)π(e
i(f0+g0+f1+g1)) ,
so the cocycles restricted to LT0 are also equal. By Lemma 3.6 it is sufficient to
check that the pairwise commutation relations of π′(eif ) and π′(eig) equal the one
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of LT given in Lemma 3.8, indeed
π(eif∆)π(ei(g0+g1))π(eif∆)∗ = Γ˜∆f e
−i〈g0,Q〉W (g1)Γ˜
∗
∆f
= e−i〈g0,Q−∆f〉W (g1)
= ei〈∆f ,g0〉π(ei(g0+g1)) . 
Proposition 3.14. The local algebras AL(I) are given by a crossed product of
AF (I) with L.
Proof. Let I be a proper interval and y ∈ S1 \ I. The local loop group LIT is
generated by loops eif with f(x) ∈ 2πL for x 6∈ I. We note that LIT = (LIT )0×L
as a set, where (LIT )0 is the connected component of the identity consisting of loops
eif with ∆f = 0 and L is identified with {eifα : α ∈ L}, where tα are functions like
above with ∆tα = α. We choose a basis {αi} of L and some smooth “step function”
M : R −→ R with M(θ + 2π) = M(θ) and with ∆M = 1, such that for x 6∈ I it is
M(x) ∈ Z and therefore m(x) := M ′(x) = 0. The loop eiMαi has winding number
αi and implements an automorphism βi of π((LT )0)′′
π(eif ) = e−i〈Q,f0〉W ([f1]) =: W˜ (f)
βi := Adπ(e
iMαi )
βi(W˜ (f)) = e
i
∫
〈f,mαi〉W˜ (f).
which defines an automorphic action β of L on the algebra π((LT )0)′′. We note
that with the notation from above HF ∼= (HF )0 = π((LT )0)Ω ⊂ H(L,0) and denote
by πF : (LT )0 −→ U((HF )0) the representation of (LT )0 on (HF )0 obtained by
restriction of π. By construction we get AF (I) = πF ((LIT )0)′′. This is the vacuum
representation and it is W ([f ]) = W˜ (f). Finally we can see βi as an automorphism
of AF (I)
βi(W ([f ])) = e
i
∫
〈f−f(y),mαi〉W ([f ])
and it is clear that π(LIT )′′ = AF (I)⋊βL, where the action is free and faithful. 
Remark 3.15. By construction we have that AL⊕Q ∼= AL ⊗AQ.
The adjoint action of a (localized) loop eif with ∆f = λ ∈ L∗ gives a localized
endomorphism of AL which belongs to the sector [λ] ∈ L∗/L. The conformal spin
is well known to be eiπ〈λ,λ〉.
Proposition 3.16. Let L ⊂ Q be two even lattices of the same rank n. Then the
local conformal net AQ is the simple current extension (see [KL06, Lemma 2.1]) of
AL by the subgroup Q/L of the group L∗/L of all sectors of AL.
Proof. By construction it is AL ⊂ AQ and HL ⊂ HQ. Let us denote by B the net
obtained by the simple current extension by Q/L, which is the crossed product with
automorphisms given by the adjoint action by loops eif with ∆f ∈ Q/L. So clearly
we can see B as conformal subnet ofAQ and they coincide because B(I)Ω = HQ. 
Remark 3.17. In [KL06] another construction of lattice models is given, which
starts with a conformal net A, which is the simple current extension by the dimen-
sion 1 sector of Virc=1/2⊗Virc=1/2. In [KL06, Remark 2.3] the authors conjecture
that A is a Buchholz–Mack–Todorov extension, namely the one with g = 2 which is
in our language the conformal net A2Z, where 2Z is the lattice with 〈α, β〉 = αβ. Let
us assume this conjecture is true. They take even lattices L ⊃ (2Z)n (coming from
codes) and take the simple current extension by the group L/(2Z)n ⊂ (1/2Z)n/(2Z)n
of the net A⊗n, which is under the conjecture isomorphic to A(2Z)n using Remark
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3.15. By Proposition 3.16 the extended net then would be isomorphic to our net AL
and the two constructions would coinside.
3.5. Loop Group Models of Simply Laced Groups at Level 1. We show the
relation of the lattice model associated with the root lattice L of simply laced group
G to the level 1 representation of the loop group of LG [PS86,Seg81,Sta95].
Let G be a compact, connected, simply connected, simply laced Lie group with
maximal torus T . Simply laced means that there is an invariant inner product on
its Lie algebra g for which all roots have the same length or equivalently the Weyl
group of G acts transitively on the roots. By [GF93, Theorem 3.12] the vacuum
positive energy representation π of LG at level k gives rise to a conformal net
denoted by AGk , defined by AGk(I) = π(LIG)′′.
Let t be the Lie algebra of T and let us identify
t/2πL −֒։ T ⊂ G, [t] 7−→ et .
The roots of G are linear maps α : t −→ R. For each α we define a hα ∈ t such
that α(t) = 〈hα, t〉 for t ∈ t where 〈 · , · 〉 is the Cartan–Killing form which we can
assume to be normalized such that 〈hα, hα〉 = 2. This can always be realized, due
to G being simply laced. In the case SU(N) and Spin(2N) it is given explicitly
by 〈x, y〉 = − tr(xy) and 〈x, y〉 = −1/2 tr(xy), respectively. It is well known that
hα ∈ L and that the set of the hα with α a root coincide with the x ∈ L such that
〈x, x〉 = 2. By abuse of notation we identify α with hα ∈ L, i.e. 〈α, β〉 ≡ 〈hα, hβ〉.
We note the missing i in the exp map due to the conventions t∗ = −t for t ∈ t, i.e.
by identifying F = −it we get the relation to the former notation.
Let π be a positive energy representation of LT with cocycle (3), where T is the
torus associated with L but also a maximal torus of G by the above discussion.
We note that the cocycle of the level 1 representation of LG restricted to LT is
(equivalent to) our cocycle (3) by [PS86, Proposition 4.8.3]. More remarkable is
the following result by Segal [Seg81], stating that the representation of LT extends
to LG. This is mainly achieved by taking a limit of loops with winding number
∆f = α, and building so called “vertex” or “blib” operators which turn out to
generate—together with the generators of loops with trivial winding number—a
representation of the polynomial algebra Lalgg, which is then exponentiated.
Proposition 3.18 ([Seg81, Proposition 4.4]). Let G be a compact, connected, sim-
ply connected, simply laced Lie group with maximal torus T . If π is a positive energy
projective representation of LT with cocycle above, then the action of LT extends
canonically to an action of LG.
Now we want to apply this result to show that certain loop group nets at level 1
are a special case of the conformal nets associated with lattices. The analog of the
following result is well known in the theory of vertex operator algebras under the
name Frenkel–Kac or Frenkel–Kac–Segal construction.
Proposition 3.19 (Algebraic version of the Frenkel–Kac–Segal construction). Let
G be a compact, simple, connected, simply connected and simply laced Lie group
and L its root lattice as above. Then the conformal net AL is equivalent to the
loop group net AG,1 at level 1 associated with LG. In particular AG,1 is completely
rational and has µ-index µ = |L∗/L|.
The case G = SU(N) is stated in [Xu09, 3.1.1] and the general case in [Sta95, p.
37/38]. In principle we could try to use the result of Segal to directly proof the
proposition, but locality of the constructed exponentiated currents is not clear and
has to be checked. Therefore we give a more indirect proof using an operator
algebraic argument.
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An : · · · Dn : · · · E{6,7,8} : · · ·
Figure 1. A, D, E Dynkin diagrams
Proof. Let π be the vacuum positive energy representation at level 1 of LG and by
Proposition 3.18 it can be assumed to act on the Hilbert space HL. We see π as
a representation of the central extension LG. It is LT ⊂ LG and in particular for
every I ∈ I also LIT ⊂ LIG. This implies that AL(I) ≡ π(LIT )′′ is a conformal
subnet of AG,1(I) = π(LIG)′′. Because AL(I)Ω = HL by Lemma 3.3 the two nets
AL and AG,1 have to coincide. 
Example. The simple, simply laced groups correspond to the Dynkin diagrams of
type A, D and E (see Figure 1), namely SU(n+1) for An with n ≥ 1, Spin(2n) for
Dn with n ≥ 4 and in the exceptional case the compact, simply connected forms of
E6, E7, E8. The level 1 loop group nets of these groups are therefore given by lattice
models of their root lattice L, which is characterized by the basis {α1, . . . , αn} with
n the rank of L and αi represents the i-th vertex of the Dynkin diagram. The inner
product is specified by the Cartan matrix (Cij) via
〈αi, αj〉 = Cij =


2 i = j
−1 i and j are connected by an edge ,
0 otherwise .
4. Boundary Quantum Field Theory – Nets on Minkowski Half-Plane
In this section we want to construct local nets on Minkowski half-plane M+ =
{(t, x) ∈ R2 : x > 0} which are time-translation covariant and which we will call
also simply boundary nets.
Let I1, I2 be two intervals of the time axis such that I2 > I1 and let us define
the double cone
O = I1 × I2 := {(t, x) ∈ R2 : t− x ∈ I1, x+ t ∈ I2}
like in Figure 2. We call such a double cone O = I1 × I2 proper if it has a positive
distance to the boundary, i.e. I1 and I2 have empty intersection; the set of proper
double cones we denote by K+.
4.1. Local Nets of Standard Subspaces on Minkowski Half-Plane. As an
intermediate step we built up local time-translation covariant nets of standard
subspaces related with the local Mo¨bius covariant nets of standard subspaces HF
from Proposition 3.2 using the semigroup E(HF (0,∞)).
Definition. By a local, time-translation covariant net of standard subspaces on
M+ on a Hilbert space H we mean a family {K(O)}O∈K+ of standard subspaces of
a Hilbert space H which fulfills:
A. Isotony. O1 ⊂ O2 implies K(O1) ⊂ K(O2).
B. Locality. If O1,O2 ∈ K+ are space-like separated then K(O1) ⊂ K(O2)′.
C. Time-translation covariance. There is a strongly continuous one-parameter
group U(t) = eitP on H with positive generator P , such that
U(t)K(O) = K(Ot), O ∈ K+
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x
t
I1
I2
O
Figure 2. Double cone O = I1 × I2 in M+
where Ot = O + (t, 0) is the in time-direction shifted double cone.
Definition. Let F be an Euclidean space and FC = F ⊗R C its complexification
with canonical complex conjugation x 7−→ x¯. We denote by SF the space of all
complex Borel functions ϕ : R −→ B(FC) which are boundary values of a bounded
analytic function R+iR+ −→ B(H), i.e. for x, y ∈ FC the function p 7−→ (x, ϕ(p)y)
is an analytic Borel function R+ iR+ −→ C such that ϕ is symmetric and inner,
i.e. that ϕ(−p) = ϕ(p) and ϕ(p) ∈ U(FC) for almost all p > 0, respectively.
We note that with n = dimF the SF space is naturally isomorphic to S(n)
defined in Section 2.
Remark 4.1. We take the standard subspace HF := HF (0,∞) and T (t) = U(τ(t))
the one-parameter group of translation. Let H0,F = H0 ⊗R F ∼=
⊕n
i=1H0 from
Proposition 3.2, which decompose into n copies of the irreducible standard pair
(H0, T0), i.e. HF = H0 ⊗R F ∼=
⊕n
i=1H0. Then E(HF , T ) can be identified with
SF by Theorem 2.4.
Theorem 4.2. Let H be a local Mo¨bius covariant net of standard subspaces, then
for each V ∈ E(H(0,∞), T ), with T (t) = U(τ(t)) the one-parameter group of trans-
lations, there is local, time-translation covariant net of standard subspaces on M+
given by
KV : O ≡ I1 × I2 7−→ KV (O) := H(I1) + V H(I2) .
Proof. Isotony is obvious. Locality is shown like in [LW11] and follows from V ∈
E(H(0,∞)). But then we have also standardness, namely K(O) is cyclic because
H(I1) is already cyclic and separating because K(O)′ contains H(I>1 ) where I>1 is
the left component of the two piece complement of I1. Time-translation covariance
holds because V commutes with T . 
Corollary 4.3. Let (F, 〈 · , · 〉) be a real n-dimensional Euclidean space and HF the
net of standard subspaces from Proposition 3.2. Then for each V ∈ E(HF (0,∞), T ),
i.e. each element in SF as described in Remark 4.1, there is a local, time-translation
covariant net of standard subspaces on M+.
4.2. Local Nets of von Neumann Algebras on Minkowski Half-Plane. Let
us recall the definition of a local, time-translation covariant net of von Neumann
algebras AV on Minkowski half-plane [LW11] related to a local Mo¨bius covariant
net A and an element of V of the semigroup E(A).
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Definition. A local, time-translation covariant net (of von Neumann algebras)
on Minkowski half-plane (boundary net) on a Hilbert space H is a family of von
Neumann algebras {B(O)}O∈K on H which fulfills:
A. Isotony. O1 ⊂ O2 implies B(O1) ⊂ B(O2).
B. Locality. If O1,O2 ∈ K+ are space-like separated then [B(O1),B(O2)] = {0}.
C. Time-translation covariance. There is a unitary continuous one-parameter
group T (t) = eitP on H with positive generator P , such that
T (t)B(O)T (t)∗ = B(Ot), O ∈ K+
where Ot = O + (t, 0) is the shifted double cone.
D. Vacuum. There is a (up to phase) unique T invariant vector Ω ∈ H which is
cyclic and separating for every B(O) with O ∈ K+.
Let A be a Mo¨bius covariant local net of von Neumann algebras on the Hilbert
space H, which we want to regard (by restriction) as a net on R. All unitaries V on
H, which commutes with the one-parameter group of translations T (t) = U(τ(t)),
satisfy V Ω = Ω and the equivalent conditions
(1) VA(I2)V ∗ commutes with A(I1) for all intervals I1, I2 of R such that I2 >
I1, i.e. I2 is contained in the future of I1,
(2) VA(a,∞)V ∗ ⊂ A(a,∞) for all a ∈ R,
(3) VA(0,∞)V ∗ ⊂ A(0,∞),
form a semigroup denoted by E(A). Translations V := T (t) ≡ U(τ(t)) with t > 0
are elements in E(V ). Also internal symmetries V of A, namely VA(I)V ∗ = A(I)
for all I ∈ I give trivial examples of elements in E(A). Besides these trivial examples
it is in general not much known if there exists other elements, but if they exist they
are of the form stated as follows.
Remark 4.4 (cf. [LW11]). Let A be a conformal net, then E(A) ⊂ E(H,T ) with
the one-parameter group of translations T (t) = U(τ(t)) = eitP and the standard
subspace H = A(0,∞)saΩ. In particular H0 := H ⊖ RΩ ⊂ H0 with H0 := H⊖ CΩ
is a non-degenerated standard pair and by Theorem 2.4 we get V ↾H0= (ϕhk(P0))
(by definition V Ω = Ω) with (ϕhk) a matrix in S(∞) and P0 = P ↾H0 , cf. [LW11,
Corollary 2.8].
Let A be a conformal net and V ∈ E(A), then we define
AV (O) := A(I1) ∨ VA(I2)V ∗, O = I1 × I2, I2 > I1 .
The special case V = 1 is exactly the conformal boundary net A+ defined in [LR04].
Proposition 4.5 (cf. [LW11, Proposition 3.3 and Corollary 3.4]). If V ∈ E(A),
then AV is a boundary net. The map E(A) ∋ V 7−→ AV is one-to-one modulo
internal symmetries, i.e. AV1 = AV2 with V1, V2 ∈ E(A) iff V1 = V2V with V an
internal symmetry.
The study of such boundary nets AV associated with a conformal net A sim-
plifies therefore to the study of E(A). So the question is the characterization and
classification of the semigroup E(A) for a given conformal net A. The rest of the
paper we investigate in the explicit construction of families of such elements.
4.3. Second Quantization Boundary Nets. Let (F, 〈 · , · 〉) be a n-dimensional
Euclidean space. For the net AF of Abelian currents constructed in Section 3.3
we know all V = Γ(V0) ∈ E(AF ) which are second quantization unitaries by the
following theorem.
Theorem 4.6 (cf.[LW11, Theorem 3.6]). V = Γ(V0) ∈ E(AF ) if and only if V0 =
ϕ(P0) with ϕ ∈ SF .
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Remark 4.7. These models are exactly the second quantization of the models con-
structed in Section 4.1.
The next task is to find which V ∈ E(AF ) extend to a V˜ ∈ E(AL) for an even
integral lattice L ⊂ F .
4.4. Semigroup for Subnets. If we have a conformal net B with conformal subnet
A and V ∈ E(B) the question arises when V restricts to an element in E(A).
Lemma 4.8. Let Ω ∈ H be a cyclic and separating vector for the von Neumann
factor B ⊂ B(H) and separating for the subfactor A ⊂ B and we assume there is a
conditional expectation EA : B → A which leaves the state φΩ = (Ω, ·Ω) invariant.
Let V ∈ U(H) with V Ω = Ω and V BV ∗ ⊂ B. Then the following is equivalent
(1) V commutes with the Jones projection eA.
(2) EA and AdV commute, i.e. EA(V bV
∗) = V EA(b)V
∗ for all b ∈ B.
Proof. By definition we have EA(b)eA = eAbeA for all b ∈ B. Let us assume
[eA, V ] = 0, then
V EA(b)V
∗Ω = V EA(b)Ω
= V EA(b)eAΩ
= V eAbeAV
∗Ω
= eAV bV
∗eAΩ
= EA(V bV
∗)eAΩ
= EA(V bV
∗)Ω
and by the separating property [EA,AdV ] = 0 follows. On the other hand, let us
assume now [EA,AdV ] = 0. Then
eAV bΩ = eAV bV
∗eAΩ
= EA(AdV (b))eAΩ
= AdV (EA(b))eAΩ
= V EA(b)Ω
= V EA(b)eAΩ
= V eAbeAΩ
= V eAbΩ
and cyclicity implies that eAV = V eA. 
Proposition 4.9. Let B be a conformal net on H with vacuum Ω; let A be confor-
mal subnet of B and let e be the projection on A(I)Ω for some I ∈ I. Further let
V ∈ E(B) and η = AdV , then the following are equivalent
(1) V ↾eH∈ E(A), regarding A as a conformal net on eH.
(2) For every a ∈ R it is η(Ea(b)) = Ea(η(b)) for all b ∈ B(a,∞), where Ea is
the conditional expectation B(a,∞) −→ A(a,∞).
(3) It is η(E0(b)) = E0(η(b)) for all b ∈ B(a,∞), where E0 is the conditional
expectation B(0,∞) −→ A(0,∞).
(4) V commutes with the projection e.
Proof. The projection e does not depend on I and is the Jones projection of the
inclusion A(I) ⊂ B(I) for any I ∈ I. Let V ∈ E(B) such that V ↾eH∈ E(A). We
show that (4) is true, namely for a ∈ A(0,∞) using VA(0,∞)V ∗ ⊂ A(0,∞) we
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compute
eV aΩ = eV aV ∗Ω
= V aV ∗Ω
= V aΩ
= V eaΩ
thus by continuity [V, e] ↾ eH = 0. Let us write H = eH⊕ e⊥H and let V1 = eV e =
V e and V2 = e
⊥V e⊥; we write
V =
(
V1 X
0 V2
)
.
Because V and V1 are unitaries on H and eH, respectively, it follows that X = 0.
We claim that also [V, e] ↾ e⊥H = 0, namely for ξ ∈ e⊥AH we calculate
eAV ξ = eAV2ξ = eAe
⊥
AV e
⊥
Aξ = 0 = V eAξ .
Conversely, let V ∈ E(A) with [e, V ] = 0. By Lemma 4.8 η = AdV commutes with
the conditional expectation E : B(0,∞) −→ A(0,∞), i.e. E(V aV ∗) = V E(a)V ∗
for a ∈ A(0,∞). We claim that AdV is an endomorphism of A(0,∞), namely
VA(0,∞)V ∗ = V E(B(0,∞))V ∗
= E(V B(0,∞)V ∗)
⊂ E(B(0,∞))
= A(0,∞) .
Since V and e commute V ↾eH= eV e is a unitary on eH and commutes with
T (t) ↾eH= eT (t)e, i.e. V ↾eH∈ E(A). 
4.5. Extensions for the Crossed Product with Free Abelian Groups. Let
M be a type III factor. End(M) is a tensor-C∗-category with objects ρ ∈ End(M)
normal endomorphisms of M and arrows HomM(ρ, η) = {t ∈ M : tρ(x) =
η(x)t for all x ∈ M}. For any ρ ∈ End(M) we have Hom(ρ, ρ) ∋ idρ := 1. The
tensor product is defined by the composition η ⊗ ρ := ηρ and for f ∈ HomM(ρ, ρ′)
and g ∈ HomM(η, η′) it is f ⊗ g := fρ(g) = ρ′(g)f ∈ HomM(ρη, ρ′η′).
Let L be a free Abelian group of rank n with generators (Z-basis) {α1, . . . αn}
and let β be a faithful action on a von Neumann algebra M ⊂ B(H0) with cyclic
and separating vector Ω. The action of L is characterized by the action of the au-
tomorphisms βi := βαi . Let H = ⊕α∈LHα ⊃ H0. We assume βi to be implemented
by unitaries Ui mapping Hα → Hα+αi . We note that
L ∋ g =
n∑
i=1
giαi 7−→ Ug = Ug11 · · ·Ugnn gi ∈ Z
defines a projective representation of L on H.
Let M˜ = M ⋊β Q ⊂ B(H) be the von Neumann algebra generated by M and
{Ui} on H. We are interested in extension of endomorphisms of M to endomor-
phisms of M˜. The following is in principal a generalization of [LW11, Proposition
3.8 and 3.9].
Lemma 4.10. Let M as above and M˜0 ⊂ M˜ the algebra finitely generated by M
and {Uα}α∈L. Further let R : L→ L be an automorphism of L and for i = 1, . . . , n
let β˜i := βR(αi) be automorphisms of M having U˜i = UR(αi) as implementing
unitaries. If there exist unitaries zi ∈ HomM(β˜i ◦ η, η ◦ βi) satisfying
ziβ˜i(zj) = zj β˜j(zi)
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then η extends to an endomorphism η˜0 of M˜0 characterized by η˜0(Ui) = ziU˜i.
Proof. Each g ∈ L can uniquely be written as g = ∑i giαi with gi ∈ Z for
i = 1, . . . , n. Further we denote Ug := U
g1
1 · · ·Ugnn which defines a projective
representation of Q. For finite non-zero ag ∈M we define:
η˜0 :
∑
g
agUg 7−→
∑
g
ag(z1U1)
g1 · · · (znUn)gn =:
∑
g
agvgUg
which is well-defined because the action is faithful. It is easy to check that η˜0 is an
endomorphism if vg ∈M is a “cocycle” (similar like in [Kaw01]) satisfying
vgβ˜g(η(x)) = η(βg(x))vg x ∈M
vg+h = vgβ˜g(vh)
with β˜g = Ad U˜g. Indeed, using the tensor category calculus we write for arrows
t : ση → ησ′ and s : ρη → ηρ′
s ⋄ t := (s⊗ idτ ′)(idρ⊗t) : ρση idρ⊗t−−−−→ ρησ′ s⊗idτ′−−−−→ ηρ′τ ′ (5)
for example zi ⋄ zj := (zi ⊗ idβj )(idβ˜i ⊗zj) ≡ ziβ˜i(zj). The condition ziβ˜i(zj) =
zj β˜j(zi) reads zi ⋄ zj = zj ⋄ zi. Let us write z−i = β˜−1i (z∗i ) in particular zi ⋄ z−i =
z−i ⋄ zi = 1 and we have also
zj ⋄ z−i = zj β˜j(β˜−1i (z∗i ))
= β˜−1i (β˜i(zj)β˜j(z
∗
i ))
= β˜−1i (z
∗
i ziβ˜i(zj)β˜j(z
∗
i ))
= β˜−1i (z
∗
i zjβ˜j(zi)β˜j(z
∗
i ))
= β˜−1i (z
∗
i zj)
= z−i ⋄ zj .
With this notation it is
vg = z
⋄g1
1 ⋄ · · · ⋄ z⋄gnn := z±1 ⋄ · · · ⋄ z±1︸ ︷︷ ︸
±g1–times
⋄ · · · ⋄ z±n ⋄ · · · ⋄ z±n︸ ︷︷ ︸
±gn–times
∈ HomM(β˜gη, ηβg)
which does not depend on the order of the zi and z
−
i , so in particular
vgβ˜h(vh) ≡ (vg ⊗ idβh)(idβ˜g ⊗vh) = vg ⋄ vh = vg+h . 
Proposition 4.11. Let η be a φΩ-preserving endomorphism of M. Under the
hypothesis of Lemma 4.10 the endomorphism η extends to a φΩ-preserving endo-
morphism η˜ of M˜ characterized by η˜(Ui) = ziU˜i.
Proof. η˜0 preserves the conditional expectation
∑
aαUα 7→ a0 so it preserves the
state φΩ and Ω is cyclic for η˜0(M˜0), because the space η˜0(M˜0)Ω contains H0 and
is Ui invariant. Finally, there exists a unitary V˜ with V˜ xΩ = η˜0(x)Ω and η˜ = Ad V˜
is the extension. 
Let us in the case η ∈ Aut(M) and vg ∈ T speak of an internal symmetry. In
the special case zi = 1 for i = 1, . . . , n it is β˜iη = ηβi and η extends to a symmetry
η˜ related to the automorphism R of L; in the case η = idM we speak of a toral
symmetry. On the other hand let’s in the case R = idL talk about charge preserving
endomorphisms. A charge preserving internal symmetry is toral.
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Remark 4.12. Let τ˜ : Ui 7−→ ziUi a charge preserving transformation which
extends τ and σ˜ : Ui → ciU˜i inner then τ˜σ : Ui 7−→ ciziU˜i defines an extension of
τσ.
Given η˜ an extension of η with R and σ˜ an inner transformation with σ˜ : U˜i →
ciU
∗
i where ci ∈ T extending some σ ∈ Aut(M) having R−1 : L −→ L as automor-
phism of L. Then η˜τ˜ is charge preserving.
Remark 4.13. In the case when η has a charge preserving extension η˜ : Ui 7−→
ziUi, let us look into the full monoidal subcategory C generated by βi and η. Then
vg ∈ HomM (βgη, ηβg) is similar (the number of endomorphisms is not finite) two
the half-braiding with respect to η defined in [Izu00]. The condition ziβi(zj) =
zjβj(zi) reflects the fusion-braid equation.
We also have a converse of Proposition 4.11, namely that extensions of this form
are given by zi like in Lemma 4.10.
Proposition 4.14. If η˜ is an endomorphism of M˜ and restricts to an endomor-
phism of M and η(eα) = eR(α) such that UiUj = cˆ(αi, αj)UjUi ⇐⇒ U˜iU˜j =
cˆ(αi, αj)U˜jU˜i. Then there exist zi ∈ HomM(β˜iη, ηβi) with ziβ˜i(zj) = zj β˜j(zi).
Proof. If η˜ restricts to an endomorphism of M means it commutes with the Jones
projection e0 by Proposition 4.9 and zi := η˜(Ui)U˜
∗
i ∈ M˜. But also zi ∈M because
it commutes with e0. Finally
ziβ˜i(η(x)) = η˜(Ui)η(x)U˜
∗
i
= η(βi(x))η˜(Ui)U˜
∗
i
= η(βi(x))zi
and
ziβ˜i(zj) = η˜(UiUj)U˜
∗
j U˜
∗
i
= η˜ (cˆ(αi, αj)UjUi) cˆ(αi, αj)
∗U˜∗i U˜
∗
j
= η˜(UjUi)U
∗
i U˜
∗
j
= zjβ˜j(zi)
which completes the proof. 
Proposition 4.15. Let A be conformal net and Aext a local extension by {βi}i=1...n
automorphisms of A localized in (0,∞), such that Aext(0,∞) = A(0,∞) ⋊β Q.
Further let V ∈ E(A), η = AdV . Then there exists an extension V˜ of V , with
V˜ ∈ E(Aext) associated to an automorphism R : αi 7−→ α˜i of L if and only if
(1) there are zi ∈ HomA(0,∞)(β˜iη, ηβi) for i = 1, . . . , n such that
ziβ˜i(zj) = zjβ˜j(zi) ,
(2) and there are unitary one-parameter groups ui(t) with Adui(t)βi(τt(x)) =
τt(βi(x)) for all x ∈ A(0,∞) with ui(t)βi(uj(t)) = uj(t)βj(ui(t)) which
extends τt = AdT (t) from A to Aext by τ˜t(Ui) = ui(t)Ui satisfying
ziu˜i(t)
∗ = η (ui(t)
∗) τt(zi) .
Proof. The first part follows directly by Proposition 4.11 and the converse by
Proposition 4.14. We note that τt is extended to Aext via a cocycle ui(t) namely
τ˜t(Ui) = ui(t)Ui. That τ˜t commutes with η˜ means equality of
τ˜t(η˜(Ui)) = τ˜t(ziU˜i) = τt(zi)u˜i(t)U˜i
η˜(τ˜t(Ui)) = η˜(ui(t)Ui) = η(ui(t))ziU˜
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which is equivalent with
η (ui(t)
∗) τt(zi) = ziu˜i(t)
∗.

4.6. Boundary Nets Associated with Lattices. We investigate in the semi-
group elements for the conformal nets associated with lattices and give correspond-
ing boundary nets. Here it is more convenient to use the real line picture by
identifying x = tan θ/2. For f ∈ L2(R, F ), we denote its Fourier transform by
fˆ ∈ L2(R, FC), namely:
fˆ(p) =
1
2π
∫
R
e−ipxf(x)dx fˆ(p) = fˆ(−p)
f(x) =
∫
R
eipxfˆ(p)dp .
We note that in H0,F the complex structure is given by Ĵ f(p) = −i sign(p)fˆ(p)
and the action of the translation by T (t) = eitP by
T̂ (t)f(p) = e−i sign(p)t|p|fˆ(p) = e−itpfˆ(p) .
and the sesquilinear form by
ω(f, g) := Im(f, g) =
1
2
∫
R
〈f ′(x), g(x)〉dx
2π
=:
1
2
∫
〈f ′, g〉 .
The norm of H0,F is ‖f‖H0,F = const.
∫∞
0 ‖fˆ(p)‖FCpdp and we note that f ∈
L2(R, F ) is in H0,F if the norm ‖f‖H0,F is finite.
Let L be an even lattice. We write it as a sum of irreducible components L =
L1⊕· · ·⊕Lk with 〈Li, Lj〉 = 0. We call a linear, isometric, isomorphic map L ∼−→ L
an automorphsim of L and denote the set of automorphisms of L by AutL.
Definition. Let R : L
∼−→ L be an automorphism of L = L1 ⊕ · · · ⊕ Lk and
F = L ⊗Z R. We denote by SL,R the space of elements ϕ ∈ SF , such that ϕ(p)
maps Cαi to CRαi for all i = 1, . . . , n and for almost all p.
Lemma 4.16. With this notation, there is a bijection between SL,R and S×k. It
is given by S×k ∋ (ϕ1, . . . , ϕk) 7−→ ϕ with
ϕ(p)αi := ϕj(p)Rαi αi ∈ Lj .
Proof. We write ϕ(p)αi = ci(p)Rαi with ci ∈ S. That ϕ(p) ∈ U(FC) is equivalent
with, ci(p)cj(p)〈αi, αj〉 = 〈αi, αj〉 for all i, j. But this means ci(p) = cj(p) on each
component. 
Let us abbreviate α˜i = Rαi. We call ϕ ∈ S Ho¨lder continuous at 0, if
p 7−→ |ϕ(p)− 1|
2
|p|
is locally integrable and denote the subset of Ho¨lder continuous functions by SHo¨l.
In a obvious way we denote SHo¨lL,R ∼= SHo¨l×k.
Lemma 4.17. Let L be an even lattice, R ∈ Aut(L) and F = L⊗ZC. Let η = AdV
with V ∈ E(AF ) related to ϕ ∈ SHo¨lL,R ⊂ SF like in Theorem 4.6. Then there exist
unitaries zi ∈ AF (0,∞), such that
(1) zi ∈ HomAF (0,∞)(β˜iη, ηβi),
(2) ziβ˜i(zj) = zj β˜j(zi),
(3) ziu˜i(t)
∗ = η (ui(t)
∗) τt(zi).
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Proof. The automorphisms localized in (0,∞) can be chosen to be
βi(W (f)) = e
i
∫
〈f,m·αi〉W (f)
with m : R −→ R a Schwartz function with support in (0,∞) and ∫
R
m(x) = 1.
Let R ∈ Aut(L) and ϕ ∈ SHo¨lL,R with corresponding (ϕ1, . . . , ϕk) ∈ SHo¨l×k given by
Lemma 4.16 and let us formally define mi := ϕj(P )mα˜j for αi ∈ Lj , more precisely
mi(x) =
∫
eipxϕj(p)mˆ(p)α˜idp αi ∈ Lj .
Then mα˜i −mi has zero integral, because mˆ(0)α˜i = mˆi(0) and it is in HF (0,∞)
because ϕj ∈ S is analytic in the upper strip using the Paley-Wiener theorem.
Further its principal Mi −Mα˜i has support in (0,∞) and is in H0,F because the
norm ∫ ∞
0
‖Mˆi(p)− Mˆ(p)α˜i‖2FC p dp =
∫ ∞
0
|ϕ(p)− 1|2
|p| ‖mˆ(p)α˜i‖
2
FC
dp <∞
is finite due to the Ho¨lder continuity. In particular, we get Mi −Mα˜i ∈ HF (0,∞).
We claim that zi :=W (Mi−Mα˜i) ∈ AF (0,∞) defines unitaries with the wanted
properties. Namely, to check (1) let us calculate
Ad zi(β˜i(η(W (f)))) = Ad zi(β˜i(W (V0f)))
= ei
∫
〈mα˜i,V0f〉Ad zi(W (V0f))
= ei
∫
〈mα˜i,V0f〉ei
∫
〈(Mi−Mα˜i)
′,V0f〉W (V0f)
= ei
∫
〈M ′i,V0f〉W (V0f)
= ei
∫
〈mαi,f〉W (V0f)
= ei
∫
〈mαi,f〉η(W (f))
= η(βi(W (f))).
To verify (2) we compute
ziβ˜i(zj) =W (Mi −Mα˜i)β˜i(W (Mj −Mαj))
= ei
∫
〈mα˜i,Mj−Mα˜j〉W (Mi −Mα˜i)W (Mj −Mα˜j)
= ei
∫
〈mα˜i,Mj−Mαj〉e
i
2
∫
〈M ′i−mα˜i,Mj−Mα˜j〉
= e
i
2
∫
〈M ′i+mα˜i,Mj−Mα˜j〉W (Mi +Mj −M(α˜i + α˜j))W (Mi +Mj −M(α˜i + α˜j))
which is symmetric under i↔ j realizing that
〈M ′i +mα˜i,Mj −Mα˜j〉
= 〈M ′i ,Mj〉 − 〈M ′i ,Mα˜j〉+ 〈mα˜i,Mj〉 − 〈mα˜i,Mαj〉
= 〈mα˜i,Mj〉+ 〈mα˜j ,Mi〉 − 〈Mi,Mα˜j〉′ + 1
2
〈M ′i ,Mj〉 −
1
2
〈Mα′i,Mαj〉′
and noting that 〈Mi,Mα˜j〉 = 〈Mj ,Mα˜i〉. This is true, because if 〈α˜i, α˜j〉 6= 0, then
αi and αj are connected and sit in the same component, e.g. Lk and Mi and Mj
are obtained both by multiplication with the same function ϕk.
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To show (3) we recall that ui(t) =W ((Mt−M)αi) and u˜i(t) =W ((Mt−M)α˜i)
ziu˜i(t)
∗ =W (Mi −Mα˜i)W (Mα˜i −Mtα˜i)
= ei/2
∫
〈M ′i ,Mα˜i〉−〈M
′
i ,Mtα˜i〉−〈mα˜i,Mα˜i〉+〈mα˜i,Mtα˜i〉W (Mi −Mtα˜i)
= ei/2
∫
〈M ′ti,Mtα˜i〉−〈M
′
i,Mtα˜i〉−〈M
′
ti,Mti〉+〈M
′
i,Mti〉W (Mi −Mtα˜i)
=W (Mi −Mti)W (Mti −Mtα˜i)
= η (W (Mαi −Mtαi)) τt (W (Mi −Mα˜i))
= η (ui(t)
∗) τt(zi) ,
where Mi as before, Mt(x) :=M(x− t) and Mit(x) :=Mi(x− t). 
Remark 4.18. In particular, the theorem shows that V ∈ E(AF ) corresponding to
SHo¨lL,R extends to V˜ ∈ E(AL) by Proposition 4.15. For the case of boundary nets we
can choose R = idL because the obtained V˜ just differ by internal symmetries.
Putting this together we have proven.
Proposition 4.19. Let L = L1 ⊕ · · · ⊕ Lk be an even integral lattice with k com-
ponents and ϕ ∈ SHo¨lL,1 corresponding to (ϕ1, . . . , ϕk) ∈ SHo¨l×k, then there is a local,
time-translation covariant net on Minkowski half-plane associated with the confor-
mal net AL and ϕ.
Corollary 4.20. Let G be a compact, simple, connected, simply connected, simply
laced Lie group and ϕ ∈ SHo¨l, then there is a local, time-translation covariant net
on Minkowski half-plane associated with the conformal net AG,1 (associated with
the level 1 representation of LG) and ϕ. Further if G is just semisimple, i.e. it is a
product of k simple groups of type A, D and E, then we obtain a such net for every
(ϕ1, . . . , ϕk) ∈ SHo¨l×k.
4.7. Further Examples Coming from the Orbifold Construction. In this
section we want to give further examples of boundary nets coming from the loop
group net of G = Spin(2n) at level 2 using the orbifold construction.
Definition. Let A be a conformal net on H. Let V : G −→ U(H) be a faithful
unitary representation of a finite group G on H. It is said that G acts properly on
the conformal net A if the following conditions are satisfied:
(1) for each I ∈ I and each g ∈ G, αg(a) := V (g)aV (g)∗ ∈ A(I) for all
a ∈ A(I),
(2) for each g ∈ G it is V (g)Ω = Ω.
Definition. Let A be a conformal net on H and let V : G −→ U(H) be a proper
action on H. Let H0 = {x ∈ H : V (g)x = x for all g ∈ G} and P0 the projection
on H0. Then B(I) = {a ∈ A(I) : Ad V (g)a = a} is a conformal subnet and we
denote by AG(I) = B(I)P0 the conformal net on H0, called the orbifold net.
We use following result from [Xu00] to obtain loop group net of L Spin(m) at
level 2. By identifying R2m ∋ (x, y) 7−→ x + iy ∈ Cm where x, y are “column”
vectors with m real entries we have the natural inclusion L SU(m)1 × LU(1)m ⊂
L Spin(2m)1 where U(1) acts on C
m as scalars. A further natural inclusion is given
by L Spin(m)2 ⊂ L SU(m)1 ⊂ L Spin(2m)1. Let K := (Im,−Im) ∈ SO(2m) which
lifts to Spin(2m). Then it is KAK = A for A ∈ SU(m) and KAK = A for
A ∈ Spin(2m). K defines a proper action of Z2 on A(SU(n),1).
Proposition 4.21 (Lemma 5.1 [Xu00]). The loop group net A(Spin(m),2) of Spin(m)
at level 2 is isomorphic to the Z2 orbifold net AZ2(SU(m),1) of the level 1 loop group
net A(SU(n),1) associated with L SU(n), i.e. A(Spin(m),2) ∼= AZ2(SU(m),1) ∼= AZ2Am−1 .
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Proposition 4.22. Let ϕ ∈ SHo¨l, then there is a local, time translation covariant
net on Minkowski half-plane associated with the loop group net ASpin(m),2 of Spin(m)
at level 2.
Proof. Let L be the An−1 lattice, F = L⊗Z R the associated Euclidean space and
η = AdV the endomorphism AF associated with the function ϕ(p) · 1n−1. We
choose the special cocycle
zi = e
i
∫
〈mαi,Mi−Mαi〉W (Mi −Mαi) =: β1/2i (W (Mi −Mαi))
similar like before which differs from the zi just by a phase and denote η˜ = Ad V˜
the endomorphism of AL ≡ ASU(n),1 coming from the cocycle zi. Let τ :W (f) 7−→
W (−f), Uα 7−→ cαU∗α. This gives a proper action of Z2. Finally η and τ commute
η(τ(Ui)) = η(cαiU
∗
i )
= β
−1/2
i (W (Mi −Mαi)∗)cαiU∗i
= τ(β
1/2
i (W (Mi −Mαi))Ui)
= τ(ziUi)
= τ(η(Ui))
and η˜ restricts to an endomorphism η˜τ = Ad V˜1 of AZ2SU(n),1 = ASpin(n),2, because
η˜ commutes with τ and therefore with the Jones projection on the fixpoint. In
particular, we have constructed V˜1 ∈ E(ASpin(n),2). 
5. Conclusions and Outlook
By exploiting the explicit construction of a family of conformal nets containing
loop group nets of simply laced groups at level 1, namely conformal nets associated
with lattices, we have obtained semigroup elements of the Longo–Witten semigroup
E(A). These elements give rise to new models in BQFT, i.e. local, time-translation
covariant nets on Minkowski half-plane.
The level 1 loop group models can also be embedded in free Fermi nets, which
could lead to different elements of the semigroup, coming from restrictions of second
quantization unitaries.
It would be desirable to analyze the semigroup for loop group models at higher
level. These loop group nets are subnets of the tensor product of level 1 nets and
one could ask if the here obtained endomorphism restricts to these subnets. By
applying the coset and orbifold construction one obtains new nets and should also
get new semigroup elements. A simple example using the orbifold construction we
have given in this paper.
Regarding the Longo–Witten semigroup E(A) in general, remarkable questions
and applications arise. An example is the mystery relation between elements of
semigroup and integrable models with factorizing S-matrix [ZZ79] on two dimen-
sional Minkowski space, constructed in the operator algebraic setting in [Lec08].
Both of them take inner symmetric (or scattering) functions as an input, but at
the moment a deeper relation is not yet found.
Noteworthy applications of the Longo–Witten semigroup can be noticed in de-
formations of chiral conformal nets, where the endomorphisms AdV associated
with V ∈ E(A) bring deformations of chiral CQFT’s on two dimensional Minkowski
space. Particularly, in [Tan11] the endomorphisms are used for a family of deforma-
tions of the U(1)-current net and the Ising net which are both second quantization
nets. In this point the question that arises is if such deformations also exists for
the endomorphisms of the conformal nets associated with lattices (obtained in this
work), or more generalllyy for any Longo–Witten endomorphism.
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Another application could be the construction of massive models in higher di-
mensions from conformal nets. Here the idea is, basically, that the restriction of a
massive free field net to a light-ray gives a conformal net; then certain translations
yield Longo–Witten endomorphisms. In [BMRW09] it is shown, in a field theoretic
context, how to reconstruct the massive theory, namely how one obtains back the
scalar massive free field from infinity copies of the U(1)-current. This idea translated
back to the algebraic context uses one-parameter groups of the Longo–Witten semi-
group. Unfortunately, Ho¨lder continuity rules out the functions ϕt(p) = exp(−it/p)
that produce a one-parameter group with negative generator needed to construct a
2D local net. We hope to come back to this issue, and possibly new constructions
of nets in higher dimensions from conformal nets.
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