ABSTRACT As the central component of prognostic and health management (PHM) field, remaining useful life (RUL) estimation approaches based on degradation modeling have played an extremely significant role in recent years. For the newly developed systems working in complex environments, the associated degradation processes not only lack historical data and prior information but also have strong nonlinearity and three-source variability. Therefore, this paper proposes an adaptive RUL estimation approach for the newly developed system based on a nonlinear model. Specifically, a general nonlinear Wiener-process-based degradation model is established to simultaneously characterize three-source variability and nonlinearity, and the associated RUL distribution is derived with an explicit form. In order to utilize the condition monitoring (CM) data of the service system up to date, we present a parameter estimation method based on the expectation maximization algorithm to adaptively estimate and update the model parameters online. As such, the RUL distribution can be updated once the new CM data are available. Finally, the effectiveness and superiority of the proposed method are demonstrated by the numerical example an empirical study for battery data. The results show that the proposed method can provide accurate and robust RUL prediction for the newly developed system.
I. INTRODUCTION
With the rapid development of information technology, nonlinearity and complexity have already become two important trends contributing to the engineering equipment [1] . However, because of the interaction between internal degradation of the system and external complex environments in practice, the system performance degradation will gradually evolve and finally leads to the system failure, which may eventually cause irreparable losses. Thus, higher requirements are put forward for the reliability and safety of critical systems. Prognostics and health management (PHM) technology is an extremely important issue in the field of reliability systems engineering in recent years, which is essential to reduce the system operation risks [2] . By the evaluation of system
The associate editor coordinating the review of this manuscript and approving it for publication was Xinyu Du. reliability, the remaining useful life (RUL) of the degraded system can be predicted effectively and accurately according to the historical condition monitoring (CM) data, and based on such prediction, appropriate maintenance actions are taken to improve the reliability and safety of the degraded system [3] - [5] . Nowadays, the continuous advancement of high technology provides sufficient power and support for the development of the new system. Nevertheless, a newly developed system is generally a small sample at an early stage and thus often lacks the prior information and historical data during the PHM execution.
As one of the most important components of PHM, the RUL estimation approaches have attracted widespread attention from the related researchers in recent years. The RUL estimation approaches are mainly divided into a method based on failure data and a method based on performance degradation data. Due to the continuous advancement of high technology, the reliability of the system is getting higher and higher. Therefore, the traditional method based on failure data is no longer applicable. From the perspectives of safety, reliability and economy, the RUL estimation method based on performance degradation data for degradation modeling has been rapidly developed and widely applied due to its flexibility in application, and has occupied a dominant position in the PHM field, such as in the examples in [3] - [9] , [11] - [13] , and [20] - [23] . Degradation modeling approaches, based on Wiener processes, Gamma processes and Markov chain processes, are systematically reviewed in [6] . Nowadays, the Wiener processes have been successfully applied in many fields, including batteries [3] , gyroscopes [7] , aviation piston pumps [8] , blast furnace walls [9] , bearings [22] , and liquid coupling devices [11] , etc., due to its excellent mathematical properties. Thus, this paper focuses mainly on the Wiener-process-based stochastic degradation modeling.
In practice, a system is generally affected by three sources of variability in the degradation process, i.e., temporal variability, unit-to-unit variability, and measurement variability, contributing to the uncertainty of the RUL estimation [3] , [4] , [7] , [13] - [17] , [33] - [35] . Therefore, it is necessary to incorporate these three sources of variability into stochastic degradation modeling to reduce the uncertainty of the RUL estimation. Nevertheless, most previous studies on the use of stochastic degradation models to estimate the RUL of degraded systems focused primarily on considering one or two sources of variability [4] , [8] , [9] , [11] , [12] , [17] , [18] , [20] - [22] . For example, in [9] , the measurement variability and temporal variability were considered to estimate the RUL of a multi-component degradation system, and the expectation maximization (EM) algorithm was used to estimate model parameters online. However, they ignored the effect of unit-to-unit variability on the RUL estimation. In addition, the work in [18] employed unscented transform to predict the RUL of lithiumion batteries, but only paid attention to the unit-to-unit variability and temporal variability in the degradation process. Recently, a linear Wiener-process-based degradation model was presented in [7] that can simultaneously characterize three-source variability and incorporate the effects of these variability into the associated estimation results. By comparing with the results obtained by focusing only on one or two sources variability, it was shown that considering threesource variability simultaneously can greatly improve the accuracy of the model fitting and the performance of the RUL estimation. In addition, the work in [36] developed a RUL prediction method with three-source variability to adaptively update the model parameters and the corresponding RUL distribution via the CM data up to date. However, the results of this work were based on a linear drift model.
For most complex degradation systems in practice, nonlinearity is ubiquitous in the degradation process, and thus the linear model has limitations and cannot effectively model more complex degradation processes. In this case, Zheng et al. [16] extended the work in [7] to a general nonlinear model and further confirmed that the consideration of the three-source variability has obvious advantages. In addition, Lei et al. [13] also studied a nonlinear degradation model with three-source variability and used the Kalman particle filtering algorithm to estimate RUL. However, the results of this work were actually special cases of [16] because the model was limited to the power law model. In addition, Dong et al. [15] established a stochastic degradation model based on Brownian motion with three-source variability and predicted the RUL of the battery by particle filter. But in parameter estimation, the model parameters must be off-line identified based on historical data. The common feature of these works with three-source variability is the assumption that there are historical CM data for multiple degraded systems of the same type to initialize the model parameters offline [3] , [7] , [10] , [11] , [15] - [17] , [19] - [22] . However, for the newly developed system in practice, it is often encountered that the historical CM data for multiple degraded systems of the same type is insufficient. Therefore, the above approaches are no longer applicable to the newly developed system with insufficient historical degradation data, and the related research is very limited up to now. These investigations motivate the study of this paper, that is, developing an adaptive RUL estimation approach for newly developed system based on the nonlinear degradation model.
In this paper, we develop an adaptive RUL estimation approach based on the nonlinear degradation model with three-source variability. Specifically, we construct a general nonlinear state-space model for joint estimation of the actual degradation state and the model random parameters. Then, the associated RUL distribution is derived with an explicit form, which can take some common derivation outcomes under linear or nonlinear conditions as its special cases. In addition, to utilize the CM data of the service system up to date, a new parameter estimation method based on the EM algorithm and the Rauch-Tung-Striebel (RTS) algorithm is presented to adaptively estimate and update the model parameters online. Finally, the superiority and effectiveness of the proposed method are demonstrated by the numerical example and empirical study for battery data.
The remainder of this paper is structured as follow: Section II gives the nonlinear degradation modeling and RUL estimation. An adaptive parameter estimation method is proposed in Section III. In Section IV, an illustrative example to a common model in the field of the RUL prediction is given. Section V provides the numerical example and empirical study for demonstration. We conclude the paper in Section VI.
II. NONLINEAR DEGRADATION MODELING AND RUL ESTIMATION A. DEGRADATION MODELING
Let {X (t), t ≥ 0} denote the general nonlinear stochastic degradation process. Then, to describe the temporal variability, the degradation state X (t) driven by a standard Brownian motion (SBM) B(t) at time t can be represented as
where f (t; θ ) T λ is a drift coefficient and σ B is a diffusion coefficient. Here, f (t; θ ) is a n-dimensional vector with unknown parameter vector θ , which is used to describe the nonlinear stochastic performance of real systems. λ is a n-dimensional vector associated with the nonlinear degradation rate. In this paper, θ and σ B are constant parameters used to represent the common degradation characteristics of similar degraded systems. X (0) is the degradation initial state and is generally equal to zero. Obviously, model (1) is a more general nonlinear expression that can incorporate some specific models as special cases. In particular, if f (t; θ ) is specified as a one-dimensional linear or nonlinear function, model (1) can be reduced to the linear model in [7] and the nonlinear model in [15] , respectively. When f (t; θ ) is specified as a two-dimensional vector composed of linear and nonlinear functions, model (1) is reduced to the mixed degradation model in [23] . Further, the model can be used to approximate stochastic processes with any unknown degradation trend, that is, different functional expressions of f (t; θ ) can include various linear or nonlinear drifts, which makes it more suitable for modeling a variety of degradation paths. Consequently, the model (1) has great flexibility in its application.
To characterize the unit-to-unit variability in the degradation process, we assume that λ is a random parameter vector following a multivariate normal distribution (MVN), i.e., λ ∼ MVN(µ λ , λ ). The assumptions mentioned above have been widely applied in the PHM field [6] , [7] , [12] , [13] , [15] , [16] .
In practice, the CM data usually reflects part of the actual degradation state since it is inevitably influenced by the measurement errors. Therefore, in order to characterize the measurement variability in the degradation process, the degradation measurement Y (t) at time t can be expressed as
where ε ∼ N (0, σ 2 ε ) denotes the measurement error. Additionally, it is assumed that ε, λ and B(t) are mutually independent. At this point, three-source variability in the degradation process has been incorporated into the nonlinear degradation modeling.
Further, for a system in service, it is assumed to be discretely monitored at specific CM times t 1 , t 2 , . . . , t k . For the notation convenience, let Y 1:k = {y 1 , y 2 , . . . , y k } represent the CM degradation dataset up to t k and y k = Y (t k ) denote the CM data at a specific time t k . Similarly, let X 1:k = {x 1 , x 2 , . . . , x k } represent the actual degradation states set and x k = X (t k ). From (2), the measurement equation can be further expressed as y k = x k + ε k , where the random measurement errors ε k are usually assumed to be independent and identically distributed (i.i.d.) realizations of ε. In order to achieve the adaptive RUL estimation, this paper considers an updating mechanism for the random parameter vector λ in the drifting part f (t; θ ) T λ by a state transition equation
As such, the stochastic degradation model can be transformed into the following state-space model
where
can be obtained by the property of the SBM. According to other published work such as [4] , [6] , [18] , and [20] , the concept of the first hitting time (FHT) is used to define the lifetime as the time when the actual degradation state {X (t), t ≥ 0} crosses a preset threshold level ω for the first time, and then deduce the RUL. Under the concept of the FHT, the lifetime T can be defined as
Then, to make the RUL estimation dependent on the CM dataset Y 1:k , the RUL L k at time t k can be defined as
As a result, the primary task of estimating RUL is based on the CM dataset Y 1:k to derive the conditional probability density function (PDF) f L k |Y 1:k (l k |Y 1:k ).
B. ADAPTIVE RUL ESTIMATION
To derive the associated RUL distribution, we regard the actual degradation state x k and the parameter vector λ as hidden states, and let
T . Therefore, the statespace model (3) is further organized as
For convenience, the expectation and variance of z k based on the CM dataset Y 1:k are defined aŝ
wherê
Similarly, we further define the one-step ahead prediction asẑ
Under the above definition, once a new measurement y k is available, the actual degradation state x k and the parameter vector λ can be recursively estimated by the following Kalman filtering algorithm.
Algorithm 1 (Kalman filtering algorithm):
Step 1: Initializê
Step 2: State estimation
Step 3: Updating variance
where the initial degradation state x 0 ∼ N (0, σ 2 x ). In addition, the PDF of z k conditional on the CM dataset Y 1:k is the MVN with z k ∼ MVN(ẑ k|k , P k|k ) by the Gaussian property of the Kalman filter. Hence, we can get the initial state z 0 ∼ MVN(µ 0 , P 0 ), where µ 0 =ẑ 0|0 and P 0 = P 0|0 .
For the state-space model (6) and the definition of the RUL (5), based on the CM dataset Y 1:k , the conditional PDF of the estimated RUL can be calculated in the following explicit form.
λ,k . The proof for (12) can be referred to [16] , and thus the details are omitted here. Once a new CM data is available, the RUL of the current system can be adaptively estimated and updated by (12) . However, when (12) is used to estimate RUL in real time, several unknown model parameters, including µ λ0 , λ0 , θ , α , σ 2 x , σ 2 B , and σ 2 ε , need to be estimated. In general, most related literature utilized the historical CM data for multiple degraded systems of the same type to determine the unknown model parameters (see e.g. [3] , [7] , [10] , [11] , [16] , [17] , [19] - [22] ). Besides, it can be found from the investigation of the related literature that once these model parameters are estimated from the historical CM data for multiple degraded systems, they are fixed regardless of the subsequent new CM data. However, it is often encountered that the historical CM data for multiple degraded systems of the same type is insufficient in practice, especially for the newly developed complex system studied in this paper. To this end, we propose an adaptive parameter estimation method to overcome the above limitations in the next section.
III. ADAPTIVE PARAMETER ESTIMATION
In order to solve the RUL estimation problem in the case of the newly developed system with insufficient historical degradation data, we must use the CM data of a single system to adaptively estimate the unknown model parameters and make the estimated RUL independent of the selected initial parameters so as to achieve RUL estimation with higher accuracy. Specifically, let us first denote
T as an unknown parameter vector, where
and vec{·} operator transforms a matrix into a vector by stacking the columns of the matrix one after the other. In order to simultaneously estimate the unknown parameters λ and , this paper considers the maximum likelihood estimation (MLE) method to achieve parameter estimation. In this case, the log-likelihood function for the CM dataset Y 1:k can be written as
where p (Y 1:k | ) is a PDF for Y 1:k that is parameterized by the vector . Then, by maximizing (14), the MLEˆ k of VOLUME 7, 2019
Nevertheless, since there are hidden states given by (6), it is impossible to directly maximize (15) . The EM algorithm can provide a feasible framework for solving parameter estimation with hidden variables, and is a highly competitive alternative for solving multivariable relevant MLE problem [12] , [24] - [28] . The fundamental principle is to maximize the joint log-likelihood function log p (z k , Y 1:k | ) to approximate the MLE of the parameters, so the parameter estimation process can be implemented through the following two iterative steps.
(1) E-Step
k denotes the result of parameter estimation in the ith iteration conditional on Y 1:k .
(2) M-Stepˆ
According to the EM algorithm theory, one iteration process is supposed to start from the MLE resultˆ
k of the ith iteration, and then a better estimatedˆ (i+1) k can be updated according to E-step and M-step. In the practical application, it is almost impossible to perform only one iteration to obtain a satisfactory parameter approximation. Therefore, multiple iterations are usually required when using the EM algorithm for parameter estimation. Following (14), we can calculate the joint log-likelihood function of the reorganized statespace model (6) as
where A j (θ ) denotes a square matrix with unknown parameter vector θ . Now, we can get the following result by taking the conditional expectation of (18) through E-Step.
Clearly, to derive (19) , the conditional expectations , , and defined by (20) must be obtained. In this paper, the RTS smoothing algorithm [29] is used to calculate (20) . The algorithm process can be summarized as follows.
Algorithm 2 (RTS smoothing algorithm):
Step 1: The Kalman smoother
Step 2: The lag-one covariance smoother
Step 3: Initialize
where M j|k = cov z j , z j−1 |Y 1:k . According to the RTS smoothing algorithm, the conditional expectations in (20) can be calculated via the following lemma, where the proof process can be easily found in [29] . Lemma 1: Based on the CM dataset Y 1:k and the current estimated parameter vectorˆ
k , the conditional expectations can be formulated as
This has completed the calculation of E-Step in (16) . Then, we will consider how to calculate M-Step by (19) . It is natural to obtain the unknown parameter vectorˆ with respect to . However, since the parameter θ in involves the influence of nonlinearity, it is extremely difficult to directly maximize (19) to obtain the explicit form ofˆ
. Therefore, the profile log-likelihood function technique is considered in this paper to solve the problem.
Firstly, given θ , for the notation convenience, set
Note that the third and fourth terms of the log-likelihood function in (19) , the coefficient matrix A j (θ ) and covariance matrix Q j are associated with the monitoring time. Consequently, we cannot directly calculate the partial derivative of (19) with respect to Q j to obtain the optimal estimates of σ 2 B and α . In order to deal with this problem, the third and fourth terms are first rewritten as follows:
Together with (19) and (25), calculating the partial derivative of the |ˆ (i) k with respect to yields
For the model in this paper, let (26) be equal to zeros, and then the estimated parameter vectorˆ (i+1) k in the (i + 1)th step is given by
It is noted here that σ 2 (i+1) B,k (θ ) and
0,k , and σ 2 (i+1) ε,k are free of θ provided that the estimated parameterˆ
k in the ith step is given. Secondly, substituting (27) into (19), we can obtain the profile log-likelihood function for θ as follows
Thus, estimating θ , namely θ
, can be achieved via maximizing (28) through a search algorithm. Here, the ''fminsearch'' function in MATLAB can be used to optimize the profile log-likelihood function in (28) . The ''fminsearch'' function is commonly used for multi-dimensional search and solving multi-dimensional optimization problems, and its implementation process is relatively easy. Details about this function can be found in [30] . Then, substituting θ (i+1) k into (27), we can obtain the estimated of µ
, and σ 2 (i+1) ε,k . Specifically, the proposed adaptive parameters estimation method is summarized in Table 1 .
IV. AN ILLUSTRATIVE EXAMPLE
For simplicity, taking the nonlinear drift f (t; θ ) T λ in (1) as one-dimensional function for example, we consider the following stochastic degradation model to demonstrate the implementation of the proposed method. where the nonlinear drift f (t; θ) T λ = λt a . This kind of stochastic model has been widely used in the modeling of gyroscope drift and battery data [3] , [7] , [12] , [15] , [20] , [22] . Of course, different forms of f (t; θ ) T λ can also be selected according to the specific application system of interest. Accordingly, the state-space model (6) can be written as
, and
Given the CM dataset Y 1:k , the conditional PDF of the RUL can be directly calculated via (12) . The unknown parameter vector of the model can be further expressed as
T , where
Therefore, adaptive parameter estimation can be achieved by applying the method proposed in Section III to the concerned model (30) . 
V. NUMERICAL EXAMPLE AND EMPIRICAL STUDY
In this section, we provide a numerical example and a practical case to verify the effectiveness and superiority of the proposed method. In order to demonstrate the advantages of the proposed method, we consider using the mean square error (MSE) in the following study to evaluate the performance of different methods in terms of the RUL estimation. At time t k , the MSE can be calculated as follows
whereL k is the actual RUL at time t k and f L k |Y 1:k (l k |Y 1:k ) is the conditional PDF of the estimated RUL.
A. NUMERICAL EXAMPLE
This numerical example is provided to demonstrate the effectiveness of the proposed method. Specifically, according to (3) and (29), the simulated data can be generated by the following stochastic degradation model.
Here, set λ = 0.05, a = 2, σ 2 B = 0.16, σ 2 ε = 0.009, and t = 0.1. The failure threshold is specified as ω = 16.86. In this case, one simulated degradation path as shown in FIG. 1 is obtained, where the degradation observation reaches the failure threshold for the first time after 184 sampling.
For the simulated degradation path, the one-step predicted path of the degradation at each sampling point is shown in  FIG. 1 by using the proposed method. It can be clearly seen that the predicted path by the proposed method can effectively track the actual path and the MSE of the predictions is 5.5838 × 10 −4 . As the sampling data are accumulated, the unknown parameter vectorˆ k , including µ λ0 , σ 2 x , λ0 , α , a, σ 2 B and σ 2 ε , can be adaptively estimated at each sampling point. Accordingly, the parameter estimation process is illustrated in FIG. 2 . From FIG. 2 , with the accumulation of the sampling data, the model parameters can quickly converge and stabilize in a short time and the estimates of a and σ 2 B can approach the true values, respectively. This demonstrates that the proposed parameter estimation method can be well applied to the newly developed system. In addition, the PDF of the RUL can be calculated by (12) after the model parameters are updated.
In order to further demonstrate the superiority, the proposed method is compared with the method in [12] on the accuracy of the RUL estimation. Note that the method in [12] here ignores the measurement variability and the established model only considers the case that the degradation drift is a one-dimensional function. The comparison results are illustrated in FIG. 3 from the 179 th point to the 183 th point.
It can be clearly observed from the FIG. 3 that the proposed method has significant advantages over the method in [12] . Particularly, the PDF curves obtained by the proposed method are much sharper than those obtained by the method in [12] , which further demonstrates that considering three-source variability can significantly improve the accuracy of the estimated RUL. Furthermore, the estimated RUL uncertainty of the proposed method decreases continuously as the sampling data are accumulated, which is particularly important in the field of the RUL prognostic and maintenance decision [31] , [36] . To further quantify the comparison results , FIG. 4 illustrates the performance comparison of the two methods on the MSE and box plots. FIG. 4(a) shows the MSE of the RUL at each sampling point. Obviously, the proposed method has a lower MSE as a whole. Moreover , FIG. 4(b) shows the box plots of the estimated RUL at several sampling points. It can be clearly seen that the boxes of the proposed method are quite smaller and closer to the actual RUL than the method in [12] , which shows that the proposed method has better prediction ability in the RUL estimation.
B. EMPIRICAL STUDY
In order to further demonstrate the superiority and effectiveness of the proposed method, a practical case of Li-ion batteries are provided here. The experimental dataset are published by the Prognostics Center of Excellence at NASA Ames [32] . The dataset collects the experimental data for four Li-ion batteries (#5, 6, 7 and 18) at room temperature in three different modes of operation. The rated capacity of these four batteries is 2 Ahr, and the end-of-life (EOL) criteria is 0.7 times the initial rated. Hence, the failure threshold is set to ω = 1.4 Ahr. The experimental process of batteries cycle life can be found in [37] .
The capacity degradation paths of four Li-ion batteries are illustrated in FIG. 5 during the whole experiment.
As shown in FIG. 5 , the battery capacity generally shows a decreasing trend with cycle time. It should be noted that the proposed RUL estimation approach is derived for the case where the performance degradation of the stochastic process presents an increasing trend. Therefore, the proposed method can be applied by performing a certain transformation of the original capacity degradation data. Here, we utilize the initial capacity of each battery minus all of its own capacity degradation data. Correspondingly, the capacity failure threshold for each battery is changed to its own initial capacity minus 1.4 Ahr. Thus, the following results are verified based on the transformed battery capacity data. FIG . 5 shows the predicted paths of the proposed method for battery capacity after the inverse transformation. It can be clearly seen that there is no significant difference between the predicted paths and the actual degraded paths. This observation shows that the degradation paths of battery capacity can be effectively modeled by the proposed method.
Because it can be seen from FIG. 5, the degradation trends of four batteries are similar. Here, we take battery #5 as an example for further verification. When the capacity failure threshold of battery #5 is set to 1.4 Ahr, the lifetime is about 125 cycles. With the accumulation of the battery degradation data, the unknown parameter vectorˆ k can be adaptively estimated at each cycle, which is illustrated in FIG. 6 . From FIG. 6 , the model parameters can converge quickly as the cycle time goes on. Additionally, it can be seen that the estimated parameters such as α , σ 2 B , and a can well reflect the fluctuations of such data when some large fluctuations occur in the capacity degradation data. These results demonstrate the adaptive estimation ability of the proposed parameter estimation method for a single system.
For comparative purpose, this paper considers comparing the method in [16] with the proposed method to further evaluate their performance in terms of the RUL estimation. The method in [16] selected here takes into account threesource variability simultaneously, but it is still necessary to use the historical CM data for multiple degraded systems of the same type to determine the initial parameters of the model in the parameter estimation. In the following comparison, the proposed method uses the random initial parameters, and the method in [16] respectively uses the random initial parameters (denoted by M 3 ) and the reasonable initial parameters (denoted by M 4 ) . FIG. 7 illustrates the comparison of the PDFs of the RUL estimation from the 120 th cycle to the 124 th cycle. Furthermore, the estimated RUL, relative errors (RE), and the associated 95% confidence intervals (CI) are introduced to quantify the comparison results, which are frequently used evaluation indicators in the RUL prognostic. The numeric comparison results at the three different percentiles of the lifetime are listed in Table 2 .
As shown in FIG. 7 , for M 4 and the proposed method, it can be observed that the PDFs estimated by both methods cover the actual RULs of the battery. However, the PDFs estimated by the proposed method are higher and narrower than that of M 4 as the battery degradation data are accumulated, which implies that the proposed method has better RUL estimation performance, especially after the estimated parameters converge. Nevertheless, if the method in [16] uses the random initial parameters, i.e., M 3 , the results obtained may be unsatisfactory because the estimated PDFs cannot cover the actual RULs. The above analyses are further confirmed by Table 2 . Apparently, the proposed method has better performance than M 3 and M 4 , while the RE of the estimated RUL by M 4 at the 30 th percentile is less than the proposed method. The reason is that the parameter estimation of the proposed method has not yet converged at this time due to insufficient degradation data. However, with the accumulation of degradation data, we can see from Table II that the RE calculated by the proposed method is significantly less than M 4 .
The analysis of the above results reveals that the RUL estimation performance of the method in [16] largely depends on the historical degradation data, and whether the initial parameters selected properly determine the estimation results. In addition, once the initial parameters of the method in [16] are determined, they are no longer estimated and updated with the degradation data. By comparison, it can be concluded that the proposed method has better robustness in selecting initial parameters and can obtain more accurate results.
In summary, the numerical example and empirical study verify the superiority and effectiveness of the proposed method. These observations show that the proposed method can be well applied to the newly developed system with insufficient historical degradation data, and can obtain accurate and robust prediction results.
VI. CONCLUSION
In this paper, a general nonlinear stochastic degradation model is exploited to estimate the PDF of the RUL, which characterizes the unit-to-unit variability, temporal variability, measurement variability, and nonlinearity simultaneously in the RUL estimation. In particular, our model has great flexibility in its application, which can be used to approximate any stochastic process with an unknown performance degradation trend. In this case, we obtain the PDF of the RUL with an explicit form, which can take some common derivation outcomes under linear or nonlinear conditions as its special cases. Aiming at the problem of insufficient historical degradation data of the newly developed system in practice, an adaptive parameter estimation method is presented in this paper to adaptively estimate and update the model parameters and associated RUL estimation results online through the constructed state-space model, so that the parameter estimation does not depend on the prior information. Finally, the superiority and effectiveness of the proposed method are demonstrated by the numerical example and empirical study for battery data. In comparison, it can be concluded that the proposed method can effectively reduce the uncertainty of the RUL estimation and provide robust and satisfactory prediction performance for the RUL estimation of the newly developed system. However, the proposed method is modeled by a onephase stochastic degradation model based on the Wiener process. In practice, many systems may exhibit multi-phase degradation characteristics due to environmental changes and operational state switches. Therefore, the degradation model established in this paper can be extended to the more complex multi-phase degradation model in future work.
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