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Singular Cucker-Smale Dynamics
Piotr Minakowski, Piotr B. Mucha, Jan Peszek, and Ewelina Zatorska
Abstract The existing state of the art for singular models of flocking is overviewed, starting from microscopic model
of Cucker and Smale with singular communication weight, through its mesoscopic mean-filed limit, up to the corre-
sponding macroscopic regime. For the microscopic Cucker-Smale (CS) model, the collision-avoidance phenomenon
is discussed, also in the presence of bonding forces and the decentralized control. For the kinetic mean-field model,
the existence of global-in-time measure-valued solutions, with a special emphasis on a weak atomic uniqueness of
solutions is sketched. Ultimately, for the macroscopic singular model, the summary of the existence results for the
Euler-type alignment system is provided, including existence of strong solutions on one-dimensional torus, and the
extension of this result to higher dimensions upon restriction on the smallness of initial data. Additionally, the pres-
sureless Navier-Stokes-type system corresponding to particular choice of alignment kernel is presented, and compared
– analytically and numerically – to the porous medium equation.
1 Introduction
The phenomenon of flocking can be understood as a general tendency of self-propelled particles (or agents) to organize
their dynamics based on the behaviour of their neighbours. It is a process in which an ensemble of particles aligns their
velocities, remaining in a close proximity to each other, typical for herds of mammals, schools of fish, or flocks of
birds. Surprisingly enough, due to the inherent flexibility of mathematical modelling, this basic phenomenon can be
used to describe a variety of seemingly unrelated processes. Indeed, achieving consensus, synchronisation of motion,
or emergence of complex structures and patterns are observable in much more diverse areas like: distribution of
goods [68], spacecraft formation [55], sensor networks [16] and digital media arts [42], as well as emergence of
languages in primitive societies [46]. For the survey on the multi-agent systems and their applications we refer the
reader to [53].
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The Cucker-Smale (CS) flocking model, introduced in the seminal work [24] of Cucker and Smale, is a basic
example of a flocking model that concentrates on the alignment of particles’ velocities. In physical language it means
that the velocity vector of each individual is determined in terms of positions and momenta of other members of the
group. Perhaps the simplest example is a flock of two birds (see [Section IV in [24]]) with positions and velocities
equal to (xi(t),vi(t)), for i = 1,2. Their dynamics can be described as follows
d
d t
x = v,
d
d t
v =− v
(1+ |x|)α with α > 0, (1)
where
x(t) = x1(t)− x2(t), v(t) = v1(t)− v2(t).
As a basic feature of the model one gets alignment of velocities, i.e.
v(t)→ 0 as t→ ∞.
The complete information on possible dynamics of system (1) is encoded in the communication weight, which in
this case is equal to (1+ |x|)−α . The communication weight represents the perception of the particles and, in general,
dampens the long-range interactions between the particles. The same principle as in (1) applied to multiple agents
leads to the general CS flocking model 
d
d t
xi = vi, (2a)
d
d t
vi =
1
N
N
∑
j=1
(v j− vi)ψ(|xi− x j|), (2b)
with the initial conditions
(x1, . . . ,xN)(0) = x0, (v1, . . . ,vN)(0) = v0.
Here, N denotes the number of the particles, xi(t) and vi(t) are the position and the velocity of ith particle at the time
t, and ψ is the aforementioned communication weight, which is usually assumed to be positive, non-increasing and
smooth.
After introduction of the CS model in 2007, inspired to some degree by the work or Vicsek et. al. [70] form 1995,
extensive studies were carried out in various directions including: asymptotics [24, 31], pattern formation [54, 55],
collision avoidance [1, 22], variants of the model with preferences [23, 45], leadership [21, 59] and additional deter-
ministic or stochastic forces [6, 7, 15, 28]. Further directions include the study of the kinetic [9, 31, 32] and hydro-
dynamic [29, 30, 40] limits of the CS particle system and their coupling with classical equations of hydrodynam-
ics [2,3,17,52]. Other interesting variants of the CS model revolve around changing the symmetric all-to-all character
of the interactions. As examples let us mention interactions with cone-shaped sensitivity regions [12], weighted nor-
malization [50] (known as the Motsch-Tadmor model), or topological interactions [33,64]. For an exhaustive overview
of the research on the CS model with a regular communication weight we refer the reader to [18], and references
therein. In the present survey we omit certain directions that were covered in [18] focusing solely on the case of
singular ψ . We explain this direction of research below.
Most of the analysis of system (2) has been done for the case of regular, bounded communication weight. The CS
model with such weight can be treated as a nonlinear ODE system with a Lipschitz continuous nonlinearity. Such
systems are relatively well understood, as far as their basic properties like well-posedness, are concerned. Also from
the application perspective, regular communication weight is often perfectly suitable. However, certain phenomena
exhibiting strongly local interactions require the use of singular communication weights that blow up whenever any
two particles collide. One of the most distinctive characteristics of the CS model with singular weight, that opens
further possibilities of application, is that the particles avoid collisions regardless of the initial data. This chapter is
dedicated to the description of the broad dynamics arising from the singular CS model. We will consider system (2) not
only as a law governing the motion of a number of particles, but we will also discuss the possible dynamics in different
scales: meso- and macroscopic. The first one is relevant for systems with very large number of the particles, while the
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macroscopic (hydrodynamical) level becomes convenient when condensation of particles it too large to distinguish
single evolution of any one of them.
The rest of the Chapter is organized as follows. In Section 2, we present the necessary preliminaries. Section 3
is dedicated to the singular CS particle system and, particularly, to the collision-avoidance and its applications. In
Section 4, we present the results concerning the kinetic CS equation. Finally, in Section 5, we discuss a particular
version of hydrodynamic CS model, known as the fractional Euler alignment system, which we also compare to the
porous medium equation.
2 Preliminaries
Before presenting the results directly related to the singular CS model, let us introduce basic properties that can be
derived from the structure of system (2). First, we define the four basic states of the dynamics.
Definition 2.1
i) We say that ith and jth particles collide at time t0 iff
xi(t0) = x j(t0).
ii) We say that ith and jth particles stick together at time t0 iff they collide at t0 and
vi(t0) = v j(t0).
iii) We say that the system (2) aligns asymptotically iff
N
∑
i, j=1
|vi(t)− v j(t)|2→ 0, as t→ ∞.
iv) We say that the system (2) flocks asymptotically iff it aligns asymptotically and there exists a constant D > 0 such
that
limsup
t→∞
max
i, j=1,...,N
|xi(t)− x j(t)| ≤ D.
Remark 2.1 Definition 2.1 is admissible only in the case of the Cucker-Smale particle system (2), while throughout
the chapter we will also discuss the kinetic and hydrodynamic regimes. Note, unlike points (i) and (ii), points (iii) and
(iv) can be easily generalized to the dynamics of continua.
Summing equation (2b) with respect to i = 1, ...,N we deduce that
d
dt
N
∑
i=1
vi =
1
N
N
∑
i, j=1
(v j− vi)ψ(|xi− x j|) = 0,
which means that the average velocity is constant, i.e.
1
N
N
∑
i=1
vi = const. Therefore, throughout the chapter, we assume
without a loss of generality that
1
N
N
∑
i=1
vi = 0, and
1
N
N
∑
i=1
xi = 0. (3)
This assumption implies equivalence between alignment and dissipation of kinetic energy:
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Ek :=
1
2
N
∑
i=1
v2i =
1
4N
N
∑
i, j=1
|vi− v j|2. (4)
The following proposition combines two most important structural properties of the CS system: dissipation of the
kinetic energy and boundedness of the velocity.
Proposition 2.1 Let (x,v) be a smooth solution to system (2). Then
d
d t
N
∑
i=1
v2i =−
1
N
N
∑
i, j=1
(vi− v j)2ψ(|xi− x j|)≤ 0. (5)
In particular, the kinetic energy Ek(t) is bounded by the initial kinetic energy Ek(0) and on top of that |vi(t)| ≤
√
2Ek(0)
for all t ≥ 0 and all i = 1, ...,N.
Proof. By (2b), we have
d
d t
N
∑
i=1
v2i =
2
N
N
∑
i, j=1
vi · (v j− vi)ψ(|xi− x j|)
=
1
N
N
∑
i, j=1
vi · (v j− vi)ψ(|xi− x j|)+ 1N
N
∑
i, j=1
v j · (vi− v j)ψ(|xi− x j|)
=− 1
N
N
∑
i, j=1
(vi− v j)2ψ(|xi− x j|),
(6)
where equality (6) is obtained by swapping the indexes i and j in the second term. 
Remark 2.2 Proposition 2.1 is based only on the structure of the CS system, and holds for any non-negative commu-
nication weight ψ . The symmetry of x 7→ ψ(|x|) allows to swap indexes in (6).
Throughout the chapter, we assume that the singular communication weight is of the form
ψ(s) = s−α , α > 0. (7)
This form is convenient for distinction between two cases: the weakly singular case corresponding to α ∈ (0,1), and
the strongly singular case corresponding to α ≥ 1. However, in reality, such exact form is not necessary, and the
results can be generalized to an arbitrary weight that is positive, locally Lipschitz continuous on (0,∞), and singular
at 0. In such case the weakly and strongly singular cases translate to integrability of the weight around 0, or its lack,
respectively.
3 Singular Cucker-Smale model: particle system
3.1 Motivation
One of the most desirable qualitative features of the CS system (2), either for standard or for the singular weight,
is collision avoidance. Such property is required in the fields where the agents naturally avoid collisions, such as,
behavior of flocks of animals or control over autonomous sensors or robots. One of the approaches in the study of
collision avoidance comes from [1] where the authors establish a set of initial data such that the regular CS particle
system admits no collisions. Roughly speaking, the initial total kinetic energy has to be small compared to the initial
minimal distance between the particles. Then the alignment force on the right-hand side of (5) dissipates the kinetic
energy and the rate of the dissipation increases as the distance between particles becomes smaller.
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This effect motivates consideration of the CS with the singular communication weight (7), for which one expects
that the rate of dissipation of the kinetic energy becomes infinite as the particles collide. It turns out to be a good
approach as it lead to collision-avoidance that is unconditional, i.e. it does not rely on the initial configuration. The
CS particle system with weight (7) provides an interesting mathematical challenge owing to the fact that its nonlinear
right-hand side is not Lipschitz continuous. However, since the system looses its regularity only at times of collisions,
careful qualitative analysis of the model provides information required for the quantitative analysis. The following
subsections are dedicated to the summary of results in two main areas of analysis of this model: simultaneous quali-
quantitative analysis and asymptotics, based on papers [13, 56, 57].
At the end of the section we also provide examples of the influence of the singular kernel when coupled with a
pattern-inducing control.
3.2 Collision-avoidance
The dynamics of the singular CS model is defined by the right-hand side of (2b) and particularly by the interplay
between (v j − vi) which tends to zero and ψ(|xi− x j|) which tends to infinity at the time of collision between ith
and jth particle. Interestingly, the results of such interplay vary dramatically depending on the values of exponent
α . Suppose N particles are governed by the CS model with a singular weight (7) on the time interval [0,T ]. Then,
equalities (4) and (5) put together give
d
dt
Ek =− 2N
N
∑
i, j=1
(vi− v j)2ψ(|xi− x j|).
It implies that the kinetic energy dissipates at the integrable rate, i.e.
2
N
∫ T
0
N
∑
i, j=1
(vi− v j)2ψ(|xi− x j|)≤ Ek(0). (8)
Therefore, if the function
θi j(t) := ψ(|xi(t)− x j(t)|) (9)
integrates to infinity in a neighbourhood of t0 ∈ [0,T ] then, in order to ensure (8), we necessarily need
(vi(t)− v j(t))2→ 0, (10)
for t → t0. This suggests that to analyze collisions one should first analyze maps θi j. In the case of strongly singular
kernel ψ with α ≥ 1, assuming that ith and jth particles collide at t0, we have for s↗ t0
|xi(s)− x j(s)| ≤M(t0− s),
where, by Proposition 2.1, M :=
√
2Ek(0) is the uniform bound for the velocity. Therefore,
θi j(s) = ψ(|xi(s)− x j(s)|)≥ ψ(M(t0− s)) = M−α |t0− s|−α ,
which for α ≥ 1 is non-integrable in any neighbourhood of t0, and thus indeed (10) is necessary. On the other hand,
for α ∈ (0,1) the function |t0− s|−α is integrable and the above argumentation is inconclusive. It was shown in [56]
that with α ∈ (0,1) functions θi j can be either integrable or non-integrable.
We summarize the above consideration in the following remark.
Remark 3.1 Assuming that t0 is a time of collision between ith and jth particles we learn the following:
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1. For α ≥ 1, function θi j is non-integrable at t0. Consequently (vi− v j)2 → 0. Thus if any particles collide, then
they stick together at the same time. Later we show that collisions are actually impossible.
2. For α ∈ (0,1), function θi j may be either integrable or nonintegrable at t0. If it is integrable we have a collision
between particles and if it is nonintegrable then (vi− v j)2→ 0 and particles stick together.
With this information we present main results concerning the quali-quantitative analysis of the singular CS model.
First, let us focus on the case of strongly singular weight with α ≥ 1, which leads to collision-avoidance.
Theorem 3.1 ( [13]) Let α ≥ 1 and T ∈ (0,∞]. Then the CS particle system with singular weight (7) admits a unique
non-collisional smooth solution (x,v) provided that initial data are non-collisional (we recall Definition 2.1(i) for the
notion of a collision).
Idea of the proof. Local existence of solutions is clear as the system is singular only at times of collision, and we begin
with non-collisional initial data. This solution can be prolonged until the first time of collision, which as we prove,
never happens. As observed in Remark 3.1, if the particles collide, their relative velocity tends to zero. However, the
rate of the alignment outweighs the speed with which the particles approach each other, and as a result, the collision
never occurs. We present the proof of this fact for the simplest case of two-particle system in R.
Assume that t < t0 < ∞, where t0 is a time of the first collision, and denote x(t) := x1(t)− x2(t) and v(t) :=
v1(t)− v2(t). Using (5), we get
d
d t
v2 =−2ψ(|x|)v2,
equivalently, dividing by |v|, we have
d
d t
|v|=−ψ(|x|)|v|,
and so, by Gronwall’s lemma
|v(s)| ≤ e−
∫ s
0 ψ(|x(σ)|)dσ |v0|,
for any s < t0. Then the primitive function of ψ , denoted byΨ , satisfies
|Ψ(|x(t)|)| ≤ |Ψ(|x(0)|)|+ |v0|
∫ t
0
ψ(|x(s)|)e−
∫ s
0 ψ(|x(σ)|)dσds≤C.
SinceΨ is singular at 0 (singularity of the order s1−α for α > 1 and of the order lns for α = 1), we conclude that there
exists δ > 0 such that |x(t)| ≥ δ as t↗ t0 which contradicts the assumption that t0 is a time of collision.
In [13] we expand on the above idea. We divide the particles into two groups: A – of all particles colliding with
ith particle at the time t0, and B – of all remaining particles. Then, in a neighbourhood of t0 there exists a minimal
distance between groups A and B. Therefore the dynamics of group A is influenced by the singular interaction within
A and a negligible in comparison, bounded interaction between the groups. Thus half of the singular interaction within
A outweighs the influence of B and then the remaining half is used to prove that the collision cannot happen similarly
to the case of two particles. 
Our next goal is to discuss the case of α ∈ (0,1). With α ≥ 1 trajectories of particles cannot cross while, as we
show later, the weakly singular kernel with α < 1 admits not only collisions between the particles but also sticking.
This leads to two hypothetical problems.
The first problem is related to the uniqueness. Since ψ is singular at 0 the loss of uniqueness can happen at any time
at which any two particles are stuck together. For example, if ith and jth particle have the same position and velocity
in the time interval (t1, t2), then their trajectories may separate at any time t > t2 as one observers in the case of the
basic example x˙ = x
1
3 . The second problem rises from the fact that upon approaching the first (or any other) time of
sticking of particles, we lose the absolute continuity of the solution, and its derivative cannot be defined in the weak
sense.
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We deal with these two delicate hypothetical problems using an, admittedly, heavy-handed approach. In a neigh-
bourhood of any time at which no particles are stuck together the problems do not exist. As we approach a time of
sticking t0 we say that the solution exists in a classical sense up to any t < t0 and its position and velocity compo-
nents are continuous at t−0 . Thus, even though the classical meaning of the solution is no longer available, we still
can prolong it up to t0. When t0 is reached, we redefine the system in order to remove the possibility of separation of
the trajectories. Then, we re-initiate the solution starting from t0 which, again, is classical up to the second time of
sticking t1. This procedure is repeated up to at most N times, since this is the maximum number of sticking between
the particles (after we ensured that the trajectories cannot separate). To employ this strategy we denote
Bi(t) := {k = 1, ...,N : xk(t) 6= xi(t) or vk(t) 6= vi(t)},
which can be interpreted as the set of indexes of all the particles that are distinct from ith particle. Then we define the
solution as follows.
Definition 3.1 (Piecewise weak solutions) Let {tn : n = 0,1, ...,K} with K ≤ N be the set of all times when the parti-
cles stick together. For n≥−1, on each interval [tn, tn+1] (we assume that t−1 = 0) we consider the problem
d
d t
xi = vi, (11a)
d
d t
vi =
1
N ∑j∈Bi(tn)
(v j− vi)ψ(|xi− x j|) (11b)
with the initial data (x(tn),v(tn)).
We say that (x,v) is a piecewise weak solution of (2) in the time interval [0,T ) with the initial data (x0,v0) if and
only if the function (x,v)(t) is continuous on [0,T ) and it solves (11) on each interval [tn, t] for all t ∈ [tn, tn+1] and
(x(t−1),v(t−1)) = (x0,v0).
Theorem 3.2 ( [56, 57]) Let α ∈ (0,1) and T ∈ (0,∞]. Then for any initial data (x0,v0) ∈ R2d , system (2) with the
singular communication weight (7) admits a unique solution in the sense of Definition 3.1.
Idea of the proof. The proof of existence can be found in [56], while the proof of uniqueness can be found in [57].
Existence outside of times of collision is straightforward. At any time of collision we prove that due to the relatively
small singularity exponent α the function θi j (see (9)) is integrable and thus v is absolutely continuous, which grants
existence also in points of collision. Existence in points of sticking is dealt with mostly by the definition of the solution
itself. Continuity of the velocity at the times of sticking is the only remaining problem, which is resolved by a careful
elementary analysis of the dynamics. 
It turns out, see [57], that after restricting the range of singularity to α ∈ (0, 12 ), one obtains existence of classical
solutions which, by uniqueness, coincide with the piecewise-weak solutions.
Theorem 3.3 ( [57]) Let α ∈ (0, 12 ) and T ∈ (0,∞]. Given initial data (x0,v0) ∈ R2d , system (2) with the singular
communication weight (7) admits a unique classical solution with absolutely continuous velocity component.
The advantage obtained by assuming α ∈ (0, 12 ) is that the communication weight becomes square-integrable. In the
proof we estimate the right-hand side of (2b) using Young’s inequality with exponent 2, which leads to doubling
exponent α .
Introduction of the piecewise-weak solutions and the whole approach to the quantitative analysis of the CS model
with singularity α ∈ (0,1) is based on the problems appearing at the times of sticking between particles. Therefore, a
natural question arises if such phenomenon can even occur. In [56] a detailed analysis of the two-particle in Rd case
was performed which we sketch below.
Assuming without a loss of generality that x1 + x2 ≡ 0 and v1 + v2 ≡ 0 (see (3)) we end up with two particles
that move either on two parallel lines or on the same line. We omit the first possibility since it naturally leads to no
collisions and focus on the situation which is equivalent to two particles in R. Assume that x2(0)> x1(0) and to make
the particles move in the direction of each other we are forced to assume v2(0)−v1(0)< 0. Denoting x := x2−x1 > 0
we use (2) to obtain
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x¨ =−x˙ψ(x) (12)
in [0, t0], where t0 is the first time of collision between the particles.
Proposition 3.1 ( [56]) Let α ∈ (0,1) and let x be the unique solution1 of (12) with the initial data x(0) > 0 and
x˙(0)< 0. Then the following are equivalent:
1. There exists a time 0 < t0 < ∞ such that x(t0) = x˙(t0) = 0.
2. We have
x˙(0) =−Ψ(x(0)), (13)
whereΨ(s) := 11−α s
1−α is a primitive of ψ .
The proof can be found in [56]. Here we shall only make the observation that integrating (12) in the time interval
[0, t] leads to
x˙(t)+Ψ(x(t)) = x˙(0)+Ψ(x(0)) (13)= 0.
It means that the initial condition (13) places the solution on the trajectory described by x˙=−Ψ(x). For such trajectory
if x = 0 thenΨ(x) = 0 and thus x˙ = 0, which implies that the particles stick together whenever they collide. Then the
proof of the proposition revolves around showing that this is the only trajectory leading to a collision and that the
collision happens in a finite time.
3.3 Asymptotics
The asymptotics of the singular CS model is mostly the same as the asymptotics of the regular one, since it is related to
the integrability of ψ away from zero. This case was thoroughly studied on particle, kinetic and hydrodynamic levels
by Ha and Liu in [31], Carrillo et. al. in [10], Ha and Tadmor in [32] and others. We also recommend the survey [18],
where the regular CS model was discussed. Although the asymptotic behaviour of solutions for singular kernels is not
significantly different, we discuss it here for the sake of completeness using the results from [31] as an example. Since
the integrability of ψ(s) at s = ∞ is a major factor, we again distinguish based on α .
Proposition 3.2 (Unconditional flocking, [31]) Let α ∈ (0,1] and let (x,v) be a solution to (2) with |x0| 6= 0. Then
there exist positive constants xm and xM such that
xm ≤
N
∑
i, j=1
(xi− x j)2 ≤ xM, ‖v‖ :=
N
∑
i, j=1
(vi− v j)2 ≤ ‖v0‖e−ψ(xM)t .
Proposition 3.3 (Conditional flocking, [31]) Let α > 1 and let (x,v) be a solution to (2) with |x0| 6= 0. Suppose the
initial configuration (x0,v0) satisfies(√
∑Ni, j=1(x0i− x0 j)2
)1−α
≥ (α−1)
√
∑Ni, j=1(v0i− v0 j)2.
Then there exist positive constants xm and xM such that
xm ≤∑Ni, j=1(xi− x j)2 ≤ xM, ‖v‖ :=∑
N
i, j=1(vi− v j)2 ≤ ‖v0‖e−ψ(xM)t .
1 Which exists by Theorem 3.2.
8
Remark 3.2 The class of admissible solutions required by Propositions 3.2 and 3.3 includes the classes provided by
Theorems 3.2 and 3.3 for α < 1 and by Theorem 3.1 for α ≥ 1. Observe that singularity with α = 1 is the only value
that satisfies the assumptions of Theorem 3.1 and Proposition 3.2 and thus, leads to, both, unconditional flocking and
collision-avoidance. Of course, as explained below equation (7), the choice of the communication weight of the form
(7) is quite arbitrary and, in practice, the only requirement for the lack of collisions is the nonintegrability of ψ near
0. On the other hand for the unconditional flocking nonintegrability of ψ at the infinity is required.
3.4 Variants of the model
From the perspective of applications, it is often useful to modify the Cucker-Smale model to adapt it to particular
phenomena. We recall the wide range of modifications, presented in the introduction, from models with leaders [21,
23,59] and preferences [23,45], models with time-delay [27], up to models with various additional external or internal
forces (deterministic and stochastic) [7, 15, 28, 54]. We also refer to the survey in [18]. However, in the case of the
CS model with a singular communication weight the well-posedness theory is relatively fresh and thus not many
additional directions were pursued as of yet. Moreover, as presented in previous sections, the dynamics of the singular
CS model either admits sticking of the trajectories of the particles or does not allow any collisions at all. In the
first case, admittedly, not many perspectives of applications were discovered and in the second case, the dynamics is
essentially equivalent to the regular CS model with an added bonus of initial-data-independent collision-avoidance.
In particular, singular CS model with α ≥ 1 seems to be viable for most modifications that the regular CS model
underwent with some additional mathematical challenge. That being said, in the remainder of this section we present
two results directly involved with the singular CS model.
Bonding force. The first variant comes from paper [41] and it deals with the CS model with a bonding force. The
bonding force was introduced for the regular CS model by Park et. al. in [54]. The system reads

dxi
d t
= vi, xi,vi ∈ Rd , i = 1,2, · · · ,N, t > 0 (14a)
dvi
d t
=
K1
N
N
∑
j=1
ψ(|x j− xi|)(v j− vi)+ K˜N
N
∑
j=1
(vi− v j) · (xi− x j)
2|xi− x j|2 (x j− xi)
+
K2
N
N
∑
j=1
|x j− xi|−2R
2|x j− xi| (x j− xi),
(14b)
where the middle and last terms on the right-hand side of (14b) compose the bonding force. Here constants K1, K2 and
K˜ control the intensity of the interaction and constant R influences the asymptotic distance between the particles.
The purpose of the bonding force in (14) is to impose a tendency for the particles to stay at distance 2R from
each other. However, for dimension related reasons such pattern is impossible for N > d + 1. Instead, the numerical
simulations performed in [54] indicate that the particles converge to one of many configurations that possess the
following properties: they are symmetric (see Figures 1a and 1b), the particles are contained within a ball of radius
2R and the distances between the particles are bigger than a positive constant. It is noteworthy that the latter two
properties, while observed in simulations, were not proven mathematically in [54].
The contribution of [41] is two-fold.
First, through the implementation of a singular weight, collision-avoidance is shown. Second, it is proven that
asymptotically, the particles converge to a state at which they are contained in a ball of radius 2R, and the distances
between them are positive, thus the gap between the numerical observations and theoretical knowledge from [54]
is bridged. We note that, furthermore, the lack of local and asymptotic collisions leads to a global-in-time minimal
distance between the particles. These contributions are summarized in the following theorem.
Theorem 3.4 ( [41]) Consider system (14) in two frameworks:
F1 with regular communication weight, e.g. ψ(s) = (1+ s)−α ,
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(a) N = 20 (b) N = 25
Fig. 1: The particles governed by system (14) coverage to a symmetric pattern that depends not only on the number
of the particles (as seen on the pictures) but also on the initial configuration. Blue circles represent the particles, while
the large red circle represents the 2R radius around the origin.
F2 with singular communication weight (7) with α ≥ 1 and non-collisional initial data.
Then both systems in both frameworks admit unique smooth solutions such that
(i) the kinetic energy Ek := 12 ∑
N
i=1 |vi|2 converges asymptotically to zero,
(ii) there exists ρ > 0 such that
liminf
t→∞ mini, j=1,...,N
|xi(t)− x j(t)| ≥ ρ,
(iii) we have
limsup
t→∞
max
i, j=1,...,N
|xi(t)− x j(t)| ≤ 2R.
Moreover in frameworkF2 point (ii) can be replaced with
(ii)
′
there exists ρ > 0 such that
inf
t≥0
min
i, j=1,...,N
|xi(t)− x j(t)| ≥ ρ.
The proof of existence and point (i) in framework F1 can be found in [54]. All other assertions are shown in [41].
Here we briefly describe the reasoning in the case of frameworkF2.
Proof of existence follows from the collision-avoidance exactly like in Theorem 3.1. In the proof of Theorem
3.1 collision-avoidance is shown by dividing the interactions between the particles into two groups: A – singular
interactions, and B – bounded interactions. Here all the interactions originating from the bonding force are added to
the group B (since bonding force is not singular) and then the proof proceeds in the same way as in Theorem 3.1. For a
proof of (i) we refer to [54]. As for point (ii), a careful analysis reveals that an asymptotic collision between particles
is an unstable event and makes convergence of the kinetic energy impossible (and thus, contradicts (i)). The proof of
(iii) follows thanks to the uniform-in-time regularity of the solution granted by point (ii).
Remark 3.3 In [41] Theorem 3.4 is proven in the case of a simplified version of system (14), where the middle
term (with K˜) in (14)2 is removed. Such simplified system has the same asymptotics and collision-avoidance as (14).
Numerical simulations performed in [41] revealed that without the middle term, the system converges to equilibrium
at a slower rate, which suggests that this term is related to the mitigation of oscillatory behavior of the particles.
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Decentralized control. Another modification of the singular CS model is through the addition of a decentralized
control [4, 37]. The idea is to assign a provisional order to the agents and make each agent (except for the first one)
synchronize its position with the position of the previous one. The system reads
dxi
dt
= vi, i = 1, . . . ,N, t > 0,
dvi
dt
=
K
N
N
∑
j=1
ψ(|xi− x j|)(v j− vi)+ui.
(15)
Given zi ∈ Rd for i = 1, · · · ,N−1, the control term u := (u1, · · · ,uN) is given by
u1 =−φ(|x1− x2− z1|2)(x1− x2− z1),
uN = φ(|xN−1− xN− zN−1|2)(xN−1− xN− zN−1),
ui = φ(|xi−1− xi− zi−1|2)(xi−1− xi− zi−1)−φ(|xi− xi+1− zi|2)(xi− xi+1− zi),
for i ∈ {2, · · · ,N− 1}, where φ is a smooth weight of the form φ(s) = (1+ s)−β , β > 0. Thus, through this control,
in theory, ith particle adjusts its position in a way that minimizes ui, which is by having xi−1− xi converge to zi−1.
Therefore, by prescribing proper coordinates zi, one can force ith particle to attain any position respective to (i−1)th
particle.
Similarly to the model with a bonding force the main area of application is in the control of unmanned aerial
vehicles. The advantage of the decentralized control is that it allows emergence of a variety of pattern formations
through the manipulation of zi. Moreover each agent is required to “remember” only its relative position to a single
other agent. The disadvantage is that it requires input of zi, while the bonding force achieves symmetric patterns
depicted in Figures 1a and 1b automatically.
In [19] decentralized control was added to the singular CS model resulting in pattern formation with collision-
avoidance presented in the following theorem.
Theorem 3.5 ( [19]) (A) Consider system (15) with α ≥ 1 and β > 0 subjected to non-collisional initial data (x0,v0)
(see Definition 2.1). Then there exists a global smooth, non-collisional solution.
(B) Moreover if α ≥ 2 and one of the two following hypotheses holds:
(i) β ≤ 1;
(ii)β > 1 and
N
∑
i=2
∫ ∞
|x0i−1−x0i−zi−1|2
φ(r)dr >
4
MN
√√√√ N∑
i, j=1
|v0i− v0 j|2.
Then we have
sup
0≤t≤∞
max
1≤i, j≤N
|xi(t)− x j(t)|< ∞ and max
1≤i, j≤N
|vi(t)− v j(t)| → 0 as t→ ∞.
(C) Finally if
liminf
t→∞ |xi(t)− x j(t)|> 0 (16)
for all i, j ∈ {1, . . . ,N}. Then there exists a limit limt→∞ x(t) =: x∞ satisfying
x∞i = x
∞
i−1− zi−1 for all i = 1, . . . ,N.
Remark 3.4 It is worthwhile to have a closer look at part (C) of the above theorem and particularly assumption (16).
The reason to exclude the asymptotic collisions is related to collision avoidance. Take, for example, two particles in
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R, with z1 =−1 then the resulting pattern has to be of the form x∞2 = x∞1 +1 > x∞1 . However if initially x1(0)> x2(0),
then the particles change order, which means that they collide. This is however impossible by Theorem 3.5 (A). In
other words we need to exclude the situations when the control leads to a finite-time collision. Of course in d ≥ 2 such
situation is very unlikely.
4 Singular Cucker-Smale model: kinetic equation
4.1 Formal derivation
The particle model provides the most precise description of the evolution of the particles, but in the case of large N, it
quickly becomes impractical. With N→ ∞, the microscopic models are too computationally intensive, and it is much
more efficient to perform numerical simulations for what we call mean-field limit system, see for example [5]. This can
be viewed as a model in the mesoscopic scale. Roughly speaking, instead of tracing position and momentum of each
particle, we look for the distribution (or probability) of the particles at time t, position x, and with velocity v. Hence,
the sough object of analysis is a distribution of the type
f (t,x,v) : [0,T )×Rdx ×Rdv → R. (17)
At the right-hand side of the above expression, R should be viewed only formally, since f might be barely a measure.
The evolution of f is described by the Vlasov-type system, which, along with Boltzmann equation, is the backbone of
kinetic theory [66]. The methodology developed to deal with Vlasov-type equations is robust but in the case of systems
with singular interactions there is no general approach.
Before we deliberate further on the matter, let us explain the link between the particle and the kinetic models.
Assume that we have an N particle system in the following form
d
d t
xi = vi,
d
d t
vi =
N
∑
j=1
m j(v j− vi)φ(|xi− x j|),
(18)
where total mass of the particles, reads ∑Nj=1 m j = 1 and for simplicity equals one. Note that (18) becomes (2) with
mi = 1N for all i= 1, ...,N. Here, for the sake of clarity of presentation, we skip the dependence of xi = x
N
i , vi = v
N
i and
mi = mNi on N but it should be noted that, naturally, the solution itself changes with N.
Next, having a solution to (18), whose existence was discussed in the previous section, we aim to let N → ∞ and
define (17) as a limit of solutions to the particle system (18) written as follows
fN(t,x,v) =
N
∑
i=1
miδxi(t)⊗δvi(t), (19)
where xi and vi denote a position and velocity of ith particle obtained by solving the CS particle system (2). We will
refer to (19) as the atomic solution.
This way defined fN satisfies
d
d t
fN = 0, with
d
d t
= ∂t +
dx
d t
∇x+
dv
d t
∇v (20)
in the following distributional sense: for any smooth test function
Φ : [0,T )×Rdx ×Rdv → R
with a compact support in Rdx ×Rdv and Φ |t=T ≡ 0, we have
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∫ T
0
∫
Rdx
∫
Rdv
fN(t,x,v)
d
d t
Φ(t,x,v)dvdxd t =
∫
Rdx
∫
Rdv
fN |t=0Φ(0,x,v)dxdv.
Then by the definition of fN (and particularly (2)) it is easy to show that∫ T
0
∫
Rdx
∫
Rdv
fN [∂t + v ·∇x+F( fN) ·∇v]Φ(t,x,v)dvdxd t =
=
∫
Rdx
∫
Rdv
fN |t=0Φ(0,x,v)dxdv, (21)
where
F( fN)(t,x,v) =
N
∑
j=1
m j(t)(v j− v)ψ(|x− x j|)
=
∫
Rdx
∫
Rdv
(w− v)ψ(|x− y|) fN(t,y,w)dydw.
Then, passing to the limit in (21) as N→ ∞, assuming that each term is well defined and smooth, and that
lim
N→∞
fN = f , (22)
we deduce that f satisfies the same equation as f N . It is a distributional version of the Vlasov-type equation
ft + v ·∇x f +divv(F( f ) f ) = 0 (23)
with
F( f ) =
∫
Rdy
∫
Rdw
(w− v)ψ(|x− y|) f (t,y,w)dydw. (24)
Note that a very convenient property of Vlasov-type equations is that due to the nonlocal interactions (contrary to
Boltzmann equation) the solution of the particle system already is a distributional solution to a Vlasov-type equation.
This is the reason why such a simple approximation is possible.
In general, the limit passage N→∞ requires some more information about uniform estimates for fN . This is in fact
the gist of the problem, and we postpone the discussion on this issue to the following sections. Here let us only briefly
mention that even defining F( f ) f , is not straightforward since for the singular weight ψ , if f is a Radon measure then
F( f ) is an Lp function, and products of Lp functions with measures might not be well defined.
As for the topology of convergence, for the method shown above, a suitable choice is the Wasserstein distance. For
the sake of this survey we shall introduce a simple version of such metrics i.e. the bounded-Lipschitz distance. Given
two Radon measures f1 and f2 let
d1( f1, f2) = sup
{∫
Rd
( f1− f2)φdx : φ ∈ Lip(Rd),Lip(φ)≤ 1, |φ |∞ ≤ 1
}
, (25)
where Lip(Rd) is the space of Lipschitz continuous functions and Lip(φ) is the Lipschitz constant of function φ .
Then d1 is the bounded-Lipschitz distance, sometimes referred to as Monge-Kantorovich-Rubinstein distance and it is
equivalent to the Wasserstein-1 distance, we refer the reader to [66] or [71]. ByM we denote the metric space of all
nonnegative Radon measures with topology generated by d1. Its subspace of probabilistic measures is denoted byP1
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4.2 Local-in-time well-posedness
A possible approach to this subject, including singular communication weight, has been presented in [11]. To the best
of our knowledge, it was the first existence result for the singular CS kinetic equation. Here we present only a special
case of this result tailored to the singular CS model. Interested reader is refereed to [11], where a more general variant
with nonlinear velocity coupling was analysed.
Theorem 4.1 ( [11]) Suppose α ∈ (0,d−1) and p > 1 fulfils (α+1)p′ < d with p′ : 1p + 1p′ = 1. If initial datum f0 is
nonnegative and has a compact support in the velocity space and
f0 ∈ (L1∩Lp)(Rd×Rd)∩P1(Rd×Rd),
then there exists T > 0 such that there exists a unique weak solution
0≤ f ∈ L∞(0,T ;(L1∩Lp)(Rd×Rd))∩C ([0,T ],P1(Rd×Rd))
for system (23) on time interval [0,T ].
Furthermore, if fi with i = 1,2 are two such solutions, then the following d1-stability estimate holds
d
d t
d1( f1(t), f2(t))≤Cd1( f1(t), f2(t)) for t ∈ [0,T ]
for a positive constant C.
The key point of Theorem 4.1 is the uniqueness. It follows from the fact that the singularity allows to consider a
functional setting such that the field F( f ) is indeed Lipschitz continuous. The proof is based on the theory of optimal
transport to control two solutions considered in setting of the flow generated by v and F( f ). Since, as we mentioned,
the regularity is reasonably high, there is no problem to define characteristics. Hence comparison of two solutions in
the Wasserstein metric is possible.
4.3 Global-in-time measure-valued solutions
The local existence result presented in the previous section requires the initial data to belong to the Lp(Rd×Rd) space.
In consequence, the solution itself is also an Lp-function, which rules out a very interesting class of solutions – atomic
solutions– given by (19).
The following result from [51] embraces the rich dynamics of the CS model admitting solutions that for all t > 0
live in the space of Radon measures, which we denote here by M . Clearly, such class includes the atomic solutions.
The price that needs to be paid for such a wide class of solutions is reduction of the range of singularity to α ∈ (0, 12 ),
so that we can operate within the framework of higher regularity for the particle system granted by Theorem 3.3.
Theorem 4.2 ( [51]) Let 0 < α < 12 . For any compactly supported initial data 0 ≤ f0 ∈ M and any T > 0,
Cucker-Smale’s flocking model (23) admits at least one weak solution 0 ≤ f ∈ Cweak([0,T ],M (Rd ×Rd)) with
∂t f ∈ Lp(0,T ;(C1(Rd×Rd))∗) for some p > 1 (here (C1)∗ is the dual space of C1).
Moreover if f0 is atomic then f is atomic too, hence, by Theorem 3.3, it is unique and it corresponds to the solution
of the particle system (2).
Idea of the proof. The proof of existence is based on an idea of mean field limit, presented at the beginning of this
section. It involves
i) Given initial data f0 ∈M , we approximate it by atomic measures of the form
fN,0(t,x,v) =
N
∑
i=1
mN0iδxN0i ⊗δvN0i .
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ii) For each fixed N, thanks to the results from Section 3.2 we establish existence of solutions to particle system (18)
with initial data (xN0 ,v
N
0 ). By (19), such solutions correspond to atomic solutions fN of Vlasov-type equation (23)
(satisfied at least in the distributional sense).
iii)We converge with N→ ∞ and define f – the candidate for the solution of (23) associated with initial data f0, as a
limit of fN in the bounded-Lipschitz distance.
iv)Through sufficient information on the uniform regularity of the approximate solutions we prove that f satisfies (23).
Points (i) and (ii) of the above scheme are clear, moreover, the existence of a weak* limit f is straightforward by
Banach-Alaoglu theorem. The difficult part is to prove that f is the sought solution to (23). The crucial element of the
proof is to show the convergence of the nonlinear alignment force term (compare with (21))∫ T
0
∫
R2d
F( fN) fN∇vΦdxdvd t, as N→ ∞. (26)
In particular if fN
∗
⇀ f then it is not clear whether F( fN) fN
∗
⇀ F( f ) f . It is useful to look at (26) as∫ T
0
∫
R4d
gdµndt for dµN := fN(x,v, t)⊗ fN(y,w, t)dxdvdydw
and g(x,y,v,w, t) := ψ(|x− y|)(w− v)∇vΦ(t,x,v).
Note that thanks to the above representation convergence of a product in (26) is reduced to a convergence of the
measure µN tested by the function g. To overcome the fact that g is not Lipschitz continuous we approximate it by a
Lipschitz continuous family gm→ g, such that |gm| ↗ |g|. First we converge with N→ ∞ and then with m→ ∞. Then
a detailed analysis, based on the uniform regularity of trajectories provided by Theorem 3.3, leads to the proof that
F( f ) is an integrable function with respect to measure d f = f dxdv. Hence, we are able to define F( f ) f , even though
we cannot do it for F( f )h for general h ∈M . 
Theorem 4.2 provides existence of weak measured valued solutions globally in time, but does not solve the problem
of uniqueness. In fact, the regularity is insufficient to estimate the difference between the two supposedly distinct
solutions. However, for a special case of atomic solutions we are able to obtain the so-called weak-atomic uniqueness
result. I states that if initial data is atomic, then the solution is atomic as well, and thus, by Theorem (3.3), it is unique.
The proof is based on the analysis of possible supports of constructed solutions. Its main steps are presented in the
following section.
4.4 Weak-atomic uniqueness
We present the idea of weak-atomic uniqueness: we aim to prove that if the initial data is atomic, then the solution
must be atomic too.
It is sufficient to concentrate our attention on small times near t = 0. Let f0 be atomic (recall (19)). Our goal is to
restrict f0 to small balls with just one particle (say ith particle). Then we use the local propagation of the support to
prove that the measure that initially formed the ith particle remains atomic for short time. Since
f0 =
N
∑
i=1
miδx0i ⊗δv0i ,
we have a finite number of initial positions and velocities of the particles (x0i,v0i) for i = 1, ...,N. It implies that there
exists R1 > 0 such that for all R < R1, we have
f0|Bi(R) = miδx0i ⊗δv0i (27)
where Bi(R) is a ball centred at (x0i,v0i) with radius R. In order to finish the proof it suffices to show that there exists
T ∗ such that
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f D(t) := f (t)|Bi( R4 ) = miδxi(t)⊗δvi(t), for t ∈ [0,T
∗]. (28)
In other words, restriction of f to a small ball centred initially in an atom (denoted by f D) is precisely the said atom
(it does not disperse). Denoting
f C(t) := f (t)− f D(t)
we observe that f D and f C satisfy the following equation on [0,T ∗]:
∂t f D+ v ·∇x f D+div[(F( f C)+F( f D)) f D] = 0. (29)
Let us introduce 
d
d t
xa(t) = va(t) (30a)
d
d t
va(t) =
∫
R2d
ψ(|xa(t)− y|)(w− va(t)) f C(y,w, t)dydw, (30b)
with the initial data (xa(0),va(0)) = (x0i,v0i). A critical property of the measure-valued solutions, that can be derived
from the construction, is the local propagation of the support. Thus, since by definition f D is just a single particle at
t = 0, then even if it dissolves, for a short time it will still be contained within a cone of the form x0i + tB(v0i,ε) for
a small ε > 0. In particular f D remains separated from f C, which allows to control the singularity of ψ . This ensures
that the right-hand side of (30b) is smooth and thus (30) has exactly one smooth solution in [0,T ∗]. Our goal is to show
that f D is supported on the curve (xa(t),va(t)) and that in fact (28) holds with (xi,vi)≡ (xa,va).
We test (29) with (v− va(t))2 and with |x− xa(t)|2t−1 getting, after some observations, that
d
d t
(∫
R2d
(t−1 f D|x− xa(t)|+ f D|v− va(t)|2)dxdv
)
+
1
2
∫
R2d
t−2 f D|x− xa(t)|2dxdv
≤ A(t)
∫
R2d
t−1 f D|x− xa(t)|2+ f D|v− va(t)|2dxdv,
with A(t)∼ t−1/2−α . In order to obtain the above inequality, we again control the singularity by ensuring the separation
of f D and f C thanks to the cone-shaped propagation of f D.
By Gronwall’s lemma we get ∫
R2d
(t−1 f D|x− xa(t)|2+ f D|v− va(t)|2)dxdv≡ 0
on [0,T ∗]. Thus on [0,T ∗] we have x ≡ xa and v ≡ va on the support of f , which is exactly equivalent to (28) and the
proof is finished.
We have proved that f D is mono-atomic. Then, repeating the procedure for all atoms (the number is finite) we
conclude that f is atomic on a time interval [0,T ∗] with possibly smaller, but still positive T ∗ > 0. This procedure
works till the first moment of sticking of an ensemble of particles. To reach the moment of sticking of the particles we
use regularity in time granted by Theorem 4.2: ∂t f ∈ Lp(0,T ;(C1)∗) with T > T1, where T1 is the time of first sticking.
Then we continue our procedure from T1 till next time of sticking, up to the finial time of existence T .
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5 Singular Cucker-Smale model: hydrodynamics
5.1 Formal derivation
Kinetic theory provides a way to model interacting particles on the mesoscopic scale level, it reduces the computational
complexity. However, while the reduction is significant, we still end up with evolutionary equation in dimension
equal to twice the dimension of the space, as both x and v belong to Rd . In case, when the number of particles is
significantly large, the macroscopic scale can be employed instead. In such a scale the evolution of local in the phase
space averages of density and velocity are studied. This way a hyrdodynamical limit is obtained and it further reduces
the computational complexity of the model.
In case of the CS model, it can be understood by taking formally
f (t,x,v) = ρ(t,x)⊗δu(t,x)(v)
in (23) and testing it with functions φ = 1 and φ = v, respectively, obtaining the following continuity and momentum
equations 
∂tρ+div(uρ) = 0, (31a)
∂t(ρu)+div(ρu⊗u) = ρ
∫
Ω
(u(y)−u(·))ψ(|y−·|)ρ(y)dy. (31b)
Here Ω = Rd or Ω = Td . The system (31) is a hydrodynamical version of the CS model, and we refer to it as the
fractional Euler alignment system.
We dedicate this section to the discussion of the recent contributions related to this system, focusing particularly on
the singular case with weight (7). The past contributions, related mostly to the regular CS model, such as [14,29,30,67]
can be found in the survey article [18]. Here, we also mention a recent paper [36] that follows the ideas from [14, 67]
related to the existence of a critical threshold.
Before we proceed, let us rewrite equation (31b) in a way that is often more convenient. Developing both terms on
the right-hand side of (31b) and applying equation (31a) one obtains
ρ∂tu+ρ(u ·∇)u = ρ
∫
Ω
(u(y)−u(·))ψ(|y−·|)ρ(y)dy,
which then, divided by ρ , yields the velocity equation
∂tu+(u ·∇)u =
∫
Ω
(u(y)−u(·))ψ(|y−·|)ρ(y)dy. (32)
Note that for
ρ = ρ˜ ≡ const.
the right-hand side of (32) is the fractional Laplacian of order γ2 ∈ (0,1) defined as
Λ γu(x) = (−∆) γ2 u(x) := c
∫
Ω
u(x)−u(y)
|x− y|d+γ dy, γ := α−d ∈ (0,2), (33)
which transforms (32) into a variant of pressureless fractional Euler equation
∂tu+(u ·∇)u+ cρ˜(−∆)
γ
2 u = 0. (34)
We emphasize the introduction of the exponent γ = α−d which helps to express the singularity in the hydrodynamic
variant of the CS model. This of course puts α in the range (d,d + 2). In equations similar to (34) the regularity of
solutions is granted by the fractional elliptic term. Therefore, to control the regularity of the fractional Euler align-
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ment system (31) when ρ 6= const. the boundedness of the density ρ from below is essential. It is a reflection of an
ubiquitous, in hydrodynamics, problem of the control of the vacuum.
Rigorous derivation of the fractional Euler alignment system or other hydrodynamic limits of the Cucker-Smale
kinetic equation (like in [58]) is still mostly open. We refer to papers [29, 30] and to the survey [18], noting that, for
the most part, they deal with the model with the regular communication weight.
5.2 Strong theory on T1
The most recent developments in the study of (31) are due to the group Do et.al. [26] and independently due to
Shvydkoy and Tadmor [60,62,63]. The focus of their research is system (31) in a 1D torus T. The crucial discovery is
that the quantity
e(t,x) := ux(t,x)−Λ γρ(t,x) = ux(t,x)+
∫
T
ψ(|x− y|)(ρ(t,x)−ρ(t,y))dy (35)
for α = 1+ γ , satisfies the continuity equation
et +(ue)x = 0. (36)
Thus, q := eρ , defined for positive ρ is transported with u, i.e.
qt +uqx = 0,
and thus, in particular, its extrema are constant. Of course, such direct comparison between the regularity of ρ and u
strongly relies on the one dimensional domain and as of today, its multidimensional generalization is unknown.
Discovery of the conservation law (36) is the basis of multiple results for the fractional Euler alignment system in
1D torus. Methodology used in [26] and in [60,62,63] varies strongly but the main difficulty boils down to the control
of the minimal values of the density ρ in (31b). In [26, 62], quantity e was used to provide a bound on the decay of
ρ of order 11+t , which was sufficient for existence of smooth solutions and for flocking. However, as an example of
application of quantity e we shall present the uniform lower bound on the density obtained later in [60].
Lemma 5.1 ( [60]) Let (u,ρ) be a smooth solution to (31) on T. Assume further that ρ0 > 0 and that |q0|∞ <∞. Then
there exists a constant C0 > 0 such that
ρ(t,x)≥C0 for all x ∈ T, t ≥ 0.
Proof. Using the definition of q we find that (31a) is equivalent to
ρt +uρx =−qρ2+ρ
∫
T
ψ(|x− y|)(ρ(y)−ρ(·))dy,
which evaluated at ρm(t) := minx∈Tρ(t,x) leads to
d
d t
ρm =−qρ2m+ρm
∫
T
ψ(|x− y|)(ρ(y)−ρm)dy︸ ︷︷ ︸
≥0
≥−qρ2m+ρm
∫
T
ψm(ρ(y)−ρm)dy
≥−(|q0|∞+ψm)ρ2m+Mψmρm,
where ψm :=ψ(1) = infx,y∈Tψ(|x−y|) andM := ρ(T). In the above inequality we replaced q with |q0|∞ by virtue of
the fact that q is transported so it retains the values of its extrema. Then we conclude that ρm ≥min{ρm(0), Mψm|q0|∞+ψm }.
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The control over the lower bound of ρ provides the opportunity to prove further results. As explained at the begin-
ning of this section the crucial application of the lower bound is in ensuring that the ellipticity granted by the right-hand
side of (31b) or (32) does not disappear. This ellipticity is used to obtain a variety of results, which we summarize in
the following theorems.
Theorem 5.1 ( [26]) For γ ∈ (0,1), the fractional Euler alignment system (31) with periodic smooth initial data
(u0,ρ0), such that ρ0(x)> 0 for all x ∈ T, has a unique global smooth solution.
The above result is based on the lower bound on the density granted by the application of the quantity e (however
it should be noted that at the time of publication of [26], Lemma 5.1 was not known and the authors used a weaker,
time dependent bound ρ & (1+ t)−1). This allows to obtain local well-posedness in the form of a Beale-Kato-Majda
type existence criterion, which reduces the global well-posedness to the question of regularity. Global regularity is
then shown by a rescaling argument together with a modulus of continuity breaking-point method. The proof was first
performed in the simplified case of q ≡ 0 and then generalized to q 6≡ 0. Methods used in [26] are based on previous
works due to Kiselev such as [43].
Theorem 5.2 ( [63]) For γ ∈ (0,2), the fractional Euler alignment system (31) with periodic initial data (u0,ρ0) ∈
H3×H1+α , such that ρ0(x) > 0 for all x ∈ T, has a unique global smooth solution (u,ρ) ∈ L∞([0,∞);H3×Hγ).
Moreover the solution converges exponentially fast to a flocking state
ρ¯ = ρ∞(x− tu¯) ∈ Hγ
travelling with a finite speed u¯ , so that for any s < γ there exist C =Cs and δ = δs with
‖u(t)− u¯‖H3 +‖ρ(t)− ρ¯(t)‖Hs ≤Ce−δ t , t > 0,
where u¯ is the initial average velocity of the system.
The proof of the above theorem can be found in [63] but in reality, it is a final, rectified version of an effort started
in [62] and continued through [60]. The proof of global well-posedness is based again on a Beale-Kato-Majda type
existence criterion, this time however the issue of global regularity is addressed by controlling higher order derivatives
of the solution and particularly – their exponential decay. It results in a proof that is simpler than the proofs found
in [26], [62] and [60] (even though it relies on results due to Constantin and Vicol [20] and Silvestre [65]).
5.3 Comparison with the PM equation – theoretical results
We will now summarize the results on a particular model closely related to system (31). The starting point of this
section is a reformulation of system (31) used for example in [26]. Interestingly enough, the same reformulation
was noticed and employed earlier in the context of compressible fluids equations with density-dependent viscosity
coefficients, see for example [8]. Taking formally γ = 2 in (33), we get the following analogue of (36) with e = vx:
(vx)t +(uvx)x = 0, (37)
where
vx = ux−Λ 2ρ = ux+ρxx. (38)
Therefore, for v(t,x) vanishing at x =±∞, equation (37) leads to a simple transport equation for v, and so, the system
(31) takes the form {
ρt +(ρu)x = 0
vt +uvx = 0.
(39)
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A formal calculation shows that this system is equivalent to the pressureless compressible Navier-Stokes system with
density dependent viscosity: {
ρt +(ρu)x = 0
(ρu)t +(ρu
2)x− (ρ2ux)x = 0.
(40)
As we shall see in Theorem 5.3 below, the solution to this system, at least for conveniently chosen initial data, con-
verges in some sense to the solution of the porous medium equation. The correspondence between both systems can
be explained using the definition of v (38) again. It allows to rewrite system (39) asρt −
(
ρ2
2
)
xx
=−(ρv)x
(ρv)t +(ρuv)x = 0.
(41)
In particular, the continuity equation becomes the porous-medium (PM) equation with force, whose potential solves
the continuity equation.
This observation was a core of paper [35], in which the authors studied a generalization of system (40) on R
augmented by the pressure term ε (ργ)x with γ > 1, and the initial condition
(ρ,ρu)(0,x) = (ρ0,m0)(x). (42)
They showed that if (
√ρv)(0,x) = m0√ρ0 +
√ρ0ρ0x = 0, then for ε → 0 the density solving the Navier-Stokes system
converges to the solution of the porous medium equation ρ˜t −
(
ρ˜2
2
)
xx
= 0,
ρ˜(0,x) = ρ0(x)
(43)
emanating from the same initial data. The same technique can be used to prove the existence of solutions to system
(40), and to show that when (
√ρv)(0,x)→ 0, the same porous medium equation (43) is recovered.
Theorem 5.3 Let the initial data (ρ0,m0) satisfy
ρ0 ≥ 0, ρ0 ∈ L1(R)∩L∞(R), (ρ0)
3
2
x ∈ L2(R),
m20
ρ0
∈ L1(R), |m0|
2+κ
ρ1+κ0
∈ L1(R), for some κ > 0,
(44)
and let ∥∥∥∥ m0√ρ0 +√ρ0ρ0x
∥∥∥∥
L2(R)
≤ η . (45)
1. System (40) with initial data (42) admits a global in time weak solution (ρη ,
√ρηuη), that is:
• The density ρη ≥ 0 a.e., and the following regularity properties hold
ρη ∈ L∞(0,T ;L1(R))∩C ([0,+∞),(W 1,∞(R))∗),(
ρ
3
2
η
)
x
∈ L∞(0,T ;L2(R)), √ρηuη ∈ L∞(0,T ;L2(R)),
where (W 1,∞(R))∗ is the dual space of W 1,∞(R).
• For any t2 ≥ t1 ≥ 0 and any ψ ∈C1([t1, t2]×R), the continuity equation is satisfied in the following sense:
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∫
R
ρηψ(t2)dx−
∫
R
ρηψ(t1)dx =
∫ t2
t1
∫
R
(ρηψt +ρηuηψx)dxd t. (46)
Moreover, for ρηvη = ρηuη+ρηρηx, the following equality is satisfied∫
R
ρηψ(t2)dx−
∫
R
ρηψ(t1)dx =
∫ t2
t1
∫
R
(ρηψt +ρηvηψx−ρηρηxψx) dxd t. (47)
• For any ψ ∈C∞c ([0,T )×R) the momentum equation is satisfied in the following sense:∫
R
m0ψ(0)dx+
∫ T
0
∫
R
(√ρη(√ρηuη)ψt +(√ρηuη)2ψx) dxd t
−〈ρ2ηuηx,ψx〉= 0, (48)
where the diffusion term is defined as follows:
〈ρ2ηuηx,ψx〉=−
∫ T
0
∫
R
ρ
3
2
η
√ρηuηψxx dxd t− 43
∫ T
0
∫
R
(
ρ
3
2
η
)
x
√ρηuηψx dxd t. (49)
2. For η→ 0, ρη converges strongly to ρ˜ – the strong solution to the porous medium equation (43) in the following
sense: there exists a constant C > 0 depending on ρ0 such that
‖(ρ˜−ρη)(t)‖H−1(R) ≤Cη
1
2 t
1
2 . (50)
Note that in assumptions of this theorem we only require that ρ0 ≥ 0, in particular, the initial density can be
compactly supported. Then, the natural question is how does the support of the density propagate in time. For the
degenerate Navier-Stokes equations the answer to this question is only partial, see for example [38, 72]. Estimate
(50) allows us to compare weak solutions to the Navier-Stokes system with strong solutions of the porous medium
equation. From the classical theory we know that the interface between fluid and the vacuum for the latter moves with
the finite speed. For the special class of self-similar solutions, the so-called Barenblatt solutions, one can even give
exact formula for the velocity of this motion, see [69].
Idea of the proof. The proof of existence of weak solutions starts from the approximate Navier-Stokes system
augmented by the artificial viscosity term:
ρεt +(ρεuε)x = 0
(ρεuε)t +(ρεu
2
ε)x− (ρ2ε + ερθε uεx)x = 0
ρε(0,x) = ρε,0(x), ρε(0,x)uε(0,x) = mε,0(x),
(51)
where ε > 0, θ ∈ (0,1/2) are constant. Further, we cut the domain into a bounded interval Ω = [−M,M] for M large
and we supplement system (51) with the boundary conditions uε |∂Ω = 0. We assume that ρε,0 > C(ε) > 0, and that
ρε,0, mε,0 converge to ρ0, m0 in the following sense
ρε,0→ ρ0, strongly in L1(Ω),(
ρ
3
2
ε,0
)
x
→
(
ρ
3
2
0
)
x
strongly in L2(Ω)
m2ε,0
ρε,0
→ m
2
0
ρ0
strongly in L1(Ω),
|mε,0|2+κ
ρ1+κε,0
→ |m0|
2+κ
ρ1+κ0
strongly in L1(Ω).
(52)
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The existence of the classical solutions for ε,M being fixed can be obtained as in the works of Q. Jiu, Z. Xin [39],
and of H.-L. Li, J. Li, and Z. Xin [44] that treat the full Navier-Stokes system including the pressure term. The most
important here are the lower and upper estimates of the density that however do not depend on the presence of the
pressure. The way to obtain them is to rewrite system (51) in the mass Lagrangian coordinates
y =
∫ x
−M
ρ(τ,s)ds, τ = t. (53)
Since the total mass is given and bounded we have∫ M
−M
ρ(t,s)ds = L < ∞, (54)
and so y ∈ [0,L] =ΩL. Using (53), system (40) may be transformed into the following one
ρτ +ρ2uy = 0
uτ − ((ρ3+ ερ1+θ )uy)y = 0
ρε(0,y) = ρε,0(y), ρε(0,y)uε(0,y) = mε,0(y),
(55)
where the boundary conditions are now equal to u|∂ΩL = 0. Then, for regular solutions ρε ,uε of (55) s.t. ρε > 0, we
have the following a-priori estimates:
i) the energy estimate in the Lagrangian coordinates∫
ΩL
u2ε
2
(T ) dy+
∫ T
0
∫
ΩL
ρε(ρ2ε + ερ
θ
ε )(uεη)
2 dydτ ≤
∫
ΩL
u2ε
2
(0) dy; (56)
ii) the entropy estimate in the Lagrangian coordinates∫
ΩL
(
u2ε +(ρ
2
ε )
2
η + ε
2(ρθε )
2
η
)
(T ) dy+
∫ T
0
∫
ΩL
ρε(ρ2ε + ερ
θ
ε )(uεη)
2 dydτ
≤
∫
ΩL
(
u2ε +(ρ
2
ε )
2
η + ε
2(ρθε )
2
η
)
(0) dy;
(57)
As a consequence of these estimates we can show the following lemma.
Lemma 5.2 Let ρε ,uε be a regular solution of (55), satisfying (56) and (57). Then there exists constants C and C(ε)
such that
0 <C(ε)≤ ρε ≤C. (58)
For the proof of this Lemma we refer, for example, to [39], Lemma 3.3. Having these estimates at hand, proving the
existence of regular solutions to (55) is a classical result, see for example [47] Chap 7.
The existence of smooth solutions to (55) allows to come back to the system written in the Eulerian coordinates
(51) for ε,M being fixed, and to translate the estimates from above to the following ones
i’) the energy estimate in the Eulerian coordinates∫
Ω
ρεu2ε
2
(T ) dx+
∫ T
0
∫
Ω
(ρ2ε + ερ
θ
ε )u
2
εx dxd t ≤
∫
Ω
(
ρε
u2ε
2
+
ε
γ−1ρ
γ
ε
)
(0) dx; (59)
ii’) the entropy estimate in the Eulerian coordinates
∫
Ω
ρε
(
uε +(1+ ερθ−2ε )ρεx
)2
2
(T ) dx≤
∫
Ω
ρε
(
uε +(1+ ερθ−2ε )ρεx
)2
2
(0) dx. (60)
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In addition to that, as in the work of A. Mellet and A. Vasseur in [48], one can improve the uniform estimates of the
velocity vector field ∫
Ω
ρε |uε |2+κ
2+κ
(T ) dx+(κ+1)
∫ T
0
∫
Ω
(ρ2ε + ερ
θ
ε )|uε |κ |uεx|2 dxd t ≤
≤
∫
Ω
ρε |uε |2+κ
2+κ
(0) dx,
for some κ > 0. These estimates lead to the following bounds
‖√ρεuε‖L∞(0,T ;L2(Ω))+‖(ρ
3
2
ε )x‖L∞(0,T ;L2(Ω))+ ε‖(ρ
θ− 12
ε )x‖L∞(0,T ;L2(Ω))
+‖ρε |uε |2+κ‖L∞(0,T ;L1(Ω))++‖(ρε +
√
ερθ/2ε )uεx‖L2(0,T ;L2(Ω)) ≤C.
(61)
Moreover, translating (58) into the Eulerian coordinates, uniformly in ε we have
‖ρε‖L∞(0,T ;L∞(Ω)) ≤C. (62)
With these estimates compactness arguments from [48], [44] yield convergence as ε → 0 of the approximate solution
(ρε ,uε) to the weak solution (ρ,u) specified in Theorem 5.3, on the domain Ω = [−M,M] with the no-slip boundary
condition for u. In order to let M→ ∞, one can combine the diagonal procedure with the convergence of the initial
data (ρε,0,mε,0)→ (ρ0,m0) as it was done in [39].
The proof of the second part of Theorem 5.3 corresponds to the pressureless limit studied in [35]. We recall the
main steps. Recalling the notation vη = uη +ρηx, the first part of Theorem 5.3 provides that the continuity equation
ρηt − 12
(
ρ2η
)
xx+(ρηvη)x = 0, (63)
it is satisfied in the sense of distributions. From (45) and (60) with ε = 0 it also follows that
sup
t∈[0,T ]
‖√ρηvη(t)‖L2(R) ≤ η . (64)
Therefore, when η → 0, we expect to show that the last term in equation (63) converges in the ”H−1” sense to the
strong solution of the corresponding porous-medium equation (43) with the same initial data ρ0. Rigorous proof of
this fact is based to the duality technique in the spirit of J. L. Va´zquez (see [69] Section 6.2.1), that was used in [35]
for the pressureless limit.
The convergence ρη → ρ˜ as stated in (50) is relatively weak. Note that in [35] the convergence of weak solutions to
Navier-Stokes system with viscosity coefficient of the form ρα could have been significantly improved for 1 < α ≤ 32 .
This was possible thanks to uniform boundedness of ρηx in L∞(0,T ;L2(R)). In this case one can estimate the mass
corresponding to ρη inside the support of certain Barenblatt profile. This provides a partial information about evolution
of the interface between the medium and vacuum. For further discussion on that matter we refer the reader to [35],
Section 5, and to [34] for relevant results in the multi-dimensional case.
5.4 Comparison with the PM equation – numerical illustration
In this Section we present the results of numerical simulations for the pressureless Navier-Stokes system with density
dependent viscosity (40) and the porous medium equation (43). We aim to illustrate analytical developments of Section
5.3 and demonstrate the evolution of ρ,u, and ρ˜ with respect to various initial conditions. For the sake of numerical
simulations we will always assume that ρ0 > 0, then the initial velocity u0 may be extracted from m0, moreover
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v0 = v(0,x) =
m0
ρ0
+ρ0x.
We define parameter c as a ratio
m0
ρ0
= cρ0x. (65)
Note that for c =−1, v0 = 0 and thus we expect that both approximate solutions to (41) and (43) coincide.
Instead of the whole R, the computational domain is approximated by sufficiently large interval Ω = [−20,20],
and we employ zero Neumann boundary condition on ∂Ω , namely ux ·n = 0. As an initial density profile we choose
smooth functions with compact support; two initial conditions are taken into account:
ρ10 =
0.2
1+ x2
, ρ20 =
0.2
1+(x−10)2 +
0.2
1+(x+10)2
,
that are refereed to as Case 1 and Case 2, respectively. As a consequence of (65) the initial velocity reads:
u10 =−c
0.4x
(1+ x2)2
, u20 =−c
0.4(x−10)
(1+(x−10)2)2 − c
0.4(x+10)
(1+(x+10)2)2
.
For the spatial discretization, standard finite element method is employed where the discrete space for the density is
one order higher then for the velocity, namely (ρh,uh) ∈ P3(Ω)×P2(Ω), where Pk(Ω) denotes continuous Lagrange
element of order k. In time we use implicit time-stepping, with time step ∆ t = ∆x = 0.01. The nonlinear problem is
solved by means of the Newton method with the Jacobian computed by automatic differentiation. Implementation is
based on the Finite Element library FEniCS.
To illustrate the dependence of the solutions to (40) and (43) on the initial value of v0, the constant c has been
chosen from a set
c ∈ {−0.1,−0.5.−0.9,−1.0,−1.1,−1.5,−1.9}. (66)
This corresponds to
v0 = 0.9ρ0x,0.5ρ0x,0.1ρ0x,0,−0.1ρ0x,−0.5ρ0x,−0.9v0.
Figures 2 and 3 demonstrate time development of the initial profiles, ρ10 and ρ
2
0 , respectively. For each of the values
of parameter c we depict the profile of the density ρ , the velocity u, and the solution to the porous medium equation ρ˜
at times t = 0, 200, 400. Note that at time t = 0, the graphs of ρ and ρ˜ coincide. In addition to that, in Figures 4 and
5 we compare density profiles at time t = 200 for various values of the parameter c. As predicted by the theoretical
considerations from the previous section, for c→ −1, which corresponds to v0 → 0, the profile of the density ρ
resembles more and more the profile of ρ˜ , at least up to some time (50). For c = −1, i.e. for v0 = 0, the profiles of
ρ and ρ˜ coincide. What is also interesting, but not captured by the current analytical theory, is the behaviour of the
solution for c 6→ −1. On one hand, we have creation of high concentration around the origin for c > −1 (see the top
rows of Figures 2, 3, and the left parts of Figures 4 and 5). On the other, there is a separation of the initial mass into
two groups travelling in the opposite directions for c < −1 (see the bottom rows of Figures 2, 3, and the right-hand
parts of Figures 4 and 5). In the first scenario (c >−1), it seems that depending on the initial data, the final state may
consist of more than one concentration picks (see the top row of Figure 3 and the left part of Figure 5). While for the
second scenario (c < −1), after initial division, the parts of mass colliding around the origin accumulate and create
steep profile (see bottom row of Figure 3 and the right part of Figure 5).
5.5 Strong theory in Td with small data
Generalization of the results by Do et. al. and Shvydkoy and Tadmor, presented in Section 5.2, to higher dimensions
remains open. It is unclear what object should replace quantity e from (36) and the intuitively natural candidate
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Fig. 2: Case:1 Evolution of ρ , u solving (40) and of ρ˜ solving (43), for ρ0 = ρ10 and u0 = u
1
0. Comparison of the profiles
for t = 0, t = 200, and t = 400, for different values of parameter c as specified by (66).
e = divx u−Λ γρ(t,x)
does not satisfy the continuity equation like in the case of d = 1. However it still satisfies equation
et +divx(ue) = (divx u)2−Tr(∇u)2, (67)
which can be used to derive an estimate on e. Such approach was applied by Shvydkoy in [61] leading to the following
result.
Theorem 5.4 ( [61]) Let γ ∈ (0,2). There exists an N ∈N such that for any sufficiently large R> 0 any initial condition
(u0,ρ0) ∈ Hm(Td)×Hm−1+γ(Td), m≥ d+4, satisfying
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Fig. 3: Case 2: Evolution of ρ , u solving (40) and of ρ˜ solving (43), for ρ0 = ρ20 and u0 = u
2
0. Comparison of the
profiles for t = 0, t = 200, and t = 400, for different values of parameter c as specified by (66).
|ρ0|∞, |ρ−10 |∞, [u0]W˙ 3,∞ , [ρ0]W˙ 3,∞ ≤ R, sup
x,y∈Td
|u0(x)−u0(y)| ≤ 1RN , (68)
gives rise to a unique global solution in class C([0,∞) : Hm(Td)×Hm−1+γ). Moreover, the solution converges to a
flocking state exponentially fast. Here W˙ 3,∞ is the homogeneous Sobolev space of functions with third weak derivative
belonging to L∞ and [·]W˙ 3,∞ is its seminorm.
Conditions (68) should be viewed as assumptions on smallness of initial data in terms of initial deviation of the velocity
u from the average. On top of that it is assumed that ρ0 does not have singularities and is separated from 0.
Idea of the proof. The proof is performed in the spirit of [63]. Local existence, yet again, is reduced to the control
over |∇u|∞ by a Beale-Kato-Majda type criterion. To prolong the existence a global estimate is required and to get it,
similarly to the d = 1 case, the author makes sure that ρ is separated from 0. It is achieved using quantity e and thus the
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Fig. 4: Comparison of the density profiles for Case 1: ρ0 = ρ10 , u0 = u
1
0, at t = 200.
Fig. 5: Comparison of the density profiles for Case 2: ρ0 = ρ20 , u0 = u
2
0, at t = 200.
proof is based on its estimation. Such estimation is performed using equation (67), which enables to bound e in terms
of |∇u|∞ and itself. To close the estimate smallness condition (68) is needed. Once existence in a sufficiently high class
of regularity is established, flocking follows using elementary arguments based on the structure of the CS model (the
argumentation is in essence the same as in the simplest case of the CS particle system with regular communication
weight). 
5.6 Strong theory in Rd with small data
A mostly different approach is employed in [25] to deal with the case of Ω = Rd with d ≥ 2. The idea is to use the
classical theory of fractional elliptic hydrodynamics. The starting point is the observation that the right-hand side of
equation (32) is, up to a constant, the fractional Laplace operator of u. To pursue this idea we assume, similarly to the
Td case in Section 5.5, that ρ0 and u0 only slightly deviate from constants. Then smallness of the velocity is preserved
in time and ensures that the density ρ also stays close to a constant for all times. To give a proper mathematical
description of this approach let us rewrite the velocity equation (32) obtaining
∂tu+(u ·∇)u+ cα(−∆)
γ
2 u =B, (69)
where the reminder is defined as
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B := (1−ρ)(−∆) γ2 u+I ,
I :=
∫
Rd
u(x+h)−u(x)
|x|d+γ (ρ(x+h)−ρ(x))dh.
Then the system (31a) + (69) can be viewed as a compressible fractional Burgers system with a (hopefully manageable)
right-hand side. Here also the effect of taking ρ close to a constant is apparent since then both terms that constituteB
become small. Based on the works on fractional Burgers equation, such as [49] by Miao and Wu, it is reasonable to
expect that the range of admissible γ would be (0,2). However for the sake of simplicity and accessibility we restrict
the range of admissible singularity γ to (1,2) which allows us to simplify the system even further by transferring the
convection to the right-hand side:
∂tu+ cα(−∆)
γ
2 u =R, (70)
with
R := (1−ρ)(−∆) γ2 u+I − (u ·∇)u.
Such presentation of the velocity equation provides an opportunity to consider the fractional Euler alignment system
as a compressible fractional heat equation, whose theory boast a wide range of tools to chose from. We chose to
use the Besov framework. Thus the fractional Euler alignment system is reduced to a well understood problem of
compressible heat equation in the language of Besov spaces, with most of the difficulty moved to the external forceR
on the right-hand side. Such approach produced the following theorem.
Theorem 5.5 [25] Assume that γ ∈ (1,2) and consider initial data (ρ0,u0) so that u0 and ∇u0 are in B˙2−γd,1 , and ρ0−1
and ∇ρ0 are in B˙1d,1. There exists ε > 0 such that if in addition
‖u0‖B˙2−γd,1 +‖ρ0−1‖B˙1d,1 < ε, (71)
then the fractional Euler system (31a)+ (31b) has a unique global solution (ρ,u) such that
u,∇u ∈ Cb(R+; B˙2−γd,1 )∩L1(R+; B˙2d,1) and (ρ−1),∇ρ ∈ Cb(R+; B˙1d,1).
In the case where the smallness condition is fulfilled only by ρ0, there exist a unique solution (ρ,u) on some time
interval [0,T ] with T > 0 so that
u,∇u ∈ Cb([0,T ]; B˙2−γd,1 )∩L1([0,T ]; B˙2d,1) and (ρ−1),∇ρ ∈ Cb([0,T ]; B˙1d,1).
The proof of the above theorem follows by a standard iterative scheme with application of Besov techniques in frac-
tional heat equation. The fractional laplacian inR is dealt with by the fractional laplacian on the left-hand side thanks
to the smallness of ρ−1. The main difficulty lies in the control of I , which is shown to satisfy the inequality
‖I ‖
B˙2−γd,1
≤C‖∇u‖B˙1d,1‖ρ−1‖B˙1d,1 .
Finally information provided by Theorem 5.5 leads to the following corollary regarding the asymptotic behavior of
the solutions.
Corollary 5.1 Let (ρ,u) be a global in time solution given by Theorem 5.5. Then
‖u(t)‖L∞ → 0 as t→ ∞.
Here, let us note that, while the information provided by Theorem 5.5 enables the conclusion of the asymptotic
decay of velocity, it is insufficient to ensure the exponential rate of the decay, since we are on the whole space Rd
(unlike the Td case presented in Section 5.5).
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