In recent years it has been shown that an intelligent combination of metaheuristics with other optimization techniques can significantly improve over the application of a pure metaheuristic. In this paper, we combine the evolutionary computation paradigm with dynamic programming for the application to the NP-hard k-cardinality tree problem. Given an undirected graph G with node and edge weights, this problem consists of finding a tree in G with exactly k edges such that the sum of the weights is minimal. The genetic operators of our algorithm are based on an existing dynamic programming algorithm from the literature for finding optimal subtrees in a given tree. The simulation results show that our algorithm is able to improve the best known results for benchmark problems from the literature in 60 cases.
optimization problem which generalizes the well-known minimum weight spanning tree problem. Let G = (V, E) be a graph with a weight function wE : E → IN on the edges and a weight function wV : V → IN on the nodes. We denote the weight of a node v by wV (v) (or just wv), and the weight of an edge e by wE(e) (or just we). Furthermore, we denote by T k the set of all k-cardinality trees in G, that is, the set of all trees in G with exactly k edges. Then, the problem consists of finding a k-cardinality tree T k ∈ T k that minimizes
In this equation, as well as in the rest of the paper, when given a tree T , ET denotes the set of edges of T , and VT the set of nodes of T . The KCT problem was first described in [20] and it has gained considerable interest since the mid 1990's due to various applications, e.g. in oil-field leasing [19] , facility layout [15, 16] , open pit mining [24] , matrix decomposition [7, 8] , quorum-cast routing [11] and telecommunications [18] .
The edge weighted version of the KCT problem (i.e., node weights are all zero) was first tackled by exact approaches [17, 11, 26] and heuristics [13, 12, 11] . The best ones of these heuristics are based on a polynomial time dynamic programming algorithm [22, 2] that finds the best k-cardinality tree in a graph that is itself a tree. However, the interest in heuristics was quickly lost and research focused on the development of more appealing metaheuristics [6] . Among these, the different versions of variable neighborhood search (VNS) proposed in [27] can be regarded as state-of-the-art for the benchmark instance set proposed in the same paper, and the ant colony optimization (ACO) approach proposed in [10] is currently state-of-the-art for the benchmark instance set proposed in [4] . Much less research efforts were directed at the node weighted KCT problem. Simple greedy as well as dual greedy based heuristics were proposed in [13] , and the first metaheuristic approaches were presented in [5] . The best technique for the node-weighted KCT problem is the variable neighborhood descent (VNDS) technique proposed in [9] . In the same paper the only existing benchmark set for the node weighted KCT was introduced.
Motivation for this paper. In [2] the authors extended the dynamic programming algorithm of Maffioli, which was introduced for edge-weighted trees, to trees that can have both edge and node weights. In the same article was conducted an experimental evaluation of two simple heuristics for the KCT problem in graphs with node and/or edge weights. Both heuristics are based on this extended dynamic programming algorithm, which has a complexity of O(k 2 · |V |). The results concerning (almost) all available benchmark instances for the edge weighted and for the node weighted KCT problem showed that the current state-of-the-art metaheuristics are on average only slightly better than these two heuristics, while consuming much more computation time. Therefore, the authors advocated the hybridization [25] of this dynamic programming algorithm with metaheuristics. The first hybridization attempt was proposed in [3] , hybridizing ACO and dynamic programming. The results show that for node weighted instances and rather small cardinalities this hybrid algorithm improves on the results of the VNDS algorithm proposed in [13] . However, the results for edge weighted problem instances were inferior to the results of the VNS algorithm proposed in [27] . In this paper we make a different use of this dynamic programming algorithm. More specifically, we propose an evolutionary algorithm whose genetic operators are based on dynamic programming.
The organization of this paper is as follows. In Section 2 we outline the hybrid evolutionary algorithm. Extensive computational tests of this algorithm are presented in Section 3, and Section 4 offers conclusions and an outlook to the future.
HYBRID EA FOR THE KCT PROBLEM
Evolutionary algorithms (EAs) [1, 21] are widely used to tackle hard optimization problems. They are inspired by nature's capability to evolve living beings which are well adapted to their environment. EAs can shortly be characterized as computational models of evolutionary processes working on populations of individuals. Individuals are in most cases solutions to the tackled problem. EAs apply genetic operators such as recombination and/or mutation operators in order to generate new solutions at each iteration. The driving force in EAs is the selection of individuals based on their fitness. Individuals with a higher fitness have a higher probability to be chosen as members of the next iterations' population (or as parents for producing new individuals). This principle is called survival of the fittest in natural evolution. It is the capability of nature to adapt itself to a changing environment which gave the inspiration for EAs.
Tree construction
The operators of our hybrid EA are based on the principle of tree construction. A tree construction is well-defined by the definition of the following four components:
1. The graph G = (V , E ) in which the tree should be constructed; 2. The number l ≤ (V − 1) of edges of the tree to be constructed (also called the size of the tree); 3. The way in which to start the tree construction (e.g., by determining a node or an edge from which to start the construction process); 4. The way in which to perform each of the construction steps.
The first three definitions are operator dependent. For example, in the operator for generating the initial population a tree construction might be started from a randomly chosen edge, whereas the crossover operator might start a tree construction from a partial tree. However, the way in which to perform a construction step is the same in all algorithm operators: Given a graph G = (V , E ), the desired size l of the final tree, and the current tree T whose size is smaller than l, a construction step consists of adding exactly one node and one edge to T such that the result is again a tree. Let, at an arbitrary construction step, N , with N ∩ VT = ∅, be the set of nodes of G that can be added to T via at least one edge. 1 For each v ∈ N let Ev be the set of edges that have v as an end-point, and that have their other endpoint-denoted by ve,o-in T . Then, a node v ∈ N is chosen as follows. With probability p det , v is chosen as the node that minimizes we min + wv. Hereby,
Otherwise (i.e., with probability 1 − p det ), v is chosen probabilistically in proportion to we min + wv. This means that when p det is close to 1, the tree construction is almost deterministic, and the other way around. The way in which we chose a value for this parameter is outlined in Section 3. Finally, to complete the tree construction step, v and emin are added to T . For an example see Figure 1 .
The algorithm
The algorithmic framework of our hybrid EA approach to tackle the KCT problem is shown in Algorithm 1. In this algorithm, henceforth denoted by HyEA, T k best denotes the best solution (i.e., the best k-cardinality tree) found since the start of the algorithm, and T k iter denotes the best solution in the current population P . The algorithm starts by generating the initial population in function GenerateInitialPopulation(pop size). Then, at each iteration the algorithm produces a new population by first applying a crossover operator in function ApplyCrossover(P ), and then by the sub-Algorithm 1 Hybrid EA for the KCT problem (HyEA) input: a node and/or edge-weighted graph G, and a car-
end if end while output: T k best sequent replacement of the worst solutions with newly generated trees in function IntroduceNewMaterial(P ). The components of this algorithm are outlined in more detail below.
GenerateInitialPopulation(pop size):
The initial population is generated in this method. It takes as input the size pop size of the population. We explain in Section 3 how pop size is determined. The construction of each of the initial kcardinality trees in graph G starts with a node that is chosen uniformly at random from V . All further construction steps are performed as described in Section 2.1.
ApplyCrossover(P ):
At each algorithm iteration an offspring populationP is generated from the current population P . For each k-cardinality tree T ∈ P , the following is done. First, tournament selection (with tournament size 3) is used to choose a crossover parter T c = T for T from P . In the following we say that two trees in the same graph are overlapping, if and only if they have at least one node in common.
In case T and T c are overlapping, graph G c is defined as the union of T and T c , that is, VGc = VT ∪ VT c and EGc = ET ∪ ET c . Then, a spanning tree T sp of G c is constructed as follows. The first node is chosen uniformly at random. Each further construction step is performed as described in Section 2.1. Then the dynamic programming algorithm proposed in [2] is applied to T sp for finding the best k-cardinality tree T child that is contained in T sp . Otherwise, that is, in case the crossover partners T and T c are not overlapping, T is used as the basis for constructing a tree in G that contains both, T and T c . This is done by extending T (with construction steps as outlined in Section 2.1) until the current tree under construction can be connected with T c by at least one edge. In case of several connecting edges, edge e that minimizes we + wv a + wv b is chosen, where va and v b are the two endpoints of e. Finally, we apply the dynamic programming algorithm proposed in [2] for finding the best k-cardinality tree T child in the constructed tree.
The better tree among T child and T is added to the offspring populationP .
IntroduceNewMaterial(P ):
In order to avoid a premature convergence of the algorithm, this function introduces at each iteration new material (in the form of newly constructed k-cardinality trees) into the population. The input of this function is the offspring populationP generated by crossover. First, the function selects X = 100 − newmat % of the best solutions inP for the new population P . Then, the remaining 100 − X% of P are generated as follows: Starting from a node of G that is uniformly chosen at random, an lnew-cardinality tree T lnew (where lnew ≥ k) is constructed by applying construction steps as outlined in Section 2.1. In Section 3 we describe the setting of lnew. Then, the dynamic programming algorithm proposed in [2] is used for finding the best k-cardinality tree in T lnew . This tree is then added to P .
Our hybrid EA algorithm HyEA outputs the best solution found during a run. This completes the description of the algorithm.
EXPERIMENTAL EVALUATION
We implemented HyEA in ANSI C++ using GCC 3.2.2 for compiling the software. Our experimental results were obtained on a PC with Intel Pentium 4 processor (3.06 GHz) and 1 Gb of memory. Before we present the computational results, we specify in the following the setting of the four algorithm parameters.
Setting of the algorithm parameters
pop size: The population size is one of the important algorithm parameters. Earlier experience with the KCT problem (see, for example, [4] ) has shown that the population size should be coupled to the cardinality k. That is, when k is rather small, the population size should be rather big, and vice versa. Based on some initial computational tests we decided for a population size pop size such that each node of G (on average) appears in 5 members of the population. In addition, we introduced sensible lower and upper bounds for the population size (i.e., at least 10 population members, respectively at most 100 population members). In technical terms, pop size ← min j max j 10,
p det : As outlined in Section 2.1, when constructing a tree each step may either be performed deterministically or probabilistically. This is decided for each construction step with a certain probability p det . If p det is close to one, a tree construction is almost deterministic, and if p det is close to zero, the tree construction is almost probabilistic. By means of experimentation we found that for rather small cardinalities a value of about p det = 0.85 works well, whereas for rather big cardinalities a value around p det = 0.99 works best. In order to obtain an algorithm that shows a reasonable performance over the whole cardinality range, we decided to chose p det for each tree construction (or tree extension in the case of the crossover operator) uniformly at random from [0.85, 0.99].
newmat: This parameter takes an integer value between 0 and 100, and denotes the percentage of new trees in the new population that is generated per algorithm iteration. Clearly, if newmat = 0 the algorithm will suffer from premature convergence, whereas if newmat = 100, the algorithm will just create a random new population at each iteration. After tuning by hand we found the value of newmat = 20 to be reasonably well working for small as well as big cardinalities. However, this parameter is not really critical. Values between 10 and 30 work almost equally well.
lnew: At each iteration, newmat% new trees are added to the new population. These trees might be generated in the same way as the trees of the initial population, that is, trees of size k (corresponding to a setting of lnew = k). However, we noticed that-in particular in later stages of the search process-the quality of these k-cardinality trees was not comparable to the quality of the trees resulting from the evolution process. Adding these trees was therefore not useful for the search process. Hence, we decided to generate trees that are bigger than k (i.e., lnew > k), and to apply the dynamic programming algorithm proposed in [2] in order to find the best k-cardinality tree in the lnew-cardinality tree that was generated. There is of course a trade-off between time and quality. Generating trees of size lnew = |V |−1 (i.e., spanning trees) results on average in the best k-cardinality trees. However, in this case the dynamic programming algorithm takes more time than in the case of lnew < |V | − 1. After some experimentation we decided for a value of
In words, lnew is set to k plus one third of the remaining cardinality range (remember that the maximum cardinality is |V | − 1).
Results

Application to the edge-weighted instances
We applied our algorithm to 12 of the edge-weighted graphs from the benchmark set by Blum and Blesa [4] , and compared the results to the current state-of-the-art algorithm for this benchmark set, that is, an ant colony optimization approach (denoted by ACO) by Bui and Sundarraj [10] . The results are shown in Tables 2 to 13. The format of these tables is as follows. The first column provides the cardinality, while the second column contains the value of the best known solution for the respective cardinality. The cases in which the best known solution was improved by HyEA are marked by a left-right arrow. Columns 3 and 4 provide the value of the best solution found in 20 runs by ACO, respectively the average of the best solutions found in the 20 runs. The same information is given for HyEA in columns 5 and 6. Additionally, in column 7 is provided the average time needed to find the best solutions in the 20 runs. For space reasons this information is not provided for ACO. The time information can be obtained from [10] . We show the differences in computation time graphically on the typical example of problem instance bb33x33 1 in Figure 2 . Hereby one has to keep in mind that the results of ACO were obtained on a computer with Intel Pentium 4 processor (2.4 GHz) and 512 Gb of memory. The graphic in Figure 2 shows that for small and medium size cardinalities the computation times of ACO and HyEA are comparable. However, for larger cardinalities HyEA has clear advantages over ACO in terms of computation time. As computation time limits for HyEA we used the time limits that were used in [4] (divided by 2.7, due to the fact that the machine used in [4] is about 2.7 times slower than the machine that we used).
When comparing the computational results displayed in Tables 2 to 13, we note a clear advantage of HyEA over ACO. Table 1 shows a summary of the results that are provided in Tables 2 to 13 . When small graphs are concerned the results of both methods are comparable. The advantage of HyEA over ACO is especially strong on bigger graphs such as, for example, g1000-4-01 or bb33x33 1. With respect to the feasible cardinality range, the advantage of HyEA over ACO is especially clear for smaller cardinalities. Altogether, HyEA improves the best known solutions for this benchmark set in 53 cases. 
Application to node-weighted instances
In a second set of experiments we applied HyEA to the benchmark set of node-weighted graphs that was proposed in [9] . This set is composed of 30 grid graphs, that is, 10 grid graphs of 900 vertices (i.e., 30 times 30 vertices), 10 grid graphs of 1600 vertices, and 10 grid graphs of 2500 vertices. Furthermore, the benchmark set consists of 30 random graphs, that is, 10 graphs of 3000 vertices, 10 graphs of 4000 vertices, and 10 graphs of 5000 vertices. We compared our results to the results of the variable neighborhood decent technique (denoted by VNDS) presented in [9] , and to the results of the hybrid ant colony optimization technique (denoted by HyACO) that was proposed in [3] . This comparison is shown in Tables 14 and 15 . Instead of applying an algorithm several times to the same graph and cardinality, it is usual for this benchmark set to apply the algorithm exactly once to each graph and cardinality, and then to average the results over the graphs of the same type. Therefore, the Tables 14 and 15 is slightly different to the tables of the previous section. The first table column indicates the graph type (e.g., grid graphs of size 30x30). The second table column contains the cardinality, whereas the third table column provides the best known results (abbreviated by bkr). Then for each of the three algorithms we provide the result together with the average computation time that was spent in order to compute this result. Note that the computation time limit for HyEA was the same as the one that was used for HyACO (see [3] ).
For what concerns the application to grid graph instances (see Table 14 ), we note that both HyACO as well as HyEA are in 9 out of 15 cases better than VNDS. It is interesting to note that this concerns especially the cases of small to medium size cardinalities. For larger cardinalities VNDS beats both HyACO and HyEA. Furthermore, HyEA is in 11 out of 15 cases better than HyACO. This indicates that, even though HyACO and HyEA behaver similar in comparison to VNDS, HyEA seems to make a better use of the dynamic programming algorithm than HyACO. In terms of computation time, both algorithms are comparable.
Even though all three algorithms provide very similar results, VNDS seems to have a consistent advantage over HyEA and HyACO for what concerns the application to random graph instances (see Table 15 ). When comparing HyEA with HyACO we note that HyEA is in 12 out of 15 cases better than HyACO. In fact, the three cases in which Hy- ACO beats HyEA are the smallest cardinalities concerning the three graph types. This suggests that except for the application to very small cardinalities HyEA has in general advantages over HyACO when applied to node-weighted random graph instances.
CONCLUSIONS AND OUTLOOK
In this paper we have proposed a hybrid evolutionary algorithm for the application to the k-cardinality tree problem, which is an NP -hard combinatorial optimization problem. The hybrid component of our algorithm is a dynamic programming algorithm for finding optimal trees in graphs that are themselves trees. This dynamic programming algorithm is used in all the operators of our algorithm. We conducted an extensive computational evaluation of our algorithm. The results are especially favorable when edgeweighted problem instances are concerned. In fact, our algorithm is able to improve 53 best known solutions for benchmark instances from the literature. Furthermore, our algorithm is comparable to current state-of-the-art algorithms when applied to node-weighted grid graph instances. In 6 out of 15 cases our algorithm is able to improve the best known results from the literature. On the negative side, our algorithm seems to have some problems for node-weighted random graph instances. These instances are the only ones for which our algorithm does not reach state-of-the-art per- formance. We plan to investigate on this topic in future research. 
