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1. INTRODUCTION AND LITERATURE REVIEW 
A statistical problem that arises in various applications is the 
problem of obtaining lower and/or upper confidence bounds for real-valued 
functions of several unknown parameters from experimental data. This 
problem is encountered in engineering practice, for example, in the 
estimation of the reliability function of a system from the results of 
trials on the components of the system. The discussions of lower and upper 
confidence bounds are completely parallel, and it is therefore sufficient 
to develop this discussion in terms of upper confidence bounds. 
Let X = (Xj^,X2»...,X^) be a vector of random variables with a possible 
family of distributions, P g ,  depending on a vector e  =  ( 0 ^ , 6 2  8 ^ )  that 
assumes values in a parameter space 0 .  A measurable function d(X) of the 
sample points provides a (l-a)100% upper confidence bound for the unknown 
value of a parametric function H(0) if 
Pe{d(X) 4 H( 0 ) }  £ 1-a for all 0  e 0 .  
The interval (-"id(X)] is usually referred to as an upper (l-a)100% 
confidence interval for H(e). An interval, say [c(X),d(X)], whose 
endpoints are measurable functions of X (statistics) is called a 
(two-sided) (l-a)100% confidence interval for H(0) if 
P0{c(X) 4 H( 0 )  ^ d(X)} ^ 1-a for all 0  e 0 .  
Confidence sets or regions for the true value of the unknown 
parametric vector 0 may similarly be defined, as follows: C(X) is a 
(l-a)100% confidence region for 0 provided 
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P g { 0  e C(X)} ^ 1 -  a for all 0  E 0 .  
In the case where 0 is scalar, these regions specialize to confidence 
i  ntervals. 
Proponents of specific procedures for constructing confidence 
intervals or regions evaluate desirability of their results in terms of 
various optimality criteria which generally include minimizing "volume" or 
"expected volume" and minimizing either the probabilities of covering false 
values or the probabilities of failing to include the true value of the 
unknown parameter or parametric function. 
Confidence procedures that are optimal from the point of view of 
minimizing the coverage probability of false values were originated by 
Neyman and correspond to acceptance regions of optimal tests (Lehmann, 
1959). These confidence procedures result in regions or intervals that are 
said to be uniformly most accurate or uniformly most accurate unbiased, and 
are widely used in estimating parameters of distributions belonging to the 
exponential family. Theoretical results are well-documented by Lehmann 
(1959) and Ferguson (1967). In the latter reference, the results are 
presented in a decision-theoretic framework. 
Upper bound confidence procedures that yield bounds of small magnitude 
in a sense yield intervals of small volume. Buehler (1957) provides 
uniformly smallest upper bounds for the product of two binomial parameters 
and indicates the generalization of his procedure to an arbitrary discrete 
distribution. This optimality property is the basis of a number of 
approximation methods for bounding reliability functions of systems, as 
reported in a survey by Harris and Soms (1981). Some of these results are 
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presented later in this section. 
An important class of criteria is associated with the expected length 
of two-sided intervals and expected content or volume of regions. Pratt 
(1961) shows that the criterion of minimizing the expected length of a 
confidence interval is related to the criterion of minimizing the 
probability of covering false values of the parameter or parametric 
function. Zacks (1971) describes a method of obtaining locally minimal 
expected length confidence intervals, which is employed by Pratt (1963) to 
obtain a shorter expected length interval for the mean of a normal 
distribution with known variance. Madansky (1962) provides an example in 
which minimizing expected length of a one-sided interval is not a good 
criterion in the sense that uniformly most accurate bounds do not yield 
shortest expected length intervals. 
Interval estimators and confidence sets can be derived also in a 
Bayesian framework, in the following manner. Let X be an observable random 
variable upon which inferences about 0 are to be based. Let (]C,ùU,w) and 
(0,6,A) be measure spaces with A-finite measures W and A. Let f be a 
measurable function on X x 0, such that, for each 0 e 0, f(*|0) is a 
probability density on X relative to y. Suppose that g(.) is a density 
function on 0 relative to A. The posterior density corresponding to f and 
g is then given by: 





h(x) = rg{ e )f (x |0)dA(0) 
•^ 0 
is the marginal density of x. A (l-a)100% Bayes confidence set for 0 is a 
subset C(x) of the parameter space for which 
Jk(0|x)dx(0) ^ 1-a. 
0e C(x) 
If 0 is scalar, C(x) is typically a two-sided interval. An analogous 
definition may be provided for two-sided Bayes confidence intervals for 
real-valued measurable functions defined on the parameter space. 
A (l-a)100% Bayes upper bound for a parametric function H is a 
function d(x) for which 
J'k(01 x)dx(0 ) 1-a. 
H(0)<d(x) 
When 0 is a scalar, the {l-a)100% Bayes upper bound for 0 is uniquely 
determined for each prior distribution of 0. Thus there is no question of 
the optimum Bayes upper confidence bound. However, if either two-sided 
intervals for 0 (or real-valued functions of 0) or a confidence set for 
nonscalar 0 are sought, there are generally different intervals or regions 
with the required coverage probability. In this case, one may wish to 
adopt the criterion of choosing a confidence interval with smallest length 
or a confidence set with minimal content. The other optimality criteria 
mentioned earlier are also applicable measures of desirability of Bayesian 
intervals or regions. 
A particular problem of interest is that of obtaining confidence sets 
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for the mean of a multivariate normal distribution. Brown (1966), Joshi 
(1967), Berger (1980), and Hwang and Cassella (1982) obtained sets centered 
on Stein-type estimators that have the same volume as the "usual" procedure 
based on the maximum-likelihood estimator but improve coverage probability. 
Using intervals centered at empirical Bayes estimators, Morris (1983) 
demonstrated that it is possible to substantially reduce the length of 
individual means while maintaining the required confidence coefficient. 
Cassella and Hwang (1983) derive confidence sets that have uniformly 
smaller volume than the usual confidence set. 
It would seem that procedures that simultaneously control size and 
coverage probability are to be preferred over those that fail to do so. 
The concept of admissible procedures is defined in this context by Meeden 
and Vardeman (1983) who relate several notions of being Bayes to the 
admissibility of confidence sets. 
Bayesian estimation differs from non-Bayesian estimation in that the 
Bayesian confidence probability is a conditional probability on (0, ) given 
the prior distribution and the observed value of X. Conditional confidence 
procedures that are non-Bayesian have also been proposed. Kiefer (1977) 
provides a discussion of the basic results and considerations in this area. 
Lawless (1982) showed that conditional confidence intervals for 
location-scale parameters employing functions of equivariant estimators are 
also unconditional confidence intervals. In general, these procedures 
involve a "conditioning" statistic or ancillary, probability statements are 
made with respect to the conditional distribution of the interval estimator 
given the ancillary. 
A problem of interest in reliability theory is the estimation of the 
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probability of composite events pertaining to the functioning of systems; 
i.e., the estimation of the probability that a system functions, called the 
"reliability function of the system" or system reliability. If the system 
has n components that are connected in series, for example, the problem 
would be one of estimating the probability that all of the components 
function. 
Suppose components are assumed to be in either one of two states: a 
component functions or fails. If pj^ is the probability that the kth 
component functions, the reliability function is a function of the p^'s; 
for a series system, this would be given by H(pj,p2,... ,p^) = PiP2*"Pn* 
Most of the estimation procedures in this area are based on success 
(or failure) data collected from independent l ife tests performed on system 
components which yield binomially distributed attribute or pass/fail data. 
The optimality property that has been widely considered is that of shortest 
length (or smallest upper bound) as given by Buehler (1957) which was 
mentioned earlier in this section. In his exposition, Buehler provides 
computational results for the reliability function of a parallel system 
with two independent components. Steck (1957) provides similar results via 
a graphical method for reliability functions of parallel systems composed 
of two independent components and having at most one observed failure. 
Lipow and Riley (1959) used Buehler's definition to tabulate lower 
confidence bounds for series systems with at most three independent 
components. 
Much of the work in this area has to do with large-sample 
approximations of optimal bounds. These include Madansky's asymptotic 
approach based on Wilk's likelihood ratio (1965) for series system 
7 
reliability and its extension to more complex systems by Myrhe and Saunders 
(1968). Rosenblatt (1963) and Easterling (1972) suggest confidence bounds 
based on the asymptotic normality of the maximum-likelihood estimator for 
the reliability function of series systems. 
Small-sample approximation methods for series systems with independent 
components that have been derived include the Lindstrom-Madden method as 
described in Lloyd and Lipow (1962). Harris and Soms (1980a) establish 
that the Lindstrom-Madden method provides bounds for the Buehler bounds. 
Other methods employ Poisson approximations of the distribution of point 
estimators. In fact, Buehler's computations involves such an 
approximation. This procedure also appears in Harris and Soms (1980b) 
where the specific question of Buehler optimality for parallel systems is 
considered and Schur-concavity arguments are used to provided upper Buehler 
bounds for the product of independent Poisson parameters. Pavlov (1972) 
constructs upper Buehler bounds for functions of independent Poisson 
parameters that are sums of concave functions of the individual parameters 
and applies the Poisson approximation method to obtain bounds for series 
system reliability. 
Bayesian bounds on system reliability have also been proposed. These 
procedures involve choosing a prior density function for each component 
reliability and then simulating or applying a Mellin-transform technique to 
obtain the posterior distribution for the reliability function (Mann, 
Schafer and Singpurwalla, 1974). The choice of uniform priors is discussed 
by Zimmer, Prairie, and Breipohl (1965) who suggest the use of prior 
densities on component reliabilities that are uniform on (0,1). Parker 
(1972) prefers to assign prior densities to components that result in a 
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uniform prior density for the reliability function. Other considerations 
are discussed in Chapter 8 of Mann, Schafer and Singpurwalla (1974) and by 
Mastran and Singpurwalla (1978). 
Nonbinomial reliability data for systems are also based on various 
types of censored or uncensored component data. Such models assume that 
component data observations arise from certain "lifetime" (or "failure 
time") distributions. Certain optimal procedures (Mann, Schafer and 
Singpurwalla, 1974) have been developed for such models. For example, for 
a series system made up of n independent components, each having 
exponentially distributed failure time, it has been shown that a uniformly 
most accurate unbiased upper confidence bound for the reliability function 
exists. Much of the work in this area assume exponential failure time 
distributions and deal with methods of approximating optimum bounds 
(Lawless, 1983). A fairly comprehensive survey of these results may be 
found in Mann, Schafer, Singpurwalla (1974). When failure time 
distributions belong to the family of extreme-value distributions, 
conditional confidence bounds based on equivariant estimators have been 
derived (Lawless, 1982). 
For structures more complex than series structures, the event that the 
system functions would be a union of elementary events, each representing 
one of the possible combinations of component states that result in the 
system being considered as functioning. In this case, the probability that 
the system functions is the probability that at least one of the elementary 
events occurs. Of particular interest here are so-called "monotone" 
systems (Barlow and Proschan, 1975), which are characterized by the 
property that the reliability function of the system is monotone increasing 
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in each argument. Characterization of such systems is originally due to 
Birnbaum, Esary and Saunders (1961). 
In this thesis, Buehler's optimum confidence bounds are investigated 
in several directions. 
In Chapter 2, the notion of ordered sample spaces is introduced and 
the monotone confidence sets that are an implicit part of the Buehler 
methodology are characterized. Buehler's confidence procedure is described 
and its extension to continuous sample spaces is presented. A procedure 
for obtaining simultaneously Buehler-optimal bounds for sets of parametric 
functions is also presented. 
In Chapter 3, conditional bounds incorporating the Bayesian 
methodology into the Buehler methodology are derived, and certain 
optimality properties of these bounds are established. In particular, 
bounds obtained under this conditional procedure are shown to be uniformly 
smaller than the corresponding unconditional Buehler bounds. 
Chapter 4 deals with the issue of existence of Buehler bounds and 
discusses possible simplifications in the construction of these bounds. 
In Chapter 5, considerations in ordering the sample space for Buehler 
bound construction are discussed, with particular emphasis on the role of 
the monotone-likelihood-ratio property. Also discussed is a general 
sequentially optimizing ordering procedure. These results are applied to 
the problem of obtaining upper bounds for the system reliability of 
monotone systems in connection with the binomial attribute data model. 
System-related event trees, and a special class of functions 
identified by S. Fahrenholtz that are terminal-event probabilities of such 
trees are introduced and characterized in Chapter 6. In addition, the 
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results of Chapter 5 are extended to these functions to derive optimal 
upper bounds. 
Two-sided Buehler bounds are introduced in Chapter 7 and are applied 
to the problem of obtaining two-sided confidence intervals for parametric 
functions that are terminal-event probabilities of event trees. 
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2. OPTIMAL CONFIDENCE BOUNDS 
2.1. Introductory 
The notion of "ordering" the sample s pace X of a random vector X = 
(X^.Xg X^) is essential to the type of confidence bounds procedure 
presented here. In this section, this concept and the terminology 
associated with it are defined. 
Suppose each random variable Xj^ is discrete-valued and assumes a 
finite number of values. Then the sample space consists of a finite number 
of points, say N, and there are N! ways of labeling the sample points 
X = (xj ,X2,. . . ,x^) using the index set I = (1,2,...,N}. Each one of 
these N! distinct labelings will be referred to as an ordering of the 
finite sample space X. Given a particular ordering, one can then refer to 
the first point, the second point, and in general, the kth point of the 
ordered sample space. The notation x^^^ will be used to refer to the 
kth point in the ordering. Clearly, the number of possible orderings of a 
finite space increases with N; indeed, the notion of labeling individual 
sample points may be extended to sample spaces that are countably infinite, 
in which case an uncountably infinite number of orderings is possible. 
Another sense in which a sample space is said to be ordered is through 
a partitioning of the sample space into ordered sets. This can be achieved 
via a real-valued function, say S, that associates partition elements A with 
values of S in such a way that Xj and Xg belong to the same partition 
element A if S(Xj) = SfXg). In addition, a precedence relation among 
partition elements is induced by S, in that, if x^ belongs to partition 
set Aj and Xg belongs to partition set Aj, and if Sfx^) < SfXg), then 
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A^. is said to precede Aj in the ordering of the partition sets A-. 
Harris and Soms (1980a) refer to the functions S as ordering 
functions. Note that an ordering obtained via the labeling of individual 
points represents a maximal partition ofX. 
Ordered partitions are particularly appropriate in the countably 
infinite and the uncountable cases. In the latter case, the ordering of 
individual sample points that is possible with discrete sample spaces is 
not possible, and an ordering of the sample space will refer to an ordered 
partition entailing specification of an ordering function, or "statistic". 
In either case, once an ordering of is specified, the information 
contained in a sample is conveyed by a scalar random variable. For 
discrete sample spaces, this random variable will be the random index I = 
{1,2,...,N}, while for continuous sample spaces, it will be the real-valued 
statistic S. 
Preliminary to the construction of confidence bounds that are optimal 
in the Buehler sense, we will present a procedure for obtaining optimal 
confidence regions for parametric vectors. 
2.1. Monotone Confidence Regions 
2.2.1. Discrete Distributions 
Let X = (XpX^,... ,X^) be a vector of random variables assuming 
finitely many values. Suppose the distribution function of X belongs to a 
family of distributions parameterized by 0 = (8^,82,...,8^) belonging to 
the parameter space e. 
For a particular labeling of the sample points^ the cumulative 
ddistribution function of the ordered points is given by; 
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F ( x ( k ) ; 8 )  =  F ( k ; 0 )  
= PROB{I < k|0} 
= j<|( f(x(j);0) 
where I  is the random index generated under 0  by the given labeling, with 
I = k iff X is the kth point in the ordered sample space and 
f(x; 0 )  = PROB{X = x|0}. 
Consider now the following subsets of the parameter space: 
n ( k )  =  { 0 e 0 :  F . ( k ; 0 )  >  ah k = l , 2 , . . . , N .  ( 2 . 2 . 1 )  
where 0 < a < 1 is fixed. Since, for fixed 0, F(k;0) is monotone non-
decreasing in k with F(N;0) = 1, these subsets form a sequence of nested 
regions that are nondecreasing to 0; i.e., 
n ( l ) c  n ( 2 )  c  . . .  c  n ( k )  c  . . .  c n ( N )  =  e .  
In addition, if 
n ( l )  =  w ( l )  
and 
w(k) = n ( k ) -  n (k- l ) ,  k = 2 , 3 , . . . , N ,  
then every 0 belongs to exactly one of the disjoint sets w(k). This 
follows from the observation that if 0' does not belong to any n(k), then 
F ( k ; 0 ' )  4  a  f o r  a l l  k .  I n  p a r t i c u l a r ,  F ( N ; 0 ' )  ^  a  ^  1 .  s o  t h a t  F ( . ; 0 ' )  
cannot be a distribution function. 
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The above properties are useful in proving the next two theorems. 
Note that., given a labeling ofJ£, n(x) is used to denote n (k(x)), witfi k(x) 
the label assigned to x (i.e., n(x(^)),= n(k)). 
Theorem 2.2.1: For any labeling of the sample space, the sets 
{n(x): X  E i }  c o n s t i t u t e  a  f a m i l y  o f  ( l - a ) 1 0 0 %  c o n f i d e n c e  r e g i o n s  f o r  0 .  
Proof: Let the parameter point 0 '  belong to w(n+l). Then 0 '  is in 
n(n+l) but is not in n(n). The monotonicity of the regions m(k) further 
implies that 0' is in. n(k) iff k > n+1. Hence., 
PROB{ 0 '  e n ( x ) | 0 ' }  = PROB{ 0 '  e n (k(X) ) | 0 ' }  
= PROB{k(X) > n+l| 0 ' }  
= 1-F(n;0') 
> l-OL 
where the inequality is implied by the assumption that 0' does not belong 
to a(n), so that F(n;e'.) ^ct. Q.E.D. 
Theorem 2.2.2: Consider a fixed labeling ofJCand let{ n (x): X E X } 
be the monotone confidence regions corresponding to this labeling. Suppose 
{ D ( x ) :  x e J G }  i s  a n y  o t h e r  f a m i l y  o f  ( l - a ) 1 0 0 %  c o n f i d e n c e  r e g i o n s  f o r  0 .  
Let D(k) denote the D-region corresponding to the kth point in the given 
labeling. If D(k-l) c. D(k) for k=2 ,3,... ,N, with D(N),= 0, then^ 
n(x)c D(x) for all x. 
Proof: Suppose for some k and hence some x., we can find a' 0' such 
that 0' is in m(k). but not in D(k). Since 0' is not in D(k) and the 
regions D(i) are monotone nondecreasing in i., 0' e D(i) iff i  > k+1. 
Hence, 
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PROB{0' e D(X)|0'} = PROB{0' e D(k(X))|0'} 
= PROMk(X) > k+l|0'} 
= 1-F(k; 0') 
< 1-a, 
where the strict inequality follows from the assumption that 0' is in n (k), 
which implies that F(k;0') > a. This establishes that the sets {D(x)} 
cannot constitute a system of (l-a)100% confidence regions for 0. 
Therefore it must be true that there are no vectors 0  that are in n (k) but 
not in D{k) and, hence, fi(x)cD(x) for all x. Q.E.D. 
These two theorems establish that, for a given ordering, the 
confidence regions {fi(x)} are uniformly smallest among all similarly 
o r d e r e d  n e s t e d  c o n f i d e n c e  r e g i o n s  t h a t  a r e  n o n d e c r e a s i n g  t o  0 .  
The nature of the monotone confidence regions is determined by the 
nature of the cumulative distribution function F of the ordered sample 
points for fixed k; i.e., F as a function of 0. This is illustrated in the 
following example. 
EXAMPLE 2.1: Let X ~ binomial (2,p). Then 0 = [0,1] and 36= {0,1,2}. 
In this simple case, there are six possible ways of labeling the sample 
points. Table 2.2.1 lists these orderings and their corresponding 95% 
monotone confidence regions. Order (I) is the "natural" labeling of the 
sample space, for which the distribution function is simply the binomial 
distribution, and 
n (k) = { p : PROB{ X 4 k| p} > a} for k=0,l ,2. 
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Table 2.2.1. Optimal 95% monotone confidence regions for p 
Order 0(1) n(2) 
10 12 [0.0,.78] [0.0,.975] 
II 0 2 1 [0.0,.78] [0.0,1.0] 
III 1 0 2 [.026,.974] [0.0,.975] 
IV 1 2 0 [.026,.974] [.025,1.0] 
V 2 0 1 [.225,1.0] [.025,1.0] 
VI 2 1 0 [.225,1.0] [.025,1.0] 
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We now proceed to extend the type of confidence region procedure 
developed here to include parameters of continuous distributions. 
2.2.2. Continuous distributions 
Let us now consider the case where X is a vector of "continuous" 
random variables (i.e., random variables with distributions absolutely 
continuous with respect to Lebesgue measure), parameterized by e e 0. 
Suppose an ordered partition of the sample space is obtained via the 
ordering function (statistic) S(X), with distribution function given by 
F(s; 0 )  = PROB{S(X) < s je} 
where s belongs to the range space, S($), of the function S. 
A system of monotone confidence regions for 0 based on S may be 
obtained by a construction similar to that corresponding to Equation 
2.2.1, as follows: for a sample point x with S(x) = s, a subset of the 
parameter space is determined by: 
fi(S(x)) = n(s) = {0e0: F(s;0) >  a } .  
Clearly, these sets are monotone increasing; i.e., n(s)c m(s') whenever 
s < s'. To establish that these regions are indeed (l-a)100% confidence 
regions for 0, we note that: 
PROB{ 0  e n ( S ( X ) ) | 0 }  =  P R O B { F ( S ( X ) ; 0 )  >  a | 0 }  
= PROB{S(X) > s((x,0)|0} 
^  1 -  a ,  
where s(a,0) is any a% point of S(X) under e, or, more precisely, is the 
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supremum of all s such that F(s; e ) ^ a .  
We now present the continuous analogue of Theorem 2.2.2. 
Theorem 2.2.3: Suppose {D(s)} is any other family of (l-a)100% 
confidence regions for e based on the ordering function S. If D(s)c D(s') 
whenever s < s', then n(s)(2 D(s) for all s e S(X). 
The proof of this theorem is similar to that of Theorem 2.2.2 and will 
not be provided here. We end this subsection with an example: 
EXAMPLE 2.2: Let (k=l,2 n) be i.i.d. N(vi,a2). Consider two 
ordering functions: S^(x) = J and Sgfx) = t =/nx/a where "x = (l/n)zx^ and 
= (l/(n-l))E (x^.-x")^. Then, (with z designating the normal distribution 
and ty g designating the non-central t-distribution with v degrees of 
freedom and noncentrality parameter 5): 
n (x) = { (p ) : PROB{ X 4 x| (y ,0^)} > a} 
= {(u ,a2 ): y ^ X + )G//n) 
and 
m(t) = { (p ) : PROB{ T 4 t| (y > a} 
=  { ( y . a 2 ) :  V i , / n ^ 1  t } .  
19 
2.3. Optimal Confidence Bounds 
2.3.1. Buehier bounds for discrete distributions 
In this section, we assume that the vector of observations X is 
defined over a finite sample space; hence, an ordering of the sample space 
refers to a labeling of the sample points. 
For a fixed labeling of the sample space, let us define a function of 
the sample points as follows: 
b(x(k)) = b(k) = sup(H(e): F(k; 0 )  >  a} 
= sup H(0) 
n ( k )  
where n (k) is the monotone region defined in Equation 2.2.1 above. In the 
following theorems, certain properties of the function b(« ) given by 
Buehier (1957) are established. Note that the function b assigns a value 
to the sample point x via its position in the ordering. In what follows, 
we will denote b(x) by b(k) iff x = x^^^. 
Theorem 2.3.1: b(k) 4 b(k+l) for k=l,2,...,N-l. 
Proof: Consider the following sets of values of the function H: 
A(k) = {H(0): 6 eî2(k)}, k=l,2,...,N. 
Now, note that n(k)CSî(k+l) implies that A(k)C A(k+1) and that b(k) is 
the supremum of A(k). The conclusion follows from the definition of 
supremum. Q.E.D. 
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The next theorem establishes that the function b generates a system of 
(l-a)100% upper confidence bounds for H(0). 
Theorem 2.3.2; For any labeling of the sample points, 
PROB{H(e) < b(X)le} > 1-a for all 0 .  
Proof: Let e' belong to w(n+l), where w is as defined in subsection 
2.2.1. For such 0', 
PROB{H( 0 ' )  < b(X) | 0 ' }  = PROB{H( 0 ' )  < b(k(X) ) | e ' }  
> PROB{ sup H( 0 ' )  < b(k(X))| 0 ' }  
0en(n+l) 
= PROB{b(n+l) < b(k(X) ) | e ' ) .  
By the monotone nondecreasing property of b established in Theorem 2.3.1, 
we may write: 
PROB{b(n+l) < b(k(X))|0'} = PROB{k(X) > n+l|0'} 
= 1-F(n;0') 
^ 1- a .  
The inequality follows from 0 '  e  n(n), since e' e  m(n) implies that 
F(n;0 ' ) 4 a. Q.E.D. 
We now state and prove an optimal property of the system of upper 
confidence bounds generated by the function b. 
Theorem 2.3.3: Consider a fixed labeling of the sample points. 
Suppose d(X) generates any other system of (l-a)100% upper confidence 
bounds for H(0). Denote dfx^^^) by d(k). If d(k) 4d(k+l) for 
k=l,2,...,N-l, then b(x) <_ d(x) for all x eJE. 
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Proof; Suppose that, for some k and hence some x, d{k) < b(k). Then, 
since b(k) is the supremum of H on n(k), it follows, that for some e' in 
£2 (k), d(k) < H(0'). Hence, by the monotone increasing property of the 
function d, d(i) ^ H(0') iff i  > k+1, or: 
PROB{H(0') < d(X)|0'} = PROB{H(0') < d(k(X))|0'} 
< PROB{k(X) > k+l|0'} 
= 1-F(k;0') 
< l-a 
with the strong inequality implied by the assumption that 0 '  belongs to 
n(k). Therefore, d(X) cannot be a (l-a)100% upper confidence procedure for 
H(0), which is a contradiction. So it must be true that d(x) ^ HCe) for 
all 0 E n(x); hence, b(x) 4 d(x) for all x. Q.E.D. 
The bounds provided by the function b(*) will be referred to as upper 
Buehler bounds. Theorem 2.3.3 establishes that among all similarly ordered 
upper confidence bounds for H(0), the upper Buehler bounds constitute a 
family of uniformly smallest ones. 
Clearly, the same methodology extends to obtaining a system of 
uniformly largest lower confidence bounds for H(e) via the function: 
a(x(^)) = a(k) = inf[H( 0 ) :  F(k; 0 ) >  
= inf H( 0 ) .  
0en (k) 
These bounds will be referred to as lower Buehler bounds. The following 
theorem provides a characterization of these lower bounds that is analogous 
to that established for the upper bounds in Theorems 2.3.1-2.3.3. 
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Theorem 2.3.4: For any labeling of the sample space, the function 
a(') satisfies the following properties: 
(i) a(k)^ a(k+l), k=l,2,...,N. 
(ii ) PROB{a(X) 4 H(0 ) |0} ^1- a for all 0 e 0. 
(iii) If d(X) is any other system of (l-a)100% lower confidence bounds 
for H(0) for which d(k) ^ d(k+l) (where = d(k)), then d(x) 4 
a(x) for all x. 
The proof of this theorem may be argued along the same lines as the 
proofs of Theorems 2.3.1 through 2.3.3 and will not be provided here. We 
provide the following simple example which il lustrates the basic concepts 
presented in this section. 
EXAMPLE 2.3: Let Xbinomial (2,p). Then 0 = [0,1] and {0,1,2}. 
Table 2.2.1 of example 2.1 exhibits the 95% monotone confidence regions for 
the six possible orderings ofS. Consider the two parametric functions: 
Hj(p) = p and Hgfp) = (1-p). In Table 2.3.1, the 95% upper Buehler 
bounds for these parametric functions under each of the six possible 
labelings of X are presented. Note that some orderings may be deemed to 
provide more reasonable upper bounds than others, which indicates that, in 
general, some consideration must be given to the way one labels the sample 
points. This issue will be discussed further in Chapter 5. 
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Table 2.3.1. 95% upper Buehler bounds for p and 1-p 
Order x^^^ bj(l) bj(2) bgd) b2(2) 
I 0 1 2 0.780 0.975 1.000 1.000 
II . 0 2 1 0.780 1.000 1.000 1.000 
I l l 1 0 2 0.974 0.975 0.974 1.000 
IV 1 2 0 0.974 1.000 0.974 0.975 
V 2 0 1 1.000 1.000 0.780 0.975 
VI 2 1 0 1.000 1.000 0.780 0.975 
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2.3.2. Buehler bounds for continuous distributions 
Let X be a vector of continuous random variables and assume that the 
continuous sample space is ordered according to the ordering function or 
statistic S(X). Then, the continuous analogue of Equation 2.3.1 is given 
by: 
b(S(x)) = b(s) = sup{H(0): F(s;e) > a) 
= sup H(e) 
0efi(s) 
where S(x) = s, F(s; 0 )  is the distribution function of S, and n(s) is the 
monotone (l-a)100% confidence region for e based on S. Clearly, the 
function b provides the upper Buehler bound procedure for a function of the 
parameters of a continuous distribution. The following theorem states the 
continuous analogues of the properties ascribed to upper Buehler bounds in 
the discrete case. Since the assertions that we make in this theorem can 
be established by arguments similar to those employed in the discrete case, 
a formal proof will not be provided. 
Theorem 2.3.5: Suppose an ordered partition of the sample space of a 
continuous random vector X is provided by the statistic S. Then, 
(a) b{s) 4b(s') whenever s < s'. 
(b) PROB{H{ 0 )  ^ b(S(X)) | 0 }  > 1-a for all e e 0 .  
(c) Suppose {d(s): s e S(^)} is any other family of (l-a)100% upper 
confidence bounds for H(e) based on S. If d(s) 4 d(s') whenever s < s', 
then b(s) 4 d(s) for all s e S(£). 
Let us now consider the following example: 
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EXAMPLE 2.4: (Sample Inspection by Variables) Suppose a sample of size 
n is drawn from a lot of some manufactured product for the purpose of 
deciding whether the lot is of acceptable quality. Assume that the quality 
of an item is characterized by a variable Y and an item is considered 
satisfactory if Y exceeds a given constant, say U. The probability of a 
defective or of an unsatisfactory item is then: p = PROB{Y 4 U}. 
Suppose we assume that the measurements Yj,Y2....»Y^ constitute a 
sample from N(y and an upper Buehler bound for p is to be constructed 
based on this sample. Since 
where $(x) = f (l//7TT)exp{-%t^}dt, this would be equivalent to bounding 
the parametric function H(u,a2) = (U-#)/G. Consider the ordering functions 
SjCy) = y and Sgty) =/rr(U-y)/ô = t . It was shown in Example 2.2 
that the monotone confidence regions corresponding to Sj are given by: 
o(y) = { (vi ,0%): n 4 y + z^_^ ja//n} 
while those corresponding to Sg are: 
n(t) = {(p,a2): Vl;/nh= > a} 
where h = (U-y)/a. Therefore, the upper Buehler bounds for H corresponding 
to Sj and Sg are, respectively: 
bj(y) = " for all y" 
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and 
bgft) = g(t)//n 
where 
g(t) = sup{ 5  : PROB{t^ _ j . g  4  t} > a } ,  
or g(t) = 6 iff t is the (l-a)% point of the t„ , „ distribution. 
n- i  J o 
2.4.  Optimal Simultaneous Confidence Bounds 
If a particular parametric function H is of interest, then we may 
construct optimal (l-a)100% upper confidence bounds for H by computing 
upper Buehler bounds: 
b(k) = sup{H( 9 ) :  0  e n (k)} (2.4.1) 
for finite sample spaces, and 
b(s) = sup{H(0): 0E n(s)} (2.4.2) 
for continuous sample spaces. 
Indeed, such bounds may be computed for any desired number of 
parametric functions by computing individual supremums over a common region 
of optimization and will clearly be simultaneous (l-a)100% confidence 
bounds. 
Such simultaneous bounds are optimal not only in the sense of being 
based on the optimal regions n(«) but also in the sense of being uniformly 
small est-possible among all similarly ordered bounds. We may therefore 
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conclude that optimal Buehler bounds possess this simultaneity property: 
they may be computed for as many different parametric functions as we might 
wish, and will be not only optimal in the Buehler sense, but also 
simultaneously (l-a)100% bounds. It may be noted that this assertion rests 
only on the fact that the monotone regions are (l-a)100% confidence 
regions, and not on their "inclusion" optimality as regions. The claim to 
optimality is based, rather, on our noticing that bounds for individual H's 
computed on the basis of Equations 2.4.1 or 2.4.2 happen to have the form 
of Buehler's bounds that claim "magnitude" optimality as scalars. 
28 
3. OPTIMAL CONDITIONAL CONFIDENCE BOUNDS 
3.1. Introductory 
In this chapter, we will employ the Bayesian notion that the parameter 
point e = is a value of a randomly distributed vector 
(to be denoted by W) over the parameter space 0. We also assume that the 
probability distribution over 0 (the prior distribution), or certain ones 
of its corresponding conditional distributions, are known. 
Suppose the random vector X belongs to the family of distributions 
parameterized by 0 in 0. In assuming a distribution over the parameter 
space, we also adopt the standard interpretation that X and W are jointly 
distributed over the cartesian space JE x 0 and that the distribution of X, 
or of any function of X, is to be thought of in the context of this joint 
distribution. This holds in particular for any scalar random variable Z 
induced by an ordering on the sample space of X. 
Consider now a real-valued measurable function H( e )  on 0  and let H(0) 
denote the range space of H. We assume the existence of a conditional 
kernel K^(z|h) such that the marginal distribution of Z is given by: 
where G^(') is the marginal distribution of H(W) induced by the 
distribution G(«) of W. We assume further the existence of conditional 
distributions Gj,(*) of W given h such that 
for all z 
H(0) 
( 3 . 1 . 1 )  
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where G^ = { 0  e 0:  H( 0 )  = h} and F(z | 8 )  is the conditional distribution 
o f  Z  g i v e n  W  =  0 .  
In what follows, the Buehler methodology is applied to these 
conditional distributions to obtain a system of conditional bounds, to be 
called H-conditional Buehler bounds, for the parametric function H, that 
are of the correct level, conditionally, and therefore also 
unconditionally, on given values h of H. As a preliminary step, the notion 
of conditional monotone regions is developed. We then establish that the 
Buehler bounds constructed with respect to the conditional distributions 
K^(z|h) are uniformly smaller than Buehler's bounds. A class of 
"restricted Bayes" upper bounds obtained with respect to the conditional 
distribution of H given Z also is presented, and a counterexample is 
provided which indicates that these restricted Bayes bounds are not in 
general comparable to either Buehler bounds or H-conditional Buehler 
bounds. 
3.2. Conditional Monotone Confidence Regions 
For a fixed labeling of the sample space, consider the following 
subsets of the range space, H(0), of the parametric function H: 
T^(z) = {h E H(0): K^(z|h) > (3.2.1) 
where 0 < a < 1 is fixed. In the rest of this section, we will establish 
that the sets {T^(z)J are conditional monotone (l-a)100% confidence 
regions, and therefore also (l-a)100% Bayes regions, for h e H(0); we will 
also establish a conditional analogue of the optimal property stated in 
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Theorem 2.2.2. 
The regions {T^(z)} form a sequence of nested nondecreasing sets. 
This monotonicity property readily follows from the monotone nondecreasing 
nature of K^(z h) for every fixed h. In particular, if the sample 
space is finite so that Z is a random index assuming values in the index 
set I ={1,2,...,N}, then we may write: 
T^(1)C T^(2)CR . . .  c  T^(N)  =  H (0) .  
Furthermore, we can define disjoint sets: 
t„(l) = T„(l) 
and 
tj^(n+l) = T^(n+1) - Tj^(n) 
for n=l,2,...,N-1, such that every h in H(0) belongs to exactly one of 
these sets. On the other hand, in the continuous case, with ordering 
function S($), for every h in H(0), there exists a z in S(S) such that h 
does not belong to T^(z) but belongs to Ty(z') for all z > z'. One 
may recall that similar properties were obtained for the monotone 
confidence regions m(z) defined in Chapter 2 and that these properties are 
derived from properties of distribution functions. 
The following theorem establishes that the regions {T^(z)} generate 
a family of conditional confidence regions for the parametric function H. 
Theorem 3.2.1; Suppose that 0 supports a prior distribution G, and 
let K^(z|h) and T^(z) be as defined in 3.1.1 and 3.2.1. Then, for any 
fixed ordering of the sample space. 
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fixed ordering of the sample space, 
dK^(z|h)^ 1-a for all h e H(0). 
fe: heT|^(z)} 
Proof; Suppose Z is discrete, and let h belong to H(0). Then, 
h e ty(n+l) for some n, and by the monotonicity of the sets T^(z), 
h e T^(z) iff z> n+1. Hence, 
J'dK,^(z|h) = JdK^(z|h) 
{ z: hET|^(z)} z>n+l 
= 1-K^(n|h) 
^ 1- a .  
The inequality is implied by the assumption that h does not belong to 
T|^(n), so that K^(n|h) 4 a. 
Now suppose Z is continuous. Then, for some z, h belongs to 
Ty(z') for all z' > z but does not belong to T^(z). It then 
follows that h is in the region T^(s) iff s > z. The conclusion is 
then established following the arguments used in the discrete case. Q.E.D. 
The next theorem is the conditional analogue of the optimal property 
stated in Theorem 2.2.2. 
Theorem 3.2.2: Suppose that 0 supports a prior distribution G, and 
let K|^(z| h) and T^(z) be as defined in (3.1.1) and (3.2.1). Further, for 
any fixed ordering of the sample space, let {T|^(z)} be the monotone family 
of (l-a)100% conditional confidence regions defined above. Also, let 
Dy(z) be any other family of similarly ordered conditional confidence 
r e g i o n s ;  i . e . ,  f o r  h e  H ( 0 ) ,  
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JdK^(z| h) > 1-a (3.2.2) 
{ z: hED^(z)} 
and D|^(z)C D^(z') whenever z < z'. Then T^(z)C D^(z) for all z. 
Proof: Suppose for some z we can find an he H(0) which belongs to 
T|^(z) but not to D|^(z). Since h is not in D^(z) and the sets are 
monotone increasing, 
J^dK^(s|h) 4^K^(s|h) 
{s: heD^(s)} s>z 
= 1-Ky(z|h) 
< 1- a» 
where the last inequality, due to the fact that h e Ty(z), contradicts 
3.2.2. Hence, there are no h's in H(0) that are in T^(z) but not in D^fz) 
and it follows that T^(z)(% D^(z) for all z. Q.E.D. 
Theorem 3.2.1 establishes that, under the joint probability 
distribution of X and W, the regions T^(z) are conditional (l-a)100% 
confidence regions for the values of the parametric function H, in the 
sense that, given H(0) = h, the random region T^(Z) covers h with 
probability^ 1-a. Theorem 3.2.2 establishes the fact that, among all 
procedures that generate similarly ordered conditional confidence regions 
for H, the regions Ty(z) are uniformly smallest. These regions will be 
referred to as H-conditional monotone regions. 
We end this section with an example. 
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EXAMPLE 3.1: Let and Xg be two independent binomial random 
variables. In particular, assume that X^ binomial(3,p^) and 
binomial(4,Pg). Let the parameter space be the set: 
0 = {(pj.pg): P|^ = 0.0,.25,.50,.75,1.0; k=l,2}. 
Assume that the distribution over 0 is the discrete uniform distribution 
with density: 
gtPl.Pg) = 1/25 
for all (pppg) in 0. Let H(P2,P2) = p^pg. The values of H and their 
corresponding parameter subsets 0^ are tabulated in Table 3.2.1. 
Table 3.2.2 exhibits a particular labeling of the 20 sample points in 
and the values of the conditional distribution function K^(z|h=.1875) 
under the given labeling. If a = .05, the values of this conditional 
distribution function indicate that h=.1875 belongs to the set ty(5)-t^(4); 
i.e., h=.1875 belongs to T^(z) for z ^ 5. Table 3.2.3 lists all distinct 
sets t^(z); note that these sets supply all the information required in 
determining which regions T^(z) include a particular h. 
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TABLE 3.2.1. The probability mass function of = p^pg 
h=PjP2 PROB{H = h} = {(p^.pg): PiP2=h} 
0.0000 
0 .0625  
0 .1250  
0  1875  
0 .2500  
0 .3750  
0 .5000  
0 .5625  












{(0 .0) , (0 ,0 .25) , (0 ,0 .50) , (0 ,0 .75) ,  
(0 ,1 ) , (0 .25 ,0) , (0 .50 ,0) , (0 .75 ,0) ,  
( 1 , 0 ) }  
{(0 .25 ,0 .25)}  
{ (0 .25 ,0 .50) , (0 .50 ,0 .25)}  
{ (0 .25 ,0 .75)  , (0 .75 ,0 .25)}  
{ (0 .25 ,1) , (1 ,0 .25) , (0 .50 ,0 .50)}  
{ (0 .50 ,0 .75) , (0 .75 ,0 .50)}  
{ (0 .50 ,1) , (1 ,0 .50)  }  
{ (0 .75 ,0 .75)  }  
{ (0 .75 ,1) , (1 ,0 .75)}  
{(1.1)} 
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TABLE 3.2.2 The conditional distribution function of Z given H = 0.1875 
2 K(z 10.1875) 
1 (0,0) .0040 
2 (0,1) .0187 
3 (1,0) .0419 
4 (1,1) .0816 
5 ( 0 . 2 )  .1278 
6 ( 2 , 0 )  .1952 
7 ( 1 , 2 )  .2540 
8 ( 2 , 1 )  .3449 
9 (2,2) .4037 
10 (0,3) .4915 
11 (3,0) .5588 
12 (1,3) .6496 
13 (3 1) .7375 
14 ( 2 , 3 )  .7771 
15 (3 2) .8233 
16 ( 3 . 3 )  .8380 
17 (0,4) .9052 
18 ( 1 , 4 )  .9727 
19 (2,4) .9959 
20 (3,4) 1.0000 
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3.3. H-conditional Buehler Bounds 
3.3.1. Obtaining H-conditiona1 Buehler bounds 
The H-conditional monotone region, T^(z), consists of a set of 
values belonging to the range space H(0) of the measurable parametric 
function H. Let us now apply the Buehler methodology to these regions by 
considering the function: 
c(z) = sup { h E H(0): K{z|h)> «} (3.3.1) 
= sup { h: h e T^(z)} . 
The function c may be said to generate a set of conditional upper bounds 
for the function H. Moreover, as the following theorem states, these upper 
bounds are the conditional analogues of the upper Buehler bounds presented 
in Chapter 2. 
Theorem 3.3.1; Let c(') be the function defined in Equation 3.3.1. 
Then, 
(a) c(z) ^c(z') whenever z < z'; 
(b) J'dKj^(s|h) ^ 1-a for all h e H( 0 ) ;  
c(s) ^ h 
(c) If d(«) is any other function of Z for which (a) and (b) also 
hold, then c(z) 4 d(z) for all z. 
The proof of this theorem is provided by arguments similar to those 
used in Theorems 2.3.1 through 2.3.3. 
To summarize, the function c generates a family of conditional 
(l-a)100% upper confidence bounds for the parametric function H that are 
uniformly smallest among similarly ordered conditional bounds. These 
bounds will be referred to as H-conditional Buehler upper bounds. 
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H-conditional Buehler lower bounds are analogously provided by the 
construction: 
a(z) = inf{h E H(0): K(z|h) > «} 
= inf{h: h e T^(z)} 
and have properties similar to those stated above for upper bounds. 
3.3.2. An optimality property 
The Buehler methodology applied in the context of monotone regions 
n(z) and the H-conditional monotone regions {T^(z)} provides us with 
two sets of upper bounds for a measurable parametric function H. The 
discussion in this section involves a comparison of the magnitudes of the 
two sets of bounds and addresses some issues that arise from such a 
comparison. The comparison is made between bounds that are obtained from 
the same ordering of the sample space. 
We first prove the following lemma: 
Lemma 3.3.2: Let z be fixed. Then, for every h e H(0) 0 T^(z), 
there exists a e in n(z) for which H(e) = h. 
Proof: Suppose that h belongs to H(e) 0 Ty(z). Then for such h, 
K^(z|h) = J F(z|0)dG^(0) 
®h 
> a, 
Hence, it cannot be true that F(z|0) 4a for all Be 0|^; i.e., there 
exists 0 for which H(0) = h and 0 belongs to n(z). Q.E.D. 
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The following theorem is an immediate consequence of Lemma 3.3.2 and 
establishes that the H-conditional bounds are uniformly smaller than the 
Buehler bounds. 
Theorem 3.3.3; Suppose that 0 supports a prior distribution G. 
Consider a fixed ordering of the sample space. Then, 
(a) If A(z) = {h: 3: 0 E n(z) with H(e) = h}, then T|^(z)C A(z) for 
all z. 
(b) If {b(z)} and {c(z)} are the (l-a)100% upper Buehler bounds and 
upper H-conditional Buehler bounds for H, respectively, then c(z) ^ b(z) 
for all z. 
Proof; (a) immediately follows from Lemma 3.3.2. To prove (b), note 
that the Buehler bound b(z) may be defined in terms of the set A(z) as 
follows ; 
b(z) = sup{ H(6): 0 e n(z)} 
= sup{h e A(z)}. 
The conclusion follows from the observation that the H-conditional Buehler 
upper bound, c(z), is the supremum of the subset T^(z) of A(z). Q.E.D. 
An i l lustration of this property follows. 
EXAMPLE 3.2; Let X = (X^^Xg) be the random vector of Example 3.1 with 
the parametric function H(0) and the prior distribution G(«) also as given 
there. Assume that the sample points are ordered as specified in Table 3.2.2. 
Table 3.3.1 lists all (p^pg) in 0, the value of H at each of these 
parameter points and the sets A(z) and T^(z) to which these values are 
assigned at a = 0.05. One can easily verify that the relationship 
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Table 3.3.1. Index value comparisons: F(z (p^.pg)) vs K(z p^pg) 
(pppg) h = PjPg z: (z) z: Ty(z) 
(0.0,0.0) .0000 1 1 
(0.0,.25) .0000 1 1 
(0.0,.50) .0000 1 1 
(0.0,.75) .0000 1 
(0.0,1.0) .0000 17 1 
(.25,0.0) .0000 1 1 
(.50,0.0) .0000 1 1 
(.75,0.0) .0000 1 
(1.0,0.0) .0000 11 1 
(.25,.25) .0625 1 1 
(.25,.50) .1250 2 2 
(.50,.25) .1250 2 2 
(.25,.75) .1875 5 4 
(.75,.25) .1875 3 4 
(.25,1.0) .2500 17 4 
(1.0,.25) .2500 11 4 
(.50,.50) .2500 3 4 
(.50,.75) .3750 5 5 
(.75,.50) .3750 4 5 
(.50,1.0) .5000 17 13 
(1.0,.50) .5000 11 13 
(.75,.75) .5625 8 8 
(.75,1.0) .7500 18 15 
(1.0,.75) .7500 13 15 
(1.0,1.0) 1.0000 20 20 
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Table 3.3.2. 95% upper Buehler and H-conditional Buehler bounds for p^pg 
z Buehler H-conditional 
b(z) c^(z) 
1 .0625 .0625 
2 .1250 .1250 
3 .2500 ,1250 
4 .3750 .2500 
5 .3750 .3750 
6 .3750 .3750 
7 .3750 3750 
8 .5625 .5625 
9 .5625 .5625 
10 .5625 .5625 
11 .5625 .5625 
12 .5625 .5625 
13 .7500 .5625 
14 .7500 .5625 
15 .7500 .7500 
16 .7500 .7500 
17 .7500 .7500 
18 .7500 .7500 
19 .7500 7500 
20 1.0000 1.0000 
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T ^ ( Z ) C A ( 2 )  holds for all z. In addition, Table 3 . 3 . 2  l ists the values 
of b(z) and c(z) and one may easily verify from the data that c(z) 4 b(z) 
for all z. 
In establishing that the H-conditional Buehler bounds are uniformly 
smaller than the Buehler bounds, we made use of the fact that T^(z) is 
a subset of A(z). This implies that if A(z)C T^(z) and hence, 
A(z) = T^(z), then the two bounds coincide. The following example 
il lustrates a sufficient condition under which this equality is obtained. 
EXAMPLE 3 . 3 :  Recall the sample inspection by variables problem, 
discussed in Example 2.4 of Chapter 2. In that problem, we showed that 
the monotone regions under the ordering function S(x) = (U-x)/a are: 
n (s) = {(;,o2): 4 s} > a} 
where h is a value of the parametric function H(p,a2) = (U-y)/a. Note 
that the distribution function of S depends on (y.a^) only through the 
values of the parametric function H. Hence, n(s) may be viewed as a 
collection of subsets 0^ with F(s|e) = a(h) > a for all 0 in 0^. 
Suppose 0|^ belongs to n (s). Then for such an h, o(h) > a implies: 
h 
Hence, A(s)CT^(s) for all s. 
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We formalize this notion in the following theorem. 
Theorem 3.3.4: If the distribution of the ordering function Z depends 
on only through the values of the parametric function H, then for any 
prior G over the parameter space, the Buehler bounds b(z) and the 
H-conditional bounds c(z) for the function H coincide. 
The proof of this theorem has been indicated in the example above. 
Another comment on H-conditional Buehler bounds is that the optimality 
property established in Theorem 3.3.3 holds, irrespective of the prior 
distribution assigned for the parameter space. This implies that one is 
assured of H-conditional Buehler bounds that are at least as good (with 
respect to magnitude) as the Buehler bounds for any prior that one chooses 
to assume for the parameter space. 
3.3.3. Restricted Bayes bounds 
The H-conditional Buehler upper bounds procedure is constructed within 
the framework of the joint distribution of X and the random vector W that 
takes values on the parameter space 0 via the conditional distribution of 
the ordering function Z given h in H(0). Now, suppose we consider an upper 
bound procedure based on the conditional distribution of W given Z which we 
define as follows: 
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Definition 3.3.4; dg(Z) is said to be a restricted (l-a)100% 
Bayes upper bound for the parametric function H provided: 
JdF^(8) > 
H(8)<dg(z) 
where is the conditional distribution of W given Z=z. 
This procedure for constructing upper bounds for the parametric 
function H may be viewed as an adaptation of the Bayesian's philosophy of 
constructing random bounds for a parametric function by conditioning on the 
values of the sample space. In this adaptation, we restrict the Bayes 
estimators for H to those that are functions of the ordering function Z; 
this provides a setting whereby the Buehler bounds b(z) and the restricted 
Bayes bounds dg(z) are constructed within the same cartesian product 
space, Z X H, induced on S x 0 by the ordering function Z and the 
parametric function H, so that it is possible to compare the magnitudes of 
the Buehler bounds obtained under the ordering provided by Z with those 
obtained by this restricted Bayesian procedure. 
As the following counterexample shows, unlike the H-conditional 
Buehler bounds, the restricted Bayes bounds are not necessarily smaller 
than the corresponding Buehler bounds. Neither are they thus necessarily 
smaller than the corresponding H-conditional Buehler bounds. 
EXAMPLE 3.4: Suppose 0  is a subset of the real line and that H( 0  )  =  e. 
Let b(z) and dg(z) be, respectively, the Buehler and restricted Bayes 
upper bound procedures for H. For this example, we will replace the 
measure-theoretic notation with simple probability statements and it is 
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assumed that the underlying distributions are well-defined in terms of 
measure theory requirements. Let us further assume that: 
(a) for all 0, PROB{H(W) > b{Z)|W=0} = ct 
and 
(b) for all z, PROB{H(W) < dg(Z)|Z=z} = 1- ct. 
Then, (a) implies that 
PROB{H{W) > b(Z)} = c (3.3.2) 
and (b) implies that 
PROB{H(W)< dg(Z)}=l-a. (3.3.3) 
Now, suppose dg(z) 4 b(z) for all z. We, then, may write: 
PROB{ H(W) < dg(Z)}+PROB{H(W) > b(Z)}+PROB{dg(Z) < H(W) < b(Z)} 
> 1 ! ! !  
where the strict inequality follows from Equations 3.3.2 and 3.3.3 
above. 
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4. EXISTENCE AND CONSTRUCTION OF BUEHLER BOUNDS 
4.1. The Question of Existence 
In the computation of Buehler bounds for a function H(0) of the 
parameters of the distribution function of a discrete random vector X, we 
seek the supremum or infimum of H over the region n(x) = = 
{ 0E0 : F(k;e)> a} where 1-a is the specified confidence level. Clearly, 
i f this set is empty, the Buehler bound for the sample point x is 
undefined. Since the regions o are order-dependent and a-dependent, this 
indicates that Buehler bounds may not exist for certain orderings of the 
sample space of X and for certain a values. 
Let f(x;0) denote the likelihood function of x. If f(x^^^;0') is 
greater than a for some 0 '  in 0, then obviously, F(x^^^;0') must be greater 
than a for all i  > 1. This establishes the following theorem: 
Theorem 4.1.1; Let {x^^^x^^^,... ,x^'^h denote a particular ordering 
of the sample space of a discrete random vector X. Then for this ordering, 
{l-a)100% upper and lower Buehler bounds for a parametric function H are 
d e f i n e d  f o r  a l l  x  i f f  f ( x ^ ^ ; 0 )  >  a  f o r  s o m e  0 .  
This theorem implies that orderings for which n(l) is empty need not 
be considered. In addition, i t implies that i f f(x;e) for all XcS and 
0 e0, then (l-a)100% upper and lower Buehler bounds cannot be constructed 
for all X. This establishes the following theorem. 
Theorem 4.1.2; (l-a)100% upper and lower Buehler bounds for a 
parametric function H are defined for all x i ff f(x;0) >a for some 
(x,0 ) e 36x0. 
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4.2. Some Simplifications in the Construction 
of Buehler Bounds 
In this section, the following definitions and notations will be 
useful: for a specified ordering of the sample space let 
h(k) = sup H(e), n(k) = {000: F(k; e)> «} 
0ef2(k) 
h'(k) = sup H(e), N'(k) = {BEG : F(k ; 0 )  =  « }  
0en '(k) 
h*(k) = sup H( 0 ) ,  S2*(k) =  { 0 e 0 :  F(k;e) ^ a}. 
0en*(k) 
Note that h(k) is simply the Buehler upper bound b{k) for H(0). The 
following properties follow directly from the definitions given above. 
Lemma 4.2.1; h*(k) = max{h(k) ,h'(k)}. 
Proof; By definition, n *(k) = n'(k) U n (k) and the conclusion 
immediately follows from this relationship. Q.E.D. 
Lemma 4.2.2; { n *(k); k=l,2,...,N} is a family of (l-a)100% 
c o n f i d e n c e  r e g i o n s  f o r  0 .  
Proof; This follows from the observation that for every k, 
fi*(k) o n(k). Q.E.D. 
Lemma 4.2.1 implies that i f h(k)=h'(k), then upper Buehler bounds for 
H(0) can be equivalently computed as h(k), h'(k), or h*(k). 
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4.2.1. Simplifications in the scalar case 
Let us initially consider the case where both X and 0 are scalar 
quantities and let F(k;e) with 0 E 0 denote the distribution function of X 
under a specified labeling of the sample space, under which Buehler bounds 
are defined for all x EÎ. For a fixed k, let 
0(k) = sup{0: F(k;0) > a} 
and 
0'(k) = sup{0: F(k;0) = a}. 
The following theorem is easily established: 
Theorem 4.2.3; Let F(k; 0 )  denote the distribution function of a 
discrete random variable X under a specified ordering of the sample space. 
Suppose k is fixed. 
(a) If F is decreasing in 0 and F(k;0) = a for some 0, then 
0(k) 4 0'(k). 
(b) If F is decreasing in 0 and F(k;0) = a for some 0 and i f H is a 
bounded, nondecreasing function on n*(k), then h(k) 4 h'(k). 
(c) If F is decreasing in 0 and F(k;0) = a for some 0 and i f H is 
bounded, nondecreasing and continuous on n*(k), then h(k) = h'(k). 
Part (c) of the above theorem provides sufficient conditions under 
which the upper Buehler bounds may be computed over the region 0'(k) in 
place of the region n(k). 
The following lemma will be useful in what follows. 
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Lemma 4.2.4: Suppose the density function f(x;0) of X has monotone 
l ikelihood ratio in x. Then, i f F(';8) is the distribution function of X 
with respect to the natural ordering: 
< Xg < ... < 
of the sample space, then F(x ; 0 )  is decreasing in 0  for all x. 
Proof: This fact is established in Lemma 2, Section 3.3 by Lehmann 
(1959). Q.E.D. 
Consider the following example. 
EXAMPLE 4.1: Let X binomial (n,p) and suppose upper Buehler bounds 
for p are desired. We establish that the simplification provided by 
Theorem 4.2.5 may be carried out under the natural ordering of the sample 
space of X for all a e (0,1). 
Proposition 4.1: Let binomial (n,p) and let F(k;p) denote the 
cumulative binomial distribution function. Then, for fixed k / n, the 
function F(k;p) is a one-to-one mapping of the parameter space 0 = [0,1] 
onto the interval [0,1]. 
Proof; For fixed k ^ n, F is a polynomial in p and, hence, is 
continuous on [0,1]. Furthermore, for all k / n, F(k;0) = 1 and F(k;l) = 
0. These two properties establish that F maps the parameter space onto 
[0,1]. Since the binomial density has monotone l ikelihood ratio in k. 
Lemma 4.2.4 implies that F is decreasing on (0,1). Furthermore, by direct 
differentiation, i t can be shown that for fixed k, the first derivative of 
F with respect to p is given by the expression: 
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. -(k+l)(;)pk(l.p)"-k-l C-^-l) 
is negative for all k / n, which establishes that F is strictly decreasing 
and hence is a one-to-one mapping. Q.E.D. 
This proposition implies that i f F is the binomial distribution 
function, then for all k /  n, F(k;p) =a has a unique solution for all 
a e (0,1). Hence, the hypothesis in Theorem 4.2.3 is satisfied and i t 
follows that for all k=n 
h(k) = sup{p: F(k;p) > «} = supCp: F(k;p) =«}. 
We next provide an i l lustration of how these sufficient conditions may 
be extended to the nonscalar case. 
4.2.2. Simplifications in the nonscalar case 
Consider the following example. 
EXAMPLE 4.2. Let X|^ (k=l,2,3) be independent binomial (n^^p^) random 
variables. Then f(x;p) = f(xj,X2,X2;p) is given by: 
i=l(x]) Pi^'qi-"i"^' .  Aj = l-Pj, 
and the parameter space 0  = {(p^,p2,p2):0 < P|^ 4 1, k=l,2,3} is a closed 
and bounded set. The N = sample points can be strictly ordered, 
and correspondingly distinctly labeled by {x^^^,x^^^,...,x^'^h, in N! 
different ways, and, for any one of these labelings, the cumulative 
distribution function of the ordered points x^^^ can be expressed as: 
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F(k;p) = 
For a fixed value of k (k=l,2,...,N), the function F is clearly a polynomial 
in p^.pg, and pg and hence is continuous on the parameter space. 
Suppose the sample points are distinctly labeled in such a way that 
the following two conditions are met: 
Condition 1. = (0,0,0) and = (npn2,n2). 
Condition 2. (Monotonicity Property) If x^ = (xii 'Xi2'*13) 
Xg = (*21'*22'*23) any two points for which x^^ ^ Xg^ for all i , then 
Xj precedes Xg in the ordered sample space. 
In the sense of Harris and Soms (1980a), such an ordering is a 
"monotone ordering of a finest-possible partition" of the sample space. 
Obviously, these two conditions do not determine a unique distinct labeling 
for JÊ. 
We now consider some further properties of the function F(k;0). 
Proposition 4.2; Suppose F is the cumulative distribution function 
of a distinct label ing,{x^^^ ,x^^^,... }, of the N possible sample 
points, that satisfies conditions 1 and 2. Then, for all k f N, 
&F(k;p)/apj < 0 for all j . 
Proof: Without loss of generality, we will show that the conclusion 
holds for j=3. For fixed k, let us define the following quantities: 
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Xj = max x^^j) 
j<k 
x,^ = max {Xp(j): (r,xp^"^\x,^^^)} 
'  j<k ^ ^ 
Xg^'S = max {Xq^j); (r.s.x,^"^^} 
3 j<k 3 ^ 
and the sets 
A(r,s) ={x: Xj=r, X2=s, 4 Xg^'^} 
where r=0,l, . . . ,XJ and s=0,l...• .XG*". Note that the sets A(r,s) are 
disjoint and every sample point x^^) for which j  ^  k is included in the 
union UU A(r,s). Therefore, for any p and k fN, we may write: 
F(k;p) = PROKX e UO A(r,s)| p} (4.2.3) 
= :  I  PROW Xi=r.X2=s.X3 < Xg^'S] p} 
= \  I  PROW Xj=r| pj} xPROK X2=s| P2}xPR0B{X3 < Xg^'Sj p^} 
Let g(P3) = PROB{ X3 4 x^'^'^lpj}. Then by equation 4.2.1, 9g(P3)/3P2 < 0 
for all Xg^*^ It then follows from (4.2.3) that the partial derivative of F 
with respect to p^ is negative. Q.E.D. 
This proposition implies that for fixed values of k, p^ and pg, 
F(k;(pj,p2,p3)) is a decreasing function of Pg. 
Proposition 4.3; Suppose F is the cumulative distribution function 
of a distinct labeling {x^^^ ,x^^^,... ,x^'^^} of the N possible sample 
points that satisfies conditions 1 and 2. Then for any fixed value of 
k ^ N, F(k;p) maps the parameter space onto [0,1]. 
Proof: Util izing the quantities defined in expressions 4.2.2 and 
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4.2.3, the function F(k;p), for fixed k, can be written as: 
F(k;p) = ^ s t PR0B{Xj=r|pj}xPR0B{X2=s|p2}xPR0B{X3=t|p3} (4.2.4) 
where t=0,l,...,X2^'^. Since X|^ is binomially distributed, 
r 0 if X f 0 
PROB{X^ = x|0} =\ 
^ L 1 if X = 0. 
Hence, for p = (CUO.pg), with p^ e [0,1] the product of probabilit ies 
in Equation 4.2.4 is nonzero i ff r=s=0, in which case conditions 1 and 2 
imply: 
F(k;(0,0,P3)) = PR0B{X3 < X3°'°|P3}. (4.2.5) 
Now F(k;p) is a polynomial in P3 and, hence, is continuous in P3. Hence, 
by Equation 4.2.5 and Proposition 4.1, F assumes all values on [0,1]. 
Q.E.D. 
This proposition establishes that the set 
0'(k) = {p: F(k;p) = «} 
is nonempty for all k / N and for all 0 < a< 1. 
Proposition 4.4: Suppose H is nondecreasing in each Pj. Then, for 
k ^ N, h(k)4 h' (k). 
Proof: Without loss of generality, let us assume that H is 
nondecreasing in P3. From Proposition 4.3, we know that, for fixed values 
of k, Pj^, and pg, F(k;(pj,p2,p3)) is strictly decreasing in P3. This 
property and the continuity property of F(k;p) in P3 imply that for every 
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p' = (p^'.pg'.pg') in î2(k), there exists a ô-neighborhood of p' which 
includes points in n'{k). In particular, i f F(k;{pj'.pg',P3')) > a, then 
F(l<;(Pj'fPg'»P3'+^ )) = a for some 6 > 0. Since H is nondecreasing in p^, 
i t follows that HfPi'.Pg'.Pg'^) > Hfpi'.pg'.pg') and hence that 
h(k) < h'(k). Q.E.D. 
Proposition 4.5; Suppose H is bounded and continuous on the parameter 
space and is nondecreasing in each Pj^. Then, h(k)=h'(k) for k=N. 
Proof: By the continuity property of F(k;p) on 0 ,  n *(k) is closed and 
bounded for all k = N; hence, the continuity of H(p) implies that h*(k) is 
achieved on n*(k). Let h*(k)= H(p*) and suppose that h(k) < h'(k). By 
Lemma 4.2.1, this implies that h'(k) = H(p*) and p* e n'(k). Hence for 
some n > 0, 
h'(k)-h(k) = H(p*)-h(k) = n 
Since H is continuous, there exists a neighborhood of p* such that for all 
p in this neighborhood, H(P*)-TI/2 4 H(p) 4 H(p*). In particular, since 
F(k;p) is also continuous, there exists p°in this neighborhood such that 
p° e n(k). But, 
h(k) = H(p* ) - n  < H(p*)-n/2 < H(p°) 
implies that h(k) cannot be the supremum of H on n(k). Hence, h(k)=h'(k). 
Q.E.D. 
Note that the relationships established in the above propositions hold 
only for k/^N. To see why this is so, observe that F(N;p) = 1 for all p. 
Hence, for a e (0,1), n'(N) is empty. In this case, h*(N)=h(N)=H(l,l, l) 
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for nondecreasing H. Also note that i f the function H is nonincreasing, 
then for the given labeling of sample points, we have the trivial result 
that h*(k)=h(k)=H(0,0,0) for all k. Clearly, the ordering specified is 
undesirable for nonincreasing H. 
The properties l isted below refer to the function F(k;0) for fixed k 
and will be useful in the discussion that follows. Note that these are the 
same properties that we appeal to in establishing the results of 
Propositions 4.4 and 4.5 above. 
Property 1. F(k; e )  is decreasing in 0^. for at least one j . 
Property 2. F(k;0) = a for some 0. 
Theorem 4.2.5: Consider, for fixed k, a cumulative l ikelihood 
function F(k;0) which satisfies properties 1 and 2. 
(a) Suppose H is bounded on n *{k) and H{0) is nondecreasing in 0j 
whenever F(k;0) is decreasing in 0j. Then h(k) ^ h'(k). 
(b) Suppose H is bounded on o*(k), H and F(k; 0 )  are continuous in a 
0j for which H is nondecreasing in 0j whenever F(k;0) is decreasing 
in 0j. Then h(k) = h'(k). 
Proof: Without loss of generality, let us assume that F(k; e )  is 
strictly decreasing in 0j. Then, following the arguments used to 
establish Proposition 4.4, we may conclude that h(k) 4 h'(k) if H is 
nondecreasing in 02» If, in addition, both H and F(k;e) are continuous 
in0 2, then we may conclude, as a generalization of Proposition 4.5, 




In the computation of Buehler bounds, one is faced with the initial 
task of ordering the sample space of a random vector X. In example 2.3, we 
i l lustrated how some orderings provide more reasonable bounds than others, 
indicating the need for care in the way one decides to order the sample 
space. 
If the problem at hand is one of improving a set of upper confidence 
bounds, say d(x) ,  that are provided by some other confidence procedure, 
and magnitude is the criterion for improvement, then one would order 
according to the magnitude of the initial bounds; i .e., x^ precedes Xg 
whenever d(xj) < dfxg). Theorem 2.3.3 then guarantees that, i f this 
ordering provides upper Buehler bounds, then the Buehler bounds will be 
uniformly smaller than the initial bounds. 
In some applications, a reasonable initial confidence procedure may be 
suggested by the problem at hand, and finding a suitable ordering would be 
tantamount to computing the bounds provided by this initial confidence 
procedure. Consider, for example, Buehler's recommended ordering for the 
problem of obtaining upper bounds for the function H(pj,p2,... .p^^), where 
the p^'s are the parameters of independent binomial variates X|^. The 
initial upper confidence bounds are obtained as follows: for the 
observation X = (xpX2,...,x^) let 
d(Xj,X2,...,x^) = maxiPjPg.-.Pj^: O4 p,^ 4 pfx^)} (5.1.1) 
where p(x^) is the (1-a upper confidence bound for Pj^ given by: 
p(Xk) = sup{p,^: PROB{X,^< ^Pk}= 1- (l-a)!/" (5.1.2) 
Note that these individual upper bounds are the Buehler bounds for the 
individual parameters P|^ based on the "natural" ordering of the sample 
space (0,1,...,n^} of X|^. These upper bounds will be shown to be the 
smallest possible Buehler upper bounds for Pj^ for the given confidence 
level. The choice of {d(x)} as initial upper confidence bounds for H is 
therefore intuitively appealing from the point of view of bounding a 
function which is monotone increasing in each argument by computing its 
value at the small est-possible upper bounds of the individual arguments. 
As a general rule, one would want the smaller upper bounds to 
correspond to sample points that are assigned large probability by those 
parameter points which make the function H small; similarly, one would want 
the larger upper bounds to correspond to sample points that are assigned 
large probability by the parameter points that make H large. This 
indicates that any ordering rule must take into account (i) the nature of 
the parametric function H and (i i) the nature of the likelihood function of 
the random vector in consideration. The l ikelihood function determines the 
nature of the distribution function of the ordered sample space, which in 
turn determines the nature of the monotone regions. 
Recall, for example. Table 2.3.1 of Example 2.3, which shows that, for 
the function Hj(p) = p, we would prefer the upper bounds provided by 
the natural order of the sample space since this set of bounds provides the 
smallest possible bounds among all possible orderings. Note further that 
the monotone regions associated with this ordering (see Table 2.2.1) are 
nested in the direction of increasing values of p and, hence, in the 
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direction of increasing values of the function Hj. Since Hj is increasing 
in p, this property of the monotone regions would lead to reasonable upper 
bounds for on the other hand, this natural ordering leads to the 
undesirable identical upper bounds {1,1.1}, for the function Hgtp) = 1-p 
which is decreasing in p. 
In this chapter, we exhibit a condition under which an optimal class 
of orderings, or a single optimal ordering, may be identified in the case 
of monotone l ikelihood ratio families. We also provide a weaker sort of 
"sequentially optimizing" ordering for the general f inite case. Finally, 
we point out that parametric functions which express the reliability of 
monotone systems share, with the product function, the property that a 
reasonable "initial" confidence procedure can be made to furnish an 
ordering. 
5.2. Optimal Ordering 
5.2.1. Optimality for monotone l ikelihood ratio families 
In what follows, we assume that the random variable X is scalar and 
takes values in a finite sample space = {x^.Xg,...,/^} with: 
< Xg ^ # # m < X|^ # 
We also assume that the parameter space 0 is a subset of the real l ine. 
Definition 5.2.1: The probability mass function f(x;e) of X is said 
to have monotone l ikelihood ratio in x i f x' < x" implies that the ratio of 
l ikelihood functions: 
f ( x " ; 9 )  
fix' ;0 ) 
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is nondecreasing in e. 
Definition 5.2.2; Let 
8 = {b(xj),b(x2),...,b(xj^)} 
and 
B' ={b'(Xj),b'(X2 b'(x^)} 
be two systems of (l- a )100% upper confidence bounds for 0 .  Let 
'^1 = '^2 = * '  '  = 
and 
be, respectively, the elements of B and B' ordered by magnitude. Then B is 
said to dominate B' i f b. < b'. for all i . 1 == 1 
Naturally, one would prefer not to use a system of upper bounds that 
is dominated by another system. 
Definition 5.2.3; A sample space ordering 0 corresponding to a system 
of upper confidence bounds B = {b(xj),b(x2)....»b(xj^)} is one that 
corresponds to the magnitudes {bj,b2,... ,b|^}. 
For example, i f N = 4 and 
b(x^) < b(Xj) = bfxg) < bfxg) 
then 0  = (x^,xj,x2,x2) is a sample space ordering corresponding to B. 
Note that 0 '  =  (x^,X2.XpX2) is also a sample space ordering corresponding 
to B. This i l lustrates that i f some of the upper bounds are equal, then we 
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have an equivalence class of orderings corresponding to system 8. 
Consider the problem of constructing upper Buehler bounds for a 
real-valued parameter e of a discrete distribution having monotone 
l ikelihood ratio. We now derive an optimal class of orderings for this 
probl em. 
For a specified pair (x^.xj) of points in the sample space, with 
< Xj, define: 
j  = sup {8: f(x^;0) = f(Xj;G)} 
If f(x^;0) = ffXjie) for at least one e, then e . j is the last point at 
which the curves f(x^;0) and f(Xj;e) intersect. Since f(x;0) has monotone 
l ikelihood ratio, i t follows that: 
f( X j  ; e )  ^ f(Xj;e) if e < e-
and (5.2.1) 
f(x.; e )  < ffXjie) if 0  > 
Note that i f f(x^ ; 0 )  f f(xj;0) for all 0 ,  then i t must be true that 
f(Xj;0) > f(x^;0) for all 0. 
Theorem 5.2.4; Suppose f(x;0) has monotone l ikelihood ratio in x. 
Let (Xj,Xj) be any pair of sample points for which x. < Xj and f(x^;0) = 
f(Xj;0) for some 0. Suppose that for a system B of (l-a)100% upper 
confidence bounds for 0, an ordering 0 corresponding to B places Xj before 
x^. Let B* be a Buehler system for 0. Also, let B** be a Buehler system 
of upper bounds for an ordering 0' derived from 0 by interchanging the 
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positions of x^. and Xj. If f(x^;^j) >a» then B** dominates B*. 
Proof; Let {bj*,b2*,... and {bj**,b2**,... 
denote the upper Buehler bounds ordered by magnitude in B* and B**, 
respectively. Suppose Xj is in the kth position and x. is in the mth 
position (k < m) with respect to ordering 0- Then, 
b^* = b"!** for 1 < k and 1 ^ m. 
We now show that for k 4 1 < m, b^** 4 b-j*. Let x be a point in any one 
of these positions. Then the distribution function at x under 0 and 0' 
are, respectively: 
F^(x; e )  = G( 0 )  +  f( X j ; 0 )  
and 
F^'(x;0) = G(0) + f(x^;0) 
where G(0) is the sum of the likelihood functions of sample points that 
are in position 1 through k-1 and k+1 through 1. Hence, for k 4I ^m 
b^* = sup { 0  :  F O ( x ;0) >  a} 
and 
b^** = sup {0 : FO'(x;0) > a} .  
Since f(x^. ;0^j)> a, it follows that F^(x; 0.j) > a and F^x;0^.j)> a. 
Hence, both b^* and b^** must be greater than or equal to 0^.j. 
Furthermore, (5.2.1) implies that: 
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F^(x; ) > F^'{x; ) for e >  0 ^ ^  
and i t follows that b^** 4 b^*. Q.E.D. 
The following corollaries are immediate consequences of Theorem 5.2.4. 
They establish that Buehler upper bounds for the parameter of a discrete 
distribution that has monotone l ikelihood ratio obtained under certain 
classes of orderings will dominate those obtained under orderings outside 
these optimal classes. 
Corollary 5.2.5: Suppose f(x;0) has monotone l ikelihood ratio in x. 
Let (x^,xj) be two sample points for which x^ < Xj and f(x.;0) = f(Xj;0) 
for at least one 0. Suppose f(x^.;0^.j) > a. Then, the orderings that 
order pairs (Xj,Xj) satisfying these properties in the natural way form a 
complete class. 
Corollary 5.2.6: Suppose f(x;0) has monotone l ikelihood ratio in x. 
If f(x.;0. .) > a for all pairs (x. ,x.) for which x. < x. and f(x.;©) = I • J '  U 'J ' 
f(Xj;0) for at least one 0 ,  then the set of natural orderings form a 
complete class. 
Since the binomial density has monotone l ikelihood ratio, if a is such 
that f(x^-;Pjj) > a for all pairs (x^.xj) then. Corollary 5.2.6 establishes 
that the quantities: 
u(k) = sup {p: PROB {X 4 k|p} = a } 
for k=0,l,...,n are the small est-possible (l-a)100% upper Buehler bounds 
for the binomial parameter p. Furthermore, 
1 (k) = inf {(1-p): PROB {X < k|p} = a } 
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for k=0,l,...,n provides the largest-possible (l-a)100% lower Buehler 
bounds for p. 
In the next section, we propose a generally applicable ordering 
suggested by and specializing to the optimal natural ordering for 
exponential families, which guarantees a certain weaker sequential type of 
optimality. 
5.2.2. A sequentially optimizing ordering 
A reasonable requirement to impose in obtaining upper Buehler bounds 
for a parametric function H is that, to the extent that i t is possible, the 
upper bounds b(x^^^) should be as small as possible for all x^^^. To 
ensure that this is true for i  = 1, we would want to minimize the function: 
Pj(x) = sup{H(e): f(x ; 0 )  >  a }  
where f(x;0) is the likelihood function of the random vector X, over the 
sample space 3C= {x^.xgj...»Xj^}. Suppose x = y^ solves this minimization 
problem. Then to find the second small est-possible upper bound for H given 
that y^ is the first point in the ordering, we would minimize the function: 
P2(x) = sup(H(e): ftyiiQ) + f(x;e) > a} 
over the set J6-y^. Let yg denote a solution to this minimization problem. 
To find the ith smallest-possible Buehler upper bound, we proceed 
sequentially, as follows: given that yi.yg.'. '.yj.i provide the first, 
second,... ,(i-l)st small est-possible Buehler upper bounds for H, the ith 
small est-possible Buehler upper bound is obtained by minimizing the 
function: 
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p. (x) = sup{H(e): f(yj;8) + f(x;e) > a} 
over the set 
By construction, the ordering of the sample space provided by this 
sequential procedure has = y^ and provides a set of smallest-possible 
Buehler upper bounds for each i . 
5.3. Confidence Bounds for Reliability Functions 
of Monotone Systems 
5.3.1. Background 
Consider a system with n components where each of the components 
assumes two states: a functioning state or a failed state. Let p. denote 
the probability that the ith component is in its functioning state. If the 
system has monotonie structure, then its reliability function, to be 
denoted by H(pj^,p2,... .p^), is nondecreasing in each p^. 
Suppose that for component k, nj^ independent bernoulli trials are 
observed and X|^ successes are recorded. If data for each component are 
independently obtained, then the observations (x^,x2,...,x^) are values of 
the random vector X = (Xj,X2,... ,X^) the Xj^'s are independent binomial 
(n^^p^) random variables. 
For various kinds of systems, many researchers have proposed different 
ordering functions. A natural choice would be a point estimator for H(p). 
For the reliability function of a series system, for example, the maximum 
likelihood estimator H(p) = ? (x^/n^) and certain modifications of i t 
have been suggested. However, most of the results have been geared towards 
obtaining procedures which have the Buehler optimality property 
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asymptotically but not necessarily for any fixed sample size. Easterling's 
(1972) modified maximum likelihood method and Madansky's (1965) 
l inearization method provide an i l lustration of this approach. Epstein 
(1967) considered the problem of confidence sets for the product of two 






and concluded that the second was preferable to the f irst, since the 
partition of the sample space induced by the second is finer than that 
induced by the first. 
In what follows, we present a confidence procedure for the reliability 
function of monotone systems. The procedure is based on binomial attribute 
data collected from l ife tests on the components of the system and we will 
establish that i t is optimal in a certain class. 
5.3.2. A confidence procedure for the reliability function 
of monotone systems 
A reasonable set of easily computed (l-a)100% upper confidence bounds 
for the reliability function H of a monotone system is provided by the 
construction: 
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«KxpXg,... .x^) = max{H(p): _P|^ 4 P|^ 4 P|^) (5.3.1) 
where [P|^,IP|^] is a (l-a)^^" two-sided confidence interval for Pj^. 
Since H is nondecreasing in each argument, i ts maximum over a 
cartesian product of intervals [pj^.'pi^] is attained at the upper bounds P|^ 
of each argument. Hence, upper bounds for H would be small in magnitude i f 
the upper bounds P|^ are small. Consider the class of confidence 
procedures for H that util ize functions of the form defined in (5.3.1). 
Then, for a specified confidence level, those procedures which use 
one-sided upper intervals [O,'p] for each parameter would provide upper 
bounds for H that are smaller than those obtained under procedures that use 
two-sided intervals. Now, suppose the Buehler upper bounds for P|^; 
b(x,^) = sup{pk: PROB{Xk ^ x,^|P|^} = 1-(1-ot)^' '"} 
are employed in the construction defined by the function d('). Since these 
individual Buehler upper bounds are optimally shortest, the upper bounds 
for H provided by d would then have the appealing property that they are 
smallest among all upper bounds for H obtained over cartesian product 
regions [p|^I" the sense of Pavlov (1977a and 1977b), these 
bounds are locally optimal and admissible. On the basis of these 
properties and the ease of computation, these upper bounds would be our 
recommendation for ordering the sample space for upper Buehler bound 
construction. 
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6. EVENT TREES 
6.1. Introductory 
Buehler's "initial" bounds for the reliability function of a series 
system and the bounds for the reliability function of monotone systems we 
presented in Section 5.3 exploit the fact that in both cases, the maximum 
of the reliability function over a cartesian product region is achieved at 
the upper bounds of the individual arguments; i .e., 
max{ H(p2^,P2,...,Pp)t _p^ = P^ i~l,2,...,n} = H,"P2,..«,p^). 
Pavlov (1980) provides sufficient conditions under which the same type of 
computation may be made for functions H that are quasi-convex whose 
arguments are parameters of logarithmically convex distributions. 
In this chapter, a class of functions is presented for which i t is 
generally less clear how a reasonable set of initial bounds that provide an 
ordering of the sample space is to be constructed. We then establish an 
algorithm that shows that, for a certain subclass of such functions 
maximization over a cartesian product region is attained at a vertex point 
of the region; i.e., the function is maximized at lower and upper bounds of 
the arguments of the function. In this connection, i t will be useful to 
work with "event tree" representations of systems and the notion of an 
"F-event tree". This property is exploited to obtain a confidence bound 
procedure for the probability of F-tree events that is optimal for a 
particular class of confidence procedures. If Buehler bounds for the 
function are desired, the bounds provided by this optimal procedure would 
be our recommended initial bounds for ordering the sample space. 
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6.2. Event Trees 
A time-inclusive representation of a system in terms of the elementary 
events that contribute to system success is the event tree (Wong, 1984). 
Alternative representations are provided by the interrelated constructs of 
fault trees and circuit diagrams (Barlow and Lambert, 1975). At any rate, 
the tree provides a useful structure for the analysis of the probability of 
occurrence of a composite event of interest, through its inclusion of all 
events that contribute to this composite event. 
Event trees are conveniently portrayed in terms of the nodes, arcs and 
branches of a f inite directed topological tree, as defined in graph theory 
(Even, 1973). In the context of this discussion, direction is provided by 
the elapsing of time, each node represents a component of the system (more 
properly: the util ization of a component), each arc designates a component 
state and each branch (i.e., a directed path from the "initial" node of the 
tree to a "terminal" node of the tree) traces out a basic event. It will 
be useful to label an arc with the (conditional) probability of the 
component util ization outcome i t represents; the probability of a basic 
event, say p(E), will then be the product of the (conditional) 
probabilit ies along the corresponding branch. 
An example of an event tree and some of the terminology associated 
with i t is given in Figure 6.2.1. Figure 6.2.1 also implicitly defines the 
notions of "initial" node and "terminal" node and the "level" of a node. 
These terms are formally defined below: 
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Node Level 
A B C D E 
Figure 6.2.1. An event tree with six components 
Notes: 1. Node 1 is the initial node. 
2. Nodes 3, 4, 5, and 6 are terminal nodes. 
3. Node levels are numbered starting with 0 for the last level. 
4. The probability of basic event B is the product of ach. 
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Definition 6.2.1; Node A is called the initial node of an event tree 
if there exists a (directed) path from node A to every node of the tree. 
Definition 6.2.2: Node A is a terminal node of an event tree if there 
is no (directed) path from node A to any other node of the tree. 
Definition 6.2.3; The length of the path from node A to node B is the 
number of arcs in the path. 
This definition implies that the length of a branch is the number of 
arcs from the initial node of the tree to the terminal node of the branch. 
Definition 6.2.4; The level of node A is given by N-i, where N is the 
maximum length of the branches of the tree and i  is the length of the path 
from the initial node of the tree to node A. 
Thus, the level of the initial node is N, and there is at least one 
terminal node of level 0. 
Suppose we distinguish between only two states: a component either 
functions or fails. The event tree, without the arc labels, for such a 
system is sometimes referred to as a binary tree (Horowitz and Sahni, 
1978). An example of a binary tree with seven nodes is shown in Figure 
6 . 2 . 2 .  
For binary event trees, let us denote the (conditional) component 
util ization outcome probabilit ies by: 
P|^ = probability that the kth component util ization is successful, 
given the history of component util izations, successes and 
failures corresponding to the sequence of arcs leading from the 
initial node to node k 
and 
Figure 6.2.2. An F-event tree il lustration 
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\ = l-p^, k=l,2,,..,n, 
where n is the number of component utilizations (i.e., the number of nodes) 
of the event tree. 
Since the basic events are disjoint, the probability of a composite 
event is simply the sum of the probabilities of the basic events of which 
it is the union. Let p = (Pj,P2>....P^) be the vector of (conditional) 
probabilities defined above and let H(p) denote the probability of a 
composite event. Let us now consider the following maximization problem: 
max{H(p): peQ} = max H(p) (6.2.1) 
Q 
n 
where Q = Q|^, = { P|^: Pk4 and Pk lower and 
upper bounds for Pj^, k=l,2,...,n. 
In general, it will not be true that the optimal value of H(p) is 
attained at a point, say p°, for which P|^ is either or p^ for all k. 
Consider, for example, the event tree in Figure 6.2.3. If nodes 2 and 3 
represent the same component and if pg = pg (i.e., for both utilizations 
of the component, the (conditional) utilization outcome probabilities are 
the same), then the probability of occurrence of events B or D is given by 
H(p) = p^qg + q^Pg. Suppose Qj^ = [0,1] for each k. Then H(p) attains its 
maximum at p° = (1/2,1/2). 
In the next section, we present a subclass of functions H(* ) suggested 
by S. Fahrenholtz, for which it is always true that the solution to the 
maximization problem stated above in Equation 6.2.1 is attained at a point 
p° whose arguments are either the upper or lower bounds for each Pj^ as 
specified in the set Q|^. 
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Figure 6.2.3. An event tree that is not an F-event tree 
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6.3. Bounding the Probability of an F-event 
6.3.1. Definitions and notations 
Consider a system whose event tree representation is a binary tree. 
The event tree for such a system will be referred to as an F-event tree iff 
each (conditional) utilization outcome probability appears exactly once. 
By this definition, the event tree exhibited in Figure 6.2.2 is an F-event 
trees; on the other hand, the event tree exhibited in Figure 6.2.3 is not 
an F-event tree. Any union of basic events in an F-event tree will be 
referred to as an F-event. 
Since the probability of a basic event is the product of (conditional) 
utilization outcome probabilities on its associated branch, and since every 
branch contains only one node from each level, each factor in this product 
is associated with a different level, with each level between the initial 
node and the terminal node of the branch, inclusive, contributing a factor 
to the product. In addition, every factor that appears in the product 
appears only once, and the probability of an F-event is multilinear since 
it is the sum of such products. 
Let H(p) denote the probability of an F-event where p is the vector of 
(conditional) utilization outcomes of the components of the F-event tree. 
The rest of this section will be devoted to establishing an algorithmic 
solution to the maximization problem defined in Equation 6.2.1 when the 
objective function H is the probability of an F-event. 
To i l lustrate what is entailed in solving this maximization problem, 
the following example is given. 
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EXAMPLE 6.1: Let H(p) = p^pgq^ + q^PgPg. Since Q is the cartesian 
product of the intervals Qj^, the values assumed by each Pj^ in the 
region Q do not depend on the values assumed by the other arguments. This 
is in contrast to the situation where, for example, Q={(P2,P2): Pi+P2^^1^ 
in which case the possible values of p^ depend on the value of Pg and 
vice-versa. One implication of the lack of dependence of the Q^'s is that 
the maximization of H(p) over Q is equivalent to the maximization of H(p) 
over Q'=QjXQ2xQ2xQ^xQg. Next, note that the maximizing values of q^ and 
Pg, both of which are associated with terminal nodes, do not depend on the 
values of the factors that precede them; i.e., their maximizing values 
do not depend on the values of the state probabilities of the nodes that 
are on levels 2 and 3. Consider now the iterative evaluation: 
max H(p) = max max H(p) (6.3.1) 
Q' Q'-q(O) 
where = Q^xQg. In view of the above remark concerning Pg and q^, and 
since q^ and pg appear in separate terms, we may write, for all 
( P l » P 2 > P 3 )  T Q j X Q g x Q j ,  
max H(p) = max max H(p) 
q(0) ^4 ^6 
= max max H(p) 
Q6 Q4 
= PIP2(1-P4) + QiPsPg (6.3.2) 
Substituting Equation 6.3.1 into Equation 6.3.2, we may write, with 
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max H(p) = max p,p„(l-p.) + cup.p. 
Q' Q'-QJ ^ ^ ^ °  
= max max p^p^fl-p^) + q^P;^ . 
"i p(i) 
Again, since Pg and Pg both belong to level 1 and hence appear in 
separate terms, we have: 
max PiP2(l-24) + ^iPa^e " ^ax PiPgfl-P*) + 
q(o) "2 "3 
= max^max p^pptl-p^) + q^p^ 
= PiP2(l-P4) + qi?3?6-
Finally, note that 
PlP2(l-P4) + qiPsPe = Pi P2(l-l4) - P3P6 + P3P6 
which implies that the value of p^, say pj, that maximizes H(p) is given by: 
,?! if P'2(l-P4)  ^P3P6 
PÎ = 
otherwise. 
Thus H is maximized at interval endpoints and the proper choice of endpoint 
is iteratively determined. These features are systematically exploited in 
the algorithm discussed in the remainder of this section. 
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The following notations will be helpful: for a specified event E of an 
F-event tree, let 
•tr(k) = product of (conditional) component utilization outcome 
probabilities from the initial node to node k; 
n(s^) = product of (conditional) component utilization outcome 
probabilities of nodes that follow the functioning state of node k; 
n(f^) = product of (conditional) component utilization outcome 
probabilities of nodes that follow the failed state of node k; 
E(k) = probability of all basic events in event E that involve node k; 
E'(k) = probability of all basic events in event E that do not involve 
node k. (6.3.3) 
6.3.2. An algorithm for bounding the probability of an F-event 
Using the above notations, the probability of an F-event can be 
represented by the decomposition: 
H(p) = E(k) + E'(k) (6.3.4) 
and E(k) can be expressed as: 
n(k){p^(Sk) if both P|^ and appear in H 
n(k)p^n(Sk) if only P|^ appears in H 
n(k)q^m(f^) if only qj^ appears in H. (6.3.5) 
Expressions 6.3.4 and 6.3.5 clearly establish the following: 
Property 6.3.1: Pj^ and qj^ appear only in E(k) and both appear as 
shown in expression 6.3.6. 
Property 6.3.2; None of the arguments in n(s^) and n(f^) appear in 
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E'(k) or n(k) and any p. or q. is a factor in only one of m(k), mfsr) 
J J ^ 
or n(f^). 
Property 6.3.3: The arguments Pj corresponding to nodes that are on 
the same level of the event tree as node k appear only in E'(k). 
In what follows, we will assume that the following condition is met: 
Condition 1; If k is a terminal node, then only one of its states 
occurs in an event. 
This is a reasonable condition to impose because if both states of a 
terminal node occur, then expressions 6.3.4 and 6.3.5 above imply: 
H(p) = E'(k) + Tr(k)P|^ + Tr(k)q|^ 
= E'{k) + Tr(k), 
which indicates that node k is not relevant to event E since both Pj^ 
and q|^ do not appear in H(p). 
We also note that due to the cartesian product nature of Q, the 
maximization of H(p) over Q is equivalent to the maximization of H{p) over 
the cartesian product Q' of Q^'s that correspond to the p^'s that 
actually appear in H(p). 
We next establish a series of theorems and corollaries that provide 
the algorithmic solution to the problem of maximizing the probability of an 
F-event over a cartesian product Q*. 
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Theorem 6.3.4; Let k be a terminal node of an F-event tree. Then, 
max H(p) = max E'(k) + n(k)p.* 
Q' Q'-Qk 
where 
r^i, if Pu appears in H (6.3.6) 
Pk* 1 
^l-£k If appears in H. 
Proof; Condition 1 implies that E(k) is either n(k)p^ or nfkjq^. 
In either case, by Property 6.3.1 and the cartesian product nature of Q', 
the value of Pj^ that maximizes H over Q' is the value of P|^ that maximizes 
H over Q|^ which is exactly the quantity defined in expression 6.3.6 above. 
Q.E.D. 
The following corollary is implied by Theorem 6.3.4 and Property 6.3.3 
and establishes that the maximizing values of probabilities associated with 
terminal nodes are obtained independently of each other and of nonterminal 
nodes and are attained at the endpoints of the intervals Q|^. 
Corollary 6.3.5: Let be the cartesian product of the Q^'s 
corresponding to terminal nodes of an F-event tree. Let p^ be the vector 
of all pu's corresponding to nonterminal nodes appearing in event E and 
let Pg be the vector of all pu's corresponding to the terminal nodes 
appearing in event E. Then, 
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max H(p) = max max H(p»,pp) 
Q..g(0) q(0) 
= max H(p^^p°) 
Q'-qfo) 
where Pg is the vector of maximizing values defined in expression.6.3.6. 
In what follows, the following decomposition of the vector of 
probabilities p will be helpful: 
P = (PK.PFT.PS) 
where p^^ is the vector of probabilities that appear in either ir(k) or E'(k) 
and Pg is the vector of probabilities that appear in either w(s^) 
or w(f^). We next show that the value of Pj^ that maximizes H are obtained 
independently of the values of the vector p^ and depends on the vector Pg 
only through its maximizing value. 
Theorem 6.3.6; Let k be a nonterminal node. Then, 
max H(p) = max max max H(pK,p»,Pn) 
OA Qk OB 
= max max H(pL,p.,p%) 
"a "k 
where Pg is the value of Pg that maximizes H. 
Proof: We consider three cases. 
Case 1. Suppose only Pj^ appears in H. Then, 
H(p) = E' (k) + IT(k)P|^Tr(s,^). 
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By Property 6.3.2, the maximizing value of the linear product n(s^) is 
obtained independently of the values of the pu's in E'(k) and n(k). Now 
w(s^) is the product of factors p^ or 1-p. for which p. belongs to p^; 
hence, the maximizing value of n(s^) is attained at some.pg; i.e.: 
max H(p) = max max max E'(k) + Tr(k)p. ir(S|,) 
Q' QA Qk QB 
= max max E'(k) + n(k)p.n°(s.) (6.3.7) 
OA Qk 
Case 2. Suppose only appears in H. Then, using the same arguments 
as above, we may write: 
max H{p) = max max max E'(k) + n(k)q.w(fk) 
OA Qk QB 
= max max E'(k) + n(k)q.n°(f.). (6.3.8) 
"A % 
Case 3. Suppose both P|^ and qj^ appear in H. Then, 
H(p) = E'(k) + Tr(k){p,^iT(S|^) + q^nCf^)} 
- E'(k) + n(k){p^{n(s^) - ir(f|^)} + Tr(f|^)} 
Property 6.2.3 implies that the values of n(s^) and n(f^) that maximize 
H are obtained independently of the values of Pj^ and Py^ and are attained 
at some p^; hence, we may write, 
max H(p) = max max max E'(k) + n (k){p. { n (sr)-n(f.)} +T7(f^)} 
Q' % \ % 
= max max E'(k) + m(k){p.{n°(Sk)-n°(f.)} +iT°(f^)} (6.3.9) 
QA Qk k k k k 
Q.E.D. 
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Corollary 6.3.7; The maximum value of H over the cartesian product Q' 
is attained at a point p" = (p^,p%,...,p°) for which pg is either 2% o)" ?i<* 
Proof: If k is a terminal node, then Theorem 6.3.4 establishes the 
result. Suppose k is a nonterminal node. Then, Equations 6.3.7 through 
6.3.9 in the proof of Theorem 6.3.6 above imply that: 
(i ) if only pj^ appears in H, then p^ = 
(ii) if only qj^ appears in H, then p^ = j&k* 
(i i i) if both P|^ and qj^ appear in H then. 
Q.E.D. 
We can summarize the algorithmic procedure as follows: 
(1) Begin by obtaining maximizing values of pu's corresponding to 
terminal nodes. 
(2) Find the maximizing values of all p^'s corresponding to nodes 
on level r before proceeding to pu's corresponding to nodes on level 
(3) For each p^, the maximizing value is determined by (i), (ii) 




6.4. Some Generalizations Concerning 
Event Tree Probability Functions 
6.4.1. Characterizing the probability of an F-event 
The essential features of the probability H(p) of an F-event may be 
summarized as follows: 
(1) H is defined on a cartesian product » 
(2) H is multilinear in its arguments Pj^. 
(3) It is possible to arrange the arguments in a sequence, say 
p(l),p(2),,.,,p(k)^ ^ ^p(n)^ such that the iterative maximization of this 
multilinear function over Q creates a conditional maximization for the 
argument p^^^ that can be carried out independently of the "prior" 
arguments p^^^ through and that depends on the arguments 
through p^"^ only through their maximizing values. 
(4) H attains its maximum at a vertex of Q. 
One may give up (2) and still have the important property (3), except 
that (4) will no longer necessarily obtain. Also, it is equally true that 
one can lose the critical property (3) yet keep (2) and (4). The 
reliability function of a k-out-of-n system is an example of such a 
function. 
A function that satisfies the properties enumerated in (1) through (4) 
above will be referred to as an F-function . If H is an F-function, 
property 4 implies that the maximization problem: 
max{H(p): p,^ 4 P|^ ^ "p^, k=l,2,...,n} 
is equivalent to the discrete maximization problem 
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max{H(p): Pj^e {_P|^.P|^h k=l,2,...,n }. 
In other words, one may view the region of optimization as the set of 2" 
points {Pj,P2.....P^) for which p. is either p^ or for i  = l,2,...,n. 
Each one of these 2" points may be associated with a cartesian product 
region with sides: 
Pj 1 Pi 1 1 if Pj = P-i (6.4.1) 
0 4 Pi 4 Pi if Pi = Pi-
Hence, this maximization problem may also be interpreted as finding the 
region belonging to the set of 2" cartesian product regions, say P(k), 
whose sides are either C£i »1] or [O.'Pj] that minimizes: 
max{H(p): pe P(k)} for k=l,2,...,2". 
To verify that this interpretation is valid note that if H attains its 
maximum value over Q at for the argument p^ and P(k) includes the side 
[O.p".] instead of [pu,!], then the maximum of H over P(k) will be larger 
than the optimal solution. Similarly, if H attains its maximum value over 
Q at p^ for the argument Pi and P(k) includes the side [^i,1] instead of 
[0,^i], then the maximum of H over P(k) will be larger than the optimal 
solution. 
6.4.2. Restricted maximization for event tree probability functions 
Suppose that the utilization outcome probabilities of an event tree 
are not all distinct; i.e., the probabilities associated with two or more 
nodes of the event tree are equal. If the event E involves nodes that have 
the same utilization outcome probabilities then, the problem of bounding 
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H(p) over a cartesian product Q may be expressed as: 
maximize H(p) (6.4.2) 
subject to: some pu's are equal 
p e Q. 
Hence, the algorithm established in Section 6.3 does not provide a solution 
to this maximization problem. 
However, as pointed out by S. Fahrenholtz, if one proceeds to use the 
algorithm and ignores the equality constraint, this would provide a 
solution to the unrestricted version of the programming problem stated in 
(6.4.2) above, and hence an upper bound for its optimal objective function. 
6.4.3. Extended F-event trees 
We now introduce the notion of an extended F-event tree. Suppose the 
components of a system can assume more than two states. Then, for each 
component utilization, we have a vector Pj^ = (P^i '  * *'^km ^ 
(conditional) component utilization outcome probabilities. Here, m|^ is 
the number of states that the component at node k can assume, P|^j is the 
(conditional) utilization outcome probability that state j occurs at node k 
and = 1 for all k. The event tree for such a system will be referred 
to as an extended F-event tree iff each pj^^. appears exactly once. 
If E is an event of an extended F-event tree, then the probability of 
event E can be expressed as: 
H(p) = E'(k) + Tr(k) jGiPkjn(Skj) 
where E'(k) and m(k) are the quantities defined in (6.2.5), n(s^j) is the 
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product of all (conditional) component utilization outcome probabilities of 
nodes that are involved in event E and that follow Pj^j in the tree, and 
I is the index set of all states of node k that occur in event E. 
The following theorem is the analogue of Theorems 6.3.4 and 6.3.6 as 
applied to extended F-event trees and may be established in a manner 
similar to the proofs of the latter two theorems. 
Theorem 6.4.2: Let Q be the cartesian product of regions Qj^ for which 
P|^ e Q|^, k=l,2,...,n. Let H be the probability of an event E of an extended 
F-event tree. Then, 
max H(p) = max max E'(k) + n(k) ^ Pbin°(su.) 
Q Q-Qk Qk ^ ^ 
where n°(s^j) is the value of n(s^j) that maximizes H. 
Now consider the conditional maximization over Qj^. Clearly, the value 
of P|^ that maximizes H can be obtained independently of the values of the 
arguments that appear in E'(k) and ir(k). Hence, the solution to this 
conditional maximization problem is provided by the solution to the 
programming problem: 
max i^n°(Skj)Pkj 
subject to: z Pj^j = 1 
Pkj ^ » j»2,... ,m|^. 
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6.5. Upper Confidence Bounds for 
the Probability of an F-event 
Suppose we wish to construct upper Buehler bounds for the probability 
H(p) of an F-event based on independent binomial samples, say (n^^x^) with 
X|^ denoting the number of "successes" in nj^ bernoulli trials, from each 
of the n component utilizations (i.e., each of the n nodes) of the event 
tree. To provide a reasonable ordering of the sample points, note that the 
algorithmic procedure for bounding H presented in Section 6.3 implies that 
if l(k) and u(k) are (1-a)^^" lower and upper confidence bounds, 
respectively, then the function: 
d(xj,x2,...,x^) = max{H(p): Pj^ = {1 (k) ,u(k)}; k=l,2,...,n} (6.5.1) 
generates a family of (l-a)100% upper confidence bounds for H(p). We 
verify this claim as follows: 
Consider the collection of the 2" cartesian product regions P(j) 
whose sides are either [l(k),l] or [0,u(k)]. Clearly, for any j, the region 
P(j) is a (l-a)100% confidence region for the vector p = (Pj,P2».••»Pp) 
and hence, 
max{H(p): p e P(j)} (6.5.2) 
is a (l-a)100% upper confidence bound for H(p). Now recall from Section 
6.4.1 that the expression in (6.5.1) is simply the max{H(p): p e P(j*)} 
where P(j*) is the region that minimizes (6.5.2). This not only implies 
that d(x) provides a system of (l-a)100% upper confidence bounds for H(p) 
but also implies that among upper bounds for H(p) defined by Equation 
(6.5.2), d(x) provides the smallest such upper bound. 
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Now suppose the lower and upper bounds l(k) and u(k) are chosen such 
that: 
l(k) = inf{l-Pk: PROB{X,^< x^lp^} = 
and 
u(k) = sup( P|^: PR0B{X,^4 x^lp^} = l-(l-a)^^"} 
for k=l,2,...,n. We established in Section 5.2.1 that these individual 
bounds have the appealing property that they are the largest possible lower 
bounds and the smallest possible upper bounds of the correct confidence 
level for each of the p^'s. Hence, if these are the values of the bounds 
used in defining the function d(xj,x2»....x^) in expression 6.5.1, the 
upper bounds for H(p) obtained in such a fashion are appealing in the sense 
tfiat they are as small as possible with respect to each of the individual 
arguments. Furthermore, they are optimal in the sense that they provide 
the smallest upper bounds for H(p) among all upper confidence bounds 
procedures for H(p) that involves maximization over a cartesian product of 
individual confidence intervals for the pu's. The ordering provided by 
these initial bounds would then be our recommendation for the construction 
of Buehler bounds. 
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7. TWO-SIDED CONFIDENCE BOUNDS 
7.1. Introductory 
Let us now consider the problem of constructing two-sided confidence 
intervals for functions H(0) of the parameter space of a family of 
distributions. In general, two functions of the sample space of a random 
vector X, say 1 (x) and u(x), generate a system of two-sided (l-a)100% 
confidence intervals for H(0) provided: 
PR0B{1(X) < H(e) 4 u(X)|e} ^ 1-a for all e e 0 .  
In this chapter, we present two methods of constructing two-sided 
bounds for functions of parameters of discrete distributions for which both 
lower and upper bounds are Buehler bounds. We then apply these methods to 
the problem of obtaining two-sided bounds for the probability of an 
F-event. 
7.2. Two-Sided Buehler Bounds 
7.2.1. Two-sided bounds from two different orderings 
Let A and B represent two different orderings or labelings of a finite 
sample space. Denote by F(*;0) and G(«;0) the cumulative distribution 
functions of the sample points under the labelings A and B, respectively. 
If the sample point x is the ith point under labeling A, then a (l-aj)100% 
lower Buehler bound for H(0) is provided by the function: 
l(x) = l(i) = inf{H(0): F(i;0) > a^}. (7.2.1) 
On the other hand, if the sample point x is the jth point under the 
labeling B, then a (l-OgjlOO# upper Buehler bound for H(e) is provided 
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by the function: 
u(x) = u(j) = sup{H{e): G(j;8) > a^}. (7.2.2) 
In the following theorem, we provide an elementary proof that establishes 
that these individual bounds provide a (l-a^-OgjlOOX two-sided confidence 
interval for H(0). 
Theorem 7.2.1: Consider any two distinct labelings of a finite sample 
space $ and let !(•) and u(*) be lower and upper Buehler bounds for H(6) as 
defined in expressions 7.2.1 and 7.2.2 above. Then, 
PR0B{1 (X) < H(0) < u(X) l e }  > l-oj-og for all e  e 0 .  . .  
Proof: Consider the sets 
L(x) = {0 : 1(x) 4 H(0)} 
and 
U(x) = {0 : u(x) ^ H(0 )}. 
By the definition of l(x) and u(x), we then have: 
PROB{ 0 E L(x) |0} = PR0B{1 (X) < H(0) |0} 
and 
PROB{ 0  e U ( x ) | 0 }  = PROB{H( 0 )  < u(X)| 0 }  
which imply that: 
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PROB {8 {: L(X) |0} < c% 
and 
PROB{ 0  / U(X)|e} < «2-
Hence, 
PR0B{1(X) < H( 0 )  < u( x ) | e }  = PROB{ 0  e L(X)n U(X) | 0 }  
=  1  - PROB{ 0  i L(X)jn U(X) | 0 }  
= 1 - PROB {0/ L(X) or 0 / U(X)|0} 
^ 1- «J- a2' 
Q.E.D. 
The lower and upper bounds for H provided by this procedure are 
individually uniformly shortest under the specified orderings. In general, 
the Buehler methodology is suitable for constructing one-sided intervals 
since an ordering that Is optimal for upper bounds usually is undesirable 
for lower bounds and vice-versa. Two-sided intervals that are obtained by 
putting together individual lower and upper Buehler bounds obtained under 
different orderings will not be nested in any regular fashion and, in 
general, will not be uniformly shortest in the sense that the individual 
bounds are. 
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7.2.2. Two-sided bounds from a single labeling 
Consider a fixed labeling, say A, of a finite sample space and 
suppose X is the ith point in the labeled sample space. Define 
l '(x) = T(i) = inf{H(0); ?(i;0) > 
where F(i;6) = 1 - F(i; 0 ) .  Note that the function F( » ; 0 )  may be viewed as 
the distribution function of the sample points under a labeling that 
reverses the order of the sample points induced under labeling A; hence, 
1'(x) is a (l-a^jlOO# lower confidence Buehler bound procedure for 
H(0). 
If for the same labeling A, we obtain upper Buehler bounds 
u'(x) = u'(i) = sup{H(0): F(i;0) > og), 
then it follows that 
PR0B{1'(X) < H(0) 4 u'(X)|0} > l-aj-ct2 for all 0 e 0 .  
Suppose the parametric function H is monotone and an optimal ordering 
for the construction of upper Buehler bounds is provided, say by the 
lexicographic construction of Chapter 5. Then, since H is monotone, one 
may heuristically argue that an ordering that reverses the optimal order 
with respect to upper bounds would provide an optimal ordering for the 
construction of lower Buehler bounds so that the single-labeling procedure 
for two-sided intervals would be advantageous in this case. This 
observation is particularly useful when X and 0 are both scalar and X has 
monotone likelihood ratio. In this case, we showed in Chapter 5 that the 
natural ordering of the sample space would provide the shortest upper 
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Buehler bounds fore or any nondecreasing functions of 8. Using arguments 
similar to those used to establish this fact, we can show that the reverse 
ordering of the sample space provides the largest lower Buehler bounds for 
0 or any nondecreasing function of e. 
Suppose one desires a minimum-length (l-a)100% confidence interval for 
H(0) that is constructed on the basis of lower and upper Buehler bounds. 
Then one could do so by choosing and «g that minimizes Ll(x)-L(x) subject 
to aj+a2=a. This minimization procedure may be applied to both the single 
and dual methods described above. 
7.3. Two-Sided Bounds for the Probability of an F-event 
In Section 6.5, we obtained a system of upper confidence bounds for 
the probability H(p) of an F-event which may be summarized in the following 
two-step procedure: to construct a (1 -0^)100% upper confidence bound 
for H(Pj,P2>....Pp) given the sample point (xj.xg...•.x^) 
(i) construct individual lower and upper bounds for each P|^ via the 
functions: 
1(X|^) = suptl-p^: Ffx^iPk) = (7.3.1) 
= inf{p,^: Ffx^iPk) = 1-
and 
u(x^) = sup{p|^: F(X|^;P|^) = (7.3.2) 
where F(';p^) is the distribution function of a binomial (n^^p^) random 
variable, and 
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(11) evaluate the expression: 
d(xj,X2,....Xj^) = max{H(p): P|^= 1 (X|^),u(X|^), k=l,2,...,n}. 
From the remarks made in Section 6.5, we may infer that (l-a)100% 
upper bounds for H obtained by maximizing H over a cartesian region whose 
sides are sequentially chosen at random from one-sided (l-a)^/"lOO% 
interval (either [0,u(x^)] or [l(x^),l]) for each Pj^ are uniformly shorter 
than upper bounds obtained by maximizing H over a cartesian region whose 
sides are two-sided (l-a)^/"lOO% intervals for Pj^. 
Clearly, a similar procedure may be used to obtain a family of (l-og) 
100% lower confidence bounds for H(p) via the function: 
c(x) = min[H(p): P|^ = 1 (Xj^),u(Xj^), k=l,2,...,n)} 
with 1 (x) and u(x) being (Inag)^^" lower and upper Buehler bounds for Pj^. 
It then follows that a system of two-sided (l-o^-agjlOOX confidence 
intervals for H(p) is provided by the lower and upper bounds c(x) and d(x). 
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