In the absence of explicit queries, an alternative is to try to infer users' interests from implicit feedback signals, such as clickstreams or eye tracking. The interests, formulated as an implicit query, can then be used in further searches. We formulate this task as a probabilistic model, which can be interpreted as a kind of transfer or meta-learning. The probabilistic model is demonstrated to outperform an earlier kernel-based method in a small-scale information retrieval task.
Introduction
The classic problem in information retrieval (IR) is to rank a set of documents according to the user's current interest, with the documents most relevant for the user ranked among the first. The same theme recurs currently in other applications of machine learning such as recommender systems. Current IR systems rely mostly on explicit, typed queries to perform the ranking.
The main problem in this traditional IR scenario is that it is difficult even for experienced users to formulate good textual queries (Turpin & Scholer, 2006) , and therefore user's interest needs to be inferred partly from other sources. A straightforward way is to collect explicit feedback, that is, the user labels some of the documents relevant or irrelevant for her interests. Giving explicit feedback is however laborious. It would be ideal if the IR system would be able to unobtrusively collect and use implicit feedback to infer the interest of the user while she works and use this information to improve the quality of the search results. We call this task proactive information retrieval.
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Several forms of implicit feedback, such as clickstream data, time spent during reading, and amount of scrolling and exit behaviour, have been used with some success (Kelly & Teevan, 2003; Claypool et al., 2001; Fox et al., 2005; Joachims et al., 2005; Joachims & Radlinski, 2007) . While these sources of feedback are often readily available, they offer only limited information of users' interests.
Gaze patterns are a promising source of information about the attention of the user, and hence of implicit feedback. They have been used for information retrieval in two papers (Puolamäki et al., 2005; Hardoon et al., 2007) . In the latter, eye tracking-based feedback improved information retrieval performance in an experiment where no explicit queries were available, and everything was inferred from the eye movements and the texts. The setup was slightly different from standard IR. The users saw sets of ten simplified (Wikipedia) documents, about half of which were relevant to a topic given to them beforehand, while the remaining documents were of other randomly selected topics. Based on the gaze pattern, an implicit query was constructed and used to rank unseen documents. The results were significantly better than random rankings.
We extend these results in two ways. First, we will use the eye tracking-based feedback in a more realistic IR scenario. Instead of randomly sampled documents, the user is shown a ranked list of top-5 results, and the task of the system is to improve the ranking of the yet unseen documents. Second, we will improve on the methodology. In (Hardoon et al., 2007) we introduced a two-stage prediction algorithm ("SVM model" in the following), where the latter stage was an SVM which classified new documents into relevant and irrelevant, given a parameter vector that consists of a weight for each word. The parameter vector was inferred with a regressor which had been trained to predict the weight of a word based on the eye movement pattern on the word. The problem with this method is that learning of the regressor requires a ground truth which is tricky. In the earlier paper we used the parameter vector of an SVM taught to classify the relevant and irrelevant documents in the off-line learning stage, based on their textual content. This is intuitively a sensible strategy, and the experimental results validated it, but the choice is unlikely to be optimal.
In this paper, we introduce a probabilistic model for inferring relevance of the documents. Incorporating both of the two stages, inference of the relevance of a new document and inference of the implicit query, into a single generative model solves rigorously the problem of getting the ground truth and the learning procedure will be optimal for the task, given our modeling assumptions. The method indeed outperforms the earlier one (Hardoon et al., 2007) .
Learning of the probabilistic model is related to transfer learning and meta-learning. The implicit query is expressed in the model as latent variables shared within each search task. The central task is to learn an implicit query for a topic unseen in the original training phase, which translates to transfer learning. The eye movements from which the implicit query is inferred can be considered as meta-data for the documents.
We test the method in an experimental scenario designed to closely resemble a real information retrieval setup. The user makes a query within a restricted Wikipedia corpus located in our customized Wikipedia server. A search engine then ranks the top-10 documents for this query, and the first five are shown sequentially to the user using a web browser. The browser has been modified to record and transmit the eye movement measurements to the Wikipedia server. We rank the remaining 5 documents by our eye movement-based model and aggregate the new and the original ranking to produce an ordering for the remaining 5 documents. Average precision in the re-ranked 5 documents was used as the goodness criterion.
Our method, once trained, consists only of a linear discriminator applied to term-specific gaze and term features. Therefore, the method can be applied efficiently in linear time whenever the eye tracking data is available.
The Information Retrieval Task
The usual approach in IR is to rank the documents based on their match to a textual query (Baeza-Yates & Ribeiro-Neto, 1999) . In our setup the user types in a textual query that reflects her interest but is typically an incomplete description. Then the search engine shows her the top-ranked documents. The eye movements of the user are measured while she reads the documents presented sequentially in the ranked order. Our objective is to use the gaze patterns to improve the ranking of the yet unseen documents. These documents are consequently shown to the user in an order modified using the implicit query inferred from the gaze patterns. In doing so the relevant documents are hopefully shown to the user earlier, that is, the average precision of the search result is improved.
Okapi BM25 Ranking Function
A widely used ranking function is given by Okapi BM25 (Robertson & Walker, 1994; Robertson & Zaragoza, 2007) , which is also used as a baseline method throughout this paper. Okapi BM25 ranks the documents given a textual query q that is a set of terms. Our approach is independent of the actual ranking function, however; indeed, in this work, we could replace Okapi BM25 with any information retrieval system that outputs a ranking of documents for a given query.
Consider a document collection C where each document d = {tf t } t∈V in the collection is a vector of term frequencies, where tf t is the frequency of term t in the document and V is the vocabulary. For ad hoc retrieval the BM25 weighting function can be expressed as
where df t is the document frequency of term t, dl is the document length and avdl is the average document length across the collection. The k 1 and b are free parameters which we for the purposes of this paper fix to k 1 = 1.2 and b = 0.75, as suggested by Robertson and Walker (1999) . The documents are ranked according to the sum of the weights of the terms in query q:
Metasearch
We have at our disposal a separate and independent ranking system, described in detail in Section 3, that ranks the yet unseen documents based on the gaze patterns of the users. In effect, we have two rankings: the ranking derived from the textual query and given by the Okapi BM25 ranking function described in Section 2.1, and the ranking derived from the gaze patterns.
The problem of combining multiple search engine rankings into one is known as metasearch and it has been studied extensively during the past years (see, for example, Cohen et al., 1998; Aslam & Montague, 2001) . Because in this work we aim for simplicity and robustness, we use a straightforward linear combination of rankings. Another reason for this choice is that we want our approach to work also with a "black box" search engine which only gives us a ranking of the documents, without any probability of relevance associated with the documents.
In more detail, let r BM 25 (d) and r EY E (d) be the ranks of the document d given by the Okapi BM25 ranking function and the eye movement model, respectively. We re-rank the yet unseen documents using score(d) defined by
with the document having the smallest score(d) ranked first. Here γ is a constant between zero and one.
Learning to Learn: A Probabilistic Model
In this section we introduce a probabilistic model that can be used to infer the ranking of yet unseen documents for a new and unknown query, given how the user has viewed a set of documents. In practice, the viewed documents are the highest-ranked documents for a given unknown query, and the inferred ranking is used to modify the order in which the further documents are presented.
Probabilistic Model
The available data is a collection of documents, encoded as TFIDF vectors d, where the component corresponding to term t is
For the viewed documents we additionally have eye movement features. The feature vector e it contains feature values for term t in document i. There are two types of features: eye movement features that are computed from the eye movement pattern over the term, and textual features that depend only on the term and its location in the document. The features are described in Section 4.3.
In the model, the relevancy r of a document is assumed to depend on the TFIDF vector d of the document and a search task specific query vector w. Our main assumption is that the importance of a certain term for a search query depends only on the way the term is viewed, not on the meaning of the term. This allows us to learn global parameters α and β, which are common for all search tasks, for the mapping from the features e to the term's weights w t . The model is illustrated in Figure 1 . The query vector w of a search task is a vector in R |V | , where |V | is the number of terms in the vocabulary. The entries in the query vector can be interpreted as the relative importance of the terms for the query. We assume that the entries in the query vector are normally distributed, with the mean depending on the eye movement features during the search task. We further assume that the mapping from the eye movements to the query weights is universal in the sense that the parameters of the mapping depend neither on the search task nor on the specific term.
The query weight w qt for term t in the search task q depends on the viewed documents (in our experiments top-k with k = 5) in the search task, denoted by D q , and on all term features in the search task, denoted collectively by E q . We assume that the dependency is linear,
where the indicator variable I it = 1 if term t is viewed in document i, and 0 otherwise. If a term appears in the document but is not viewed only the textual features have non-zero values. If a word t does not appear in document i, the term's features are set to zero: e it = 0. The two regression coefficient vectors β and β , for viewed and unviewed terms, respectively, are common for all tasks. For notational simplicity we denote both of these parameters by β in the following.
For the probability of relevance r of a document in a search task q we assume the functional form of logistic regression. The probability is assumed to be a sigmoidal function of the dot product of the document TFIDF vector d and the query vector w q ,
The parameter α is common for all tasks.
We assume availability of a collection of background tasks for learning. Each background task is a search session where we know the relevances of the displayed documents, and have observed users' eye movements. The background tasks are used to learn the shared parameters.
The hyperparameters of the model, α and β on which the transfer learning is based, are estimated by maximizing the posterior from which all other parameters have been marginalized out. The logarithm of the marginalized posterior to be maximized is
where q(i) is the index of the background task during which document i was shown, D BG is the set of all topk documents in background tasks, and log p(β|κ) = −κ/2β T β is a Gaussian prior for β. We assume a uniform prior for α. In the last step, the integral is approximated for computational reasons by a point estimate evaluated at the modeŵ of p(w q(i) |E q(i) , β); the entries of the mode arê
Here |D q | = k is the number of viewed documents (top-k documents) in the search task q.
The learned values of the hyperparameters α and β are used to transfer knowledge from the old tasks to a new one. For the new task, we observe only eye movements on a small number of documents; we do not know the relevances of the documents as in the learning phase. The best prediction of relevance would result by integrating over the potential query vectors, but for computational reasons we again estimate the integral by the mode of p(w q(i) |E q(i) , β). The mode can be interpreted as the estimated query vector w new , estimated using the equation (6), where the sum now is over the documents in the new task.
The ultimate goal is to find documents which are relevant to the new query. We rank the test set of unseen documents according to the probabilities (5) computed using w new .
SVM Model
The probabilistic model was motivated by the model (denoted by "SVM model") of Hardoon et al. (2007) ; we compared our model with the linear variant of the SVM model that performed almost as well as the best one in the original paper.
The main difference between our probabilistic model and the SVM model is that we have a full generative framework for all observations. A useful consequence of this is that we have a principled way for generating the search task specific implicit query w from the termspecific eye movements patterns. In the SVM model this step was somewhat ad hoc; the ground truth was obtained by classifying relevant vs. irrelevant documents in the training data. The regressor then tried to predict the SVM discriminator weights from eye tracking data. There is no guarantee that the discriminator weights used by the SVM are optimal, or even always good, targets taking into account uncertainties stemming from the noisy eye movements.
Note that in this paper we used fairly simple computational approximations for generating the task-specific implicit queries w. The fact that the results are still good gives the model further support; if necessary, more accurate approximations can be developed later.
Connection to Transfer Learning and Meta-Learning
In our problem we need to learn to learn an implicit query from the text of the document and gaze pattern. This needs to be done for search topics unseen in the training phase. Each search topic has a hidden representation that we have to learn, namely the query vector w. We have additionally introduced hyperparameters, namely the α and β, that are shared across all search tasks. The shared parameters contain information that is needed to learn the search task-specific query vector.
Our modeling assumption is that there exists information in the gaze pattern that is independent of the actual semantic content of the words and of the specific query. We encode independence of the specific query by introducing the parameters α and β that are shared across the search tasks. Independence of the semantic content is achieved by constructing the model so that the query vector w depends only on text and eye movement features associated with a specific term, but not on the semantic content of the terms. In other words, the model is invariant with respect to any permutation of term labels.
The learning process, described in Section 3.1, can be interpreted to have two phases: in the first phase the parameters α and β that are shared across all search tasks are learned using several background search tasks. In the second "on-line" phase a search taskspecific query vector w (for a previously unseen search task) is estimated using the shared parameters.
Our problem is related to transfer learning and metalearning (Thrun, 1996; Baxter, 2004; Caruana, 1997; Ando & Zhang, 2005; Thrun, 1998; Pratt & Thrun, 1997; Vilalta & Drissi, 2002; Giraud-Carrier et al., 2004) . Transfer learning and meta learning utilize data from other "similar" learning tasks and from multiple applications of the learning system. For example, learning to recognize objects in cartoons might help to recognize objects in photographs (Elidan et al., 2006) ; or in our case, learning to infer query vectors in search tasks helps in learning a query vector in a yet unseen search task. We can think that in our case the inductive bias extracted is parametrized by α and β and fixed when these parameters are learned. When we observe a new search task we can then use the information coded in α and β to learn the task-specific query vector w that can finally be used to predict the relevance of a given document.
Experiments
We conducted small scale eye tracking experiments to validate the proposed model. The experiments were designed to simulate the common case where some keywords are available but they are not a sufficient description of the interests.
Search Tasks
We constructed 13 search tasks for text documents (see Table 1 ). The search tasks were chosen prior to doing any experiments. The criteria for selecting the search tasks were that there should be several relevant documents for each task and, furthermore, that the original query should also suggest irrelevant documents. That is, there should be irrelevant documents which are ranked quite high. This is why the search terms were purposefully ambiguous.
For example, in search task number 3 the task was to find information about "ancient Rome." The user would be instructed to find documents that would tell about ancient Rome. The textual search query, forced by us, was "Rome." As a result, the search results included articles also, for example, of modern Rome. Our purpose was to see whether the gaze pattern could be used to infer a new query. Intuitively, the query vector w inferred from the eye movements could include with positive weight terms related to ancient Rome, such as "ancient", "Caesar" and "Carthage"; and possibly with negative weight terms related to the modern times, such as "airport" or "president".
The document corpus consisted of articles downloaded from Wikipedia. Only the lead section of the documents before the first section header was shown to the user and used in the experiments. For each search task, we selected 10 documents having the highest BM25 score.
Experimental Procedure
There were three participants in the experiments, one female and two males. The test subjects were voluntary under and post-graduate researchers (the authors were not included).
The participants were asked to search for documents of a given topic using a web search engine. They were advised to act as if they were collecting the relevant documents of the topic for later reading, that is, they were supposed to stop reading the document once they had determined whether the document was relevant. Each task was started by clicking a search button which submitted the pre-entered search term to a custom server. British Royal Navy navy 13
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Our search engine did not return a list of the most relevant documents as search engines usually do. Instead, it returned the most relevant document directly. In the bottom of each document there were two links which were used for marking the document as either relevant or not relevant. Clicking one of these links retrieved the next document. All other links were removed from the documents. The search engine returned the documents in the order determined by the BM25 algorithm. Each search session included 10 documents. After finishing one session the test subject was automatically given a topic and search terms for the next task.
The relevance judgements given by the users were used as ground truth during the training phase of the model. In testing phase they were used to validate the results.
During the search tasks the users' eye movements were recorded with a Tobii 1750 eye tracker. Tobii tracks gaze location by measuring the reflection pattern on the cornea of eye. It does not require wearing a helmet or a headrest. The users were sitting 60 cm away from a 17 inch computer screen. The system was calibrated once in the beginning of the experiment.
Term Features
The eye tracker and the browser recorded the sequence of fixations; it was then transmitted to the Wikipedia document server when the user clicked any link. A part of the gaze trajectory was considered a fixation if the gaze stayed inside a 30 pixel square (about 0.6 visual angle) for more than 100 ms. Fixations that appeared outside the bounding boxes of vocabulary words were ignored. The vocabulary consisted of stemmed words, with stop words removed. The size of the vocabulary was 3030 words.
For each term t, we extracted 19 eye movement features and 3 text features, denoted collectively by e t . We used the same eye movement features, such as number of fixations, absolute, relative and mean fixation durations, used by Hardoon et al. (2007) as well.
The 3 text features were independent of the actual search task; they are the number of characters in the word, the relative position of the word in the document, and the inverse document frequency of the word.
Combination of Textual and Eye Movement Based Searches
We show that a simple combination of our eye movement-based ranking and a ranking by a state-ofthe-art textual IR algorithm has higher precision than the textual search alone. For the textual search we use BM25, a well-known bag-of-words ranking function.
We measured the eye movements while the users were reading top-5 documents as returned by BM25. The documents below the rank 5 were used for testing. We ranked the test documents with our method thus getting a second ranking in addition to the original BM25 ranking. We combined the two rankings by reordering the documents according to the weighted average (3).
To compare the original BM25 ranking and the combined ranking, we compare their average precision, a common measure for evaluating search results. It is computed as the average of the precisions at positive rankings:
ri , where R is the total number of relevant documents, and the r i are the rankings of the positive documents such that r i < r i+1 . The best possible average precision is one, which corresponds to all relevant documents being ranked in the first positions.
We learn the query vector for each search task by leaving the data for that task out and using the remaining tasks as background tasks in the first phase of the training, as was discussed in Section 3.1. In the "online" phase we use the top-5 documents from the leftout task to infer the query vector.
We combine BM25 and the probabilistic model by using equation (3). For that purpose we need to decide a value for the weighting factor γ. We compare the mean average precision of the plain BM25 and the combination of BM25 and the proposed probabilistic model for documents that are ranked 6-10 in each background task for several discrete values of γ, and for each task select the γ value that has the best mean improvement in average precision. We use the average of these taskspecific best values of γ in order to obtain a common value of γ = 0.2, which is then the value used in all of the experiments. The value κ = 1 for the prior pa-rameter is selected in an analogous fashion at the same time.
The results are shown in Table 2 . On the test set, in 9 search tasks out of 13 the mean average precision of the combined ranking across test subjects outperformed the baseline BM25 ranking. The difference in average precision is statistically significant (p = 0.047, onetailed Wilcoxon Signed Rank Test).
The worst performance is shown by task 6 in which the only relevant document in ranks 6-10 (according to the users' relevance judgement) was moved from being 6th to 10th, thus reducing the average precision for documents in ranks 6-10 from unity of the BM25 baseline down to 0.29. In all the other tasks the performance either improved clearly, or for some degraded slightly.
In order to examine the relative contributions of the eye movement and textual features we compared two probabilistic models, one using just the text features (of all words, irrespective of whether they were looked at or not) and one using all the features. The mean average precision of the latter was 6.3 percentage units higher but for this amount of data the difference was not statistically significant (p = 0.22).
Comparison to the SVM Model
We compared the performance of the combination of BM25 and the probabilistic model to an analogous combination of BM25 and the SVM (of Section 3.2). The SVM model is trained using the eye movements on the training documents, as described in (Hardoon et al., 2007) , and the resulting ranking is combined to the BM25 ranking identically as was done above for the probabilistic model.
The mean average precision of the combination of BM25 and the SVM is worse than the average precision of BM25 for all values of the weighting parameter γ. The bad performance of the SVM model here is probably due to the fact that the ground truth for the query vectors, estimated with SVM from the very small data sets, is likely to be very noisy. It is also possible that the probabilistic model is otherwise better suited for the relatively small training set sizes.
Discussion
We introduced a generative model of how the relevance of documents is related to the viewing patterns of people during a search task. The model is trained in two phases. In the first phase, the hyperparameters that are independent of the search topic are learned. In the second "on-line" phase, the learned parameters are used to infer an implicit query from the gaze patterns during a new search session.
The system is realistically applicable; we have indeed implemented it using a standard web browser that has been modified to record and transmit the information about the gaze patterns to the web server. The document corpus used in the experiments consisted of abstracts of Wikipedia articles.
Our results imply that the performance of the method correlates with the search task; in particular, there are some tasks for which the methods seems to perform quite badly although on average it clearly improves the results. It needs to be investigated more carefully later, which kinds of search tasks the eye movements are helpful in, and whether different types of models are useful for different kinds of tasks. Table 2 . Mean improvement in the average precision between plain BM25 and the combination of BM25 and the proposed probabilistic model (top row, ∆AV GP REC P rob ). The mean average precision of the plain BM25 which shows the baseline performance on purely textual searches is shown in the bottom row, titled AV GP RECBM25. 
