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Abstract
In this paper we consider reaction–diffusion systems in which the conditions imposed on the nonlinearity
provide global existence of solutions of the Cauchy problem, but not uniqueness. We prove first that for the
set of all weak solutions the Kneser property holds, that is, that the set of values attained by the solutions
at every moment of time is compact and connected. Further, we prove the existence and connectedness of
a global attractor in both the autonomous and nonautonomous cases. The obtained results are applied to
several models of physical (or chemical) interest: a model of fractional-order chemical autocatalysis with
decay, the Fitz–Hugh–Nagumo equation and the Ginzburg–Landau equation.
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In this paper we study reaction–diffusion systems from the point of view of the connectedness
of the set of values attained by the solutions at every moment of time and also from the point of
view of the theory of global attractors.
When a differential equation does not possess the property of uniqueness of the Cauchy prob-
lem we have a set of solutions corresponding to each initial data. We can speak then about a
set of values attained by the solutions for every fixed moment of time. It is interesting to study
the topological properties of such set, and, in particular, to know if it is connected and com-
pact. This property is known as Kneser property in the literature. In this direction some results
are known for scalar reaction–diffusion equations in the case where the nonlinearity has at most
linear growth [15,21]. We prove that the Kneser property holds for reaction–diffusion systems
in which the growth of the nonlinearity can be more than linear. The general result is applied
to some models of chemical and physical interest as a model of fractional-order chemical auto-
catalysis with decay and the Fitz–Hugh–Nagumo equation.
We note also that several authors have studied this property for ordinary differential equa-
tions [12,31], delay differential equations [13–15], differential inclusions [29,33,35], phase-field
equations [35] or wave equations [3].
On the other hand, we are interested also in the asymptotic behaviour of the solutions and, in
particular, in the existence and topological properties of the global attractor. There exists in the
literature a great number of results concerning global attractors for reaction–diffusion systems
with uniqueness of solutions (see [10,32] and the references therein). However, if we wish to
relax the restrictive conditions imposed in the nonlinearity the uniqueness of solutions is lost.
This problem appears in relevant from the physical point of view models, as, for example, the
Ginzburg–Landau equation. The existence of the global attractor for a scalar reaction–diffusion
equation without uniqueness is proved in [17,19] using the theory of multivalued semiflows [24].
The case of reaction–diffusion systems in unbounded domains is considered in [27]. In [9] (see
also [10]) it is studied the existence of a trajectory attractor for reaction–diffusion systems. The
main difference with the semiflow approach is the fact that a new phase space is defined. In
this space the whole trajectory of any solution is a point, and the global attractor is obtained for
the translation semigroup and with respect to some weak topology. We prove, using the same
conditions as in [10], that the reaction–diffusion system possess a global compact attractor in
the strong topology of the space (L2(Ω))d . As far as we know this is the first result in this
direction. We consider both the autonomous and nonautonomous cases. The obtained theorems
are applied to a model of fractional-order chemical autocatalysis with decay, the Fitz–Hugh–
Nagumo equation and the Ginzburg–Landau equation.
As we have already remarked, one important reason which justifies the interest of the re-
searches in equations without uniqueness is the fact that we can weaken the conditions imposed
in the nonlinear functions involved in the equations, which are in many cases very restrictive. On
the other hand, they contain important models coming from Mathematical Physics, as we can see
in the example of the relevant three-dimensional Navier–Stokes equation, the Ginzburg–Landau
equation or the wave equation. In the last years several results concerning attractors in the case of
equations without uniqueness have been obtained for differential inclusions [20,24,25], parabolic
problems [8,34], phase-field equations [16,18], wave equations [3,10], the three-dimensional
Navier–Stokes equation [2,4,5,10,28,30], delay ordinary differential equations [7] or degener-
ate parabolic equations [11].
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Let d > 0 be an integer and Ω ⊂ RN be a bounded open subset with smooth boundary. We
shall denote by | · | the norm in the space Rd (or R), and by (· , ·) the scalar product in Rd .
Consider the problem⎧⎪⎨⎪⎩
∂u
∂t
− aΔu+ f (t, u)= h(t, x), (t, x) ∈ (τ, T )×Ω,
u|x∈∂Ω = 0
(
or ∂u
∂ν
∣∣
x∈∂Ω = 0
)
,
u|t=τ = uτ (x),
(1)
where τ, T ∈ R, T > τ , x ∈ Ω , ν is the unit outward normal, u = (u1(t, x), . . . , ud(t, x)), f =
(f 1, . . . , f d), a is a real d × d matrix with a positive symmetric part a+at2  βI , β > 0, h ∈
L2(τ, T ; (L2(Ω))d). Moreover, f = (f 1(t, u), . . . , f d(t, u)) is jointly continuous on [τ, T ] ×
Rd and satisfies the following conditions:
d∑
i=1
∣∣f i(t, u)∣∣ pipi−1  C1
(
1 +
d∑
i=1
∣∣ui∣∣pi), (2)
(
f (t, u), u
)
 α
d∑
i=1
∣∣ui∣∣pi −C2, (3)
where pi  2, α,C1,C2 > 0. We assume also the existence of M > 0 such that f (t, u) is contin-
uously differentiable with respect to u for any t ∈ [τ, T ], |u|>M , and(
fu(t, u)w,w
)
−C3(t)|w|2, for all |u|>M, w ∈ Rd , (4)
where C3(·) ∈ L1(τ, T ), C3(t) 0.
We shall use the following standard notation: H = (L2(Ω))d , V = (H 10 (Ω))d (or (H 1(Ω))d
for Neumann boundary conditions), V ′ is the dual space of V . By ‖ · ‖ we denote the norm in H .
For p = (p1, . . . , pd) we define the spaces
Lp(Ω)= Lp1(Ω)× · · · ×Lpd (Ω),
Lp
(
τ, T ;Lp(Ω))= Lp1(τ, T ;Lp1(Ω))× · · · ×Lpd (τ, T ;Lpd (Ω)).
We set q = (q1, . . . , qd), where 1pi + 1qi = 1.
We say that the function u(·) is a weak solution of (1) if u ∈ Wτ,T = Lp(τ,T ;Lp(Ω)) ∩
L2(τ, T ;V )∩C([τ, T ];H), ∂u
∂t
∈ L2(τ, T ;V ′)+Lq(τ,T ;Lq(Ω)), u(τ)= uτ , and
T∫
τ
〈ut , ξ 〉dt +
T∫
τ
∫
Ω
(a∇u,∇ξ) dx dt +
T∫
τ
∫
Ω
(
f (t, u), ξ
)
dx dt =
T∫
τ
∫
Ω
(h, ξ) dx dt, (5)
for all ξ ∈ Lp(τ,T ;Lp(Ω))∩L2(τ, T ;V ), where 〈· , ·〉 denotes pairing in the space V ′ +Lq(Ω).
Under conditions (2)–(3) it is known [10, p. 283] that for any uτ ∈ H there exists at
least one weak solution u = u(t, x) of (1). It follows also that any weak solution satisfies
∂u
∂t
∈ Lq(τ,T ;H−r (Ω)), where r = (r1, . . . , rd), ri = max{1;N(1/qi − 1/2)} and
Lq
(
0, T ;H−r (Ω))= Lq1(0, T ;H−r1(Ω))× · · · ×Lqd (0, T ;H−rd (Ω)).
It is well known [10, p. 285] that the function t → ‖u(t)‖2 is absolutely continuous on [τ, T ]
and d ‖u(t)‖2 = 2〈 ∂u , u〉 for a.a. t ∈ (τ, T ). Hence, it is standard to prove using (2)–(3) and thedt ∂t
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t  s, t, s ∈ [τ, T ], the following estimate:
∥∥u(t)∥∥2 + 2β t∫
s
∥∥∇u(τ)∥∥2 dτ + α d∑
i=1
t∫
s
∥∥ui(r)∥∥pi
Lpi (Ω)
dr

∥∥u(s)∥∥2 +C4 t∫
s
(∥∥h(r)∥∥2 + 1)dr. (6)
Remark 1. If condition (4) is satisfied for all u, then the solution is unique. In our case, in
general, more than one solution can exist.
The following lemma is a particular case of Lemma 15 proved below.
Lemma 2. Let conditions (2)–(3) hold and let {un} ⊂ Wτ,T be an arbitrary sequence of solu-
tions of (1) with un(τ) → η weakly in H . Then for any tn → t0, tn, t0 ∈ (τ, T ], there exists a
subsequence such that un(tn) → u(t0) in H , where u(·) ∈ Wτ,T is a weak solution of (1) and
u(τ)= η.
Denote
Dτ,T (uτ )=
{
u(·): u(·) ∈Wτ,T is a weak solution of (1), u(τ)= uτ
}
,
and for any t ∈ [τ, T ] define
Kt(uτ )=
{
u(t): u(·) ∈Dτ,T (uτ )
}
.
Our aim is to prove the connectedness of the set Kt(uτ ) ⊂ H for any t ∈ [τ, T ]. Note, that
from Lemma 2 we immediately obtain the compactness of Kt(uτ ) in H .
In the applications we can be interested in the case where the variables ui take only nonnega-
tive values. For this situation we define the space
H+ = {u ∈H : ui(x) 0, ∀i, for a.e. x ∈Ω}
and assume that for any u0 ∈ H+ there exists at least one weak solution u(·) ∈ Dτ,T (uτ ) such
that u(t) ∈H+, for all t . Denote
D+τ,T (uτ )=
{
u(·): u(·) ∈Dτ,T (uτ ) and u(t) ∈H+, for all t
}
,
K+t (uτ )=
{
u(t): u(·) ∈D+τ,T (uτ )
}
.
We conclude this section by checking that translation and concatenation of weak solutions are
also solutions. We have:
Lemma 3. If u(·) ∈Dτ,T (uτ ), then v(·)= u(s+·) ∈Dτ−s,T−s(uτ ), for any s, if we change f (t),
h(t) by f (t + s), h(t + s), respectively. If u(·) ∈Dτ,t (uτ ) and v(·) ∈Dt,T (u(t)), then
z(s)=
{
u(s), if s ∈ [τ, t],
v(s), if s ∈ [t, T ],
belongs to Dτ,T (uτ ).
Proof. The proof is straightforward by using the definition of solution (5). 
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In this section we shall check that the set Kt(uτ ) is connected.
Let ρ(·) be a mollifier in Rd and let k → 0, as k → ∞. We define the function f k(t, u) =∫
Rd
ρk (s)f (t, u − s) ds. It is well known that f k(t, ·) ∈ C∞(Rd), ∀t ∈ [τ, T ], k  1, and that
for any compact subset A⊂ Rd we have f k → f uniformly on [τ, T ] ×A.
First we shall prove that the functions f k satisfy also conditions (2)–(3), and (4) holds for
all u.
Lemma 4. The following inequalities hold:
d∑
i=1
∣∣f ki(t, u)∣∣ pipi−1 D1
(
1 +
d∑
i=1
∣∣ui∣∣pi), (7)
(
f k(t, u), u
)
 η
d∑
i=1
∣∣ui∣∣pi −D2, (8)(
f ku (t, u)w,w
)
−D3(k, t)|w|2, for all w ∈ Rd, (9)
where D1,D2, η > 0 and do not depend on k, D3(k, ·) ∈ L1(τ, T ), D3(k, t) 0.
Proof. First we note that from (2) we get the following inequalities:
d∑
i=1
∣∣f ki(t, u)∣∣ pipi−1 = d∑
i=1
∣∣∣∣∣
∫
Rd
ρk (s)f
i(t, u− s) ds
∣∣∣∣∣
pi
pi−1

d∑
i=1
(( ∫
Rd
ρk (s)ds
) 1
pi−1
∫
Rd
ρk (s)
∣∣f i(t, u− s)∣∣ pipi−1 ds)
 C
d∑
i=1
∫
Rd
ρk (s)
(
1 + ∣∣ui − si∣∣pi )ds
 C˜
d∑
i=1
∫
Rd
ρk (s)
(
1 + ∣∣ui∣∣pi + ∣∣si∣∣pi )ds
 C˜
d∑
i=1
∫
Rd
ρk (s)
(
1 + ∣∣ui∣∣pi + pik )ds D1
(
1 +
d∑
i=1
∣∣ui∣∣pi).
Hence, (7) holds. Further, (2)–(3) imply(
f k(t, u), u
)= ∫
Rd
ρk (s)
(
f (t, u− s), u)ds
=
∫
d
ρk (s)
(
f (t, u− s), u− s)ds + ∫
d
ρk (s)
(
f (t, u− s), s)dsR R
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∫
Rd
ρk (s)
(
α
d∑
i=1
∣∣ui − si∣∣pi −C2
)
ds
−
∫
Rd
ρk (s)
d∑
i=1
(
α
2C1
∣∣f i(t, u− s)∣∣ pipi−1 +K0∣∣si∣∣pi)ds

∫
Rd
ρk (s)
(
α
d∑
i=1
∣∣ui − si∣∣pi −C2
)
ds
−
∫
Rd
ρk (s)
(
α
2
d∑
i=1
(∣∣ui − si∣∣pi )+K0 d∑
i=1
(k)
pi + α
2
)
ds

∫
Rd
ρk (s)
(
α
2
d∑
i=1
(∣∣∣∣ui∣∣− k∣∣)pi −C2
)
ds −K1
 β
d∑
i=1
(∣∣∣∣ui∣∣− k∣∣)pi −K2  η d∑
i=1
∣∣ui∣∣pi −D2.
Thus (8) is proved.
Finally, for all |u|>M + 1 we have(
f ku (t, u)w,w
)= ∫
Rd
ρk (s)
(
fu(t, u− s)w,w
)
ds −C3(t)|w|2.
For |u|M + 1 we obtain that∣∣(f ku (t, u)w,w)∣∣ |w|2 ∫
Rd
∣∣ρ′k (u− s)∣∣∣∣f (t, s)∣∣ds  C˜3(k)|w|2,
so that (9) is satisfied. 
We are now ready to prove one of the main theorems of the paper.
Theorem 5. Let (2)–(4) hold. Then for all t ∈ [τ, T ] and uτ ∈H the set Kt(uτ ) is connected.
Proof. The case t = τ is obvious. Suppose then that for some t∗ ∈ (τ, T ] the set Kt∗(uτ ) is
not connected. Then there exist two compact sets A1,A2 ⊂ H such that A1 ∪ A2 = Kt∗(uτ ),
A1 ∩ A2 = ∅. Let u1(·), u2(·) ∈ Dτ,T (uτ ) be such that u1(t∗) ∈ U1, u2(t∗) ∈ U2, where U1, U2
are disjoint open neighborhoods of A1,A2, respectively.
Let uki (t, γ ), i = 1,2, be equal to ui(t), if t ∈ [τ, γ ], and let uki (t, γ ) be a solution of the
problem⎧⎪⎨⎪⎩
∂u
∂t
− aΔu+ f k(t, u)= h(t, x), (t, x) ∈ (γ, T )×Ω,
u|x∈∂Ω = 0
(
or ∂u
∂ν
∣∣
x∈∂Ω = 0
)
,
u| = u (γ, x),
(10)t=γ i
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tions as f , so that problem (10) has at least one weak solution from Wγ,T . We shall check that
this solution is unique. Indeed, let w = v − u, where v,u ∈Wγ,T are solutions of (10). Then (9)
and the properties of the matrix a imply
1
2
d
dt
‖w‖2 + β‖∇w‖2 D3(k, t)‖w‖2, for a.a. t ∈ (γ, T ).
Hence, from Gronwall lemma we obtain
∥∥w(t)∥∥ ∥∥w(γ )∥∥ exp( t∫
γ
D3(k, s) ds
)
, (11)
and then we have w(t)≡ 0 on [γ,T ].
We shall prove now that the maps uki (t, γ ) are continuous on γ for each fixed k  1 and
t ∈ [τ, T ]. We shall omit the index i for simplicity of notation.
Let γ → γ0. Consider first the case where γ > γ0, i.e., γ ↘ γ0. If t  γ0 < γ , then uk(t, γ )=
u(t)= uk(t, γ0). We note also that uk(t, γ )= u(t), for all t ∈ [τ, γ ]. Now if t > γ0, then we can
assume that t > γ , so that uk(t, γ ) is the solution of (10) on [γ,T ] such that uk(γ, γ )= u(γ ), and
uk(t, γ0) is the solution of (10) on [γ0, T ] such that uk(γ0, γ0) = u(γ0). Further, u(γ ) → u(γ0),
uk(γ, γ0)→ u(γ0), as γ → γ0, by continuity. Using (11) for w(t)= uk(t, γ )−uk(t, γ0) we have∥∥uk(t, γ )− uk(t, γ0)∥∥

∥∥uk(γ, γ )− uk(γ, γ0)∥∥ exp
( t∫
γ
D3(k, s) ds
)
= ∥∥u(γ )− uk(γ, γ0)∥∥ exp
( t∫
γ
D3(k, s) ds
)

(∥∥u(γ )− u(γ0)∥∥+ ∥∥u(γ0)− uk(γ, γ0)∥∥) exp
( t∫
γ
D3(k, s) ds
)
→ 0, as γ → γ0.
Let now γ < γ0, i.e., γ ↗ γ0. If t < γ0, then we can assume that t < γ , so that uk(t, γ ) =
u(t)= uk(t, γ0). We note also that uk(t, γ0)= u(t), for all t ∈ [τ, γ0]. If t  γ0 > γ , then uk(t, γ )
is the solution of (10) on [γ,T ], uk(γ, γ )= u(γ ), and uk(t, γ0) is the solution of (10) on [γ0, T ]
such that uk(γ0, γ0)= u(γ0). Hence,
∥∥uk(t, γ )− uk(t, γ0)∥∥ ∥∥uk(γ0, γ )− uk(γ0, γ0)∥∥ exp
( t∫
γ0
D3(k, s) ds
)
= ∥∥uk(γ0, γ )− u(γ0)∥∥ exp
( t∫
γ0
D3(k, s) ds
)
.
To finish the proof of the continuity, we have to check that ‖uk(γ0, γ )− u(γ0)‖ → 0, as γ ↗ γ0.
We note that using (7)–(8), one can easily obtain that the functions uk satisfy the estimate
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γ
∥∥∇uk(τ )∥∥2 dτ + η d∑
i=1
t∫
γ
∥∥uk(τ )∥∥pi
Lpi (Ω)
dτ

∥∥u(γ )∥∥2 +K1 t∫
γ
(∥∥h(v)∥∥2 + 1)dv. (12)
Since u(·) ∈ C([0, T ];H) from (12) we can find a constant R > 0, which does not depend neither
on γ nor k, such that∥∥uk(t, γ )∥∥R, ∀t ∈ [γ,T ],∥∥uk(·, γ )∥∥
Lp(γ,T ;Lp(Ω)) R. (13)
For the difference vk(t, γ )= uk(t, γ )− u(t) we have
1
2
d
dt
∥∥vk(t, γ )∥∥2 + β∥∥∇vk(t, γ )∥∥2 + ∫
Ω
((
f k
(
t, uk
)
, uk
)+ (f (t, u), u))dx

∫
Ω
((
f (t, u), uk
)+ (f k(t, uk), u))dx, (14)
for a.a. t ∈ (γ, T ). Using conditions (3), (8) and integrating (14) over (γ, γ0), we obtain∥∥uk(γ0, γ )− u(γ0)∥∥2

∥∥u(γ )− u(γ )∥∥2 +K2[(γ0 − γ )+ ∥∥f (t, u)∥∥Lq(γ,γ0;Lq(Ω))∥∥uk∥∥Lp(γ,γ0;Lp(Ω))
+ ∥∥f k(t, uk)∥∥
Lq(γ,γ0;Lq(Ω))‖u‖Lp(γ,γ0;Lp(Ω))
]
.
It follows from (13) and (8) that ‖uk‖Lp(γ,γ0;Lp(Ω)) and ‖f k(t, uk)‖Lq(γ,γ0;Lq(Ω)) are bounded
by a constant that does not depend on γ . On the other hand, u ∈ Lp(γ, γ0;Lp(Ω)) and f (t, u) ∈
Lq(γ, γ0;Lq(Ω)) (by (2)), so that ‖f (t, u)‖Lq(γ,γ0;Lq(Ω))  ε, ‖u‖Lp(γ,γ0;Lp(Ω))  ε, as soon
as |γ − γ0|< δ(ε). Therefore, ‖uk(γ0, γ )− u(γ0)‖ → 0, as γ ↗ γ0.
Now we put
γ (λ)=
{
τ − (T − τ)λ, if λ ∈ [−1,0],
τ + (T − τ)λ, if λ ∈ [0,1],
and define the function
ϕk(λ)(t)=
{
uk1(t, γ (λ)), if λ ∈ [−1,0],
uk2(t, γ (λ)), if λ ∈ [0,1].
We have ϕk(−1)(t)=uk1(t, T )=u1(t), ϕk(1)(t)= uk2(t, T )=u2(t). The map λ →ϕk(λ)(t)∈H
is continuous for any fixed k  1, t ∈ [τ, T ] (note that uk1(t, τ )= uk2(t, τ )) and ϕk(−1)(t∗) ∈U1,
ϕk(1)(t∗) ∈U2, so that there exists λk ∈ [−1,1] such that ϕk(λk)(t∗) /∈U1 ∪U2.
Denote uk(t) = ϕk(λk)(t). Note that for each k  1 either uk(t) = uk1(t, γ (λk)) or uk(t) =
uk2(t, γ (λk)). For some subsequence it is equal to one of them, say u
k
1(t, γ (λk)). Now we shall
consider the function uk1(t, γ (λk)), t ∈ [τ, T ]. We have
uk(t)=
{
u1(t), if t ∈ [τ, γ (λk)],
uk(t, γ (λk)), if t ∈ [γ (λk), T ],1
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f˜ k(t, v)=
{
f (t, v), if t ∈ [τ, γ (λk)],
f k(t, v), if t ∈ [γ (λk), T ].
By continuity u1(γ (λk))→ u1(γ0), k → ∞. Moreover, from (12) and (7) the sequence {uk(·)} is
bounded in Wτ,T , and {f˜ k(t, uk)} is bounded in Lq(τ,T ;Lq(Ω)). It follows also that { ∂uk∂t (·)} is
bounded in Lq(τ,T ;H−r (Ω)), where ri = max{1; ( 12 − 1pi )N}. By the compactness lemma [22]
we have that for some function u= u(t, x):
uk → u in L2(τ, T ;H), (15)
uk(t)→ u(t) in H for a.a. t ∈ (τ, T ), (16)
uk(t, x)→ u(t, x) for a.a. (t, x) ∈ (τ, T )×Ω, (17)
uk(t)→ u(t) weakly in H uniformly on [τ, T ], (18)
∂uk
∂t
→ ∂u
∂t
weakly in Lq
(
τ, T ;H−r (Ω)). (19)
Moreover, f˜ k(t, uk(t, x)) → f˜ (t, u(t, x)) for a.a. (t, x) ∈ (τ, T ) × Ω and then the bounded-
ness of f˜ k(t, uk) in Lq(τ,T ;Lq(Ω)) implies that f˜ k(t, uk(t)) converges to f˜ (t, u(t)) weakly in
Lq(τ,T ;Lq(Ω)) [22].
Let us prove that u(·) is a weak solution of (1). We note first that u(t)= u1(t) on [τ, γ0]. It is
clear that uk(·) is weak solution of (1) on [τ, T ], i.e.,
T∫
τ
〈
∂uk
∂t
, ξ
〉
dt +
T∫
τ
∫
Ω
(
a∇uk,∇ξ)dx dt + T∫
τ
∫
Ω
(
f˜ k
(
t, uk
)
, ξ
)
dx dt =
T∫
τ
∫
Ω
(h, ξ) dx dt,
for any ξ ∈ L2(τ, T ;V ) ∩ Lp(τ,T ;Lp(Ω)). Since f˜ k(t, uk) → f (t, u) weakly in Lq(τ,T ;
Lq(Ω)), passing to the limit we obtain that u(·) ∈Wτ,T is a solution of (1) and u(τ)= uτ .
Finally, we shall prove that up to a subsequence we have
uk(t∗)→ u(t∗) in H.
From (6) and (12) we have
∥∥uk(t)∥∥2  ∥∥uk(s)∥∥2 +K3 t∫
s
(∥∥h(v)∥∥2 + 1)dv,
∥∥u(t)∥∥2  ∥∥u(s)∥∥2 +K3 t∫
s
(∥∥h(v)∥∥2 + 1)dv, (20)
for all t  s, t, s ∈ [τ, T ], where the constant K3 > 0 does not depend on k.
From (20) the functions
Jk(t)=
∥∥uk(t)∥∥2 −K3 t∫
τ
(∥∥h(s)∥∥2 + 1)ds,
J (t)= ∥∥u(t)∥∥2 −K3 t∫ (∥∥h(s)∥∥2 + 1)dsτ
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(τ, T ), we have Jk(t)→ J (t) for a.a. t ∈ (τ, T ). We state that lim supJk(t∗) J (t∗). Indeed, let
τ < tm < t
∗ be such that Jk(tm)→ J (tm). Since Jk are nonincreasing, we obtain
Jk(t
∗)− J (t∗) ∣∣Jk(tm)− J (tm)∣∣+ ∣∣J (tm)− J (t∗)∣∣.
For any ε > 0 there exist tm and k0(tm) such that Jk(t∗)−J (t∗) ε, for all k  k0, and the result
follows. Hence,
lim supJk(t∗)= lim sup
∥∥uk(t∗)∥∥2 −K3 t
∗∫
τ
(∥∥h(s)∥∥2 + 1)ds

∥∥u(t∗)∥∥2 −K3 t
∗∫
τ
(∥∥h(s)∥∥2 + 1)ds.
Therefore, lim sup‖uk(t∗)‖  ‖u(t∗)‖. Since uk(t) → u(t) weakly in H , we have that
lim inf‖uk(t∗)‖ ‖u(t∗)‖. Thus, uk(t∗)→ u(t∗) in H .
From this we immediately obtain that u(t∗) /∈U1 ∪U2, which is a contradiction. 
Consider now the case of nonnegative variables ui . Denote Rd+ = {u ∈ Rd : ui  0}.
Theorem 6. Let (2)–(4) hold for u ∈ Rd+. Assume also the following conditions:
• the matrix a is diagonal;
• hi(t, x)−f i(t, u1, . . . , ui−1,0, ui+1, . . . , ud) 0, for all t , i, a.e. x ∈Ω and uj  0 if j = i.
Then for all t ∈ [τ, T ] and uτ ∈H+ the set K+t (uτ ) is nonempty and connected.
Proof. We shall prove first that the set K+t (uτ ) is nonempty. Let us consider the approximate
problem⎧⎪⎨⎪⎩
∂u
∂t
− aΔu+ f k(t, u)= h(t, x), (t, x) ∈ (τ, T )×Ω,
u|x∈∂Ω = 0
(
or ∂u
∂ν
∣∣
x∈∂Ω = 0
)
,
u|t=τ = uτ ,
(21)
where f k is the same function as before. We have seen in the proof of Theorem 5 that the
system (21) has a unique solution that will be denoted by uk(t). It is well known (see [10, p. 30])
that uk(t, x) 0, for all t and a.e. x ∈Ω .
Repeating the same arguments of the proof of Theorem 5 we obtain that (up to a subsequence)
uk converges to a weak solution of (1) in the sense of (15)–(19). In view of (17) we have that the
limit function u belongs to D+τ,T (uτ ). Hence, K+t (uτ ) is nonempty.
The connectedness of the set K+t (uτ ) is proved exactly in the same way as in the proof of
Theorem 5. 
Denote an open -neighbourhood of A ⊂ H by B(A) = {u ∈ X: dist(u,A) < }. We recall
that a multivalued map F acting in the space H is called upper semicontinuous if for all u0
∈ D(F) = {u ∈ H : F(u) = ∅} and any neighborhood O(F(u0)) there exists δ > 0 such that
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∈ D(F) and all  > 0 there exists δ(ε,u0) > 0 such that F(u) ⊂ B(F (u0)) if ‖u − u0‖ < δ.
Obviously, any upper semicontinuous map is ε-upper semicontinuous, the converse being valid
if F has compact values [1, p. 45].
Corollary 7. If A⊂H is an arbitrary connected set, then Kt(A)= {u(t): u(·) ∈Dτ,T (A)} ⊂H
is connected.
Proof. In view of Theorem 5 and Lemma 2 for all t ∈ [τ, T ] the multivalued map uτ →
Kt(uτ )⊂H , uτ ∈H , has connected and compact values. We shall prove that this map is ε-upper
semicontinuous (and then upper semicontinuous) in the space H . Suppose that it is not true, that
is, there exist uτ ∈ H ,  > 0, δn → 0 and un ∈ Bδn(uτ ) such that Kt(un)  B(Kt (uτ )). There-
fore, there exist vn ∈ Kt(un) such that vn /∈ B(Kt (uτ )). Since un → uτ and vn = vn(t), where
vn(·) ∈ Dτ,T (un), it follows from Lemma 2 that vn(t) → v(t) ∈ Kt(uτ ), which is contradiction.
Since and upper semicontinuous map with connected values maps connected sets into connected
ones [6], we obtain that the set Kt(A) is connected. 
Remark 8. In the case of Dirichlet boundary conditions, if pi = 2, for all i, then we can change
condition (3) by the weaker one(
f (t, u), u
)
 (−λ1 + ε)|u|2 −C2,
where ε > 0 and λ1 is the first eigenvalue of −Δ in H 10 (Ω). The result of Theorem 5 remains
valid with little changes in the proof. Hence, the result proved in [21] for the equation
∂u
∂t
− ∂
2u
∂x2
= |u|1/2
is a particular case of our theorem.
4. Existence and connectivity of the global attractor
In this section we shall prove first the existence of a global compact attractor for Eq. (1),
extending in this way the results of [17], in which the scalar case is considered. Then, using the
result from the previous section we shall prove that the global attractor is connected.
4.1. The autonomous case
Consider the case where f and h do not depend on t , and let us define a multivalued semiflow.
Denote by P(H) (B(H)) the set of all nonempty (nonempty bounded) subsets of H . We recall
that the multivalued map G :R+ ×H → P(H) is said to be a multivalued semiflow if:
(1) G(0, ·)= Id (the identity map);
(2) G(t + s, x)⊂G(t,G(s, x)), for all x ∈H, t, s ∈ R+.
It is called a strict multivalued semiflow if G(t + s, u0)=G(t,G(s,u0)).
We consider now Eq. (1) with τ = 0. From Lemma 3 it follows that any weak solution can
be extended to a global one, i.e., it is defined for t ∈ [0,+∞). Let D(u0) be the set of all weak
solutions (defined for t  0) such that u(0)= u0. Define the map G as
G(t,u0)=
{
u(t): u(·) ∈D(u0)
}
.
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D(u0): u(t) ∈H+, for all t  0} and the map G+ :R+ ×H+ → P(H+) as
G(t,u0)=
{
u(t): u(·) ∈D+(u0)
}
.
Lemma 9. G and G+ are strict multivalued semiflows.
Proof. Let y ∈ G(t + s, u0). Then y = u(t + s), where u(·) ∈ D(u0). Since Lemma 3 implies
that v(·)= u(s + ·) ∈D(u(s)), we have y = v(t) ∈G(t,u(s))⊂G(t,G(s,u0)).
Let now y ∈ G(t,G(s,u0)). Then there exist u(·) ∈ D(u0) and v(·) ∈ D(u(s)) such that
y = v(t). Define the function
z(r)=
{
u(r), if r ∈ [0, s],
v(r − s), if r ∈ [s, t + s].
Lemma 3 implies that z ∈D(u0), so that y = z(t + s) ∈G(t + s, u0).
For G+ the proof is the same. 
We recall that the set A is said to be a global attractor of G if:
(1) It is negatively semiinvariant (i.e., A⊂G(t,A), for all t  0).
(2) It is attracting, that is,
dist
(
G(t,B),A)→ 0, as t → +∞, ∀B ∈ B(H), (22)
where dist(C,A)= supc∈C infa∈A ‖c − a‖ is the Hausdorff semidistance.
(3) For any closed set Y satisfying (22) we have A⊂ Y (minimality).
The global attractor is said to be invariant if A=G(t,A), for all t  0.
Now we can prove the existence and connectedness of the global attractor.
Theorem 10. If (2)–(3) hold, then G has the global compact invariant attractor A. If, moreover,
(4) is satisfied, thenA is connected. If the conditions of Theorem 6 are satisfied, then G+ has the
global compact invariant connected attractor A.
Proof. In a standard way by using (3) we obtain the inequality
d
dt
‖u‖2 + α˜‖u‖2 −K2  d
dt
‖u‖2 + 2β‖∇u‖2 + α
d∑
i=1
∥∥ui∥∥pi
Lpi (Ω)
K1
(
1 + ‖h‖2), (23)
where α˜ > 0. Gronwall’s lemma gives∥∥u(t)∥∥2  e−α˜t‖u0‖2 +K3, for all t  0, (24)
so that the ball B0 = {u ∈ H : ‖u‖√K3 + ε} is absorbing, i.e., for any B ∈ B(H) there exists
T (B) such that G(t,B) ⊂ B0, for t  T . It follows also from (24) that the set ⋃t0 G(t,B) is
bounded for any B ∈ B(H).
We note also that Lemma 2 implies that G(t, ·) has compact values and that it is a compact
operator if t > 0, that is, it maps bounded sets into precompact ones. We have checked in the
proof of Corollary 7 that the map u0 →G(t,u0) is upper semicontinuous. Then the existence of
the global attractor follows from [24, Proposition 2, Theorem 3 and Remark 8].
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u(·) ∈ C([0,+∞),H), for all u(·) ∈ D(u0), it follows from [24, Theorem 5] that the global
attractor is connected.
The proof for the semiflow G+ is the same. 
Remark 11. Since f does not depend on t , it is clear that in condition (4) C3(t) ≡ C3 is a
constant.
Remark 12. For the map G+ conditions (2)–(4) have to be satisfied only for u ∈ Rd+.
Let us consider now several models of physical interest to which the previous results can be
applied.
A model of fractional-order chemical autocatalysis with decay
Consider the following scalar equation:{
∂u
∂t
= ∂2u
∂x2
+ (1 − u)um − kur ,
∂u
∂x
(0, t)= ∂u
∂x
(L, t)= 0,
(25)
where u 0, N = 1, Ω = (0,L), and k > 0, 0 <m,r < 1. This equation models an isothermal
chemical autocatalysis (see [23]). In [23] the authors study the travelling waves of the equation
in the case where Ω = (0,+∞) with Neumann boundary conditions at x = 0. The variable u is
nonnegative, since it is a concentration.
Clearly, conditions (2)–(4) hold (with p =m+2) for u 0. Hence, Theorems 6 and 10 imply
that the set K+t (u0) is connected for all u0 and t , and the existence of a global compact invariant
connected attractor.
Fitz–Hugh–Nagumo equation
Consider the following Fitz–Hugh–Nagumo system, which is a well-known model of trans-
mission of signals across axons:⎧⎪⎨⎪⎩
∂u
∂t
− d1Δu+ g(u)+ v = h1(x),
∂v
∂t
− d2Δv − δu+ ξv = h2(x),
u|∂Ω = v|∂Ω = 0,
(26)
where N = 1 or 2, di, δ, ξ > 0, hi ∈ L2(Ω). We assume that g is a continuous function satisfying∣∣g(u)∣∣D1(1 + |u|r−1), g(u)u−D2 + α|u|r , r  2, for any u ∈ R,
αξ >
(1 − δ)2
4
if r = 2. (27)
Also, g is continuously differentiable for |u|>M and
g′(u)−D3, for |u|>M > 0. (28)
It is easy to show that conditions (2)–(4) hold with p = (r,2). Hence, Theorems 5 and 10
imply that the set Kt(u0) is connected for all u0 and t , and the existence of a global compact
invariant connected attractor.
The existence of the global attractor is well known in the standard case g(u) = u(u − β)×
(u− 1), where the solutions are unique and one can construct a semigroup (see [10, p. 41], [32,
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are not able to prove the uniqueness of solutions.
Ginzburg–Landau equation
This equation appears, for example, in the theory of superconductivity and in chemical turbu-
lence. The equation is{
∂u
∂t
= (1 + αi)Δu+Ru− (1 + iβ)|u|2u+ g(x),
u|∂Ω = 0,
(29)
where g = g1 + g2i ∈ L2(Ω,C), a,β ∈ R, R > 0. For v = (u1, u2), u = u1 + iu2, Eq. (29) can
be written as the system{
∂v
∂t
=
(
1 −α
α 1
)
Δv +
(
Ru1 − (|u1|2 + |u2|2(u1 − βu2))
Ru2 − (|u1|2 + |u2|2(u1 + βu2))
)
+
(
g1(x)
g2(x)
)
and conditions (2)–(3) hold with p = (4,4) (see [10, p. 42]). Hence, Theorem 10 implies the
existence of a global compact invariant attractor.
We note that in the case where N = 1,2 or N  3 and |β|  √3 the solutions are unique
and the existence of the global attractor is well known (see [10, p. 42], [32, p. 223]). In the
case N  3, |β| > √3, some results are obtained in the phase space (Lk(Ω))2 with k > N , if
(α,β) ∈ P(N), and P(N) is some subset of C (see [26]). In the general case the existence of a
trajectory attractor is proved in [10]. However, as far as we know, this is the first time in which
the existence of the global attractor in the strong topology of the phase space H = (L2(Ω))2 for
the general case N  3 is proved.
Condition (4) is not satisfied in this case, so that the question about the connectivity of the
global attractor remains open.
Remark 13. Our result on the existence of the global attractor can be also applied to other
reaction–diffusion systems as, for example, the Lotka–Volterra system with diffusion or the
Belousov–Zhabotinsky reaction type system (see [10, pp. 13–14]).
4.2. The nonautonomous case
Consider Eq. (1) when τ  0. Suppose now that h ∈ L2loc(R+,H) and
‖h‖2b = sup
t0
t+1∫
t
∥∥h(s)∥∥2 ds <∞. (30)
Then we define the hull H+(h) = ClY {h(· + s): s  0}, where ClY denotes the closure in the
space Y and Y = L2loc,w(R+,H), that is, Y is the space L2loc(R+,H) endowed with the weak
topology. Condition (30) implies that H+(h) is compact in Y [10, p. 105].
In the sequel we assume that the constants C1,C2, α defined in (2)–(3) do not depend on
t  0. Instead of condition (4) let us consider now the following stronger one: there exist C4  0,
M > 0 such that(
fu(t, u)w,w
)
−C4|w|2, for all |u|>M, w ∈ Rd, t  0. (31)
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for all t, s  0, |u|, |v|K,K > 0, (32)
where ω(l,K)→ 0, as l → 0+.
Let
X =
{
ψ ∈ C(Rd,Rd): d∑
i=1
∣∣ψi(u)∣∣ pipi−1  C(1 + d∑
i=1
∣∣ui∣∣pi)},
‖ψ‖X =
d∑
i=1
∞∑
j=1
αj sup
|u|Kj
|ψi(u)|(
1 +∑dk=1 |uk|pk ) pi−1pi ,
where Kj ,αj are positive sequences such that Kj → +∞ and ∑∞j=1 αj < ∞. X is a Banach
space. Since f is jointly continuous on [0,+∞) × Rd , (2) gives f ∈ C(R+,X). It follows
from (32) that the hull H+(f ) = ClZ{f (· + s): s  0} is compact, where Z = C(R+,X) [10,
p. 101].
We put Σ =H+(h)×H+(f ), which is a compact set in Y ×Z. It is clear that T (s)Σ ⊂ Σ ,
where T (s)σ = σ(·+ s)= (h(·+ s), f (·+ s)), s  0, and that this map is continuous. Moreover,
it is evident that if (2)–(3), (31) and (30)–(32) hold, then for any σ = (hσ , fσ ) ∈ Σ we have
that fσ satisfies also (2)–(3), (31) and (32) with the same constants C1, C2, C4, α and the same
function ω. Also, ‖hσ‖b  ‖h‖b , so that (30) holds.
Denote R2a = {(t, τ ): 0 τ  t}. We recall that the multivalued map U :R2a ×H → P(H) is
said to be a multivalued semiprocess if:
(1) U(τ, τ, ·)= Id (the identity map);
(2) U(t, τ, x)⊂U(t, s,U(s, τ, x)), for all x ∈H, t, s, τ ∈ R+, τ  s  t.
It is called a strict multivalued semiprocess if U(t, τ, x)=U(t, s,U(s, τ, x)).
We denote by Dτ,σ (uτ ) the set of all global weak solutions (defined for t  τ ) of the prob-
lem (1) with data (hσ , fσ ) instead of (h,f ), such that u(τ) = uτ . For each σ ∈Σ we define the
map:
Uσ (t, τ, uτ )=
{
u(t): u(·) ∈Dτ,σ (uτ )
}
.
If nonnegative solutions exist for any uτ ∈ H+, then we define also D+τ,σ (uτ ) = {u(·) ∈
Dτ,σ (uτ ): u(t) ∈H+, for all t  τ } and the map U+σ :R2a ×H+ → P(H+) as
U+σ (t, τ, uτ )=
{
u(t): u(·) ∈D+τ,σ (uτ )
}
.
Lemma 14. Uσ and U+σ are strict multivalued semiprocesses. Moreover,
Uσ (t + s, τ + s, uτ )=UT (s)σ (t, τ, uτ ), for all uτ ∈H, s  0, t  τ  0,
U+σ (t + s, τ + s, uτ )=U+T (s)σ (t, τ, uτ ), for all uτ ∈H+, s  0, t  τ  0.
Proof. The first part of the proof is similar to that of Lemma 9 and we omit it.
Let y ∈ Uσ (t + s, τ + s, uτ ). Then there exists u(·) ∈ Dτ+s,σ (uτ ) such that y = u(t + s). It
follows from Lemma 3 that v(·) = u(s + ·) ∈Dτ,T (s)σ (uτ ), so that y = v(t) ∈ UT (s)σ (t, τ, uτ ).
J. Valero, A. Kapustyan / J. Math. Anal. Appl. 323 (2006) 614–633 629Conversely, if y ∈UT (s)σ (t, τ, uτ ), then there is u(·) ∈Dτ,T (s)σ (uτ ) such that y = u(t). Again by
Lemma 3 we have that v(·)= u(−s+·) ∈Dτ+s,σ (uτ ), so that y = v(t+s) ∈Uσ (t+s, τ +s, uτ ).
For U+σ the proof is similar. 
We shall need the following lemma:
Lemma 15. Let conditions (2)–(3), (30), (32) hold and let {un} ⊂ Dτ,σn(ηn) be an arbitrary
sequence of solutions of (1) with un(τ) → η weakly in H , σn → σ in Σ . Then for any T > τ
and tn → t0, tn, t0 ∈ (τ, T ], there exists a subsequence such that un(tn) → u(t0) in H , where
u(·) ∈Dτ,σ (η) is a weak solution of (1) and u(τ)= η.
Proof. We note that the solutions un satisfy (6) with constants that do not depend on n, i.e.,
∥∥un(t)∥∥2 + 2β t∫
s
∥∥∇un(τ)∥∥2 dτ + α d∑
i=1
t∫
s
∥∥un(τ)∥∥piLpi (Ω) dτ

∥∥un(s)∥∥2 +K1 t∫
s
(∥∥hn(v)∥∥2 + 1)dv, (33)
where σn = (hn, fn). Hence, in a similar way as in the proof of Theorem 5 we can prove that
(up to a subsequence) un converges to a weak solution u such that u ∈ Dτ,σ (η) in the sense
of (15)–(19).
Let now tn → t0, tn, t0 ∈ (τ, T ]. We know by (18) that un(tn) → u(t0) weakly in H . Hence,
lim inf‖un(tn)‖ ‖u(t0)‖. If we prove that
lim sup
∥∥un(tn)∥∥ ∥∥u(t0)∥∥,
then un(tn)→ u(t0) in H , as desired.
It is also easy to see that un and u satisfy the following inequalities:
∥∥un(t)∥∥2  ∥∥un(s)∥∥2 +K2(t − s)+ 2 t∫
s
(
hn(v),un(v)
)
dv,
∥∥u(t)∥∥2  ∥∥u(s)∥∥2 +K2(t − s)+ 2 t∫
s
(
hσ (v),u(v)
)
dv, (34)
for all t  s, t, s ∈ [τ, T ], where σ = (hσ , fσ ) and the constant K2 > 0 does not depend on n.
Therefore, the functions
Jn(t)=
∥∥un(t)∥∥2 −K2t − 2 t∫
τ
(
hn(v),un(v)
)
dv,
J (t)= ∥∥u(t)∥∥2 −K2t − 2 t∫
τ
(
hσ (v),u(v)
)
dv
are continuous and nonincreasing on [τ, T ]. Moreover, since un(t) → u(t) in H for a.a. t ∈
(τ, T ), un → u in L2(τ, T ;H) and hn → hσ weakly in L2(τ, T ;H), we have Jn(t) → J (t) for
a.a. t ∈ (τ, T ).
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can assume that tm < tn. Since Jn are nonincreasing, we obtain
Jn(tn)− J (t0)
∣∣Jn(tm)− J (tm)∣∣+ ∣∣J (tm)− J (t0)∣∣.
For any ε > 0 there exist tm and n0(tm) such that Jn(tn)−J (t0) ε, for all n n0, and the result
follows.
Hence,
lim supJn(tn)= lim sup
∥∥un(tn)∥∥2 −K2t − t∫
τ
(
hσ (v),u(v)
)
dv

∥∥u(t0)∥∥2 −K2t − t∫
τ
(
hσ (v),u(v)
)
dv.
Therefore, lim sup‖un(tn)‖ ‖u(t0)‖. 
Let us define the map
UΣ(t, τ, x)=
⋃
σ∈Σ
Uσ (t, τ, x),
which is also a multivalued semiprocess. We shall say that A is a uniform global attractor for the
family of multivalued semiprocesses Uσ if:
(1) it is negatively semiinvariant, i.e., A⊂UΣ(t,0,A), for all t  0;
(2) it is uniformly attracting, i.e.,
dist
(
UΣ(t, τ,B),A
)→ 0, as t → +∞,
for all B ∈ B(H) and τ  0;
(3) for any closed uniformly attracting set Y we have A⊂ Y (minimality).
Theorem 16. Let conditions (2)–(3), (30), (32) hold. Then the family Uσ has the uniform global
compact attractor A. If (31) is also satisfied, then A is a connected set. If the conditions of
Theorem 6 are satisfied (replacing now (4) by (31)), then U+σ has the uniform global compact
connected attractor A.
Proof. It follows from (23), the inequality ∫ t0 eα˜s‖h‖2 ds  (1 − e−α˜)−1eα˜t‖h‖2b [9, p. 61] and
Gronwall’s lemma that∥∥u(t)∥∥2  e−α˜t‖u0‖2 +K1 (1 − e−α˜)−1
α˜
‖h‖2b +
K1 +K2
α˜
= e−α˜t‖u0‖2 +R2, for all t  0.
Hence, the ball B0 = {u ∈ H : ‖u‖ 
√
R2 + ε} is absorbing for the map (t, u) → UΣ(t,0, u),
i.e., for any B ∈ B(H) there exists T (B) such that UΣ(t,0,B)⊂ B0, for t  T .
We define now the set K = UΣ(1,0,B0). Lemma 15 implies that it is compact. Moreover,
since B0 is absorbing, using Lemma 14 we have
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(
t, t − 1,Uσ (t − 1, τ,B)
)
=UT (t−1)σ
(
1,0,UT (τ)σ (t − 1 − τ,0,B)
)
⊂UΣ(1,0,B0)⊂K,
for all σ ∈ Σ , B ∈ B(H), and t  T (B, τ). It follows that any sequence {ξn} such that ξn ∈
Uσn(tn, τ,B), σn ∈Σ , tn → +∞, B ∈ B(H), is precompact in H .
It is a consequence of Lemma 15 that the map Uσ has compact values for any σ ∈Σ .
Finally, let us prove that the map (σ, x) →Uσ (t, τ, x) is upper semicontinuous for each fixed
t  τ  0. Suppose that it is not true, that is, there exist u0 ∈ H , t  τ  0, σ0 ∈ Σ ,  > 0,
δn → 0, un ∈ Bδn(u0), σn → σ0, and ξn ∈ Uσn(t, τ, un) such that ξn /∈ B(Uσ0(t, τ, u0)). But
Lemma 15 implies that (up to a subsequence) ξn → ξ ∈Uσ0(t, τ, u0), which is a contradiction.
The existence of the uniform global compact attractor follows then from Theorem 2 in [25].
Let now (31) also holds. It is proved in [18, Theorem 3.12] that if Σ is a connected space,
the map (σ,u) → Uσ (t, τ, u) is upper semicontinuous with connected values, and the global
attractorA is contained in a connected bounded subset of H , thenA is a connected set. It follows
from Theorem 5 that Uσ has connected values, and A is obviously contained in a ball in H of
sufficiently big radius. Hence, it remains to prove only that Σ is connected. We note that the map
s → T (s)σ is continuous for each σ ∈Σ . The continuity of s → T (s)f in the space C(R+,M)
is evident from (32). The continuity of s → T (s)h in the space L2loc,w(R+,H) can be proved in
exactly the same way as in [18, p. 1982]. Hence, the set ⋃s0 σ(· + s) is connected, so that Σ
is connected.
The proof for the semiprocess U+σ is the same. 
Remark 17. The case where τ ∈ R can be studied in exactly the same way.
Remark 18. For the map U+σ conditions (2)–(3), (31), (32) have to be satisfied only for u ∈ Rd+.
Finally, let us consider the application of the obtained results to several reaction–diffusion
systems.
A model of fractional-order chemical autocatalysis with decay
Consider the following scalar equation:{
∂u
∂t
= ∂2u
∂x2
+ (1 − u)um − k(t)ur ,
∂u
∂x
(0, t)= ∂u
∂x
(L, t)= 0,
(35)
where u  0, N = 1, Ω = (0,L), and 0 < m,r < 1. We assume that the function k(·) ∈
C(R+,R+), k(t) 0, satisfies∣∣k(s)∣∣ C, for all s  0, (36)∣∣k(t)− k(s)∣∣ a(|t − s|), for all t, s  0, (37)
where a(l)→ 0, as l → 0+.
Clearly, conditions (2)–(3), (31) hold (with p =m+ 2) for u 0. Also, (36)–(37) imply that
(32) is satisfied. Hence, Theorems 6 and 16 imply that the set K+t (uτ ) is connected for all uτ
and t , and the existence of a uniform global compact connected attractor.
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Consider the nonautonomous Fitz–Hugh–Nagumo system:⎧⎪⎨⎪⎩
∂u
∂t
− d1Δu+ b(t)g(u)+ v = h1(t, x),
∂v
∂t
− d2Δv − δ(t)u+ ξ(t)v = h2(t, x),
u|∂Ω = v|∂Ω = 0,
(38)
where N = 1 or 2, di > 0, hi ∈ L2loc(R+;L2(Ω)). We assume that (30) holds, g is a continuous
function satisfying (27)–(28) with r > 2, b, δ, ξ ∈ C(R+,R+) satisfy (36)–(37) and b(t) γ1 >
0, ξ(t) γ2 > 0.
It is easy to show that conditions (2)–(3), (31) and (32) hold with p = (r,2). Theorems 5
and 16 imply that the set Kt(uτ ) is connected for all uτ and t , and the existence of a uniform
global compact connected attractor.
Ginzburg–Landau equation
The nonautonomous equation is the following:{
∂u
∂t
= (1 + αi)Δu+R(t)u− (1 + iβ(t))|u|2u+ g(t, x),
u|∂Ω = 0,
(39)
where g = g1 + g2i ∈ L2(Ω,C), α ∈ R, R(t) > 0. We assume that gi ∈ L2loc(R+;L2(Ω))
and (30) holds. Also, the continuous functions R(t) and β(t) satisfy (36)–(37). For v = (u1, u2),
u= u1 + iu2, Eq. (29) can be written as the system{
∂v
∂t
=
(
1 −α
α 1
)
Δv +
(
R(t)u1 − (|u1|2 + |u2|2(u1 − β(t)u2))
R(t)u2 − (|u1|2 + |u2|2(u1 + β(t)u2))
)
+
(
g1(t, x)
g2(t, x)
)
and conditions (2)–(3) and (32) hold with p = (4,4). Hence, Theorem 16 implies the existence
of a uniform global compact attractor.
Remark 19. Our result on the existence of the global attractor can be also applied to other
reaction–diffusion systems as, for example, the Lotka–Volterra system with diffusion or the
Belousov–Zhabotinsky reaction type system (see [10, pp. 13–14]).
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