Abstract-We propose a theoretical framework for the image source method that generalizes to arbitrary reflecting boundaries, e.g. boundaries that are curved or even with certain openings. Furthermore, it can seamlessly incorporate boundary absorption, source directivity, and nonspecular reflections. This framework is based on the notion of reflection paths that allows the introduction of the concepts of validity and visibility of virtual sources. These definitions facilitate the determination, for a given source and receiver location, of the distribution of virtual sources that explain the boundary effects of a wide range of reflecting surfaces. The structure of the set of virtual sources is then more general than just punctual virtual sources. Due to this more diverse configuration of image sources, we represent the room impulse response as an integral involving the temporal excitation signal against a measure determined by the source and receiver locations, and the original boundary. The latter smoothly enables, in an analytically tractable manner, the incorporation of more general boundary shapes as well as directivity of sources and boundary absorption while, at the same time, maintaining the conceptual benefits of the image source method.
I. INTRODUCTION
T HE behavior of waves in enclosures can be modeled by solving the wave equation subject to the appropriate boundary conditions. For very simple geometries and boundary conditions, it is possible to express the solution analytically in an explicit manner [1] , [2] . However, in more complex scenarios, this model becomes more cumbersome from an analytical and practical point of view. In room acoustics, for example, it is not very beneficial when the room shape is not of very simple geometry or the walls are nonrigid [3] .
Under physically meaningful assumptions, it is possible to use a simpler model where the concept of a sound path or sound ray is used instead of that of a wave [2] , [4] . 1 Similar approaches are used in geometrical optics [6] . Then, the behavior of sound rays in a closed room emitted by a given source and reflected off the corresponding surfaces can be described by the concept of image-or virtual-sources. This approach has been extensively used for solving partial Pierre Quinton is with the School of Computer and Communication Sciences,École Polytechnique Fédérale de Lausanne, 1015 Lausanne, Switzerland (e-mail: pierre.quinton@epfl.ch).
P. Martínez-Nuevo and M. B. Møller are with the research department at Bang & Olufsen, 7600 Struer, Denmark (e-mail: pmn@bang-olufsen.dk; mim@bang-olufsen.dk) differential equations [7] . In one of its versions, given a punctual and omnidirectional source in a room, the boundary effects are described by the associated set of virtual sources.
The image source method provides a less abstract description that has enabled a more tractable theoretical analysis and more efficient simulations. For example, it is used in [8] in order to derive theoretical guarantees about sampling density and reconstruction of sound fields in simple enclosures. In [9] , sparse recovery of the early part of the room impulse response is also based on the concept of virtual sources. Additionally, it has been utilized as a model, in an explicit [10] and implicit manner [11] , in order to infer certain room shapes.
In spite of its wide applicability both as a theoretical and computational model, it has not been fully extended to arbitrary reflecting boundaries. In [12] , it is studied the applicability of the image method for some polygons. The first instance of the image source method within the context of room acoustics was derived for rectangular rooms [4] . It was also shown therein that, given a punctual omnidirectional source in a rigid-wall rectangular room, the modal solution was the same as the one derived under the image source method. This model was later extended to polygonal rooms in [13] where the concepts of visibility and validity of virtual sources were introduced in order to accommodate the more complex derivation of the virtual sources. However, the algorithm proposed in [13] to obtain the set of virtual sources does not extend, for example, to rooms that are not closedi.e. presenting wall-size openings to free space-, or those consisting of curved walls.
In this paper, we develop a framework based on the imagesource model for the analysis of enclosures with arbitrary boundaries that also models absorption and directivity of sources. We introduce the concept of reflection paths associated with virtual sources. By further redefining previous notions of visibility and validity, we are able to extend the derivation of virtual sources to arbitrary rooms-e.g. open or with curved walls-with possibly nonspecular reflections. The distribution of virtual sources is then no longer restricted to a discrete set of points and can consist of more complex structures, e.g. continuous contours in R 3 . In order to accommodate this potential heterogeneity, we also establish the foundations of a theoretical framework for expressing, in a closed and explicit manner, the room impulse response as an integral against an appropriately defined measure determined by the virtual sources distribution.
In Section II, we introduce, from first principles, sufficient definitions for a more general image source model. The main emphasis is to focus on reflection paths in order to redefine visibility and validity of virtual sources. We still use the concept of virtual sources associated with a particular reflection path. We also show why previous methods cannot handle more general cases. A more familiar example of a room with planar walls is also presented to illustrate this framework. Section III describes the approach to obtain the room impulse response from a measure-theoretic point of view given the distribution of virtual sources.
We introduce here some notation that we will be using throughout the paper. Let H be a Hilbert space with inner product ·,· . We will often use H = R n with the usual inner product. The norm induced by this inner product is then given by u = u, u for all u ∈ H. The indicator function 1 A (·) evaluates to 1 if the argument is in the set A and 0 otherwise. The nonnegative integers are denoted by N = {0, 1, 2, . . .}. For i, j ∈ N satisfying i ≤ j, we denote the set of integers between i and j by
II. FRAMEWORK FOR THE IMAGE SOURCE METHOD
Within the context of wave propagation and under appropriate conditions, it is possible to explain reflection off boundaries of spherical waves in a geometrical way. This approach interprets wave fronts as rays originating at a certain point which we refer to as a source. Reflection is usually modeled with the use of a vector associated with each point in the boundary. Under appropriate regularity conditions, this vector is chosen as the normal vector to the boundary. Loosely speaking, the law of reflection then states that at the interface between two different media a ray reflects off the boundary in such a way that the angle of the incident ray equals the angle of the reflected ray when both angles are considered with respect to the normal to the boundary. Additionally, incident and reflected rays belong to the same plane [2, Chapter 4] .
The main components of the law of reflection are thus the notion of a boundary and a normal vector. However, it is possible to generalize the definition of reflection by assigning an arbitrary vector to a point in the boundary. The incident and reflected angles are then considered with respect to this vector. Note that the latter does not necessarily have to be normal to the boundary. This definition allows us to circumvent restrictive regularity conditions at the boundary that are required for the existence of normal vectors.
Let us now formalize the concepts stated above. In particular, we define a boundary in a Hilbert space H as a set of points B ⊆ H. Then, reflections are explained with respect to a vector field determined by B in the following manner
where ||n B (u)|| = 1 B (u) for any u ∈ H. In other words, for some v ∈ H, ||n B (v)|| = 0 if and only if v is a point belonging to the boundary B. For the sake of familiarity with the Euclidean space-i.e. consider for now that H = R n -, it is possible to think of n B (u) as a normal vector to a hyperplane S = {v ∈ R n : n B (u) T (u − v) = 0} where u ∈ S. This hyperplane then describes a virtual reflecting plane where the specular reflection at u takes place. Such an approach allows us to define reflections even for isolated single points (see Fig. 1 ). In our scenario, omnidirectional rays then originate at the source and are reflected from the boundary in a specular way according to n B . Considering initially a single incident ray, the reflected ray can be explained by placing another source behind the boundary which is referred to as virtual source or image source [4] , [13] . In particular, the location of the virtual source is formally given in the following definition by means of the notion of symmetric projection. Definition 1. Consider a boundary B ⊆ H. The symmetric projection of a vector u ∈ H with respect to v ∈ B is defined as follows
In other words, the position of the virtual source that explains the reflection of a ray at the point v is given by the symmetric projection P v (u). Fig. 2 illustrates this effect where, for illustration purposes, we only consider a single ray of an omnidirectional source. Note that it follows from Definition 1 that the distance between the source u and the reflection point v is the same as from the virtual source P v (u) to v, i.e. ||u − v|| = ||P v (u) − v||. Notice also that the symmetric projection is independent of the sign of the vector n B (v), i.e. we do not concern ourselves with any convention regarding inward-or outward-pointing vectors.
By generating these virtual sources, it is then possible to entirely replace the boundary by a set of virtual sources modeling the reflections. Depending on the geometry of the boundary, the distribution of sources takes different forms. For example, in a rectangular enclosure many of the reflections are explained by virtual sources that coincide in a single point [4] . However, as can be inferred from Fig. 2 , the location of virtual sources for curved boundaries may lie in a continuous path. We formalize these notions in Appendix A.
It will be useful for our analysis later to introduce how we refer to a ray that has been reflected off different boundary points as we describe in Definition 2. For this definition, we temporarily drop any consideration about the law of reflection Fig. 2 . An omnidirectional source is placed at u together with a solid curve B representing the boundary. The ray reflected at point v ∈ B can be explained by a virtual source located at Pv(u) as depicted in the figure. The reflection is given with respect to the vector field n B (·) which in this case assigns an outward-pointing unit vector normal to the curve at v.
and simply consider a reflection path as a set of ordered points consisting of the locations where the ray is generated, where it is reflected, and where it is observed. We refer to this observation point as the sink. 
Thus, Definition 3 guarantees that valid reflection paths consists of incident and reflected rays that form the same angle with respect to the hypersurface associated with the vector field at the reflection point. In order to see that, note that a valid reflection path (y 0 , . . . , y i+1 ) is constructed such that the incident ray at y j is in the the direction of y j − y j−1 and the reflected ray in y j+1 − y j . These vectors both form the same angle θ j with respect to n B (y j ). In other words, we have that
which is shown in Proposition 2 in Appendix A. Moreover, it remains to show that y j+1 − y j , y j − y j−1 , and n B (y j ) belong to the same plane. By using Definition 1 and 3, it is straightforward to see that y j+1 − y j results from a linear combination of y j − y j−1 and n B (y j ), i.e.
where α = y j − P yj (y j−1 ) / y j+1 − y j and β = 2 y j−1 −y j , n B (y j ) . Thus, we formalize the law of reflection by introducing the equivalent notion of valid reflection paths. Fig. 3 shows a valid reflection path when the vector field is chosen to be orthonormal to the boundaries. Notice that it is always possible to choose n B differently so that (y 0 , x 1 , x 2 , y 3 ) is a valid reflection path. Fig. 3 . Illustration of two reflection paths, i.e. (y 0 , y 1 , y 2 , y 3 ) and (y 0 , x 1 , x 2 , y 3 ) where y 0 is the source and y 3 the sink. Assume that at the reflection points, n B assigns an outward-pointing unit vector perpendicular to the corresponding boundaries. Then, the reflection path (y 0 , y 1 , y 2 , y 3 ) is valid according to Definition 3 whereas the path (y 0 , x 1 , x 2 , y 3 ) is clearly not valid.
A. Visible Reflection Paths and Virtual Sources
The main approach that we exploit in this paper is to focus on the properties of reflection paths instead of virtual sources. This interpretation is based upon the observation that each reflection path is explained by a single virtual source. Under the assumptions of the wave propagation model we are considering, the response at a sink r for a reflection path R = (s, y 1 , . . . , y i , r) only depends on the distance traveled-further assuming perfectly reflecting boundaries; we will include absorption in Section III. In particular, this distance is simply given by
where y 0 = s and y i+1 = r. In principle, it is then possible to explain this reflection path by placing a virtual source at any point at a distance |R| from the sink, i.e. any point v ∈ H such that ||v − r|| = |R|.
One way of finding a point satisfying the latter is by means of recursively performing the symmetric projections introduced in Definition 1. In particular, given a reflection path R = (s, y 1 , . . . , y i , r), we can always find the associated virtual source as u = P yi • · · · • P y1 (s). It follows from Definition 1 that ||u − r|| = |R|. Thus, we can think of u as the virtual source that explains the reflection path R. Moreover, it is the only position where the sound path from the virtual source has the same angle of incidence, with respect to the receiver, as the original reflection path. This will become relevant in Section III when we introduce directivity.
In other words, we associate a virtual source for each reflection path in such a way that the effect of the different boundary reflections for that particular path is completely explained by this virtual source. In order for the reflection paths to be physically meaningful, we introduced the concept of valid reflection paths. However, we can still have valid reflection paths that are not, in principle, physically realizable. Fig. 4 shows an example where the reflection path (s, y 4 , y 3 , r), though valid, results in a ray that crosses the boundary. In order to avoid this, we now introduce the concept of visibility. This definition guarantees that the open line segment joining two subsequent reflection points does not intersect the boundary.
Definition 4. Consider a reflection path (y 0 , . . . , y i+1 ) and v j (λ) := λy j+1 + (1 − λ)y j for j ∈ [0:i] and λ ∈ (0, 1). The reflection path (y 0 , . . . , y i+1 ) is said to be visible if the following is satisfied
for all j ∈ [0:i] and all λ ∈ (0, 1).
It follows from this definition that visibility is independent of validity, e.g. a reflection path can be visible and not valid. Fig. 4 depicts two valid reflection paths where (s, y 1 , y 2 , y 3 , y 4 , r) is visible and (s, y 4 , y 3 , r) is not visible. It is straightforward to see that there exists a λ ∈ (0, 1) such that n B (λr + (1 − λ)y 3 ), r − y 3 = 0. Thus, in our approach, we consider valid and visible reflection paths-for a given room geometry-and generate the virtual sources based on these reflection paths. This is in contrast with previous literature [13] where virtual sources are generated based on the room geometry in order to explain reflection paths for a given source and sink. The definitions presented in this paper allow us to generalize the image source method to arbitrary reflecting boundaries which the approach in [13] does not cover, e.g. the boundary described in Example 1.
Example 1 (No-sound Corridor Effect). If we consider, for example, a scenario where rays can reflect off both sides of a wall, the method presented in [13] is not able to appropriately accommodate this situation. In particular, the latter approach requires to establish a convention regarding inward-pointing normal vectors in order to explain reflections. Thus, virtual sources that have been generated by means of outwardpointing normal vectors are discarded from the model. This can lead to neglecting physically meaningful reflection paths. For example, in Fig. 5 , assumingn is an inward-pointing vector,n is then pointing outwards. This means that the reflection path (s, y 2 , r) is discarded from the model. By changing the inward-and outward-pointing convention of these two vectors, we find a degenerate situation where no rays are present in a region between the two walls-i.e. rays such as (s, y 1 , y 2 , y 3 , r) are neglected. If s is a sound source, we refer to this as the no-sound corridor effect. Fig. 5 . No-sound corridor scenario described in Example 1. Any convention of normal vectors-i.e. inward-or outward-pointing vectors-leads to a situation where either one of the reflection paths shown is discarded according to previous approaches [13] .
B. Rooms with Planar Walls
In practice, it is very common to use the image source method in polygonal enclosures or rooms, i.e. with planar walls. In principle, the image source method presented here applies to any boundary as defined in (1). However, rooms consisting of planar walls present particular characteristics that make them convenient for analysis. We do not restrict ourselves to closed rooms, but we consider a more general type of room which, for example, are also allowed to be open and with finite-or infinite-length walls (see Fig. 4 as an example of a room as referred herein). We formalize these notions in the following definition.
Definition 5. A boundary B ⊂ R n is planar if there exist a countable collection of connected and disjoint open sets {W i } i∈I and hypersurfaces {H i } i∈I such that
where
n and b i ∈ R} for i ∈ I, and B is a set of measure zero with respect to the Lebesgue measure. Each set W i is referred to as a wall whenever |I| ≤ |I | for any other collection of sets {W i } i∈I satisfying (8) .
Roughly speaking, the walls of a planar boundary can be considered to be connected disjoint open subsets of hypersurfaces in the corresponding dimension. Note that single points are not considered walls. Further, Definition 5 describes a more general set of rooms such as walls that can be circles in a three-dimensional space, which may be counterintuitive at first. Another example of a boundary in R 2 is the union of the intervals (0, 1) and (1, 2), which are considered two different walls according to the definition above. Further, an appropriate choice of B can make any partition of these intervals into open subintervals form a collection satisfying (8); however, they cannot be referred to as walls. The introduction of the set B also becomes relevant when we have, for example, intersecting walls. Consider a planar boundary consisting of two intersecting hypersurfaces. Then, B is the intersection of the two hypersurfaces, and the walls correspond to four connected disjoint open sets satisfying that the intersection of their closure is precisely B.
In the case of planar boundaries-e.g. a polyhedral roomit is possible to characterize validity by first considering the ordered sequence of walls where a ray reflects off for a given source s and sink r. This stems from the fact that there exists a one-to-one correspondence between the associated virtual sources-which form a discrete set by Proposition 1-and the sequences of walls corresponding to the trajectory of reflections.
In particular, assuming a collection of walls {W i } and a reflection path with a sequence of reflections at walls indexed by (i 1 , . . . , i k ), the single associated virtual source explaining these reflections can then be generated as P y k • · · · • P y1 (s) for any y j ∈ B ∩ W ij where j = 1, . . . , k. It is also possible to obtain the set of lines containing the reflection path. These are given by
and
for i = 1, . . . , k − 1. Then, a reflection path (s, y 1 , . . . , y k , r) with reflection points at the corresponding sequence of walls is valid if and only if W i ∩L i−1 ∩L i = {y i } for all i ∈ [1:k] (see Proposition 3 in Appendix A).
Algorithm 1 summarizes how valid and visible virtual sources are generated for a planar boundary B consisting of walls {W i } i∈I . In order to describe the procedure, it is convenient to define an auxiliary function parametrized by the number of consecutive reflections off distinct walls prior to arriving at the sink. This function, given a sequence of walls, either provides a valid reflection path if it is feasible for this combination or outputs a predefined value signaling that no valid reflection path is feasible. In particular, for a positive integer k, let us define the function
for some ε ∈ R which takes the form
where W = (i 1 , . . . , i k ). For a planar boundary with N walls, the function Ψ (k) simply checks if the reflections off subsets of k walls are valid according to (9) and (10 for W ∈ I k do 4:
if (P = ε and P visible) then 6:
(s, y 1 , . . . , y k , r) ← P 7:
end if
end for 10: end for 11: return S
III. ROOM IMPULSE RESPONSE FOR ARBITRARY ROOM GEOMETRIES
The convenience of approaches like the image source method in acoustics [4] lies in its analytical and computational simplicity for computing the room impulse response (RIR) without having to explicitly solve differential equations. Given the room geometry, and the source and receiver locations, we have shown how to appropriately obtain the set of virtual sources so that it covers more general room geometries than previous methods [13] . For ease of explanation, we will consider Euclidean spaces, i.e. H = R N for N a positive integer.
From our previous discussion, the appropriate virtual sources to consider are those that correspond to valid and visible reflection paths. In other words, we say that, given source and receiver locations, a virtual source u ∈ H is valid and visible if there exists a valid and visible reflection path (s, y 1 , . . . , y k , r) such that u = P y k • · · · • P y1 (s) given a boundary B, source s, and receiver r. We denote the set of valid and visible virtual sources by S r where the dependence on s and B is implicit.
If the room consists of planar boundaries, the set of virtual sources S r ⊂ R N is composed of a discrete set of points, i.e. S r = {s m } m∈N . In this case, the response to an excitation signal f ∈ L 2 (R) for a source s and receiver r can be written as [4] 
where c is the speed of the wavefronts, s 0 := s, and s = r. Equation (12) is clear when the set of virtual sources is discrete, i.e. we have point sources. However, when considering arbitrary boundaries, the structure of the associated virtual sources may be more complex. Moreover, this model is not amenable to including boundary absorption or directivity of sources. In order to remedy this, it is necessary to use different analytical tools to compute the impulse response while keeping the advantages of an image source method.
The approach we will be taking here relies on expressing the impulse response as the integral of a function against an appropriate measure. This allows us to extend, in an analytically tractable manner, the results on point sources to more general distributions of virtual sources that describe boundaries with arbitrary shapes and absorption coefficients as well as incorporating the directivity of sources.
For the sake of illustration, assume that the source and receiver are not collocated, i.e. there exists an > 0 such that
is the open ball in R N , radius , and center r. It is then possible to write for
where µ Sr is an appropriately defined measure that depends on the set of virtual sources S r . In a sense, this choice of impulse response assumes that the different virtual sources are in the far field with respect to the receiver location. The parameter can then be interpreted as modeling a distance from which this may be valid. Note that if source and receiver are collocated, it is straightforward to see that we can find an > 0 such that D R N (s, ) ∩ (S \ r) = ∅ and then add the contribution of f (t) directly. Under this interpretation, the example in (12) can be obtained by first defining the following measure
where the terms in the summation are Dirac measures and Γ is, for example, an element of the Borel σ-algebra over R N denoted by B N . It is clear then that using this measure in (13) gives (12) . However, if the structure of the room also consists of nonplanar boundaries-e.g. curved walls-, the set of virtual sources is not discrete. In a three-dimensional setting, for example, we then wish to construct a model that allows the inclusion of virtual sources composed of points, curves, and surfaces in order to accommodate a wide variety of reflecting objects and sources distributions. One possibility to construct a measure that accommodates these cases is to first define it with the help of a limiting procedure. In particular, we consider punctual virtual sources that in the limit completely cover the set S r . We illustrate this intuition in the next example. 
for Γ in the Borel σ-algebra over R N denoted by B N . Thus, it can be shown that in the limiting case when M ≥ 1 is large, this combination of Dirac measures tend to represent the length of the interval (0, 1) (see Example 3 and Proposition 4 in Appendix B). Fig. 6 . Illustration of a degenerate situation for a boundary B consisting of two parallel lines where one of them is missing points v 1 and v 2 . Thus, the reflection path (s, y, r) results in a valid and visible source s 2 that is not physically relevant. In this scenario, it is only necessary to consider the virtual source s 1 to explain the corresponding reflections.
Proposition 4 motivates the use of a measure in (13) that provides the length or area of the corresponding sets-note that there are different constructions of (15) that also converge to the same measure. Thus, we require a measure that in an N -dimensional Euclidean space provides a sense of size of different sets as well as being able to distinguish among sets with different dimensions. The Hausdorff measure and the Hausdorff dimension exactly meet these requirements.
Some of the background on the Hausdorff measure can be found in Appendix B. This measure provides a generalization of the Lebesgue measure-denoted by λ R N for the Ndimensional Euclidean space-in the sense that it does not depend on the dimension of the space that it operates on. This manifests itself in the Hausdorff measure detecting sets that are otherwise neglected by the Lebesgue measure. In other words, it does not obviate the lower dimensional sets, e.g. The boundary B, as defined so far, can lead to considering reflection paths that are not physically meaningful. For example, Fig. 6 shows an example where the reflection path (s, y, r) results in a virtual source s 2 that is not relevant in the final computation. In this case, it is only required to consider the virtual source s 1 to correctly explain the reflections. In order to avoid these degenerate cases, we assume that the boundary is given by B = N n=0 C n where Hdim(C n ) = n and there do not exist {Γ n ∈ B N } such that H n (Γ n \ C n ) = 0 whenever Γ n ⊃ C n . Then, the Hausdorff dimension provides us with a way of classifying the set of virtual sources S r ∈ B N based on their dimension. In particular, we can write Building upon the concepts above, we then introduce the following measure that we can use to model the room impulse response in (13) for arbitrary boundaries, i.e.
for any Γ ∈ B N where S 0 r = {s m } m∈M for M ⊆ N. Without loss of generality, we have assumed that we have a single punctual source. The extension to multiple punctual sources can be performed, in a straightforward manner, by superposition of the associated measures in the above equation.
A. Directivity and Absorption
In previous sections, we have assumed that the source is punctual and radiates energy in an omnidirectional manner. Directivity is a common model to describe how sources may emit energy more or less concentrated in different directions. In this section, we show how this property can be incorporated into our model.
A convenient and popular way of expressing the directivity pattern of a given set of sources is by considering a function defined on a sphere around the source distribution. The values of this function are then related to how concentrated energy is in a particular direction. In acoustics, this function is mainly expressed using spherical harmonics [15, Chapter 6] . In particular, for a function d :
where the convergence is in the L 2 norm [16, Chapter IV]. Familiar examples include Fourier series representations on the unit circle whenever N = 2, or spherical harmonics involving Legendre polynomials in R 3 . In order to include directivity into our model, we use the functions d s and d r to describe the directivity of the punctual source s and the receiver r, respectively. From the construction of the symmetric projection of a vector, it is straightforward to see that, given u ∈ S r , there exists a unique valid and visible reflection path R = (s, y 1 , . . . , y k , r) such that u = P y k−1 • · · · • P y1 (s) and r = P y k (u). Thus, we define, for convenience, the bijective function
where A B is the set of visible and valid reflection paths corresponding to the boundary B, source s, and receiver r.
The function χ r , although not explicitly denoted, is also determined by the boundary and the source location. Then, we can define the directivity coefficient of the virtual sources as
where χ r (u) = (s, y 1 , . . . , y k , r). If the reflection path is (s, r), then (19) should be appropriately understood by considering r and s instead of the undefined y 1 and y k , respectively. It can be observed that the image source framework we have constructed allows the inclusion of directivity of virtual sources by just considering the direction towards the first and last reflection point. This is in contrast to other approaches considering rotations of spherical harmonics representations [17] , [18] . We model absorption solely as a function of the spatial dimension, i.e. a : B → [0, 1]. It would also be straightforward to include amplification in the latter expression by just considering R as the image of a. Similarly, under the above conditions and given the reflection path χ r (u) = R for a particular virtual source u ∈ S r , we can incorporate absorption into the model by defining a function
Then, we can modify (13) in such a way that models both directivity and absorption as follows
Note that we have chosen the domain to be precisely S r in order to simplify the definition of the absorption and directivity coefficients. It is important to emphasize that this model could be easily extended to include absorption dependent on the angle of incidence by building upon the approach used for directivity. In particular, given a reflection path, the angle of incidence for each reflection point could be computed from the properties of the symmetric projection. Then, the corresponding factor could be incorporated into each of the terms in (20) .
IV. CONCLUSIONS
We presented a framework that allows the model obtained by the image source method to accommodate arbitrary reflecting boundaries. The latter includes, for example, curved walls and rooms presenting wall-size openings. In order to handle this more general and complex distribution of virtual sources, we also showed how the room impulse response can be explicitly obtained. The latter can also model boundary absorption and source directivity. The work shown here can establish the foundation for applying the image source method to more complicated boundary configurations whereby analytical and computational advantages can be gained. APPENDIX A Proposition 1. Assume omidirectional sources. If the boundary B is planar for some connected and disjoint open sets {W i } i∈I and hypersurfaces {H i } i∈I where I ⊆ N, then the set of virtual sources generated as in Definition 1 consists of a discrete set of points.
Proof. It follows directly from the definition of hypersurface that, given H i , there exists an n i and b i ∈ R such that n B (v i ) = n i and n i , v i = b i for any v i ∈ H i . Given a source position u ∈ H, we can then write the following
for any v i ∈ H i . Thus, for a given source and hypersurface, there is a single associated P vi (u).
Proposition 2. Any valid reflection path (y 0 , . . . , y i+1 ) with an associated vector field n B satisfies the following y j − y j−1 ||y j − y j−1 || + y j+1 − y j ||y j+1 − y j || , n B (y j ) = 0
for any j ∈ [1:i].
Proof. From the validity property in (3), we can write y j − y j−1 ||y j − y j−1 || + y j+1 − y j ||y j+1 − y j || , n B (y j ) = y j − y j−1 ||y j − y j−1 || + y j − P yj (y j−1 ) y j − P yj (y j−1 ) , n B (y j ) .
By using the symmetric projection definition in (2), it is straightforward to see that y j − P yj (y j−1 ) =(y j − y j−1 ) − 2 y j − y j−1 , n B (y j ) n B (y j ).
The latter implies that ||y j − y j−1 || = ||y j − P yj (y j−1 )|| and y j − y j−1 + y j − P yj (y j−1 ), n B (y j ) = 0.
Thus, the conclusion follows. Proposition 3. Let (i 1 , . . . , i k ) be a sequence of walls indices corresponding to a planar boundary B consisting of walls {W ij } and k ∈ N. If W ij ∩ L j−1 ∩ L j = {y j } for some y j ∈ B where j = 1, . . . , k, then (s, y 1 , . . . , y k , r) is a valid reflection path.
Proof. Since {y j , y j+1 , P yj (y j−1 )} ⊂ L j , it follows directly that y j+1 − y j y j+1 − y j = y j − P yj (y j−1 ) y j − P yj (y j−1 ) .
Thus, (s, y 1 , . . . , y k , r) is a valid reflection path.
APPENDIX B HAUSDORFF MEASURES
We introduce here some of the background regarding Hausdorff measures. Additionally, in Proposition 4, we prove a result that illustrates Hausdorff measures as a limiting case of Dirac measures. This is particular insightful when considering denser and denser arrangements of virtual point sources, thus leading to virtual sources disposed in a continuous manner through space as considered in this paper.
Let us start by defining the radius of a set E ⊂ R N as rad(E) := sup ||x − y|| 2 : x, y ∈ E (27) with the understanding that rad(∅) := 0. For C ⊆ P(R N ), where P(R N ) denotes the power set of R N , we can then set
