(B2) For fixed design points, t i ∈ [a, b] for i = 1, · · · , n, assume that there exists a distribution function Q(t) with a corresponding positive continuous design density ρ(t) such that, for the empirical distribution of (t 1 , . . . , t n ), Q n (t), we have sup t∈ [a,b] |Q n (t) − Q(t)| = o(K −1 ).
Moreover, there exist two constants 0 < c 1 < c 2 < ∞ such that c 1 ρ(t) c 2 for all t ∈ [a, b] .
(B3) The number of knots K = o(n).
(B4) f (t, x, β) is a continuous function of β for β ∈ Ω β , where Ω β is a compact subset of R d .
(B5) For ρ defined in Assumption B2, ρ(t) ∈ C [a, b] .
(B6) X(t) ∈ χ, where χ ⊂ C ν+1 [a, b] with ν 2.
(B7) The weight w(.) is a bounded and non-negative function on the interval [a, b] . Further, w(.) has a bounded first-order derivative.
(B8) E{w(t)[f (t, X(t), β) − f (t, X(t), β 0 )]
2 } = 0 if and only if β = β 0 , where E[g(t) ] is the expectation of function g(t) with respect to t in the case of random design and the integral (B11) K q < 1 with K q = (K + ν + 1 − q)(λc 1 ) 1/(2q) n −1/(2q) for some constantc 1 .
(B12) K q 1 for K q defined in (B11).
(B13) All partial derivatives of f {t, X, Υ, β} up to order p with respect to t, X and Υ exist and are continuous. The derivatives of input variables Υ(t) up to pth-order with respect to t exist and are continuous. [a, b] with ν 1, then
(ii) Under Assumptions B1-B3 and B12, if X(.) ∈ W q [a, b] with q 2, then for any
where
and
with B j (.) denoting the jth Bernoulli polynomial (see Ghizzetti and Ossicini, 1970) , and
is the best L ∞ approximation to the true value of function X(t).
Proof of Lemma 1:
From the expressions (8) and (9) , we havê
From the definition of G K,n and H K,n , we have H Zhou and Wolfe (2000) .
and S X defined in Lemma 1.
From Lemma 5.1 and Theorem 3.1 of Zhou and Wolfe(2000) , it holds that [a, b] , and
Now we consider the third component of (A.1). In the first step, we use similar arguments to those in the proof of Theorem 2 in Claeskens, Krivobokova and Opsomer(2009) and the
where W = diag{
In the second step, we claim that 
and for K q 1,
In the third step, we also claim that − λ n Cardot(2000) . So for K q < 1, we obtain that
because of ν q, and for K q 1, we obtain that
Now, we consider the variance
From Result R1 and Lemma A2 in Claeskens, Krivobokova and Opsomer(2009), we have
(ii) Under Assumptions B1-B3 and B12, if
with q 2, then for any
Moreover, for λ ∼ cn 1/(2q+1) and K ∼ cn ς with ς 1/(2q + 1), the P-spline estimator of
Proof of Lemma 2:
The order of the mean square errors can be derived from Proposition 1 directly. Then we can verify the optimal rates of convergence by using κ 
Proof of Lemma 3: For
It follows that
Therefore it is enough to show that
By (9), we haveX
To verify that the Lindeberg-Feller condition holds, it suffices to show that
From Lemma A1 in Claeskens, Krivobokova and Opsomer(2009) 
Similar to the proof of Theorem 3.3 in Zhou and Wolfe (2000), we have
Similarly, for K q 1, if λ ∼ cn γ with γ 1/(2q + 1), and K ∼ cn ς with ς 1/(2q + 1),
2) holds for both K q < 1 and K q 1, and the proof of Lemma 3 is completed. 
Proof of Lemma 4: From Lemma 3(i), for any t ∈ [a, b], we have
Then by Lemma 1(i), Lemma 4(i) holds. The proof of Lemma 4(ii) is similar. (Rice and Rosenblatt, 1983) , local polynomial (Fan and Gijbels, 1996) and regression splines (Zhou, Shen and Wolfe, 1998; Zhou and Wolfe, 2000) .
Remark A2: Lemma 2 shows that the order of the optimal number of knots for P-splines does not depend on i. Such results are similar to that for regression splines given in Remark 1 of Zhou and Wolfe(2000) . It provides a clue on how to choose the optimal number of knots
Remark A3: Similar to the setup for regression splines in Zhou, Shen and Wolfe(1998) and Zhou and Wolfe(2000) , in this article we suppose that the knots for P-slines are asymptotically equally-spaced, the design density is continuous, and the order of the spline equals the assumed order of the unknown regression function. These assumptions may be relaxed by the way for regression splines in Huang(2003a,b) .
Lemma 5: For all the discretization methods given in Section 2.2, we have
Proof of Lemma 5:
We only need to verify this result for the RDB method. For k 2 defined in Section 2.2, under Assumption B10, by the mean value theorem, we have 
(t)[X(t) − X(t)]dt is asymptotically normal with mean
µ X = ∫ b a g(t)E[X(t) − X(t)]dt = O(κ v+1 ) = o(n −1/2 ) and variance Σ X = ∫ b a ∫ b a g(s)Cov[X(s) −
X(s),X(t) − X(t)]g T (t)dsdt = O(1/n).

Proof of Lemma 6:
By the Delta-method(van der Vaart and Wellner, 1996, p.377) and
Lemma 3(i),
∫ b a g(t)[X(t) − X(t)]dt is asymptotically normal with mean as
µ X = ∫ b a
g(t)E[X(t) − X(t)]dt,
and variance as
Now, we consider the order of the variance as follows
In the following proofs of Propositions 1-2, for simplicity, we suppose that f does not depend on t and use the notation f (X(t), β) to replace f (t, X(t), β). We also remove the dependence in t for F . Of course, the proof is straightforward in the non-autonomous case.
Proof of Proposition 1: If we denote
2 . This result can be verified by the Taylor expansion and the expression (10), i.e., for 0 < h 1, under Assumptions B7 and B13, as follows
Then we have
For the second term of (A.4), by the Cauchy-Schwarz inequality, if β ̸ = β 0 , then
So the second term of (A.4) is bounded by a product of a lower term than that of the first term of (A.4) and o p (1). Now we consider the first term of (A.4), which can be decomposed
By Assumption B10 and Lemma 4(i), we know that the second term of (A.5) is bounded as
By a similar argument, we note that, if β ̸ = β 0 , the third term of (A.5) is bounded by O(c n ). For the first term of (A.5), from Lemma 5 and the strong law of large number, if β ̸ = β 0 , we have
a.s. Combining all three terms of (A.5), we can see that the first term of (A.4) is dominat-
For any probability measure Q, let F n be the set {
be the covering number of the class F n in the probability measure Q, as given in Pollard(1984,page 25) . Under Assumption B4, using the similar arguments to those in the proof of Theorem 3.1 of Xue, Miao and Wu (2010), we have sup
for 0 < ϵ < 1, where C is some constant. Then by Theorem II.37 in Pollard(1984) ,
Next, from Assumption B8, we know that β 0 is the unique minimum point of S(β). Since β 0 is an interior point of Ω β , it follows that the first-order derivative
∂S(β) ∂β
of S(β) at β 0 equals to zero and the second-order derivative 
Thus ∥β n − β 0 ∥ → 0, a.s., i.e.β n strongly converges to β 0 when n is large.
Proof of Proposition 2:
Under Assumption B9, by the Landau-Kolmogorov inequality between different derivatives of a function and Lemma 5, we have
for two constants C and C ′ , where ∥g(β)∥ ∞ = sup β |g(β)| is the supremum norm of a function g . Forβ n , it satisfies ∂Sn(β n ) ∂β = 0. Then from Lemma 5 and the proof of Proposition 1, it follows that
withX i being some point between X(t i ) andX(t i ), andβ being some point between β 0 and
So we obtain an asymptotic expression forβ n − β 0 as follows
From Proposition 1 and Lemma 4(i), we have
For fixedX ′ (t) and X ′ (t), from the weak law of large number, P n − T n → 0 in probability.
Further, applying integration by parts to T n , we have
If w(a) = w(b) = 0, then
]. From Lemma 6, the right side of (A.6) is asymptotically normal with mean as
Obviously, Σ *
This rate of convergence is consistent with that of Theorem 4.2 in Bickel and Ritov(2003) .
If w(a) ̸ = 0 or w(b) ̸ = 0, we havê
(a). Similar to the proof of Lemma 3(i),β n − β 0 is asymptotic normal with mean as
Now, we consider the orders of this mean and variance. From Lemma 1(i), µ 2 = O(κ ν+1 ) and
. In order to ensure that the asymptotic bias ofβ n is zero, the assumption
Appendix B: Additional Simulation Studies and Results
In all the simulations in the main text, the weight function w(t i ) in the objective function runs were replicated. We report the AREs for the estimates of different methods in Table 1 below.
The results show considerable improvement in the ARE for all the methods. Comparing different methods, the EDB method again has the largest ARE. The LW method performed better than the TDB method for the cases of small noise. For the larger noise cases, the TDB method has the smallest ARE. The RDB method was slightly worse than the LW and the TDB method for most of the cases.
[ Table 1 Table 2 below.
From this table, we can see a similar trend as in the case of equally-spaced observations (Example II in the main text). The results confirm that the EDB method produces the largest AREs for all the simulation cases. The LW method seems to be somewhere in between the EDB and the TDB. The RDB method was worse than the TDB method and was better than the LW method in some cases and worse in others. The TDB method again gave the best results and has been stable in all the simulations.
[ 
