Abstract. In the process of coding open-ended questions, the evaluation of interjudge reliability is a critical issue. In this paper, using real data, the behavior of three coefficients of reliability among coders, Cohen's K, Krippendorff's α and Perreault and Leigh's I r are patterned, in terms of the number of judges involved and the categories of answer defined. The outcome underlines the importance of both variables in the valuations of interjudge reliability, as well as the higher adequacy of Perreault and Leigh's I r and Krippendorff's α for marketing and opinion research.
Introduction
Academic circles and disciplines have traditionally been reticent about accepting qualitative research. Much criticism has been voiced concerning this type of studies: its use for exploratory ends, treating researchers as journalists more than scientists, or the presence of personal judgments (and prejudices) in the analysis process (Denzin and Lincoln, 1994; p. 4) .
The current growing interest in investigating the motivations and other underlying aspects that influence an individual's conduct has meant that more attention is being paid to these techniques of social research. Thus, market studies based on qualitative techniques (group sessions or in-depth interviews) formed, in 2002, an important part of the sector's global turnover, totaling 15%, compared with 45% of quantitative-based studies (mainly through personal, phone, postal, 'mystery shopper' and online interviews) and 40% of panel studies (ESOMAR, 2003) .
However, the structured interviews used in quantitative research studies enable open-ended questions to be included, allowing the individual to express himself autonomously, thus providing a type of information that is eminently qualitative. The responses can be recorded by the interviewer using a previously-established coding process (Fontana and Frey, 1994; p. 363) .
The very characteristics of open-ended questions mean that, on the one hand, they are mode difficult to code and analyze, but, on the other, there is a greater richness and depth en the responses. This is because, on not being limited to forced answers, the respondent is able to express nuances and provide more lengthy explanations. There is also a greater diversity of responses; above all if we bear in mind that not all the respondents have the same aptitude of expression or the same style, which, on the other hand, becomes a possible source of error. If, in addition to this, the openended questions are posed in a personal interview, it is even more difficult to record and synthesize what the respondent is trying to say (Luque, 1997; pp. 126-127; Lehmann et al., 1998: 178-179) .
Responses obtained using open-ended questions are generally transferred, after the coding process, onto a nominal scale. This will help to identify different elements, or will indicate that an individual belongs to a certain class, by means of a univocal correspondence, such that all the members of one class will be associated to the same number. Since some of the properties of numbers, such as order or origin, are missing, the possibilities of statistical analysis are limited to calculating frequencies and percentages, as well as the carrying out of certain non-parametric tests. Taking all of this into account, and in spite of the limitations attributed to open-ended questions, the information obtained can be synthesized quantitatively, allowing it to be then treated statistically.
One aspect that marketing researchers have paid little attention to, is precisely the evaluation of the quality of the nominal data collected from qualitative judgments. Various authors propose that all marketing research reports should explicitly include the estimation of the coding process's reliability (Light, 1971; Perreault and Leigh, 1989; Rust and Cooil, 1994) . In this sense, we should mention the results of a study presented by Hughes and Garrett (1990) on reliability analysis in marketing articles published from 1984 to 1987, which reveals that 46% of the articles developed qualitative judgments that were obtained from nominal scales.
Thus, in this study, we concentrate on the coding and classifying process of open-ended questions and, more specifically, on evaluating its reliability using the most-habitually used agreement coefficients. To do this, our reference point has been the methodology of content analysis, considered a research technique for the objective, systematic and quantitative description of the manifest of communication (Berelson, 1952: 18) .
More recently, this tool has been used to exploit the information generated by the application of qualitative techniques that were borrowed from Psychology, such as the in-depth interview and the group sessions. Likewise, it has also been applied in text analysis (Denzin and Lincoln, 1994; Miles and Huberman, 1994; Weitzman and Miles, 1995; Roberts, 2000) , in the analysis of the informative aspects of publicity ads (Abernethy and Franke, 1996; Kassarjian, 1977; Lombard et al., 2002) and in the epistemological and methodological aspects of content analysis itself (Berelson, 1952; Holsti, 1969; Holbrook, 1977; Kassarjian, 1977; Krippendorff, 1980; Weber, 1985; Bardin, 1986; López-Aranguren, 1989; Krippendorff, 1997) .
Finally, data from an actual research project is used to illustrate mathematically and generalize the effect on the values obtained in said agreement or concordance coefficients, in terms of both the number of judges used and of the categories described.
Evaluation of Interjudge Reliability in the Open-Ended Question Coding Process
A crucial task in the process of analyzing open-ended questions is, precisely, coding the multitude of responses obtained. This coding basically consists in attaching an identifier to each category of data. A process described by various authors, including Lincoln and Guba (1985) , Bardin (1986) , Strauss and Corbin (1990) , Miller and Crabtree (1994) , Miles and Huberman (1994) and Glaser and Strauss (1999) . In particular, and if we want the results obtained to be scientifically valid, the coding should be carried out using independent coders (judges). After preparing a sample of categories or units of analysis, in the coding phase the judges will establish a correspondence between the initial responses and these units. This classification is based on the coherent meaning of each response and on the assumption that the different judges are able to group each response, together in the same classifications (reliability). The importance of this phase lies in the dependence with the initial identification of categories (Spiggle, 1994) .
On another note, in the task of recording the responses and placing them into groups, the use of a software package 1 (specialized or not) provides a descriptive procedure in order to obtain an overall vision of the variety, type or distribution of the data. This is also applicable in the tabulation carried out prior to the analysis (López-Aranguren, 1989: 490; Mckensen and Wille, 1999) .
Analyzing the agreements and discrepancies gives us the interjudge reliability. That is, the quality of the research is quantified through formulae or numerical indices based on the level of agreement between them. An agreement occurs when the different judges coincide in placing a certain response in the same category. Therefore, the interjudge reliability is related to its discrepancies when applying content classification criteria. Lombard et al. (2002) propose the patterns and models to be followed in order to calculate and present the intercoders reliability. Nonetheless, and as we shall see below, reliability analysis is a critical problem when multiple judges are used to assign codes (Kassarjian, 1977) .
The paper of Hughes and Garrett (1990) reveals that only 13% of articles analyzed use acceptable measurements of the level of agreement among coders. The main questions in choosing an agreement index are (Kang et al., 1993) : sensitivity to errors of systematic coding, correction of chance agreements, ability to support multiple judges and the measurement scale on which it can be applied.
The most frequently-used reliability indicators are interjudge agreement proportion and other measurements based on this concordance, such as Krippendorff's α and Holsti's CR (Hughes and Garrett, 1990; Kolbe and Burnnett, 1991; Kang et al., 1993; Riffe and Freitag, 1993) . The simplest, most-easily calculated and understood indicator is the proportion of agreements between pairs of judges as regards the total number of judgments given. However, this measurement presents a group of disadvantages that they do it inappropriate to evaluate intercoder reliability (Hughes and Garret, 1990; Krippendorff, 1980) . Concretely, some agreements occur by chance and, for a lower number of categories, a chance agreement is more likely, thus, the reliability will appear to be greater than it really is (Rust and Cooil, 1994) . For this reason, other, more complex, concordance measurements have been developed. The most habitually used and their goodness intervals are listed in Table I . Table II shows the main characteristics of the concordance coefficients mentioned in the text above.
It should be said that Cohen's Kappa (K) Coefficient must be applied using the assumptions that the coders are independent and that their effects are random (Hughes, and Garret, 1990) . Ever since the end of the 1960s, this index has been widely criticized, since it was designed for clinical psychological judgments in which it is assumed that the judges, a priori, would assign very few cases to "strange" illnesses (categories) (Perreault and Leigh, 1989; Hsu and Fied, 2003) . Thus, it is a useful coefficient when the set of response patterns are expected to be evaluated by comparison with an already-established standard.
The aforementioned reasons, along with its conservatism in calculating the random coinciding judgments, in its original formulation, have produced different variants of the K so as to adjust it to specific situations within a range of disciplines (psychology, sociology and marketing), when evaluating this intercoder reliability (Fleiss, 1971; Krippendorff, 1971; Light, 1971; Herbert, 1977; Spitznagel and Helzer, 1985; Perreault and Leigh, 1989; Hsu and Field, 2003) . These modifications are based on 
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Source: Own production after Kang et al. (1993) the assumption that the so-called "free" marginal distributions are more appropriate when there is no prior reason for expecting a specific marginal distribution, as in the case of opinion studies (Perreault and Leigh, 1989) . The Krippendorff, Scott and Cohen coefficients are based on the idea that, if the agreement level obtained is not significantly higher than that expected randomly, the researcher will conclude that the intercoder reliability has not been sufficiently adequate (Hughes and Garret, 1990; Krippendorff, 1997, p. 197) .
When two judges are used, the Scott pi index is asymptotically equal to Krippendorff's α and to Cohen's K. If there are more than two coders in the study, it will be possible to calculate a compose reliability coefficient, once Scott's pi has been calculated for each pair of coders (Holsti, 1969: 137) .
The disadvantage of the aforementioned coefficients lies in the fact that their values are influenced by the number of categories. Therefore, the less categories there are, the greater the probability of obtaining random agreements and, thus, the lower their value. In this sense, Perrault and Leigh's (1989) I r grows when the number of categories grows, but in a decreasing rhythm. In conceptual terms, Perreault and Leigh's (1989) coefficient can be taken as the percentage of overall responses a judge could consistently code, taking into account the nature of the observations, the coding pattern and the category definitions, as well as the judge's inclinations and abilities. As we can see, it represents the square root of Bennett's S.
In terms of an adequate, generally approved, index, Perreault and Leigh's seems to be well adapted to many research conditions, though only for two evaluators (Grayson and Rust, 2001 ). Nonetheless, Rust and Cooil (1994) , using the basics of the Cronbach α coefficient and Hughes and Garret's Generability Theory, extend the use of Perreault and Leigh's index to the case of multiple-judge participation, as long as there are less than five categories to be coded. Thus, given a fixed number of judges, the agreement proportion to be borne in mind, so as to guarantee an adequate reliability, is estimated.
To sum up this section, the aspects that allow any coding process to be evaluated are based on (Kolbe and Burnnett, 1991) : its objectivity (coding rules and procedures, judge training, testing of categories and their definitions, independence of judges and number of judges), its systematization (whether the coding process is used to check hypotheses and/or theories and whether the data collection process is described), the sampling process followed and, finally, the reliability indices obtained.
It is, evidently, a process that is empirical, laborious and subject to nonsample errors throughout its different phases. However, if the correct criteria and steps are carefully applied, the possible non-sample errors made are minimized, thus ensuring the scientific nature of the work.
Empirical Application
In the context of a wider study on consumer behavior carried out on a national level in July 2001, responses were recorded concerning the four problems that, according to the respondent, most affected, on the one hand, society in general and, on the other, the respondent himself. This formulation, identical to that habitually used by the Spanish Center for Sociological Research, CIS (Spain) in its opinion polls, was used as an introductory question to a more extensive questionnaire in the study we are dealing with here.
For 703 correctly-received questionnaires, a total number of 3,601 different responses were obtained, which were initially divided up into 508 social problems. Subsequently, following a frequency analysis of the responses obtained, 29 response categories were described (see Appendix).
Once the content of each of the 29 initially-identified response categories was written up, 6 judges who had not taken part in the research design were selected. These judges were duly trained using written instructions, which included the response categories and main questions referring to the procedure to be followed, along with the coding form. These instructions helped them to work in an isolate manner, assigning each of the 508 problems to the 29 categories formulated.
Once the responses were assigned to the categories, their reliability was evaluated. In this study, we concentrated on four concordance indicators: the agreement proportion, Cohen's K coefficient (revised) and Krippendorf's α coefficient given the popularity of both among the scientific community, along with Perreault and Leigh's I r , as an alternative to the others and of particular use in marketing research and opinion studies.
In transcribing the judges' evaluations, the preliminary tabulations and other data processing needed to calculate these coefficients, a spreadsheet was designed using Microsoft Excel. The final classification consisted of assigning the modal analysis unit to each original response, and the categories that showed a draw were selected randomly. Furthermore, calculating the coefficients for all the possible combinations of judges or coders was automatized thanks to a series of "macros' and forms programmed in Visual Basic language (see Table III ). Finally, simulating the behavior of the coefficients was obtained in graph form using the computing tool STATISTICA 6.0 from the data provided by the spreadsheet.
In the agreement analysis phase, and bearing in mind the problem of the high number of categories and judges, together with the conservatism of Cohen's K, a series of modifications had to be introduced in order for it to be applied.
To calculate the K coefficient's chance judgments F c , we decided to adapt it to our particular case based on the probability of obtaining a combination with a repetition (CR) of m elements (in our case, 29 problems), taken n by n (n ranges from 2 to 6 judges). For the set of N responses, F c has the following expression:
Finally, the mean value of the coefficients (see table below) is obtained from the average of all the possible combinations without repetition (second column) of i judges (6) taken n by n (from 2 to 6):
Cohen's K for the six coders was 0.281, a value that is not excessively low if we take into account the rigorousness and systematization followed in the coding process, the number of judges used in recoding the question and, the large amount of categories to which to assign. Nonetheless, if we consider the average of all the possible combinations of pairs of judges, the coefficient rises to 0.575, a value that can practically be included in the adequate goodness interval. This same coefficient reaches 0.439 for all those combinations of judges taken 3 by 3.
Looking at the values for chance judgments and Cohen's Kappa expression (Table II) , it is clearly deduced that, the more judges (and categories) there are, the more the coefficient tends toward a simple agreement proportion.
The generalization obtained by Krippendorff (1980) means that the effect of the number of judges can be eliminated, thus obtaining a stable mean reliability for coding, in spite of certain dispersion in the different combinations of few coders (two or three). For the case of two judges, the values of Cohen's K and Krippendorff's α coefficients coincide.
On another note, the Perreault and Leigh coefficient obtains higher values than that of Cohen in the different combinations of judges. Thus, the influence of the number of categories on the intercoder reliability is eliminated and the goodness of the agreement can be considered as acceptable for the case of 2 judges, always taking into account the high number of categories used in the coding. Above 2 judges, Krippendorff's Alpha obtains greater coefficients. Figure 1 reflects the behavior of these coefficients in terms of the number of judges included. Scott's pi coefficient shows a value of 0.69 for the case of measuring agreements between two judges.
From the above analyses it follows that there is an inverse relationship between the number of judges and the reliability measurement. In the same way, Perreault and Leigh (1989) obtain a practically linear relationship in the relation between the number of categories and the intercoder reliability for four or more categories. In order to evaluate the relationship between the concordance indicators and the number, both of judges and categories, the values for this latter variable (less than 29 categories) were interpolated. The general linear interpolation equation (first order) for two initial (c 1 ) and final (c 2 ) coding units and their corresponding agreement values/coincidences (images) takes the following expression:
Finally, we obtained the interpolation equations in the following table for the number of agreements, which is useful when calculating the Cohen's Kappa (K) and Perreault and Leigh's I r , as well as for the number of weighted coincidences for all the category pairs c-c o cc = n cc m u −1 and the sum of the marginal frequencies product of each category ( c n c (n c − 1)) for Krippendorff's α (see Table IV ).
The estimations obtained are represented in the figures below, which provide an overall vision of the behavior of the reliability index for different numbers of categories and judges.
The grading represented in Figure 2 serve as a reference for evaluating the agreement level obtained in a coding process. As we can see, the Cohen's Kappa and Perreault and Leigh's I r show a behavior and gradings that are similar, while Krippendorff's α is clearly different.
On another note, the estimated reliability of Perreault and Leigh's I r rises as the number of response categories grows, under "diminishing returns". Even so, its values are, in all the cases, higher than Cohen's Kappa. Finally, we should underline that the assumption of linearity in the estimation of the number of categories is clearly reflected in the case of the Krippendorff's α coefficient, with a gradual drop.
The above graphs illustrate the inverse relationship between the value of the intercoder reliability and the number of judges and coding categories that are taken into consideration. This shows that, when comparing the level of concordance obtained in different studies that use the same measurement coefficient, we need to compare the magnitudes in the light of this latter aspect. Likewise, the estimations made can be a good starting point in planning the coding process, both in determining the number of judges to be used and the categories to be defined, in order to obtain an adequate reliability.
Conclusions and Implications
Interjudge reliability is often perceived as the standard measurement of the coding process' quality. However, high interjudge agreement values could be masking scarce operational deficiencies, as well as errors in establishing categories or in the training of judges. That is, the use of interjudge reliability coefficients is of obvious importance, but if, for example, the judges are making consonant, though incorrect, judgments, the coefficient lacks all meaning (Kolbe and Burnnett, 1991) . In this sense, we have observed that the coding of open-ended questions is a laborious process and is subject to errors, both sampling and non-sample. Furthermore, quantitative, descriptive and systematic criteria and procedures are applied and should be accompanied by an exhaustive control and constant revision, which would help guarantee the scientific nature of the technique used.
The variations on the original formulation of Cohen's Kappa, with a view to application in marketing research, have come about because the coefficient (a) is conservative, due to the way in which the judgments that coincide by chance are calculated (more specifically, the number of categories has an inverse effect on the probability of obtaining chance agreements); (b) is useful for those situations in which it is expected that few cases will be assigned to certain "strange" categories; and (c) in which it is expected that the set of response patterns will be evaluated by comparing it with a standard defined (Perreault and Leigh, 1989; Brenner and Kliebsch, 1996; Hsu and Fied, 2003) .
This study has used real data to model and generalize the behavior of three coefficients of interjudge reliability: Cohen's Kappa (K), Krippendorff's α and Perreault and Leigh's I r , in terms of the number of judges and categories used. The coefficients' generalizations, at any value of these two characteristics, have been made possible by introducing a series of corrections in their formulation.
The results reveal the presence of an inverse relationship between the value reached by the coefficients and, on the one hand, the number of judges and, on the other, the number of categories. Likewise, and in line with the results obtained by Kang et al. (1993) , the Perreault and Leigh coefficient obtains higher values than Cohen's Kappa. This leads us to consider that this coefficient shows a better behavior (Rust and Cooil, 1994) for those situations in which there are a high number of categories; a situation that is generally common to most consumer and opinion studies in which open-ended questions are used.
Nonetheless the Krippendorff α coefficient proves to be very stable in measuring the concordance granted by multiple judges. Therefore, given that, on increasing the number of coders, the value obtained by the K and I r coefficients is significantly penalized, the α coefficient is much more useful for the case of a high number of coders. More specifically, we propose that the α coefficient be used in those situations in which there are more than two judges, given the drawbacks of Perreault and Leigh's I r .
Using the maps of estimated intercoder reliability, the researcher can, a priori, determine the most adequate number of judges and categories so as to reach an objective value for the reliability coefficient. With regard to the above, we should underline that the results obtained in the reliability indices calculated are much conditioned by the high number of categories defined in this empirical study.
The main limitation of this study lies in the interpolation carried out of the agreement proportion for different numbers of categories, under the assumption of linearity. For the case of five categories or less, the behavior of the expected agreement percentage, as a measurement of reliability, has been modeled by Rust and Cooil (1994) . To do this, we need to carry out a preliminary testing and measure the agreement percentage.
Future investigations in this field should include the actual behavior of the reliability coefficients in terms of this variable, in order to develop a unifying theoretical frame that can be applied in the coding process of open-ended questions.
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