Abstract: This paper presents a transient power quality (PQ) disturbance classification approach based on a generalized S-transform and probabilistic neural network (PNN). Specifically, the width factor used in the generalized S-transform is feature oriented. Depending on the specific feature to be extracted from the S-transform amplitude matrix, a favorable value is determined for the width factor, with which the S-transform is performed and the corresponding feature is extracted. Four features obtained this way are used as the inputs of a PNN trained for performing the classification of 8 disturbance signals and one normal sinusoidal signal. The key work of this research includes studying the influence of the width factor on the S-transform results, investigating the impacts of the width factor on the distribution behavior of features selected for disturbance classification, determining the favorable value for the width factor by evaluating the classification accuracy of PNN. Simulation results tell that the proposed approach significantly enhances the separation of the disturbance signals, improves the accuracy and generalization ability of the PNN, and exhibits the robustness of the PNN against noises. The proposed algorithm also shows good performance in comparison with other reported studies.
Introduction
In recent years, with the development and increasing implementation of distributed generation and micro-grids, large numbers of high-speed switching devices and non-linear converters are integrated into the power system. They are sources of power quality (PQ) disturbances such as sag, swell, interruption, flicker, harmonic, and oscillatory transients, etc. These voltage disturbances degrade the end user's experience, and more importantly, it may damage modern precision devices and seriously affect the production efficiency of the manufacturing industry. Owing to the facts above, the problem of PQ disturbance detection and classification has received the attention of many scholars [1] .
To understand the PQ disturbance, the time-frequency characteristics of disturbances signals need to be extracted and analyzed. Various signal processing algorithms, for example, Fourier transform (FT), short time Fourier transform (STFT) [2] , wavelet transform (WT) [3, 4] , and Stockwell transform (S-transform) [5, 6] have been utilized for this purpose. FT has the advantages of requiring a relatively less amount of calculation and broad applicability, however it has the disadvantages of spectrum leakage and fence effect, and it is limited to only detecting steady state signals. STFT transforms a signal into a two-dimensional complex function which reveals the frequency characteristics of the signal at each time instant, however its time window is relatively fixed and it is difficult to balance the frequency domain resolution and time domain resolution. WT can accurately detect the singular point and the time instant at which the PQ disturbance occurs, however it is time consuming and susceptible to noises. To overcome the disadvantages of the WT, Stockwell et al. [7] proposed the S-transform, which is conceptually a hybrid of STFT and WT. Compared with WT, S-transform can be treated as an extension of WT, on the other hand, S-transform can be treated as STFT with a variable window. S-transform has superior characteristics to WT and STFT, and it has good time-frequency focusing characteristics, satisfactory time-frequency resolution, and noise immunity. The features extracted with the S-transform of the disturbance signals are directly useable in intelligent algorithms for classification [8, 9] .
To make the S-transform more effective for different particular application focuses, various forms of S-transform have been proposed and examined. For example, to enable a flexible regulation of the time resolution and frequency resolution, a width factor is introduced into S-transform, which makes the width of Gaussian window adjustable. To have a better control over the scale and the shape of the analyzing window, a parameter P is introduced into the Gaussian window function [10] [11] [12] . Moreover, in [13] , the frequency domain is segmented into domains of different frequencies, low, medium, and high. Within in different frequency domain, the width factor of the S-transform is different, which brings different time-frequency resolution the corresponding frequency domain, so the accuracy of PQ classification can be improved. In mechanical engineering, to analyze the vibration data, asymmetrical window function instead of the regular symmetrical one is used in S-transform [14] . To improve the ability for resolving signals whose frequency changes with time, a complex Gaussian window function is adopted in S-transform [15] .
For PQ disturbance classification, it has been proven that S-transform-based approaches are effective, but efforts are needed to make them more favorable [16] . Conventionally, the S-transform used for this purpose takes its basic form-a symmetrical real Gaussian window function without a width factor or with a width factor but it takes a fixed value throughout. This paper studies how to make the S-transform more applicable to PQ disturbance classification by investigating its role in the S-transform-based classification approach. Specifically, an S-transform with a width factor is used; the determination of the value of the width factor is handled in a systemic view of the PQ disturbance classification problem itself. In other words, the width factor is treated as a variable. Its value is made to be feature oriented considering the fact that different features react to the time resolution or the frequency resolution differently.
As for the classification analysis, PNN is adopted in our study. The considerations are briefly given as follows. So far, various intelligent algorithms have been used to classify the PQ disturbances, for example, artificial neural network (ANN) [17] , fuzzy logic [18] , support vector machine (SVM) [19] , etc. Artificial neural networks are mainly used for pattern matching, classification, function approximation, optimization, and data clustering. Neural networks have obvious advantages and have been widely used in PQ classification and fault diagnosis [20, 21] . Multi-layer perceptron (MLP) and PNN are the typical forward neural network structures. Compared with MLP, PNN has many advantages such as simple structure, fast training rate, high accuracy, good generalization ability, and robustness, moreover, the training process of PNN is a single-pass network training stage without any iteration for weight adjustment, and it can be easily retrained to adapt to any network topology changes. In the comparison between PNN and the other two well-known neural networks i.e., feed forward multilayer (FFML) back propagation and learning vector quantization (LVQ), PNN provides better performance in terms of the classification results [16, 19, 22, 23] . Based on the advantages of PNN and the characteristic of PQ disturbances, PNN is considered to be more favorable for PQ disturbances classification.
In summary, a PQ disturbance classification approach based on S-transform with a feature oriented regulatory and PNN is proposed and examined. Contents of sections below include: firstly, four features are selected through investigating the impacts of the width factor on the S-transform-Amplitude matrix of eight disturbance signals and the behavior of signal separation based on the features extracted; secondly, favorable value of the width factor used to extract each of the four features from the S-transform-amplitude matrix of disturbance signals is determined by examining the impacts of the width factor on the performance of PNN used for disturbance classification, and finally the proposed approach is tested, showing that it has higher classification accuracy and performs well with and without the noises.
Power Quality Disturbance Classification Based on Generalized S-Transform and Probabilistic Neural Network
In this section, first, the PQ disturbance classification algorithm based on S-transform and PNN is briefly described. Then, details of each functional unit of the algorithm are given, including the definition of eight disturbance signal types and the normal sinusoidal signal used in this study, mathematic description of S-transform without and with a width factor, definition of signal features and corresponding extraction formulation, and PNN. Finally, work of the authors is briefly introduced. Specifically, it is the implementation of the S-transform with a feature oriented optimal width factor to realize effective classification of the nine types of signals with a PNN.
Method Overview
The PQ disturbance classification based on S-transform and PNN is illustrated in Figure 1 . It contains three steps: (1) S-transform, by which the time and frequency information of the given PQ disturbance signal are obtained; (2) feature extraction, by which the customized feature vectors are further extracted from the time and frequency information obtained in step (1); (3) disturbance classification with PNN, the input of which is the feature vector of the PQ disturbance signal and the output of which is the disturbances classification result. based on the features extracted; secondly, favorable value of the width factor used to extract each of the four features from the S-transform-amplitude matrix of disturbance signals is determined by examining the impacts of the width factor on the performance of PNN used for disturbance classification, and finally the proposed approach is tested, showing that it has higher classification accuracy and performs well with and without the noises.
Power Quality Disturbance Classification Based on Generalized S-Transform and Probabilistic Neural Network
Method Overview
The PQ disturbance classification based on S-transform and PNN is illustrated in Figure 1 . It contains three steps: (1) S-transform, by which the time and frequency information of the given PQ disturbance signal are obtained; (2) feature extraction, by which the customized feature vectors are further extracted from the time and frequency information obtained in step (1); (3) disturbance classification with PNN, the input of which is the feature vector of the PQ disturbance signal and the output of which is the disturbances classification result. 
Disturbance Signal Types
IEEE Standard 1159 and the European standard EN50160 give definitions for various PQ disturbances and the corresponding suggested threshold settings [24, 25] . For instance, Figure 2 shows the disturbance defined as a sag in the mentioned standards, which occurred to a normal sinusoidal voltage during the time approximately from 0.02 s to 0.14 s. The disturbance signal was captured on 21 March 2014 in Jurong East which located in the West Region of Singapore. The official source said it was due to a customer installation fault at Jurong Gateway Road. The PQ will be considered poor if the voltage magnitude is lower than the threshold set by the standard. In this specific case, the threshold should be 90% of the normal voltage magnitude. 
IEEE Standard 1159 and the European standard EN50160 give definitions for various PQ disturbances and the corresponding suggested threshold settings [24, 25] . For instance, Figure 2 shows the disturbance defined as a sag in the mentioned standards, which occurred to a normal sinusoidal voltage during the time approximately from 0.02 s to 0.14 s. The disturbance signal was captured on 21 March 2014 in Jurong East which located in the West Region of Singapore. The official source said it was due to a customer installation fault at Jurong Gateway Road. The PQ will be Figure 2 . The waveform of sag captured from actual power system [26] . Table 1 lists the PQ disturbance types considered in this paper. Each disturbance type is described with an equation with parameters, with which the disturbance generated comply with the corresponding disturbance defined in IEEE standard 1159-1995 [24] . S1, S2, …, and S8 denote sag, swell, interruption, flicker, oscillatory transient, harmonic, sag & harmonic, and swell & harmonic, respectively, S9 denotes normal signal. Where f = 50 Hz; ω = 2πf; T = 1/f. The parameters for the equations such as α, α3, α5, α7, t1, t2, αf, β, τ, fn are determined randomly within the thresholds. 
Generalized S-Transform and Feature Extraction

Generalized S-Transform
The continuous S-transform of signal x(t) is described as: Figure 2 . The waveform of sag captured from actual power system [26] . Table 1 lists the PQ disturbance types considered in this paper. Each disturbance type is described with an equation with parameters, with which the disturbance generated comply with the corresponding disturbance defined in IEEE standard 1159-1995 [24] . S1, S2, . . . , and S8 denote sag, swell, interruption, flicker, oscillatory transient, harmonic, sag & harmonic, and swell & harmonic, respectively, S9 denotes normal signal. Where f = 50 Hz; ω = 2πf ; T = 1/f. The parameters for the equations such as α, α 3 , α 5 , α 7 , t 1 , t 2 , α f , β, τ, f n are determined randomly within the thresholds. 
Symbol
Type of Disturbance Signal
Equations Parameters S1 Sag
Swell and harmonic
Normal sine y(t) = sin(ωt) -
Generalized S-Transform and Feature Extraction
Generalized S-Transform
The continuous S-transform of signal x(t) is described as:
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where f is the frequency of signal x(t). w(τ − t, f ) is Gaussian window function, it is defined as:
The S-transform matrix is a complex matrix whose rows pertain to frequency and columns to time. According to the Heisenberg principle, the time and frequency resolution cannot be improved at the same time. The intent of using the Gaussian window function in Equation (1) is to allow a better balancing between the time resolution and the frequency resolution. In Equation (2), τ is the point at the time axis at which the center of w(τ − t, f ) sits. σ is a scale factor, it is defined as:
To make the Gaussian window function more effective, a width factor λ is introduced to Equation (3):
Changing the value of λ adjusts the value of scale factor σ and therefore makes the width of Gaussian window function adjustable. If a value greater than 1 is assigned to λ, for the same frequency point, Gaussian window will be wider than in the case where λ takes a value of 1. Thus, higher frequency resolution can be achieved in time-frequency domain. Inversely, if a value less than 1 is assigned to λ, for the same frequency point, Gaussian window will be narrower than in the case where λ takes a value of 1. Thus, higher time resolution can be achieved in time-frequency domain.
For instance, Figure 3 shows the effect of width factor on the time-frequency analysis of S-transform. The source signal, as shown in Figure 3a consists of two sinusoidal signals of different frequencies, 50 Hz for the signal from time 0 to 0.1 s, 100 Hz for the signal from 0.1 to 0.2 s. Width factors under examination are 0.2 and 2.0. In the case of λ > 1.0, the Gaussian window will be wider and cover more line frequency cycles, and this will help to improve the accuracy of frequency analysis of the signal. However, a wider Gaussian window will not make it easy to identify the time instant at which the frequency of the signal changes. In the case of λ < 1.0, the Gaussian window will be narrower and cover fewer line frequency cycles, this will decrease the accuracy of frequency analysis of the signal, but a narrower Gaussian window will make it easy to identify the time instant at which the frequency of the signal changes.
The result presented in Figure 3b shows that by using a width factor greater than 1.0, the frequency of two sine signals can be satisfactorily identified, as seen the two thin frequency bands in sharp yellow, however, this brings more uncertainty on the time of the signal changes because the changing part of the two frequency bands is not clear. This indicates a width factor greater than 1.0 helps to achieve the better frequency resolution, but the time resolution will get worse. On the contrary, the result presented in Figure 3c shows that using a width factor less than 1.0, the frequency of two sine signals cannot be clearly identified, as seen the two thick frequency bands in sharp yellow, however, the changing part of the two frequency bands is clearly identified. This indicates a width factor less than 1.0 results unsatisfactory frequency resolution, but the time resolution will get better.
Substituting Equation (4) into Equation (1), the continuous generalized S-transform takes the form:
and cover more line frequency cycles, and this will help to improve the accuracy of frequency analysis of the signal. However, a wider Gaussian window will not make it easy to identify the time instant at which the frequency of the signal changes. In the case of λ < 1.0, the Gaussian window will be narrower and cover fewer line frequency cycles, this will decrease the accuracy of frequency analysis of the signal, but a narrower Gaussian window will make it easy to identify the time instant at which the frequency of the signal changes. Then, with the definition τ = mT, f = n/NT, the discrete generalized S-transform expression can be obtained:
where k, m, n = 0, 1, . . . , N − 1, N is the total number of sampling points. T is the time interval between two consecutive sampling points. X is the discrete Fourier transform. Further, for the purpose of extracting the features of disturbance signals, the S-transform-Amplitude (STA) matrix is calculated as follows:
Feature Extraction
Feature extraction is one of the essential steps of PQ disturbance classification. Below are definitions of 10 features extracted from STA matrix.
F1: maximum amplitude of TmA-plot (time-maximum amplitude plot), and it has:
where TmA-plot is maximum amplitude versus time by searching columns of STA matrix given in Equation (7) at every frequency, TmA(m) = max A[mT,
n NT ] . F2: minimum amplitude of the TmA-plot:
F3: mean value of the TmA-plot: 
F5: the summation of the maximum and minimum of the TmA-plot:
F6: the standard deviation of FmA-plot (frequency maximum amplitude plot, which is maximum amplitude versus frequency by searching the rows of STA matrix at each time instant) for frequencies above four times the line frequency. It has:
where
is the mean value of FmA(n). F7: the subtraction of the maximum and minimum of the FmA(n):
F8: the Skewness of FmA-plot:
F9: the Kurtosis of FmA-plot: Apparently, when more features are used, a better classification effect may be expected. However, increasing the number of features results in a substantial increase of the calculation time as the scale of ANN used for disturbances classification will be increased. Therefore, the number of features used for the PQ disturbance classification should be as few as possible without obviously decreasing the classification accuracy. In this paper, four features are chosen according to the characteristic of disturbance and width factor, which are presented in Section 3.1.
Probabilistic Neural Network
As shown in Figure 1 , a vector of features selected is used to be the input of PNN. The output of PNN will be the disturbance type. Figure 4 shows the schematic diagram of PNN. It contains four layers: input layer, pattern layer, summation layer, and competitive layer. The function of each layer is as follows. Pattern layer calculates Euclidean distance between the feature vectors of PQ disturbance testing sample X and every PQ disturbance training sample X ij , respectively. Below is the equation:
where X = [F1 F2 F3 . . . Fn] T is the feature vector of an PQ disturbance testing sample, and F1, F2, F3, . . . , Fn are the features as defined in Section 2.3; n is the dimension of the feature vector; X ij is the feature vector of ith training sample of PQ disturbance type Sj, Sj∈ {S1, S2, . . . , S9}; δ is a smoothing parameter. Summation layer makes summation of the results output from pattern layer, and the calculated conditional probability of X belonging to PQ disturbance type Sj is given below:
where N j is the number of training samples belonging to PQ disturbance type Sj.
In the competitive layer, X is assigned to the PQ disturbance type with maximum conditional probability. It has:
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where X = [F1 F2 F3 … Fn] T is the feature vector of an PQ disturbance testing sample, and F1, F2, F3, …, Fn are the features as defined in Section 2.3; n is the dimension of the feature vector; Xij is the feature vector of ith training sample of PQ disturbance type Sj, Sj∈ {S1, S2, …, S9}; δ is a smoothing parameter. Summation layer makes summation of the results output from pattern layer, and the calculated conditional probability of X belonging to PQ disturbance type Sj is given below:
where Nj is the number of training samples belonging to PQ disturbance type Sj.
In the competitive layer, X is assigned to the PQ disturbance type with maximum conditional probability. It has: 
Power Quality Disturbance Classification Based on Generalized S-transform with Feature Oriented Width Factor and Probabilistic Neural Network
The goal of this study is to realize an effective and efficient classification with high accuracy for eight types of disturbance signals plus the normal signal given in Section 2.2 using an approach based on the S-transform with a favorable width factor and PNN. Contents presented below include: selection of features used as inputs of PNN-four of ten are selected after examination; favorable value determination of the width factor for each of the four selected features by investigating the impacts of width factor on the PNN performance, and implementation of PNN for disturbance classification.
Method Proposed-Considering the Width Factor to Be Feature Oriented
In conventional PQ disturbance classification based on S-transform, the width factor λ is treated as a constant. In other words, all features interested are extracted from the S-transform matrix obtained with a width factor of the same value. Our studies, presented here, reveal that considering the width factor λ to be feature oriented renders a more satisfactory result. Implementation data and results presented below include: how does the STA-matrix of S-transform vary with λ, how does the effect of the feature separation behavior change with λ, and how does the classification accuracy of PNN vary with λ. 
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Method Proposed-Considering the Width Factor to Be Feature Oriented
In conventional PQ disturbance classification based on S-transform, the width factor λ is treated as a constant. In other words, all features interested are extracted from the S-transform matrix obtained with a width factor of the same value. Our studies, presented here, reveal that considering the width factor λ to be feature oriented renders a more satisfactory result. Implementation data and results presented Table 1 . For each disturbance signal, there are three 3D plots, which are graphical presentation of the STA-matrix obtained with three different values of the width factor λ, respectively. The STA-matrix is obtained per Equations (6) and (7); three values of λ are 0.1, 1.0, and 3.0. The values of λ, 0.1, 1.0, and 3.0 are selected per what was presented in Section 2.3.1: One less than 1.0, 0.1, which is used to examine its impacts on the low frequency domain resolution; one greater than 1.0, 3.0, which is used to examine its impacts on the high frequency domain resolution, and the value of 1.0, which is used as the base for comparison purpose. Figure 5a-h shows the 3D plots of the STA-matrix of eight disturbance signals, listed in Table 1 . For each disturbance signal, there are three 3D plots, which are graphical presentation of the STA-matrix obtained with three different values of the width factor λ, respectively. The STA-matrix is obtained per Equations (6) and (7); three values of λ are 0.1, 1.0, and 3.0. The values of λ, 0.1, 1.0, and 3.0 are selected per what was presented in Section 2.3.1: One less than 1.0, 0.1, which is used to examine its impacts on the low frequency domain resolution; one greater than 1.0, 3.0, which is used to examine its impacts on the high frequency domain resolution, and the value of 1.0, which is used as the base for comparison purpose. 3D plots in Figure 5 illustrate the behavior of the time-frequency characteristic of STA-matrix of each specific disturbance signal under the condition that different values of λ are used. This information helps to understand the advantages of introducing the width factor λ and the impacts of different λ values on distinguishing eight disturbance signals, S1 to S8.
Disturbance signals S1-S8 can be divided into three groups in terms of their characteristics: group 1 which has S1-S4, group 2 which has S5 and S6, and group 3 which has S7 and S8. The characteristic of group 1 is that the disturbances occur to the amplitude of the signals at the line frequency for a short period of time. Plots in Figure 5a , as an example, show the S-transform results of sag, and it can be seen that:
(1) When the width factor takes a value less than 1.0, the contour (TmA curve) represent the actual behavior of sag at the line frequency (shown by ①). This indicates that higher time resolution of the STA matrix is achieved. In other words, a less than 1.0 value of λ results in a satisfactory presentation of the behavior of sag at the line frequency; however, in the high-frequency domain (shown by ②), a less than 1.0 value of λ decreases the frequency resolution of the STA matrix, as one can find that obvious fluctuation, which is not the characteristic of the sag, appears in the high-frequency domain. That is, a less than 1.0 value of λ results in a wrong presentation of the behavior of sag in the high-frequency domain. (2) When the width factor takes a value greater than 1.0, one can see that the high-frequency domain is almost flat without any high-frequency component, which is consistent with the actual behavior of sag in the high-frequency domain. This indicates that higher frequency resolution of the STA matrix is achieved. That is, a greater than 1.0 value of λ results a better presentation of the behavior of sag in the high-frequency domain. However, a greater than 1.0 value of λ decreases the time resolution of the STA matrix at the line frequency. It can be seen that the change of the TmA curve around line frequency becomes smoother, which may lead to a wrong identification of sag due to the inaccurate presentation of its amplitude variation with time. That is, a greater than 1.0 value of λ results an unsatisfactory presentation of the behavior of sag at line frequency. Similar conclusion can be obtained if examining plots in Figure 5b -d.
The characteristic of group 2 is that the disturbance appears to be the occurrence of harmonic components for a certain period of time or the harmonic components existing over the entire time range. The common feature of these two disturbance signal types is that the amplitude of the line frequency component of them stays unchanged. The difference between these two signals and the others are in the high-frequency domain. Plots in Figure 5e -f show the S-transform results of oscillatory transient and harmonic, and it can be seen that: (1) when the width factor takes a value less than 1.0, the frequency resolution of the STA matrix gets significantly reduced; High-frequency components which apparently do not belong to the original signals appear in the high-frequency 3D plots in Figure 5 illustrate the behavior of the time-frequency characteristic of STA-matrix of each specific disturbance signal under the condition that different values of λ are used. This information helps to understand the advantages of introducing the width factor λ and the impacts of different λ values on distinguishing eight disturbance signals, S1 to S8.
(1) When the width factor takes a value less than 1.0, the contour (TmA curve) represent the actual behavior of sag at the line frequency (shown by 1 ). This indicates that higher time resolution of the STA matrix is achieved. In other words, a less than 1.0 value of λ results in a satisfactory presentation of the behavior of sag at the line frequency; however, in the high-frequency domain (shown by 2 ), a less than 1.0 value of λ decreases the frequency resolution of the STA matrix, as one can find that obvious fluctuation, which is not the characteristic of the sag, appears in the high-frequency domain. That is, a less than 1.0 value of λ results in a wrong presentation of the behavior of sag in the high-frequency domain. (2) When the width factor takes a value greater than 1.0, one can see that the high-frequency domain is almost flat without any high-frequency component, which is consistent with the actual behavior of sag in the high-frequency domain. This indicates that higher frequency resolution of the STA matrix is achieved. That is, a greater than 1.0 value of λ results a better presentation of the behavior of sag in the high-frequency domain. However, a greater than 1.0 value of λ decreases the time resolution of the STA matrix at the line frequency. It can be seen that the change of the TmA curve around line frequency becomes smoother, which may lead to a wrong identification of sag due to the inaccurate presentation of its amplitude variation with time. That is, a greater than 1.0 value of λ results an unsatisfactory presentation of the behavior of sag at line frequency. Similar conclusion can be obtained if examining plots in Figure 5b -d.
The characteristic of group 2 is that the disturbance appears to be the occurrence of harmonic components for a certain period of time or the harmonic components existing over the entire time range. The common feature of these two disturbance signal types is that the amplitude of the line frequency component of them stays unchanged. The difference between these two signals and the others are in the high-frequency domain. Plots in Figure 5e -f show the S-transform results of oscillatory transient and harmonic, and it can be seen that: (1) when the width factor takes a value less than 1.0, the frequency resolution of the STA matrix gets significantly reduced; High-frequency components which apparently do not belong to the original signals appear in the high-frequency domain; (2) these high frequency-components gradually fade away as λ increases. In the case when λ takes a value greater than 1.0, the high-frequency characteristics of the oscillatory transient and harmonic are well represented in the high-frequency domain.
Based on what are presented above, one can draw a conclusion that: A less than 1.0 value of λ results a better presentation of the behavior of the original signal at the line frequency, but distort the presentation of the behavior of the original signal in the high-frequency domain; A greater than 1.0 value of λ results a distorted presentation of the behavior of the original signal at the line frequency, but improves the presentation of the behavior of the original signal in the high-frequency domain. This indicates that combination of features is needed for the classification of different signals. As the signals of sag, swell, interruption, and flicker can be distinguished from others by the characteristic at the line frequency, a less than 1.0 value of λ is needed in the setting of the corresponding features; As the signals of oscillatory transient and harmonic can be distinguished from others by the characteristic in the high-frequency domain, a greater than 1.0 value of λ is needed in the setting of the corresponding features.
Characteristic of group 3 combines the characteristics of groups 1 and 2. Special attention needs to be paid to disturbance types S7 and S8, which are the combination of sag & harmonics and swell & harmonics, respectively. Investigation given above tells neither a value less than 1.0 nor a value greater than 1.0 ensures a successful separation of S7 or S8 form S1-S6, so in this condition, it needs combination of features to distinguish these disturbances from others.
In summary, to realize classification of the nine signal types defined in Table 1 , a combination of features is needed; to make the classification more effective and efficient, making the width factor feature oriented may be considered. (1) F2 and F5 embody the line frequency characteristics of disturbance signals. F2 contributes to the separation of normal signal, sag, swell, and interruption by assigning a value less than 1.0 to width factor λ. Additionally, F5 is used to distinguish flicker from others by assigning a value less than 1.0 to width factor λ. (2) F7 embodies the frequency characteristic characteristics of signals in the high-frequency domain, and it contributes to distinguishing S1-S4 (sag, swell, flicker and interruption) from S5-S6 (harmonic, transient oscillation) by assigning a greater than 1.0 value to width factor λ. Figure 6a is the distribution obtained with both λF5 and λF7 taking a value of 1.0, which is the case of the features extracted from traditional S-transform. It shows that there is obvious overlapping between areas taken by S1, S3, and S7, respectively. Also, the areas taken by S2 and S8 respectively are too close to be easily separated. This will reduce the accuracy of classification algorithm. For comparison, Figure 6b shows the results obtained with λF5 = 0.2 and λF7 = 3.0, determined per discussion above. It can be seen that areas taken by S1, S3, and S7 are nicely separated, and there appears a clear space between areas taken by S2 and S8. Feature F7 is used to distinguish S1-S4 from S5-S6. Comparison between results obtained with λF7 = 1.0 and λF7 = 3.0, it can be seen the separation between S1-S4 and S5-S6 along the longitudinal axis (the direction of F7 axis) are much better in the case which λF7 is equal to 3.0. Figure 7 shows distributions of F10 & F5 of signals S1-S9. Figure 7a is the distribution obtained with both λF10 and λF5 taking a value of 1.0. It shows that there are obvious overlapping between areas taken by S1, S3 and S7; Figure 7b shows the results obtained with λF10 = 3.0 and λF5 = 0.2. It shows that areas taken by S1, S2, S3, S7, S8 are nicely separated. F10 is used to separate transient oscillation S5 and harmonic S6, F2 and F10 distribution map given in Figure 7a shows that there is obvious overlapping between S5 and S6 along the horizontal axis (the direction of F10 axis) with λF10 = 1.0 while Figure 7b , there appears a clear space between areas taken by S5 and S6 with λF10 = 3.0. Figure 8a shows that, along the longitudinal axis (the direction of F2 axis), there is obvious overlapping between areas taken by 
S1, S3, and S7, respectively. Also, the areas taken by S2 and S8 respectively are too close to be easily separated. This will reduce the accuracy of classification algorithm. For comparison, Figure 6b shows the results obtained with λF5 = 0.2 and λF7 = 3.0, determined per discussion above. It can be seen that areas taken by S1, S3, and S7 are nicely separated, and there appears a clear space between areas taken by S2 and S8. Feature F7 is used to distinguish S1-S4 from S5-S6. Comparison between results obtained with λF7 = 1.0 and λF7 = 3.0, it can be seen the separation between S1-S4 and S5-S6 along the longitudinal axis (the direction of F7 axis) are much better in the case which λF7 is equal to 3.0. Figure 7 shows distributions of F10 & F5 of signals S1-S9. Figure 7a is the distribution obtained with both λF10 and λF5 taking a value of 1.0. It shows that there are obvious overlapping between areas taken by S1, S3 and S7; Figure 7b shows the results obtained with λF10 = 3.0 and λF5 = 0.2. It shows that areas taken by S1, S2, S3, S7, S8 are nicely separated. F10 is used to separate transient oscillation S5 and harmonic S6, F2 and F10 distribution map given in Figure 7a shows that there is obvious overlapping between S5 and S6 along the horizontal axis (the direction of F10 axis) with λF10 = 1.0 while Figure 7b , there appears a clear space between areas taken by S5 and S6 with λF10 = 3.0. Figure 8a shows that, along the longitudinal axis (the direction of F2 axis), there is obvious overlapping between areas taken by S1 and S3, and also some overlapping between areas taken by S2 and S4 with λF10 = 1.0; the result in Figure 8b shows that areas taken by S1 and S3, S2 and S4 are nicely separated with λF10 = 3.0. Moreover, comparison between Figure 8a ,b says the S7 can be nicely separated from other signals with λF10 = 3.0, λF2 = 0.1. In summary, results presented in Figures 6-8 confirm that a combination of features is needed to separate S1 to S9. The results also verify that making λ feature oriented and using a favorable value instead of 1.0 for λ helps to achieve a satisfactory separation of S1-S9. In addition, for features which work better with λ greater than 1.0, λ values greater than 3.0 were tested and the result tells the improvement of the separation of signals S1 to S9 is insignificant. Similar results were obtained if values less than 0.1 are applied to λ for those features which work better with λ less than 1.0. Therefore, the variation range of λ used in the PNN section below is set to be from 0.1 to 3.0.
Determination of the Favorable Value of Feature Oriented Width Factor with the Use of Probabilistic Neural Network
This section presents the determination of favorable width factor set (λF2, λF5, λF7, and λF10) with PNN. Inputs of PNN are features F2, F5, F7, and F10 of the signal being classified. F2, F5, F7 , and F10 are calculated from the S-transform matrix generated with width factor (λF2, λF5, λF7, and λF10); Figure 6a is the distribution obtained with both λ F5 and λ F7 taking a value of 1.0, which is the case of the features extracted from traditional S-transform. It shows that there is obvious overlapping between areas taken by S1, S3, and S7, respectively. Also, the areas taken by S2 and S8 respectively are too close to be easily separated. This will reduce the accuracy of classification algorithm. For comparison, Figure 6b shows the results obtained with λ F5 = 0.2 and λ F7 = 3.0, determined per discussion above. It can be seen that areas taken by S1, S3, and S7 are nicely separated, and there appears a clear space between areas taken by S2 and S8. Feature F7 is used to distinguish S1-S4 from S5-S6. Comparison between results obtained with λ F7 = 1.0 and λ F7 = 3.0, it can be seen the separation between S1-S4 and S5-S6 along the longitudinal axis (the direction of F7 axis) are much better in the case which λ F7 is equal to 3.0. Figure 7 shows distributions of F10 & F5 of signals S1-S9. Figure 7a is the distribution obtained with both λ F10 and λ F5 taking a value of 1.0. It shows that there are obvious overlapping between areas taken by S1, S3 and S7; Figure 7b shows the results obtained with λ F10 = 3.0 and λ F5 = 0.2. It shows that areas taken by S1, S2, S3, S7, S8 are nicely separated. F10 is used to separate transient oscillation S5 and harmonic S6, F2 and F10 distribution map given in Figure 7a shows that there is obvious overlapping between S5 and S6 along the horizontal axis (the direction of F10 axis) with λ F10 = 1.0 while Figure 7b , there appears a clear space between areas taken by S5 and S6 with λ F10 = 3.0. Figure 8 shows distributions of F10 & F2 of signals S1-S9. Feature F2 contributes to the separation of normal signal, sag, swell and interruption. The result in Figure 8a shows that, along the longitudinal axis (the direction of F2 axis), there is obvious overlapping between areas taken by S1 and S3, and also some overlapping between areas taken by S2 and S4 with λ F10 = 1.0; the result in Figure 8b shows that areas taken by S1 and S3, S2 and S4 are nicely separated with λ F10 = 3.0. Moreover, comparison between Figure 8a ,b says the S7 can be nicely separated from other signals with λ F10 = 3.0, λ F2 = 0.1.
In summary, results presented in Figures 6-8 confirm that a combination of features is needed to separate S1 to S9. The results also verify that making λ feature oriented and using a favorable value instead of 1.0 for λ helps to achieve a satisfactory separation of S1-S9. In addition, for features which work better with λ greater than 1.0, λ values greater than 3.0 were tested and the result tells the improvement of the separation of signals S1 to S9 is insignificant. Similar results were obtained if values less than 0.1 are applied to λ for those features which work better with λ less than 1.0. Therefore, the variation range of λ used in the PNN section below is set to be from 0.1 to 3.0.
This section presents the determination of favorable width factor set (λ F2 , λ F5 , λ F7 , and λ F10 ) with PNN. Inputs of PNN are features F2, F5, F7, and F10 of the signal being classified. F2, F5, F7, and F10 are calculated from the S-transform matrix generated with width factor (λ F2 , λ F5 , λ F7 , and λ F10 ); output of PNN is the classification result. The objective is to obtain the favorable value of (λ F2 , λ F5 , λ F7 , and λ F10 ), with which and a trained PNN the classification of disturbances which falls into S1-S9 can be achieved with high accuracy. Steps for finding the favorable width factor (λ F2 , λ F5 , λ F7 , and λ F10 ) are given in Figure 9 . In the process explained above, the 200 signals (100 for PNN training; 100 for PNN testing) of each disturbance type are generated by randomly selecting the value of parameters used by each disturbance signal type, seen the parameter column of Table 1 . To mitigate the possible randomicity-related classification error, the internal loop is repeated six times, q = 6, as shown in the flowchart in Figure 9 . The classification errors of PNN are calculated six times, and the average of the obtained six classification errors is taken as testing error of the PNN. The obtained testing errors of PNN are presented in Figure 10 with spheres, the size of which is proportional to the value of the corresponding error. In the process explained above, the 200 signals (100 for PNN training; 100 for PNN testing) of each disturbance type are generated by randomly selecting the value of parameters used by each disturbance signal type, seen the parameter column of Table 1 . To mitigate the possible randomicity-related classification error, the internal loop is repeated six times, q = 6, as shown in the flowchart in Figure 9 . The classification errors of PNN are calculated six times, and the average of the obtained six classification errors is taken as testing error of the PNN. The obtained testing errors of PNN are presented in Figure 10 with spheres, the size of which is proportional to the value of the corresponding error. In the process explained above, the 200 signals (100 for PNN training; 100 for PNN testing) of each disturbance type are generated by randomly selecting the value of parameters used by each disturbance signal type, seen the parameter column of Table 1 . To mitigate the possible randomicity-related classification error, the internal loop is repeated six times, q = 6, as shown in the flowchart in Figure 9 . The classification errors of PNN are calculated six times, and the average of the obtained six classification errors is taken as testing error of the PNN. The obtained testing errors of PNN are presented in Figure 10 with spheres, the size of which is proportional to the value of the corresponding error. Firstly, take a look at Figure 10a . The size of spheres becomes smallest when λF2 takes the smallest value 0.1, λF7 and λF10 takes their greatest value 3.0. Similarity exists in Figure 10b -f. In other words, the smallest spheres on Figure 10a -f all locate at the lower right corner in the back. This tells us that favorable values for λF2, λF7 and λF10 are 0.1, 3.0, and 3.0, respectively. Then, comparing the size of the smallest sphere of each individual subfigure, one can see that the sphere 
Accuracy of the Proposed Power Quality Disturbance Classification Approach
Without noise, classification results of PNN corresponding to the favorable width factor combination are shown in Table 2 , and the classification accuracy is 99.259%. To analyze the effect of noise on the classification errors, different levels of noise are added to the nine types of signals. The results are listed in Table 3 . The level of noise is expressed by the signal-to-noise ratio (SNR), and SNR = 20log 10 (A S /A N ), where A S and A N are the maximum amplitude of the signal and noise, respectively. As can be seen from Table 3 , for the PQ disturbances without noise, the classification accuracy corresponding to the optimal width factor is 1.84%-7.86% higher than that of other width factor settings. The favorable width factor still maintains a good classification accuracy under noise (20 dB) and the classification accuracy is 2.21%-8.31% higher than the other width factor settings, including the traditional width factor settings ([λ F2 λ F5 λ F7 λ F10 ] = [1.0, 1.0, 1.0, 1.0]).
Performance Comparison
In order to evaluate the effectiveness and feasibility of the proposed algorithm, Table 4 shows the comparison between the obtained results in this paper and the reported results by other studies [4, 8, 16, 17] . In [8, 16] , the classification accuracy of each PQ disturbance is lower than that of the proposed algorithm. For [4] , the classification accuracy of each PQ disturbance is lower than that of the proposed algorithm except S7. For [17] , the classification accuracy of each PQ disturbance is lower than that of the proposed algorithm, except for S1 and S2. The average classification accuracy shows the ratio of correctly classified PQ disturbances to the total number of PQ disturbances, and the proposed method gives the best classification results for this case.
The classification accuracy comparison between the proposed algorithm and other reported studies is shown in Table 5 . For the PQ disturbances without noise, the classification accuracy corresponding to the proposed algorithm is 99.26% higher than that of other algorithms. For the PQ disturbances with low level noise condition (40 dB), the classification accuracy corresponding to the proposed algorithm is 99.13% slightly lower than that of the algorithm in [27] , but higher than that of other algorithms. For the PQ disturbances with high level noise condition (30 dB), the classification accuracy corresponding to the proposed algorithm is 98.63% higher than that of other algorithms. 
Conclusions
This paper proposed a PQ disturbance classification approach based on S-transform with a feature-oriented width factor and PNN. By introducing a width factor into the conventional S-transform, the time resolution and the frequency resolution presented by the STA matrix of the signal being analyzed is made adjustable. In this way, the impact of the width factor on the 3D-STA time-frequency magnitude spectrum of eight disturbance signals are studied and the overall picture of how the regulator factor affects the description accuracy of the signal in the low frequency domain and the high frequency domain is obtained. On the basis of this and according to the joint consideration of the characteristics of eight disturbance types in frequency domain and the definition of 10 features, four out of 10 features are selected to be used for the disturbance classification. Three combinations of four selected features are investigated in terms of the 2D distribution behavior of their values for the eight disturbance signal types; the influence of the width factor on the separation of data points denoting the values of each feature combination is presented. From there, association between each feature and the width factor value favorable for the corresponding feature is established. Further, it is verified with PNN by examining the classification accuracy with a wide variation range of each width factor, from 0.1 to 3.0. Furthermore, a PNN satisfactorily trained is obtained. Simulation tells it renders high classification accuracy (less than 1% error) for 8 type disturbance signals by using only four features as inputs, which are extracted from the S-transform amplitude matrix with corresponding favorable width factor. In addition, the obtained PNN shows satisfactory robustness under various noise conditions. Finally, the proposed algorithm shows better performance in comparison with those presented in other research studies.
