The Cholesky QR algorithm is an ideal QR decomposition algorithm for high performance computing, but known to be unstable. We present error analysis of the Cholesky QR algorithm in an oblique inner product defined by a positive definite matrix, and show that by repeating the algorithm twice (called CholeskyQR2), its stability is greatly improved.
Introduction
Let B ∈ R m×m be a symmetric positive definite (SPD) matrix and consider an m-dimensional oblique inner product space where the inner product of vectors x, y ∈ R m is defined by x ⊤ By. We consider the QR decomposition of an m×n (m ≥ n) matrix X in this space. More precisely, we seek the decomposition X = QR, where Q ∈ R m×n satisfies Q ⊤ BQ = I n (the identity matrix of order n) and R ∈ R n×n is upper triangular. Such a problem has applications in, for example, the solution of a generalized eigenvalue problem Ax = λBx.
To compute the QR decomposition, the classical and modified Gram-Schmidt methods are often used. Recently, the Cholesky QR algorithm has attracted attention as a method of computing the QR decomposition in the standard inner product space, due to its affinity to high performance computing. Although the original Cholesky QR algorithm is known to be unstable unless the input matrix is very well conditioned, a recent study has revealed that repeating it twice greatly improves its stability [1] . This algorithm is known as CholeskyQR2. It has been shown that when the condition number of the input matrix is O(u −1/2 ), where u is the unit roundoff, both the orthogonality ∥Q ⊤ Q − I n ∥ 2 and residual ∥QR − X∥ F /∥X∥ F of the Q and R factors computed by the CholeskyQR2 algorithm are of O(u).
In this paper, we perform roundoff error analysis of the CholeskyQR2 algorithm in an oblique inner product. The algorithm is particularly efficient when m ≫ n. We show that the stability of the Cholesky QR algorithm is improved by its repeated application also in this case. In particular, we prove that if
, both the B-orthogonality of the computed Q factor and the relative residual are of O(κ 2 (B)u). Here σ i (A) (1 ≤ i ≤ n) denotes the ith largest singular value,
is the condition number of a full rank A, and O(·) hides a low order polynomial in m and n.
The stability of the CholeskyQR algorithm (not iterated twice) in an oblique inner product is also analyzed in [2] . However, they provide an a posteriori error analysis, in which the error bounds are given in terms of the norms of the computed Q and R. In addition, the coefficients in the bounds are not given explicitly. In contrast, we provide an a priori error analysis and give the constants in the bounds exlicitly. This paper is structured as follows. Section 2 describes the CholeskyQR2 algorithm in an oblique inner product. The error analysis is given in Section 3. Numerical results that support our analysis are shown in Section 4.
The CholeskyQR2 algorithm in an
oblique inner product
Notation and assumptions
In the following, we assume that X ∈ R m×n (m ≥ n) is of full rank and B ∈ R m×m is SPD. u denotes the unit roundoff and γ k for a positive integer k is defined by γ k = ku/(1 − ku). We further assume that
Roughly, these conditions assume that B and X are not too ill-conditioned. In (2) we can use the simpler assumption (2) is a less stringent assumption. From (2) and
Also, it is easy to show that
The algorithm
The Cholesky QR algorithm in an oblique inner product computes the QR decomposition of X as follows:
Here, chol(A) denotes the upper triangular Cholesky factor of A. Clearly, in exact arithmetic, X = Y R and Y ⊤ BY = I n . In the CholeskyQR2 algorithm, we repeat the above procedure again with X replaced by Y :
Then the QR decomposition of X is given by X = ZU . In finite precision arithmetic, this second step will significantly improve the stability, as will be shown below.
Roundoff error analysis

The CholeskyQR2 algorithm in finite precision
arithmetic Let us denote the quantities computed in finite precision arithmetic by symbols with a hat. Then, denoting by f l(·) a computed quantity, the Cholesky QR algorithm can be written asĤ = f l(
. These matrices and the vector x ⊤ i andŷ ⊤ i , which are the ith rows of X andŶ , respectively, satisfy the following equations [3] .
Here, E ′ 1 and E ′′ 1 are forward errors in the matrix multiplication X ⊤ B andĤX, respectively, E 2 is the backward error in the Cholesky decomposition ofÂ, and ∆R i is the backward error in the computation of
we can rewrite (10) in an alternative form:
Then, by letting ∆X = (∆x 1 , ∆x 2 , . . . , ∆x m ) ⊤ , we havê
which is a more convenient form for the subsequent error analysis. In the following, we will derive bounds on the forward and backward errors appearing in (8) 
where |A| denotes a matrix whose (i, j)th element is |a ij |.
Denoting the ith column vectors of X and B byx i (note that x ⊤ i is the ith row) andb i , respectively, we have |E
Hence,
On the other hand,
By repeating the argument that led to (14) and inserting
(16) Combining (15) and (16) and using (3) and (4), we can bound ∥E 1 ∥ 2 as
Bound on ∥E 2 ∥ 2 According to [1] , the backward error E 2 in the Cholesky decomposition ofÂ can be bounded as
Noticing that (17) and (3) and inserting it into the right-hand side of (18), we have
where we used (4) and (3). Bound on ∥∆R i ∥ 2 According to [1] , the backward error ∆R i in the triangular solution (10) is bounded as
On the other hand, from (9) and (18), we have
Inserting (22) into (21) and using (3), (4) and (19) gives
Bound on ∥R −1 ∥ 2 By applying Weyl's theorem for perturbation of singular values to (9) and using (17) and (20), we can obtain a lower bound on σ n (R) as
where we used (2) in the last inequality. Hence,
Bound on ∥B 1/2 XR −1 ∥ 2 Left-and rightmultiplying (9) byR −⊤ andR −1 respectively yields
Thus,
where we used (2) for the third inequality. Bound on ∥∆X∥ F Let us rewrite (10) aŝ
By (23) and (24), the numerator can be evaluated as
The denominator can be bouded from below as
Inserting (27) and (28) into (26) and recalling the relationship ∆x
B-orthogonality ofŶ andẐ
Using the results in the previous subsection, we are ready to prove the following lemma.
Lemma 1 Under the assumptions given in Section 2.1, the matrixŶ computed by the Cholesky QR algorithm in floating point arithmetic satisfies
Proof By (12) and (9),Ŷ ⊤ BŶ can be expanded aŝ
Taking the spectral norm and inserting (17), (20), (24), (25) and (29), we obtain
where we used (2) and the assumption δ ≤ 1 in the last inequality.
(QED)
From this lemma, it immediately follows that
On the other hand, using the eigendecompositionŝ
Thus there exists an orthogonal matrix Q ∈ R m×n such
and
Thus, if we perform the second Cholesky QR algorithm usingŶ as an input, the corresponding δ is
By applying Lemma 1 again with δ = δ new (< 1 due to (1)), we obtain one of the main results of this paper.
Theorem 2
Assuming (1)- (4), the matrixẐ obtained by applying CholeskyQR2 in floating point arithmetic to X satisfies
Residual
Before evaluating the residual, we derive a bound on ∥∆X∥ F using (30) that is tighter than (29). Since ∆x (10) and (11), we have
where we used (23) and (30), along with ∥Ŷ ∥ F ≤ √ n ∥Ŷ ∥ 2 in the last inequality. Now, let us denote S and U computed in finite precision arithmetic byŜ andÛ , respectively. Then, (5) and (6) can be written aŝ
where ∆Ŷ is the backward error in the forward substitution and ∆U is the forward error of the matrix-matrix multiplication. To evaluate the residual, we will bound ∥R∥ 2 , ∥Ŝ∥ 2 , ∥∆U ∥ F , ∥∆Ŷ ∥ F and ∥Ẑ∥ 2 as follows:
where we used (9), (17) and (20) 
where we used (12) and (33) in the first inequality and (31), (34), (36), (37) and (38) in the last equality. Thus we arrive at the second main result.
Theorem 3
Assuming ( 
Numerical results
We evaluated the numerical stability of CholeskyQR2 by numerical experiments using MATLAB 2015a in double precision arithmetic. We set X to be a random 1000 × 300 matrix with κ 2 (X) = 10 5 and B to be a 1000 × 1000 SPD matrix using randsvd from Higham's test matrices in MATLAB with κ 2 (B) varied from 1 to 10 8 . The residual and the B-orthogonality are shown in Fig. 1 as functions of κ 2 (B) . Both are of O(u) when κ 2 (B) = O(1) and gradually increase with κ 2 (B). This is in good agreement with the theoretical results.
