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Preface
In the world around us we often find systems consisting of a large number of iden­
tical components. For example, one may think of a material that is made out of 
molecules, a population that consist of individuals, or a tissue that is made out of 
cells. Typically, the behavior of the individual components in such a system can be 
described by a few relatively easy laws, and these laws in principle determine the 
behavior of the whole system. Nevertheless, questions about the collective behav­
ior of the system as a whole may be highly non-trivial to answer on the basis of the 
local laws. It is such questions that the discipline of interacting particle systems 
occupies itself with.
A typical feature in the description of such systems is the use of probability 
theory. Our information on the world around us is never complete, and proba­
bility theory tells us how to describe this incompleteness. For systems with only 
few interacting components, it often happens that we can idealize our incomplete 
information by complete information, but for systems with many interacting com­
ponents this is never the case.
Instead, it is customary to idealize such systems in a different way. Instead 
of studying large finite systems, one often studies infinite systems, the philosophy 
being that many particles sometimes behave almost as infinitely many particles. 
The phenomena of interest in the infinite system often occur in large but finite 
systems only with a high probability, on appropriate time scales, or on approximate 
values of certain parameters.
Mathematicians mostly prefer to work with systems in which the local laws are 
of an extremely simple nature. Such ‘toy models’ all occur as extremely simplified 
caricatures of physical systems. Examples are the Ising model (describing a ferro- 
magnet), independent bond percolation (describing the transport of a fluid through 
a porous medium), the voter model (describing voting behavior, or the distribution 
of genetic types), the contact process (describing an epedemic) and the exclusion 
process (describing a gas). Despite their apparent simplicity, these models turn 
out to give better descriptions of the systems they are supposed to model than one 
might think at first sight. The reason is that the collective behavior of large sys-
v
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tems is often to a large extent insensitive to details of the local laws. Thus, it often 
happens that the laws governing the behavior of systems on large scales are univer­
sal in a large class of models, defined by different local laws. Understanding this 
universality is some sort of a holy grail in the field.
This dissertation is about understanding one particular form of universality that 
occurs in a certain class of models. The models that we occupy ourselves with 
consist of an infinite system of diffusion processes, interacting through a linear 
drift. They share some properties with the voter model, such as a phase transition 
between so-called ‘stable’ and ‘clustering’ behavior, the importance of random 
walk representations, and the key role played by dual models.
Because of the use of (rather heavy) diffusion theory, the description of these 
diffusion models is a bit more involved than that of most other ‘toy models’. Once 
this work is done, however, one is rewarded for the extra effort by the fact that the 
models immediately allow for a number of generalizations. These generalizations 
make it possible to investigate the already mentioned phenonemon of universality. 
For some models we are able to prove that the laws governing their behavior on 
large space and time scales are indeed universal in certain classes of local laws.
This dissertation is the collection of three research papers. Each paper can be 
read independently of the others. There is a certain overlap, even a slight incon­
sistency in notation between the papers, but I hope the reader will accept these in 
return for having a -necessarily temporary- view on how this problem area and our 
views on it evolved.
A dissertation is meant to address a diverse audience, of whom some are ex­
perts in the field, others friends who are just curious to know what I have been 
doing during the last four years. For those who have a certain general knowledge 
on probability and analysis (say, who are not afraid of the words: Markov process, 
a  -field, separable metric space), but who have no or only a limited experience with 
diffusion processes, I have included an appendix explaining the basic ideas of the 
theory. I strongly recommend any reader who does not know what a local drift 
and diffusion function are to at least take a look there (page 155) before trying to 
read anything else. I have also included an introductory chapter, where I can give 
a little more attention to the origin of the diffusion models (as limits of discrete 
particle models) than the restricted space of a scientific article allows. There I have 
also included some notes on the sometimes strange and curved ways by which we 
discovered certain results, and on how our views on the subject changed along the 
way.
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Chapter 1
Introduction
1.1 Particle models and diffusion limits
In this section we will see how the interacting diffusion models that are the subject 
of this dissertation arise as the continuum limits of certain discrete models. We 
begin by introducing a simple model, consisting of an urn containing balls of dif­
ferent colors, whose contents are subject to a certain random time evolution. Next, 
we extend this model step by step, until we arrive at a system of infinitely many 
interacting urns, which -in  the limit that each urn contains many balls- is described 
by an interacting diffusion model of the type that we study in this dissertation.
1.1.1 The p-type q -tuple model
Consider an urn containing N  balls of p colors. We introduce the following resam­
pling mechanism. Each set of q balls in the urn (a ‘q-tuple’) is selected with rate 
q (q — 1). We take them out of the urn and look at their colors. If two or more of 
the q balls are of the same color, then we simply place all q balls back in the urn. 
But if all the q balls have different colors, we throw one of these balls (randomly 
selected) away, and replace it by a (random) ball with the same color as one of the 
remaining q — 1 balls. The new set of q balls that we get in this way we place back 
in the urn. For every q -tuple of balls we repeat this procedure ad infinitum.
We are interested in the frequencies of the p  different colors in our urn as time 
evolves. For a = 1 , . . . ,  p , let us write Ya(t) for the number of balls of color a  at 
time t . Thus, we consider a stochastic process
Y = (Y (t ))t >0 =  (Ya(t ))t >0, a=1,..., p (1.1.1)
1
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taking values in the space
Sn :=  {x e W  : xa =  n } . (1.1.2)
a
The process Y is a jump process. We denote its transition probabilities by
Pt (x , y ) :=  P[Y(s + t ) = y  | Y(s ) = x ] (1.1.3)
and we write (Pt)t>0 for the semigroup, acting on real functions on SN, given by
(P f ) ( x ) :=  J 2  Pt(x, y ) f  (y). (1.1.4)
ye Sn
The generator G of (Pt)t>0 is given by
( G f ) ( x ) = ^ 2  (  F [ x y )  ( f (x + ea — ep) — f  (x)) .  (1.1.5)
Ac{1,..., p} 7 eA a,p eA
l^ l=q a=p
Here the first sum ranges over all subsets A of {1, . . . ,  p}  that contain exactly q 
elements, and we have defined
ea =  (0, 0 , . . . , 0 ,  1, 0 , . . . , 0 ) ,  (1.1.6)
with the 1 in the a-th  position. If x describes the composition of our urn at a given 
moment, then eA x 7  is the number of q -tuples in the urn that carry the colors in 
A, and q(ql_ r) is the probability that in a given q-tuple a ball of color a  is replaced 
by a ball of color p . Since each q -tuple is selected with rate q (q — 1), the latter 
factor cancels, and in our urn balls of color a  are replaced by balls of color p  with 
rate
e  ( n x A  d-1.7)
. , 7  eAAc{1,..., p} 
lAl=q
Asa,p
This explains formula (1.1.5).
1.1.2 The diffusion limit
We are interested in the behavior of the process Y for large N  . In order to get 
a nontrivial limit, we must rescale our process. We look at the process XN = 
(XN (t))t>0, a=1,...,p , defined as
X Na (t)-.= ^ Y a(N 2 ~qt). ( 118 )
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The process X N (t) takes values in the discrete (p  — 1)-dimensional simplex
A-;v : = | x e ;L N ' ' : £ > „  =  l j .  (1.1.9)
a
We can write the generator of X N as
(GNf ) ( x ) = ^  r N(x, y ) f  (y), (1.1.10)
ye KN
where
r N (x , y ) =
N 2 V  ( V \ x Y j^ ( 8 (x +  Jre<* ~  j j e p , y )  -  S(x, ƒ ) ) .  ( L U 1 )
Ac{1,..., p} 7 eA a,ß eA 
Al=q a=ß
As N  tends to infinity, we expect the process X N to converge to a diffusion process 
X  on the ( p  — 1 )-dimensional simplex
K p : =  jx  e [0, <x)p : ^ x a = 1J . (1.1.12)
a
In order to find out what the generator of X  could be, we have to calculate the 
moments of the kernel r N in (1.1.11) up to leading order in N .
It is immediately clear from the definition that the zeroth moment of r N is 
zero:
J 2  r N (x , y) = 0. (1.1.13)
yeKpN
For the first moment, we note that the process X N is a martingale: in our resam­
pling procedure the expected increase in the number of balls of any color is zero. 
This implies that for all a = 1 , . . . ,  p
^ 2  r N (x , y)(ya — xa) = 0. (1.1.14)
yeKpN
For the second moments a small calculation yields
5 ^  (ya -  *a)(yp - x p) 8(-x +  ~keY -  y)
yeKp 7,neA
7=n
=  -£2 (SaySpy + SarjSprj — Sa^ySp^ — Sa^Sp^y) (1.1.15)
7,neA 
7=n
2
=  -jpl{a,peA}(q8aP — 1),
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so that for all a, ft =  1 p
r N (X , y )(ya -  Xa)(yft -  Xft
ye KN
=  E  (  F K ) 2 {qBaft -  1) .  (1.1.16)
AC{1... p}
Al=q
Asa,ft
Y eA
Finally, we have
J 2  r N(x, y )|y -  x |3 = 0 ( N -1),
yeKpN
(1.1.17)
uniformly in x as N  ^ œ .  Using a Taylor expansion one can now check1 that for 
all f  e C 2 ^ p )
N^oo X eKN
lim sup (GNf ) ( x ) -  (Ap,qf ) (x ) 0 , (1.1.18)
where we have defined
(Ap,qf ) ( * ) : =  J 2  { Y \ x r )  J 2  (LL19)
AC{1... p}
IAI=q
YeA a,ft eA
By definition, the domain of A p,q is
V(Ap,q) :=C 2 (K p ), (1.1.20)
the space of real functions on Kp that can be extended to a function in 2( p ). 
Formula (1.1.18) makes clear that the definition of Ap,qf  does not depend on the 
choice of this extension.
We conclude from (1.1.18) that if the jump process X N converges to a diffusion 
process X, then the generator of X  has to be an extension of Ap,q. It would carry 
too far for this introduction to prove the convergence of XN to X , but we take 
(1.1.18) as our motivation to study solutions to the martingale problem for Ap,q. It 
can be shown that this martingale probem is well-posed.2
1 Compare [16], Theorem 1.1 of chapter 10.
2Uniqueness of solutions to the martingale problem for Ap,q can be shown with the help of 
techniques mentioned in the proof of Example 3.1.8 below. Convergence of X N to X  (in the sense 
of weak convergence on path space T^ k p [0, œ )) is a non-trivial problem, even when uniqueness of
solutions to the martingale problem for Ap,q is known. The problem is to show tightness for X N. It 
is sufficient if the closure of Ap,q generates a Feller semigroup, see [16], section 8 of chapter 4. It is 
known that the closure of Ap,2 generates a Feller semigroup, see [16], Theorem 2.8 of chapter 8.
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Because of the restriction ^  a x a = 1, the system of coordinates (xa)a=1 p  is 
overdetermined. The first p  — 1 coordinates suffice, and we may identify Kp with 
the space
K r
p—i
:=  jx  G [0, œ )p—1 : xa < l j . (1.1.21)
a= 1
A function f  e C2 (K p) we can extend to a function f  e C2 ) in such a way that
f ( x 1 , . . . , x p ) = f (x1 , . . . , X p —1 ) V(x1 , . . . , X p —1) G K p , Xp g R  (1.1.22)
This function f  has the property that
t e ~ f ( x u . . . , x p) = — f { x u  • • •, x p- 1) (a =  1 , . . . ,  p  — 1)d x.
■¿~f(xu . . . , x p) =  0,
(1.1.23)
and hence we see that in terms of the restricted system of coordinates (xa)a=1,..,, p - 1  
the operator Ap,q must be written as
AC{1... p}
Al=q
a,ß gA\{ p}
d xa d x ß f  (x ), (1.1.24)
with
gA(x ) =
(n^ ) if p  g a
Y GA
( n x00—Jix0 i f p  g a-
' Y gA\{p}
(1.1.25)
The system of coordinates (xa)a=i,...p - \ has the advantage that it is not overdeter­
mined, but since it violates the symmetry between the colors, the formula for Ap,q 
is more complicated.
1.1.3 Examples
9 2
We consider two examples of p-type q -tuple diffusion models in more detail. The 
first example is the p-type 2-tuple model. For this model formula (1.1.19) can be
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written as
(AP,2f ) ( x )  =  J 2  ( Ft xr )  J 2  (2<W -  !) ajij./(*)
. ,, , y eA a,» eA Ac{1,..., p}
\A\=2
= e e (n^)K -1)^ « -  <1L26)
eA Ac{1... p} yeA
\A\=2
Asa,»
For a  = », the only set A occuring in the second summation is A 
the summand simplifies to
-*«*0 r i f e  ƒ  (*).
For a = », the summand in (1.1.26) can be written as
^ 2 x ax y (2 -  1)^2  ƒ (jc) = x a (l  - x a) - £ ^ f ( x ) .
y=a
Thus, we can write Ap,2 as
(Ap ,2 ƒ )(* ) =  ^ 2 x a(8ap -  X f ) ) ^ £ ^ f ( x ) .  (1.1.29)
a»
It is easy to see that Ap,2 takes the same form in the restricted system of coordinates 
(xa)a=1,..,,p-1, only with the summation restricted to a, »  = p.
The function w : K p ^  Mp-1 0  Mp-1 given by
Wa»(x) := Xa(8a» -  x») (x e Kp) (1.1.30)
is called the Wright-Fisher diffusion matrix, and the diffusion process X  associated 
to Ap,2 is (an example of) a Wright-Fisher diffusion process. The behavior of this 
process is well-known. If we start it in a point where all colors are present, then 
after a finite time one of the colors becomes extinct. It is clear from our resampling 
mechanism that once a color has become extinct it cannot reappear again, and 
therefore the process X ( t ) =  (Xa(t))a=1,...,p moves from that moment on in the 
subspace
Fa :={x  e Kp : xa =  0}, (1.1.31)
where a  is the color that has become extinct. Fa is called the a-th  face  of the 
simplex K p. Note that Fa is isomorphic to K p-1. After again a finite time a second 
color becomes extinct, and then another one, and the process moves in subspaces of 
ever lower dimension until only one color is left. At that moment the process gets
=  {a, »} and
(1.1.27)
(1.1.28)
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stuck in one of the extremal points of the simplex. Thus, there is a finite stopping 
time T such that almost surely
X ( t  + t ) =  X ( t)  e { e 1 , . . . , e p} 'it >  0. (1.1.32)
As a second example, we consider the p-type p-tuple model. For this model, 
the only set A occuring in the summation in (1.1.19) is A =  {1 , . . . ,  p} and the 
formula simplifies to
(APtPf ) ( x ) = (n^ ) n ( p s-ß -  Orifc/w- o-1-33)
Y = 1 aß
The differential operator occuring here looks more transparant when expressed in 
different coordinates. We choose an orthonormal basis (é1, . . . ,  e'p) for IRP such 
that
=  (1.1.34)
and we write x '1 , . . . x  ' for the coordinates of a point x in this new basis:
x Xa ea x'ae'a (X ^ P ). (1.1.35)
a a
Then
g|r.f { x ) =  )Ame-l ( f { x  +  ee'p) -  ƒ ( * ) )  =  j =  ¿ f ( x )  ( M .36)
a
and
o . i .3 y)
a ap
We note that the Laplacian A takes the same form in any orthonormal coordinate 
system:
(Aƒ)(*) =  E = E ¿? /< *)' <1138)
Combining (1.1.37) and (1.1.38) we see that we can rewrite (1.1.33) as
p x p- 1
(APtPf ) ( x )  = p ( j \ x ^ ' Y ^ - ^ 1 f ( x ) .  (1.1.39)V   _
Y=1 7 a=1 P
Here is the Laplacian in the plane given by the equation =  1.d x p
Thus, A p,p is of the form
p- 1  2
A P,P = ^ 2  w*ß(x ^ fri7- wlth waß(x) = 8aßg(x),  (1.1.40)
a,ß= 1 “ ß
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and g  : K p ^  [0, <x>) some function. We express this by saying that the diffusion 
matrix w is isotropic. The process X  associated to Ap,p is an isotropic diffusion. 
Such an isotropic diffusion (with zero drift) is just a time-transformed Brownian 
motion. The behavior of X  is as follows. In a finite time one of the types gets 
extinct and, as is clear from our resampling mechanism, after that time the fre­
quencies of all other colors remain fixed. Thus, there is a finite stopping time t 
such that almost surely
X ( t + t ) =  X (t ) e dKp i t  > 0, (1.1.41)
where
p
dKp : = Fa = {x e K p : xa =  0 for some a}. (1.1.42)
a=1
The behavior of general p-type q -tuple diffusions with 2 <  q < p  is similar 
to that of the two examples above. One by one colors become extinct, until only 
q — 1 colors are left and the process comes to a halt.
1.1.4 The p-type q -tuple model with migration
Once again consider an urn with balls of p  colors, but this time let us assume that 
the number of balls is not fixed. Instead, we introduce the following migration 
mechanism. We assume that with rate cp our urn receives balls from some large 
reservoir, where the proportions of the different colors are fixed to (0a)a=1,..,p =
0 e Kp . Moreover, we assume that each ball in our urn dissapears from the urn 
with rate c. Here c ,p  e  (0, ) and it is easy to see that the expected number of 
balls in our urn tends to p as time tends to infinity.
In addition to this migration mechanism, we assume that the q -tuples present 
in our urn are at any given moment subject to the resampling mechanism described 
in section 1.1.1 with rate q (q — 1)p2—q. We write Yg(t) for the number of balls of 
color a  present in our urn at time t , and we define
K i t )  :=  (1.1.43)
p
The generator of the process X p is given by (compare (1.1.8) and (1.1.11))
(■Gpf ) ( x ) = p 2 (  F t  x y)  ( ƒ +  ~Pea ~  \ e ~  ^
Ac{1,...,p} Y eA a,» eA
\A\=q a=»
+ {cpOa ( f ( x  +  -pea) -  ƒ(*)) + cxa ( f ( x  -  -pea) -  ƒ(*)) •
a
(1.1.44)
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Here the first term results from the resampling mechanism (see formula (1.1.5)). 
One can check that for every f  e C2 ([0, ro )p) and for every compact subset C C
[0, ro)p
lim sup (Gp f ) ( x ) — (Ap,qf ) (x) — (Bo,cf)(x ) =  0, (1.1.45)
where A p,q is defined as in (1.1.19) and
cBo,cf ) ( x ) : = c J 2 ( 0 a - x a) ^ f ( x ) .  (1.1.46)
a
Thus we expect the process X p to converge, as p ^  ro, to a process X  with 
generator G , where G is an extension of the operator Ap,q + B0,c. It is possible 
to prove existence of solutions to the martingale problem for Ap,q + B0,c, and one 
can check that for a solution X  with initial condition X (0) e Kp
X ( t ) e K p i t  > 0 (1.1.47)
almost surely. This means that in the limit of large p , the total number of balls 
in the urn is approximately fixed to p . For a function f  e C2 (Kp) we define 
A p,qf  + B0,cf  by extending f  to a function in C2([0 , ro )p), and we can see that 
the result does not depend on the choice of the extension.
1.1.5 Uniqueness problems
Remarkably, it is not known whether the diffusion processes introduced in the last 
section are well-defined. Namely, it is not known in general whether solutions to 
the martingale problem for Ap,q + B0,c are unique. The standard result about strong 
uniqueness of solutions to stochastic differential equations does not apply, because 
it is not possible to find a Lipschitz continuous root of the diffusion matrix occuring 
in A p,q (see section B.2). The problems occur at the boundary d Kp of the simplex. 
It is possible to represent solutions to the martingale problem for Ap,q + B0,c as 
solutions to a stochastic differential equation of the form
dXa( t ) = c(0a — X a(t))dt + ^  oa»(X(t))dB»(t), (1.1.48)
»
where the function o  is locally Lipschitz on Kp\ d K p but not Lipschitz at dKp . 
Therefore strong uniqueness of solutions to (1.1.48) can be shown only up to the 
first hitting time of dKp .
If c =  0, then solutions to (1.1.48) are martingales, and hence after the first 
hitting time of dKp the process stays in one of the faces Fa . Since these faces are
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isomorfic to K p—1, it is then possible to prove strong uniqueness of solutions to 
(1.1.48) by induction. (For this technique, see Example 3.1.8 below.)
For c sufficiently large, it is possible to show that solutions to the martingale 
problem for A p,q + B0,c never hit the boundary dKp, so that solutions to (1.1.48) 
are strongly unique for all time. (For this technique, see Theorem 2.2.9 below.)
However, for c positive but not too large the process X  with probability one 
reaches the boundary dKp in a finite time. In fact, it hits dK  infinitely often in a 
finite time, each time bouncing back from it. About processes with such behavior 
very little is known. Certainly the standard strong uniqueness results do not apply, 
except in the one-dimensional (i.e. 2-type) case.
For the p-type 2-tuple model, there are several ways to circumvent this prob­
lem. For example, it is possible to find a root o  that is lower-triangular. This 
corresponds the fact that each subselection of the colors is itself a Markov process 
(following a Wright-Fisher diffusion). Thus, the idea is that one can first prove 
strong uniqueness for one color, using one-dimensional techniques, then prove 
strong uniqueness for the second color conditional on the first one, and so on.
In another approach, one can prove weak uniqueness for the p-type 2-tuple 
model with migration by more or less explicitly calculating all moments of X ( t ). 
Here one uses the fact that Ap,2 + B0,c maps a polynomial of degree n into a 
polynomial of degree at most n . Thus, the time evolution of all moments up to 
n-th order is described by a closed system of equations, that is easily seen to have 
a unique solution.3 This technique has the advantage that it also proves that the 
closure of Ap,2 + B0,c generates a Feller semigroup.
For general p-type q -tuple models, one can see that Ap,q maps a polynomial 
of degree n into a polynomial of degree n — 2 + q , and hence for q > 3 the time 
evolution of moments up to n -th order cannot be expressed in a closed system. 
It seems that duality techniques (involving moments) that are known to work in 
certain other models also fail here, and uniqueness of solutions to the martingale 
problem for A p,q + B0,c with p , q > 3, for general 0 e Kp and c > 0, is still an 
open problem.
1.1.6 Interacting p-type q -tuple models
We now consider a collection of urns, indexed by a finite or countable Abelian 
group A, with
group operation i + j
inverse —i (1.1.49)
unit element 0.
3 In fact, this solution can be represented in terms of a dual process, which is sometimes handy in 
calculations. But here this duality is not essential.
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For example, A  may be the n -dimensional integer lattice n, or a finite part of n 
with periodic boundary conditions. We will also frequently consider the case that 
A  =  , the N -dimensional hierarhical group (see below).
We fill the urns according to a Poisson process, where balls of color a  occur 
with intensity p0a, with (0a)a = 1 p  = 0 e K p and p > 0. Thus the total number of 
balls in each urn is Poisson distributed with mean p , and a given ball is with proba­
bility 0a of color a. We introduce the following migration mechanism between our 
urns. We assume that balls independently of each other perform continuous-time 
random walks on A, where a ball in urn j  e A  jumps to urn i e A  with rate
We further assume that every q -tuple of balls present at a certain moment in an urn
a (j  -  i ). (1.1.50)
Here the migration kernel a : A  ^  [0, ro) is a function satisfying
(1.1.51)
is subject to the resampling mechanism descibed in section 1.1.1 with rate p2—q. 
Let us write Y1p’a(t) for the number of balls of color a  in urn i at time t , and let us 
consider the process
X p =  (Xp(t ))t >o =  ( X p a(t (1.1.52)f ’ ))
given by
(1.1.53)
Then we expect X p to converge, as p ^ r o ,  to a diffusion process
X  =  ( X  (t ))t >o =  ( X«(t  ))a=1,..., p ieA, t>0’ (1.1.54)
with initial condition
X t (0) = 9 (i e A), (1.1.55)
that solves the martingale problem for the operator A , given by
'lA'i=q (1.1.56)
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The domain of A is the space of all C2-functions on (Kp)A that depend on finitely 
many coordinates only, and a point x e  (Kp)A we denote as
* =  w a ^ . ( 1.1.57)
Infinite systems o f  interacting diffusion processes o f  this type and their generaliza­
tions are the main subject o f  study in this dissertation.
For definiteness let us write down the operator A  above in restricted coordi­
nates. With K p as in (1.1.21) and (Kp)A the space of all points * =  (xt ) eA with 
Xj e K p, we have for any C2 -function f  that depends on finitely many of the xt 
only
( A f  ) ( * )  := EE W cep ( X t )  d x a d x fi ƒ(-*■)
i aft 1 1
+  ^ 2 a U -  i ) (x]  -  x?) -gpf (x) ,
(1.1.58)
v ,a
where for any x e K p and a, ft =  1 , . . . ,  p  — 1
w (p,q)
waft (X) = gA(x )(q Saft — 1), (1.1.59)
AC{1... p}
'lA'i=q
Asa,ft
with gA (x) as in (1.1.25). A short look at section 1.1.3 learns us that in particular
W%2\ *  ) = xa(Saft —xft)
WiPft P)(x) = ( n  x y )  (1 —5 ^  x ^ j (  pSaft — 1). (U .6 0)
1.1.7 Other models
We briefly mention here some diffusion models that are closely related to the p - 
type q -tuple models. We start with two models with non-compact state space.
Feller’s branching diffusion Consider an urn with balls of one color. With 
rate one each ball is with equal probabilities replaced by either two or zero balls 
(‘critical branching’). In the right scaling, this process converges to a diffusion on 
[0, ro) whose generator extends the operator
(Af ) ( x )  : = x £ i f ( x ) .  (1.1.61)
Extensions to more colors are immediate. These models can be viewed as a limit 
of the p-type 2-tuple model when one of the types occupies almost all the urn.
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It is easy to see that the evolution of the rare types can then be approximated by 
independent critical branching.
M utually catalytic branching This model has been introduced by Dawson 
and Perkins [14]. Consider an urn with balls of two colors, subject to the following 
resampling mechanism. With rate one, each pair (2-tuple) of balls is selected. If 
they have different colors, then one ball is selected and with equal probability this 
ball is replaced by two or zero balls of the same color. In the right scaling, we 
expect this process to converge to a diffusion on [0, ^ ) 2 whose generator extends 
the operator
( A f ) ( x )  := x ix 2 ( ~^~2 + (1.1.62)
This is an isotropic model. It can be viewed as a limit of the 3-type 3-tuple model 
when one of the types is much more common than the other two. The evolution of 
the two rare colors can then be approximated by mutually catalytic branching. It 
is known that the martingale problem for the operator A  in (1.1.62) is well-posed, 
also when a migration term Bq,c as in (1.1.46) is added to (1.1.62). In fact, it is easy 
to see that all the moments of the process can be calculated. However, since the 
moment problem is not well-posed in this non-compact setting, one has to do a bit 
more to prove uniqueness of solutions to the martingale problem. This is achieved 
in [14] by means of a self-duality of the model, due to Mytnik.
The 4-type 2 + 2-tuple model Consider an urn with balls of four colors. With 
rate one each quadruple of balls is selected. If all the colors are different, then with 
equal probabilities either the ball with color 1 is replaced by a ball of color 2 or 
vice versa, or the ball of color 3 is replaced by a ball of color 4 or vice versa. In 
this way, the proportion of the colors 1 plus 2 with respect to the colors 3 plus 4 is 
not changed. We start in a situation where the total number of balls of the colors
1 plus 2 equals the total number of balls of the colors 3 plus 4, and we denote by 
Ya(t) the number of balls of color a  at time t . In the right scaling, we expect the 
process (Y1, Y3) to converge to a diffusion on [0, 1]2 whose generator extends the 
operator
( Af ) ( x )  :=  Xi(l -  xi )x3(l -  x3) ( £ ^  + ¿ 2)ƒ(-*)• (1.1.63)
This is an isotropic model, similar in spirit to mutually catalytic branching. In 
fact, in the limit that the colors 2 and 4 are much more common than the colors 1 
and 3, we recover the mutually catalytic model. When a migration term B),c as in 
(1.1.46) is added to the diffusion in (1.1.63), it is not known whether solutions to 
the corresponding martingale problem are always unique.
Composition-dependent resam pling This is not really one model, but a recipe 
by which one can produce a whole collection of other models. One considers 
the situation where the rate with which the various resampling mechanisms take
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place depends on the whole composition of the urn. This includes all the models 
discussed so far. For example, if in the 3-type 2-tuple model one lets the rate at 
which one color replaces another depend (linearly) on the amount of the third color 
present, then one arrives at the 3-type 3-tuple model. If in the 2-type 2-tuple model 
one lets the resampling rate depend on the amount of both types present in the urn, 
then one finds the operator
( Af ) (x )  := x 2(l -  (1.1.64)
known as Kimura’s random selection model. One o f  the main goals in this disser- 
tion is to show that fo r  infinite systems o f  interacting diffusions such modifications 
o f  the diffusion function do not influence the behavior o f  the system on large scales, 
both in space and time.
1.2 Overview of the three articles
1.2.1 Renormalization theory
Renormalization theory is one of the most succesful techniques for understanding 
universal large scale behavior of interacting particle systems, at least on the level 
of heuristic and non-rigorous calculations. The basic idea of the theory is quite 
simple. First, one needs to find a way to describe a system on a series of ever larger 
scales. A usual way is to group the particles into blocks, consisting of a particle and 
a few of its neighbours, then group these blocks into larger blocks, and so on. With 
each scale is associated a set of variables describing the system as if viewed from 
ever larger distances, where details of the local behavior become ever less visible. 
For example, the first set of variables may give the precise state of each particle, 
the second set only the average value of all particles in a block, and the third set 
only averages over blocks of blocks, etc. Each time one goes to a larger scale, the 
probability law describing the new variables is a marginal of the law describing the 
old variables. Thus, in principle, one has a map describing how to go from the old 
variables to the new larger scale variables. This map is called a renormalization 
transformation. If it is the case that under iteration of this transformation different 
local laws converge to one and the same global law, then one has universal behavior 
on large scales.
In practice it is not so easy to realize this renormalization scheme. In order 
to make it work, one needs an efficient way to describe the probability law of 
the renormalized variables. However, it often happens that while the law of the 
local variables has nice properties, the renormalized law has not (for example, it 
may be non-Markovian or non-Gibbsian). In such cases a rigorous study of the 
renormalization transformation is very hard and frequently impossible.
1.2. OVERVIEW  OF THE THREE ARTICLES 15
In some special cases we are lucky and the renormalized system admits a nice 
description. Apart from the fact that it is nice that at least sometimes rigorous 
renormalization calculations are possible, the study of these cases is also interest­
ing from a more fundamental point of view. If we understand better why univer­
sality occurs here, we may also find ways to understand systems for which the 
renormalization scheme does not work so nicely.
The research contained in this dissertation started in 1995, inspired by just 
such an example of a system for which the renormalization scheme works. This is 
a system of linearly interacting diffusions on the hierarchical group, introduced in 
the next section.
1.2.2 Renormalization of interacting diffusions 
By definition, the N -dimensional hierarchical group is
Qn :=  j(i/t)k=1,2,... : ik e { 0 , . . . ,  N  — 1}, ik =  0 finitely o ften j. (1.2.1)
With componentwise addition modulo N , this is a countable Abelian group. We 
denote the origin by 0 =  (0, 0, . . . ) .  Think of i e Qn  as an address: then i 1 
is the house number, i2 the street, i3 the town, and so on. £2N is ordered in a 
hierarchical way, where N  houses form a street, N  streets form a town, N  towns 
form a province, and so on. One defines
||i || :=  min{k e N : il = 0 i l  > k }. (1 2 .2)
We call ||i — j  || the hierarchical distance between i and j . For example, if i and j  
are in the same town, but not in the same street, they are at hierarchical distance 2 .
Now let us imagine that each i e Qn  represents an urn with balls of p  colors, 
and let us write X°a(t) for the relative frequency of color a  in urn i at time t . We 
consider the process
X N = (X N (t ))t >0 =  (XN,a(t ))a= ! - & —1, (1.2.3)
\ T ^
where XN (t) takes values in K p . For reasons that will become clear later we choose 
to denote the N -dependence of our process explicitly. We assume that the initial 
frequencies of the colors are described by some 0  e K p
X N (0) = 0 (i e Qn ). (1.2.4)
If  the urns are subject to a resampling mechanism and a migration mechanism as 
described in section 1.1.6, and the total number of balls in each urn is large, then
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we expect X N to solve the martingale problem for an operator of the form 
( Af ) (x ) : = a{J - i ) ^ xj
ij a i aft ’ ’
(1.2.5)
with domain the C2-functions f  that depend on finitely many x® only. Here the dif­
fusion matrix w can be the p-type q -tuple diffusion matrix w(p,q), originating from 
a q -tuple resampling mechanism, but we also allow for more general w, originating 
from a composition-dependent resampling mechanism.
We choose the migration kernel a in such a way that the strength of the migra­
tion between two urns depends only on their hierarchical distance. The collection 
of all urns at hierarchical distance at most k  from an urn i
{j e Qn  : IIj  — i II <  k} ( 1 2 6 )
we call the k-block around i. We fix constants c1 , c2, . . .  e  (0, <Xi) and for all 
k = 1, 2 , . . .  we let the balls in our urns be subject to the following migration 
mechanism: With rate ck/ N k-1 each ball in an urn i chooses a random urn in the 
k -block around i (possibly itself) and migrates to that urn. This means that the 
migration kernel a is given by
k=IIi I
To understand why (1.2.7) is the correct formula, note that a ball in urn i decides 
with rate ck/ N k - 1  to jump to another urn in the k -block around i . If k > ||i ||, this 
urn is with probability N -k the origin.
The process X N can be represented, on an appropriately chosen probability 
space equipped with (p  — 1)-dimensional independent Brownian motions (Bi)ie^N, 
as a solution to the following system of stochastic differential equations:
^  c
d x f  - d )  =  J 2 w h r ( x ? x " ^  -  *?•*<*>}* + E
k= 1  N ft
(i e QN, a  = 1 , . . . , d , t > 0),
(12.8)
where
=  wap(x ) (1-2.9)
Y
and X N’k (t) is the k-block average around i:
XN'k'a (t) :=  N —k J 2  X N,a(t). (1.2.10)
j  :llj—i ]\<k
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It is clear that the hierarchical group with its structure of blocks made out of 
smaller blocks is ideally suited for renormalization theory. For certain 2-type mod­
els it has been shown that the system in (1.2 .8) admits a rigorous description in 
terms of a renormalization transformation, in the limit where the dimension N  of 
the hierarchical group tends to infinity. Since we expect this result to hold more 
generally, we formulate it here as a non-rigorous conjecture.
For c e (0, to), x e K p and for any diffusion matrix w on K p, let us write 
AW,c for the operator
« ’V X jO  := Y c ^ - y a) ^ J ( y )  + Y w aP{y)1^ f { y ) .  (1.2.11)
a aft
We expect that for ‘reasonable’ w (this is one point where we are non-rigorous) 
the martingale problem for Aw,c is well-posed and the associated diffusion process 
has a unique equilibrium and is ergodic. By Zw,c we denote the solution to the 
martingale problem for Aw,c with initial condition Zw,c (0) =  x , and by vw,c (dy) 
we denote the equilibrium distribution associated with Aw,c.
For each c e  (0, to) we define a renormalization transformation Fc, acting on 
diffusion matrices w (we are vague as to the precise domain of Fc) by the formula
(Fcw)aft(x) := [  waft(y)vw,c(dy).  (1.2 .12)
JKp
Conjecture 1.2.1 Assume that X N solves (1.2.8) with initial condition X t (0) =  9 
fo r  all i e QN. Then fo r  each k  >  0
(XN,k(N kt ))t>0 ^  (ZF ( k w ’ck+1 (t))t>0 a s N  ^ t o ,  (1.2.13)
where F (k) w is the k-th iterate o f  renormalization transformations Fc applied to 
w:
F  (k)w := (Fck <◦•••o Fc1 )w.  (1.2.14)
Furthermore, fo r  any t > 0
(XN’k (Nkt ) , . . . ,  XN ’0 (Nkt )) ^  (Z k, . . . ,  Z°) a s N  ^ t o , (1.2.15)
where (Z k, . . . ,  Z 0) is a Markov chain (in this order!) with transition probabilities
P  [ Zn—1 e dyl Z n = x  ] =  vF(n—r)w’Cn (dy) Qn = 1 , . . . , k ) .  (1.2.16)
Note that in order to get a non-trivial limit in (1.2.13), we need to rescale space 
and time. While we rescale space by going to k -block variables, we rescale time 
by a factor N k. In the limit N  ^  to the block averages of differently sized blocks
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evolve on separate time scales. The average of a large block changes much slower 
than the average of a smaller block.
If we consider the time evolution of a k -block average, then we may treat its 
interaction (due to migration) with the much larger (k +  1)-block that it is part of 
as if this (k +  1)-block is an infinite reservoir in which the frequencies of colors 
are fixed. As we saw in section 1.1.4, the process ZXW'c describes the behavior of 
an urn that is in interaction with such a reservoir.
After a sufficiently long time, the k -blocks reach equilibrium, subject to the 
value of the (k + 1)-block with which they interact. The diffusion matrix describing 
the evolution of this (k + 1)-block can then be found by averaging the diffusion 
matrix of the k -blocks with respect to this equilibrium distribution. This is how the 
renormalization transformation Fc arises. For the details behind the heuristics, we 
refer to Chapter 2.
1.2.3 A renormalization transformation
In [10], Dawson and Greven proved a rigorous form of Conjecture 1.2.1 for a class 
of 2-type models. They considered X N (t), indexed by the hierarchical group 
and taking values in K 2 =  [0, 1], solving an equation of the form (compare (1.2.8))
d X f i t )  = J 2  ( x f ’k ( t ) - x f  ( t ) ) d t + ^  g ( X f  (t) )dB t (t) (t >  0 , i e  n N\  
k= 1  N
(1.2.17)
where g  is taken from the class % of functions g  : [0, 1] ^  [0, to) that are 
Lipschitz continuous and satisfy g ( x ) =  0 ^  x €{0,  1}. On % and for c E (0, to), 
the renormalization transformation Fc : % ^  % is defined by
(Fcg)(x) = f  g ( y  )vg,c (dy),  (1.2.18)
J[0,1]
with vg,c the unique equilibrium distribution of a diffusion whose generator extends
U r / ) W  (1.2.19)
The equilibrium measure vg,c occuring in (1.2.18) is in fact known in closed form, 
and the transformation Fc is given by the following explicit formula:
f l j  -  f y d z c- ^  
/ d y e  Jx g(z)
Jo(Fcg)(x) =  --------------- ^ — — 7 • (1-2.20)
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As we see from formula (1.2.20), Fcg  depends in a complicated and non-linear way 
on g, so it is not obvious how the iterates of Fc behave. In [1], Baillon, Clement, 
Greven and Den Hollander studied these iterates. They were able to show the 
following.
Proposition 1.2.2 Let g* be given by
g*(x) :=  x (1 — x ). (1.2.21)
Then g* is a fixed shape under Fc, c G (0, œ ):
Fc{Xg*) =  ( t ^ - W  V À > 0 .  (1.2.22)
\X + cJ
Moreover, fo r  k  = 1, 2 , . . .  assume that ck G (0, œ )  satisfy
to 1
V  — =  oo, (1.2.23)
k= 1  ck
and define
n 1:= y -
t l  ck (1.2.24)
F (n)g  := (Fck ◦ • • • ◦  Fd)g.
Then fo r  all g  e V,, one has
lim sup On(F(n)g) (x ) -  g*(x) =  0. (1.2.25)
n^ TO xe[0, 1]
Proposition 1.2.2 shows that the renormalization transformations Fc have a unique 
fixed shape g* that attracts all diffusion functions g  € % after appropriate scal­
ing. This implies that the system in (1.2.17) exhibits universal behavior on large 
space and time scales. As we already saw in section 1.2.2, the renormalized diffu­
sion functions F (k)g  describe the behavior of k -block averages on their appropriate 
time scales N k. Thus, formula (1.2.25) shows that large block averages (k ^  to) 
evolve according to the universal diffusion function g*, independent of the dif­
fusion function g  of the individual components X N (t) of the system. The scale 
factors On are not important here, because they can always be absorbed in a redef­
inition of the time scale. The same is true for the factor c/(c + X) in (1.2.22), so 
the fact that our renormalization transformation has a fixed shape instead of a fixed 
point is not important. It turns out that g* is the Wright-Fisher diffusion function 
(see (1.1.30)), which arises in a natural way as the diffusion limit of the 2-type 
2-tuple model.
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Condition (1.2.23) is necessary for the universality observed in (1.2.25). It 
is known that condition (1.2.23) corresponds to clustering behavior in the model 
(Theorem 3 in [10]). This means that the components XN (t) of the system, after a 
long time, spend most of their time near the boundary of [0, 1]. In fact, according 
to Conjecture 1.2.1,
lim P [XN( Nkt ) G d y \ x N ,k(Nkt ) = x ] =  K(k)(dy),  (1.2.26)
N
where
K g,(k\d y )  =  ƒ  ƒ  ••• ƒ  (  1)gck(dz 1 )vFk 2 )g c k —1 (dz2) • • • vfk— g,c1 (dy).
(1.2.27)
Thus, the probability measure Kg,(k )(•) describes the conditional distribution of the 
urns in a k -block, given that the k -block average is x . It has been shown in [1] that
K f (k\ )  ^  (1 — 6 ) 8 0  + 6 8 1  as k ^ œ , (1.2.28)
if and only if (1.2.23) holds. Therefore (1.2.23) corresponds to the situation where 
after a long time each urn with probability close to 6  contains almost only balls of 
color 1, and with probability close to 1 — 6  almost only balls of color 2 .
1.2.4 Higher-dimensional generalizations
The results in Proposition 1.2.2 leave one with a number of questions. Notably, 
one would like to understand better the origin of the observed universality. What 
is so special about the Wright-Fisher diffusion function that all other diffusion 
functions in the class % are attracted to it? In October 1995 my supervisor and me 
took this question as our motivation to study higher-dimensional equivalents of the 
transformation Fc.
For simplicity, we first restricted ourselves to isotropic diffusions. Thus, we 
considered a transformation of the form
(Fcg)(x) := f  g(y)vg'c(dy),  (1.2.29)
Jk
where K  C Rd is some compact and convex domain, and vg’c is the unique equi­
librium distribution of a diffusion whose generator extends
iAgx'cf ) ( y )  :=  J 2 c ( x a -  y a) ^ f ( y )  + g(y)  ¿ 2/O ') .  (1.2.30)
This Ansatz immediately raised a number of questions.
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1. From which class % can we choose our diffusion function g  so that Fcg  is 
well-defined? In particular:
(a) For which g  is the martingale problem for the operator in (1.2.30) well- 
posed?
(b) For which g  does the associated diffusion have a unique equilibrium
vg’c ?
(c) Is it true that Fcg  g % for all g  g % ?
2. Do the iterates of the transformation Fc describe the large space-time scale 
behavior of a system of interacting diffusions, i.e., can we prove a rigorous 
version of Conjecture 1.2.1?
3. Does the transformation Fc have a unique fixed shape g  that attracts all 
other g  g H. after appropriate scaling?
In the search for answers to these questions, we were not completely without 
clues. First, of course, we knew that the Wright-Fisher diffusion arises in a special 
way as the diffusion limit of particle models (see section 1.1.2), and this might 
have something to do with its special role. Furthermore, we knew that condition 
(1.2.23), necessary for the universality, corresponds to clustering behavior. The 
fact that the components X t (t) of the system, after a long time, spend most of their 
time near the boundary of the domain K  makes one suspect that the long-time 
behavior of the system does not ‘feel’ the diffusion function g  on the interior of K , 
and from this the universality could possibly arise. In fact, one would suspect that 
an appropriate reasoning would possibly not even need to consider the iterations of 
a complicated transformation like the one in (1.2 .20), but could perhaps understand 
the universal behavior by a direct reasoning based on the dynamics of the system.
We will see how much of this intuition turned out to be right... and how much 
wrong.
1.2.5 Renormalization of isotropic diffusions
We started our investigations by defining, in analogy with the one-dimensional 
case:
% : ={g  : K  ^  [0, <x) | g  Lipschitz, g ( x ) = 0 ^  x g d K }, (1.2.31)
where dK := K \ K °  is the boundary of K , with K°  the interior of K . Let us for 
the moment assume that questions 1 and 2 above can be solved, and let us first con­
centrate on question 3, which concerns the problem of understanding universality.
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It is not clear from our definitions what function g  could be a fixed shape 
under Fc, or in fact whether such a function exists at all. In the one-dimensional 
case, the fact that g ( x ) =  x (1 — x ) is a fixed shape follows from the equilibrium 
conditions for the time evolution of the first and second moments of solutions to
In view of the interpretation of our model as explained in section 1.1, this case is 
rather unsatisfactory. We would rather like to be able to treat the ^-type ^-tuple 
model (see section 1.1.3) or the 4-type 2 + 2-tuple model (see section 1.1.7). For 
the latter, K  =  [0, 1]2 and the diffusion function
arises in a natural way as the continuum limit of a discrete model. A natural idea 
would be to see if this function is a fixed shape under Fc. But this turns out not to 
be the case.
We found out that there is no explicit formula for Fc in dimensions d  > 2. This 
has the following reason. The equilibrium Vg'c solves the equation
sufficiently differentiable density, and also g  is sufficiently smooth, then after an 
integration by parts we can rewrite (1.2.34) as
the martingale problem for Ag,c. We found out that this proof immediately extends 
to the case that
K  = {x e  : |x | <  1} 
g*(x) =  1 -  lx |2.
(1.2.32)
g( x ) = X1 (1 -  X1 )X2 (1 -  X2) (1.2.33)
(vg’clAg cf  ) =  0 V f  e C2(K ), (1.2.34)
where we use the notation
for any probability measure /i on K  and any function f  g C( K ). If Vg’c has a
(1.2.35)
( (Agcf v g ' cl f )  = 0  V f  e C 2 ( K ), (1.2.36)
so that for the density vg’c we find the partial differential equation
a a
In vector notation we can write this equation in the form
V • (Txg cvgc) = 0 , (1.2.38)
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where • denotes inner product and
T := ( T 1 , - - - , T d)  ^ (1.2.39)
(Taf ) { y ) ^ — c(xa — y a) +
The vector T  can be interpreted as the expected flux, i.e., it measures the net trans­
port of particles at each point in the domain. Equation (1.2.38) now says that the 
divergence o f  the flux is zero. In some cases, the equilibrium even turns out to solve 
the stronger equation
Tavgc = 0 (a = 1 , . . . , d ) (1.2.40)
i.e., the flux is zero. In this case we say that the equilibrium is reversible. (This 
comes from the fact that the process, started in Vg'c, is symmetric with respect to 
time reversal.) A reversible equilibrium defines an L2-space of square-integrable 
(with respect to vg’c) functions, on which the operator Agx'c is self-adjoint, which 
has many technical advantages. In the one-dimensional case (i.e., K  is an interval), 
the equilibrium is always reversible, and equation (1.2.40) can easily be solved 
explicitly, leading to the explicit formula (1.2.20) for Fc. However, in the higher­
dimensional case one can show that the equilibrium is for most choices of the 
parameters not reversible and all we have for Vx'  is equation (1.2.34), which we 
do not know how to solve explicitly.
The idea that finally allowed us to get some control on Fc, at least on a heuristic 
level, was to try an expansion in c— 1. For large c, the equilibrium ^  is sharply 
peaked around the point x . A simple moment calculation shows that for sufficiently 
differentiable g:
(Fcg)(x)  = g(x) + c ~ ^ g ( x ) A g ( x )  + 0 (c ~2). (1.2.41)
Here A :=  ^  is the Laplacian. If we want the right-hand side to be a multipleo xa
of g  for all c g (0, to ), then g  has to be a solution of the Dirichlet equation
A g ( x ) = X (1.2.42)
for some X G M. With boundary conditions g ( x ) =  0 for x g dK  this equation has 
a unique solution for each X. Thus, we found out that the only possible candidate 
for a fixed shape are the multiples of the function g  G C2 (K°)  H C(K ), defined as 
the unique solution of
on 5; (1.2.43)g * (x) =  0 on d K .
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In most cases (for example on K  = [0, 1]2) there is no explicit expression for g*.
At this stage, one might think that maybe an abstract fixed-point theorem could 
be applied to establish on general grounds the existence of a fixed shape, and then 
(1.2.41) might perhaps be applied to identify this fixed shape as g*. This is not 
the case. Such an approach would at best guarantee that the equation Fcg  = Xg 
has a solution for each X > 0, but not that the solutions for different X are scalar 
multiples of each other, which is what we want for a true fixed shape.
We finally resolved the issue because we found a way, although very heuristic 
in nature, to calculate higher-order terms in formula (1.2.41). This led to an expan­
sion for Fcg  confirming that formula (1.2.22) carries over to the higher-dimensional 
situation, when g* is as in (1.2.43). This heuristic reasoning was then replaced by 
a rigorous reasoning involving an operator B—I that is in some way an inverse to 
the operator
(■Bx,cf ) ( y ) :=  - y a) - ^ f ( y ) .  (1.2.44)
a
In fact, it turned out that the operator B—I was given by the formula
/> TO
B—1 f  = — T x 'cf d t , (1.2.45)
J 0
where (Ttx'c)t>0 is the Feller semigroup whose generator extends Bx c. The es­
sential fact that we were using in our proof of the fixed-shape property of g* was 
that this semigroup carries functions of constant Laplacian over into functions of 
constant Laplacian.
Our techniques also implied that g* is an attractive fixed shape. Thus, we could 
see that Proposition 1.2.2 generalizes completely to the higher-dimensional case. 
We also could prove convergence of the kernel Kg'(k')(dy) (see (1.2.27)). In the 
higher-dimensional case, one has
K g'(k)(•) ^  Kxx ) ( )^ as k  —— to (1.2.46)
if and only if
TO 1
J 2 ~  = oo, (1.2.47)
t i  ck
where the limiting kernel K(TO)(dy) is given by the distribution of Brownian mo­
tion, starting from x , when it first hits the boundary d K . This means that the 
system clusters in a universal way: the components X f  (t) are, after a sufficiently 
long time, approximately distributed on dK  according to probability distribution 
K (to)(•), and this distribution is universal in all sequences ck satisfying (3.1.5) and 
all g  g U  .
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All these properties we were able to prove, assuming that we could answer the 
questions 1 (a)-(c) on page 21. Thus, in order to make our results complete we still 
needed to show those. This proved to be a real stumbling block.
For the choice of % in (1.2.31), we managed to solve question 1 (b): we could 
prove, provided that the martingale problem for Ag'c is well-posed, that the asso­
ciated diffusion has a unique equilibrium, solving (1.2.34), and is ergodic. The 
proof, completely different from the one that was known for the one-dimensional 
case, is functional analytic in nature and is based on rather heavy results from the 
theory of partial differential equations.
Questions 1 (a) and 1 (c) we were not able to solve. Concerning 1 (c), for ex­
ample, we had the trouble that although we could prove that the equilibrium xg ’c 
exists, is unique and solves (1.2.34), we had little control over it (for example no 
explicit formula). As a result we were only able to prove that Fcg  is a continuous 
function satisfying Fc (x) =  0 x G d K . We could not show Lipschitz conti­
nuity. The situation concerning question 1 (a) was even more disastrous. Because 
of the difficulties with uniqueness for higher-dimensional diffusions, explained in 
section 1.1.4, we were not able to show uniqueness of our diffusion for all g  g T-L. 
We had this problem even for g* , the only exception being the trivial case4
K  = {x G IRd : lx I < 1} 
g* (x) = 1 -  Ix1.12 (1.2.48)
Summarizing we can say that we were able to answer question 3 completely, ques­
tion 1 only partly, while question 2 stayed out of reach. Consequenctly, the results 
on question 3 remained somewhat up in the air.
After struggling with these problems for two years, we wrote down our par­
tial results in the article ‘Renormalization of Hierarchically Interacting Isotropic 
Diffusions’ [21], which is Chapter 2 of this dissertation.
1.2.6 Non-isotropic models
In spite of the technical difficulties, our results had given us some insight into the 
origin of the large scale universality of our systems. Notably, we had found out the 
following.
1. The fixed shape is not always the ‘natural’ diffusion matrix that arises as the 
diffusion limit of discrete urn models.
2. It is important to look at the evolution of functions of constant Laplacian 
under the semigroup (Ttx,c)t>0 generated by the drift term in the opertor Ag,c.
4For uniqueness in this case, see formula (A.3.11) in the Appendix.
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3. Apart from F (k)g, it is also interesting to look at convergence of the kernel 
K g'( \d y )  associated with clustering of the process.
With this information, we next tried to understand non-isotropic models. We knew 
that for general non-isotropic models there is no longer just one fixed shape. For 
example, on the 2-dimensional simplex
K3 :=  jx  e  M2 : x 1, x 2 > 0, x 1 + x 2 < 1J (1.2.49)
one can check that the diffusion matrices
Wa f )(x) := xa(8ap -  x ft) ( 1 2 50)
w(a f  }(x) : = x 1 x2(1 -  x1 -  x2)(38ap -  1 ), ' .
corresponding to the 3-type 2-tuple and the 3-type 3-tuple model, respectively 
(see section 1.1.3), are both fixed shapes under the transformation Fc defined in 
(1.2.12). For w(3,2) this follows from a simple moment calculation, while for w(3,3) 
it follows from our theory for isotropic diffusions, and the fact that
2
~  x l X 2 ^1 ~ X \ - x 2) = \. (1.2.51)
a,ft = 1
_ 2^ d 2
Here the differential operator ¿_iC[ p=ï(38ap — I ) dx dx plays the same role as the
Laplacian in (1.2.43); in fact it can be transformed into the Laplacian by a simple
change of coordinates (see section 1.1.3).
We managed to mould the reasonings for w(3,2) and w(3,3) into a unified form.
The key objects to look at turned out to be the so-called w-harmonic functions.
If w is some given diffusion matrix on a domain K , then we say that a function
f  e C2 (K ) is w-harmonic if
I 2 w^ ( x ) d £ ^ f w  = °- o - 2 -52)
aft
It turns out that the only w (p,2)-harmonic functions are the affine functions x  ^  
a cax a + c, with ca, c constants. For an isotropic diffusion matrix w, the w- 
harmonic functions are all functions f  of zero Laplacian: A f  = 0; these are what 
are normally called harmonic functions. In both cases, the w-harmonic functions 
have the property that
f  is w-harmonic ^  T?'c f  is w-harmonic, (1.2.53)
where
(Ttx,cf )(y ) = f  (x + (y -  x ) e~ct) (1.2.54)
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is the semigroup generated by the operator c Y2 a(x a ~  y a) i-e., the drift term in 
AW'c. If (1.2.53) holds we say that a diffusion matrix w has invariant harmonics. 
This condition guarantees that systems of linearly interacting diffusions with given 
w -harmonic functions cluster in a universal way, as we explain now.
1.2.7 Harmonic functions and clustering
Let X  = (Xj (t))t>0, iGA be a family of stochastic processes, indexed by an arbitrary 
Abelian group A, solving the martingale problem for an operator A  of the form
( A f )  0 0  : =  a (J l )(x j  x? ) 3*“ f (x) + T , T .  (1.2.55)
ij 'a
If X  has initial condition
. dxfdxf-ij,  i ap
Xi (0) = 0 (i G A),  (1.2.56)
and if the diffusion matrix w has invariant harmonics, then it turns out that
E [ f  (Xi (t))] =  f  (0) Wt > 0, i G A,  f  w-harmonic. (1.2.57)
If w = w (p,2), then the only w-harmonic functions are the affine functions, and 
(1.2.57) says nothing more than that the mean of Xi (t) is conserved. In general, 
we express (1.2.57) by saying that the harmonic mean of Xi (t) is conserved.
It turns out that the long-time behavior of the process X  = (X(t))t>0 = 
(Xi (t ))t >0 i gA depends on the migration kernel a . If the symmetrized random walk 
on A, i.e., the random walk that jumps from i to j  with rate
a ( j  — i ) + a(i — j ) (1.2.58)
is recurrent and irreversible, then we believe that
X (t) ^  X (to ) as t —  to, (1.2.59)
where X ( to) has the following properties
P [Xi (to) e dwK  Vi ] =  1 
P [Xi (t ) = X j (t ) Vi, j  ] =  1.
(1.2.60)
Here
dwK  :=  {x e K  : w( x) = 0} (1.2.61)
is what we call the effective boundary of the domain K . For example, for a ^-type 
q -tuple model, dw K p consists of those compositions of the urn in which less than q
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colors are present, so that the resampling process has come to a halt. On the other 
hand, if the symmetrized random walk on A  is transient, then one can prove that 
(1.2.60) cannot hold.
For the p-type 2-tuple model we can understand the importance of the sym­
metrized random walk as follows. Consider two balls, drawn at a certain time t at 
random from two different urns or from one and the same urn. Both of these balls 
have in the past migrated according to the random walk with kernel a , and have 
been subject to the resampling mechanism described in section 1.1.1. If they have 
been introduced into the urn as a result of the resampling mechnism, then we call 
the ball whose color they copied their parent. The probability that our two balls are 
of the same color now depends on the probability that they descend from a common 
ancestor, and this in turn depends on the time their resepective ancestors have spent 
together in one urn. When we trace back the ‘historical process’, descibing where 
ancestors of the two balls lived at previous times, then the difference between their 
positions follows the symmetrized random walk. If this symmetrized random walk 
is recurrent, then ancestors of the two balls have for a long time lived together in 
one urn, and therefore with high proability descend from a common ancestor. This 
implies that with large probability all balls in one urn are of the same color, and 
also that after a sufficiently long time any two urns at a finite distance of each other 
will contain balls of the same color. This explains (1.2.60).
In the article ‘Clustering of Linearly Interacting Diffusions and Universality 
of their Long-Time Distribution’ [41], contained in Chapter 3, we show that this 
picture holds as long as the w-harmonic functions are invariant,5 and in that case we 
can even specify the distribution of X i (to) explicitly. In fact, for each 0 G K  there 
exists a unique probability distribution on dw K  with a given harmonic mean. If we 
call this distribution T0 (dx),  then by the fact that the harmonic mean is conserved 
we see that we must have
P [X i (to) g dx] = T0 (dx).  (1.2.62)
The proof that the recurrence of the symmetrized random walk implies X ( t ) ^  
X ( to), where X ( to) satisfies (1.2.60) and (1.2.62), consists of two main ingredi­
ents: a calculation of the covariances Cov(Xi (t), X j  (t)) between urns i and j , and 
a calculation of the expectation of w-harmonic functions.
If we return to the hierarchical group £2N in the limit of large N , then modulo 
the technical difficulties explained in section 1.2.5, we may expect the following
5In Chapter 3, we use the terminology ‘the boundary distribution is stable against a linear drift’. 
Under a weak technical assumption, this is equivalent to saying that the w-harmonic functions are 
invariant; see formulas (3.1.42) and (3.1.46).
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behavior. If 00 i
^  (1.2.63)
1
—  =- o
Ck
(•)
k=i
then
W  ’«  ^  r «(^ l  as k (1.2.64)
akF (k k)w — w*
Here T0(^ ) is the unique distribution on the effective boundary dwK  with harmonic 
means 0 , and the fixed shape matrix w* is given by
K s ( x ) =  /  r x(dy)(ya -  xa)(yp -  x fi). 
Jk
(1.2.65)
Note that the convergence in (1.2.64) is universal in all w with the same invariant 
w-harmonic functions and in all ck satisfying (1.2.63). One can check that the 
random walk with the kernel in (1.2.7) is (for large N ) recurrent if and only if 
(1.2.63) holds.
We end this section by giving a short overview of what we have proved for the 
^-type q -tuple models in particular.
The first question is: Does the ^-type q -tuple model have invariant harmonics? 
The answer is:
P
q
2 yes yes yes yes yes
3 yes no no no
4 yes no no
5 yes no
6 yes
I.e., the p-type 2-tuple and the p-type p-tuple models have invariant harmonics, 
the others have not.
The second question is: If we have invariant harmonics, then is the fixed shape 
w* the same as w(p,q) or not? The answer is:
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P
q
2 yes yes yes yes yes
3 yes
4 no
5 no
6 no
6
I.e., the p -type 2-tuple models and the 3-type 3-tuple model are already in the fixed 
shape, the rest is not. This means that the p-type 2-tuple models and the 3-type 3­
tuple model look the same on different space-time scales, i.e., they are self-similar. 
But the p-type p-tuple models with p  > 4 look different on large space-time scales 
than locally.
The third question is: Has uniqueness of solutions to the martingale problem 
been proved for the operator
xa ) ^  + Y w % ’q\ x ) g ^  (1.2.66)
a aft
for all c G [0, to) and 0 G Kp? The answer is:
P
q
2
3
4
5
6
yes yes
no
yes
no
no
yes
no
no
no
yes
no
no
no
no
6
I.e., uniqueness has only been solved completely for the p-type 2-tuple models. 
However, for c = 0 or for c sufficiently large and 0 E K °, uniqueness is known for 
all p-type q -tuple models.
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1.2.8 Doing the iterations at once
After Chapter 3, which shows that systems of linearly interacting diffusions of the 
form (1.2.55) cluster in a universal way, we return in Chapter 4 to the questions 
of large space-time scale universality that we first attacked in Chapter 2. Thus, 
we consider a system of diffusion processes (XN (t))t>0, igqn indexed by the N - 
dimensional hierarchical group, solving a system of stochastic differential equa­
tions of the form (1.2.8), where the diffusion matrix is isotropic:
crap(x) = 8ap^2g(x).  (1.2.67)
As explained in Conjecture 1.2.1, we expect k -block averages of this process to 
converge, as N  — to, to a process with a renormalized dynamics:
(XN,k (N kt ))t >0 ^  (ZF(k) g,ck+1 (t ))t >0 as N  — to. (1.2.68)
Because of Proposition 1.2.2 and the generalization thereof in section 1.2.5, we 
expect furthermore that
lim sup a*(F(k)g)(x) — g*(x) =  0, (1.2.69)
k —TO x g K
where g* is the function in (1.2.43). It can be shown that (1.2.68) and (1.2.69) 
together imply that
(XN,k (akNkt ))t >0 ^  (Z ( ' c  (t ))t >0 as N  — to, k — to, (1.2.70)
when akck+1 — c* for some c* G [0, to ), where the limits have to be taken in 
the order indicated. However, as we explained in section 1.2.5, a rigorous proof of 
(1.2.68) is at present out of reach, due to the fact that we have inadequate control 
over the renormalization transformations Fc.
The idea of Chapter 4 is that we may avoid these problems if we replace the 
double limit in (1.2.70) by a single one, and try to prove that we can let N  and k 
tend to infinity together in such a way that (1.2.70) holds. Of course, this requires 
that we are able to understand the universality in (1.2.70) in a way that does not 
revert to the renormalization transformations Fc.
In fact, we can do this by making use of the techniques involving harmonic 
functions and covariance calculations developed in Chapter 3. The reasons behind 
the large space-time scale universality in (1.2.70) are, however, more subtle than 
those behind the universality of the clustering of the process. Clustering, after all, 
refers only to large time, while for (1.2.70) we must rescale time and space.
It appears that large space-time scale universality in the system arises due to the 
occurrence of ‘local equilibrium’. As explained in section 1.2.2, we expect large
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k -blocks to reach equilibrium subject to the value of the (k + 1)-block average. It 
is from the equilibrium conditions for such a k -block, plus a calculation involving 
harmonic functions and covariances, that (1.2.70) can be deduced, albeit in a cer­
tain weak form. Technically, however, it is not easy to make these arguments work. 
For fixed N  and k , it is not true that the system, or the k -blocks within the system, 
reach any sort of a non-trivial equilibrium as t tends to infinity, as is clear from 
our discussion of clustering. Thus, we have to show that, for N  and k  sufficiently 
large, k -blocks are sufficiently close to equilibrium for our purposes, on times of 
an appropriate order of magnitude.
Chapter 4, which is to be part of a forthcoming article, contains work that is 
still in progress. At the moment, the author has shown that the diffusion rate of 
large k -block averages tends to g* when
k
-----------> 0  as N  -> oo, k  -> oo. (1.2.71)
log N  V '
But the type of convergence shown for the diffusion rate of ^  k is not strong 
enough to conclude that also the process XN’k itself converges as in (1.2.70). As the 
research contained in Chapter 4 is only a few months old, it is at present too early to 
say if these problems are serious. The impression is, however, that this shortcoming 
could be inherent in the techniques that are being used. In particular, it seems to 
be related to the type of convergence to equilibrium that is used. In Chapter 4 it is 
only shown that k -blocks are approximately in equilibrium when their distribution 
is averaged over a short time interval. It is conceivable that (1.2.70) can only be 
derived if this time-averaged equilibrium can be replaced by a (much more difficult 
to prove) equilibrium at fixed times.
1.3 Open problems
Apart from the obvious open problems concerning the unproved conjectures in 
(mainly) Chapters 2 and 4, there are a number of questions calling for attention, 
which we present here.
1.3.1 Non-invariant harmonics
One of the main messages of this dissertation is that the large time universality 
(clustering) and large space-time universality (renormalization) which have so far 
been observed in systems of linearly interacting diffusions, find their origin in the 
fact that the w-harmonic functions associated with these systems are invariant un­
der the semigroup (Ttx,c)t >0, (that is: (1.2.53) holds). Because of technical difficul­
ties (concerning uniqueness, ergodicity and coupling arguments that are available
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for one-dimensional K  only), most work on linearly interacting diffusions in the 
past years has focussed on systems with one-dimensional state space K . These 
systems all have invariant harmonics. But with the study of higher-dimensional 
state spaces it has become clear that there are many systems, arising naturally as 
limits of particle models, for which the harmonic functions are not invariant. For 
example, the p-type q -tuple model with 2 < q < p  does not have invariant har­
monics (see the figure on page 29). A natural question is: do such systems exhibit 
universal behavior on large time and/or space scales?
As regards the long time behavior, it seems that the answer is no. It seems 
that invariant harmonics are necessary for the conservation of the harmonic means 
(formula (1.2.57)), and this in turn seems to be necessary to guarantee that the dis­
tribution of X t (to) is universal in the class of all diffusion matrices w with the same 
w-harmonic functions and in all Abelian groups A  with a recurrent symmetrized 
random walk.
Since the results in Chapter 4 indicate a strong link between the large time 
universality and the large space-time universality, it seems that the same negative 
conclusion must be drawn about the action of the renormalization transformations 
Fc on such diffusion matrices w with non-invariant harmonics. In fact, it seems 
likely that for certain choices of the constants ck the rescaled iterates ak (Fck o 
••• o Fc1 )w do not converge to any limit at all. However, this does not exclude 
the possibility that for certain choices of the ck we may still find some form of 
universality.
Consider in particular the case that ck = ck, where c E (0, to) is some constant. 
Then we have recurrence of the symmetrized random walk, and hence clustering, 
iff c < 1. Because of the scaling relation
Fkcig) = ^Fc({g) (* G (0, oo)), (1-3.1)
we can express ak+1F (k+1)(w) in terms of okF (k\ w )  in the following way:
ak+lF (k+1\ w )  = ^ Fakck+i(okF (k\ w )). (1.3.2)
Ok
If c < 1, then
k c
crkck+l =  ck+l y c~l -> ------- as k  -> oo, (1-3.3)
1 c /=1 1 C
but in the critica//y recurrent case c = 1 we see that okck+1 ^  to as k ^  to. 
This means that for large k  it is only the large c limit of the renormalization trans­
formation Fc that is important for us. An expansion in c-1 gives
(Fcw)aP(x) = wap(x) + c~l \ y ^ w Ys ( x ) ^ ^ w ap(x) + 0(c~2). (1.3.4)
yS
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Thus, one is tempted to look for ‘asymptotic fixed shapes’, which would have to 
solve the equation
J 2 w rs(x ) d ^ w U ( x ) = ^ K p ( x ) 0  G K ) Q - 3 -5)
yS
for some X E (0, œ ).
Although all this is rather speculative, it seems that if any form of universality 
holds for systems with non-invariant harmonics, then we are most likely to find it 
in the class of critically recurrent systems. Such universality would be interesting, 
because it would be the first example of universality that does not follow from 
invariant harmonics.
1.3.2 Renormalization on other lattices
The critically recurrent symmetrized random walk also becomes important if one 
tries to prove large space-time results for other lattices than the high N  limit of 
the hierarchical group £2N. One such result has been derived by Klenke [23]. For 
interacting diffusions with one-dimensional state space, indexed by the hierarchical 
lattice £2n with N  fixed, he was able to give a description of the law of large block 
averages in terms of a Wright-Fisher diffusion process. The important object to 
look at in this case is the so-called interaction chain. This is the chain of all block 
averages up to a certain size, observed at a given time ftt :
(XN’k (ft t ) , . . . ,  XN’0 (ft t )), (1.3.6)
introduced in formula (1.2.15). If one lets N  tend to infinity, then in the right time 
scale ft this chain converges to a ‘backward’ Markov chain, as explained in Con­
jecture 1.2.1. For finite N , the interaction chain does not have the Markov property, 
but in the critically recurrent case one can let k tend to infinity with the result that 
(1.3.6) in the right scaling converges to a diffusion process. These facts are so far 
known for one-dimensional K  only. Their proofs depend on moment calculations 
involving a dual model, which are not available for the isotropic models treated in 
this dissertation. It seems worthwhile to investigate if for isotropic models they can 
be obtained by alternative methods.
1.3.3 Discrete models
In section 1.1 we have seen how certain discrete particle models, closely related 
to the voter model, have a continuum limit: the diffusion models discussed in this 
dissertation. If we could rigorously prove the convergence of a given particle model
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to the associated diffusion model, then our results would make direct contact with 
the theory of these particle models. This is certainly something worth trying. Apart 
from this, we can more generally take the results in this dissertation as a motivation 
to try to prove analogous results for the particle models.
For example, we should expect that the discrete p-type p-tuple model, just 
like its diffusion counterpart, clusters if and only if the symmetrized random walk 
is recurrent. Moreover, for infinite Abelian groups A  (but not for finite A!), we 
expect the large-time frequencies of the remaining p  — 1 colors to be given by the 
distribution of Brownian motion, starting from 0 (with 0 as in (1.1.55)), when it 
first hits the boundary d K . However, it seems that a proof of this claim is more 
difficult for the particle model than for the diffusion model.
We see that although the diffusion models are a lot harder to define than the 
discrete particle models, because of the use of (rather heavy) diffusion theory, they 
also make certain things easier.
1.3.4 Outlook and conclusion
We have seen how certain systems of linearly interacting diffusions exhibit univer­
sal behavior on large time scales and on large space-time scales. We have come to 
understand this universality as a phenomenon that is caused by a special property 
of the systems, which we have called ‘invariant harmonics’.
Technical difficulties often forced us to prove weaker theorems than we origi­
nally planned, but a nice aspect of the models considered is that they show, so to 
say, a wide variety in tractability. For the 2-type 2-tuple model, there are coupling 
techniques available and there is a duality. For general p-type 2-tuple models, the 
coupling techniques seem to fail, but there is still a duality, while for the p -type 
p -tuple models there is no duality, but there are calculations involving covariances 
and harmonic functions that are in some way a substitute. Finally, there are models 
like the 4-type 3-tuple model, for which we are still hardly able to prove anything.
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Chapter 2
Renormalization of 
Hierarchically Interacting 
Isotropic Diffusions
Abstract
We study a renormalization transformation arising in an infinite system of interact­
ing diffusions. The components of the system are labeled by the N -dimensional 
hierarchical lattice (N  >  2) and take values in a compact convex set D C M? 
(d > 1). Each component starts at some 0 e D and is subject to two motions: 
(1) an isotropic diffusion according to a local diffusion rate g : D [0, oo) 
chosen from an appropriate class; (2) a linear drift towards an average of the sur­
rounding components weighted according to their hierarchical distance. In the 
local mean-field limit N  ^  to , block averages of diffusions within a hierarchi­
cal distance k, on an appropriate time scale, are expected to perform a diffusion 
with local diffusion rate F (k)g, where F (k)g = (Fck o ••• o FC1 )g is the k -th iterate 
of renormalization transformations Fc (c > 0) applied to g. Here the ck mea­
sure the strength of the interaction at hierarchical distance k . We identify Fc and 
study its orbit (F (k)g)k>0. We show that there exists a ‘fixed shape’ g* such that 
limk akF (k)g = g* for all g, where the ak are normalizing constants. In terms 
of the infinite system, this property means that there is complete universal behavior 
on large space-time scales.
Our results extend earlier work for d  =  1 and D =  [0, 1] resp. [0, to). The 
renormalization transformation Fc is defined in terms of the ergodic measure of a 
d -dimensional diffusion. In d = 1 this diffusion allows a Yamada-Watanabe-type 
coupling, its ergodic measure is reversible and the renormalization transformation
37
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Fc is given by an explicit formula. All this breaks down in d > 2, which compli­
cates the analysis considerably and forces us to new methods. Part of our results 
depend on a certain martingale problem being well-posed.
2.1 Introduction
In this paper we study a renormalization transformation that arises in the study of 
a system of hierarchically interacting diffusions. Our study is part of a larger area 
where the goal is to understand universal behavior on large space-time scales of 
stochastic systems with interacting components. In a recent series of papers ([1], 
[8], [9], [10]), it was shown how renormalization techniques can be used to give a 
rigorous analysis of a model, described below, consisting of interacting diffusions 
indexed by the hierarchical lattice and taking values in the state space [0, 1]. In the 
meantime the analysis has been generalized to the state space [0, to) ([2], [11]).
So far, the model has only been treated completely in the case of a one-dimen­
sional state space (although some limited results for the infinite-dimensional state 
space of probability measures on [0, 1] can be found in [12], [13]). The present 
paper investigates a class of isotropic models with state space Z), where D C i 1 
(d >  1) is open, bounded and convex. To help the reader, we use the remainder of 
this section to present an overview of the known results for the case d = 1, together 
with a heuristic view on what is behind these results. This overview provides the 
essential motivation for section 2.2, where we state our new results for the case 
d > 2 and formulate some open problems. Proofs appear in sections 2.3-2.5.
2.1.1 Genetic diffusions
Our model finds its origin in population dynamics. Consider a gene that comes 
in d + 1 types (‘alleles’). Consider a population consisting of n individuals, each 
carrying one copy of the gene (‘haploid organisms’). At any time the population 
may be described by a point x in the discrete simplex
d
K nd :=  {x = O i, . . . , x d) e  \ h d : xf >  0, <  1}. (2.1.1)
i = 1
We interpret x 1 , . . . , x d, 1 — ^ d= 1 xt as the proportions of alleles 1 , . . . ,  d + 1. 
Frequencies of alleles are supposed to change due to ‘random sampling’ and ‘mi­
gration’.
Random sampling is a random process by which some alleles may occasionally 
produce more offspring than others. We can model it as a Markov evolution on Kdn 
by replacing pairs of individuals after an exponential waiting time with mean 1. A
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pair is replaced in the following manner: we choose one individual of the pair at 
random, determine its allele and replace both individuals by individuals with this 
allele.
Migration is a random process that we can model by introducing a huge reser­
voir of individuals, with gene frequencies 0 1, . . . , 0d, 1 — Yli=1 , and letting each 
individual in the population be replaced with rate c by an individual of the reservoir.
The generator A of the resulting process (migration and random sampling) is 
given by
x,
d +1
(A n f  )(x) = c n ^  Oj j
i,j = 1 
d +1
+ n 2 Y  x i
i ,j = 1
xj
el eJ
f ( x - \ ------------ ) — f ( x )
n n  
ei e j
f ( x - \ ------------ ) — f ( x)
n n
(2.1.2)
where x = (x 1 xd) and e1 = ( e 1 eld) with ej = Sij  for i = 1 , . . . , d . In
(2.1.2) we have additionally defined xd +1 =  1 — ^ d=1 x1 and 0d+ 1 = 1 — f=1 &, 
and put ed+1 to be the zero vector in .
In the limit n ^  to the gene frequencies take values in the d -dimensional 
simplex
Kd :=  {x ^ d : Xj > 0, ^ X j  < 1}. (2.1.3)
i 1
On functions f  e C2 (K d) the generator An can be seen to converge, in an appro­
priate sense, to
d d 
cA f) ( x ) = + 1 2  Xi^ j  -  / w -  (2-L4)
i 1 i, j =1
The matrix x1 (Sij — x j ) is the Wright-Fisher diffusion matrix. Similar models, with 
slightly more complicated random sampling mechanisms, yield similar differential 
operators with different diffusion matrices. Provided the martingale problem for 
these operators is well-posed, it is often possible to show that the discrete process 
on K nd converges in law to the diffusion with generator A (see [16] for details).
Let us consider the case d = 1 and let us introduce the following objects.
1. ( ‘state space’) K 1 = [0, 1].
2. ( ‘diffusion function’) %L1p is the class of functions g  : [0, 1] ^  [0, to) 
satisfying
(i) g = 0 on {0, 1}
(ii) g  >  0 on (0, 1) (2.1.5)
(iii) g  is Lipschitz continuous on [0, 1].
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3. ( ‘attraction point’) 0 e [0, 1].
4. ( ‘attraction constant’) c e (0, to).
With these ingredients we consider the following Stochastic Differential Equation 
(SDE) on [0, 1]:
d X t =  c(0 — X t)dt + sj2g(X, )dR, (t > 0), (2.1.6)
where (Bt ) t >0 is standard Brownian motion. We call (2.1.6) ‘the basic diffusion 
equation’. We define a linear operator A with domain C2[0, 1] (the two times con­
tinuously differentiable real functions on [0, 1]) by putting
( Af ) ( x)  =  [ c ( 6 - x ) £  +  g ( x ) £ ] f ( x ) .  (2.1.7)
The following is known1 :
Theorem 2.1.1 For each g e % Lip, 0 e [0, 1] and c e [0, to), and for each initial 
distribution on [0, 1], the SDE (2.1.6) has a unique strong solution (Xt)t>0. The 
martingale problem for A in (2.1.7) is well-posed and the law o f  (Xt )t >0 solves the 
martingale problem for A. The operator A has a unique extension to a generator 
o f  a Feller semigroup and (Xt )t >0 is the associated Feller process.
The choice g(x ) =  x (1 — x ) corresponds to the Wright-Fisher case. The diffusion 
equation (2.1.6) and its generalizations to higher dimensions will play a key role 
in the present paper. In the following sections we show how it has been used as a 
starting point for the construction and analysis of an infinite system of interacting 
diffusions.
1To get these results, extend the diffusion function g by putting g(x) = g(1) (x > 1), g(x) = 
g(0) (x < 0), and extend the drift by the same recipe. It is easy to show that any solution (Xt)t> 0  
of the SDE on R satisfies P [Xt e [0, 1] i t  > 0] =  1. Now, by Skorohod’s Theorem ([22], Theo­
rem 5.4.22), there exists a weak solution of (2.1.6). The Yamada-Watanabe argument ([22], Propo­
sition 5.2.13) gives strong uniqueness, and therefore strong existence as well as weak uniqueness 
([22], Propositions 5.3.23 and 5.3.20). It follows that the martingale-problem is well-posed ([22], 
Corollary 5.4.8 and 5.4.9). The process (Xt)t> 0  has the Feller property ([40], Corollary 11.1.5) and 
its generator G clearly extends A. In fact, it is the only generator of a Feller semigroup to do so. 
For let G be another generator extending A, then there exists an associated Feller process (Xt)t> 0  
([16], Theorem 4.2.7) that solves the martingale problem for A ([16], Theorem 4.1.7). It follows that 
(Xt)t> 0  and (Xt)t> 0  have the same distribution for all initial conditions, and hence G = G.
In the special case that g e C 2[0, 1], it is known that G is the closure of A ([16], Theorem 8.2.1), 
but for general g e HLip this seems to be an open problem. (In this respect, the loose remark in 
[1], page 7, that the closure of the operator G mentioned there generates a Feller semigroup seems 
unfounded.)
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2.1.2 The hierarchical model
In the model described in the previous section, all individuals have equal chances of 
interaction with all other individuals. A more realistic model takes into account the 
effects of isolation by distance. To this aim, we introduce the following additional 
objects:
5. ( ‘index space’) For N  > 2, let be the N -dimensional hierarchical lattice
Qn : = )i>1 : Hi e{0 ,  1 , . . . ,  N  -  1}, Hi = 0 finitely o ften j. (2.1.8)
With componentwise addition (mod N), QN is a countable group.
6. ( ‘distance’) Let d  : QN x QN ^  N0 be the hierarchical distance
d(H, n) := min{j > 0 : H = ni for all i > j }. (2.1.9)
7. ( ‘interaction constants’) Let (ck )k > 1 be strictly positive constants, satisfying
TO
J 2 c- 1 = TO (2.L 10)
k =1
TO
^ ckN -k < TO. (2.1.11)
k 1
8. ( ‘noise’) Let ({Bn(t)}heQN)t>0 be an i.i.d. collection of standard Brownian 
motions.
With the above ingredients, we consider the process
X N = ( x n (t)) = ( \ x N (t)) )  (2.1.12)
V / t>0 \y H >HeQN/ t >0
with state space [0, 1]Qn given by the following set of coupled SDE’s:
= El”  i ctN l- l [x»-‘ (t) -  4'(0]rf( + J 2g ( x !  (t))dB((t)
X N (0 ) =  e (t >  0,H e  QN),
(2.1.13)
where X N’k (t) is the block average
(k = 0 ,1 ,2 . . . ) .  (2.1.14)
n: d (n,H)<k
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The system in (2.1.13) can be interpreted as a model for the time evolution of gene 
distributions in an infinite population (see [8], [33] for the origin of the model 
and [16], Chapter 10, for more background). The population is organized in sites, 
groups, clans, villages etc., where N  sites form a group, N  groups form a clan, N  
clans form a village, and so on. The index space QN labels sites by numbering 
sites within a group by a number H =  0 , . . . ,  N  — 1, numbering groups within 
a clan by a number H2 =  0 , . . . ,  N  — 1, and so on. (For example, if the distance 
between two sites H and n is d(H,n) = 2, then H and n share the same village 
and clan but belong to different groups.) The proportion of allele 1 at a given site 
H at some time t is described by XHN (t). Initially, all proportions are supposed to 
be e , and they evolve due to migration and random sampling, as in (2.1.6). How­
ever, the migration is now supposed to cause interaction between sites mutually 
(see (2.1.16-2.1.17) below), instead of between sites and some infinite reservoir. 
The meaning of the numbers XN k (t) is the following: X ^ ,0 (t) =  XN (t) is the 
proportion of individuals of allele 1 at site H; X N 1 (t) is the proportion in the group 
that H belongs to; X N,2 (t) is the proportion in the clan that H belongs to, and so on. 
We call the set {n : d(n, H) < k} the ‘k-block’ around H and the numbers XN’k(t) 
the ‘k -block averages’ around .
The factor ckN l—k in (2.1.13) describes the strength of the interaction (due to 
migration) between a site H and the k -block around H. The strength of the attraction 
decays by a factor 1/ N  each time we go up one step in the hierarchy. As we shall 
see later, precisely this decay will give rise to non-trivial behavior in the limit as 
N  —— TO.
The next theorem follows from [39], Theorem 3.2:
Theorem 2.1.2 Let N  > 2, g  e %Lip, ck e [0, to) (k > 1), Y2k ckN —k < to 
and e e [0, 1], Then the system o fSD E ’s in (2.1.13) has a unique strong solution 
satisfying
P X  (t) e [0, 1] V H e Qn , t > 0] =  1. (2.1.15)
We need to check that [39], Assumption [B-2] is satisfied. The drift term in
(2.1.13) can be rewritten as
TO
J ^ c k N  1—k[xN’k(t) — XN(t)]dt = J 2  aN(H,n)[xN(t) — XN(t)]dt, (2 .1.16)
k=1 neQN
where
TO
aN(H,n) = 1 2  ckN1—2k.
k=d(H,n)
(2.1.17)
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Hence the drift term is in fact a pair interaction between the different components. 
A little calculation shows that E neQN aN (H, n) = ckN 1—k VH e QN . Condi­
tion (2.1.11) is therefore exactly what is required in [39], Assumption [B-2]'.
2.1.3 T h e  local m ean-fie ld  lim it N  —  to
We shall study the system in (2.1.13) in the limit as N  — to. The 1-block average 
XN ,1 (t) is the average of a large number of diffusions that behave independently 
apart from their linear drift towards block averages.
Let At  be small and let A XN (t) : = XN (t + A t ) — XN (t). L e tT t be the a  -field 
of events up to time t . Then (2.1.13) can, in a heuristic way, be rewritten as
E[AXH (t) \ T t] =  ETO=1 ckN 1—k\x N ’k(t) — XN(t) lAt
L J (2.1.18)
E [AXN(t)AXN(t) \ T t] =  ,n2g(XN(t))At.
It follows that for the 1-block averages we have
E [ A X f 1 (t) \ T t] =  ETO=2ckNl—k[xN'k(t) — XN ' 1 (t)JAt
E [ A X f 1 (t)AXN ’1 (t) \ T t] =  1{d(H,n)<1}2N—2 Y . ^ ^  ^ 1  g X ( t ) ) A t .
(2.1.19)
Note that in the first line the term with k = 1 drops out. Note further that in the sec­
ond line the sum E z: d(z H)<1 is over N  terms. Hence both expectations are of order 
N — 1. We are therefore led to believe that the 1-block average ’1 (t) moves slowly 
w.r.t. XN (t), namely, its time scale is N t  rather than t . For large N  this means that 
X N,1 (t) stays essentially fixed at its initial value e . Inserting this into (2.1.13) 
and neglecting terms of order 1 /N , we see that the single componentscomponent, 
single XN (t) satisfy a limiting SDE of the type (2.1.6) with c = c1. The limit 
N  — to  thus corresponds to a ‘local mean-field’ limit. On the local space scale of 
1-blocks, the interaction reduces to a linear drift towards an essentially fixed block 
average, so that the single components are asymptotically independent (in physics 
language: the system shows ‘propagation of chaos’). This behavior, however, oc­
curs only locally. We shall see later that on larger space scales the interaction still 
gives rise to nontrivial correlations between components.
A detailed study of the basic diffusion equation (2.1.6) is the key to understand­
ing the system in (2.1.13). In particular, the invariant measure of (2.1.6) plays a 
key role. The following theorem is generally known (it can be proved using the 
coupling mentioned in (2.2.23)).
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Theorem 2.1.3 For every g e % Lip, e e [0, 1] and c e (0, to), the SDE in (2.1.6) 
has a unique equilibrium vg,c and is ergodic, i.e., for any x e [0, 1] the law o f  X t 
given X o =  x converges weakly to vg,c as t — to. The measure vg,c is given by
vs/ ( d x )  = j p ^ e x p ( J e  $ dy)dx (0  e (0, 1)) [
vg,c(dx) = Se(dx) (e e { 0 , 11), '
where Zg,c is a normalization constant depending on g, c and e .
For# G (0, 1), the density of vf’c solves the equation (c(x — 9) + -^g(x))vg’c (x) = 
0 (compare (2.2.25) and (2.3.17) (ii)).
2.1.4 The renormalization transformation
The reasoning above indicates that, for large N , the single components XHN (t) per­
form a diffusion as in (2.1.6), with as a stochastic attraction point the 1-block av­
erage XN ,1 (t). Since the single components reach equilibrium on time scale t (i.e., 
fast compared to time scale N t  of the block), we expect that at times of order N t  
their conditional distribution given the 1-block average is given by
P [X N (Nt) e dy \ XN ,1 (N t) = x ] =  vg ’c1 (dy). (2.1.21)
Now again consider the heuristic formula (2.1.19). Formula (2.1.21) suggests that
N —l T ,  g(XN (Nt)) = f  g(y )vX;N,1 N,Ady). (2.1.22)
•'[«•1] H {N>
This motivates the following definition of our renormalization transformation: for 
every g e%Lip, c e (0 , to)
(Fcg)(x) := f  g(z)vg,c(dz) (x e [0, 1]). (2.1.23)
J ^ a]
From [9], Lemma 2.2 it follows that:
Theorem 2.1.4 For all c e (0, to ): FcH Lip C % Lip.
Theorem 2.1.4 makes it possible to speak about the iterates of Fc, which we shall 
need below.
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2.1.5 Multiple space-time scale analysis
Combining (2.1.19) with (2.1.22) and (2.1.23), and neglecting higher order terms 
in N , we find the following conditional expectations for X^ ,1 (t):
E [ A X f 1 (t) \ T t] =  N —1c J X f 2(t) — X N 1 (t) lAt
L J (2.1.24)
E [A XN ,1 A X N,1 \ T t ] =  N —l 1m ,n)<1} 2(FCx g X X f 1 (t ) )A t .
Note that 1^(1:^)^} = 1 if and only if the 1-block around H is the 1-block around n. 
The conditional expectations above seem to indicate that 1-block averages, when 
viewed on time scale Nt,  behave as diffusions like the single components, but with 
the local diffusion rate g  replaced by Fc1 g. This is precisely what is proved in [10]. 
In fact, the reasoning can be extended to arbitrary k -blocks. The local diffusion 
rate is then (Fck o ••• o Fc1 )g. The time scale for the k -blocks turns out to be N kt . 
Indeed, we must rescale space and time together: each time we go up one step in 
the hierarchy we have larger blocks moving on a slower time scale.
To be precise, the heuristic formula (2.1.21) is justified for general k  by the 
following theorem ([10], Theorem 1). Here, for each N , we take 0 =  (0, 0 , . . . )  e 
Qn as a typical reference point, and we denote weak convergence by .
Theorem 2.1.5 Fix g e % Lip, e e [0, 1], t > 0 and k  >  0. Then as N  — to
(XN,k (Nkt) , . . . ,  XN ,0 (Nkt )) (Zk, . . . ,  Z 0), (2.1.25)
where (Zk, . . . ,  Z 0) is a ‘backward’ time-inhomogeneous Markov chain with tran­
sition kernels
P [ Z l—1 e dy\Zl = x ] =  vFx (—  gc (dy) (l = k , . . . , 1 ) ,  (2.1.26)
and F (k) g  := (Fck o ••• o Fc1 )g is the k-th iterate o f  the renormalization transfor­
mations Fc applied to g  (F(0)g = g).
The joint distribution of the (Zk, . . . ,  Z0) above is determined by the ‘backward’ 
transition probabilities in (2.1.26) and the distribution of Zk. The latter depends 
on t and can be read off from the next theorem ([10], Theorem 1). Here the 
denotes weak convergence in path space [0, TO).
Theorem 2.1.6 Fix g e % Lip, e e [0, 1] and k > 0. Then as N  — to
(X N0 'k (Nkt )) ( Z Fe {k)g'ck+1 (t)) ,
V 0 Jt>0 V e Jt>0
(2.1.27)
46 CHAPTER 2. RENORMALIZATION OF ISOTROPIC DIFFUSIONS
where (Zg,c (t ))t>0 is the unique strong solution o f  the single component SDE on 
[0, 1] given by
For k = 0 this result justifies our heuristic belief that the single components follow 
the basic diffusion equation (2.1.6), and for k = 1 it justifies our formula (2.1.24). 
For general k > 1 it describes the behavior of the k -block averages.
As a side remark, we note that the initial condition XN (0) = e in (2.1.13) can 
be generalized considerably. In [8], section 2, and [10], Remark below equation
(1.5), {X N (0)}He^N is taken to be distributed according to a homogeneous ergodic 
measure i  with E^(XN  (0)) =  e for all H e £2N. For instance, one can take the 
X N (0) to be i.i.d. with mean e . In this case, Theorem 2.1.6 changes, in the sense 
that the distribution of Zg'c (0) is given by i  rather than 8e. The distribution of
ZF g’ck+\ (0) for k  >  1 is, however, still Se. In view of this, the model where each 
component starts in e is the most natural one.
2.1.6 Large space-time behavior and universality
Theorems 2.1.5 and 2.1.6 describe the behavior of our system in the limit as N  —  
to. We next study the system by taking one more limit, namely, we consider 
k -blocks with k — to. This gives rise to two more theorems: Theorem 2.1.7 
describes the behavior of the Markov chain in Theorem 2.1.5 for large k , while 
Theorem 2.1.9 describes the behavior of the renormalized diffusion function in 
Theorem 2.1.6 for large k . The translation of these theorems in terms of the infinite 
system is described in Theorems 2.1.8 and 2.1.10.
As a joint function of e and dx ,th e  equilibrium vg,c (dx) in (2.1.20) is a contin­
uous probability kernel on [0, 1]. Let ^ [0 , 1] denote the probability measures on 
[0, 1], equipped with the topology of weak convergence, and let £ [0 , 1] denote the 
space of all continuous kernels K  : [0, 1] — V [0, 1], equipped with the topology 
of uniform convergence (see also section 2.2.3). A kernel K  evaluated in a point x 
is denoted by Kx . Uniform convergence of probablitity kernels implies pointwise 
convergence, so K n — K  in the topology on K[0, 1] implies K% ^  Kx for all
We denote the composition of two probability kernels Kx (dy) and Lx (dy) by
dZ(t) = c(9 -  Z(t))dt  +  J2g(Z (t))dB (t)
(2.1.28)
Z  (0) 9
x e [0, 1].
[0,1]
(2.1.29)
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By Theorem 2.1.5, in the limit as N  ^ œ ,  the conditional probability of XN (N kt ) 
e dy  given XN’k (N kt) = x is given by the kernel
K sx (k)(dy) :=  (vF ^  • • • vg c  )x (dy), (2.1.30)
with the composition as in (2.1.29). The following can be found in [1], equation
(17):
Theorem 2.1.7 Fix g e %Lip. As k ^  œ , then in the sense o f  uniform conver­
gence o f  probability kernels:
K g,(k) ^  K (œ), (2.1.31)
where the limiting kernel K (œ) is universal in g  and given by
K(œ) = (1 -  9)80  + 981 (9 e [0, 1]). (2.1.32)
Note that, for any k > l , the conditional probability of X ^ ’l (N kt) e dy  given 
XN,k (N kt) = x is described by the kernel vF(( 1)g,Ck • • • vF(lg,CI+1, which is just the 
kernel in (2.1.30) with g  replaced by F (l)g  and (ck)k>1 replaced by (ck)k>l+1. Using 
Theorem 2.1.5 and the fact that, with Z (t) as in (2.1.28), we have E [Z (t)] =  9 
i t  > 0, Theorem 2.1.7 translates into the following statement about the infinite 
system:
Theorem 2.1.8 Fix g  e % Lip, 9 e [0, 1], l > 0 and t > 0. Then, in the sense o f  
convergence in law:
lim lim XN,l(N kt) = Y, (2.1.33)k N
where the law o f  Y is given by C (Y ) =  (1 — 9)80 + 981.
Thus, the system locally ends up in one of the traps 0 or 1. This behavior is called 
clustering and should be interpreted as saying that, for large N  and k , the block 
averages spend most of their time close to the boundaries of the state space [0, 1]. 
Condition (2.1.10) in fact characterizes the clustering regime for the system in 
the N  ^  œ  limit. For finite N , clustering of the system can be related to the 
recurrence of the random walk with kernel aN (Ç, n) given in (2.1.17) (see [6]). For 
a discussion of clustering in the case g(x) = rx(1 — x ), both for N  ^  œ  and for 
finite N , see [10], Theorems 3 and 6.
We next turn to the behavior of F (k)g  as k ^  œ .  Note that since vg,c itself 
depends on g, the transformation Fc is a non-linear integral transform. As such 
it is a rather difficult object to study in detail. Nevertheless, [1] gives a complete 
description of the asymptotic behavior of its iterates. The results show that there is 
a unique ‘fixed shape’ g* e %Lip that attracts all orbits after appropriate scaling, 
as follows:
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Theorem 2.1.9
(a) Let g* (x) = x (1 — x ). The 1-parameter family o f  functions g  = rg* (r > 0) 
are fixed shapes under Fc:
Fc(rg*) = ( ^ — )rg* .  (2.1.34)
c r
(b) For all g  e 'H Lip
lim akF (k)g = g* uniformly on [0, 1], (2.1.35)
k —TO
where &k :=  E k=1 c—1
(c) Let
% 1 := {g e %  Lip : lim inf x ~2g(x) > 0 and liminf(1 — x )~2g(x) > 0}. (2.1.36)
x — 0 x— 1
Then for all g  e 1
lim \WkF'k)g — g'WuL,,, = 0, (2.1.37)k
where
ii ii g (x)\\g\\HLip ■= sup ——
xe(0,1) g  (x)
(2.1.38)
To be able to state the implications of Theorem 2.1.9 for the infinite system, 
we must rescale the time once more, now to compensate not for the large N  but for 
the large k . Indeed, by an easy scaling property of the Zg,c defined in (2.1.28), we 
can rewrite Theorem 2.1.6 as
( XN,k (&kNkt )) ( Z f F (k g,akck (t)) as N  — to. (2.1.39)
V 0 / 1>0 \  e / 1>0
In view of (2.1.35), the most interesting behavior now occurs when akck tends to 
some limit as k — to. From Theorem 2.1.9 (b) we get, by a simple application of 
[40], Theorem 11.1.4, the following:
Theorem 2.1.10 I f  limk—TO akck = c* e [0, to), then in the sense o f  weak conver­
gence o f  the law in path space C [0, to):
*
lim lim ( x N ,k(akNkt )) =  ( Z ( ' c* (t)) . (2.1.40)
k—TO N —TO \  ' t>0 \  ' t>0
For example, if ck = abh with a e (0, to) and b e (0, 1), then limk—TO akck =
a2jL-  u 1 -b'
The results in Theorems 2.1.9 and 2.1.10 show that our system displays com­
plete universality on large space-time scales. For large k  (and in the limit as
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N  — to) the k -blocks approximately perform the diffusion in (2.1.28) with dif­
fusion function g* and with attraction constant c*, and this behavior is completely 
universal in the diffusion function g  o f  the single components.
Theorem 2.1.9 (c) is important for the study of how clustering occurs. In fact, 
under (2.1.37) the clustering turns out to be universal in g  (see [10], Corollary 
at Theorem 5). It turns out that the class %1 in (2.1.36) is sharp: if limsupx—0 
x —2g(x ) =  0 or lim supx—0 (1 — x) —2g(x ) =  0, then akF (k)g  does not converge in 
the norm W • \\Uup (see [1]).
2.2 Results for d > 1
In this section we present our best results towards extending the model in sec­
tion 2.1 to higher dimension. In sections 2.2.1 and 2.2.2 we formulate a general 
program, and specify the particular model that is the subject of the present paper. 
In section 2.2.3 we present our theorems on the renormalization transformations 
Fc (c e (0, to)) arising in that model. The theorems are stated in terms of certain 
classes of functions %' and %''. These are essentially the largest domains on which 
we can define our renormalization transformations Fc, resp. the iterates F (k). For 
the results to make sense, it remains to be shown that these classes are not empty. 
This task is, with limited success, taken up in section 2.2.4. In section 2.2.5 we in­
dicate some of the difficulties that make life hard in d > 2. Finally, in section 2.2.6, 
some of the more urgent open problems are discussed.
Proofs are given in sections 2.3-2.5.
2.2.1 Generalizations to different state spaces
The renormalization techniques described in the last section are not restricted to 
models with state space [0, 1]. The construction of more general models could be 
described in the form of the following program:
1. Choose an open convex domain D C ^  and a class % of diffusion matrices 
on D (i.e., the equivalents of [0, 1] and %uP in section 2.1). Prove (as in 
Theorem 2.1.1) that for all g e %, 0 e D, c e (0, oo) the martingale 
problem is well-posed for the differential operator
d d
(.A f) ( x ) : =  (  ~ x^ l k  +  H  (2.2.1)
i = 1 i j  = 1
50 CHAPTER 2. RENORMALIZATION OF ISOTROPIC DIFFUSIONS
2. Prove (as in Theorem 2.1.3) ergodicity for the diffusion given by A, and 
define a renormalization transformation Fc by
(Fcg) i j (0 )=  [ _ v i ’c(dx)gij(x), (2 .2 .2)
Jd
where vg,c is the equilibrium associated with (2.2.1). Show that % is closed 
under Fc (as in Theorem 2.1.4), and show that the iterates F (k)g  and the 
associated kernel K g,(k) describe the multiple space-time scale behavior of 
the associated infinite system (i.e., prove analogues of Theorems 2.1.2, 2.1.5 
and 2.1.6).
3. Investigate the limiting behavior of Kg,(k and F (k)g  as k — to (i.e., try to 
prove equivalents of Theorems 2.1.7-2.1.10).
So far, such a program has only been carried out completely for one-dimen­
sional state spaces, as explained in section 2.1. For the program to get off the 
ground, one must at least be able to speak about the iterates F(k)g. In practice, this 
leads to conflicting demands on the class %. When % is chosen large, it turns out 
to be difficult to show uniqueness for the martingale problem for A in (2.2.1), and 
therefore the program already stops at step 1. On the other hand, when is chosen 
too restrictive, it turns out to be hard to show (in step 2) that Fcg e H ., i.e., we can 
define Fcg  but not its iterates F (k)g. At present, these difficulties present a serious 
obstacle in trying to carry out the program above completely for state spaces in 
dimensions d > 2.
In the present paper, we focus on the construction of F (k)g  and K g,(k) and 
the study of their limiting behavior for a certain class % of ‘isotropic’ diffusion 
matrices in dimensions d > 2. We leave the study of the associated infinite system 
to be treated in future work. The difficulties mentioned above are dealt with in 
the following way. We introduce subclasses T-C and "H" that are essentially the 
largest subsets of % on which Fcg  resp. F (k)g  can be defined. (It may be that 
% = %' = %", but this can at present not be proved.) In section 2.2.3, we show that 
on these classes it is possible to carry out step 3 of the above program completely. 
In particular, we show that there exists a unique fixed shape g* under Fc that attracts 
all g  under appropriate scaling, and also, that there exists a universal limiting kernel 
to which all K g,(k) converge. In section 2.2.4, we investigate under what conditions 
Fcg  and F (k)g  can be defined, i.e., we find conditions for g eT-C and g e %". The 
results in this section are not as conclusive as those in section 2.2.3, but we can 
show that many functions are in Ti! , and at least in one example we can show that 
%" is not empty.
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2.2.2 Iso tro p ic  m odels
We consider as state space the closure D of an arbitrary open, bounded and convex 
set D C . On D, we consider a class % of isotropic diffusion matrices. We say 
that a diffusion matrix gij(x) is isotropic if it has the form gij(x) =  8tjg (x ), where 
g  : D [0, oo) is some non-negative function, and fyj =  1 if / =  j  and =  0 
otherwise. From the form of the renormalization transformation we see that for an 
isotropic diffusion matrix
(■Fcg)ij(d) = f_v$’c(dx)Sijg(x) = Sij f _ v f ,c(dx)g(x), (2.2.3)
JD JD
so if g  is isotropic, then Fcg  is isotropic. On the class of isotropic diffusions, Fc is 
essentially just a transformation of functions g  : D [0, oo).
In the special case that D =  Kj, the ¿/-dimensional simplex, we indicate briefly 
how such isotropic models can arise as continuous limits of discrete models. Con­
sider the random sampling procedure described in section 2.1.1. Suppose that in­
stead of replacing pairs we replace (d + 1)-tuples, in the following manner. After 
an exponential time, a (d + 1)-tuple of individuals is selected. If all d + 1 individ­
uals belong to different types, then they are all replaced by one randomly chosen 
type. Otherwise nothing happens. A little calculation shows that this procedure 
gives rise to the following diffusion matrix:
gij(x) = [Stj(d + 1) — 1] M — ^  x k ) Y \ x k  (i, j , k = 1 , . . . , d ) .  (2.2.4)
k k
By a simple transformation of the state space, the matrix 8ij(d + 1) — 1 can be diag- 
onalized to Sjj. In this way one arrives at an isotropic model with g j ( x ) = 8tjg (x ), 
where g  is given by (the transformed function of) x —  (1 — J Zk xk) n kxk. More 
general functions g  can be obtained by making the rate of the random sampling 
process dependent on the state of the system.2 3
2.2.3 R en o rm a liz a tio n  in  d  > 1: T h eo rem s 2 .2 .1 -2 .2 .4
We introduce the following objects:
2In section 2.1.1, the Wright-Fisher diffusion was introduced on Kj . In dimensions d > 2, this 
diffusion is non-isotropic. It is not hard to see that it is a fixed shape under Fc. Therefore it is expected 
that in d > 2, and on a larger class than only the isotropic diffusions treated in the present paper, the 
transformation Fc has many different fixed shapes, each with their own domain of attraction.
3In d = 1, the fixed shape g* on the simplex appears to be the most natural object when seen as 
the continuous limit of a discrete model. Comparing the fixed shape g* that we find in our analysis 
below with the diffusion matrix in (2.2.4), it turns out that the formulas coincide in d = 1, 2 but, 
remarkably, not in higher dimensions.
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1. ( ‘state space’) D C is a bounded open convex set, D is its closure and
8D = D\D.
2. ( ‘fixed shape’) g* : D M. is the unique continuous solution of
~2  = 1  on D (2 2 5)
g* =  0 on dD, ( . . )
with A =  E f= i T~2 the Laplacian.o xj
3. ( ‘diffusion function’) % is the class of functions g  : D [0, oo) satisfying
(i) g  <  Mg* for some M  < to
(ii) g  >  0 on D (2.2.6) 
(m) g  continuous on D.
4. ( ‘attraction point’) 6 e D.
5. ( ‘attraction constant’) c e (0, to).
With these ingredients we let our basic diffusion equation be the SDE:
d X t = c(6 -  X t)dt +  y/2g(Xt)dBt , (2.2.7)
where (Bt)t>0 is standard d -dimensional Brownian motion. Solutions of (2.2.7) 
solve the martingale problem for the operator A with domain ( A) given by
:= [c(0 -  x) ■ V +  g (x )A ^ f ( x )  2
T>(A) := C2(D), ' '
where V =  (g|-, . . . ,  and • denotes inner product. The martingale problem for 
A is well-posed if and only if, for each initial condition on D, the SDE (2.2.7) has 
a unique weak solution (Xt)t>0. In this case, the operator A has a unique extension 
to a generator of a Feller semigroup, and (Xt)t>0 is the associated Feller process.4
By a continuous probability kernel on D we mean a continuous map K  : 
D V(D), written x i-^ - Kx, where V(D)  is the space of probability mea­
sures on D, equipped with the topology of weak convergence. We equip the space 
JC(D) :=  C(D, V(D)) of probability kernels on D with the topology of uniform 
convergence. (Since V(D)  is compact and Hausdorff, there is a unique uniform 
structure defining the topology, and we can unambiguously speak about uniform
4For a discussion of these facts, see the footnote at Theorem 2.1.1.
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convergence of V (D )-valued functions.) There exists a natural identification be­
tween continuous probability kernels K  G K,(D) and continuous positive linear 
operators K  : C(D) C(D) satisfying K  1 =  1, the correspondence being given 
by
(K f) (x )  =  [_Kx(d y ) f ( y ) (ƒ  g C(D)). (2.2.9)
J D
In this identification, the composition of two kernels is given by
(KL)x (dy) =  i_K x(dy)Ly(dz). (2.2.10)
JD
The convergence of operators Kn K  in the topology on fC(D) is equivalent to 
the convergence of the functions Knf  K f ,  uniformly on D for all ƒ  G C(D).
In order to be able to define our renormalization transformation, we introduce 
a new class %' of diffusion functions as follows:
3'. %' is the class of all functions g  G % such that for all c G (0, oo) and 0 G D: 
(1) The martingale problem associated with the operator A in (2.2.8) is well- 
posed. (2) The diffusion associated with (2.2.7) has a unique equilibrium
g,c 
Vg .
Here, by an equilibrium we mean a stationary distribution of (2.2.7). As we shall 
see in section 2.2.4, these assumptions are satisfied for many g e %. It turns 
out that the map 0 — vg’c is continuous, and so the equilibrium of (2.2.7) is a 
continuous probability kernel on D as a function of the parameter 0.
Theorem 2.2.1 For each g  e Ti! and c e (0, to) there exists a continuous proba­
bility kernel vg,c G KA1)) such that, for each 0 g I), v f c is the equilibrium o f  the 
diffusion in (2.2.7).
For g e l i !  and c e (0, to ), we now define our ‘renormalization transformation’ 
as
(Fcg)(9) :=  (vg’cg)(9) = f_g(x)vg,c(dx). (2.2.11)
J D
In order to speak about the iterates of Fc, we need a subclass of %' that is closed 
under the Fc’s. For this we may take the largest such subclass, so we define one 
more class of diffusion functions:
3". %" is the union of all g H' such that Fc(Q) for all c e (0, to).
With these definitions, we have the following result.
Theorem 2.2.2 For all c e (0, to): Fc(%') .
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It is at present not known if % = %', but Theorem 2.2.2 implies at least that if (!) 
W  = % , then ft"  = % .
The next result generalizes Theorem 2.1.7 (recall the composition of probabil­
ity kernels defined in (2.2.10)):
Theorem 2.2.3 For g eH !' and k > 1, let K g,(k) be given by
K g,(k) := vf ( k - 1 ) , v , (2.2.12)
where F (k) g := (Fck o---o Fc1 )g is the k-th iterate o f  the renormalization transfor­
mations Fc applied to g  (F (0) g = g). I f^2 k c- 1 = to ,  then in the sense o f  uniform 
convergence o f  probability kernels:
K g,(k) — K (TO) a sk  — to, (2.2.13)
where the limiting kernel K (TO) is universal in g  and given by
K(TO)(dx) = P [B0 e dx], (2.2.14)
where (B et )t>0 is Brownian motion starting in 0 and t := inf{t >  0 : Bet e dD}.
The following generalizes Theorem 2.1.9:
Theorem 2.2.4
(a) Let g* be as in (2.2.5). I f  g* e H ! , then rg* e % "  for all r > 0. Moreover, the
1-parameter family offunctions rg* (r > 0) are fixed shapes under Fc:
Fc(rg*) = ( ^ - ] r g \  (2.2.15)
\ c  +  r J
(b) I f  T .t c-t l = to, then for all g  e % "
lim akF (k)g  =  g* uniformly on D, (2.2.16)k—TO
where Ok := J 2 k=1 c - 1.
(c) I f  in addition to the assumptions in (b), there exists a X > 0 such that g  > Xg*, 
then
lim \\okF(k)g -  g*\\n  = 0, (2.2.17)
k —TO
where the norm || ■ ||% is given by
' g (x )\\g\\u :=  sup
xeD g* (x )
(2.2.18)
In d = 1, formula (2.2.17) is in fact known to hold under somewhat weaker condi­
tions on g  (see Theorem 2.1.9 (c)).
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2.2.4 Two renormalization classes: Theorems 2.2.5-2.2.10
The results in the last section are useful only after we come up with some examples 
of functions g  in the classes ' and ''. In this section we try to find sufficient 
conditions for g e ' and for g e ''.
The following theorem shows that the assumption about ergodicity in the defi­
nition of %' is in most ‘neat’ cases satisfied.
Theorem 2.2.5 Fix g  e %, 9 e D and c e (0, oo). Assume that g  is locally 
Holder continuous (with positive exponent) on D, and that the martingale problem 
associated with the operator A in (2.2.8) is well-posed. Then the SDE (2.2.7) has 
a unique equilibrium vg,c and is ergodic, i.e., for each initial distribution the law 
o f  X t converges weakly to vg’c as t — to.
Thus, for locally Holder g, proving that g e l i !  reduces to proving that the martin­
gale problem for A in (2.2.8) is well-posed. As usual, existence of solutions is no 
problem:
Theorem 2.2.6 For each g  e H, 9 e D and c e [0, oo), andfor each initial distri­
bution on D, the SDE (2.2.7) has a D-valued, continuous, weak solution (Xt)t>0- 
The law o f  (Xt )t >0 solves the martingale problem for the operator A in (2.2.8).
In fact, it seems reasonable to conjecture that uniqueness of the martingale prob­
lem, too, holds for all g e , and (assuming ergodicity can also be proved), that 
%' = %. As we saw in Theorem 2.2.2, this would imply H = W  = %". However, 
it is not known whether uniqueness for the martingale problem holds for general
g  e U s
In d = 1, uniqueness can be proved for many g e , and the explicit formula 
for the equilibrium vg,c in (2.1.20) can be used to prove that, for all g, Fcg  is suf­
ficiently nice. Indeed, the Yamada-Watanabe argument ([22], Proposition 5.2.13) 
and [1], Remark below Theorem 5, show that:
Theorem 2.2.7 Assume that d  =  1. I f  g  e % and v /g is Holder continuous, 
then g e l i !  and g e W .
In higher dimension, results are much harder to get. The standard theorem for 
strong uniqueness of multi-dimensional diffusions ([22], Theorem 5.2.9) and The­
orem 2.2.5 give:
Theorem 2.2.8 Assume that d  >  1. I f  g  e % and  ^ fg is Lipschitz, then g  e H .
5 Even in d = 1 this question seems to be open, although for each g e W. it is known that there 
exists a unique extension of A to a generator of a Feller semigroup. For this extended operator the 
martingale problem, of course, is well-posed.
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If we restrict ourselves to initial conditions x and attraction points 6  that lie 
within D, then the conditions for strong uniqueness can be weakened. We adopt 
the following definitions. If x e dD, then n(x) e IB^  is called an (outward) normal 
to D in x if and only if In(x)| =  1 and {y e : (y — x ) • n (x) > 0 ) 0  D =  0. A 
set D C Rd is called regular if and only if D is open, bounded, convex, and there 
exists a function m e C3(Z)), satisfying m = 0 on dD and m <  0 on D, with the 
property that for all x e dD
IV m (x )| =  1. (2.2.19)
Note that, for each x e d D, Vm (x ) is the unique normal to D in x . With these 
conventions we have the following theorem.
Theorem 2.2.9 Let g  e %, 6  e D and c e (0, œ ). Assume that D is a finite 
intersection o f  regular sets. Let g  be Lipschitz on D, and assume that for all x e 
d D, all xn e D with xn ^  x, and each normal n (x ) to D in x:
limsup ^  < c(x — 6 ) • n(x). (2.2.20)
n^œ  1 x xn1
Then any solution (X (t))t>0 o f  (2.2.7) with initial condition X (0) =  x (x e D) 
satisfies
P [X (t) e D i t  > 0] =  1, (2.2.21)
and strong uniqueness holds for the SDE (2.2.7) with initial condition x.
The idea behind this theorem is that, since Af g  is locally Lipschitz on D, a modi­
fication of the standard proof for strong uniqueness shows that solutions of (2.2.7) 
are unique up to the first hitting time of the boundary, while condition (2.2.20) 
guarantees that this time is infinite. The essential difficulties in proving uniqueness 
occur when the diffusion hits the boundary in a finite time. Although the conditions 
on g  in Theorem 2.2.9 are considerably weaker than those in Theorem 2.2.8, the 
result is still not very satisfactory for our purposes. Indeed, we want to vary 6 , and 
so if (2.2.20) is to hold for all 6  e D, then we must have ‘sublinear’ behavior of g  
at the boundary:
g(xn )
lirn 6 = 0  (xn e D, xn x e dD). (2.2.22)
n^œ  Ix — xn I
For example, it can be seen that for the fixed shape g* condition (2.2.22) is violated. 
Consequently, Theorem 2.2.9 cannot even be used to give a satisfactory definition 
of (Fcg*)(6 ) for all 6  e D.
Sufficient conditions for g e %" are even harder to come by than sufficient 
conditions for g e %'. The following special case, however, shows us one example 
where Fcg* can be defined in a satisfactory way and where W  can be shown to be 
non-empty.
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Theorem 2.2.10 Let D =  {x G W1 : |x| <  1}. Then g*(x) = ^(1 — |x |2) and 
g*
This last result is actually the only case in d  >  2 where we are able to prove that 
%" is not empty. In view of Theorem 2.2.4 this is not a very satisfactory result, 
since we would like TC' to at least contain a neighbourhood of g* in order for the 
universality expressed in (2.2.16) to be meaningful. But nothing better is available 
at present.
2.2.5 D ifficulties fo r d  > 2
Higher-dimensional diffusions differ fundamentally from one-dimensional diffu­
sions. In general they are technically much harder to treat. In our situation: 
let (XX)t>o and (Xyt )t>0 be solutions of (2.2.7) with initial conditions x resp. y , 
adapted to the same Brownian motion, and let g  be Lipschitz. In d = 1 it can 
be shown (compare [9], equation (2.47)) that
E[|XX -  x y  |] < \x  -  y \e~ct. (2.2.23)
It is essentially with the help of this coupling that one is able to prove strong 
uniqueness for solutions of (2.2.7), convergence to equilibrium, and the property 
that the class % Lip in (2.1.5) is closed under the transformation Fc . In  d > 2, how­
ever, (2.2.23) does not hold. Indeed, let (St)t>0 be the semigroup associated with 
the process (Xt)t>0, i.e.
(Stf ) ( x )  = E[f(XX)]  (ƒ  G CCD)). (2.2.24)
A direct consequence of (2.2.23) is the following: if f  is Lipschitz with constant 
L , then Stf  is Lipschitz with constant Le-c t. However, in d > 2 it is possible 
to show that, for an appropriate g  and c, there exist t > 0 and Lipschitz f  such 
that the Lipschitz constant of St f  is strictly larger than the Lipschitz constant of f . 
Therefore (2.2.23) cannot hold for these g  and c.
Thus, the diffusion (2.2.7) behaves differently in higher dimension in lacking 
a good coupling. It also differs in lacking reversibility. By definition, the diffusion 
in (2.2.7) is reversible if and only if its equilibrium xg,c(dx) solves the vector 
equation
\ _ v f c( d x ) \ c (9 - x )  + g (x )V ] /(x )  =  0 V /  G Cl (D). (2.2.25) 
Jd
Diffusions in d = 1 are typically reversible, and we can solve (2.2.25) explicitly for 
vg’c to get the formula (2.1.20). In d > 2, however, no matter what D, there exists
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no g e f t ' such that (2.2.7) is reversible for all (!) 6  e D. Related to this is the 
fact that in general no explicit formula for vfj’0 is known. Similarly, for general D 
no explicit formulas are known for the limiting distribution K(<x) and for the fixed 
shape g*. Since for d = 1 the proofs of Theorems 2.1.7 and 2.1.9 were based on 
explicit manipulations with vg,c and g* (see [1]), the generalization to d > 2 forces 
us to use more abstract methods in our proofs. We believe that these methods (in 
particular the proof of Lemma 2.3.4 and its use) also give a deeper understanding 
of the case d = 1.
2.2.6 Open problems
The most urgent open problems concern the question for which functions g it is 
possible to prove g  e f t "  (recall the definitions of f t ' , f t " and Fc in section 2.2.3). 
In particular, one may ask:
1. Is g* e H !  for all bounded open convex D?
2. Is f t ' =  f t  for all bounded open convex D?
Since g* is locally Holder on D, it is sufficient for question 1. to show that unique­
ness holds the martingale problem associated with A in (2.2.8) (by Theorems 2.2.5 
and 2.2.6). If the answer to question 1. is affirmative, then at least g* e f t"  for all 
D (by Theorem 2.2.4 (a)). If the answer to question 2. is affirmative, then it implies 
that '' = , but question 2. certainly represents a hard problem.
In another approach, one may try to show that ft"  is not empty by deriving 
more properties for Fcg, given that g  is nice. In analogy with the situation in 
d = 1, one may ask:
3. If g  e f t  is Lipschitz, then is Fcg  also Lipschitz?
4. If g  e f t  is Lipschitz, then does it follow that g  e f t '?
For question 3. one needs to control the behavior of the equilibrium vg’c as a func­
tion of 0 . In the absense of an explicit formula, this can be attempted with coupling 
methods. In fact, the coupling that underlies Theorem 2.2.8 can be used to show 
that if ^Jg is Lipschitz with a sufficiently small Lipschitz constant, then Fcg  is 
Lipschitz. However, a better coupling than this one is hard to find in d > 2, and 
question 3. is still open. So is question 4., which is a well-known and hard open 
problem in the field.
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2.3 The renormalization transformation
2.3.1 Notation
Let E C K.d be open or closed. By B (E ) we denote the bounded Borel-measurable 
real functions on E . For i  a finite measure on E  and f  e B (E ) we write
1 \ f )  =  i  f d i .  (2.3.1)
Je
The real continuous functions on E  are denoted by C(E ), and Cb(E ) is the Ba- 
nach space of bounded continuous functions with norm || f  || :=  supxeE \ f  (x)\. 
By Cn (E ) we denote the functions f  e C (E ) such that all derivatives up to order 
n exist on the interior of E  and can be extended to functions in C(E ). By def­
inition C™(E) :=  (~}nCn(E ). We sometimes write f  e Cn(E ) when we mean 
f  \E e C n (E ), where f  \E is the restriction of f  to E . By Cnc (E),Cf?°(E ) we denote 
functions in Cn (E),C™(E) that have a compact support in E .
When X  = (X t)t>0 is a continuous E -valued stochastic process and ^  : =  
o (X s : s e [0, t ]) is the filtration generated by X, we say that X  solves the martin­
gale problem for a linear operator A on B (E ) if and only if
f  (X t) -  f  (A f) (X s)ds (2.3.2)
0
is an tX -martingale for all f  e ( A ), the domain of A . We identify a linear 
operator A with domain T>(A) with the linear space {(f ,  A f ) : f  eT>(A)}. Closure 
always refers to the norm || f  ||. We say that a Feller semigroup (St)t>0 on B (E ) is 
related to X  if and only if for all f  e B (E ) and s, t > 0
E [ f  (X, +, )\F-X] = (S t f ) (X ,) a .s. (2.3.3)
Finally, the notation A  or A f c is used generally (without specification of the do­
main) for the differential form
( A f ) ( x ) := [c(0 -  x ) • V + g ( x )A ) f  (x), (2.3.4)
where V =  ( g | - , . . . , g ^ ) ,  the • denotes inner product, and A =  V • V =  E f= i ^ “2 
is the Laplacian. We write \x \ =  • x for the Euclidian norm.
2.3.2 Preliminaries
We begin with two lemmas collecting well-known facts. In section 2.2.3 we already 
mentioned the following.
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Lemma 2.3.1 Let KAl)) be the set o f  continuous probability kernels on D, equip­
ped with the topology o f  uniform convergence, and let K!(D) be the space o f  all 
positive linear operators K  : CA D) —»• C (1)) satisfying K  1 =  1, equipped with 
the strong operator topology. Then a homeomorfism between KAl)) and JC(D) is 
given by
( Kf ) (x)  =  (Kx \ f )  (f e C ( D )). (2.3.5)
In particular, K„ converges to K  in the topology on KAl)) i f  and only i f
\\Knf  — Kf\\  0 V /  e C(D). (2.3.6)
Proof of Lemma 2.3.1: Let K  G K(D),  and for ƒ  G C(D)  define (K' f ) ( x )  := 
(Kx \ f ) .  By the continuity of K , the function x ^  (Kx \ f ) is continuous. It is 
obvious that the map f  ^  K'  f  is positive and linear, and therefore continuous, 
and satisfies K ' 1 =  1. Conversely, by the Riesz-Markov theorem ([30], Theorem 
IV. 14), each such K'  defines a probability measure Kx for each x e D. Since 
K'  f  G C(D)  for each ƒ  G C(D), the map x i-^ - Kx is continuous in the weak 
topology. Finally, V(D)  is continuously imbedded in C(Z))*, the dual of C(D), 
so fC(D) is continuously imbedded in C(D,C(D)*), if we equip the latter with 
the topology of uniform convergence, where the uniform structure on C(D)* is 
given by the semi-norms l ^  \(l\ f  )\. The topology of uniform convergence in 
C(D, C(D)*) is then defined by the semi-norms (p j ) f ec(D) given by
p f (F) =  su p \ (F(x)\ f )\  (F G C(D,C(D)*)). (2.3.7)
xeD
If K  G K ( D ), then P f ( K ) =  sup^.^ 1( ^ 1/ ) l  =  || ATƒ  ||, so uniform convergence 
of probability kernels corresponds to convergence of the associated operators in the 
strong operator topology. From now on we identify kernels with linear operators 
as in (2.3.5).
Since D is convex, the Dirichlet problem on D always has a solution. We shall 
be interested in harmonic functions and functions of constant Laplacian.
Lemma 2.3.2 (a) For every (p € C(dD) there exists a unique f  G C(D) 
that solves
A f  = 0 on D 
f  = 0  on dD.
The solution is given by
f  = H  0,
where H  G KAl)) is the probability kernel given by
n c 2( D)
(2.3.8)
(2.3.9)
Hx(dy) = P [Bxt ) e dy], (2.3.10)
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where (Bxt )t>0 is Brownian motion starting at x and
t := inf{t > 0 : Bxt e dD}.
(b) There exists a unique g* G C (D ) fi C2 (D ) that solves
-±A g*  =  1 onD
g* = 0 on d D.
The solution is given (with t as in (2.3.11)) by
g * (x) = E x [t ]
and satisfies g* > 0 on D. There exists an L < to  such that
g * ( x ) < L \ x —y\ V x e D , y e d D .  (2.3.14)
P roof of Lem m a 2.3.2: Formulas (2.3.9) and (2.3.10) can be found in [22], Propo­
sition 4.2.7 and Theorems 4.2.12 and 4.2.19. For (2.3.13) see [22], Problem 4.2.25. 
The fact that g* > 0 on D can easily be deduced from the representation (2.3.13), 
but alternatively one may consult [29], Theorem 2.5. To prove (2.3.14), we assume 
without loss of generality that y  = 0 and x1 > 0 Vx e D, where for any x e ^  
we write x =  ( x i , . . . ,  x^). Now choose L such that \x — x\ < L for all x, x G D. 
Define a stopping time t by
t :=  inf{t >  0 : B) e {0, L }}, (2.3.15)
where Bt = (B,1, . . . ,  B f ) is d -dimensional Brownian motion. By [22], Prob­
lem 4.2.25, we have
g*(x) = E x[t ] <  E x[t ] =  x 1(L -  x 1) < L x 1 < L \x -  y\. (2.3.16)
■
2.3.3 Proof of Theorem 2.2.1
Theorem 2.2.1 follows directly from the following lemma. Formula (2.3.17) (ii) 
below will be essential for the rest of this section.
Lem m a 2.3.3 Fix g  G Ii! and c G (0, to). For any 0 G D, denote by o the 
Feller semigroup related to the solution (Xt)t>0 o f  the martingale problem asso­
ciated with A in (2.2.8), and let G be the full generator o f  (St )t>0. Then, for any
(2.3.11)
(2.3.12)
(2.3.13)
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6  G D, the equilibrium v f c o f  (2.2.7) is the unique solution o f  any o f  the following 
two equations:
(i) ( v f c \ S , f ) = (vgc \ f )
(ii) (vf’c \Gf)  = 0
Vt >  0, ƒ  G C(D) 
V f  e V  (G ).6
(2.3.17)
For 9 e d D, vg,c = 89 and for 9 e D the measure vg,c satisfies vg,c (D) > 0. 
Furthermore, the map 9 ^  vgc is continuous with respect to the topology o f  weak 
convergence.
Proof of Lemm a 2.3.3: For simplicity we drop the superscripts g, c . Relation
(2.3.17) (i) means that E [f  (Xt)] is independent of t when (X, ) t >0 is the solution 
of (2.2.7) with initial condition v9. So (2.3.17) (i) just says that v9 is the unique 
equilibrium of (2.2.7), which is by definition true for g e T-C. To prove (2.3.17) (ii), 
note that G f  = limt^ 0 t -1 (Stf  -  f )  for all f  e V (G ), where the limit is in 
the norm || • ||. So differentiating (2.3.17) (i), we get (2.3.17) (ii). To show that
(2.3.17) (ii) determines v9 uniquely, note that for all f  eT>(G) it holds that Stf  e 
V(G)  Wt > 0 and §-(Stf  =  GStf , where the differentiation is in the Banach space 
C(D)  (see [16], Proposition 1.1.5 (b)). Now, with v9 a solution of (2.3.17) (ii), we 
have
and this implies (2.3.17) (i) for ƒ  eT>(G). Since V(G)  is dense in C(D), (2.3.17)
To see that v9 = 80 if 9 e dD, note that X t = 9 solves (2.2.7), so 80 is an 
equilibrium of (2.2.7). To see that v9 (D) > 0 for 9 e D, insert f  (x) = \x -  9 \2 
into (2.3.17) (ii) to get c(v9 \ f )  = d ( v 9 \g) (compare also Lemma 2.3.4). Now f  is 
strictly bounded away from zero on dD,  so (v9 \g) >  0. Since g = 0 on dD this 
implies v9 (D) > 0.
We next show that the probability kernel v9 is continuous in 0. For each 0 G D 
let (Sf)t>o be the Feller semigroup above and let G6 be its generator. Let 0n, 0 G D 
with 9n ^  9 . Using the fact that the martingale problem is well-posed for all 9 , 
we have by [40], Theorem 11.1.4,
A ( h \ S , f )  = (DelGS, f )  = 0  Vi >  0, ƒ  e V(G), (2.3.18)
(i) holds for general ƒ  G C(D) and hence v9 =  v9.
$ ' f  -* S f f  V /  e  C(D). t >  0, (2.3.19)
where the convergence is in C(D).  By [16], Theorem 1.6.1 (c), it follows that for 
all f  e V  (G9) there exist f n e V  (G9n) such that
G9n f n ^  G9 f  as n (2.3.20)
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again in the topology on C(D). Now consider the sequence v9n. By compactness, 
it has a cluster point. For any such cluster point v9 , choose a subsequence such that 
v9n converges to v9 , and observe that for each f  eT> (G9), with f n as in (2.3.20),
\ v \ G 9 f  )\
< \ {(>9 \G9 f )  -  (v9n \G9 f ) \  + \ (v9n \G9 f )  -  (v9n\G9nfn )\ + \ K \G9n f n )\
< \ {(>9 \G9 f )  -  (v9n \G9 f ) \  + IIG9 f  -  G9nfn 11+0,
(2.3.21)
where the right-hand side tends to zero as n ^ to. By (2.3.17) (ii), it follows that 
v9 =  Vo for each cluster point v9 of the v9n, and hence v9n converges to v9. I
2.3.4 Proof of Theorems 2.2.2-2.2.4
The proofs of Theorems 2.2.2-2.2.4 are based on the following lemma:
Lemma 2.3.4 For any g e %' and c e (0, oo), let vg,c e 1C(D) as in Theo­
rem 2.2.1. Fix X G I . Assume that f  e C(D) D C2(D) satisfies
- | A  f  = X onD.  (2.3.22)
Then
vs'cf  = f - ) v * cg. (2.3.23)
Proof of Lemma 2.3.4: We start with the case ƒ  e C2(D). Let (T9,c)t>o be the 
Feller semigroup on C(D) defined by
(T9’cf ) (x )  := ƒ  (0 + e~ct(x -  0)) f e  C(D). (2.3.24)
This is the semigroup related to our process in (2.2.7) when the local diffusion 
function g  is set to zero. If B9,c is its full generator, then for every ƒ  e Cl(D)
(B9, cf ) (x) = c(9 -  x ) • V f  (x). (2.3.25)
Let us introduce an operator that is in some sense an inverse to B9,c. Define
/>00
:= { /  e C(D) : \\T9’cf\\ dt < oo}
,  TO J ° (2.3.26)
B - 1 f  := -  Tt9 cf d t .
0
It follows that
B9, cB-1 f  = f  V f  e V  (B -1), (2.3.27)
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as can be seen by writing (compare the proof of [16], Proposition 1.1.5 (a))
/> TO
B9,cB-1 f  = lim - e - '  (T9 c -  1) T9■c f  dt
" 0 J0
= lim e-1 (Tt 'cf  -  T + )  dt
S^ 0 J0
= lim e - 1 T?,cf  dt -  ƒ  T cf  dt^j
= lim e -1 f  Tt9,cf  dt = f .
®^0 J0
Now let ƒ  e C 2( D) , —^ A f  = X. Then
(2.3.28)
f - f ( e ) e V ( B - ic) _
B » ' ( f - f m > e C 2(D)  (2.3 29)
To see this, substitute the variables u = e ct, du = - c e  ctdt  into (2.3.26) to get
>-Wr _  I 1 I r,n , (2.3.30)-  f m m  =  -  ƒ  ¿ ( / ( 0  +  U(x -  6)) -  f m ) d u .
Since f  is differentiable at 0 , the integrand is bounded and it follows that f  — 
f  (0) (B—l). Interchanging differentiation and integration, we get the follow­
ing expressions for the derivatives of B—\ ( f  — f  (0)):
d2 —1 f 1 d2 (2.3.31)
The interchanging is allowed because the integrands on the right-hand sides are ab­
solutely integrable. In particular, it follows that A Bq\ (ƒ  — ƒ  (9)) =  — “ A (ƒ  — 
f(0 ))d u  = -2 Xdu =
Applying (2.3.17) (ii) to the function B y lc( f  — f (9) )  € C2(D) C T>(G), we
get
0 =  (vl’c\(Be,c + g A )B ^ c( f  -  f m ) = (4-C\ f - m )  + (» V \’ig ) .
(2.3.32)
which gives (2.3.23). To extend formula (2.3.23) to ƒ  € C(D) fl C2(Z)), pick an 
x0 e D and a sequence an e (0 , 1) with an ^  1 as n ^  to. Define functions 
fn G C2(D) by
fn(x) = a - 2f  (x0 + an(x -  x0)). (2.3.33)
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Then —^Af„ =  X for each n and || f n — f\\  —  0. Letting n —  oo and using the 
continuity of vg,c, we conclude that (2.3.23) holds for ƒ. I
We recall that by the definitions in section 2.2.3
Fcg = vg'cg
F (k) = Fck ◦ • • • ◦  Fc1 (2.3.34)
K g,(k) = vF(k-1)gc  • • • vg,c1,
so that
F  (k)g = K g'(k) g. (2.3.35)
The following lemma now follows easily by iterating Lemma 2.3.4.
Lem m a 2.3.5 Let g  e Ti!, c1, . . . , c k e (0, to), and let f  be as in Lemma 2.3.4. 
Define K g,(k) and F (k) as in (2.3.34), and assume that F (1)g , . . . ,  F (k-1)g  e %'. 
Then
K gAk) f  = f  -  XokF(k)g, (2.3.36)
with ak = J2i=i
We are now ready to prove Theorems 2.2.2-2.2.4.
P roof of Theorem 2.2.2: Since vg,c is a continuous probability kernel, it follows 
from (2.3.34) that Fcg  e C(D). If 9 e dD , then v f’c =  So by Lemma 2.3.3 
and so (Fcg)(9) = 0. If 9 e D then by the same lemma vg'c(D) > 0 and so 
(Fcg)(9) > 0. Finally, inserting f  = g* into Lemma 2.3.4, we get Fcg = vg,cg = 
eg* -  cvg,cg* < eg*. I
P roof of Theorem 2.2.3: By Lemma 2.3.1, we must show that Kg,(k) f  —»• H f  as 
k  oo in the norm on C(D)  for each ƒ  e C(D) , where H  is defined by (2.3.10). 
By Lemma 2.3.5,
K g ( ) g* = g* -  okK g ( ) g. (2.3.37)
It follows that 0 < akK g,(k)g < g*, and since ak oo we have \\Kg’^ g|| 0. 
Since g > 0 on Z), this in fact implies that for any ƒ  e C(D)  with ƒ  =  0 on dD
IIK g,(k)f  || ^  0. (2.3.38)
To see why, define R„ := {x e D : By e dD, \x — y  \ < i}. Choose <p„ e C{D), 
0 < <pn <  1, such that (pn = 0 on Rn+\ and (pn = 1 on D\R„. For each n there 
exists an M n < to such that 0n < Mng, so ||K g,(k)0n || —> 0 as k  —> to. We may 
choose a subsequence nk — to such that
HKg ( ) 0nk | — 0 as k — to. (2.3.39)
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Using this, we can estimate for f :
IIK g,(k)f  || <  | | f  || • HKg,(k)0nk || +  max \ f  (x)\, (2.3.40)
x e Rnk
where the right-hand side tends to zero as k — to. This proves (2.3.38).
For any ƒ  e C(D) we can now write
K g,(k)f  = K g,(k)( H f  -  ( H f  -  f ) )  = H f  -  K g,(k)( H f  -  f )  — Hf ,
(2.3.41)
where we use (2.3.36) and (2.3.38). I
P roof of Theorem 2.2.4: Pick g = f  = rg* in Lemma 2.3.4 to get
r
Fc(rg*) = rg * -----Fc(rg*), (2.3.42)
c
which implies Theorem 2.2.4 (a). To prove Theorem 2.2.4 (b) we observe that by 
Lemma 2.3.5,
OkF(k)g = g * -  K g,(k)g*. (2.3.43)
By (2.3.38), ||K g,(k)g*|| — 0 as k — to, and the theorem follows. To prove 
Theorem 2.2.4 (c), note that by the reasoning following (2.3.37),
II K g,(k) g|| n  —  0 as k — to. (2.3.44)
In the special case that g > Xg* for some A > 0, it also follows that || K g,(k) g*Hu  —
0 as k — to. Inserting this into (2.3.43), we see that for such g, the convergence 
can be strengthened to
UokF(k)g -  g*Hu —  0 as k — TO. (2.3.45)
■
2.4 Ergodicity: Proof of Theorem 2.2.5
Theorem 2.2.5 follows from the following more technical lemma. In this section, 
we use the symbol v for the probability measure vg'c (so v denotes a probability 
measure, not a probability kernel).
Lemm a 2.4.1 Fix g e %, 0 e D and c e (0, oo). Assume that g  is locally 
Holder continuous (with positive exponent) on D and that the martingale problem
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associated with the operator A in (2.2.8) is well-posed. Then the SDE (2.2.7) has 
a unique equilibrium v e V(I)).  Furthermore, for every f  e C(D)
UStf  -  {v\ f)H —  0 as t  — TO. (2.4.1)
I f  9 e D, then there exist t0, r > 0 such that (2.4.1) can be sharpened as follows: 
For all f  : Z) —> [0, 1] measurable
HS,f  - { v \ f  ) l l<  e- ( -'0K (2.4.2)
The proof of Lemma 2.4.1 is long and will keep us busy for the rest of this section. 
For notational simplicity we treat the case c = 1 only. Other c follow trivially by 
the scaling property A (\c,kg =  XAce’g.
We start by proving (2.4.2). To that end we introduce two compact sets B C 
C C D, and prove that the expected time for Xt, starting from any point in D, 
to reach into B is bounded uniformly in the starting point (Lemma 2.4.2). On C 
we then use results from the theory of non-degenerate diffusions to show that the 
distribution of the process starting from B can be bounded from below in a uniform 
way (Lemma 2.4.3). Combining these two results we arrive at Lemma 2.4.4, which 
shows that there exists a v such that (2.4.2) holds. Once we have shown formula
(2.4.2), it follows that (2.4.1) holds for 9 e D. The case 9 e dD can then easily be 
treated separately. We end by showing that v is the unique equilibrium of (2.2.7).
Without loss of generality we may assume 9 = 0. Choose e > 0 such that 
\x \ < 2e ^  x e D and define:
B := {x e D : \x\ < s} (2  4  1 )
C := {x e D : \x\ < 2s}. { ;
Lemm a 2.4.2 Let B be as in (2.4.3). Denote by (X f )t>0 the process X  starting at 
X 0 =  x, and define a stopping time tB by
rxB :=  inf{i > 0 : I , e 5 i .  (2.4.4)
Then there exists a constant T < to such that
s u p £ [ r * ] < : r .  (2.4.5)
xeD
Proof of Lem m a 2.4.2: Let hd denote the function
h (x) : -  log |x| (d = 2) 
hd( ) : (d -  2)-1 \x\2-d (d = 2 ). (2.4.6)
68 CHAPTER 2. RENORMALIZATION OF ISOTROPIC DIFFUSIONS
This function satisfies
Vhd(x) =  —x \x\-d
a * ; , ) = o. "  (24  7)
For X >  0, we define a function on D \B  by
rx(x) := -  log \x\ + Xhd(x). (2.4.8)
We shall show that it is possible to choose X such that ArX > 1, with A  the differ­
ential form in (2.3.4). Indeed, a little calculation shows that
Ark(x) = 1 +  (X + (2  -  d)g(x)\x\d-4)  \x\2-d. (2.4.9)
and so we may choose
X =  0 (d < 2)
X = maxxep XB gC*)!*!-1 (d =  3) (2.4.10)
A =  maxI€o (d -  2)g(x)\x\d~4 (d > 4).
Next, we can extend r, to a function in C2(I)), which now has the property (with 
A the operator in (2.2.8))
(Arx)(x) > 1 (x € D \B ).  (2.4.11)
Abbreviate t = tB and let r : [e, to) —  M be the (decreasing) function such that 
rX(x) = r (\x\). The process X  solves the martingale problem for A, so for each 
x G D \ B  and t > 0 we have
>ta t
E[t a  t ] <  E ƒ0 (Ark)(, X s )ds = E[r(\XtAt \)] -  r (\x \) <  r(e) -  r (\x \).
(2.4.12)
The case x e B can be added trivially, and letting t ^ t o  we find
E [ x < r(s ) — m \nr(\y |) Vx G D, (2.4.13)
yeD
which completes the proof. I
We have shown that no matter where the process X  starts in Z), it reaches into 
the set B in a finite expected time that is uniform in the starting point. We next turn 
our attention to the process starting in B. We shall prove:
Lemm a 2.4.3 Let (St)t>0 be the Feller semigroup associated with X  and let C be 
as in (2.4.3). For each 0 <  t\ < t2 there exists a non-zero finite measure ¡x on D 
such that
inf infGS,/)(x) > {ƒ|/x) (ƒ  >  0, ƒ  G C{D)). (2.4.14)
t&\ t \ ,h\  xeB
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Proof of Lemm a 2.4.3: We shall compare X  with the process vanishing at dC . To 
that end, let
r  :=  inf{t > 0 : X* e D\C}. (2.4.15)
Note that for any ƒ  G C(D)
(Stf ) ( x ) = E [ f X )] > E [ f X ) 1 {t<r}]. (2.4.16)
The function (t, x ) — E [ f  (Xxt )1{t<T}] is the solution of a Cauchy problem on 
[0, oo) x C with Dirichlet boundary conditions on dC. Since the operator A is 
uniformly elliptic on C and the function g  is Holder continuous on C, it is known 
(see [15], volume II, appendix §6, Theorem 0.6 and [19], Corollary 3.7.1) that a 
fundamental solution to this Cauchy problem exists. In particular, there exists a 
function p  G C((0, oo) x C x  C) with the properties:
E \ f ( X X ) l {i<r}] =  Jc p t( x \ y) f ( y)dy  ( ƒ  g C(C))
p t (x |y ) >  0 ((t, x , y ) G (0, œ )  x  C x  C).
(2.4.17)
Note that p t (x , •) is the probability density of the process vanishing at dD.  Ap­
plying (2.4.17), we get Lemma 2.4.3 if we choose for /x the measure on C given 
by
f i(dy) = i-i(y)dy _  (2 4 18)
fi(y) := mm{pt(x\y) : t G [h, t2\, x G B}. ' '
■
Combining Lemmas 2.4.2 and 2.4.3 we get:
Lem m a 2.4.4 For all 0 G D there exists a t0 G (0, œ )  and a non-zero finite 
measure ¡x on D such that, for all f  G C(D), f  >  0,
St0f  X n l f ) .  (2.4.19)
P r o of o f Le mm a 2.4.4: From Lemma 2.4.2 we get
P[rxB <  2T] >  (2.4.20)
Let x e D,  and denote the distribution of X*x by p. Let X? be the process X  with 
initial distribution p . By Lemma 2.4.3, there exists a /i such that
E [ f  (XP)] > f  Il) (t G [T, 3T ]). (2.4.21)
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By (2.4.20), (2.4.21) and the strong Markov property, we have for all x e D and
ƒ  e C(D)
(S3Tf)(x) > E[ f (X3T )1{tB <2T} ]
•>2T
Z7r f ( ^ 3T ) \ t B = s P [ t B=  i  E [ f  (X 3 t) \ txb  s ]P[tB e ds] J02T
= E [ f  (XPt- s)]P [tB e ds] (24  22)
J0
(f  \VL)[ P[tB e ds]
0
2
and (2.4.19) follows if we replace ¡jl by ^/x and set ¿o =  37\ I
We have now completed the preparatory work and are ready for:
P roof of Lemm a 2.4.1: From Lemma 2.4.4 we get (2.4.2) with a standard tech­
nique. This goes as follows. Fix a measurable ƒ  : Z) —> [0, 1] and define, for 
t > 0,
v + : = s u  pxeB(Stf ) ( x )  (2 4 23)
v,T : = m f xes ( S tf K x ) .  ' '
By Lemma 2.4.4,
St+t0f  = St0(v+ -  (v+ -  St f ) )  = v+ -  St0(v+ -  S t f )  < v+ -  (n\v+ -  St f ) .
A similar argument applies to v- , and we get
(2.4.24)
v++t0 < v+ -  (v \v+ -  Stf )  
v-+t0 > v-  + <M\ Stf  -  v- ).
(2.4.25)
It follows that
v++,0 -  vt+t0 < v+ -  vt -  <iAv+ -  vt ) = (1 -  (iA1))(v+ -  vt ), (2.4 .26)
and by induction that
v++nt0 -  v-+nt0 < (1 - <l \ 1 ) ) n. (2.4.27)
We thus see that St f  converges uniformly to a constant. This constant we can 
formally denote by (v\ f).  Formula (2.4.2) now holds with r = - 1-1 log(1 -  
(l\1)).
To complete the proof of (2.4.2), it is left to show that f  — (v\ f ), defined 
implicitly above for all measurable f  : D —> [0,1],  indeed corresponds to a
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probability measure. It is sufficient to show that the map is linear, positive, satisfies 
(v \ 1) =  1, and is continuous with respect to increasing sequences of functions. The 
first three properties are easy. We therefore only show continuity.
Let B\(D) :=  {ƒ : D —  [0, 1] : ƒ  measurable} and let f , f 0o € B\(D ), 
f  t  foo- Fix any probability measure p on D. As t —  oo, St f  converges at a rate 
that is uniform in ƒ  e B\(D ), so for every e >  0 there exists a t >  0 such that
\{p\Stf) -  (v\f)\  < £  v /  G Bi(D). (2 .4 .28)
There exists an n such that
\(P\Stf i ) - ( p \ S t f TO) \ < e Vi > n, (2.4.29)
and it follows that for every i > n 
\(v\fi )-(v\ fTO)\
< \ ( v \ f ) -  (p\Stf  )\ + \(p\Stf i ) -  (p\StfTO)\ + \(p\St f to) -  (v\ fTO)\ < 3e.
(2.4.30)
Note that v > | ,  so v(D) > 0. This completes the proof of (2.4.2).
Trivially, (2.4.2) implies (2.4.1) for 0 e D. We next turn to the proof of (2.4.1) 
for 0 e dD.  As we shall see, in this case v turns out to be S0. Let X t be any solution 
to the martingale problem associated with A.  For x e D write x =  (jci, . . . ,  x^), 
and write X t = (X ) , . . . ,  X dt ). Without loss of generality we may assume 0 = 0 
and x 1 > 0 Vx e D.  From the martingale problem (2.3.2) we have for i = 1 , . . . , d
E [X1, ] =  E  [X0 ] -  f0 E  [X  d  
E [\X , \2] =  E [\X 0\2] +  2 d /0' E [g(X,)]ds -  2 / 0'E [ \X s \2]ds. '
We see immediately that
E  [Xt ] =  E [X0]e- t . (2.4.32)
By (2.2.6), and by (2.3.14) in Lemma 2.3.2 (b), there exists a constant L < to such 
that
E[g(Xt)] < L E [ X lt ]. (2.4.33)
Let
M  :=  sup{|x — y\ : x, y  e D}. (2.4.34)
Then (2.4.32) and (2.4.33) imply
E[g(Xt)] < LM e- t . (2.4.35)
Next, the function t — E [\X t \2] is differentiable and satisfies
¡¡E[\Xt \2} = 2dE[g(Xt)] -  2E[\Xt \2]. (2.4.36)
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From this it follows that
¡-t {E[\Xt \2]e2t)  = 2 dE[g(Xt)]e2t (2.4.37)
and therefore
/> TO
E [\X t \2] <  e-2tE [\X 0\2] +  e~2t \ 2dE[g(Xs)]e2sds. (2.4.38)
0
Here, by (2.4.35),
e-2t f 0TO 2dE[g(Xs)]e2sds =  f 0TO 2dE[g(Xs)]e2(t-s)ds
< e-t f t  2dE[g(Xs)]ds +  2dE[g(Xs)]ds <  2dLM e-t + 2dLM e- t .
(2.4.39)
Hence, combining (2.4.38) and (2.4.39) we get
E [\X t \2] <  e~2tM 2 + 4dLMe~t , (2.4.40)
which tends to zero as t — to. Since also E[Xt] — 0 as t — to, Chebyshev’s 
inequality shows that (Stf ) ( x ) = E  [ f  (Xxt )] converges to (50\f )  = f  (0) for each 
ƒ  G C(D),  and (2.4.40) shows that this convergence is uniform  in the initial value 
x . This completes the proof of (2.4.1).
We complete the proof of the theorem by showing that v is the unique equilib­
rium of (2.2.7). This means that we must show (compare (2.3.17) (i)) that v is the 
unique solution of
<v|Stf )  = (v\ f )  Vt >  0, ƒ  G CCD). (2.4.41)
First, for any x e D,
(v\St f)  = lim (SsSt f ) (x) = lim (Ss+tf)(x) = (v\ f ) ,  (2.4.42)s—TO s—TO
which proves that (2.4.41) holds. Suppose that v is another solution. Let t — to in
(2.4.41) and use that Stf  — (v\ f ). By dominated convergence, (v\Stf ) — (v\ f ). 
So (v| ƒ ) =  (v| ƒ ) for all ƒ  G C(D), and hence v =  v. I
R em ark Formula (2.4.2) actually shows that v(D) = 1 for 0 e D,  whenever it is 
true that for x e D
P [X xt e D] = 1 Vt > 0. (2.4.43)
Formula (2.4.43) holds, for example, under the conditions of Theorem 2.2.9, but 
no doubt much more generally too.
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2.5 The martingale problem
In this section we prove the theorems about the martingale problem for A men­
tioned in section 2.2.4. The proofs of Theorems 2.2.7 and 2.2.8 have already been 
indicated in the text.
2.5.1 Existence: Proof of Theorem 2.2.6
We extend the function g  to by putting g = 0 on Wd\D. Let /x G V(D).  By 
[16], Theorem 5.3.10, there exists an K?-valued weak solution to the SDE
d X t =  c(0 — X t)dt + sj2g(Xt)dBt (2.5.1)
with initial distribution P [X 0 G dx] = n(dx).  By the same theorem, X  solves the 
martingale problem for the operator {( f ,  A  f )  : f  G )}. By [16], Propo­
sition 7.1 from the appendix, there exist f n G ) such that f n — f  and
A f n — A f  uniformly on Md. By [16], Lemma 4.5.1, X  now also solves the 
martingale problem for {(f , A f  ) : ƒ  G C2(Md)}.
Pick Xj G D, Ri G (0, oo) such that D =  H it*  G ^  : \x ~  xi\ <  ^1 - Let 
h G C2(R), h = 1 on (—™,  0], h = 0 on [1, ™)  and h' < 0. Define f  G 0^ :^?) 
by f  (x) := h (|x — Xj I — Rj ). Then f  G ^ d) and it is easy to see that A  f  > 0. 
By the martingale problem,
E [f i ( X t)] = 1 +  E [ f  ( A f  ) (XS)ds] > 1, (2.5.2)
0
which shows that P [|X t — xj | <  Rj ] =  1 Vt > 0 Vi. By the continuity of X, it 
follows that P [|X t — xi I< Ri Vt > 0, i ] =  1 and therefore
P \X t G D Vt >  0] =  1. (2.5.3)
By Whitney’s extension theorem ([16], Corollary 6.3 in the appendix) it now fol­
lows that C2(D) =  {ƒ |^j : ƒ  G C2(Md)}, and therefore X  solves the martingale 
problem for A =  {(ƒ, A f )  : ƒ  G C2(D)}. I
2.5.2 Strong uniqueness: Proof of Theorem 2.2.9
For notational simplicity we only consider the case c = 1 and 0 = 0. Our first aim 
is to prove (2.2.21), i.e., we show that the time needed for Xt to reach the boundary 
dD is infinite (Lemma 2.5.5). For this we construct (in Lemmas 2.5.3 and 2.5.4) a 
function h on D such that Ah < 1, where A  is the differential form in (2.3.4), i.e.,
( A f ) ( x ) = (  — x • ?  + g(x)A ) f ( x ). (2.5.4)
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With the help of a radial function (Lemma 2.5.2) the problem is reduced to a one­
dimensional problem (Lemma 2.5.1).
Lem m a 2.5.1 Let a , b e C[0, 1] and a > 0 on (0, 1], Then there exists a unique 
function f  e C2 (0, 1] such that
f  (1) =  f ' (1) =  0
b(r ) f  (r) + a(r ) f " ( r ) = 1. (2.5.5)
For all r e (0, 1) this function satisfies
f  (r) > 0
f ( r ) < 0. (2.5.6)
Furthermore, i f
a(r)
lim su p-----  < b(0), (2.5.7)
r — 0 r
then
lim f  (r) = to. (2.5.8)
r—0
Proof of Lem m a 2.5.1: Let u e C2(0, 1] be the unique solution of
u (1) =  0
u '(1) =  - 1  (2.5.9)
b(r )u' (r) + a (r )u'' (r) = 0,
i.e., f  f
u(r) = — H  dx  exp(— ƒ* d y ^jg)
u'(r) =  - e x p ( -  / ¡ d x ^ )  (2.5.10)
^ ( r )  =  ^ exp ( -
Note that u(r) >  0 and u'(r) < 0 for all r e (0, 1]. From the latter property it 
follows that u is invertible. Let u (0) :=  limr—0 u (r) (which is allowed to be to). 
There exists a continuous function v : [0, u (0)) — (0, to) such that
v(u (r)) = a(r )(u' (r ))2. (2.5.11)
Let h e C[0, u (0)) be the unique solution of
h (0) = h ' (0) =  0
v(u)h"(u) = 1 (u e [0, u (0))), ( - )
i.e., *P 1pu />;
h(u) =  I dp I dq ------. (2.5.13)
J0 J0 v(q)
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Note that h(u) > 0 and h'(u) > 0 for all u € (0, u (0)). We now define f  € 
C2(0, 1] by
f  (r) :=  h(u(r)). (2.5.14)
It follows that
£ h(u(r)) =  h'(u(r))u'(r) 
h(u(r )) =  h"(u(r))(u'(r))2 + h'(u (r))u" (r)j^h (u (r)   
b(r) f  (r) + a (r) f " ( r ) =  (b(r )u'(r) + a (r )u"(r )^ h' (u (r)) (2.5.15)
+a (r )(u' (r ))2h''(u (r))
=  v(u (r ))h"(u (r)) =  1.
We see that f  constructed above is the unique solution of (2.5.5), and that f  satis­
fies (2.5.6).
It is left to show that, under the conditions mentioned, f  diverges as r —  0. 
Let L be such that lim supr^ 0 r -1 a(r) < L < b(0). It follows that there exists an 
s > 0 such that b(r) > L and a(r) < Lr  for all r e [0, s]. Let f  e C (0, s] be the 
unique solution of
f ( s )  = 0
f ( s )  = 0 (2.5.16)
L f ( r ) + L r f  "(r) = 1,
i.e.,
( L r f  (r ))' = 1 
Lr f  (r ) =  r — e 
f i r )  = i -d  -  *)
f ( r )  = j^r — e log(r) — e + e log(fi). 
It is clear that f  (r) —  to  as r —  0. Furthermore,
b ( r ) f f(r) + a( r ) f " ( r ) < 1.
(2.5.17)
(2.5.18)
On (0, e] define h := f  — f . Then, using (2.5.6), we get
h(e) > 0 
h'(e) < 0
b(r)h'(r) + a(r)h"(r) >  0.
(2.5.19)
It follows that h(r) > 0 for all r e (0, e]: if we assume the converse, then h must 
assume a positive maximum in a point 0 <  r < e, which is impossible by (2.5.19). 
We thus see that ƒ  > ƒ , and therefore ƒ  (r) —  to  if r —  0. I
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Lemma 2.5.2 Let D be regular and 0 e D. Then there exist a function r e (?(D) 
and a constant K  e (0, to) with the following properties:
0 < r (x) < 1 (x e D)
r( x ) = 0 (x e dD)  (2.5.20)
- x • Vr( x ) =  K  (x e dD).
Proof of Lemm a 2.5.2: Recall the definition of a regular set in section 2.2.4 and 
the function m associated with it. The function x — x • n (x) =  x • Vm (x) is 
and strictly positive on 9Z), so we can find a strictly positive function <p e (?(D) 
such that in an open neighbourhood of dD:
0(x)x • n(x) = 1. (2.5.21)
Define
r (x) := —<p(x)m(x) (x e D). (2.5.22)
Then r e C2{D) and, for all x e dD, Vr(x)  is parallel to n(x)  and satisfies 
- x • Vr (x) = 0(x  )x • Vm (x) = 1. We can multiply r with a constant to get 
r < 1. I
Lemma 2.5.3 Let D' D D be regular. For x e dD', let n(x ) be the normal to D' 
in x. Forx  e D, let
l (x) := inf{|x -  y  | : y  e dD}.  (2.5.23)
Assume that, for all xn e D, x e d D' H d D with xn — x as n — to,
lim sup ^  < x ■ n(x).  (2.5.24)
n—TO l (xn )
Then there exists a function h e C (D )  such that
0 < h (x) (x e D')
limn—TO h(xn) = to (xn — x e dD') (2.5.25)
(Ah)(x) < 1 (x e D).
Proof of Lemma 2.5.3: Extend g  by putting g = 0 on D \D ,  so that (2.5.24) holds 
for all xn e D' with xn — x e dD'. Let r be as in Lemma 2.5.2. The idea will be 
to find a function f  e C2(0, 1] such that
h(x) := f  (r(x)) (2.5.26)
satisfies (2.5.25).
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(2.5.27)
For any f  e C2(0, 1] we have 
V f ( r  (x)) = f  (r (x ) )(Vr)(x)
A f  (r(x)) = f "( r (x) ) (Vr) (x) • (Vr)(x) + f ( r ( x ) ) ( A r ) ( x )
A f  (r (x)) = ( - x • (V r )(x) + g ( x  )(Ar )(x)) f ( r  (x ))
+  (g(x )IVr )(x ) |2)  f  "(r (x)),
where the first two formulas follow from
JLf ( r (x) )  = f ( r ( x ) ) £ - r ( x )
E* = Tn (2.5.28)
=  T . i ( f ,(r{x)){^-r{x)){^-r{x))  +  f ( r { x ) ) £ - 2r{x)).
We want estimates on the two terms in the formula for A  f  (r (x)). To that aim, we 
define functions a, b e [0, 1] by
a(z) : =  m ax{^(x)|V r(x) |2 : r(x) = z}
b(z) := min{ - x  • Vr ( x ) + g(x)Ar(x) : r (x) = z },
We have
b(0) =  K
(2.5.29)
a (z) (2.5.30) urn sup-----  < K.  v '
z—y 0 z
Indeed, the first equation is trivial. For the second one, note that
■ g(x )IVr (x ) |2a (z )
-----  =  max
z r (x )
: r (x ) = z (2.5.31)
where, by (2.5.24), for each xn e D' with xn — x e dD'
g(xn ) |Vr  (xn )|2 /  g(xn ) \  {  .. l (xn) . ^  , . A
l imsup-------- ——------  =  l imsup— — 1 I lim — — \Vr{xn)\
n—TO r (xn) V n—TO l (xn ) J  \ n—TO r (xn) J
< (x • n (x))IVr(x)l = —x • V r (x) = K .
(2.5.32)
Here, the last two equalities follow from Lemma 2.5.2. Using compactness, we 
arrive at (2.5.30).
We have thus found functions a, b e [0, 1] such that
x • V r (x) + g ( x ) Ar (x) > b(r(x))
g(x )IVr (x)|2 <  a (r (x)) (2.5.33)
limsupz^ 0 ^  < ¿(0).
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We can change a such that a > 0 on (0, 1] while (2.5.33) continues to holds. 
Applying Lemma 2.5.1 to these functions a and b, we find a function f  satisfying
(2.5.5), (2.5.6) and (2.5.8). Since b(0) >  0, we see that there exists an e > 0 such 
that
f " ( z ) >  0 (z e (0,e)).  (2.5.34)
Combining this with (2.5.6), (2.5.27) and (2.5.33), we see that
(Ah )(x ) < 1 (x e D, r (x) < e), (2.5.35)
where h(x) : = f  (r(x)) as in (2.5.26). But x — (Ah)(x) is continuous on the 
compact set {x e D : r (x) > e}, so multiplying h by a constant we arrive at a 
function satisfying (2.5.25). I
Lemma 2.5.4 Let D be a finite intersection o f  regular sets. Assume that for all 
x e d D, all xn e D with xn — x, and each normal n (x) to D in x:
limsup ^  < x - n ( x ) .  (2.5.36)
n — TO \x xn \
Then there exists a function h e C2( D) such that
0 <  , (2.5.37)(Ah)(x) < 1 v J
and such thath (xn) — to  for all xn — x e d D.
Proof of Lemma 2.5.4: Let D = P)ni=1 Dt , where the Dt are regular. For each 
Dt the assumptions in Lemma 2.5.3 are satisfied. In particular, (2.5.36) implies 
(2.5.24). Let hf e C2(Dt) be the function constructed in Lemma 2.5.3. Then 
h =  ^ YTi=\ hi satisfies our requirements. I
Lemma 2.5.5 Let D and g be as in Lemma 2.5.4, and let ( X ) t>0 be a solution to 
the martingale problem for A with X f = x e D. Then
P X  e D Vt > 0] =  1. (2.5.38)
Proof of Lemma 2.5.5: Let h be the function mentioned in Lemma 2.5.3. For 
H  < to we introduce a stopping time th by
th := inf{t >  0 : h X ) = H }. (2.5.39)
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We can extend h outside {x G D : h(x) < H } to a function in C2{D). From the 
martingale problem we get
r t ath
E[h(XtAth )] =  h (x ) + E [ (Ah) (Xs)ds] < h(x) + E[t A Th ]. (2.5.40)
Jo
Here E[h(XtATh)] >  H P [ th < t ] and E[t A th ] <  t , so
h(x ) + t
P[th < t ] <  y }H  • (2.5.41)
Therefore
x h (x ) + t
P\ h( Xxs ) < / / V 0 < s < / ] > 1 ----- — ----- . (2.5.42)
H
Letting H  \  oo so that {x e D : h(x) < H} \  D , we find that
P [X xs G D V0 < s < t ] =  1. (2.5.43)
Letting t Î  oo we obtain Lemma 2.5.5. I
Proof of Theorem 2.2.9: Define Dn := {x G D : g(jc) > ^}. Note that if g  is 
Lipschitz on Dn with constant Ln, then ^Jg is Lipschitz on Dn with constant nLn. 
Let (X t)t>0 and (Xt)t>0 be solutions of (2.2.7) with X0 =  X 0, adapted to the same 
Brownian motion. Define stopping times
Tn :=  inf{t > 0 : X t G dDn}, (2.5.44)
and define Tn similarly for (Xt )t >0. Now follow the proof of Theorem 5.2.5 in [22], 
to see that the processes X  and X  are indistinguishable up to time Tn A Tn, where 
by Lemma 2.5.5, xn A xn \  oo as n \  oo. I
2.5.3 Weak uniqueness: Proof of Theorem 2.2.10
Writing
= è E t i è ( 2 E l i M y )  = àEf=i2 = i,
(2.5.45)
we see that g*(x) =  ^(1 — |x |2) as claimed. We introduce polynomials on D in 
the usual way, namely we define the set of all multi-indices a  by
A :={a e Z d : a, > 0 Vi = 1 , . . . , d }
I | v^d (2.5.46)
|a | :=  E ,=1 a i .
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and on D we define functions x — xa and a space of polynomials of degree < n 
by
x a : = n  d=1 xa
Pn := span{xa : \a < n }. 
Setting g = rg*, r > 0, we observe that
(2.5.47)
d d d 
=  (ƒ 5^(0 / ~Xi ) £ :  + ^(1 -  (2.5.48)
i = 1 j  = 1 i = 1
A x a c >  (0,- - x A ^ d > JC1)> ^ ) x
Since -¡^-xa G P\a\-i and ^ i x a G P\a\-2, we have
A x a e P\a\ Va e A.  (2.5.49)
The spaces Pn are finite-dimensional and closed under A , and their union n Pn is 
dense in C(D).  Applying [16], Proposition 1.3.5, we see that A is closable and that 
its closure generates a Feller semigroup on C(D).  This implies that the martingale 
problem is well-posed for A ([16], Theorem 4.4.1), and hence (rg*)r>0 C %'. 
But Fcrg* = (cr)/(c + r)g*, so the family (rg*)r>0 is closed under Fc for all 
c G (0, oo). This implies that rg* G %" for all r >  0. I
2
Chapter 3
Clustering of Linearly Interacting 
Diffusions and Universality of 
their Long-Time Distribution
Abstract
We study infinite systems of diffusions indexed by an Abelian group A  and taking 
values in a compact convex set K  C (d >  1). Each diffusion is subject to: 
(1) a linear drift towards diffusions at surrounding positions, weighted with an 
interaction kernel a (•) on A, and (2) a diffusion with local rate o ( )  on K . For one­
dimensional K , it is known that the system clusters (that is, becomes locally flat) if 
and only if the random walk on A  with symmetrized kernel aS (•) :=  a(^)+ a ( -  •) is 
recurrent. We investigate the generalization of this statement to higher-dimensional 
K , focusing on a comparison argument that has been used in the one-dimensional 
case. We show that this argument is linked to the universality of the long-time 
distribution of the system, within the class of recurrent interaction kernels aS, and 
this universality is in turn shown to follow from a condition involving the harmonic 
functions of the system. Under this condition we prove that the system clusters 
and we determine its long-time distribution. We give a general formula for certain 
special diffusion matrices that have previously appeared in the renormalization of 
the system, and we argue that universality properties found in this renormalization 
analysis find their origin in the same condition on the harmonic functions that we 
use.
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3.1 Introduction and main results
3.1.1 Definitions
We consider models of linearly interacting diffusion processes. Models of this type 
were introduced in population biology and have been the subject of a considerable 
amount of mathematical work. We consider a family
X  =  (Xi)ieA = (Xi (t))t>0, ieA (3.1.1)
of stochastic processes, solving a system of stochastic differential equations of the 
following type:
d X i (t) = J 2 a ( j  -  i ) (Xj (t) -  X t (t))dt + a(Xi( t ) )dBi (t) (i e A,  t > 0).
jeA
(3.1.2)
Here the following definitions apply.
• The (Bi )ieA are standard d -dimensional Brownian motions, independent of 
each other and of the initial condition X (0).
• The index set A  is a finite or countable Abelian group, with
group product i + j
inverse —i ( 3 1 3 )
unit element 0 .
For example, A  may be the n -dimensional integer lattice TP or the N -dimen­
sional hierarchical group £2N (as in [1], [10] and [21]). We sometimes refer 
to i + j  as addition and to 0 as the origin.
• The interaction kernel a : A —  M. satisfies
a(i) >  0 (i e A)
£ a( i ) <  to. ( 3L4)
ieA
It is the kernel of a continuous-time random walk on A  that jumps from a 
point i to a point j  with rate a (j — i ). We assume that this random walk is 
irreducible.
• Each single component X t (t) takes values in a state space K  that is a non­
empty convex compact subset of . Thus, each component X, (t) itself 
consists of d  components:
Xi (t) = (Xj1 (t) , . . . ,  Xd (t)). (3.1.5)
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Equation (3.1.2) componentwise reads
dXa( t ) =  £  a  (j — i ) (Xa (t) — Xa(t  ))dt +  £  aap(Xi (t ) )dBf ( t ) 
j p
(i e A,  a = 1, . . . , d , t >  0).
(3.1.6)
We adopt the convention that sums over Roman indices i , j , k , . . .  range over 
A, while sums over Greek indices a, f i , y , . . .  range from 1 to d .
• The function a  is a continuous function from K  into IR^  ^  Md, the space of 
d x  d  real matrices. It is a root of the diffusion matrix w : K  —  ® IRd :
wap(x) := \  ^ a ay(x)apY(x). (3.1.7)
Y
We assume that w satisfies
awa,(x ) zP = 0 Vx e K , z e Ix , (3.1.8)
a,P
where Ix is the space of vectors perpendicular to
Ix :={y e Md : Be > 0 such that x + Xy e K  V\A\ <  e}. (3.1.9)
Ix is the space of directions in which the boundary of K  at x is flat. In terms 
of the process X, condition (3.1.8) guarantees that the components X,(t) 
cannot leave the state space K .
We equip the space K A with the product topology. In this topology K A is a com­
pact separable metrizable space. C(KA) is the Banach space of continuous real­
valued functions on K A, equipped with the supremum norm || • ||TO.
Solutions to (3.1.2), whenever they exist, are continuous K A-valued processes 
that solve the martingale problem for a linear operator A on C(K A) given by
EEij a i aP 1 1
(3.1.10)
Here f  is a real function on K A, and a typical element x e K A is written as
x =  (xi )i eA = (x?)a=t"'d. (3.1.11)
The operator A in (3.1.10) has domain
V(A)  :=  ( KA), (3.1.12)
the space of all 2-functions depending on finitely many coordinates only. For 
such functions the infinite sums of derivatives in (3.1.10) reduce to finite sums. 
Condition (3.1.8) guarantees that the operator A in (3.1.10) satisfies the maximum 
principle.
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3.1.2 Existence and uniqueness: Theorems 3.1.1 and 3.1.2
We focus our attention on shift-invariant solutions to (3.1.2). For j  e A,  let the 
shift operator Tj : K A — K A be defined as
(Tjx)  := xi —j . (3.1.13)
We say that a solution X  to (3.1.2) is shift-invariant if for each j  e A  the processes 
(X ( t ))t>0 and (TjX(t ))t>0 have the same finite-dimensional distributions. We say 
that a probability measure i  on K A (equipped with the product-a -field) is shift- 
invariant if i  i  o T—1 for all j  e A.
Theorem 3.1.1 For each probability measure i  on K A, there exists a solution 
(X(t ))t>0 to (3.1.2) with initial condition £ (X (0)) =  i  and sample paths in the 
continuous functions from [0, to) to K A. I f  i  is shift-invariant, then (3.1.2) has a 
shift-invariant solution with the same properties.
If solutions to (3.1.2) are weakly unique, then any solution with a shift-invariant 
initial condition must be shift-invariant. Unfortunately, it is at present not very well 
understood when weak uniqueness holds for (3.1.2). Standard techniques give:
Theorem 3.1.2 Assume that the function a  : K  — ® m d is Lipschitz continu­
ous. Then, for each K A-valued initial condition X (0), strong uniqueness holds for  
equation (3.1.2).
Strong uniqueness for (3.1.2) implies weak uniqueness, just as in the case of finite­
dimensional stochastic differential equations [39]. Theorem 3.1.2 does not cover 
many interesting cases. For example, for the Wright-Fisher diffusion matrix (see 
(3.1.15)), no root a  of w exists that satisfies the conditions of Theorem 3.1.2. 
For uniqueness results in this and a few more special cases, see [36, 37, 39]. In 
what follows, we avoid problems of uniqueness by assuming only the existence of 
solutions to (3.1.2).
3.1.3 Biological background
In population biology, models of the form (3.1.2) are used to describe the genetic 
composition of a population of individuals as a function of time. It is supposed 
that the population is divided into colonies, each containing a large number of 
individuals. A component Xt (t) e K  describes the genetic composition of the 
population in colony i at time t . A typical choice for K  is
K  = Sp—1 := {(x1 , . . . , x p—1) : x a > 0 Va, x a < 1}.
a
(3.1.14)
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For p  = 2 we have a ‘2-type model’. In such a model a gene comes in two types 
( ‘alleles’), say type I and II. X i (t) e S 1 =  [0, 1] is interpreted as the relative 
frequency of type I in colony i at time t , the relative frequency of type II being
1 — X i (t). More generally, in a ‘p-type model’ one considers the relative frequency 
of p  types. X f ( t ) is the relative frequency of the a-th  type (a = 1 p  — 1), the 
relative frequency of the remaining p-th type being 1 — E a X f ( t ).
The genetic compositions Xi (t) change in time due to migration and resam­
pling. Individuals in the population migrate between colonies according to a con­
tinuous-time random walk, jumping from j  to i with rate a (j — i ). This migration 
causes an attractive interaction between components, expressed by the drift term 
'I2j a ( j  — i )(Xj ( t ) — X i (t))dt in equation (3.1.2). At each colony after an ex­
ponential waiting time individuals are replaced by individuals of a type chosen 
at random from the colony. This resampling is expressed by the diffusion term 
a ( X i (t))dBi (t) in equation (3.1.2), where a  is any continuous root of the diffu­
sion matrix w. A typical choice for w is the
Wright-Fisher diffusion matrix waß(x) =  x a(8aß — x ß). (3.1.15)
For other choices, see the models listed in [5] and [38]. Often one’s aim is to prove 
statements for as wide a class of diffusion matrices as possible. The following 
examples are found in the literature.
2-type models References [1, 10, 23] are concerned with diffusion functions 
w : [0, 1] — [0, to ), Lipschitz continuous, satisfying
w(x) = 0 &  x e {0, 1}. (3.1.16)
Isotropic models Reference [21] is concerned with diffusion matrices of the 
form
waß(x ) = Saß g(x ), (3.1.17)
where g  : K  —  [0, to) is a nice function satisfying
g(x) = 0 &  x e d K , (3.1.18)
with dK the (topological) boundary of K .
Work on the non-compact state space K  = [0, to) can be found in [2, 11]. 
Reference [14] is concerned with an isotropic model on K  = [0, to)2. A general­
ization of the p-type model to infinitely many types is studied in [12].
3.1.4 The non-interacting model
Later on, we will make a comparison between the model in (3.1.2) and a model 
without interaction. For this, we consider the case that the Abelian group A  con­
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sists of only one element. Equation (3.1.2) now reduces to
d X ( t ) = a(X( t ) )dB( t ) (t > 0), (3.1.19)
where (X(t ) ) t>0 is a K -valued stochastic process. Uniqueness of solutions to
(3.1.19) can be proved under considerably weaker conditions than those needed for 
equation (3.1.2) (see the examples in section 3.1.10). We therefore prefer, when 
possible, to assume only existence of solutions to (3.1.2) and uniqueness of solu­
tions to (3.1.19).
Solutions to (3.1.19) are bounded martingales, and hence they have a last ele­
ment:
XX(t) — XX(to) a.s. as t — to (x g K ), (3.1.20)
where X x is the solution of (3.1.19) starting in x . X X(to) takes values in the set
dwK  := {x g K  : wap(x) = 0 Wa, /3}. (3.1.21)
In typical examples, dw K  is a subset of the (topological) boundary of K . We call 
dwK  the effective boundary of K . We denote the law of Xx (to) by
Tx : = C (X x(to)). (3.1.22)
The collection (Tx )xgk we call the boundary distribution associated with the dif­
fusion matrix w . We note that different diffusion matrices w may share the same 
boundary distribution. For example, by the martingale property of solutions to
(3.1.19), diffusions on [0, 1] with w as in (3.1.16) all have
Tx = (1 -  x )<$0 +  x 51. (3.1.23)
For diffusions with isotropic w as in (3.1.17), solutions to (3.1.19) are time-trans­
formed Brownian motions, and therefore
Tx = C ( BX ), (3.1.24)
where (BX) t >0 is Brownian motion starting in X and
t := inf{t >  0 : Bt g dK }. (3.1.25)
We try to answer two questions. When does the distribution of components Xt (t ) of 
the interacting system in (3.1.2) converge to a distribution on the effective bound­
ary dwK ? And when is this limiting distribution actually the same as in the non­
interacting system?
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3.1.5 Clustering: Theorem 3.1.3
In order to state our first result, we introduce the symmetrized kernel
aS(i) := a ( i ) +  a ( —i ) (i e  A).  (3.1.26)
By the random walk with kernel aS we mean a continuous-time random walk on A  
that jumps from a point j  to a point i with rate aS ( j  — i ). By ^  we denote weak 
convergence of the laws of processes as probability measures on K A.
Theorem 3.1.3 Let X  be a shift-invariant solution to (3.1.2) and assume that there 
exists a K A-valued random variable X ( to) such that
X ( t) ^  X ( to) as t — to. (3.1.27)
I f  the random walk with kernel aS is recurrent, then
(i) P  [Xi (to) e  dwK Vi e  A] =  1
(ii) P[Xi  (to) =  X j  (to) Vi , j  e  A] =  1. ( ' .  )
I f  the random walk with kernel aS is transient, E  [X 0 (0)] g  dw K  and C (X (0)) is 
spatially ergodic, then
(i) P  [Xi (to ) e dwK ] < 1 Vi e  A
(ii) P  [Xi (to) =  Xj  (to)] <  1 Vi =  j  e  A.  ( . . )
Note that Theorem 3.1.3 makes a statement about the possible properties of a lim­
iting distribution X ( to), but that it does not answer the question whether such a 
limiting distribution actually exists. Provided we know in some way that X ( t ) 
converges weakly to a limit, Theorem 3.1.3 says the following.
In the recurrent case, the configuration in any finite window A C A  after a 
sufficiently long time becomes almost flat. At large but finite time in the system 
there are regions, called ‘clusters’, of typical sizes that grow with time, in which all 
components are almost equal. This behavior is called ‘clustering’. The behavior is 
similar to that of the voter model in low (d < 2) dimension. In fact, 2-type models 
as in (3.1.16) are believed to be asymptotically equivalent, in some sense, to the 
voter model on the same lattice. See [7] for some pictures of simulations of the 
(clustering) voter model on 2.
In the transient case, such clustering behavior cannot occur. Instead, the system 
converges to a ‘true’ equilibrium X ( to). We refer to this as ‘stable’ behavior.
Although it seems hard to imagine a shift-invariant solution to (3.1.2) that does 
not converge as t — to, the convergence in (3.1.27) is in general hard to prove. 
For finite A, one may exploit the fact that E i Xi ( t) is a bounded martingale to get 
the convergence in (3.1.27), not only in the sense of weak convergence, but also in 
L2-norm.1 For infinite A, convergence in L2-norm in general does not hold.
1For the interested reader we have added a proof of this fact in section 3.6.
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For the 2-type model, the convergence in (3.1.27) has been proved in [6, 26]. 
In [6], this is achieved for transient aS by a coupling technique, and for recurrent 
aS by a ‘duality comparison argument’. This argument, as well as Theorem 3.1.3, 
are based on calculations involving covariances between components.
3.1.6 Covariance calculations: Lemma 3.1.4
In this section we explain the relation between covariance calculations, the random 
walk with kernel aS, and clustering properties of the system in (3.1.2).
For any two K -valued random variables X  and Y the covariance of X  and Y is 
the quantity
Cov(X , Y ) =  E [X  • Y ] — E [X] • E [Y], (3.1.30)
where • denotes the inner product x • y  =  ^2a x ay a . By t r (w)  we denote the trace
d
t r ( w) ( x ) =  ^  waa(x) (x e  K ) (3.1.31)
a=1
of the diffusion matrix w . The following lemma follows from a little calculation 
involving Ito’s formula and a bit of continuity.
Lem m a 3.1.4 Let X  be a shift-invariant solution o f  (3.1.2). Then there exists a
0 e  K  such that
E [X i ( t)] =  0 (t >  0, i e  A ) (3.1.32)
and there exists a function C : [0, to) x  A  —  M. such that
Cov(Xi (t), Xj  (t)) =  Ct ( j  — i ) (t >  0, i , j  e  A) .  (3.1.33)
For each i, the function t — Ct ( i) is continuously differentiable and satisfies
¡ ¡ c t {i) = J 2 as(J -O (Q O ’) -  Ct (i)) + 28i0E[ t r (w) (X0(t))]. (3.1.34)
The right-hand side of (3.1.34) contains the operator
( Gf ) ( i  ) : = £  as ( j  -  i ) ( f  ( j  ) -  f  (i )), (3.1.35)
j
acting on bounded functions f  : A —  M. G  is the generator of the random walk 
with kernel as . For solutions to (3.1.34) we have the representation
Ct (i) =  V  Pt ( j  -  i ) C0( j ) +  2 f  Ps (0  -  i )E[ t r ( w) ( X 0 (t -  s))]ds,  (3.1.36)
j 0
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where Pt ( j  — i ) is the probability that the random walk with kernel aS starting from 
a point i , is in j  at time t .
In view of the biological background of the model, the representation in 
(3.1.36) can be understood in terms of a ‘historical process’ tracing back where 
ancestors of two individuals from colonies at 0 and i lived at previous times. The 
time the symmetrized random walk spends at the origin is the time the ancestors 
lived in the same colony, and hence had a chance of descending from a common 
ancestor.
This sort of reasoning works best when w is the Wright-Fisher diffusion matrix. 
In that case the system (3.1.2) is in duality with a system of delayed coalescing ran­
dom walks (see formula (4.1) in [23] or Lemma 2.3 in [34]) and all mixed moments 
of the type E  [X i (t ) Xj  (t)], E  [X i (t) Xj  (t) X k (t)],.. .may be expressed in terms of 
the dual model. This duality has been exploited in [34] to show the dichotomy 
between clustering and stable behavior for the Wright-Fisher diffusion on [0, 1].
For arbitrary w, the representation (3.1.36) is sufficient to derive Theo­
rem 3.1.3, but not to derive the convergence in (3.1.27). For 2-type models as 
in (3.1.16), this shortcoming can be overcome by using a ‘duality comparison ar­
gument’ as in [6] (see also [5]), which makes a comparison between models with 
arbitrary w and the special model with Wright-Fisher diffusion, for which cluster­
ing can be derived using duality.
3.1.7 Universality of the long-time distribution: Theorem 3.1.5
We give sufficient conditions for the convergence in (3.1.27) and for the uniqueness 
in distribution of the limit X ( to). For this we need to look at the differential 
equation
d Y ( t ) =  (0 — Y( t ) )dt  (t >  0), (3.1.37)
where 0 e  K  is a fixed parameter. By the convexity of K , the solution of (3.1.37) 
starting from a point x e  K :
Yx(t) =  0 +  (x — 0)e—t (t >  0), (3.1.38)
stays in K  for all time. Solutions to (3.1.37) are associated with a semigroup 
(T0,t )t> 0 on the space B (K ) of bounded measurable real functions on K , given by
(T0t f ) ( x ) := E [ f  (Yx(t))] =  f  (0 +  (x — 0)e—t) (x, 0  e  K , t >  0). (3.1.39)
We are going to compare equation (3.1.37) (non-zero drift, zero diffusion) with the 
non-interacting equation (3.1.19) (zero drift, non-zero diffusion).
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Let us assume that for each initial condition x e  K , the non-interacting equa­
tion (3.1.19) has a unique weak solution (Xx (t))t>0, and let us denote the associated 
semigroup on B ( K ) by
( S f ) ( x ) := E [f ( X x(t))] (x e K , t >  0). (3.1.40)
We add a ‘last element’ STO to this semigroup by defining
(Stof ) ( x ) := E [f  (Xx (to))] =  [  Fx ( d y ) f  ( y ) (x e  K , f  e  B ( K )),
Jk
(3.1.41)
where ( r x)xeK is the boundary distribution associated with w, introduced in
(3.1.22).
With this notation, we formulate a condition that will guarantee that the long­
time behavior of the non-interacting model is not changed by the introduction of a 
linear drift.
Definition 3.1.1 Let w be a diffusion matrix on K  such that weak uniqueness holds 
fo r  (3.1.19), and let ( r x )x eK be the associated boundary distribution. We say that 
(Fx) xeK is stable against a linear drift i f
StoT0jS t o f  =  T0j S t o f  V0 e  K , t >  0, f  e  B ( K ). (3.1.42)
Since STOSTO =  STO, we can read equation (3.1.42) as: STO and T0t  commute on 
functions of the form STO f .
For technical reasons, we will restrict ourselves to the case that
Sto( C(K)) c C ( K ). (3.1.43)
This condition guarantees that STO f  is a w-harmonic function for all f  e  C ( K ), 
where the space of w -harmonic functions is defined as
H  : = { f  e V ( G ) : G f  =  0}, (3.1.44)
with G  the full generator of the process in (3.1.19) and T>(G) its domain. In par­
ticular, C2 -functions are w-harmonic if and only if they solve the equation
=  0 (x £ K )- (3.1.45)
It turns out that condition (3.1.42) is equivalent to
T0J (H)  c  H  V0 e  K , t >  0. (3.1.46)
That is, for each 0 the space of w-harmonic functions is invariant under the semi­
group (T0,t )t >0.
With these definitions, our main result reads as follows.
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Theorem 3.1.5 Let X  be a shift-invariant solution to (3.1.2) such that C (X (0)) is 
spatially ergodic and
E [X i(0)] =  0 (i e  A ) (3.1.47)
fo r  some 0 e  K . Assume that weak uniqueness holds fo r  the non-interacting 
equation (3.1.19), that the associated boundary distribution is stable against a 
linear drift, that STO( C( K)) c  C(K ) and that H  is contained in the bp-closure o f  
C2 (K ) fi H. I f  the random walk with kernel aS is recurrent, then there exists a 
K A-valued random variable X ( to )  such that
X ( t ) ^  X ( to) as t — to, (3.1.48)
where
L( Xi ( t o ) )  =  F0 (i e  A).  (3.1.49)
The bp-closure of a set is the smallest set containing it that is closed under bounded 
pointwise limits.
Note that by Theorem 3.1.3, P[ Xt (to) =  X j ( to) Vi, j  e  A]  =  1. Thus, the 
fact that the boundary distribution is stable against a linear drift not only allows us 
to conclude that X ( t ) converges to a limit X ( to), it also allows us to completely 
specify its distribution. This distribution turns out to be universal in all recurrent 
random walk kernels aS and Abelian groups A , and in all diffusion matrices w 
sharing the same boundary distribution ( r x)xeK.
3.1.8 Harmonic functions: Lemma 3.1.6
To see what goes into proving Theorem 3.1.5, we mention the following:
Lem m a 3.1.6 Let X  be a solution to (3.1.2). Assume that weak uniqueness holds 
fo r  the non-interacting equation (3.1.19), that the associated boundary distribution 
is stable against a linear drift, that STO(C(K)) c  C(K ) and that H  is contained in 
the bp-closure ofC 2 (K ) if H. Then
E [ f  (X t ( t))] =  E f  Pt ( j  — i ) X j (0)) V f  e  H, i e  A , t >  0, (3.1.50)
where Pt ( j  — i ) is the probability that the random walk with kernel a starting from  
i , is in j  at time t.
The situation is particularly simple when Xt (0) =  0 for all i e  A. In that case
E [f  (Xi(t))] =  f  (0) V f  e H, i e A, t > 0. (3.1.51)
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For a 2-type model with diffusion matrix w as in (3.1.16), the class H  contains 
only affine functions x — a +  bx (a , b e  R), and (3.1.51) says no more than 
that the mean of the components is conserved. Since there is only one distribution 
on {0 , 1} with a given mean, it is then immediately clear (for recurrent aS) that 
there is only one possible long-time distribution for the process in (3.1.2). In the 
general higher-dimensional case, we need to specify a distribution on the effective 
boundary dwK , and for this we need the expectation of sufficiently many harmonic 
functions. We may describe (3.1.51) by saying that the ‘w-harmonic mean’ of the 
components is conserved.
3.1.9 Special models: Corollary 3.1.7
The proof of Theorem 3.1.5 uses a comparison argument, in the spirit of the ‘du­
ality comparison argument’ in [6]. In our comparison argument we use objects 
related to the special diffusion matrix
w%( x ) =  f  Fx(dy) (ya —x a) ( y fi—x fi) (x e  K , a , f i  =  1 , . . . , d ) .  (3.1.52)
K
We do not have a duality for the model with w*, but we can find an expression for 
second moments, which is enough for our purposes. For the special model with 
w =  Xw* (X >  0) the proof of Theorem 3.1.5 yields the following corollary.
Corollary 3.1.7 In addition to the assumptions in Theorem 3.1.5, assume that fo r  
some X e  (0, to)
w (x ) =  Xw*(x) (x e  K ). (3.1.53)
Then fo r  each t >  0, i , j  e  A , a, fi =  1 , . . . , d
E[ ( X«( t ) — 0a)(Xfi(t ) — 0fi)] =  w* f i ( 0 ) K( i , j ), (3.1.54)
where K^(i ,  j ) denotes the probability that two delayed coalescing random walks, 
each with kernel a, starting in points i and j  respectively, and coalescing with rate 
2X, have coalesced before time t.
3.1.10 Examples
We close this introduction by giving two examples of classes of diffusion matrices 
w satisfying the assumptions in Theorem 3.1.5.
The first example arises when we generalize the 2-type models mentioned in
(3.1.16) to p-type models in the following way.
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Example 3.1.8 (p-type models) Assume that K  is the (p-1)-d im en sion al simplex 
Sp-1, and that x — w (x ) is Lipschitz continuous and satisfies (compare (3.1.8))
J 2 z awaß(x)zß =  0 ^  z € (x € K ). (3.1.55)
a,ß
Then:
(a) Weak uniqueness holds fo r  the non-interacting equation (3.1.19). The boundary 
distribution is stable against a linear drift, S,,  (C(K )) C C(K ), and H  is contained 
in the bp-closure ofC2( H ) If H.
(b) The class ofw-harmonic functions consists o fa ll affine functions
x — a +  E ba x a (a , b 1, . . . , b d € M). (3.1.56)
a
(c) The associated special diffusion matrix is the Wright-Fisher diffusion matrix
w*aß(x) =  x a (8aß -  x ß) (x € K , a , ß  =  1 , . . . , d ) .  (3.1.57)
The second example is formed by the class of isotropic diffusion matrices (compare
(3.1.17)).
Example 3.1.9 (isotropic models) Assume that K  has non-empty interior K °, and 
let dK  :=  K \ K 0 denote its topological boundary. Assume that
Waß(x) =  Saß g ( x ) (x € K , a,  ß  =  1 , . . . , d )  (3.1.58)
fo r  some Lipschitz continuous function g  : K  —  [0, , )  satisfying
g (x ) =  0 ^  x € d K . (3.1.59)
Then:
(a) Weak uniqueness holds fo r  the non-interacting equation (3.1.19). The boundary 
distribution is stable against a linear drift, S ,  (C(K )) C C(K ), and H  is contained 
in the bp-closure ofC2( H ) if H.
(b) The class o f  w-harmonic functions is given by
a2
H ƒ  € C(K)  n c 2( ^ )  : £ ä f ( x )  =  0 on K°  j. (3.1.60)
a
(c) The associated special diffusion matrix is given by
w*ap(x) =  g *(x) (x E K , a , p  =  l , . . . , d ), (3.1.61)
where g* e C  (K ) n C 2 (K 0) is the unique solution o f
2 d xa 2‘
a
g*(x) =  0 (x € d K ).
(3.1.62)
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One can find a few more examples of diffusion matrices satisfying the assumptions 
in Theorem 3.1.5, but it turns out that these are mainly trivial variations on the 
two examples mentioned above. The message of Theorem 3.1.5 is that all these 
examples fall into the same framework. The common property that unites them is 
the stability of the boundary distribution against a linear drift.
In fact, we conjecture that this property is a necessary condition for the uni­
versality of the long-time distribution. If the boundary distribution is not stable 
against a linear drift, it seems likely that still X ( t ) converges weakly to some limit 
as t —  to , although we do not know how to prove this for infinite A. But we 
believe that in this case the law of X ( to) will depend on the choice of the recur­
rent kernel aS and the Abelian group A. However, we have at present very little 
knowledge about the nature of this dependence.
In conclusion, we have found that the ‘duality comparison argument’ devel­
oped in [6] is linked to universality of the long-time distribution of solutions to
(3.1.2). A similar relation between comparison arguments and universality has 
been found for models on the hierarchical group £2N with N  large in [1, 10, 21]. 
There, the system in (3.1.2) is studied by means of a renormalization transforma­
tion acting on diffusion matrices. Under iteration of the transformation, the renor­
malized diffusion matrices converge to a limit. In the clustering case a comparison 
argument shows that this limit is universal within a large ‘universality class’ of ma­
trices. This has been worked out for 2-type models in [1] and for isotropic models 
in [21]. The universal limit that is found is exactly the w* in formula (3.1.52). 
The conclusion we can draw from Theorem 3.1.5 is that the correct ‘universality 
classes’ of diffusion matrices one should look at are formed by all diffusion matri­
ces w that share the same boundary distribution ( r x )xeK . Furthermore, universal 
behavior can be expected only if this boundary distribution is stable against a linear 
drift.
3.2 Proofs of Theorems 3.1.1 and 3.1.2
3.2.1 Proof of Theorem 3.1.1
If A C A  is finite then C2 ( K A) is the space of real functions on K A that have a 
C2-extension to all of (M.d)A. Cfin (K A) consists of all functions that are the lifting 
to the larger space K A of a function in C2(K A) for some finite A C A.
Lem m a 3.2.1 The operator A in (3.1.10) with domain V( A)  in (3.1.12) is a 
densely defined linear operator on the Banach space C (K A), and satisfies the max­
imum principle.
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Proof of Lemm a 3.2.1: By the Stone-Weierstrass theorem, C2(K A) is dense in 
C ( K A) for each finite A C A.  Pick a bijection between A  and the positive integers 
and fix a point z E K . Define, for x e K a ,
nn (x) :=  (x 1, x2 , . . . , x n , z , z .). (3.2.1)
The sets n ( K A) are uniformly dense in K A, and since each f  E C ( K A) is uni­
formly continuous, it is the uniform limit of functions
fn(x) := f  (nn(x)) (3.2.2)
depending on finitely many coordinates. Hence Cfin(K A) is dense in C (K A).
To see that A satisfies the maximum principle, fix f  E (K A) and suppose 
that f  assumes its maximum in a point x . Fix an i E A.  Keeping all (xj)j  =  fixed, 
f  assumes its maximum as a function of the remaining variable in the point xi . By 
the convexity of K  it is easily checked that
E E  a(J ~  /')(*ƒ ~  x ? ) ^ f ( x )  <  0. (3.2.3)
j  a 1 
Condition (3.1.8) ensures that
J 2  -  ° ’ (3-2 -4)
ap 1 1
as can be seen by writing the matrix w( x ) in diagonal form:
H wa^ xi )^ 7 f { x )  =  H x ~^ x ) £ ^ f ( x)  (3-2-5)
ap 1 1  a
for an appropriate orthonormal basis (xa) of Md. By condition (3.1.8), the only 
non-zero terms in (3.2.5) occur for directions that lie in the space Ix, and for such 
directions the second derivative is non-positive. I
We equip K A with the Borel a  -field generated by the open sets. We write 
V Ka [0, to) for the cadlag functions from [0, to) to K A, equipped with the metric 
d  from chapter 3, section 5 of [16], which generates the Skorohod topology. By 
CKa [0, to) we denote the continuous functions from [0, to) to K A. On V Ka [0, to) 
we choose the Borel a  -field generated by the open sets of this topology. We equip 
the space of probability measures on VKa [0, to) with the topology of weak con­
vergence and we denote weak convergence of the laws of processes with sample 
paths in V Ka [0, to) by ^ .  Thus X n ^  X  means that
E [ f  (Xn)] — E [ f  (X)] as n — to (3.2.6)
for all bounded continuous real functions f  o n V Ka [0, to). By a solution to the 
martingale problem we always mean a solution with sample paths in VKa [0, to).
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Lem m a 3.2.2 For each probability measure on K A there exists a solution to the 
martingale problem fo r  A with initial condition ¡i. Each solution to the martingale 
problem fo r  A has sample paths inCK a [0, œ) .  The space o f  solutions to the mar­
tingale problem fo r  A is compact in the topology o f  weak convergence. I f  Xn, X  
solve the martingale problem fo r  A, then Xn ^  X  implies X n (t ) ^  X (t ) fo r  all 
t >  0.
P roof of Lemm a 3.2.2: Existence of solutions to the martingale problem for A 
follows from Lemma 3.2.1 in combination with Theorem 5.4 and Remark 5.5 from 
chapter 4 of [16].
The continuity of sample paths can be shown by Problem 19 from the same 
chapter: for this one needs to find for every x e K A a function f x e  T>(A) such 
that for every e >  0
inf{ f x ( y ) -  f x ( x) : x , y  e  K A, d ( x , y ) >  e} >  0 (3.2.7)
and such that limx^ y A f x ( y ) =  A f y (y ) =  0 for all x e K A. Instead of working 
with A, one may also use the closure of A. Applying Lemma 3.4.5 below and 
defining (yi)ieA as in (3.2.14), it is not hard to check that the functions
fx ( y ) :=  ^  Yi x  -  yi |3 (3.2.8)
i
satisfy the requirements.
Compactness of the space of solutions follows from Lemma 5.1 and Re­
mark 5.2 from chapter 4 of [16]. Finally, weak convergence in path space of solu­
tions X n to the martingale problem for A implies convergence of finite-dimensional 
distributions by Theorem 7.8 from chapter 3 of [16] and the continuity of sample 
paths. I
P roof of Theorem 3.1.1: Existence of solutions to the martingale problem for A is 
guaranteed by Lemma 3.2.2. Corollary 3.4 from chapter 5 of [16] generalizes in a 
straightforward way to the infinite-dimensional case, and so for each solution to the 
martingale problem for A we can find a weak solution to the stochastic differential 
equation (3.1.2).
We next show that for each shift-invariant initial condition ¡i, there exists a 
shift-invariant solution to (3.1.2). It suffices to construct a shift-invariant solution 
to the martingale problem for A. We define a shift operation on VKa[0, œ )  in the 
obvious way, by putting
(7}x)i (t) := x t - j (t) (i, j  e A, t > 0). (3.2.9)
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Let X  be a solution to the martingale problem for A with initial condition 
C ( X (0)) =  /i. By Lemma 3.3.3 below, there exists a sequence of functions 
p n : A —  [0, to) such that E i p n (i) =  1 for each n and
lim | pn (i -  k) -  pn ( j  -  k )| =  0 Vi, j  E A.  (3.2.10)n—TO k
Let (X n) be a sequence of processes with sample paths in VKa [0, to) with law
C(Xn) =  £  pn (k)C(TkX). (3.2.11)
k
Then each Xn solves the martingale problem for A with initial condition 
J2k p n( k ) ( t  ◦  T - 1) =  i ,  where we use that ft is shift-invariant. By Lemma 3.2.2 
we can find a subsequence (Xn(m)) and a solution X TO to the martingale problem 
for A such that X n(m) ^  X TO. Clearly X TO has initial condition £ ( X TO (0)) =  t  
and for any bounded continuous real function f  o n V Ka [0, to) we have
| E [ f  (TjXn(m))] -  E  [ f  (Xn(m)) \ I
=  \ J 2  p«m)(k)E [f  (TjTkX)] -  £  p Mm)(k)E [f  (TkX)]
[ k i
=  \ £  p„im,(k -  J )E [ f  (TkX)] ^  p„im( k )E [ f  (7kX)]
k i  
— ^  \p n(m) (k j  ) p n(m) (k) 1 \^f  II TO • 
k
(3.2.12)
By (3.2.10) it follows that TjX to and X TO have the same distribution as a proba­
bility measure on V Ka [0, to ), which implies that their finite-dimensional distribu­
tions agree. Hence X°° is shift-invariant. I
3.2.2 Proof of Theorem 3.1.2
Define a normalized interaction kernel a and a normalizing constant Z  by
Z :=  a ( i) a ( i) :=  Z -1a (i). (3.2.13)
i
For each M  >  1 there exist [38] strictly positive numbers (yt )t eA such that E i Yi <  
to and
5 ^  a  (j  -  i )Yi — M yj ( j  E A). (3.2.14)
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Let L (y ) be the Hilbert space
L 2(y)  := {x E ^ d)A : J 2  Yi x \2 <  to }  (3.2.15)
i
with inner product
(x, y  )y : = ^ 2  Yixt • y t , (3.2.16)
i
where • denotes the standard inner product on IB^ . Clearly, K A C L 2 (y)  and 
the topology on K A coincides with the topology on L2 (y).  We write ||x ||Y : =  
■yj(x, x ) Y for the Hilbert norm on L2 (y).
Set A( t ) := X ( t ) -  X ( t ), where X  and X  are solutions to (3.1.2), starting in 
X (0) =  X (0) and adapted to the same set of Brownian motions. Then
d A « ( t ) =  Z j ^ a ( j  -  i ) ( A j ( t ) -  A “ (t))dt
j  ~ p (3.2.17)
+  ^ (aap(Xi ( t )) -  aap(Xi ( t ) ) )dBp( t ).
P
By Ito’s formula we see that
E IIA(T )||Y =  (  e { 2 E E  Yi A f ( t ) Z  E  a  ( j  -  i ) ( Aj  (t) -  A i  (t))
" 0 i a j
1Y | i v 7 ^ j
+  Yi^2i (aaP( X i ( t)) -  aaP( X i (t )))2j d t ­
i ap
(3.2.18)
By the Lipschitz property of a  we have
I
-  Vap(y))2Y  <  L \ X  -  y \  ( x , y  e  K )  (3.2.19)
ap
for some L <  to. With (a A( t  ))ca := E j  a ( j  -  i ) A j  (t) it follows that
EIIA(T)||Y — ƒ  E { 2Z (A( t ), a A ( t ) -  A ( t ))y +  L 2||A (t)||2y }dt
— ƒ  e { 2Z (||A (t)Hy \\aA(t)Hy - H A ( t )||2y) +  L2|| A (t) $  } dt
0 T
< /  (2Z(M^ — 1) +  L2)E\\A(t)\\2dt,
0
(3.2.20)
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where we used Cauchy-Schwarz and the fact that, by Jensen’s inequality and by 
(3.2.14),
2
\axIIY
I ____  2
=  1 2  Yi | 1 2  a ( j  -  i )xj  — 1 2  Yia ( j  -  i ) \xj \2
' j  2 2 ij (3.2.21)
— Y ^  MYj  \xj \2 =  M \x \2 .
j
The result now follows from Gronwall’s lemma. I
3.3 Proofs of Theorem 3.1.3 and Lemma 3.1.4
3.3.1 Proof of Lemma 3.1.4
Note that, since any solution X  to (3.1.2) solves the martingale problem for the 
operator A in (3.1.10), we have for any f  E (K A)
E [ f  ( X( t ))] -  E [ f  ( X (0))] = [  E [ A f  (X(s)) ]ds.  (3.3.1)
0
Using the continuity of A f , the continuity of the sample paths of X, and bounded 
convergence, we see that the function t — E [A f  ( X( t ))] is continuous. It follows 
that the function t — E [ f  ( X( t ))] is continuously differentiable and satisfies
=  E [ A f ( X ( t ) ) l  (3.3.2)
Applying the remarks above to the function f  (x) =  xf  and using bounded conver­
gence to interchange an infinite sum and expectation, we see that
£ E[ X? ( t ) ]  =  -  £[A-“]). (3.3.3)
When X  is shift-invariant, there clearly exist functions 0 : [0, to) — K  and C  : 
[0, to) x  A —  M. such that
E  [ X a (t)] =  0a (t) 
Cov(Xi(t), X j ( t )) =  Ct ( j  -  i ) (t >  0, i , j  E A,  a  =  1 , . . . , d ). (3.3.4)
Applying this to (3.3.3), we see that §j0(t)  =  0 and hence
for some 0 K .
E[Xi (t)] =  0 (t >  0, i E A) (3.3.5)
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Let us put X i := X i -  0 . Applying (3.3.2) to the function f  (x) =  E a (xf -  
0 a) (xj  -  0 a), using bounded convergence to interchange an infinite sum and ex­
pectation, we get
£ C o v (* f( 0 ,* / ( 0 )
=  £ a (k -  l )e [ ^ ( X l ( t ) -  X?( t ) ) ( 8u X ] ( t ) +  8j i Xa( t ))] (3.3.6)
k ,l a
+28i j E [ t r(w)(  X  (t))].
Inserting (3.3.4) we get
j j C t ( j  — i) =  a (k — i) (Ct ( j  — k) — Ct (J — i )) 
k
+ a( k -  j  ) ( c t (k -  i) -  c t ( j  -  i)) (3.3.7)
+28i j E [ t r(w)(  X  (t))].
Substituting i := j  -  i , ƒ :=  k -  i and k := j  -  k and reordering the summations, 
we find that
j-tCt (T) = Y a ( J ) ( C t ( i  -  J) -  Ct (J))
j
+  y  ' a ( - k ) ( C t (1 -  k ) -  Ct (1)) (3.3.8)
+28*0 E [ t r(w)(  X  (t))].
This shows that formula (3 .1.54) holds. I
3.3.2 Random walk representations
Let B( A)  be the Banach space of bounded real functions on A, equipped with the 
supremum norm. The operator G in (3.1.35) is a bounded linear operator on B(A).  
We define a Feller semigroup on B(  A)  by
P , f  := e'Gf ,  (3.3.9)
where etG :=  This semigroup corresponds to a continuous-time
random walk (It) t> 0 on A  that jumps from i to j  with rate aS( j  -  i ). By shift- 
invariance there exists a function P  : [0, t o)  x  A  —  M such that
Pt ( j  -  i ) =  P i [It =  j ]. (3.3.10)
We can consider Pt ( j  -  i ) as the (i , j  )-th element of the matrix of the operator Pt 
in (3.3.9), in the following sense
(Ptf ) ( i ) =  J 2  P, (j  -  i ) f  ( j ). (3.3.11)
j
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Lemm a 3.3.1 Assume that f ,  g  : [0, to) — B( A)  are continuous functions, 
where t — f t ( i) is continuously differentiable fo r  each i E A  and
§;ft(i) =  1 2 as ( J - 0 ( f t ( J ) - f t ( 0 ) + g t (i) ( t >  0, / €  A). (3.3.12)
Then
/> t
t - s (j ) d s  (t >  0, i e  A).f t  (i ) =  ^  Pt ( j  -  i )fo ( j  ) +  f  ^  Ps ( j  -  i )gt- 
j  0 j
(3.3.13)
P roof of Lem m a 3.3.1: We define derivatives and Riemann integrals of B(A)-  
valued functions as in [16], chapter 1. In that language, we would like to rewrite 
(3.3.12) as
9 f t  =  Gf  +  gt ( t >  0). (3.3.14)d t
However, care is needed because it is not immediately clear that the derivative 
j-( f : =  lime^o s ~ l ( f +e — f )  exists in the topology on B(  A).  To see that this is 
all right, we note that the function
t — Gf,  +  g, (3.3.15)
is continuous in t and therefore
t — f  ( G f  +  gs)ds (3.3.16)
0
exists and is a continuously differentiable B(A)-valued function. Formula (3.3.12) 
implies that
f t  =  f  ( G f  +  gs)ds  (3.3.17)
0
and it follows that t — f t is continuously differentiable and (3.3.14) holds. Let 
(It ) t> 0 be the continuous-time random walk with kernel aS. This process solves 
the martingale problem for G , and therefore
t )] -  i i E i [
Jo,
=  E [fo(It )] +  f  E [gt-s(Is)]ds.
0
9 1“  ' ^ J J t - s J V s J l U *
(3.3.18)
This is formula (3.3.13).
102 CHAPTER 3. CLUSTERING AND UNIVERSALITY
3.3.3 Spatially ergodic measures
The o  -field of shift-invariant events is
S  : = { A  e B ( K A) : T- 1(A) =  A Vi e  A}.  (3.3.19)
A probability measure i  on K A is spatially ergodic if for every A e S  either 
H(A) =  1 or ¡i(A) =  0. We state the following standard ergodic theorem in L2 
without proof (see [24]).
Lem m a 3.3.2 For n =  1, 2 , . . . ,  let p n : A —  [0, t t )  be functions satisfying 
Pn (i) =  1 and
lim |Pn(i -  k) -  Pn(j  -  k )| =  0 Vi, j  e  A.  (3.3.20)n k
Let X  =  (Xi )i eA be a fam ily o f  K -valued random variables with shift-invariant 
ergodic law C (X). I f  E  [X 3] =  0, then
lim E [ |0  -  y  Pn(i )Xf I 1 =  0 . (3.3.21)n — tt  LI I Ji
In our case, probability distributions p n satisfying (3.3.20) will arise in the follow­
ing way.
Lem m a 3.3.3 Let P  : [0, t t )  x  A —  M be as in (3.3.10). Then fo r  any i , j  e  A:
lim Y  |Pt (i -  k ) -  Pt ( j  -  k ) | =  0. (3.3.22)
t —tt k
Proof of Lemm a 3.3.3: We use the Ornstein coupling [25]. To see how this works 
for random walks on arbitrary Abelian groups, let A C A  be a set such that aS (k) >
0 for each k e  A  and such that of each k e  A  with aS (k) > 0 , either k or - k  (but 
not both) is in A. By irreducibility, we can decompose j  -  i as
j  -  i = Y  n(k)k, (3.3.23)
k eA
where n(k) e Z and only a finite number of n(k) ’s are non-zero. We may couple 
two random walks starting in points i and j  in such a way that they always make 
a jump of size k or - k  at the same time. They choose k or - k  independently of 
each other, until the walk starting in j  has made n(k) more of these jumps than the 
walk starting in i . After that, they choose either both k or both - k . This coupling 
is obviously successful and Lemma 3.3.3 now follows easily. I
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3.3.4 Proof of Theorem 3.1.3
The proof consists of several steps.
X ( t t )  is an invariant law: By this we mean that there exists a shift-invariant 
solution X tt  to the martingale problem for the operator A in (3.1.10) such that
C ( X t t (t)) =  X ( t t )  Vt >  0. (3.3.24)
To see this, define solutions to the martingale problem for A by
Xn( t ) := X(tn +  t ), (3.3.25)
where (tn) is some sequence tending to infinity. By Lemma 3.2.2 we can find a 
subsequence (X n(k)) that converges weakly to some solution X tt  to the martingale 
problem for A. Now
C ( X t t (t)) =  lim £ (X(tn +  t )) =  C ( X ( t t ) )  Vt >  0, (3.3.26)n—tt
where the limit denotes weak convergence of probability measures on K A. It is 
easy to see that X tt  is shift-invariant.
R ecurrent aS, P  [X i ( t t )  e  dwK  Vi e  A]  =  1: Let us write
Cov(X t t ( t ), X t t (t)) =  C t t ( j  -  i ) (3.3.27)
for covariances belonging to the process X tt  constructed above. We can apply 
Lemma 3.1.4 to this process. Lemma 3.3.1 now leads to the representation
C t t ( i ) - V  Pt ( j  -  i ) C t t ( j ) =  2 f  Ps (0  -  i ) E [ t r (w) ( Xt t ( t  -  s ))]ds.  (3.3.28) 
j  j 0  
By the compactness of the state space K , the left-hand side of (3.3.28) is bounded. 
The right-hand side is equal to
2E[ t r ( w) ( X 0 ( t t ) ) ]  i  Ps (0 -  i )ds.  (3.3.29)
0
By the recurrence of the random walk with kernel as , the integral in (3.3.29) di­
verges as t tends to infinity, and therefore (3.3.28) can only hold if
E [tr(w)(X0 ( t t) ) ]  =  0. (3.3.30)
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This proves that P  [X0( t t )  e dwK ] =  1 and by shift-invariance
P [ X i ( t t )  e  dwK Vi e  A]  =  1. (3.3.31)
Recurrent as , P [X i ( t t )  =  Xj  ( t t )  Vi , j  e  A]  =  1: Applying Lemma 3.1.4 to 
the process Xt t  , we see that
JLQ°°(/) =  J 2 as(J -  0 ( C™( j )  -  Q°°(0) +  28i0E[t r(w)(X™(t ) ) ] .  (3.3.32)
j
Here Ct t ( i ) =  C t t (i), where we use the notation
Cov(Xi ( t t ) ,  Xj  ( t t ) )  =  C t t ( j  -  i ). (3.3.33)
Note that =  0, while E[ t r ( w) { X™(/))] =  0 by (3.3.30). Inserting this
into (3.3.32), we get
J ^ a s (j  -  i ) ( Ct t ( j ) -  C t t (l)) =  0. (3.3.34)
j
This means that C tt  is a bounded as -harmonic function. By the Choquet-Deny 
theorem (which follows easily from Lemma 3.3.3 -see [25], Chapter II, Theorem 
1.5) it follows that C tt  is constant. We write X i (t) := X i (t) -  0 with 0 as in 
Lemma 3.1.4 and note that by Cauchy-Schwarz
C t t ( j  -  i ) =  E [Xi ( t t )  • X j ( t t ) ]
~ n 1 ~ n 1 ~ n ™ (3.3.35)
< E[\Xi(oo)\  E[ \Xj (oo) \  =  E [|X0(oo)|2] =  C°°(0), V '
where equality holds if and only if P  [Xi ( t t )  =  X j ( t t ) ]  =  1. This proves that
P  [Xi ( t t )  =  X j ( t t )  Vi , j  e  A] =  1. (3.3.36)
Transient as , P [X i ( t t )  e  dwK ] <  1 Vi e  A:  We start by noting that the ergodic- 
ity of £ ( X (0)) implies that for each i e  A
0 .l i m y ;  Pt ( j  -  i )C0 ( j ) =   (3.3.37)t
To see this, write X i (0) :=  X i (0) -  0 as before and note that by Lemma 3.3.2 and 
3.3.3
lim E | Pt ( j ) Xj (0)|2] =  0. (3.3.38)
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Here
I 12
E [ | £  Pt ( j )X j (0) | 1 =  ^  Pt ( j ) Pt ( k) E[Xj (0)X k(0)] 
j  jk 
=  | ]  Pt (J) Pt (k)C0(k -  j )
jk
=  £  P t ( j )P, (i +  j ) C 0( i ) (3.3.39)
ij
=  £ (  T . P ' (J )P<(i -  J >)C0(i) 
=  £  P2, (i )C0(i ),
where all infinite sums are absolutely convergent and we have used that, by the 
symmetry of a s , Pt ( i) =  Pt ( - i ). Formula (3.3.38) and (3.3.39) show that (3.3.37) 
holds for i =  0. Using Lemma 3.3.3 we can easily generalize this to arbitrary
i e  A.
By Lemma 3.1.4 and Lemma 3.3.1 we have the representation
Ct ( i) =  V  Pt (J -  i )C 0 ( j ) +  2 ƒ  Ps (0  -  i ) E[ t r ( w) ( X0 (t -  s))]ds.  (3.3.40)
j 0
Taking the limit t — t t  we get with the help of (3.3.37) that
C 00(i) =  lim 2  f  Ps (0  -  i )E[ t r ( w) ( X0(t -  s))]ds
t—tt  j 0  f  t t  (3.3.41)
=  2E[ t r ( w) ( X 0 ( t t ) ) ]  I Pt (0 -  i )dt ,
0
where we use the notation in (3.3.33). Let us assume for the moment that 
E[ t r ( w) ( Xo(tt))]  =  0. Then P [X 0( t t )  e  dwK ] =  1. On the other hand,
(3.3.41) gives C (0) =  0 and hence P [X0( t t )  =  0 ] =  1. This contradicts our 
assumption that 0 g  dwK  and we conclude that E[ t r ( w) ( X 0 ( tt) ) ]  >  0. Therefore 
P  [X 0( t t )  e dwK] < 1 and the claim follows from shift-invariance.
Transient as , P  [X i ( t t )  =  X j ( t t ) ]  < 1 Vi =  j  e  A:  Let (It)t>0 be the random 
walk with kernel as . Let Ti be the stopping time
Xi ■= inf{t > 0 : It =  i } (i e  A).  (3.3.42)
It is easy to see that for all i e  A
/> tt /> tt
/ Pt (0  -  i )dt  =  P l [t0 <  t t ]  l Pt (0 )dt .  (3.3.43)
0 0
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Let us assume that for some i =  0 we have P l [ t0 <  t t ]  =  1. Then by the 
symmetry of the random walk, also P 0[ti <  t t ]  =  1. But this implies that the 
random walk starting in 0 visits 0 infinitely often, which contradicts our assumption 
that it is transient. It follows that P 1 [ t j  <  t t ]  <  1 for all i =  j . Combining 
(3.3.43) and (3.3.41) we can conclude that
C t t (i) <  C t t (0) Vi =  0. (3.3.44)
Now Cauchy-Schwarz in (3.3.35) implies that P[ Xi ( t t )  =  X j ( t t ) ]  <  1 for all 
i ^ j -  ■
3.4 Proofs of Theorem 3.1.5, Lemma 3.1.6 
and Corollary 3.1.7
3.4.1 Potential theory
In this section we collect some elementary facts about w-harmonic functions from 
potential theory. We assume that for each x e K , the non-interacting equation
(3.1.19) has a unique weak solution X x with initial condition X x (0) =  x . We 
denote its last element by X x( t t ) .  We denote the semigroup on B ( K ) associated 
with (3.1.19) by (St)t> 0 and we add a last element Stt  as in (3.1.41). Restricted 
to the smaller domain C (K ) C B ( K ), the (St)t>0 form a Feller semigroup, whose 
generator we denote by G . Note that V (G ) C C (K ).
Lem m a 3.4.1 For each solution X  to (3.1.19)
P [ X ( t t )  e  dwK ] =  1. (3.4.1)
Proof of Lem m a 3.4.1: Since X  is a bounded martingale, it converges. Now the 
lemma is just a special case of Theorem 3.1.3. I
Lem m a 3.4.2 Assume that St t (C(K)) C C ( K ). Consider sets H , H ', H", H h 
defined as
H  
H ' 
H  " 
H
=  { f  e V  (G ) : G f  =  0} 
=  { f  e C  (K ) : Stf  =  f  Vt e  [0, tt]}  
=  { f  e C  (K ) : Stt f  =  f } 
=  {S tt0  : 0  e C (K )}
(3.4.2)
Then H  =  H' =  H " =  H "'. For each 0  e  C(K ) there exists a unique f  e  H  such 
that
f  (x) =  0 (x ) (x e dwK) (3.4.3)
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and this f  is given by
f  =  S tt0 . (3.4.4)
P roof of Lemm a 3.4.2: It is easy to see that H  C H' C H" C H '”. To see 
that H C  H , note that 0 ( X ( t )) — 0 ( X ( t t ) )  almost surely, so bounded con­
vergence implies that Ex[ 0 ( X( t ))] — E x[ 0 ( X ( tt) ) ]  for each x e K . Since 
|E x[ 0 ( X( t ))]| <  \\0\\t t  <  t t ,  it follows that St0  — St t 0  as t — t t  in the sense 
of bounded pointwise convergence. Therefore
(StS t t 0 ) ( x ) =  lim (StSs0 ) ( x ) =  (St t 0) (x) (x e  K ). (3.4.5)s —t t
It follows that t -1 (St -  1)St t 0  =  0 for all t , so
lim t -1 (St -  1)Soo0  =  0 (3.4.6)
t— 0
in the topology on C(K ) and this proves that H'" C H .
By (3.4.2), St t 0  e  H  for each 0  e C (K ). To see that f  := St t 0  solves (3.4.3) 
it suffices to note that for each x e dw K  the process
X (t) := x (3.4.7)
solves (3.1.19). To see that f  is the unique w-harmonic function satisfying (3.4.3), 
suppose that f  e  H  is another one. Then by (3.4.2) and by Lemma 3.4.1
f  =  Stt  f  =  St t 0  =  f .  (3.4.8)
■
In the proof of Theorem 3.1.5 we will make use of the function v*, given by
v*(x) =  t r ( w *), (3.4.9)
where w* is the special diffusion matrix mentioned in (3.1.52). The following 
lemma collects some elementary facts about v*.
Lem m a 3.4.3 Assume that St t (C(K)) C C(K ). Then there exists a unique func­
tion v* e  (G) such that
v*(x) =  0 (x e  dwK).
This function v* satisfies
v *(x) >  0 x e K
v*(x) =  0 &  x e  dwK ,
(3.4.10)
(3.4.11)
and is given by the formula
v * (x) =  Var (Xx ( t t ) ) .  (3.4.12)
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Proof of Lem m a 3.4.3: We write x 2 for the function x i-^ - \x\2. Then
Gx 2 =  2t r(w) .  (3.4.13)
Thus, (3.4.10) can be rewritten as
G ( v * + x 2) =  0
(v* +  X 2 )  =  X 2
on K 
on dw K .
(3.4.14)
Lemma 3.4.2 shows that v* +  x 2 can be uniquely solved from these equations. 
Using the fact that X x solves the martingale problem for G we see with the help of
(3.4.10) and (3.4.13) that
E Xx ( t t )  -  x
/> tt
=  2 E [ t r(w)(  X  (t ))]dt
0
=  - E  [v*( Xx ( tt) ) ]  +  v * (x).
(3.4.15)
Lemma 3.4.1 implies that E [v*(X x ( t t) ) ]  =  0 and so we see that (3.4.12) holds. 
Formula (3.4.12) immediately implies that v*(x) > 0. Finally v*(x) =  0 implies 
Var(Xx( t t ) )  =  0 so that X x( t t )  =  x , and by Lemma 3.4.1 this in turn implies 
that*  G dwK.  I
2
3.4.2 Infinite-dimensional differentiation
We will need to extend the domain of the operator A in (3.1.10) to include functions 
depending on infinitely many coordinates. In order to do this properly, we intro­
duce the space C2um(K A) of functions with summable continuous second deriva­
tives. For a function ƒ  : (IRd)A -> I w e  define f ( x )  in the usual way.
C2((Md)A) is the class of functions for which all zeroth, first and second order 
derivatives are continuous functions on (K^)A. C2 (K A) is the set of funtions on 
K A that can be extended to functions in C2(Md). C2um(K A), finally, is the space of 
functions in C2 (K A) for which
* ^  ( 4 / « & " • ’
,a,p=1,...,d (3.4.16)
' dx fd x1!  '  ’j
are continuous maps from K A into l 1 ( { 1 , . . . , d } x  A)  and l 1 ( { 1 ,. . . ,  d  }2 x  A2), 
respectively, spaces of absolutely summable sequences, equipped with the l1-norm.
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Lem m a 3.4.4 For i , j  e  A  and a,  )  =  1 , . . . , d ,  let bia  and aij ,a)  be functions in 
C (K  A ) satisfying uniform bounds
\\b, <  M 1
\aij,a) lltt <  M 2
Vi e  A , a  =  1 , . . . ,  d  
Vi, j  e  A,  a,  )  =  1 , . . . , d .
(3.4.17)
Then fo r  each f  e C 2um( K A) and fo r  a ll finite A n C A  with A n f  A, the limit
lim
n (  1 2  bi,a(x ) d xa +  y aij M X) dxudxP i J
2
ijeAn, a)
(3.4.18)
exists in the topology onC  (K A) and does not depend on the choice o f  the An.
Proof of Lem m a 3.4.4: We treat only the convergence of the first order derivatives; 
the argument for second order derivatives is then the same. Define operators (An) 
by
(A„f ) ( x)  := Y  (3.4.19)
i eAn ,a
For each n <  m and for each f  e  C2um(K A) we have
IIA n f  -  A m f  ||tt =  sup
(eK a
12
ieAm\Ani a
<  M 1 sup
xeKA ieA\An,
d x‘r f  (x )
(3.4.20)
The functions gn : K  — l 1 ( { 1 , . . . , d  } x  A)  given by
gn(x) := Y
ieA\An, a
(3.4.21)
are continuous functions decreasing to zero as n — t t ,  and hence by Dini’s the­
orem gn —  0 uniformly. Thus we see by (3.4.20) that the sequence (Anf ) is a 
Cauchy sequence in the Banach space C(K A).
To see that the limit does not depend on the summation order, observe that for 
each x K A
< . (3.4.22)
This means that we can write
lim (Anf ) ( x )  =  1 2 bi A x ) l ^ f ( x ) ’t J ux i (3.4.23)
d
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where the sums are pointwise absolutely convergent so that the result does not 
depend on the summation order. I
For each i e  A  and a, p  e  { 1 , . . . , d } the maps
x — wap(xi )
(3.4.24)
are continuous on K A and satisfy the uniform bounds
x e K A
sup
xeK A
sup sup
a' y,zeK
y a -  z 01
(3.4.25)
< sup \\Wa'p' | |^ .  
a' p'
sup I Y a ( j  -  i ) ( x j  -  x a) <  (  Y a (k ) \
A ' j   ^ *
Wap(xi)
Therefore, by Lemma 3.4.4, the operator 
(A' f ) (x)  :=  ~  +  Y wc'ft(xi ) j j ^ ' ) f ( x ) (3.4.26)
i,a j  i,ap ' '
is well-defined on C2um(K A), where the infinite sums are convergent in C(K A) and 
the result is independent of the summation order. We now show that A is a core for
A '.
Lemm a 3.4.5 Let A be the closure o f  the operator A in (3.1.10), and let T>(A) be 
its domain. Then C2um( K A) C T>(A) and
(.A f ) ( x ) =  ( Y  J 2 a(J  ~  0 ( x]  ~  O a f «  +  (3-4.27)
i,a j  i,ap i ’
fo r  each f  e Clum( KA) .
Proof of Lem m a 3.4.5: We have to show that for each f  e C2 (K A) there exist“ sum v '
f n e  V (A)  such that f n — f  and A f n — A f , with A  as in (3.4.26). Fix 
f  e  C2um ( K A) and define nn, f n as in (3.2.1) and (3.2.2), so that f n — f  . I t  is 
easy to see that there exists a constant C such that
IIAfn(x) -  A ' f  (x) ||c
<  C sup ( J 2  I a!? ƒ»(*) -  af? ƒ (* ) +  J 2
xeKA  '  i,a i,ap
<  C sup I Y  k a ^ /X ^ C * ) )  -  ¿ “ /C*
x e K A \  i<n, a
+ E {4 ^ f){ll"{x))~i <n,ap
dxadxi
+  E
fn (x ) dxadxi f  (x)
3 
dx“ f  (x)
d xa d xf f  (x) +  Ei >n,ap d xa d x‘t
(3.4.28)
2 2d d
d 2 2d
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By the compactness of K A, the maps
a=1,...,d
x — ( f i x ) ) “
a,p = 1,...,d 
jeA
are uniformly continous with respect to the norm on the spaces I1 ({1, . 
and 11( { 1 ,. . . ,  d }2 x  A2). This implies that
lim sup y  I -  -¿a f i x )i^ -on „ f J dXi dXiteKA i,
=  0,
(3.4.29) 
. , d } x  A)
(3.4.30)
and similarly for second derivatives. Finally, by Dini’s theorem (see (3.4.21))
lim sup V  \ ^ f ( x )» f 4 dXin A xeKA -
=  o, (3.4.31)
i >n,a
and similarly for second derivatives, so A fn — A' f .
2d
3.4.3 Proof of Lemma 3.1.6
The model with zero diffusion: In the special case where w =  0, the system of 
stochastic differential equations (3.1.2) reduces to
d X i ( t) =  a (J -  i ) (Xj  (t) -  X t (t ) )dt  (i e  A,  t >  0). (3.4.32)
jeA
By Theorems 3.1.1 and 3.1.2 this system of equations has a unique solution. We 
can write down the solution of (3.4.32) explicitly in terms of the random walk on 
A  that jumps from i to J with rate a(J -  i ). Let Pt (J -  i ) denote the probability 
that this random walk, starting in i at time 0, is in j at time t . Then the unique 
solution of (3.4.32) is given by (see Lemma 3.3.1)
X t (t) =  £  Pt (J -  i )X j (0). (3.4.33)
j
Let (Pt )t> 0 be the semigroup on B(  A)  associated with the random walk with kernel 
a (see section 3.3.2). Let us denote by (Rt )t> 0 the Feller semigroup on C ( K A) 
associated with the process in (3.4.32):
( R t f ) ( x ) := E [f ( X x(t))] =  f (Ptx ). (3.4.34)
Applying Lemma 3.4.5 to the case w =  0, we see that the generator of (Rt)t> 0 is 
an extension of the operator
(B f ) ( x ) :=  E E  a(J -  i )(xj  -  xt)-£srf(x)  (3.4.35)
i,a J i
with domain V (B ) :=  C2 (K A).
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Evolution of harm onic functions: We now set out to prove Lemma 3.1.6. We
fin (start with the case f  e  C2 (K ) if H . Fix i e  A,  and let h e  ifin(K A) be given by
h( x) := f  (xi). (3.4.36)
In the language above, we want to show that
E [h(X (t))] =  E  [(Rth ) ( X  (0))]. (3.4.37)
It is not hard to see that Rth e  C2um(K A) for each t >  0, where by (3.4.34)
i ; (R,h)(x)  =  P,<k -  ~  '>*<)
/ J 2 \  (3.4.38)
dxad7 (Rth){x) =  P t (k -  i ) P t (l  -  / ) ( ^ / ) ( E  P' U -  i ) X j ) .
1 J
General theory (see [16], chapter 1) now tells us that t — Rfh is continuously 
differentiable in C(K ) and
l t Rth =  B R th, (3.4.39)
with B the operator in (3.4.35). By Lemma 3.4.5, X  solves the martingale problem 
for the operator
A' :=  B +  C,  (3.4.40)
where
( Cf ) ( x)  := Y  (3.4.41)
i,aß Xi Xi
and V( A' ) =  C2 ( K A). It follows that
E[ ( R0h) (X(T) ) ]  -  E[ ( RTh ) ( X m ]  =  E f  (B +  C +  ^ ) ( R T. th) (X( t ) ) dt
Jo>T
=  E f  ( CRt - th) (X( t ) )dt .
o
(3.4.42)
By (3.4.38) we have, for any x E K A
0C R T- th) (x) =  Y p T- t ( j  ~ i ) 2 Y WaP(xJ ^ { d Â ^ f ) Ç l l Pt ( j
j  aß j
(3.4.43)
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Using Lemma 3.4.2 it is not hard to see that the stability of the boundary distribu­
tion against a linear drift is equivalent to formula (3.1.46). The semigroup (T6 t)t>0 
maps differentiable functions into differentiable functions, and hence
Te,t {C2 (K ) f  H ) c C 2 (K ) f  H  V6 e  K , t >  0. (3.4.44)
This means that GT6t f  =  0 for all f  e C 2( K ) f  H  and 6 e  K , t >  0, which says 
that for any x e  K
Y  +  (x ~  ° ) e~t))
ap
=  e~2t Y  +  (1 -  e~t)0) =  0 (3.4.45)
ap
V f  e C 2 ( K ) f  H , 6 e  K , t >  0.
For the x here we insert the xi in (3.4.43) and we fit 6 and t such that e- t  =  Pt (0) 
and (1 -  e - t ) 6  =  =i Pt(J -  i ) x j . Inserting this into (3.4.43) we see that each 
term in the sum over J there is zero, and therefore (3.4.42) gives
E  [ f  (X t ( T ))] =  E f  Pt (J -  i )X j (0 ))]. (3.4.46)
J
To generalize this to arbitrary f  e  H  it suffices to note that the set of functions 
ƒ  G B( K)  for which (3.4.46) holds is bp-closed. I
3.4.4 Proof ofTheorem 3.1.5
Com parison argum ent: The function x — t r ( w) ( x ) is continuous, takes only 
non-negative values, and satisfies
t r ( w) ( x ) =  0 ^  x e  dwK . (3.4.47)
The same is true for the function x — v*(x) (see Lemma 3.4.3) and therefore for 
each e >  0 we can find a X >  0 such that
t r ( w) ( x ) >  X(v*(x) -  e) (x e K ). (3.4.48)
When we insert this inequality into formula (3.1.34) in Lemma 3.1.4 we see that 
for all i e  A,  t >  0
Ct (i) > Y  as (J -  i )(Ct (J) -  Ct (i)) +  2 X8i 0 (E [v* (X0(t))] -  e). (3.4.49)
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We apply Lemma 3.4.3 to see that the function
x — v*(x) +  \x -  6 \2 (3.4.50)
is w-harmonic. Lemma 3.1.6 therefore tells us that for all t >  0
E[ v *(X 0(t))] +  Var(X0(t)) =  e [ v * ( Y  Pt (J)X j (0 ))] +  V a r ( ^  Pt (J)X j (0)}.
J J
(3.4.51)
By Lemma 3.3.3, Lemma 3.3.2 and the spatial ergodicity of ( X( 0)) this implies 
that
lim E [v*(X 0(t))] +  Ct (0 ) =  v*(6 ). (3.4.52)t
Combining this with (3.4.49) we see there exists a T such that for all t >  T 
t C t ( i) > 2 > s ( /  -  i ) (Ct ( j )  -  C t (/)) +  2k8iO(v*(0) ~  Ct (0) -  2 e). (3.4.53)
J
Random walk representation: Let us define
D t (i) :=  v*(6 ) -  Ct ( i ) -  2e (i e  A,  t >  0). (3.4.54)
Then (3.4.53) can be rewritten as
as (j  — ) — Dt ( i )) ~  2X8ioDt (0) (t >  T).  (3.4.55)
J
We note that since t — Ct is continuously differentiable in B(A) ,  so is t — Dt . 
Arguing as in the proof of Lemma 3.3.1, we can represent solutions of the differen­
tial inequality (3.4.55) in terms of a contracting semigroup (PX)t>0 on B(A) ,  with 
generator
( G f ) ( i ) : = Y  as (J -  i ) ( f  (J) -  f  (i)) -  2X8,0 f  (0) ( f  e  B(A)) .  (3.4.56)
J
This semigroup is related to a random walk on A  that jumps from i to J with rate 
aS(J -  i ) and that is killed at the origin with rate 2X. When PtX(J, i ) denotes the 
probability that this random walk, starting from a point i , is in J at time t , then
(PX f ) ( i ) =  E  PX(J • i ) f  (J) ( f  e  B(A) ) ,  (3.4.57)
D t +, (i ) PX(J■ i )D t (J ) (t >  0). (3.4.58)
^  ' l>X,
J
and for solutions of (3.4.55) we have the representation
/  ‘
J
Convergence of the covariance function: If as is recurrent, then the random walk 
is killed with probability one. This means that for each i e  A
lim Y  PX(J, i ) =  0. (3.4.59)
J
Combining this with (3.4.58) and using the boundedness of K  we see that for each
i e  A  there exists a T ' such that for all t >  T '
Ct (i) >  v*(6 ) -  3e. (3.4.60)
We have thus shown that for every i e  A
lim inf Ct (i) >  v*(6 ). (3.4.61)
t—tt
On the other hand, with the help of formula (3.4.52) it is easy to see that
lim sup Ct (0) <  v*(6 ). (3.4.62)
t—tt
By Cauchy-Schwarz we have Ct (i) <  Ct (0) for all i e  A  (compare (3.3.35)), and 
hence
lim Ct (i) =  v*(6 ) Vi e  A.  (3.4.63)t—tt
Convergence of X0(t): Let (St) t> 0 be the semigroup in (3.1.40). Pick any function
0 e C (K ). By Lemma 3.4.2
0 ( x ) -  (St t 0 ) ( x) =  0 (x e dwK). (3.4.64)
Formulas (3.4.52) and (3.4.63) imply that
lim E [v*(X0(t))] =  0. (3.4.65)
t—tt
Since v* is continuous, non-negative, and zero only at dwK  (see Lemma 3.4.3) 
formulas (3.4.64) and (3.4.65) imply that
lim ( E [ 0 ( X 0(t))] -  E[ ( S t t 0 ) ( X 0(t))]) =  0. (3.4.66)t—tt
Now St t 0  e  H  (Lemma 3.4.2) and therefore Lemmas 3.1.6, 3.3.2 and 3.3.3 imply 
that
lim E [(S tt0 ) ( X0 (t))] =  (St t0)(6)  =  f  V6(dx) 0( x). (3.4.67)
t—tt  Jk
Thus we see that
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X 0(t) ^  X 0( t t )  as t — t t ,  (3.4.68)
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where the law of X0( t t )  is given by
C( X 0 (tt))  =  T6 . (3.4.69)
Convergence of X ( t ): Formula (3.4.61) and Cauchy-Schwarz imply that for all
i, J e  A
lim E\Xi ( t) -  X j ( t)\2 =  0. (3.4.70)t—tt
Combining this with (3.4.68) we easily see that for each finite A c  A  the collection 
(Xi (t))ieA converges weakly to a limit (X, ( t t ) ) ieA. By the fact that continuous 
functions depending on finitely many coordinates only are dense in C(K A) (see the 
proof of Lemma 3.2.1) this implies weak convergence of X(t ) .  I
3.4.5 Proof of Corollary 3.1.7
Under the condition w =  Xw*, most inequalities in the proof of Theorem 3.1.5 
can be replaced by equalities. In fact, under the weaker condition (recall that v* =
t r ( w*))
t r (w)  =  Xv *, (3.4.71)
we have equality in (3.4.48) with e =  0. Since we are working with the initial 
condition X , (0) =  6 for all i e  A,  formula (3.4.52) strengthens to
E [v*(X 0(t))] +  Ct (0) =  v*(6 ) (t >  0). (3.4.72)
Formula (3.4.58) with T =  0 =  e and an equality sign reads
(v*(6 ) -  Ct (i)) =  J 2  PX(J, i )(v*(6 ) -  C0 (J)), (3.4.73)
J
where C0( j ) =  0 for all J . In this way we find that
C t(i) =  v*(6 )(  1 - £  PX(J, i ) ) .  (3 4.74)
J
Here 1 -  P X(J, i ) is the same as the probability K X(i) appearing in (3.1.54). 
One can derive formula (3.1.54) in a similar way as formula (3.4.74). For that, one 
needs to replace the covariance function Ct (i) by a covariance matrix function
Ct (J -  i U  := E  [(X« ( t ) -  6 a)( X ? (t) -  6 ?)]. (3.4.75)
Generalizing Lemma 3.4.3 one then finds that, for each a,  /3, the function
x — w*p(x) (3.4.76)
3.5. PROOFS OF THE EXAMPLES 117
is the unique function in V ( G ) solving
- \Gw*afi(x) =  waP(x) (x e K )
w*ap(x) =  0 (x e dwK). K - ’
The rest of the proof is now in complete analogy with the proof of formula 
(3.4.74). I
3.5 Proofs of the examples
3.5.1 Proof of Example 3.1.8
W eak uniqueness for (3.1.19): The uniqueness proof in section 4 of [32], al­
though stated there only for diffusion matrices of a special form, carries over to 
our situation. For this, the main fact one has to check is the following.
Lemm a 3.5.1 For a  =  1 , . . . ,  p,  let
Fa :=  {(x 1, . . . , x p-1) e  Sp - 1  : x a =  0} (a =  1 , . . . ,  p  -  1)
Fa := { (x1, . . . ,  x p-1) e  Sp - 1  : J2p x p =  1} (a =  p )
(3.5.1)
be the a-face o f  the (p  -  1)-dimensional simplex Sp-1. Then fo r  any solution X  to
(3.1.19) with X (0) e  Fa
P [ X ( t ) e  Fa Vt >  0] =  1. (3.5.2)
P roof of Lemm a 3.5.1: immediate by the martingale property of solutions to
(3.1.19). I
In order to show weak uniqueness for (3.1.19) we prove strong uniqueness for 
the special case where o  is the unique positive symmetric root of w (recall (3.1.7)). 
By (3.1.55), this o  is Lipschitz continuous on the interior of Sp-1 and therefore a 
standard argument gives uniqueness of solutions to (3.1.19) up to the first hitting of 
a face Fa . By Lemma 3.5.1, the process stays in this face after hitting it. Each face 
is isomorphic to Sp - 2  and therefore strong uniqueness can be proved by induction. 
For details we refer to [32].
(a), (b) and (c): By (3.1.55), the effective boundary of K  consists of the ex­
tremal points of Sp-1:
dw K  =  {eu . . . , e p }, (3.5.3)
where e1 =  (1, 0 , . . . ,  0), ep-1 =  ( 0 , . . . ,  0, 1) and ep =  ( 0 , . . . ,  0). It follows 
that for any f  e C  (K )
( Sto f ) ( x ) =  ¿ P  [Xx (to) =  ep ] f  (ep), (3.5.4)
a=1
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where the probabilities P  [X x (to) =  ep ] follow from the martingale property of 
solutions to (3.1.19). The rest of the assertions is now trivial.
3.5.2 Proof of Example 3.1.9
Uniqueness of solutions to (3.1.19) is proved in the same way as in Example 3.1.8, 
where this time one needs to check that any solution X  starting in x e  d K  is con­
stant with probability one. By the convexity of K  we can without lack of generality 
assume that x =  0 and y 1 > 0 for all y  e  K . Then by the martingale property of 
solutions to (3.1.19) we have
P [X 1 (t) =  0 Vt >  0] =  1 (3.5.5)
and this implies that almost surely X ( t ) e d K  for all t >  0 and hence
E |X (t) |2 =  f  E[2g(X(s) ) ]ds  =  0 Vt >  0. (3.5.6)
0
Thus we see that almost surely X ( t ) =  x for all t >  0.
To see that STO (C (K )) C C (K ) and that the class of harmonic functions is given 
by formula (3.1.60), we can use [22], Proposition 4.2.7 and Theorems 4.2.12 and 
4.2.19, where by (3.1.24) the harmonic functions of the process in (3.1.19) are the 
same as the harmonic functions for Brownian motion. The same references show 
that (3.1.62) has a unique solution. It follows from (3.1.60) that Te,t (H ) C H  and 
this implies that the boundary distribution is stable against a linear drift. The other 
assertions in Example 3.1.9 are now readily checked.
3.6 Finite A
We state and proof the following lemma, announced in section 3.1.5.
Lem m a 3.6.1 Let X  be a shift-invariant solution to (A.5.1) and assume that A  is 
finite. Then there exists a K A-valued random variable X ( to) such that
lim Y  E IX  ( t) -  X t (to) |2 =  0. (3.6.1)t ^ TO i
Proof of Lem m a 3.6.1: Since
d  Xi ( t)) = Y  o( Xi  (t ))dBi (t),
i i
(3.6.2)
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it is clear that ( ^ i X i (t))t>0 is a bounded martingale, and hence there exists a 
random variable Z  such that
lim E
t
Z - ^  X t (t)
2
=  0 . (3.6.3)
We are therefore done if we can show that
lim EIXt (t) -  X,-(t) |2 =  0 Vi, j  e  A.  (3 6.4)
t —TO
We will establish (3.6.4) by showing that each sequence tn — to has a subse­
quence tn (m) such that
lim E |Xi(tn(p)) -  Xj ( tn(p))|2 =  0 Vi, j  e  A. (3.6.5)p—TO
So let us fix a sequence tn — to . Lemma 5.1 and Remark 5.2 from chapter 4 of 
[16] imply the existence of a subsequence tn(m) and a process X, such that in the 
sense of weak convergence on path space
(X(tn(m) +  t))t>0 ^  (X( t ) ) t >0 as m — to ,  (3.6.6)
where X  has sample paths in V Ka[0, to) and solves the martingale problem for 
the operator A. Formula (3.6.3) together with the continuous sample paths of X  
implies that for all t >  0
y  ' X i (tn(m) +  t) y  ' X i (tn(m)) 0 as m — <TOl, (3.6.7)
i i
and therefore
J ^ X i  ( t) - J 2  Xi (0) =  0 a. s. (t >  0). (3.6.8)
i i
Using the fact that ( ^  X, (t))t>0 is a martingale and the fact that X  solves the 
martingale problem for A , we see that
I 2 I 2 I
e \ J 2  X  (t) - J 2  Xi (0) =  e I J2  X  (t) -  e I J 2  Xi (0)
1 (3.6.9)
=  y /  E[t r (w)(Xi (s ) ) ]ds .  
i 0
We use this, together with (3.6.8) and the fact that t r (w)  >  0 to conclude that
E [tr(w )(X i (t))] =  0 (i e A, t >  0). (3.6.10)
The fact that X  solves the martingale problem for the operator A means that for 
each f  e  C2 ( K A)
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t (
0
f  (X  (t)) -  f  (X(0))  - I  Af ) ( X( s  ))ds  (3.6.11)
is a martingale. Here
(A f )(X  (s)) =  E E  a(J -  i ) ( X] ( s )  -  X « ( s ) ) ( ^ f ) ( X ( s ) )
ij
+
(3.6.12)
'dxfdxf ' i aft i i
where the second term is zero by (3.6.10). We therefore see thatX  also solves the 
martingale problem for the operator
— » (3.6.13)
ij
and hence is equal in distribution to a solution of the system of differential equa­
tions
d Xi ( t ) = J 2 a ( j  -  i ) ( Xj ( t ) -  Xi ( t ) )dt .  (3.6.14)
j
By the irreducibility of a this implies that
lim X  (t) -  X j  (t) =  0 a.s. (i, j  e  A) .  (3.6.15)
t—to
Thus
lim lim E |Xi (tn(m) +  t ) -  X j (tn(m) +  t ) |2 =  0 (i, j  e  A ). (3.6.16)t m
By a diagonal argument we see that there exist Tm such that for all sm >  Tm
lim E | X i (tn(m) +  sm) -  X j  (tn(m) +  tm)|2 =  0 (i, j  e  A ) . (3.6.17)
In particular, we can find a further subsequence tn(m) such that tn(m) -  tn(m) >  Tm, 
and therefore
lim E |Xi (tn(m)) -  Xj  (tn(m))|2 =  0 (i, j  e  A ). (3.6.18)m — to
This shows that (3.6.5) holds. I
Chapter 4
Large space-time scale 
universality of hierarchically 
interacting diffusions
4.1 Introduction and main result
4.1.1 Definitions
We begin by introducing the following objects:
1. ( ‘state space’) K  C Rd is a compact convex subset of Md (d >  1) with 
non-empty interior K °, and d K  := K \ K °  is its boundary.
2. ( ‘diffusion function’) g  : K  —  [0, to) is a function satisfying
(i) g  =  0 on d K
(;i i ) g  > 0 on K°  (4.1.1)
(///) x —  v/g ( x ) is Lipschitz continuous on K.
3. ( ‘index space’) ( N >  2) is the N -dimensional hierarchical lattice
:=  |(£ i)i>1 : Hi e{0 , 1 , . . . ,  N  -  1}, Hi =  0 finitely often .^ (4.1.2)
With componentwise addition modulo N , £2N is a countable Abelian group. 
The unit element with respect to the group action is the origin 0 =  (0, 0 , . . . ) ,  
and £2n is equipped with the norm
||H II :=  min{j >  0 : Hi =  0 for all i >  j }. (4.1.3)
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We fix a function g  as in (4.1.1), a constant c e  (0, 1) and a point 6 e  K . For 
each N  we consider a family of stochastic processes
X N =  ( x n (t )) = ( \ x n )h (t)} )  (4.1.4)
V //>0 M ¡HettN/ t >0
solving the system of stochastic differential equations
d X f ( t )  =  J 2 aN(ri -  £ ) [ < ( 0  -  X f  (0 ]  d t +  j 2 g ( X f ( t ) ) d B * ( t ) ,  (4.1.5)
n
with initial condition
X N (0) =  6 (H e  Q n , t >  0), (4.1.6)
where
’TO 1 /  c \ k-1<»«> := E jyi (*) <417>
k=HH ||
plays the role of an interaction kernel between pairs of components and the collec­
tion ({BHN (t) }h eQN )t> 0 are independent d -dimensional standard Brownian motions.
Because |{H e Qn : ||HII <  k }| =  N k, the stochastic differential equations in
(4.1.5) can be rewritten as
c \£ - i
<*J?(0  =  E ( ^ ) ~  [ 4 ' ‘ (0  -  4 ' ( / ) ]  dt  +  ^ 2 ( 4 . 1 . 8 )
k= 1
where X^ N’k ( t) is the ‘k-block average’ around H:
4  E <(') <419>
N n-Mn-H ll<k
This explains why we choose to write the interaction kernel in the form (4.1.7).
We equip the space K Qn with the product topology. In this topology, K Qn is 
a compact separable metrizable space. We write C(K Qn ) for the Banach space of 
continuous real-valued functions on K Qn, equipped with the supremum norm. It 
is shown in Swart [41] that the system in (4.1.5) has a unique strong solution with 
continuous sample paths. Moreover, X N solves the martingale problem for a linear 
operator A on C (K Qn ) given by
( Af ) ( x)  f ( x )
c k— 1
=  /(-*)•
%,a k=1 V %,a
(4.1.10)
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Here f  is a real function on K Qn , a typical element x e K Qn is denoted by
nMn-H ll<k
(4.1.12)
(4.1.11)
The operator A in (4.1.10) has domain
V i  A)  :=  Cfi„ (K  Qn ), (4.1.13)
the space of twice continuously differentiable functions depending on finitely many 
coordinates only. Here, for any set D C IT we denote by C2 (D)  the space of 
functions f  : D —  M. that can be extended to a function in ( ? ( W ).
4.1.2 Main scaling theorem
We pick the origin as a typical reference point, and we investigate the behavior 
of block averages around the origin X N’k (t) for large N  and k . In order to get 
a sensible result, we must rescale space and time together. It turns out that the 
process X N,k has non-trivial limiting behavior, where
In order to specify the limiting process, we introduce the following objects. When­
ever g  : K  —  [0, to) is a continuous function satisfying g ( x ) =  0 ^  x e d K , 
c e  [0, to) is a constant and x e K , we let Zg,c be a weak solution of the stochastic 
differential equation
X N'k (t ) := XN^ ^ ¿ t  ) (t >  0 ) (4.1.14)
with
ftN,k : =  &kNk
k- 1  1 -k (4.1.15)
dZ( t )  = c [ x  — Z ( t ) \ d t  +  y/2g(Z( t ) )  dB( t )  
Z  (0) =  x .
(4.1.16)
Existence of Zg'c is guaranteed by Theorem 5.4 and Remark 5.5 in Ethier & Kurtz 
[16].
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By g* we denote the unique solution (continuous on K  and twice continuously 
differentiable on K °) of the equation
- iA g *  =  l o n K °
g * =  0 on d K , ( . . )
with A =  the Laplacian.
By T>k [0, to) we denote the space of cadlag functions from [0, to) to K , 
equipped with the Skorohod topology. We use the symbol ^  to denote weak 
convergence of processes in path space, i.e., the weak convergence of their laws 
as probability measures on V K [0, to).
d  =  1: For one-dimensional K , exact results have been derived about the asymp­
totic behavior of X N,k. Let K  =  [0, 1]. Let % be the class of Lipschitz continuous 
functions g  : [0, 1] — [0, to) satisfying g ( x ) =  0 ^  x e {0, 1}. Then (4.1.16) 
has a unique strong solution for every g  e H . , x e K  and c e  [0, to). We cite the 
following result from Dawson and Greven [10].
Proposition 4.1.1 I f  g  e % ,  then fo r  every k >  0
X N ’k ^  Zgk c  as N  — to, (4.1.18)
where ck :=  akck, and gk e %  is the function
gk := Ok(Fck-1 ◦ • • •  Fc1 ° Fc0)g. (4.1.19)
Here Fc : % — % is a renormalization transformation given by
(Fcg)(x) =  f  g( y ) vg ,c(dy) (x e  [0, 1]), (4.1.20)
•'[0,1]
where vg’c is the unique equilibrium distribution o f  (4.1.16).
In Baillon et al. [1] the behavior of the function gk was studied in the limit as 
k — to. The main result of that paper is the following:
Proposition 4.1.2 For any g  e  %
lim sup Igk(x) -  g*(x )| =  0, (4.1.21)
k—TO xe[0,1]
where the function g  is given by
g*(x) := x (1 -  x ) (x e [0, 1]). (4.1.22)
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Since
c
ck -> c = ------- a s £ ^ o o ,  (4.1.23)
1 — c
we may combine Propositions 4.1.1 and 4.1.2 to obtain (see [21])
X N'k(t) ^  Zg*'c* N  — œ ,  k — œ ,  (4.1.24)
where the limits need to be taken in the order indicated. The fact that large blocks 
are always governed by the same diffusion function g*, regardless of the diffusion 
function g  for single components, is described by saying that systems of the form
(4.1.5) exhibit universal behavior on large space-time scales.
d  >  2 : In den Hollander and Swart [21] we conjectured that the result in (4.1.24) 
generalizes to higher-dimensional K , where the function g* is given by (4.1.17). 
However, we were only able to prove some partial results in this direction. The 
main difficulty we encountered was that it is very hard to prove for a function 
g  that the transformations Fck are well-defined on g  and on all its iterates F0g, 
(Fc o F0)g  and so on. This requires that uniqueness holds for solutions of (4.1.16) 
for all x E K , and not only for g  itself, but also for its iterates. This is often already 
a problem for g  =  g*
In the present paper, we do not attempt to prove seperate limit theorems for 
N  — œ  and k — œ  such as Proposition 4.1.1 and Proposition 4.1.2, but instead 
let N  and k tend to infinity together. In the case of one-dimensional K , the Propo­
sitions 4.1.1 and 4.1.2 already imply, through formula (4.1.24), that it is possible 
to choose Ni , ki , tending to infinity as i — œ ,  such that
X N k  ( t) ^  Z g as i — œ .  (4.1.25)
In this paper, we try to generalize this result to higher-dimensional K . Moreover, 
we investigate how Nt and k  must be chosen for the convergence in (4.1.24) to 
hold.
In what follows, we fix integers Nt >  2, kt >  1 (i E N) tending to infinity as
i — œ .  We write
X i : =  X Nik : =  Pn,,k, P t -■=^ifilt, (4.1.26)
where (T , )t>0 is the filtration generated by the process X Ni ,ki. Unfortunately, we 
do not know yet how to prove (4.1.25) in the case of higher-dimensional K . How­
ever, we can show that the drift and the diffusion rate of the process X Ni ,ki converge 
to the functions x — c* (0 — x ) and x — g * (x), respectively. The following scaling 
theorem is our main result.
126 CHAPTER 4. SPACE-TIME UNIVERSALITY
Theorem 4.1.3 Let Ni
i —  oo such that
2, k, >  1 (i E N) be integers tending to infinity as 
kilim
i — log Ni =  0,
(4.1.27)
and assume that g* e  C1( K ). Then there exist (T\ )t>0-adapted processes B i =  
(B i ( t))t>0 and G i =  (G i ( t))t>0 with sample paths inV^d  [0, to ), D r[0 , to ), re­
spectively, such that fo r  each f  e  C2( K ) the process (M  (t ))t >0, given by
c t
M i t )  : = ƒ ( ! * ( 0 ) -  J ] ^ ’“ ( s ) ( ^ / ) ( l ^ ) )
^0 [ a
a
is an (T lt )t>0-martingale. Moreover, fo r  each T >  0
and
lim E
i
lim E
i
If0 ê j ( t) -  c*(6  -  X j ( t)) d t =  0 .
I ƒ  ( g j ( t) -  g * (X  ( t))) d t 0 .
ds
(4.1.28)
(4.1.29)
(4.1.30)
Formula (4.1.28) identifies B i and G i as the drift and the diffusion rate of the 
process X 1. Thus, formulas (4.1.29) and (4.1.30) show that these local character­
istics of the process X 1 converge, as i — to , and that their limits are universal in 
the diffusion function g  for single components. The fact that this happens for all 
N i, ki satisfying condition (4.1.27) is new even in the case of one-dimensional K . 
Theorem 4.1.3 is a universality result of the type we were originally after in den 
Hollander and Swart [21].
The author believes that also the convergence in (4.1.25) holds under condition 
(4.1.27), but there are at present two technical obstacles to proving a result of that 
form.
The first difficulty comes from the fact that uniqueness of solutions to (4.1.16) 
for arbitrary g  =  g *, c =  c* and x =  0 remains an open problem. The following 
partial results are known.
2
2
1. Strong uniqueness is known to hold for 0 E K o, c* sufficiently large, and
K  satisfying mild regularity conditions (Theorem 1.9 in Den Hollander & 
Swart [21]).
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2. Weak uniqueness is known to hold for K  =  {x e  : lx |2 <  1}, in which 
case g* (x) =  (1 — lx |2) / d,  and 9 and c* arbitrary (Theorem 1.10 in Den 
Hollander & Swart [21]).
* *
The second difficulty comes from the fact that even if uniqueness of Zg 'c is
known, the results in Theorem 4.1.3 are not sufficient to conclude that X 1 con­
g* C*verges to Z 9 ’ . In particular, the type of convergence in (4.1.30) is not sufficient 
to show tightness of (X1 ) 1^  in the topology of weak convergence in path space 
V K [0 , to). If instead of (4.1.30) we would have
lim E
i^oo fJo G i (t) -  g* (X i (t)) dt ] -  0' (4.1.31)
then tightness of ( X  )t^  would follow by Theorem 9.4 from Chapter 3 in Ethier & 
Kurtz [16]. The author believes (4.1.31) to hold, but, as explained in Section 4.5, 
the techniques in the present paper are not sufficient to show this. In future work 
we hope to establish the convergence of (X1 )t^ , either by showing (4.1.31) to 
prove weak convergence in path space, or by using (4.1.30) to prove convergence 
in some weaker sense.
4.2 Identification of the drift and diffusion rate of X 1
In this section, we identify processes B1 and G 1 such that (4.1.28) holds. In the 
following sections we then prove (4.1.29) and (4.1.30), which completes the proof 
of Theorem 4.1.3.
Lemm a 4.2.1 For each f  e C 2 (K ) the process (M 1 (t))t>0, given by
c t
Jo a
+G'm(E<5^2/)(1'w)
w 1th
B'(t )  = a t ,c*' E  ( f )  [ < ' ' ‘1+"+1(ftO  -  X'<
n= 0 V Ni /
-Ni, ki 
0 (ßit  )]
&( t ) - . =  oki\  J 2  g i x f i f i i t ) ) .
N ' ?:||£\\<kr
ds
(4.2.1)
(4.2.2)
is an (T\ )t >0-martingale.
2
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Proof of Lemm a 4.2.1: Fix a function f  e  C2 (K ) and for N  >  2 and k >  1 define 
f N*  e ( K A) by
ƒ « ( * ) : =  7 ( 4 )  =  f ( - L  £  x X  (4.2.3)
N § :||§ ll<k
Then the process ^ ^ N,k(t))t>0 is a martingale, where
cAn ,kt
M N,k (t ) := f ( X N  k (An ,kt )) -  (A f N t  ) ( XN (s )) ds
t
=  f ( X NJk( t )) -  I An ,k(A f Nk) ( XN(s )) ds.
JQ
Here
00 ^ 7 iv | — 1
v )
n,a I=1 N /  n (4.2.5)
+ akNk ƒ  (4 )-
n,a
The first term on the right-hand side in (4.2.5) can be written as
c X1—1 1 x—\ l d k~ I,a _ vali_£_
r] rj Jvajc“ J  /VA0-
a I =1 ’ n'-llnll<k
/ c xl—1k \  1 \  1 { \ v^ ’a _  ,^«-1/ 90 A0 Jvg^a ./
where in the first equality we use that for i <  k
X !  K  _  =  J j k  X !  X !  ^
n:llnll<k ? :||?—nll<i
N k+l
n:llnll<k 
? :||? \\<k 
II?-n\\<i
and for l >  k
(4.2.4)
^ E E G ^ T  w  E K'"- '^]( /^)(4)
« 1 M\
i_ 1
=  E E ( w )  ~ I*«“ -  4 “] ( 5 ^ ) ( 4 )  (4.2.6)
a l=k+1 N 
, c \ n
= CT‘C‘' E E (jv) [4+"+1" - 4'"]<5?r/)(4).
a ra= Q
1
—  £  [X? - X ,]  =  0 (4.2.7)
JFk J 2  K  “  Xn1 =  Jfk J 2  ^  ~  xn\ =  \-4 ~  4 l  (4.2.8)
N n:IIn\I<k N n:IIn\I<k
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The second term on the right-hand side in (4.2.5) can be written as
atNki m  E ite,)(E<jfr)2/)(4). (4.2.9)
n:||nll<k a
Inserting (4.2.9) and (4.2.6) into (4.2.5), inserting (4.2.5) in (4.2.4) and defining 
M'  : =  M Ni ,ki we arrive at Lemma 4.2.1. I
4.3 Convergence of the drift
We start by giving an upper bound on the speed with which block averages change 
in time. In the following lemma we consider the process
( X N (t +  s ) )  = ( \ x N (t +  s )} )  ,
V / s>0 V. § J£esN/ s >0 (4.3.1)l§ ^  s
conditioned on the event
X N1 ( f r t ) =  x , (4.3.2)
with x e K Sn . We choose a regular version of the conditional expectation
Ex[ • ] : =  E [ • X ( t ) =  x ], (4.3.3)
with the property that under the conditional law, the process in (4.3.1) solves the 
martingale problem for the operator A in (4.1.10) with initial condition x .
Lemm a 4.3.1 There ex1sts a constant M  such that fo r  a ll 1ntegers N  >  2 and 
k >  1, fo r  a ll t , s >  0 and fo r  a ll x e  K  Qn
E x N ’k ( t + s ) x X N (t) =  x <  M N k (4.3.4)
P roof of Lem m a 4.3.1: A calculation similar to the proof of Lemma 4.2.1 then 
gives
_ , 2"
Ex X N'k (t +  s) — x ,
+
<
2  ds
<
rs 1
=  I du  —— E 2dE[g( XN (u))]
J0  N § :|§ ll<k 
f*s 00 _ i if  du  y ( — )Jo lkM) .
2Ex Y  [ X N l’a (t +  u) — XNk a  (t +  u)] ^XN’k’a ( t) — x k0 a]
a
s
0 0 + 4 ^ ) ^ ; ,
(4.3.5)
2 sk
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where R is a constant such that lx — y  | <  R for all x , y  e  K  and in the last step 
we use that N  >  2 and c <  1. I
P roof of formula (4.1.29): Since the terms with n >  1 in (4.2.2) tend to zero 
uniformly as i —  to , it suffices to show that
lim E
i^oo
ƒ  \okicki [ x f + 1 (Pit) -  X  (t)] -  c*[6 -  X  (t)] dt  =  0. (4.3.6)
Since akck — c * as k — to (recall (4.1.15) and 4.1.23)), it thus suffices to show 
that
2
lim E
i J0 X N ,kl+ 1(Pit) -  6 dt  0 .
We use Lemma 4.3.1 to estimate (XNi,ki+1(0) =  6 )
E
0
T 2 
X N k + 1 (Pit) -  6 dt  <  T sup E
0<s<PiT
x N  ,ki+1 (s) -  6 <  M
(4.3.7)
PiT 2
ki +1
Since T is fixed, the right-hand side tends to zero provided that
r  & hm —r —r
i N ki+1
0 .
(4.3.8)
(4.3.9)
Inserting pi =  akiN k and akj ~  c ki (c/(1 — c)),  we find that this condition 
amounts to
^ A r------  (4.3.10)lim cki N i .i i
But the latter holds for any c e  (0, 1) because of condition (4.1.27).
2
2
4.4 Convergence of the diffusion rate
4.4.1 Strategy of the proof
In this section the essential ideas behind Theorem 4.1.3 will have to come in. In 
particular, we will need to explain how the universal large space-time diffusion 
function g* arises and why the scaling of time with the factor akiN ki is the correct 
one. Before we embark on the calculations that will give us the convergence in 
(4.1.30), we outline the heuristics of the proof.
STEP 1: We fix a t >  0 and look at the process
( X f  (Pit +  s ) )  , (4.4.1)
V 5 n :||£\\<ki- 1, se[0,T-]
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with
ok —1 N k —1 «  T  «  N k . (4.4.2)
Thus, we consider the evolution of a (ki — 1)-block on a time scale that is long 
with respect to aki—1 N ki — 1 (the presumed time scale of the (ki — 1)-block average), 
but short with respect to Nt k. Note that condition (4.4.2) can be met because of 
condition (4.1.27).
The assumption that Ti «  N ki allows us to simplify the stochastic differential 
equations in (4.1.8). First, we can neglect the terms in the summation with k >  
ki +  1, because they are of order N—k' and will not be felt on times Ti «  N ki. 
Second, according to Lemma 4.3.1, the block average X^'’ " can be considered as 
essentially fixed over times Ti «  N ki, and hence we expect that the time evolution 
of the system in (4.4.1) can be approximated by the equations
d X f  (frt +  s) =  [ x f A {frt) -  X f  (fiit +  5)] ds 
ki— 1 /  c \  k — 1r n
+  ~  X-f1 (Pit + ^ ) j ^
+ ^ 2 g ( X f ( P i t + s ) ) d B l ( P i t + s )  (s >  0, ll l^l <  h  -  1).
(4.4.3)
Next comes the essential point in the argument. We expect that the condition 
akj — 1 N ki — 1 «  Ti is sufficient to guarantee that solutions of (4.4.3) reach equi­
librium on the time scale T , conditional to the kt-block average X ^ ’k' (Pit). The 
system in (4.1.5) as a whole does not have a true equilibrium distribution; instead, 
it was shown in Swart [41] that the distribution of the system tends to a mixture of 
trivial extremal measures as t — to.  However, as was recognized by Dawson and 
Greven in [10], the system in (4.1.5) goes through a series of ‘local equilibria’ as 
time tends to infinity, where kt-blocks of ever larger size reach a (temporary and 
approximate) ‘local’ equilibrium at times of the appropriate order of magnitude. It 
is from the properties of these local equilibria that our result will follow.
STEP 2 : Let us condition the system on
X f  k  (Pit) =  §,  (4.4.4)
and assume that the system in (4.4.1), conditioned on (4.4.4), is in equilibrium. For 
II£11 < ki — 1 and ||nll <  kt , we define the covariance function
Q (Ü; -  n) :=  Cov ( x f  (ßit +  s ), X f  (ßit +  s }) , (4.4.5)
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where the covariance of two K -valued random variables X  and Y is defined as
Cov(X , Y ) := E [X • Y ] -  E [X] • E [Y] (4.4.6)
with x • y  : = ^ 2  a x a y a the usual inner product on .A  covariance calculation as 
in Swart [41] gives that for ||£|| <  k
ki — 1,c
n
+ 2 d 8 u E [ g ( X f ( ß i t + s ) ) ]  -  C ,(£),
(4.4.7)
where akN is the k -block interaction kernel
k ^  1 / c \ i -1
4 « )  =  E  Jf! (jf)  ' ( « ■ » )
¡=m\
Using our assumption about local equilibrium, we set -¡^Cs(£) =  0 in (4.4.7) and 
we assume that E[ g ( X^  (ßit +  s ))] does not depend on s . Now we can solve Cs (£) 
in terms of E[ g( XN (ßi t +  s ))] and a random walk on
&-i '■ =  {£ G : ll£ \l <  ki — 1} (4.4.9)
that jumps from site £ to site n with rate aN~l (n — £ ) and that is killed in each site 
with rate ( j f ) ki ■ Indeed, denoting by P lt (r] — £) the probability that this random 
walk moves from site £ to site n in time t , we have the representation
/> œ
Cs(£) =  d E [ g ( x N  (ßit +  s ))] Pi  (£)dt .  (4.4.10)
Jo
(Note that with probability one the random walk is eventually killed, so that the 
integral on the right-hand side is finite.) Picking £ =  0, we get
Var(XN (ßit +  s )) =  d ß i E [ g ( X f  (ßit +  s ))] (4.4.11)
with pœ
ßi  := Pi (0)dt  (4.4.12)
Jo
the expected time the random walk starting in 0 spends at the origin.
STEP 3 : It turns out that we can also express the expectation of any harmonic 
function of X N (ßit +  s ) in terms of the above random walk. Indeed, we have the 
representation (see Swart [41], Lemma 3.1.6 in this dissertation)
E [.f  (X N (ßit +  s ))] =  E f  (ê  +  E  P « ) [ xN' ( ß i t ) -  « ]) (4.4.13)
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for any function f  e  C2 (K  °) H C (K ) satisfying
/ ( * )  =  0 (x € K ° ) .  (4.4.14)
a
Formula (4.4.13) says that harmonic functions of a component evolve under the 
semigroup associated with the evolution in (4.4.3) as if the diffusion function g  is 
zero.
The assumption of local equilibrium now leads to the relation
E [ f ( X N  (ßit +  s ))] =  f ( § ), (4.4.15)
which may be described by saying that the ‘harmonic mean’ of X^' (ßit +  s ) is 6. 
We next note that the function
x — dg* (x) +  \x — 0 \2 (4.4.16)
is harmonic. Therefore, combining (4.4.15) and (4.4.11), we find that
/ ME[ g ( Xf  (ßit  +  s ))] =  g \ § )  — E [g*( X f  (ßit +  s ))]. (4.4.17)
STEP 4 : We will show that \m ~  aki (i —  oo). Hence (4.4.17) becomes
akiE [ g ( X f  (ßit +  s ))] -  g*(§) — E [ g * ( X f  (ßit +  s ))] (i — to). (4.4.18)
Since aki tends to infinity and the right-hand side of (4.4.18) is bounded by ||g*||TO, 
it follows that E [g(X0N (ßit +  s ))] tends to zero as i — to. This means that, with 
high probability, the components X f  (ßit +  s ) of the system are concentrated near 
the boundary of K , i.e., the system clusters. Since g* is continuous on K  and zero 
on d K , it follows that also E [g*(X0N (ßit +  s ))] tends to zero as i — to. Hence, 
using (4.4.18) once more we see that
lim akiE [ g ( X f  (ßit  +  s ))] =  g \ § ) .  (4.4.19)
i — TO
STEP 5: We now consider the kt-block {£ e £2 .^ : ||£|| <  &,■}. The (ki — l)-blocks 
that the ki -block consists of, Ni in total, all reach equilibrium on the time scale 
Ti , and they do so independently of each other. Hence we expect a law of large 
numbers to apply. In particular, we expect that
lim Var(N - k ak1g ( X f  (ßit +  s )))  =  0. (4.4.20)
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Inspecting the definition of G 1 in (4.2.2), we see that (4.4.19) and (4.4.20) imply 
the convergence of G 1 to g*(X l), as claimed in (4.1.30).
In what follows we will have to turn the heuristic reasoning in Steps 1-5 into a 
solid proof. The main difficulty we have to overcome is that, as i tends to infinity, 
not only does Ti (our time scale) tend to infinity, so do Ni and ki . We therefore 
cannot really say that the system
We will have to find a way to measure how close the system is to equilibrium. 
We will do so by looking at the system at an exponentially distributed random 
time with mean Ti, rather than at a fixed time Ti, i.e., we effectively take a Laplace
random time we will derive an equilibrium equation with an error term. Extending 
a technique first used in Den Hollander & Swart [21], we will reformulate the 
heuristic line of reasoning that led us to formula (4.4.19) in such a way that it 
depends on the equilibrium equation only. In this way we are able to control the 
errors that were made to derive (4.4.19). In order to justify also (4.4.20) in some 
rigorous form, we condition the system on one (ki — 1)-block and show that this 
has a negligable effect on the behavior of other (ki — 1)-blocks. In this way we are 
finally able to justify formula (4.1.30) rigorously.
4.4.2 Definitions
For each N  >  0 and x e K Qn let X N be a solution of the system of stochastic 
differential equations in (4.1.5) with initial condition
(4.4.21)
tends to equilibrium as Ti — to, because the space it lives on changes with i .
transform with respect to the time variable. For the distribution of the system at this
X f  (0) =  (£ G ^N ), (4.4.22)
and for each i e  N pick ^  e ß Ni such that
Il£i II =  k i, (4.4.23)
and write Em[ • ] for the conditional expectation
[ • ] :=  e [  • | ( x f  ( t) ) i>Q =  (w(t ) ) t>o], (4.4.24)
where m e  CX£j,K [0, to ), the space of all continuous functions m : [0, to) — K  
satisfying m(0) =  . We choose a regular version of Em[ • ] with the property
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that for every m e Cx%, K [0, to )  and for every f  e  Cfin (K aNi \ fi}) and under the 
conditional law, the process ( M( t ) ) t> 0 is a martingale, where
M ( t ) :=  f  (XNi (t)) — f ( X Ni (0))
~f | E ¿(tt)11 f=f, ,a k = l \  N i J  L J f J
-  f  I
J0  f=fi a
(4.4.25)
Here X N ’k(t) as usual denotes the block average
X f ’k( t ) : = - ^  J 2  ( * ^ ° ) ’ (4-4 -26)
Ni n:\\n-f\\<k
where in the sum over n the term with n =  f  is in this case given by
xN i ( t) =  M(t) (t >  0). (4.4.27)
For each i e  N we introduce a stopping time t (possibly defined on an extension of 
our probability space) independent of the process XNi and of the Brownian motions 
({B f  (t ) W  )t >0 and exponentially distributed with mean . Here the are 
positive numbers that we will later choose in a suitable way.
In what follows, R is a constant such that lx — y  | <  R for all x , y  e  K .
4.4.3 Block immobility
Lem m a 4.4.1 For i e  N let X Ni be a solution o f  (4.1.5) with initial condition
(4.4.22). There exists a constant M  such that fo r  all i e  N, k >  1, x e  K^Ni , 
m e Cf  ,K [0, t o)  and t >  0
E„ XN * (t) -  X
t
<  M —T. 
~  N k
Proof of Lem m a 4.4.1: We first treat the case that k >  k . In this case
XNi ,k
and
x N *  (t) -  X
N  2kNi H-m<k
-  N 2k
J 2  (X f  ( t) -  )
~,\\<
X—^ N 2 /  2 N i  — 1 \  2
J 2  ( X ^ ( t ) - x ^ )  +  (  J R .
^m <k
(4.4.28)
2 i ~ l \  t>2 (4.4.30)
2
2 1
1
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Let f  e  Cfin(K ^Ni \{Si}) be given by
f  (y ) := 2k J 2  (ys -  xs ) (4.4.31)
sm\<k
Then the fact that the process M  in (4.4.25) is a martingale implies that
E m
’ 1
N 2k E  (X f  ( t) -  xs)
2
I S :\S \\<k -
S=Si
1 r ( r ^  /  r  V - 1  r nW  EEÈ 4 ' " ' " « - 4 ' " " «
i J0  S=Si ,a l = 1 ^  Vi'
2 £  ('xN  ) -  x ){|ISII<k} ds
+ Ì  \ ( s ) ) \ { m <k]2 d \d s .
N i J° l s=s, J
n:\\n\\<k
n=m
(4.4.32)
Here
1 r f r ^  /  r \  l- 1  r nW  e e 6
i J0  s=Sia l =1 v V i/
2 £  ( XNi,a(s) -  xs ){IIS \\<k} ds
n:\\n\\<k
n=m
Ni ds
XNi ,k,an (s) -  xs j^ ds
/ 2N k -  1 2\  /  r  V  2 1 2 2 t 
+  t2 y — l—k— R2J <  At ( —  ) R2 +  At—^R <  8R
Ni N k N k
(4.4.33)
1 2
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where
~iï2k E<° I  \ ( s ) ) \ { m <k]2 d \d s  <  I d W g W ^ .
Ni Jo l % =%t 1 Ni
T*- (4.4.34)
This completes the proof for k >  k . By inspection we see that our bounds are also 
valid for k <  kf. I
Corollary 4.4.2 For i G N let X Ni be a solution o f  (4.1.5) with initial condition
(4.4.22) and let Ti be as in Section 4.4.2. There exists a constant M  such that fo r  
all i G N, k >  1, x G K aNi and w G C%i,K [0, to)
E„ X N ,k (Ti ) -  xk
h
<
~  Nk
(4.4.35)
P roof of Corollary 4.4.2: Condition on t. and use Lemma 4.4.1 to get
Ew XN * (Ti ) -  x
2 pœ ~
x N ,k (t ) — xk
2
=  Ea
_ Jo _ _
< I t 1 
Jo N f  1
— X7 le~t/Xldt  =  M —^ r.N k
X - le~t/Xidt
hi
(4.4.36)
2
4.4.4 An approximate equilibrium equation
Write
Ai :=  {  G : ||£II <  kt — 1} (i g N) (4.4.37)
for the (ki — 1)-block around the origin in the hierarchical group &Nj. For 0 G K
and i G N, we introduce an operator A  with domain T>(A1-) : =  C2(K Ai) and
0 0
( 4 f  )(x )
ki- 1  /  c \  k-1:= J2 J2 (tt) ZK’“ - +  J2s(^ )I](^ )2/(^)
%GAi k=1 '  a %GAj a
/ \  kj — 1 c i
' 1 „ a n  d
c^e _ c^/-\ 3 i \  1 \ \  V 3 \2
n % - ux% " ^   ^ ' dx%
% GAi nGAi a % GAi a
+ T.(jfŸ
% GAi ^ '  a
(4.4.38)
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where
1 /  C \  k— 1a'«> := £ tAn-) *e Ai)- (4439)k=ii%II Ni ' Iyi/
Lemma 4.4.3 below gives us an estimate of how close the expectation of functions 
f i of large (ki — 1)-blocks is to their equilibrium value with respect to the dynamics
described by the operator A  k. .
xo
Lem m a 4.4.3 For i G N let X Ni be a solution o f  (4.1.5) with initial condition
(4.4.22) and let t. be as in Section 4.4.2. F ori G N, let f  G C2( K Ai), let
v t f i  =  ..... '• (4 4 -4° )
and let ||V% f b e  the supremum norm o f  \V% f  \ (the Euclidean norm o f  V% f ) .  
Then there exist constants M 1, M 2 such that fo r  a ll i G N, x G K a n d  m g 
, k [0, t o )
E  J (  A kif  )( X Ni (Ti ))]
L Xo J
< 2 k - 11| fi  ||^  + J 2  i iv  fi  iim.
(4.4.41)
Here, in the left-hand side of (4.4.41), we lift the function A  kf i to the space K QNi
x0
in the obvious way.
Proof of Lemm a 4.4.3: Use the fact that the process M  in (4.4.25) is a martingale 
and apply optional stopping to see that
. T
E m [fi (XNi (Ti ))] -  E m [ fi  ( XNi (0))] =  E m 
where for x e K  ilNi
^  c k — 1
cA f ) { x ) =  J 2  \-xi a H  g ^ ) ^ ) 2M x \
% gA- ,a k =1 % gA- ,a
(4.4.43)
and we have lifted the function f  to K in the obvious way. Note that G A . , 
so that in our summations we do not have to write % =  %.
4.4. CONVERGENCE OF THE DIFFUSION RATE 139
Formula (4.4.42) can be rewritten as
ƒ  dt  Ea [f i (X Ni ( t ) ^ k —l^ t/ki -  Ea [f i ( XNi (ßi t ))]
=  ƒ  dt  E ^ j  du ( Af i ) (XN (u))Jà - le-1o — t/Xi
=  ƒ  dt  ƒ  du Em (Af i )(X N (u))Jà— 1e 
=  { ( —e—t/Xi) ƒ  du E ^ ( A f i ) ( X Ni (u))]}° 
— j  d t  (—e~t/ki)E „ [ ( A f  ) ( XNi (t))] 
=  j  d t E ^ A f  ) ( XNi (t))]e~t/ki,
 1e — t /Xi
=0
(4.4.44)
leading to the equation
E„ ( Af i ) (XNi (Ti))] =  K 1 ( e 0) [ f i ( XNi f r ))] — f  (X Ni (0 ))
Here
(Af i )(X Ni (Ti))
oo / \ k— 1c \
-  A f * < r ,) ] ( * ƒ ,) < * *  (T,))
a= E E \  N,%gA- k=1 V Vi
+ Es<4''<^>(E<4>^)(A'A''(Ti))'% GAi a
In view of our heuristic reasoning in Section 4.4.1, we write this as
(Af i )(X N (Ti))
k. — 1 /  \ k—1
c ' x - N  ,k,a/_\ v Ni d
(4.4.46)
= E E hr E f^"*’"«*) - Af-(T,)J(A/)(A^  (ti))
%eAj k=1 ' i ' a
+ E «(4'' ( M T , (û )2f) ixK'(r,))
% eAi
+  E
% eAi
+  E
% eAi
+ E E
% eAi k=kj +1
N i,
ki — 1 
ki — 1I
(±
N t
-  X ^ ‘ ( . T i ) ] ( - ^  f M X N‘ ( T , ) )
a
-  4 " “]<a* f f i ) ( X Nl (T.))
¿ f i ) ( X Nl (T,.)).
k 1
(4.4.47)
c
c
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Here the first two terms represent the ‘internal’ evolution of the (fy — 1)-block 
around the origin. The third term comes from their interaction with the k-block 
average, which for an appropriate choice of k  is essentially fixed to its value at 
time 0. The fourth term is an error term compensating for the fact that the ki-block 
is not completely fixed at its value at time 0. The fifth term describes the (small) 
interaction with the k -blocks for k >  ki .
Combining (4.4.45) and (4.4.47), we arrive at
E, f  (X Ni ( f r t) ) ] )[ ( A ^ f  ) ( XNi (Ti ))] =  I J ^ E ^ f i  ( X N (Ti ))] -  j
-(^ V E E \ Y . [ X f ^ ( X i )  -  x l ' ^ f ) ( X N'(Xi))]
'  *■' P<eA, a
œ / \ k—1
E (f )=k-l- 1 V *’/  Pa A ak—j +1
From this it follows that
E  (A k,
(4.4.48)
\(  ' j f i  )( X Nj (Ti ))1| <  2X—l \\ fi ||œ
L xo -II
+  -  4 '  |] J 2  llv 5^ll<
\  i /  Pip A; (4.4.49)
where we use that N  >  2 and c <  1. We now note that by Corollary 4.4.2
E m [|X0N"kl (Ti ) — X ?|] < E m XN,k (Ti ) — x k <  MXiN i ki (4.4.50)
Inserting this into (4.4.49), we arrive at (4.4.41).
2 2
4.4.5 Equilibrium calculations
In this section, we construct ‘test functions’ f  that we will insert into the almost- 
equilibrium equation in Lemma 4.4.3 to draw certain conclusions about the behav­
ior of the (ki — 1)-blocks.
We split the operator A  in (4.4.38) as follows:0
(4.4.51)
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where for f  e C 2 ( K Ai )
k ,a an d
( B i f ) ( x )  := J 2  J 2  ~  £) X K ’“ “
%eAj neAj a
(  c \ ki - 1+ E >7 j f W  (4-4.52)
% eAj '  i ' a
(Cf ƒ )(* ) :=  E  g (x0  Y ,( - £ * ) 2f ( x ) -d_X? -
% eAj a
A central role will be played by the semigroup generated by (an extension of) 
B i . There is an explicit formula for this semigroup, in terms of a continuous-time 
random walk on A.  that jumps from site % to site n with rate a1 (n — %) and that 
is killed in each site with rate . Let P lt (r] — £) be the probability that this
random walk, starting in %, is in n at time t . For each i G N, 0 G K  and t >  0 put 
(P . x )( :=  0 ^  P i (% — n)[x„ — 0], (4.4.53)
VGA.
and let (Ri  )t>0 be the Feller semigroup on C(K Al) given by
0 ,t
(R0 t f ) ( x ) := f (P . x ). (4.4.54)
The generator of (R■ )t>0 is an extension of the operator B i . In particular, for any
0, t 0
f  G C2(K  Al) one has
£ (* )  ƒ )(* ) =  (B i-Rit f ) ( x )  (X g K Al). (4.4.55)
With these definitions, we construct our test functions f  as follows:
f i (x) : = J  g*(6 ) -  ¿ ‘ ( è  +  E  P i(0 -  n)[x„ -  é ]) dt  (x e  K Aj ).
(4.4.56)
Inserting these test functions into the almost-equilibrium equation in Lemma 4.4.3, 
we arrive at the following result.
Lem m a 4.4.4 For i G N let X Nl be a solution o f  (4.1.5) with initial condition
(4.4.22) and let t. be as in Section 4.4.2. Then there exist constants M 1, M 2, M 3 
such that fo r  all i G N, x g K  qn- and m g C %. ,K [0, to )
g*(xk0j) -  E „ [ g * ( X f  (Ti))] -  l-iiEM[g(xN' (Ti))]
(4.4.57)
+  M 2k ] N i + M 3cN tr \
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where pTO
*  := 2 H P -  (%)2dt- (4.4.58)
% gAi
P- (%) is defined just before formula (4.4.53). The constants M 1 and M2 here are 
not the same constants as in Lemma 4.4.3.
P roof of Lem m a 4.4.4: Put 0 : =  x0 and define a function g* g C (K  Ai) by
g*(x) := g *(x0) — g*(0) (x G K Al). (4.4.59)
Then the test function fi can be written as
f i ( x ) =  j  {(R ig * ) ( x )}d t (x G K Al) (4.4.60)
where (R■ )t>0 is the semigroup in (4.4.54). Our first aim is now to show that0 ,t
/ TO J 2  Pi(%)2g(x%)dt.  (4.4.61)
% GAi
To see that (4.4.61) holds, write
(4  f i  ) (x) =  r  j ( b 0 R 0j g* ) (x) + ( c iR0 , g  ) ( x ) j d t
J 0 _ _}  ™ r i=1
(4.4.62)
=  (R0, TOg* ) (x) — (R0,0 g* ) (x) + f  {<C1R0 , g  )(x )} d <
V 0
=  g * (0 ) — g t (x0) + f  |  ( C R 0 , g *  )(x ) j dt .
In order to evaluate the third term, split the function g* as0
g* (xx) =  h§(x) — f  (x) (x G K Al), (4.4.63)
where
ƒ*(*) :=  7j\xo -  ®\2 (JC G (4.4.64)■— d 
h § (x) =  h (x0) 
with h G C2 (K°)  d C (K ) a harmonic function, i.e.
Ah(x) =  0 (x G K°).  (4.4.65)
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A straightforward generalization of Lemma 1.6 in Swart [41] (Lemma 3.1.6 in this 
dissertation) gives
(Ci Riê j hê)(x ) =  0 
while a straightforward calculation gives
(x e  K Aê, t >  0 ), (4.4.66)
d \2 
*1' d
% eAi a neAi
=  2 £  Pê(%)2g(x%)
% eAi
(x e  K Ai, t >  0)
(4.4.67)
Here we used that P- ( -%) =  P- (%). Inserting (4.4.66) and (4.4.67) into (4.4.62) 
we arrive at (4.4.61).
We now want to insert the test functions f  into the almost equilibrium equation 
in Lemma 4.4.3. For this, we need bounds on || f  ||TO and ||V% f ||TO. We have the 
following:
II fi  llœ< R liv g* ƒ ^ p ê
% eW
/ œ E p /  (%
%ew %eW
(%)dt
(4.4.68)
where
vg* :=  ( ¡ ¿ r f T =1....d (4.4.69)
and IV g*||ro is the supremum norm of IVg*|. To see that the estimate for || f  I  
in (4.4.68) holds, note that
E p / (0 -  n)[x„ -  ô] <  R Y , P ê ( % ) .
neW % eW
(4.4.70)
so that
g ‘ (S) -  g ‘ (ê  +  Y ,  Pê(0 -  n)[xn -  ô]) < l|V g* ||œ  R j ^ P ê  (%)■ (4.4.71)
% eW
To see that the estimate for ||V% fi  II <x) holds, simply note that
d x%a g *(ê) -  g * (ê  +  E n P i (0 -  n)[x,! -  0 ])
(4.4.72)
= P i m  5yg*)(ê + E„ P i ( °  -  -  ê]).
2
d
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Next, we use that
/  N V - - 1
dt  £ ƒ , ' ( ? )  =  ( —  ) ' (4.4.73)
,0 % e& cfJo
This is just the expected survival time of a random walk that is killed in every site 
with rate . Inserting (4.4.73) into (4.4.68), and inserting (4.4.61) into the
almost-equilibrium equation in Lemma 4.4.3, we find that
r f  ™
E J  g * (0) — g * ( X f  (Ti)) -  2 y  Pi (%)2g ( X f  (t-))d t
L Jo % eA
< 2 X 7 1R\\Vg*\\0 0 ( f f ~ l  ^ (4A 74)
'Ni+ + M 2ct 'N ~ tl
Using the fact that by the symmetry between all sites in the (ki — 1)-block around 
the origin
Ej [g ( X f  (Ti))] =  E j [g ( X f  (Ti))] (||% || <  ki — 1) (4.4.75)
we arrive at (4.4.57). I
4.4.6 Asymptotics of the scaling factor i
In this section we investigate the asymptotics as i — to of the quantity i  defined 
in (4.4.58). In particular, we prove the following.
Lem m a 4.4.5
ik,  ~  &k, as i — to. (4.4.76)
Proof of Lem m a 4.4.5: Consider the (k — 1)-block
A ( N , k ) :={% e QN : ||% || <  k — 1} ( N >  2, k >  1), (4.4.77)
and put
k—1 1 /  c \ i  — 1<*«> := E win) ■ <44 78)l = ||% ||
Let { ( N ) t>o}l =1j2,... be a collection of independent (right-continuous) Poisson pro­
cesses, where the process (N lt )t>o has intensity • Let (¡~ln)l~2\ 2"  be a collec­
tion of independent £2N-valued random variables with
l 1
P{%n =  £] =  ^ 7  l{imi</} (% e (4.4.79)
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Then the process (i f ) t>°, defined as
Ik :=EE • (4.4.80)
1=1 n= 1
performs a random walk on A(N , k ) that jumps from a site % to a site n with rate 
akN(n — %). (Recall that summation in £2N is defined pointwise modulo N .) For
l = 1, 2 , . . .  we introduce stopping times
T :=  min{t >  0 :  N\ > 0} (l = 1, 2, . . . ) ,  (4.4.81)
so that i  = i ( N t , ki), with
/> TO
l ( N , k ) :=  2 J 2  P [I f  e %, t < Tk]2dt. (4.4.82)
% eA(N,k)
Here P [ Itk e %, t < Tk]2 is the probability that two independent copies of the 
process are both in %. For such independent copies we may write
/> TO
l ( N , k ) =  2 / P [i f  = i f , t < Tk A Tk]dt. (4.4.83)
Next, we use the fact that the difference process (I, — I, )t>° performs a random 
walk on At that jumps from a site % to a site n with rate 2al (n — %), while Tk A Tk 
is exponentially distributed with mean \E[X)<c]. Absorbing the factor 2 in a redefi­
nition of the time scale we see that
¡i(N , k ) =  / P [ i f  = 0, t < Tk ]dt = E l  1{7k=0}dt. (4.4.84)
Jo Jo ‘
We put t 0 :=  0 and introduce stopping times
o f  := min(T/, . . . , T f } (l = 0 , . . . ,  k). (4.4.85)
We split (4.4.84) as
k-1
l-i(N, k ) = y ,  E l  V =0}dt. (4.4.86)
 — 1 poi
• k ) =  E E  kl 0 olk
By symmetry,
1
P[ l f  =  £,\<jf < t  < of+l] =  (/ =  0, 1), (4.4.87)
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and hence
k 1 —  i
H(N, k) = J 2  ^7 -E K + i -  ° i l  (4.4 88)
where
N l l=o
_ c
We therefore find that
k -1
E \? h i -  =  i - i  p l° f  =  r;]. (4.4.89)
H(N, k ) =  £  c—lP [a f = r,]. (4.4.90)
l 0
Here P [ak = T0] =  1 and for l > 1
kP [at < Tl] =  P [Tn < Tl for some n = l + 1 , . . . ,  k ]
< P [Tn < Tl for some n > l] ,
y-oo ,c_,n (4.4.91)
_ 2—in =/+1 ^  TV ' _  6
“  ~ h ’
where we used that for independent exponentially distributed variables X 1 , X 2 with
mean 1,À2 1:
A1
P[Xx <  X2\ = — . (4.4.92)
À1 + k2
Inserting (4.4.91) into (4.4.90) we see that
k 1 k 1
<4 4 -93>
l=0 l=0 
and using the fact that Nt — to  as i — to, we arrive at (4.4.76).
4.4.7 Proof of the convergence
Lem m a 4.4.6 For i e N let X Ni be a solution o f (4.1.5) with initial condition
(4.4.22) and let Tt be as in Section 4.4.2. Assume that
cl~kiN fi—1 «  A; «  N f . (4.4.94)
Then there exist constants Mt, tending to zero as i — to, such that for all x e 
K nNt and j  eC^ ,K [0, to)
g* X 1 ) — akiEa g(XN (Ti))] (4.4.95)
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Note that condition (4.4.94) can be met because of condition (4.1.27).
P roof of Lem m a 4.4.6: Combining Lemma 4.4.4, Lemma 4.4.5 and formula 
(4.4.94) we see that there exist constants M t , tending to zero as i — to, such 
that for all x e K aNl and j  e C%t,K [0, to)
g*(xk) -  Em\g*(XN (Ti))] — okiE„[g(x0N (Ti))] <  M i. (4.4.96)
We may conclude from (4.4.96) that
E, g(XN (Ti))] <  ( O k ) - '(M i  +  ||g * iu ). (4.4.97)
Since aki — to as i — to and since g  is continuous on K  and nonzero on K °, 
there exists constants M t, tending to zero as i — to, such that for all x e K QN- 
and j  eC%i ,K [0, to)
E„[g*(XN (Ti))] < M i. (4.4.98)
When we insert this into (4.4.96), then after a suitable redefinition of our constants 
Mi we arrive at (4.4.95). I
We now translate the statement in Lemma 4.4.6 about the conditional law of
X Ni given
( x N  (t)) =  (u (t))t>0\  ^ h> 0
(4.4.99)
into a statement about the unconditional law.
Lem m a 4.4.7 For i e N let X Nl be a solution o f (4.1.5) with initial condition
(4.4.22) and let Xt (i e~N) be constants satisfying (4.4.94). Fori e N and % e QNj 
let Yj be given by
Yi : =  f  ( o k i g i X N  ( t )) -  g*( x 0 ; ^ \ - ' e " x’d t . (4.4.100)
Then there exist constants Mt, tending to zero as i — to, such that for all x e 
K
E Y  Yi ] < M i. (4.4.101)
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Proof of Lem m a 4.4.7: Note that almost surely Y% > — ||g*||TO, and hence
E \\=  i  yP[Yi e dy]
L J J—\\g\\^/ 0 ptt
yP[Yi e dy] +  /  yP[Y\ e dy] 
■llgll<» ^0 
<\\g\\<» + E [Y; ] (i e N , He ^  ).
(4.4.102)
Lemma 4.4.6 implies that for a suitable version of the conditional expectation
\E [Y0 Y  =  y ] \<  M (y > - llg * llt t) , (4.4.103)
and by symmetry the same is true for the conditional expectation of Y-, given Y0. 
It follows that
E  [Y0Y; ] /
tt
E[YÓYl\Yl = y ]P Y  e dy] 
J ..... yE[Y0 \Yi = y ]P Y  e dy]
<
J — \\g*\\c
yE[Y0 \ YHi = y] P [Yi e dy]
< M  (||g*IIto +  E  Y ]) < M t (|g|TO +  M ),
where in the last step we used that
E [YL ]
/> tt 
< j —\\g*\\tt
E [Y| \Y0 =  y ]P [Y0 e dy]
E[YL \Y0 = y ] P [Y0 e dy] < .
(4.4.104)
(4.4.105)
Lem m a 4.4.8 For i e N let X Nj be a solution o f (4.1.5) with initial condition 
(4.4.22), and let (i e ~N) be constants satisfying (4.4.94). Then there exist con­
stants Mi, tending to zero as i — to, such that for all x e K QN-
E
C t t  , 1 X
( g \ X f ' k'(t)) -  ak —  J 2  g i X f i t ^ k J ^ d t
j0 v Nk i-m<k 7
< M  . 
(4.4.106)
2
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Proof of Lemm a 4.4.8: Defining random variables as in Lemma 4.4.7 and using 
symmetry, we see that
E
/•to i x
(g*(xl l) - akrTX J 2  g ( x f ( t ) ) \ x j let/k'dt 
Jo v Ni ^m<k  7
=  i  E  E [ n n \
-^m\<ki
n'-\\n\\<ki
N k  (N k  -  N k  - 1 ) i i 1 
— — m Y i \  +  -2*72kiN
< E [ Y I Y I ]  +  —
N E  E [Yi n \
(4.4.107)
tm<ki
n:\\n\\<ki 
\\H-n\\<k,-i
o^, 
-, — ki
Ni
(llg*llTO +  °k, l l g l ^ ) ,
where aki ~  c ki (c/(1 — c)) and hence aki / N, —  0 by (4.4.94). But
E ƒ  (g*(4 ')  — g*(X N ,ki ( t ) ) ) K Xet/hdt
n TO 2
< E ( t("*?NiX(*gIkix(*g i k 1 et d0
<  U t o E
< \\g*\\ooM
fJo
'h
x? — XN"kl (t) V V  /kidt
(4.4.108)
N k
by Corollary 4.4.2. Here X,/ N k —  0 as i — to by (4.4.94), and combining 
(4.4.107) and (4.4.108) and applying Lemma 4.4.7 we arrive at (4.4.106). I
Lem m a 4.4.9 For i e N let X Ni be a solution o f (4.1.5) with initial condition 
(4.1.6). Then for i e N there exists positive constants y, , Mi satisfying y, ^  cki 
and M, ^  1 (i — to), such that for all t >  0
E I. to (■g* (X  (t + s )) — Gi (t + s -s/Yids < M t . (4.4.109)
Proof of Lem m a 4.4.9: Let us write 
Ri(t) :=  g*(X  (t)) — G  (t)
(4.4.110)
N k
p-m\<kr
2
2
2
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Then
E
- L
p TO
/ Ri (t +  5 /Pi ) A—1es/Alds 
Jo
k a N
E
“ /> OO 2 “
/ Ri (t + s/Pi ) A—1 es/Al ds IIt(Pi
%
Jo
P [.XN (Pit) E dxj
< M i,
(4.4.111)
where we applied Lemma 4.4.8 to the conditioned system. A simple change of 
variables now gives (4.4.109), where
Ai Nk 
Yi '■= «
pi Ok,Nk"
ckic 1(1 — c). (4.4.112)
■
Proof of formula (4.1.30): For i e N let Ri be as in (4.4.110) and let Ti be an 
exponentially distributed random variable with mean yi , independent of the process 
Ri. For any square integrable random variable X  we write
||X112 :=  E [ |X |2] .  (4.4.113)
Then by Lemma 4.4.9, for each T >  0 and y > 0 and for each i such that y < y :
E
/> 00
Ri
Jo
 (t )1[T ,TO)(t )Y ~le(t—T )/Y dt
Ri (T + Ti + ®i ) II2
< I
ƒJoTO Ri (T + Ti + s )(y — Yi )—1es/(Y—Yi )ds 
IIRi(T +  tj +  s ) ||2 ( y  -  yi ) ~ 1es^ Y~Yi)d s  <  M ¡ .
(4.4.114)
where at is an exponentially distributed random variable with mean y — Y , inde­
pendent of the process R, and of t, . Let us write
f T ,y (t) :=  1[T,^)(t )Y le(t T)/Y ■
Then (4.4.114) implies that for all T > 0 and y > 0
(4.4.115)
lim E
i
r 2 
/ Ri (t )fT ,y (t )dt 
Jo
=  0. (4.4.116)
2
2
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LetQ  be the class of measurable functions f  : [0, to) —  [0, to) such that
lim E
i —00
r œ 2
/  Ri {t ) f  (t )dt 
Jo
= 0.
Then clearly
f , g  € Q, f  > g ^  f  -  g  e Q 
f  e Q , X > 0 ^  Xf  e Q 
f i € Q {i € NX f i f  ^  f  € Q.
It follows that
1[o,r) — lim (eT/n f o,n — f T € G
and this proves formula (4.1.30).
(4.4.117)
(4.4.118)
(4.4.119)
4.5 Discussion
Here we discuss why formula (4.1.30) is not sufficient to conclude that the X' 
(i e N) are tight, i.e., that the collection of their laws is relatively compact in 
V@>k [0, to )), the space of probability measures onT>K [0, to) equipped with the 
topology of weak convergence. (We remind the reader that VK [0, to) is the space 
of cadlag functions from [0, to) to K , equipped with the Skorohod topology.) The 
following is a special case of Theorem 9.4 from Chapter 3 of Ethier & Kurtz [16].
Proposition 4.5.1 Let E be a compact metric space and le tV  C C (E ) be dense. 
For n = 1, 2 ,. . . ,  let X n be a process with sample paths in V E [0, to) defined on 
a probability space (Qn ,1 ^ ,  Pn) and adapted to a filtration (J*)t>0. For each 
f  e V  and n = 1, 2 , . . .  let A l  be an (T f )t>0-adaptedprocess with sample paths 
in D r[0 , to) and supt>0 E [|a I ( t )|] <  to. Assume that for each f  e V  and 
n = 1, 2 , . . .  the process (M (t))t>0 given by
M (t) := f  (Xn(t)) — i  A {(s)ds (t > 0) (4.5.1)
0
is an (T'n )t >0-martingale. Assume that for every f  e V  there exists a p  e (1, to) 
such that for all T > 0
0 CT -
' |v4^(0|^ < i/V l <  oo. (4.5.2)
0
Then the sequence o f k-dimensionalprocesses (f 1(Xn) , . . . ,  f k(Xn))n=1,2,... is tight 
in path space V^k [0, to) fo r every f 1, . . . ,  f k e C(E ).
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Combining this with (4.1.29) and (4.1.28) it is not hard to see that tightness of 
(X 1),eN would follow if we could prove formula (4.1.31), i.e., if we would have
lim Ei ' ƒ  |Gi (t ) -  g* (X  {t ) ) |2 dt] — 0. (4.5.3)
However, we have only shown that
lim Ei \ f  ( o ' ( t ) -  g*(X { t ))) dt =  0, (4.5.4)
and this is not sufficient to conclude that (X  )■ ^  is tight. In fact, in Remark 9.5 
from Chapter 3 of Ethier & Kurtz [16] an example is constructed of {0, 1}-valued 
processes Xn with generators Gn, for which we can check that
sup E
n—1,2,... f0 (G n f )( Xn (t ))dt < oo, (4.5.5)
for all f  e C(E ), while the sequence (Xn)n=\,2 ,... is not tight in T>{0,1}[0, œ ).
We next investigate why our arguments give us (4.5.4) and not (4.5.3). The 
essential step in the proof is Lemma 4.4.7. For i e N let XNi be a solution of (4.1.5) 
with initial condition (4.4.22) and let let t (i e N) be exponentially distributed 
random variables as in Section 4.4.2, with means Xi satisfying (4.4.94). For i e N 
and è, e QNi and t > 0 let us write
4 (t) :— ^k1g(X0N1 (t )) -  g*(x0). (4.5.6)
It follows from Lemma 4.4.6 that there exist constants Mi, tending to zero as t 
to , such that for all x e K ^  and all m e D r[0 , to) with w(0) =  akig(x0)
g* (x0' ):
E [Zi ( t i )l(Z\t (t))t>0] < M i. (4.5.7)
As is shown in Lemma 4.4.7, this implies that there exist constants Mi, tending to 
zero as t —  oo, such that for all x e K ^N,
E [Z0 (ti) Z\t t  )] < M i, (4.5.8)
where t, , t  are two indepenent exponentially distributed random variables with 
mean k , . As is shown in Lemma 4.4.8, formula (4.5.8) leads to (4.5.4). For (4.5.3) 
we would need that
E [Z0(t, ) Z\t (t,)] < Mi , (4.5.9)
2
2
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where the same t, occurs twice. This conclusion cannot be drawn, however, from 
(4.5.7). To give a simple example of what may go wrong, consider random vari­
ables Y (1), Y (2), Z  (1), Z (2), taking values in {—1, 1}, and independent of these a 
random variable r  that with probabilities  ^ takes the values 1 and 2. Assume that
(7(1), 7(2), Z (1), Z (2)) =
Then
( 1, —1, —1, —1) with probability £
( 1 , - 1 ,  1 , - 1 )  with probability \  — £
(—1, 1, —1, 1) with probability \  — £
(—1, 1, 1, 1) with probability £.
(4.5.10)
E [ 7 (t ) IZ(1) =  Z1, Z (2) =  Z2] =  0 (Z1, Z2 e { - 1 ,  1}), (4.5.11)
while
lim E [7 (t )Z (t)]  =  1 = 0.e—0
(4.5.12)
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Appendix A
Diffusions on compact state space
A.1 Why this appendix?
There exist many texts that offer to the mathematical reader an introduction to the 
theory of stochastic differential equations. Some of the books that were advised to 
me and that I used are the ones by Breiman [3], Chung & Williams [4], Dynkin
[15], Ethier & Kurtz [16], Hida [20], Karatzas & Shreve [22], Oeksendal [27], Re- 
vuz & Yor [31] and Stroock & Varadhan [40]. In spite of all the available material, 
I never managed to find a text that would give a trained functional analyst or prob­
abalist in an afternoon’s time a rough idea of what I have come to consider as the 
basic ideas of the theory; what stochastic differential equations were invented for, 
and what they can do. This is probably due partly to my personal preferences and 
partly to the complex history of the subject.
The study of diffusion processes started in the 1930’s, when Kolmogorov and 
Feller used methods from the theory of partial differential equations to establish 
the existence and uniqueness of probability densities of diffusion processes. Their 
functional analytic approach led to a complete characterization of all Feller pro­
cesses in one dimension, but for higher-dimensional domains there remained major 
problems. Following another line of research, Ito started in the 1940’s his pioneer­
ing work on stochastic differential equations. It was not until Yamada and Watan- 
abe proved in 1971 that strong uniqueness implies weak uniqueness, that finally a 
solid link between the two approaches was made. A few years earlier, Stroock and 
Varadhan had invented the martingale problem as a means to use results from the 
analytic approach to prove weak uniqueness of stochastic differential equations.
The historic split between the two approaches still influences today’s literature. 
Thus, a book like Oeksendal’s [27] offers a quick and easy-to-read introduction into 
Ito’s theory of stochastic differential equations, but tells little about the functional
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analytic approach. As a result, certain concepts must remain somewhat mysteri­
ous to the reader: Why, for example, the two different concepts of uniqueness, 
and why is it the square of the diffusion matrix that really matters? Other books, 
like Karatzes & Shreve’s [22], give the full story, but here the results linking the 
two approaches are presented as some further developments in the theory, where 
they may easily be overlooked by the beginning reader. The book that I at present 
consult most is the one by Ethier & Kurtz [16], which presents the material in the 
order that I consider to be most natural: first the analytic theory, then the martin­
gale problem, and then stochastic differential equations. Apart from that, it also 
contains some strong theorems that are elsewhere absent. However, like many of 
its fellow books on the subject, it offers no easy reading, because of the technical 
nature of the material and the fact that theorems are stated in a highly general form. 
It has more than once taken me two handwritten pages to check that a proposition 
I wished to verify in a concrete setting, really was a straightforward consequence 
of a Theorem, a Remark and a Problem in the book.
This appendix tries to take the functional analyst or probabilist with no expe­
rience in the field of diffusion processes by the hand and show him or her around 
in the shortest possible time. I hope that those who are more familiar with the 
material will find it pleasant reading too. In view of the material covered in this 
disseration, we take one specific problem as our motivation: how to find out if there 
exists a unique Feller diffusion on a compact and convex domain with a given drift 
and diffusion function.
By restricting ourselves to compact domains, we can avoid a lot of the tech­
nicalities that clutter the general theorems in books. The restriction to convex 
domains is not very essential, but facilitates the discussion of boundary behavior. 
The type of processes we consider do not need boundary conditions to be specified 
in terms of a restriction on the domain of the generator; instead, the drift and the 
diffusion function suffice to specify the behavior of the process, not only in the in­
terior of the domain but also on the boundary. This type of processes is still fairly 
ill understood. Thus, we will see that the theory of diffusion processes after more 
than half a century still holds some fundamental unsolved problems.
Most of the propositions below can be found in, or easily deduced from, Ethier 
& Kurtz’ book [16], to which we refer for proofs and technical details.
A.2 Transition probabilities
Let E  be a compact separable metrizable space. We denote the Borel-o -field (the
o -field generated by the open sets) by B (E ), and we write V  (E ) for the space of all 
probability measures on B (E ), equipped with the topology of weak convergence.
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A continuous transition probability on E is a function Pt (x , dy) with the following 
properties:
1. (t, x ) — Pt (x , •) is a continuous map from [0, to) x  E into V (E )
2. P0(x, •) = 8x (the delta-measure in x )
3. /* Pt(x, dy)Ps(y, dz) = Pt+s(x, dz).
Je
The third property is called the Chapman-Kolmogorov property. We think of 
Pt (x , dy) as describing the probability that a certain continuous-time Markov pro­
cess takes values in the interval dy, given that it was a time t before at the position 
x . Indeed, we have the following:
Proposition A.2.1 Let Pt (x, dy) be a continuous transition probability, and let 
i  e V (E ). Then there exists a Markov process (X (t))t>0, unique in distribution, 
such that
1. P [X (0) e dx] = i(d x )
2. P[X(s + t ) e d y lX (s) = x ] =  Pt (x , dy).
Markov processes with such continuous transition probabilities are called Feller 
processes (with state space E ), and we would like to know how to construct them. 
Because of the Chapman-Kolmogorov property, we do not need to know the tran­
sition probabilities Pt (x , dy) for all t in order to specify the process uniquely. In 
fact, we have the feeling that it should somehow be enough to know Pt (x , dy) for 
infinitesimal t .
For example, we can look at a process X  for which
Pt(x, dy) = 8x(dy) + k ( r ( x , dy) — 8x(dy))t + o(t), (A.2.1)
where k is a positive number and T (x , dy) is a continuous probability kernel on 
E , which means that x — T (x , •) is a continuous map from E into V (E ). The 
precise meaning of the small o-notation will become clear in the next section. A 
Feller process with transition probabilities as in (A.2.1) is called a jump process. 
It is a process that stays at a position x during an exponential time with mean k— 1, 
and then chooses a new place to jump to, according to the probability T (x , •). It 
is customary to choose a version of X  such that it has piecewise constant right- 
continuous sample paths.
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One can also look at processes that have continuous paths. Consider the case 
that E is a compact and convex subset of IR^  .A  diffusion process on E is a Feller 
process X  whose transition probabilities satisfy
1. ƒ  Pt(x, dy)(y, — x,) = b,(x) t + o(t)
2. /  Pt(x, dy)(y, — x,)(yj — x j) = a,j(x) t + o(t) (A.2.2)
73. J  Pt(x, dy)1{ix—y|>£} =  o(t),
uniformly in x as t —  0 for all i, j  = 1 , . . . ,  d  and £ > 0. Here b : E —  IR^  and 
a : E —  Md ® IRd are continuous functions taking values in the d -dimensional real 
vectors and the d x  d  positive symmetric real matrices, respectively. The function 
b is called the drift function (or ‘local drift function’ or simply ‘drift’). b,, (x )z, 
measures the tendency of the process at position x to move in a direction z . The 
function a is called the diffusion function (or ‘local diffusion function’ or ‘diffusion 
matrix’). jjZ jajj( x )zj measures the strength of the random fluctuations of the 
process at position x in the direction z .
Property 3 in formula A.2.2 expresses the continuity of the process. It can 
be shown (although this is not easy to see at this stage) that a Feller process X  
satisfying the properties 1 and 2 in (A.2.2) has continuous sample paths if and only 
if it satisfies Property 3.
The idea behind (A.2.2) is that in order to specify a probability distribution that 
is very strongly peaked around x , it should be sufficient to know only its first and 
second order moments. We expect that if we are given the first and second order 
moments of small increments X(s + t) — X (s) of our process, then these will by 
some sort of Central Limit Theorem uniquely determine the distribution of a large 
sum of such increments, and hence of our whole process.
This intuition is largely correct: in many cases it is possible to prove that to a 
given drift function and diffusion function there corresponds a unique (in distribu­
tion) diffusion process. The methods needed to prove this are, however, far from 
trivial, as we will see in the remainder of this appendix.
In order for a process satisfying (A.2.2) to exist, we have to put restrictions on 
b and a that guarantee that the process, so to say, does not want to leave the space 
E . For any x e E we denote by Nx the cone of normal vectors to E in x :
z e Nx &  Y ( y ,  — x,)z, <  0 Vy e E . (A.2.3)
i
We denote by Ix the space of directions in which E is flat at x :
z e Ix &  3£ >  0 such that x +  kz e E V|k| <  £}. (A.2.4)
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Sufficient conditions on b and a turn out to be1
Y bi (x )Zi -  0 
i
Y z t a t j i x  )zj = 0
ij
Here I^r is the orthogonal complement of Ix . Note that not every vector in I r  is 
in the linear span of Nx . (For example, if E  is the unit ball and Ix | =  1, then 
I r  = Rd, while Nx is one-dimensional.) Thus the second condition in (A.2.5) 
is stronger than the requirement that the fluctuations in directions normal to the 
surface are zero.
A.3 Feller semigroups
We write C(E ) for the Banach space of continuous real functions on E , equipped 
with the supremum norm. Whenever Pt (x , dy) is a continuous transition probabil­
ity, the formula
(S t f) ( x ) =  i  Pt(x, d y ) f  (y) (x e E , f  e C (E )) (A.3.1)
Je
defines a Feller semigroup on C(E ). Here, a family of operators (St)t>0 on C(E ) is 
called a Feller semigroup if
1. For each t > 0, St : C (E ) — C (E ) is a linear operator
2. St 1 =  1 for all t > 0
3. f  > 0 ^  Stf  > 0 for all t > 0
4. limt—0 \\Stf  -  f  || = 0
5. StSs = St+s for all t , s > 0 and S0 is the identity.
Conversely, one can see that to each Feller semigroup there corresponds a unique 
continuous transition probability. By definition, the generator of a Feller semi­
group is the operator
(Gf ) ( x) := lim t -1(Stf  -  f ) ,  (A.3.2)t—0
1What one really needs is that the operator A in (A.3.5) below satisfies the maximum principle.
For this, condition (A.2.5) is sufficient, but not necessary. When formulated as separate conditions on 
b and a, (A.2.5) is as far as one can go, but for certain combinations of b and a less may suffice. For 
example, if E = {x e R2 : \x | -  1}, bi (x) = —cxi and an(x) = x2x2, a12(x) = a21 (x) = —x1 x2, 
a22(x) = x Ix I • then the operator A in (A.3.5) satisfies the maximum principle if and only if c >
Vz g Nx
Wz e I t .
(A.2.5)
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with domain V ( G ) the space of all functions f  e C(E) for which the limit in 
(A.3.2) exists in the topology on C(E ). It is a theorem that Feller semigroups 
are uniquely determined by their generator. In that sense our earlier intuition is 
justified that in order to specify a continuous transition probability Pt (x , dy),  it is 
enough to give it for infinitesimal t . We now need a criterion to see whether an 
operator G is the generator of a Feller semigroup.
We say that an operator A onC (E ) with domain T>(A) satisfies the maximum 
principle if, whenever a function f  e ( A) assumes its maximum over E  in a 
point x e E , we have (A f ) ( x ) — 0. We say that A is closed if and only if its 
graph {(f, A f )  : f  eT>(A)} is a closed subset of C(E ) x  C(E ). The following is 
a version of the Hille-Yosida theorem:
Proposition A.3.1 A linear operator G on C (E ) is the generator o f a Feller semi­
group i f  and only i f
1. 1 e £>(G) and G 1 =  0
2. G satisfies the maximum principle
3. V ( G ) is dense in C(E )
4. For every f  eT> (G) there exists a continuously differentiable function t —  
f t  such that f 0 = f ,  f  g V ( G ) and §~t f  = G f
5. G is closed.
Here the differentiation with respect to t is in the Banach space C (E ). The difficult 
condition in the Hille-Yosida theorem is condition 4. We need to show that the 
differential equation - ^ f  =  G ft with initial condition f 0 = f  has a solution. 
It then follows from the general theory that this solution is unique, and equals
f t  = St f .
For jump processes as in (A.2.1) we can do this. We define an operator G with 
domain V  (G) = C (E ) by
(Gf ) ( x ) := F(x , d y ) f  (y) — f  (x)j.  (A.3.3)
This is a bounded linear operator on C(E ), and for each t > 0 the infinite sum
1
e,G :=  V —-((G)" (A 3.4)
i=0 n!
converges. It is now easy to see that f t :=  etG f  solves the equation y  f t =  G f , 
and therefore G is the generator of a Feller semigroup, which in this simple case is 
just given by St = etG.
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For diffusion processes, life is a lot harder. We cannot expect the domain of 
their generator to be all of C(E ). In fact, it is not at all clear what T>(G) is. Let A 
be the operator
(Af)(x)  :=  +  \  -A *)’ (A-3-5)
i ij
with domain
V(A)  : = C2(E), (A.3.6)
the space of real functions on E  that can be extended to functions in (? ). Prop­
erties 1 and 2 in (A.2.2) imply that G should be an extension of the operator A0, 
which is the restriction of A to the smaller domain
T>(A0) =  the polynomials of degree < 2. (A.3.7)
Using Property 3 in (A.2.2) and a Taylor expansion it is possible to show (see 
section B.1) that G f  = A f  for every f  E C2(E), so G has to be an extension of 
the operator A .
We can easily see that the operator A itself is not the full generator G of a Feller 
semigroup. In fact, A is not closed. But we can hope that maybe its closure is the 
generator of a Feller semigroup. Here, the following version of the Hille-Yosida 
theorem comes to our help.
Proposition A.3.2 Assume that a linear operator A on C (E ) satisfies
1. 1 e V (A) and A 1 =  0
2. A satisfies the maximum principle
3. V (A) is dense in C(E )
4. There exists a dense subspace D C C (E ) with the property that for every 
f  e D there exists a continuously differentiable function t — f t such that 
ƒ„ =  ƒ. f  e V(A) and i f ,  = A f .
Then the closure o f A generates a Feller semigroup.
For our operator A, the first three conditions in this proposition are easily checked, 
where the fact that A satisfies the maximum principle follows from the containment 
condition (A.2.5). In order to check condition 4, we must find solutions of a Cauchy 
equation:
h f t w  -  i  ¿ c * )  =  °. (A-3-8)
i ij
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with initial condition f 0(x) =  f  (x). We have to find solutions of (A.3.8) for all f  
in some dense space D. This is in general very hard.
We can make life a little easier by applying a Laplace transform with respect 
to our time variable. It is in this language that the Hille-Yosida theorem is usually 
stated.
Proposition A.3.3 The closure A o f  a linear operator A on C{E) is the generator 
o f a Feller semigroup i f  and only i f
L i e  V(A)  and  ^ 4 1 = 0
2. A satisfies the maximum principle
3. V (A) is dense in C(E )
4. There exists a X e (0, œ ) and a dense subspace D C C (E ) with the property 
that for every f  e D there exists a pX eT> ( A) such that (1 — X A) pX = f .
Thus, the closure of the operator A in (A.3.5) generates a Feller semigroup if and 
only if we can find solutions of a Laplace equation :
Pk(x) -  X ^ 2 b i ( x ) £ - p k(x) ~  h ^ ^ 2 a ij( x ) j ^ I -pk(x) = f {x ) ,  (A.3.9)
i ij
for a dense collection of functions f . It is not hard to show that if ft is a solution 
to the Cauchy equation (A.3.8), then
/> œ
Px :=  f tX~le~Jdt  (A.3.10)
Jo
is a solution to the Laplace equation (A.3.9). However, having a solution to (A.3.9) 
for one particular value of X (as is required in the Hille-Yosida theorem) does not 
automatically imply that we can solve (A.3.8).
Although the Laplace-version of the Hille-Yosida theorem is some improve­
ment over the Cauchy-version, it does not make much of a difference in practice. 
For the type of diffusion processes that we are considering in this appendix, there 
are almost no results showing existence of solutions to (A.3.9).
There are results, however, for Cauchy and Laplace problems in a setting that is 
slightly different from ours. These results cover the case where for all x the positive 
symmetric matrix atj ( x ) is strictly positive. In this case, the conditions (A.2.5) are 
violated, and one has to find other ways of preventing the process from leaving E . 
This can be done by restricting the domain of the operator A by certain boundary 
conditions. These boundary conditions guarantee that A , on its restricted domain,
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satisfies the maximum principle. It can be seen that different types of boundary 
conditions correspond to different types of boundary behavior, such as absorbing 
boundaries, reflecting boundaries, and so on. For such operators A, existence of 
solutions to the Cauchy problem has been shown, at least for initial conditions 
f  e C2 (E ) and for drift and diffusion functions that are Holder continuous.
To give an example where in our setting (A.3.8) has a solution for a dense 
collection of initial conditions, consider the case where the operator A has the 
form
(Af) (x)  = -  + (1 “  (A.3.11)
i i
It is easy to see that A maps a polynomial of degree <  n to a polynomial of degree
< n . Using this fact one can show that the Cauchy problem has a polynomial 
solution for each polynomial initial condition. It follows that the closure of A 
generates a Feller semigroup on C(E ), where the corresponding Feller process can 
be shown to have continuous sample paths. To do something more general we need 
different techniques.
A.4 The martingale problem
In the course of the last section, we changed the question that we originally wanted 
to answer into a more specific question, that we subsequently were unable to solve. 
What we really wanted to know is: “Does there exist a unique Feller process with 
continuous sample paths whose generator is an extension of the operator A0 in 
(A.3.7)?”. The question that we finally adressed was: “Does the closure of the 
operator A in (A.3.5) generate a Feller semigroup?” . This is a different question 
for two reasons. First, the operator A is not the same as the operator A0. Second, 
even if there exists a unique Feller process with continuous sample paths whose 
generator extends a certain operator, then there is no reason why this generator 
should be the closure of the operator. This is already clear from the fact that the 
operator A 0 is closed but does not have a dense domain, so that its closure will 
never be the generator of a Feller semigroup. In this section we look for methods 
that do not require our generator to be the closure of some given operator.
For a  e V (E ) and f  e C(E ), let us introduce the ‘dual’ notation
( lAf)  := f  l i ( d x ) f ( x ). (A.4.1)
Je
If G is the generator of a Feller semigroup and Pf (dy) = Pt (x , dy)  is the associ­
ated transition probability, then Pf  is the unique solution of the equation
£< p ; \ f )  =  {P; \ Gf )  V f e V ( G )  (A.4 2)
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with initial condition P0x = 8x. We can think of (A.4.2) as the equation
jjP tx = G*Pf, (A.4.3)
where the adjoint operator G* : C(E )* — C(E )* is defined by
(G*n\f) :=  (n\Gf) ( f  e V ( G )). (A.4.4)
For a general linear operator A onC (E ), we may wonder if the equation
£ < W >  =  <p / W >  v/ g D ^ )
( Po \ f  ) = f  (x ) V f  e C  ( E ) ( . . )
has a unique solution for each x e E . I f  A is the operator in (A.3.5), then (A.4.5) 
is the dual equation to the Cauchy equation (A.3.8).
There exist interesting relations between equations and their dual equations. 
For example, existence of solutions to (A.4.5) implies uniqueness of solutions to 
(A.3.8), while existence of solutions to (A.3.8) implies uniqueness of solutions to 
(A.4.5). To prove the latter, all one needs to do is to show that
§-t {Ptx \ fT-t) = <P?\AfT- t ) -  (Ptx \AfT- t ) = 0 (A.4.6)
whenever Pf solves (A.4.5) and f t solves (A.3.8). It then follows that
( PXT \ f )  = (PXT \ fT-T ) = (Pox \ fT ) = fT (x ) V f  e D, (A.4.7)
and since D C C(E) is dense this relation determines PT uniquely. However, 
existence of solutions to (A.3.8) is by no means necessary for the uniqueness of 
solutions to (A.4.5), and it is this fact that we will exploit. The idea will be, more 
or less, to show that whenever solutions to (A.4.5) exist and are unique, they are 
continuous transition probabilities. Then these transition probabilities give us a 
Feller semigroup, whose generator G is an extension of A , while it need not be the 
case that G is the closure of A .
In fact, we are not going to do precisely that, but something similar. Any Feller 
process (X(t ))t>0 can be chosen such that it has sample paths that are continuous 
from the right and have left limits: the so-called cadlag functions. We denote the 
space of E -valued cadlag functions by VE [0, to)) and we equip it with the Sko- 
rohod topology and the associated Borel-a-field. We can view the whole process 
X  = (X( t ))t>0 as a stochastic variable taking values in VE[0, to) (it turns out that 
X  is measurable with respect to B(VE[0, to))).
Let A be a linear operator on C(E ) with domain T>(A). We say that a process 
X  taking values in V E[0, to) solves the martingale problem for A if for every 
f  e ( A) the process
M( t ) := f ( X ( t )) -  f  (Af)(X(s))ds  (A.4.8)
0
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is a martingale with respect to the filtration generated by X . Note that E[M(t )] =  
E[M(0)], so that (A.4.8) implies
E [f  (Xt)] -  E [ f  ( X (0))] =  f  E[(Af)(X(s))]ds ' i f  eV( A) .  (A.4.9)
0
Differentiating with respect to t , we see that the marginals
Pf  (dy) := P[Xx(t) e dy] (A.4.10)
solve equation (A.4.5) whenever Xx solves the martingale problem for A with 
initial condition X x (0) =  x . Thus, a solution to the martingale problem for A is 
something like a solution to equation (A.4.5), endowed with a richer structure. The 
fact that Pf  solves (A.4.5) is implied by the following more general result.
Proposition A.4.1 Assume that G is the generator o f a Feller semigroup and that 
A e V  (E ). Let X  be the unique (in distribution) Feller process with generator G 
and initial condition \x. Then X  is the unique (in distribution) VE[0, TO)-valued 
process with initial condition a  that solves the martingale problem for G.
We say that uniqueness holds for the martingale problem for an operator A if for 
every a  e V  (E ) there exists at most one (in distribution) solution to the martingale 
problem for A with initial condition a . We say that existence holds for the mar­
tingale problem for A if for every probability measure a  e V (E ) there exists at 
least one solution to the martingale problem for A with initial condition a . When 
both uniqueness and existence hold, we say that the martingale problem for A is 
well-posed.
Our next aim is to show that if the martingale problem for A is well-posed, then 
A has a unique extension to a generator of a Feller semigroup. If the closure of A 
generates a Feller semigroup, then it turns out that the martingale problem for A is 
well-posed, but the converse is in general not true.
The techniques that we need concern compactness and convergence of solu­
tions to martingale problems. Let V (V E[0, to)) denote the space of probability 
measures on V E [0, to), equipped with the (metrizable) topology of weak conver­
gence (defined with bounded continuous functions on VE[0, to)). We say that a 
sequence (Xn )n=1,2,... of processes is tight if the collection of their laws is relatively 
compact in V( VE[0, to)). Clearly, every tight sequence has a weakly convergent 
subsequence. We denote weak convergence of processes as well as other random 
variables by ^ .
Let (An)n=1,2,... be a sequence of linear operators on C(E ). We define the ex­
tended limit of (An)n=1,2,... as
ex- lim An :=  {(f, g) : 3 f n e V  (A„) such that f  — f ,  A fn — g}. (A.4.11)n—TO
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As a subspace of C(E ) x C (E ), A := ex-limn—TO An always exists. Such a subspace 
A is sometimes called a multi-valued linear operator on C (E ). If it has the property 
that (f ,  g) e A, (f , g) e A ^  f  = f ,  then A is ‘single-valued’ and we can 
associate it with a linear operator in the usual sense. For multi-valued operators A 
and B we say that A C B if A is a subspace of B .
Proposition A.4.2 Assume that An (n = 1, 2, . . . )  and A are linear operators on 
C(E) and that Xn are processes solving the martingale problem for An. Assume 
that ( A ) is dense in ( E) and that
ex-lim An D A. (A.4.12)n — TO
Then the following hold:
1. (Xn)n=1,2 ,... is tight.
2. I f X n ^  X  for some X, then also Xn (0) ^  X (0), and X  solves the martin­
gale problem for A.
This proposition has many applications. First of all, it can be used to show that 
if the martingale problem for A is well-posed, then A has a unique extension to a 
generator of a Feller semigroup. For this, it suffices to show that
Pt(x, dy) := P [Xx(t) e dy] (A.4.13)
is a continuous transition probability when Xx is the solution of the martingale 
problem with initial condition Xx (0) = x . To see that x — Pt (x , dy) is contin­
uous, pick some xn — x . The X xn are tight by Proposition A.4.2, and therefore 
there exists a subsequence xn(k) such that X xn(k) ^  X  for some solution X  to the 
martingale problem for A. Moreover, Xxn(k) (0) ^  X (0) so X  has initial condition 
X (0) =  x . By the uniqueness of solutions to the martingale problem, it therefore 
follows that X  = X x . Since the same is true for any convergent subsequence, we 
conclude that Xxn ^  X x . We can now also prove that Xxn (t) ^  X x (t) for each 
t > 0, and therefore Pt (xn, •) ^  Pt (x, •). The continuity of Pt (x, dy) in x and t 
together is shown in a similar way. It is trivial to see that P0(x, •) = 8x and, finally, 
the Chapman-Kolmogorov property can be deduced too. It thus follows that:
Proposition A.4.3 Let A be a linear operator onC(E ). Assume thatV (A) is dense 
inC  (E ) and that the martingale problem for A is well-posed. Then there exists a 
unique Feller semigroup with the property that its generator G is an extension o f 
A. This semigroup is given by
(Stf ) ( x ) = E [ f  (Xx (t))], (A.4.14)
where X x is the solution o f the martingale problem for A with initial condition 
Xx (0) =  x.
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Proposition A.4.2 may also be used to show existence of solutions to the mar­
tingale problem for a “difficult” operator A, by approximating A with “easy” oper­
ators. For example, if we can find generators Gn (n = 1, 2 , . . . )  of jump processes 
as in (A.2.1) such that
ex-lim Gn D A , (A.4.15)n—TO
then for each n = 1, 2 , . . .  there exist solutions Xn to the martingale problem for 
Gn, and by Proposition A.4.2 the sequence (Xn)n=1,2,... has accumulation points, 
where each accumulation point X  solves the martingale problem for A . Using 
much heavier techniques (involving measurable semigroups that are not necessarily 
Feller), but based on the same approximation idea, the following result is derived:
Proposition A.4.4 Assume that a linear operator A on C (E ) satisfies
1. 1 e V (A) and A 1 =  0
2. A satisfies the maximum principle
3. V(A) is dense in C(E ).
Then existence holds for the martingale problem for A.
Note that these are just the three easy conditions in Proposition A.3.3. In particular, 
Proposition A.4.4 implies the existence of solutions to the martingale problem for 
the operator A in (A.3.5), whenever the drift an diffusion function are continuous 
and satisfy (A.2.5). We are left with the task to verify that they are unique.
A.5 Stochastic differential equations
Assume that E C Rd is compact and convex, and that b : E —  IB^  and o : 
E —  Md ® IRd are continuous functions taking values in the d -dimensional real 
vectors and the d x  d  real matrices, respectively. It is possible to give a precise 
mathematical meaning to the stochastic differential equation
dXi (t) = bt (X  (t)) dt + J 2  Ojj (X  (t)) dBj (t) (t > 0, i = 1, . . . , d) .  (A.5.1)
Here B = (B1(t) , . . . ,  Bd(t))t>0 is d -dimensional Brownian motion, adapted to a 
certain given filtration (Tt)t>0, and the equation (A.5.1) should be read as
G (0) =  ƒ  bi (X( t )) ds + O jXi (t) -  X t t >  otj ( X  (s)) dBj  (s) a.s., (A.5.2)
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where the second integral is a so-called stochastic integral. By the compactness 
of E , the integrand Oij(X(s)) is bounded, and for any ^ -ad ap ted  process X  with 
continuous sample paths, the right-hand side in (A.5.2) is an almost surely defined 
continuous .T7,-adapted process. Here T t is the smallest a -algebra containing T t 
and all measurable null-sets.
We denote the space of continuous functions from [0, to)  to E by CE[0, to). 
By a (weak) solution to (A.5.1) we mean a probability space ( Q , ^ ,  P ), with a fil­
tration (Tt)t>0 and an adapted d -dimensional Brownian motion (B(t))t>0, together 
with an ^ -ad ap ted  process X  with sample paths in CE[0, oo), such that (A.5.2) 
holds.
A central result in the theory of stochastic integration is Ito’s formula. In sym­
bolic notation, it reads as follows.
Proposition A.5.1 Assume that X  and Y are processes with continuous sample 
paths satisfying
dYi(t) = bt (X( t )) dt  +  £  Oij(X(t)) dBj (t). (A.5.3)
j
I f  f  e C2 (E )  then
df ( Y( t )) = J2 ( J^ f ) ( Y ( t ) ) dY i (t) + \
i ij
(A.5.4)
where in evaluating dYi (t) dYj (t) the following rules apply:
dt dt = 0
dtdBi  (t) =  0 (A.5.5)
dBj (t) dBj (t) = Sjjdt.
For us the following consequence is relevant: if X  is a solution to the stochastic 
differential equation (A.5.1) and f  e C2(E), then
_d_
-dxiE  ƒ
i
4 E  /  (A.5.6)
f ( X ( t ) )  -  > I bi ( X ( s ) ) ( £ f ) ( X ( s ) ) d s
K i S v : f ) ( X ( s ) ) d s
E I '= f ( X ( 0 ) )+  > / aij( X ( s ) ) ( ^ f ) ( X ( s ) ) d B j (s).' 9 Xi. . . / niJ
Here the stochastic integral yields a martingale, and thus we see that a solution X  
to the stochastic differential equation (A.5.1) solves the martingale problem for an
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operator A of the form (A.3.5), with
aij(x ) = Z  ° ik(x )ajk(x )■ (A.5.7)
k
This result has a deep converse: it turns out that any solution to the martingale 
problem for A can be represented, on an appropriate space equipped with an ap­
propriate Brownian motion, as a solution to the stochastic differential equation 
(A.5.1).
Proposition A.5.2 Assume that X  has sample paths in CE[0, to) and solves the 
martingale problem for the operator A0 in (A.3.7). I f  a : E — Md ® IRd is 
continuous and satisfies
aij (x ) = ^ 2  atk (x )ajk (x ), (A.5.8)
k
then there exists a solution X  to the stochastic differential equation (A.5.1) such 
that X  and X  are equal in distribution.
We note that for a given continuous a it is always possible to find a continuous 
‘root’ a , that is, a a that satisfies (A.5.8) (see section B.2).
The condition in Proposition A.5.2 that X  has continuous sample paths can be 
dropped under mild conditions.
Proposition A.5.3 Let A be a linear operator on C(E ). Assume that for each 
x e E there exists an f x eT> ( A) such that for every e > 0
inf f x(y) -  fx(x), (A.5.9)
x, yeE 
\x — y\>e
and for each x e E
lim A fy (x) = A fx(x) = 0. (A.5.10)
y—x
Then every solution to the martingale problem for A has sample paths inCE [0, to).
In our case, the following choice of f x (y) works:
f x(y) :=\x — y \2+e (e > 0). (A.5.11)
Note, however, that the domain of A0 is just a bit too small to contain functions f x 
satisfying (A.5.9). For A there is of course no problem.
Now that the link between solutions of stochastic differential equations and so­
lutions to the martingale problem is made, we investigate how this link can help
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us to answer the question that we were left with at the end of section A.4: When 
are solutions to the martingale problem for A unique? The following generaliza­
tion of Proposition A.5.2 contains a central contribution of the theory of stochastic 
integration to the theory of Feller semigroups.
Proposition A.5.4 Assume that X 1 and X 2 are solutions to the martingale problem 
for A 0 (defined on different probability spaces) with sample paths inCE [0, œ ) and 
initial conditions C (X  1(0)) = C (X2(0)), and assume that a is a continuous root 
o f a. Then there exist solutions X 1 and X 2 to the stochastic differential equation 
(A.5.1), defined on the same probability space and adapted to the same Brownian 
motion, such that X 1 (0) =  X2 (0) a.s. and such that X a is equal in distribution to 
X a for a = 1, 2.
We say that weak uniqueness holds for the stochastic differential equation (A.5.1) if 
any two solutions X  and Y with equal initial conditions (in law), defined on differ­
ent probability spaces and adapted to different Brownian motions, have the same 
law. We say that strong uniqueness holds for the stochastic differential equation 
(A.5.1) if any two solutions X  and Y with equal initial conditions (almost surely), 
defined on the same probability space and adapted to the same Brownian motion, 
are equal (almost surely).
By Propositions A.5.2 and A.5.3, weak uniqueness for the stochastic differen­
tial equation (A.5.1) is equivalent to uniqueness for the martingale problem for the 
operator A. Proposition A.5.4 shows that strong uniqueness implies weak unique­
ness. The essence of Proposition A.5.4 is that it provides us with a coupling tech­
nique for showing uniqueness of solutions to the martingale problem for A. Using 
Ito’s formula one sees that, with X 1 and X 2 as in Proposition A.5.4, the joint pro­
cess (X 1, X2) =  (Xf)a=\’2 d solves the martingale problem for the operator
(A.5.12)
with domain V(A) = C2(E x  E ). Here we write x =  (x^)®!12 d for a point in 
E x  E . Thus, the content of Proposition A.5.4 is that two solutions to the martingale 
problem for A can always be represented on the same space in such a way that the 
joint process solves the martingale problem for an operator A as in (A.5.12). Here 
we are still free in our choice of the continuous root a  of a .
We can now bring this knowledge into practice. A typical approach is the fol­
lowing. We can use Ito’s formula (or, equivalently, the fact that (X 1, X 2) solves 
the martingale problem for A ) to derive an equation for the time evolution of 
E  [| X 1 (t) — X 2(t ) |2]. If the functions x ^  b(x) and x ^  a ( x ) are Lipschitz con­
tinuous with Lipschitz constant L , then a simple application of Gronwall’s lemma
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gives the estimate
E [ |X 1 (t) -  X 2(t) |2] < E [ |X 1 (0) -  X2(0)|2] eLt. (A.5.13)
In particular, if X 1 (0) =  X 2(0) then X 1 (t) = X 2(t) a.s. for all t > 0, and it follows 
that the martingale problem for A is well-posed.
If the space E  is one-dimensional, then one can use the ordering of M to derive 
even stronger results. For strong uniqueness it now suffices to show that X 1 (0) < 
X2(0) implies X  1(t) <  X2 (t) for all t >  0. We list two standard results on strong 
uniqueness, one for d = 1 and one for higher-dimensional state space.
Proposition A.5.5 Let a be a continuous root o f  a and assume that the function
x — b(x) is Lipschitz continuous. Then the following holds:
1. I f  d  =  1 and the function x — a(x)  is Holder-^-continuous, then strong 
uniqueness holds for (A.5.1).
2. I f  d  >  2 and the function x — a (x ) is Lipschitz continuous, then strong 
uniqueness holds for (A.5.1).
In this short overview we cannot do justice to the many different techniques 
that have been invented for showing uniqueness, weak or strong, to solutions of 
stochastic differential equations. The fact remains, however, that the results known 
in dimensions d > 2 are far from complete. There is a considerable gap between 
the class of drift and diffusion functions for which uniqueness is known to hold 
and those for which it is known to fail.
The difficulty with the scheme described above is that, even though the diffu­
sion function a may be Lipschitz continuous, it may not be possible to choose a 
Lipschitz continuous root of a . As one may guess, problems arise when a is not 
strictly positive, as is the case on the boundary of E  (see section B.2).
Let us for example return to the operator A introduced in (A.3.11). By the trick 
with the polynomials explained there, we know that the closure of A generates 
a Feller semigroup, and thus the martingale problem for A is well-posed. Can we 
derive this result here again, this time making use of Proposition A.5.5 and the deep 
results on the relation between the martingale problem and stochastic differential 
equations? In fact, we cannot. There simply exists no Lipschitz continuous root a 
of a (Proposition B.2.2 below).
In this dissertation, we are led in a natural way to consider diffusion functions 
similar to the one in (A.3.11), for which the trick with the polynomials fails. For 
example, it may happen that A maps a polynomial of degree n into a polynomial of 
degree n + 1. For some specific initial conditions and choices of the drift function, 
we are able to prove uniqueness (see Theorem 2.2.9 and the Examples 3.1.8 and 
3.1.9), but the general case remains open (see section 1.1.5).
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Appendix B
Diffusion matrices
B.1 Convergence to second order partial differential op­
erators
Proposition B.1.1 Let E be a compact convex subset o fW  and let b : E —  Md 
and a : E —  Md ® m d be continuous. For t >  0 and x e E, let Pt (x , •) be 
probability measures satisfying
Pt(x, dy)(yi — xi) = bt (x) t +  o(t)
I Pt(x, dy)(yi — xi)(yj — x j ) = av (x) t + o(t) (B.1.1)
7J  Pt (x, dy)1{\x —y|>e} =  o(t),
uniformly in x as t —  0 for all i , j  = 1 , . . . , d  and e > 0. Let A be the differential 
operator in (A.3.5). For f  e C  (E ) and t > 0, let A t f  be given by
( A t f ) ( x ) := t—l ^ j  Pt (x, d y ) f  (y) — f  (x )). (B.1.2)
Then, for all f  e C 2(E),
lim sup (A t f ) ( x ) — (A f ) ( x ) = 0. (B.1.3)
1—0 x eE
Proof of Proposition B.1.1: Expand f  in a Taylor series:
f i x  +Z) = f i x )  + +  Rx(Z) (B -L4)2
173
174 APPENDIX B. DIFFUSION MATRICES
and write the error terms in (B.1.1) as
Pt (x, dy)(yi -  Xi) = bi (x) t + Oi (x )(t)
Pt (x , dy)(yi -  Xi ')(yj -  Xj) = aij(x) t + Oij(x )(t) 
Pt(x, dy)1{\x- y|>e} =  oe(x)(t).
(B.1.5)
Define
Then
T
■ sup sup z 2|Rx(z)l
xeE lzl<e
■ sup l Rx (y -  x )|
x, yeE
=  t 1sup lOi(x)(t)|
xeE
rt : = t 1sup Up.  lOij(x)(t)|
xeE -1
2
re,t : = t 1 sup los(x)(t)|
xeE
II f  '\
II f  ”\
= s u px e E
a  : =
SUP  / I ]  I
x eE V t j 1 ] 
s u p ^  aii (x).
xeE j
(At f ) (x)  -  (Af )  (x) < r ; | | / | |  +  y ; \ \ f \ \ + r B<tT
+ Rs t -1 f  Pt(x, dy)ly -  x f
E
so that for every £ > 0
limsup sup (A t f ) ( x ) -  (A f ) ( x )
/-»■ 0 xeE
< a Re.
(B.1.6)
(B.17)
(B.1.8)
The result now follows from the fact that Re tends to zero as e —  0, i.e., for the 
error term in (B.1.4) one has
lim sup sup z l Rx (z) l=  0,
e^ °  xeE lzl<£
(B.1.9)
2
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d2as follows from the uniform continuity of dx.dx. f  and the expression
Rx(z) = J 2 ZiZJ I  d X j Q (B 1 1 °)
B.2 Roots of diffusion matrices
Proposition B.2.1 Let E be compact and convex, and let a : E —  K? 
be a continuous function taking values in the d x d  positive symmetric real matrices. 
Then there exists a continuous function a  : E —  K? ® IRd such that
aij(x) = ^ 2  atk(x)ajk(x) (x E E ). (B.2.1)
k
If, in addition, a is Lipschitz continuous and there exists an e > 0 such that
'sp ^ z iaij(x )z j > e\z\2 i z  E Md, x E E , (B.2.2)
ij
then a can be chosen Lipschitz continuous.
Here we equip the space Ik? ® IRd of d x  d  real matrices with the norm
||a ||2 :=  tr(a*a) =  a^a^. (B.2.3)
ij
We say that a function a : E —  Md ® IRd is Lipschitz continuous if there exists a 
constant L such that
||a(x ) — a (y )|| <  L\x — y  \ i x , y  E E . (B.2.4)
Note that all norms on the finite-dimensional space ® IRd are equivalent, so that 
the definition of Lipschitz continuity does not depend on our choice for the norm 
|| • || (only the Lipschitz constant does).
P roof of Proposition B.2.1: Any symmetric real matrix can be diagonalized. In 
particular, a positive symmetric a can be written as
(B.2.5)
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where the & form an orthonormal basis for IRd, P& is the orthogonal projection on
&, and the X are non-negative numbers. By definition the positive symmetric root 
a  of a positive symmetric matrix a is
(R 2 -6)
One can show that a  :=  +Ja is the unique positive symmetric matrix such that
atj = ^ 2  atkajk. (B.2.7)
k
(There exist, however, other roots of a that are not positive symmetric.) We will 
show that the choice
cr(x) :=  y/a(x) (B.2.8)
satisfies the requirements in the Proposition.
To that end, we first note that whenever a and d  are symmetrix real matrices, 
and a = Y^i h P ^  and a' = J2j Pj Pf j , then
a -  a  'II2 = H \ X- -  » J \2\(&\*J )\2, (B.2.9)
lJ
where i^ }  denotes the usual inner product on . With the help of this fact it is 
not hard to show that for any two positive symmetric matrices a and a'
||s/a — \fa , \\ <  -s/\\a — a ' ||. (B.2.10)
If the spectrum of a and a' is bounded away from zero, in particular, if there exists 
an e > 0 such that
i a n z ^  e zizi Vz e md^ ^ zìCìjzj > ^ 2 z iz i z M , (B.2.11)
iJ
and similarly for a1, then it is even true that
\ \ < s / a  — \fa'\\ < — Wa—a'W. (B.2.12)
2e
Formula (B.2.10) proves that the function x — a ( x ) with a  as in (B.2.8) is con­
tinuous, and formula (B.2.12) gives us the Lipschitz continuity if a is Lipschitz 
continuous. I
Proposition B.2.2 Let E C W1 be compact and convex, let a : E — ® IRd 
take values in the d x  d real matrices, and assume that
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aij'j(x) = ^ 2  Oik(x)0 jk(x) (x e E ). (B.2.13)
k
I f  there exists a direction z e Md with Izl = 1 and points xi, x e E such that
xi — x as i — œ,
^Y^Ziaij(x )zj = 0, (B.2.14)
ij
and
limsup lxi — x |-2 E  ziaij(x)Zj = œ ,  (B.2.15)
—œ ij
then x — o(x  ) is not Lipschitz continuous.
Proof of Proposition B.2.2: Assume that o is Lipschitz continuous. Then the 
function ÿ  : E —  Rd given by
t k (x) : = E ziOik(x) (B.2.16)
i
is Lipschitz continuous, and hence there exists a constant L such that
l t ( x i) — t ( x )| <  Llxi — xI H . (B.2.17)
Here
I t (x  )I2 = ^ 2  zi Oik(x )Ojk(x )zj = 0, (B.2.18)
ij k
and hence t ( x ) =  0. Inserting this into (B.2.17) we see that
'sp ^ z iaij(x)zj = It(x¡) |2 <  L2Ixi — xI2, (B.2.19)
ij
which contradicts (B.2.15). I
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Samenvatting
Dit proefschrift, getiteld ‘Het Gedrag van Lineair Wisselwerkende Diffusies op 
Grote Ruimte-Tijd-Schalen’, is gewijd aan systemen die bestaan uit een aftelbaar 
oneindige collectie diffusies met een lineaire aantrekkende wisselwerking. Om 
precies te zijn beschouwen we oplossingen van stochastische differentiaalvergelij­
kingen van de volgende vorm:
dXt (t) =  £ a(j  — i)(Xj(t) — X t(t))dt + o (Xt(t))dBt(t) (i e A).
j
Hierbij is A  een of ander rooster (in het algemeen een Abelse groep) en hoort bij 
ieder roosterpunt i e A  een diffusie (Xi (t))t>0. Deze diffusies zijn toevalspro­
cessen die worden aangestuurd door twee mechanismen. Ten eerste de ruistermen
o (Xi (t))dBt (t), die voor toevallige bewegingen zorgen die voor alle diffusies onaf­
hankelijk zijn. Ten tweede de wisselwerkingstermen a(j  —i )(Xj  (t) —X i (t))dt, 
die elke diffusie in de richting van de waarden van de hem omringende diffusies 
drijven.1
Nadat in de inleiding (deel 1.1) is uitgelegd hoe zulke systemen ontstaan als 
de limieten van bepaalde discrete processen, worden in de hoofdstukken 2-4 enige 
aspecten van hun gedrag behandeld. Leitmotiv is daarbij het begrip universaliteit. 
Het blijkt dat systemen die verschillen in de ruis o of de wisselwerking a , vaak toch 
ongeveer hetzelfde gedrag vertonen wanneer men ze beschouwt na lange tijd, of op 
grote ruimte-tijd-schalen. Deze bewering wordt precies gemaakt in verschillende 
limietstellingen.
Het gedrag na lange tijd wordt bijvoorbeeld beschreven in stelling 3.1.5, die 
zegt dat onder bepaalde voorwaarden de verdeling van het systeem als geheel 
X( t ) = (Xi (t))ieA convergeert naar een limietverdeling als t —  to . Het blijkt 
dat systemen met verschillende ruis en wisselwerking vaak dezelfde lange-tijd- 
limietverdeling hebben.
1Om precies te zijn: de diffusies Xi (t) nemen waarden aan in een convexe verzameling K c  Rd, 
o : K — Rd ® Rd is een matrixwaardige functie en a : A — [0, to) is de sprong-kern van een 
niet-reduceerbare recurrente toevalswandeling op A.
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Het gedrag op grote ruimte-tijd-schalen wordt bijvoorbeeld beschreven in stel­
ling 4.1.3. Daar beschouwen we ‘blokgemiddelden’ A-1 A X t(fint ), waarbij 
de An C A  grote blokken van roosterpunten zijn, en de fin grote getallen die zor­
gen dat de tijd op de juiste manier wordt geschaald. We kunnen An en fin op zo’n 
manier kiezen dat in de limiet n —  grote blokgemiddelden op een universele 
manier bewegen. In het bijzonder hangt de ‘globale’ ruis van een blokgemiddelde 
niet af van de ‘locale’ ruis van de individuele diffusies, binnen een geschikt geko­
zen universaliteitsklasse.
Het bewijzen van dergelijke stellingen over lineair wisselwerkende diffusies 
is niet nieuw. In 1980 behandelde Shiga [34] al het gedrag na lange tijd van dif­
fusies Xj (t) die waarden aannemen in [0, 1] en waarvoor de ruisfunctie de vorm 
cr(x) =  s/x(\  — x ) heeft, zogenaamde Wright-Fisher-diffusies. Dit is later uitge­
breid naar algemenere diffusies op [0, 1], waarbij een vergelijking met het Wright- 
Fisher-geval een belangrijke rol bleef spelen in het bewijs (zie [6]). Ook meer­
dimensionale en zelfs oneindig-dimensionale Wright-Fisher-diffusies werden be­
handeld in [12]. Het gedrag op grote ruimte-tijd-schalen voor diffusies op [0, 1] 
werd behandeld met renormalisatie-achtige technieken in [1, 10]. Ook hier bleek 
het Wright-Fisher-geval weer een sleutelrol te spelen, dit keer als aantrekkend vast 
punt van een renormalisatietransformatie.
Nieuw in dit proefschrift is de behandeling van isotrope diffusies op alge­
mene compacte en convexe domeinen K C IB^ . (Een isotrope diffusie op een 
niet-compact twee-dimensionaal domein werd gelijktijdig aan de productie van dit 
proefschrift behandeld in [14].) Voor deze diffusies kunnen we stellingen bewijzen 
over hun gedrag na lange tijd en op grote ruimte-tijd-schalen die analoog zijn aan 
de bekende resultaten voor de Wright-Fisher-diffusies. De gemeenschappelijke ei­
genschap van isotrope en Wright-Fisher-achtige diffusies die dat mogelijk maakt is 
een invariantie-eigenschap van hun harmonische functies. In het algemene, meer­
dimensionale geval is de ruisfunctie o matrixwaardig. Zij w := o o T, en zij A de 
differentiaaloperator
(Af)(x) := J 2 w ap ( x ) j £ ^ f ( x )  (x e K,  f  e C2(K)).
afi
De eigenschap die de isotrope diffusies en de Wright-Fisher-achtige diffusies ge­
meen hebben is dat de klasse van A-harmonische functies, d.w.z. de ruimte H  = 
{f  : A f  = 0} gesloten is onder transformaties van de vorm f  — f ,  waarbij
f ( x ) := f  (h(x -  y ) + y ),
met X e [0, 1] en y e K . Wanneer dit het geval is zeggen we dat de diffusies 
‘invariante harmonische functies’ hebben.
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Het blijkt nu dat we stellingen kunnen bewijzen over het gedrag na lange tijd 
en op grote ruimte-tijd-schalen voor systemen die invariante harmonische functies 
hebben. Dit gedrag blijkt bovendien universeel te zijn in de klasse van alle syste­
men die dezelfde klasse H  van harmonische functies hebben. Zo is er een univer- 
saliteitsklasse van isotrope diffusies, en een van Wright-Fisher-achtige diffusies, 
en er zijn er nog meer.
Voor het gedrag na lange tijd is dit uitgewerkt in hoofdstuk 3. Tot nu toe was 
er niet veel aandacht voor de universaliteit van het gedrag na lange tijd, omdat 
dit voor de Wright-Fisher-achtige diffusies nogal triviaal is. Er blijkt echter een 
sterk verband te bestaan tussen de universaliteit na lange tijd en de universaliteit 
op grote ruimte-tijd-schalen. Formule (3.1.52) geeft aan hoe de universele ruis van 
grote blokgemiddelden kan worden uitgedrukt in de universele lange-tijd verdeling 
van het systeem. In hoofdstuk 4 (deel 4.4.1) wordt deze formule verklaard.
De belangrijkste conclusies van dit proefschrift zijn dat universeel gedrag van 
lineair wisselwerkende diffusies, na lange tijd en op grote ruimte-tijd-schalen, op­
treedt als de klasse H  van harmonische functies gesloten is onder transformaties 
zoals hierboven beschreven, en dat het de moeite waard is om stil te staan bij de 
universaliteit van het gedrag na lange tijd, omdat dit nauw samenhangt met de 
(moeilijkere en diepere) universaliteit op grote ruimte-tijd-schalen.

Summary
This dissertation, with the title ‘Large Space-Time Scale Behavior of Linearly In­
teracting Diffusions’, is devoted to systems consisting of a countably infinite col­
lection of diffusions with a linear attractive interaction. More precisely we consider 
solutions of stochastic differential equations of the following form:
dXt (t) =  £ a(j  — i)(Xj(t) — X t(t))dt + o (Xt(t))dBi(t) (i e A).
j
Here A  is some lattice (in the general case an Abelian group) and with each 
point i e A  there is associated a diffusion (Xi (t))t>0. These diffusions are 
stochastic processes that are driven by two mechanisms. Firstly, the noise terms 
a( Xt (t))dBi (t), which cause random movements that are independent for all dif­
fusions. Secondly, the interaction terms ^  a (j — i )(Xj (t) — Xi (t))dt, which drive 
each diffusion in the direction of the values of the diffusions that surround it.2
After the Introduction, where (in section 1.1) it is explained how such systems 
arise as the limits of certain discrete processes, in the Chapters 2-4  some aspects 
of their behavior is treated. The guiding theme is here the concept of universality. 
It turns out that systems that differ in the noise o or the interaction a , often show 
approximately the same behavior when viewed after a long time, or on large space­
time scales. This statement is made precise in several limit theorems.
The long-time behavior is described, for example, in Theorem 3.1.5, which 
says that under certain assumptions the law of the system as a whole X( t ) =  
(X i (t))ieA converges to a limiting law as t —  to . It turns out that systems that 
differ in their noise and interaction often share the same long-time limiting law.
The behavior on large space-time scales is described, for example, in The­
orem 4.1.3. There we consider ‘block averages’ A—l ^2ieA X i(¡nt), where the 
An C A  are large blocks containing points in the lattice, and the ¡¡n are large num­
bers that rescale time in the correct way. We can choose An and ¡ n in such a way
2To be precise: the diffusions Xi (t) take values in a compact set K C Rd, o : K — Rd ® Rd is 
a matrix-valued function and a : A — [0, to) is the jump kernel of an irreducible recurrent random 
walk on A.
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that, in the limit n — to, large block averages move in a universal way. In partic­
ular we show that the ‘global’ noise of the block average does not depend on the 
‘local’ noise of the individual diffusions, for systems in an appropriate universality 
class.
To prove this type of theorems on linearly interacting diffusions is not new. In 
1980 Shiga [34] already treated the long-time behavior of diffusions Xi (t) taking 
values in [0, 1] and subject to a noise function of the form cr(x) =  ^/x(\  — x),  so- 
called Wright-Fisher diffusions. This was later extended to more general diffusions 
on [0, 1], where a comparison to the Wright-Fisher case still played an important 
role in the proof (see [6]). Also more-dimensional and even infinite-dimensional 
Wright-Fisher diffusions were treated in [12]. The behavior on large space-time 
scales for diffusions on [0, 1] was treated with renormalization techniques in [1, 
10]. Here too the Wright-Fisher case played a key role, this time as the attractive 
fixed point of a renormalization transformation.
New in this dissertation is the treatment of isotropic diffusions on general com­
pact and convex domains K C d. (An isotropic diffusion on a non-compact 
two-dimensional domain was treated [14] at the same time as this dissertation was 
produced.) For these diffusions we can prove theorems on their long-time and 
large space-time scale behavior that are analogous to the known results for Wright- 
Fisher diffusions. The properties that isotropic and Wright-Fisher diffusions have 
in common and that allows this is an invariance property of their harmonic func­
tions. In the general, more-dimensional case the noise function o  is matrix-valued. 
Let w := o o T, and let A be the differential operator
(Af)(x)  -.= Y < w°p(x)i£>rfin x )  (x e K , f  e C2(K)).
aft
The property shared by isotropic diffusions and Wright-Fisher diffusions is the fact 
that the class of A-harmonic functions, i.e., the space H  = { f  : A f  = 0}, is closed 
under transformations of the form f  — f , where
f  (x) := f  (X(x — y ) + y ),
with X e [0, 1] and y  e K  . I f  this is the case, then we say that the diffusions have 
‘invariant harmonics’.
It now turns out that we can prove theorems on the long-time and large space­
time scale behavior of systems with invariant harmonics. Moreover, this behavior 
turns out to be universal in the class of all diffusions that share the same class H  of 
harmonic functions. In this way there is a universality class of Wright-Fisher-type 
diffusions, one of isotropic diffusions, and there are more of them.
For the long-time behavior this idea is developed in Chapter 3. Till recently 
the universality of long-time behavior received little attention, because of the fact
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that it is rather trivial for Wright-Fisher-type diffusions. It turns out, however, that 
there exists a strong link between long-time universality and large space-time scale 
universality. Formula (3.1.52) expresses how the universal noise of large block 
averages can be expressed in the universal long-time distribution of the system. In 
Chapter 4 (section 4.4.1) this formula is explained.
The most important conclusions of this dissertation are that universal behav­
ior of linearly interacting diffusions, both after long time and on large space-time 
scales, occurs if the class H  of harmonic functions is closed under transformations 
as described above, and that it pays off to give some attention to the universal na­
ture of long-time behavior, because it is closely linked to the (more difficult and 
deeper) universality on large space-time scales.
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