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An Internal Observability Estimate for
Stochastic Hyperbolic Equations∗
Xiaoyu Fu† Xu Liu‡ Qi Lu¨§ Xu Zhang¶
Abstract
This paper is addressed to establishing an internal observability estimate for some
linear stochastic hyperbolic equations. The key is to establish a new global Carleman
estimate for forward stochastic hyperbolic equations in the L2-space. Different from the
deterministic case, a delicate analysis on the adaptedness for some stochastic processes
is required in the stochastic setting.
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1 Introduction and main result
Let T > 0 and (Ω,F , {Ft}t≥0,P) be a complete filtered probability space, on which a one-
dimensional standard Brownian motion {B(t)}t≥0 is defined such that F = {Ft}t≥0 is the
natural filtration generated by B(·), augmented by all the P-null sets in F . Let H be a
Banach space, and let C([0, T ];H) be the Banach space of all H-valued strongly continuous
functions defined on [0, T ]. We denote by L2
F
(0, T ;H) the Banach space consisting of all
H-valued F-adapted processes X(·) such that E(|X(·)|2L2(0,T ;H)) < ∞, with the canonical
norm; by L∞
F
(0, T ;H) the Banach space consisting of all H-valued F-adapted essentially
bounded processes; and by L2
F
(Ω;C([0, T ];H)) the Banach space consisting of all H-valued
F-adapted continuous processes X(·) such that E(|X(·)|2C([0,T ];H)) < ∞. Similarly, one can
define L∞
F
(Ω;Cm([0, T ];H)) for any positive integer m.
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Let G ⊂ Rn (for some n ∈ N) be a nonempty bounded domain with a C2 boundary Γ.
Set Q = (0, T )×G and Σ = (0, T )× Γ. Assume that bij ∈ C2(G) (i, j = 1, 2, · · · , n) satisfy
bij(x) = bji(x), ∀ x ∈ G, (1.1)
and for some constant s0 > 0,
n∑
i,j=1
bij(x)ξiξj ≥ s0|ξ|2, ∀ (x, ξ) = (x, ξ1, · · · , ξn) ∈ G× Rn. (1.2)
Let us consider the following stochastic hyperbolic equation:
dyt −
n∑
i,j=1
(bijyxi)xjdt =
(
b1y + f
)
dt+
(
b2y + g
)
dB(t) in Q,
y = 0 on Σ,
y(0) = y0, yt(0) = y1 in G,
(1.3)
where (y0, y1) ∈ L2(G)×H−1(G), f, g ∈ L2F(0, T ;L2(G)),
b1 ∈ L∞F (0, T ;Lp(G)) with p ∈ [n,∞] and b2 ∈ L∞F (0, T ;L∞(G)). (1.4)
Also, set
HT = L
2
F
(Ω;C([0, T ];L2(G)))
⋂
L2
F
(Ω;C1([0, T ];H−1(G)))
and
HT = L2F(Ω;C1([0, T ];L2(G)))
⋂
L2
F
(Ω;C([0, T ];H10(G))).
Then HT and HT are Banach spaces with the canonical norms. In this paper, we use the
following notion of solution for the equation (1.3).
Definition 1.1 A function y ∈ HT is called a solution to the equation (1.3), if the following
conditions hold:
(1) y(0) = y0 and yt(0) = y1 in G, P-a.s.
(2) For any t ∈ (0, T ) and ϕ ∈ C2(G) ∩ C10(G), it holds that
〈yt(t), ϕ〉H−1(G),H10 (G) − 〈yt(0), ϕ〉H−1(G),H10 (G)
=
∫ t
0
∫
G
[ n∑
i,j=1
(
bij(x)ϕxi(x)
)
xj
y(s, x) +
(
b1(s, x)y(s, x) + f(s, x)
)
ϕ(x)
]
dxds
+
∫ t
0
∫
G
(
b2(s, x)y(s, x) + g(s, x)
)
ϕ(x)dxdB(s), P-a.s.
(1.5)
For any initial value (y0, y1) ∈ L2(G)×H−1(G), it is easy to show that the equation (1.3)
admits a unique solution y ∈ HT .
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Let Γ0 be a part of the boundary of G satisfying certain conditions, which will be specified
later. For any given constant δ > 0, set
Oδ(Γ0) =
{
x ∈ G; dist (x,Γ0) < δ
}
.
Write
r1 = |b1|L∞
F
(0,T ;Lp(G)) and r2 = |b2|L∞
F
(0,T ;L∞(G)). (1.6)
The main purpose of this paper is to establish the following inequality:
|(y0, y1)|L2(G)×H−1(G)
≤ CeC
(
r
1
2−n/p
1 +r
2
2
)(
|y|L2
F
(0,T ;L2(Oδ(Γ0))) + |(f, g)|(L2F(0,T ;L2(G)))2
)
,
(1.7)
where y is the solution to (1.3) corresponding to any given initial value (y0, y1). Here and
henceforth, C denotes a generic positive constant (which may be different from line to line),
depending only on G, T , Γ0, b
ij (i, j = 1, · · · , n), δ, and d(·) and µ0 in Condition 1.1 (to be
given later).
The inequality (1.7) is called an observability estimate for (1.3). For the case that (f, g) =
0 in (1.3), this inequality means that the initial energy of a solution in the time t = 0 can be
bounded by its partial energy in the local observation domain Oδ(Γ0) in the time duration
[0, T ]. Such kind of inequalities are closely related to control and state observation problems
of deterministic/stochastic hyperbolic equations. For example, they can be applied to a
study of the controllability (e.g. [1, 2, 4, 9, 15, 17]) and also inverse problems (e.g. [7, 8])
for deterministic hyperbolic equations. There exist numerous works devoted to observability
estimates for deterministic hyperbolic equations. However, there are only a very few works
addressed to similar problems but for stochastic hyperbolic equations ([12, 13, 16]).
Up to now, there are several methods to establish observability estimates for deterministic
hyperbolic equations, such as the (Rellich-type) multiplier method ([9]), the non-harmonic
Fourier series technique ([14]), the method of micro-local analysis ([1]) and the method of
global Carleman estimate ([15]). The multiplier method is only applicable to some very
special hyperbolic equations. Indeed, even for a deterministic hyperbolic equation, the ob-
servability estimate cannot be derived by this method directly for the case that the coeffi-
cients of lower order terms depend on both the space variable and time variable. Also, the
non-harmonic Fourier series technique has restrictions not only on the coefficients, but also
on the spatial domain G (requiring the domain G to have some special shapes). Further-
more, since the propagation of singularities for stochastic partial differential equations is far
from being well-understood, how to use the method of micro-local analysis in the stochastic
framework to establish observability estimates is still unclear. Therefore, the Carleman esti-
mate method turns out to be a useful tool to establish observability estimates for stochastic
hyperbolic equations.
In [16], by means of a global Carleman estimate, a boundary observability estimate for
the equation (1.3) (with (bij)1≤i,j≤n = In, the n× n identity matrix) was obtained:
|(y(T ), yt(T ))|L2
FT
(Ω;H10 (G)×L2(G))
≤ CeC(r21+r22)
(∣∣∣∂y
∂ν
∣∣∣
L2
F
(0,T ;L2(Γ0))
+ |(f, g)|(L2
F
(0,T ;L2(G)))2
)
,
(1.8)
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where y solved the equation (1.3) associated to an initial data (y0, y1) ∈ H10 (G)×L2(G), and
ν = ν(x) = (ν1, ν2, · · · , νn) denotes the unit outward normal vector of Ω at x ∈ Γ. Also, in
(1.8), T was required to satisfy the condition:
4 + 5c
9c
min
x∈G
|x− x0|2 > c2T 2 > 4max
x∈G
|x− x0|2,
for some c ∈ (0, 1) and x0 ∈ Rn \G.
In [12], by virtue of another global Carleman estimate, the result in [16] was improved
to the following boundary observability inequality:
|(y0, y1)|H10 (G)×L2(G)
≤ CeC
(
r
1
3/2−n/p
1 +r
2
2
)(∣∣∣∂y
∂ν
∣∣∣
L2
F
(0,T ;L2(Γ0))
+ |(f, g)|(L2
F
(0,T ;L2(G)))2
)
,
(1.9)
with T > 2max
x∈G
|x−x0|
(
for the case that (bij)1≤i,j≤n = In
)
. Notice that in (1.9), the power
of r1 is smaller than that in (1.8) (Indeed,
1
3/2−n/p ≤ 2). Also, an internal observability
estimate was established in [12]:
|(y0, y1)|H10 (G)×L2(G)
≤ CeC
(
r
1
3/2−n/p
1 +r
2
2
)(∣∣∇y∣∣
L2
F
(0,T ;L2(Oδ(Γ0))) + |(f, g)|(L2F(0,T ;L2(G)))2
)
.
(1.10)
The main difference between (1.7) and (1.10) is that the inequality (1.10) provides an
observability estimate of the H1-norm for solutions to the equation (1.3), but the inequality
(1.7) is an estimate of the L2-norm type. Compared with the known inequality (1.10), the
estimate (1.7) has more applications. For example, one application of (1.7) is the stabilization
of stochastic hyperbolic equations (but the detailed analysis is beyond the scope of this paper
and will be presented in our forthcoming work). On the other hand, the inequality (1.7) can
be used to solve state observation problem (See [12] for example).
It is not clear whether it is possible to derive (1.7) from (1.10) directly. Indeed, this turns
out to be very difficult, even for deterministic linear hyperbolic equations with some lower
order terms (See [4, 6]). Also, compared with the deterministic problem, the stochastic
setting will bring this problem some new difficulties. Actually, as we shall see later, a
suitable auxiliary optimal control problem (different from the deterministic context) has to
be constructed to guarantee the adaptedness of the related stochastic processes.
Before giving our main result, let us first introduce some assumptions on (bij)1≤i,j≤n
(i, j = 1, · · · , n) and T .
Condition 1.1 There exists a positive function d(·) ∈ C2(G) with the property that
min
x∈G
|∇d(x)| > 0 such that, for some constant µ0 > 0, the interior compatibility condition
and the boundary compatibility condition are satisfied:
n∑
i,j=1
n∑
i′,j′=1
(
2bij
′
(bi
′jdxi′ )xj′ − bijxj′ bi
′j′dxi′
)
ξiξj ≥ µ0
n∑
i,j=1
bijξiξj, ∀ (x, ξ1, · · · , ξn) ∈ G× Rn.
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In the sequel, we shall choose the set Γ0 as follows:
Γ0 =
{
x ∈ Γ;
n∑
i,j=1
bij(x)dxi(x)ν
j(x) > 0
}
, (1.11)
where the function d(·) is given in Condition 1.1. Also, write
G0 = Oδ(Γ0) and Σ0 = Γ0 × (0, T ). (1.12)
Remark 1.1 Notice that Condition 1.1 is a sufficient condition for establishing Carleman
estimates for deterministic linear hyperbolic operators ∂2t −
n∑
i,j=1
∂xj (b
ij∂xi). If (b
ij)1≤i,j≤n =
In, then d(x) = |x − x0|2 satisfies Condition 1.1 with x0 being any given point in Rn \ G.
On the other hand, Condition 1.1 can also be regarded as a special case of the pseudo-
convexity condition in [5]. In fact, for the wave operator ∂2t −∆, if we set a(x, ξ) = |ξ|2 and
d(x) = |x− x0|2, then it is easy to check that
{a, {a, d}}(x, ξ) = 4|ξ|2 > 0, ∀ (x, ξ) ∈ G× (Rn \ {0}),
where {a, d} denotes the Poission bracket of a and d, i.e.,
{a, d}(x, ξ) =
n∑
j=1
( ∂a
∂ξj
· ∂d
∂xj
− ∂a
∂xj
· ∂d
∂ξj
)
, ∀ (x, ξ) ∈ G× Rn \ {0}.
Moreover, it is easy to see that there is no critical point of the function d(·) in G.
Remark 1.2 In [4], Condition 1.1 was used to establish an internal observability estimate
for deterministic hyperbolic equations. We refer to [4, 11] for more explanation on Condition
1.1 and some interesting nontrivial examples. Also, as [11, Example 1.1] shows, there exists
some example for which Condition 1.1 fails.
In what follows, set
M0 = min
x∈G
n∑
i,j=1
bijdxidxj , M1 = max
x∈G
n∑
i,j=1
bijdxidxj and d0 = max
x∈Γ
n∑
i,j=1
bijdxiν
j , (1.13)
and define1
T0 = max
{
2
√
M1, 1 +
24
√
nd0
min{1, s0}
(
1 +
1
s
3/2
0
n∑
i,j=1
|bij |C(G) +
1
s0
)}
, (1.14)
where s0 is the constant appeared in (1.2).
1From the proof of [4, Theorem 5.1], it is easy to see that the number d0 defined in (1.13) is positive.
Hence, the set Γ0 given by (1.11) is not empty.
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Remark 1.3 It is easy to check that if d(·) satisfies Condition 1.1, then for any a ≥ 1 and
b ∈ R, the function d˜(·) = ad(·) + b still satisfies this condition when µ0 is replaced by aµ0.
Therefore, throughout this paper, we may assume that d(·) and µ0 satisfy that
µ0 >
9T 20
M0
and M0 ≥ max
x∈G
d(x). (1.15)
The main result of this paper is stated as follows.
Theorem 1.1 Assume that Condition 1.1 holds. Then, for any T > T0 (defined by (1.14)),
the observability inequality (1.7) holds for any solution to the equation (1.3).
Remark 1.4 The restriction on T in Theorem 1.1 is a technical condition, and T0 is not
sharp. However, this condition plays a key role in our proof of Theorem 1.1. It is reasonable
to expect that it can be improved to a better one as that in [12] (for the estimates (1.9) and
(1.10)), but this is an unsolved problem.
Remark 1.5 The condition (1.15) is relevant to the interior behavior/property of the dif-
fusion, and it will play a key role in the estimates on the energy terms (see (2.13)-(2.15) in
the proof of Theorem 3.1). On the other hand, the assumption on the time T in Theorem
1.1 is relevant to the diffusion/reflection on the boundary. This assumption will play a key
role in the estimates on the boundary term (see Step 4 in the proof of Theorem 3.1). If one
considers a special case, i.e. (bij)1≤i,j≤n = In, then s0 = 1 and we take d(x) = |x− x0|2, the
corresponding condition on T is the following:
T > T0 = max
{
4max
x∈G
|x− x0|, 1 + 48
√
n(n + 2)max
x∈Γ
[
(x− x0) · ν(x)
]}
.
The rest of this paper is organized as follows. In Section 2, we present a key weighted
identity for partial differential operators of second order with symmetric coefficients. Section
3 is devoted to establishing a Carleman estimate for deterministic hyperbolic equations in
the H1-space. In Section 4, an auxiliary optimal control problem is introduced and analyzed.
In Section 5, a global Carleman estimate for stochastic hyperbolic equations in the L2-space
is derived. In Section 6, energy estimates for random hyperbolic equations and backward
stochastic hyperbolic equations are given. Section 7 is devoted to a proof of our main result
(i.e., Theorem 1.1). Finally, in Appendices A and B, we give the proofs of some technical
results.
2 A weighted identity for partial differential operators
of second order with symmetric coefficients
In this section, we show a pointwise weighted identity for partial differential operators of
second order with symmetric coefficients, which will play a crucial role in the sequel.
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Lemma 2.1 Assume that aij = aji ∈ C2(Rm) (i, j = 1, 2, · · · , m) for some m ∈ N, u, ℓ ∈
C2(Rm) and Ψ ∈ C1(Rm). Set θ = eℓ and v = θu. Then
θ2
∣∣∣∣∣
m∑
i,j=1
(aijuxi)xj
∣∣∣∣∣
2
+ 2
m∑
j=1
[
m∑
i,i′,j′=1
(
2aijai
′j′ℓxi′vxivxj′ − aijai
′j′ℓxivxi′vxj′
)
+Ψ
m∑
i=1
aijvxiv − Λ
m∑
i=1
aijℓxiv
2
]
xj
≥ 2
m∑
i,j=1
[ m∑
i′,j′=1
(
2aij
′(
ai
′jℓxi′
)
xj′
− (aijai′j′ℓxi′)xj′)+Ψaij]vxivxj
+2
m∑
i,j=1
aijΨxjvvxi +Bv
2,
(2.1)
where
Λ = −
m∑
i,j=1
(aijℓxiℓxj − aijxjℓxi − aijℓxixj )−Ψ, B = 2ΛΨ− 2
m∑
i,j=1
(
Λaijℓxi
)
xj
. (2.2)
Remark 2.1 Lemma 2.1 looks very similar to Theorem 4.1 in [4]. The only difference is
about the regularity on the auxiliary function Ψ. In [4], Ψ was required to be in C2(Rm).
But here we weaken this requirement to be Ψ ∈ C1(Rm). Note that, the choice of Ψ usually
depends on coefficients of the principal operator under consideration (See the equation (4.13)
in [4]). Hence, this implies that we only need the C2-regularity for coefficients of principal
operators, rather than the C3-regularity required in [4].
Proof of Lemma 2.1. Recalling θ = eℓ and v = θu, we see that θuxi = vxi − ℓxiv (i =
1, 2, · · · , m). Proceeding exactly as [4, Theorem 4.1], we obtain that
−θ
m∑
i,j=1
(aijuxi)xj = I1 + I2,
where
I1 = −
m∑
i,j=1
(aijvxi)xj + Λv, I2 = 2
m∑
i,j=1
aijℓxivxj +Ψv. (2.3)
This implies that
θ2
∣∣∣ m∑
i,j=1
(aijuxi)xj
∣∣∣2 = |I1|2 + 2I1I2 + |I2|2 ≥ 2I1I2. (2.4)
By virtue of [4, the equation (4.8)], a simple calculation shows that
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I1I2 = 2
m∑
i,j=1
aijℓxivxj
(
−
m∑
i,j=1
(aijvxi)xj + Λv
)
+Ψv
(
−
m∑
i,j=1
(aijvxi)xj + Λv
)
= −
m∑
j=1
(
2
m∑
i,i′,j′=1
aijai
′j′ℓxi′vxivxj′ −
m∑
i,i′,j′=1
aijai
′j′ℓxivxi′vxj′ − Λ
m∑
i=1
aijℓxiv
2
)
xj
+
m∑
i,j,i′,j′=1
(
2aij
′(
ai
′jℓxi′
)
xj′
− (aijai′j′ℓxi′)xj′) vxivxj − m∑
i,j=1
(
Λaijℓxi
)
xj
v2
−
m∑
i,j=1
(
Ψaijvvxi
)
xj
+Ψ
m∑
i,j=1
aijvxivxj +
m∑
i,j=1
aijΨxjvvxi + ΛΨv
2.
(2.5)
Combining (2.5) with (2.4), we obtain the desired inequality (2.1).
3 A Carleman estimate for deterministic hyperbolic
equations in the H1-norm
This section is addressed to deriving a Carleman estimate for the following (deterministic)
hyperbolic equation: 
utt −
n∑
i,j=1
(bijuxi)xj = F in Q,
u = 0 on Σ,
u(0) = u0, ut(0) = u1 in G,
(3.1)
where (u0, u1) ∈ H10 (G)×L2(G), F ∈ L2(Q), and bij (i, j = 1, · · · , n) satisfy (1.1), (1.2) and
the Condition 1.1.
As in Theorem 1.1, we assume that T > T0 (defined in (1.14)), and G0, µ0 and d(·) are
given in (1.12) and Condition 1.1. By (1.15), it is easy to see that T0
T
<
√
µ0M0
3T
. Hence, we can
choose a constant c1 ∈ (T0/T,min{1,
√
µ0M0
3T
}). Now, for any given constant c0 ∈ (0, 1) and
parameter λ > 0, we choose the weight function θ and the auxiliary function Ψ (appeared
in Lemma 2.1) as follows:
θ(t, x) = eℓ(t,x), ℓ(t, x) = λφ(t, x), φ(t, x) = d(x)− c1(t− T/2)2,
Ψ(x) = λ
( n∑
i,j=1
(bijdxi)xj − 2c1 − c0
)
.
(3.2)
We have the following global Carleman estimate for the equation (3.1).
Theorem 3.1 Assume that Condition 1.1 holds. Then, there is a positive constant λ0, such
that for any T > T0 and λ ≥ λ0, any solution u to (3.1) satisfies that∫
Q
e2λφ
[
λ(u2t + |∇u|2) + λ3u2
]
dxdt ≤ C
[ ∫
Q
e2λφF 2dxdt+ λ2
∫ T
0
∫
G0
e2λφ(u2t + λ
2u2)dxdt
]
.
(3.3)
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Remark 3.1 Notice that Theorem 3.1 is an improvement of [4, Theorem 5.1]. Indeed, in
[4, Theorem 5.1], the global Carleman estimate (3.3) for a deterministic hyperbolic equation
was established under the additional condition that u(0) = u(T ) = 0 in G. However, this
condition seems too strong to be satisfied in applications (see, for example the equation (7.5)
in [4]). Therefore, it is necessary to establish the global Carleman estimate (3.3) without this
restriction.
In the rest of this section, we give a proof of Theorem 3.1.
Proof of Theorem 3.1. The proof is long and therefore we divide it into four steps.
Step 1. A pointwise inequality for hyperbolic operators. In Lemma 2.1, we choose
m = n + 1 and (aij)m×m =
( −1 0
0 (bij)n×n
)
, and θ, ℓ, φ and Ψ ≡ Ψ(x) being given as
in (3.2). Then, by a simple calculation, we have the following weighted inequality for the
hyperbolic operator, which is very similar to [4, Corollary 4.2], except some different lower
order terms.
e2λφ
∣∣∣∣∣utt −
n∑
i,j=1
(bijuxi)xj
∣∣∣∣∣
2
+ 2
n∑
j=1
(
2
n∑
i,i′,j′=1
bijbi
′j′ℓxi′vxivxj′ −
n∑
i=1
bijΛℓxiv
2
−
n∑
i,i′,j′=1
bijbi
′j′ℓxivxi′vxj′ +Ψv
n∑
i=1
bijvxi − 2ℓtvt
n∑
i=1
bijvxi +
n∑
i=1
bijℓxiv
2
t
)
xj
+ 2Mt
≥ 2
(
ℓtt +
n∑
i,j=1
(bijℓxi)xj −Ψ
)
v2t − 8
n∑
i,j=1
bijℓxjtvxivt + 2
n∑
i,j=1
bijΨxjvvxi +Bv
2
+2
n∑
i,j=1
[
bijℓtt +
n∑
i′,j′=1
(
2bij
′
(bi
′jℓxi′ )xj′ − (bijbi
′j′ℓxi′ )xj′
)
+Ψbij
]
vxivxj ,
(3.4)
where 
Λ = ℓ2t − ℓtt −
n∑
i,j=1
(bijℓxiℓxj − bijxjℓxi − bijℓxixj)−Ψ,
M = ℓt
(
v2t +
n∑
i,j=1
bijvxivxj
)
− 2
n∑
i,j=1
bijℓxivxjvt −Ψvvt + Λℓtv2,
B = 2
(
ΛΨ + (Λℓt)t −
n∑
i,j=1
(
Λbijℓxi
)
xj
)
.
(3.5)
Step 2. Estimates on “the energy terms”. First, by the definitions of Ψ and ℓ, it is
easy to show that
2
(
ℓtt +
n∑
i,j=1
(bijℓxi)xj −Ψ
)
= −4λc1 + 2
n∑
i,j=1
(λbijdxi)xj − 2Ψ = 2λc0. (3.6)
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Further,
2
n∑
i,j=1
[
bijℓtt +
n∑
i′,j′=1
(
2bij
′
(bi
′jℓxi′ )xj′ − (bijbi
′j′ℓxi′ )xj′
)
+Ψbij
]
vxivxj
= 2
n∑
i,j=1
(
− 2λc1bij +
n∑
i′,j′=1
λbij(bi
′j′dxi′ )xj′ − 2λc1bij − c0λbij
+2λ
n∑
i′,j′=1
bij
′
(bi
′jdxi′ )xj′ − λ
n∑
i′,j′=1
(bijbi
′j′dxi′ )xj′
)
vxivxj
≥ 2λµ0
n∑
i,j=1
bijvxivxj − (8c1 + 2c0)λ
n∑
i,j=1
bijvxivxj = 2λ(µ0 − 4c1 − c0)
n∑
i,j=1
bijvxivxj .
(3.7)
Further, by (3.2) and (3.5), we obtain that
Λ = ℓ2t − ℓtt −
n∑
i,j=1
(bijℓxiℓxj − bijxjℓxi − bijℓxixj)−Ψ
= λ2
[
c21(2t− T )2 −
n∑
i,j=1
bijdxidxj
]
+O(λ).
Hence,
B = 2λ3
[
(4c1 + c0)
n∑
i,j=1
bijdxidxj +
n∑
i,j=1
bijdxi
( n∑
i′,j′=1
bi
′j′dxi′dxj′
)
xj
−(8c1 + c0)c21(2t− T )2
]
+O(λ2).
(3.8)
Proceeding the same analysis as (11.6)-(11.8) in [4], we have that
n∑
i,j=1
n∑
i′,j′=1
bijdxi(b
i′j′dxi′dxj′ )xj ≥ µ0
n∑
i,j=1
bijdxidxj . (3.9)
By (3.8), (3.9) and (1.15), noticing that c1 <
√
µ0M0
3T
, we find that for any T > T0,
B ≥ 2λ3(4c1 + c0)
n∑
i,j=1
bijdxidxj +O(λ
2). (3.10)
On the other hand, by (1.15), it is easy to see that
µ0M0
8c1 + c0
>
µ0M0
9
> T 20 ≥ 4M1 ≥ 4M0,
which implies that
µ0 − 4c1 − c0 > µ0 − 32c1 − 4c0 > 0. (3.11)
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Therefore, combining (3.6), (3.7) (3.10) and (3.11) with (3.4), we conclude that for any
T > T0, there is a λ1 > 0 and c
∗ > 0, such that for any λ ≥ λ1,
2
(
ℓtt +
n∑
i,j=1
(bijℓxi)xj −Ψ
)
v2t − 8
n∑
i,j=1
bijℓxjtvxivt + 2
n∑
i,j=1
bijΨxjvvxi +Bv
2
+2
n∑
i,j=1
[
bijℓtt +
n∑
i′,j′=1
(
2bij
′
(bi
′jℓxi′ )xj′ − (bijbi
′j′ℓxi′ )xj′
)
+Ψbij
]
vxivxj
≥ c∗λ(v2t + |∇v|2 + λ2v2).
(3.12)
Integrating (3.12) in Q and noting that v = eλφu on Σ, by (3.1) and (3.4), we obtain that
c∗λ
∫
Q
(v2t + |∇v|2 + λ2v2)dxdt
≤
∫
Q
e2λφ|F |2dxdt+ 2
∫
Q
Mtdxdt + 2λd0
∫
Σ0
n∑
i,j=1
bijνiνje2λφ
∣∣∣∂u
∂ν
∣∣∣2dΣ. (3.13)
Here we use the following identity:∫
Σ
n∑
i,j,i′,j′=1
(
2bijbi
′j′ℓxi′vxivxj′ − bijbi
′j′ℓxivxi′vxj′
)
· νjdΣ
= λ
∫
Σ
n∑
i,j=1
bijνiνj
n∑
i′,j′=1
bi
′j′dxi′ν
j′
∣∣∣∂v
∂ν
∣∣∣2dΣ.
Step 3. Estimates on “the spatial boundary term”. Let us estimate the last term
of (3.13). Similar to the proof of (11.15) in [4], we choose functions h0 ∈ C1(G; [0, 1]n) and
ρ ∈ C2(G; [0, 1]), such that h0 = ν on Γ, and for the same δ appeared in (1.12),{
ρ(x) ≡ 1, x ∈ Oδ/3(Γ0) ∩G,
ρ(x) ≡ 0, x ∈ G \ Oδ/2(Γ0).
Let h = h0ρe
2λφ. Then, by [4, Lemma 3.2] (with g and aij replaced by h and bij , respectively),∫
Σ
n∑
i,j=1
bijνiνjρe2λφ
∣∣∣∂u
∂ν
∣∣∣2dxdt
= −
∫
Q
[
2
(
Fh · ∇u− (uth · ∇u)t + utht · ∇u− (∇ · h)u2t
)
−
n∑
i,j,k=1
bijuxiuxk
∂hk
∂xj
+
n∑
i,j=1
uxiuxj∇ · (bijh)
]
dxdt.
Therefore, it is easy to check that
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∫
Σ
n∑
i,j=1
bijνiνjρe2λφ
∣∣∣∂u
∂ν
∣∣∣2dxdt
≤ C
λ
∫
Q
e2λφF 2dxdt+ λ
∫ T
0
∫
Oδ/2(Γ0)∩G
e2λφ|∇u|2dxdt+ 2
∫
G
uth · ∇udx
∣∣∣T
0
+4
√
nλ
∫ T
0
∫
Oδ/2(Γ0)∩G
e2λφc1T |ut||∇u|dxdt+ Cλ
∫ T
0
∫
Oδ/2(Γ0)∩G
e2λφu2tdxdt
+
(
6
√
nλ|∇d|
n∑
i,j=1
|bij |C(G) + C
)∫ T
0
∫
Oδ/2(Γ0)∩G
e2λφ|∇u|2dxdt
≤ C
(1
λ
∫
Q
e2λφF 2dxdt+ λ
∫ T
0
∫
Oδ/2(Γ0)∩G
e2λφu2tdxdt
)
+ 2
∫
G
uth · ∇udx
∣∣∣T
0
+6
√
nλ
(
|∇d|
n∑
i,j=1
|bij |C(G) + 1
)∫ T
0
∫
Oδ/2(Γ0)∩G
e2λφ|∇u|2dxdt.
By (3.13) and the above inequality, we get that
c∗λ
∫
Q
(v2t + |∇v|2 + λ2v2)dxdt
≤ C
(∫
Q
e2λφF 2dxdt + λ2
∫ T
0
∫
G0
e2λφu2tdxdt
)
+4λd0
∫
G
uth · ∇udx
∣∣∣T
0
+ 2
∫
G
M˜dx
∣∣∣T
0
+12
√
nλ2d0
(
|∇d|
n∑
i,j=1
|bij |C(G) + 1
)∫ T
0
∫
Oδ/2(Γ0)∩G
e2λφ|∇u|2dxdt,
(3.14)
where M˜ = M + 2λd0uth · ∇u.
Next, let us estimate the last term in (3.14). Put η(t, x) = ρ21e
2λφ, where ρ1 ∈ C2(G; [0, 1])
satisfies that {
ρ1(x) ≡ 1, x ∈ Oδ/2(Γ0) ∩G,
ρ1(x) ≡ 0, x ∈ G \G0.
By (3.1), we have that∫
Q
ηuFdxdt =
∫
Q
ηu
(
utt −
n∑
i,j=1
(bijuxi)xj
)
dxdt
=
∫
Q
(ηuut)tdxdt−
∫
Q
ut(ηtu+ ηut)dxdt
+
∫
Q
η
n∑
i,j=1
bijuxiuxjdxdt+
∫
Q
u
n∑
i,j=1
bijuxiηxjdxdt.
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This implies that∫ T
0
∫
Oδ/2(Γ0)∩G
e2λφ|∇u|2dxdt
≤ C
[ 1
λ2
∫
Q
e2λφ|F |2dxdt+
∫ T
0
∫
G0
e2λφ(λ2u2 + u2t )dxdt
]
− 1
s0
∫
Q
(ηuut)tdxdt.
(3.15)
Combining (3.14) with (3.15), we end up with
c∗λ
∫
Q
(v2t + |∇v|2 + λ2v2)dxdt
≤ C
∫
Q
e2λφ|F |2dxdt+
∫
G
Mdx
∣∣∣T
0
+ Cλ2
∫ T
0
∫
G0
e2λφ(u2t + λ
2u2)dxdt,
(3.16)
where
M =M + 2d0λuth · ∇u− 1
s0
[
12
√
nλ2d0
(
|∇d|
n∑
i,j=1
|bij |C(G) + 1
)]
ηuut.
Step 4. Estimates on “the time boundary term”. Let us estimate M(0, x) and
M(T, x), respectively. By (1.15) and the definition of M in (3.5), we have that
M(0, x) ≥
[
λc1T
(
v2t +
n∑
i,j=1
bijvxivxj
)
− 2λ
n∑
i,j=1
bijdxivxjvt
]∣∣∣
t=0
+
[
O(λ2)v2 − v2t + c1Tλ3
(
c21T
2 −
n∑
i,j=1
bijdxidxj
)
v2
]∣∣∣
t=0
≥ λ
(
c1T −
( n∑
i,j=1
bijdxidxj
) 1
2
)(
v2t +
n∑
i,j=1
bijvxivxj
)∣∣∣
t=0
+
[
O(λ2)v2 − v2t + c1Tλ3
(
c21T
2 −
n∑
i,j=1
bijdxidxj
)
v2
]∣∣∣
t=0
.
Noting that by (1.14) and c1 > T0/T , we have
c1T > 2
√
M1 ≥ 2
( n∑
i,j=1
bij(x)dxi(x)dxj (x)
) 1
2 ≥ 2√s0|∇d|. (3.17)
This implies that
M(0, x) ≥
[1
2
λc1T min{1, s0}(v2t + |∇v|2) +
3
4
λ3c31T
3v2 +O(λ2)v2 − v2t
]∣∣∣
t=0
. (3.18)
Further,
2d0λuth · ∇u
∣∣∣
t=0
≥ −√nd0λe2λφ(u2t + |∇u|2)
∣∣∣
t=0
≥ −2√nd0λ
(
v2t + λ
2c21T
2v2 + |∇v|2 + λ2|∇d|2v2
)∣∣∣
t=0
.
(3.19)
13
On the other hand,
− 1
s0
[
12
√
nλ2d0
(
|∇d|
n∑
i,j=1
|bij|C(G) + 1
)]
ηuut
= − 1
s0
[
12
√
nλ2d0
(
|∇d|
n∑
i,j=1
|bij |C(G) + 1
)]
ρ21
(
vvt − λc1Tv2 − v
2
t
λc1T
+
v2t
λc1T
)∣∣∣
t=0
≥ − 1
s0c1T
λ
[
12
√
nd0
(
|∇d|
n∑
i,j=1
|bij|C(G) + 1
)]
v2t
∣∣∣
t=0
.
(3.20)
Therefore, by (3.18)-(3.20), we get that
M(0, x) ≥
(
λF1v
2
t + λF2|∇v|2 + λ3F3v2 +O(λ2)v2 +O(1)v2t
)∣∣∣
t=0
, (3.21)
where
F1 =
1
2
c1T min{1, s0} − 2
√
nd0 − 1
s0c1T
[
12
√
nd0
(
|∇d|
n∑
i,j=1
|bij|C(G) + 1
)]
,
F2 =
1
2
c1T min{1, s0} − 2
√
nd0,
F3 =
3
4
c31T
3 − 2√nd0(c21T 2 + |∇d|2).
(3.22)
By (3.17) and (1.14), for any T > T0, it holds that c1T > 1,
F1 ≥ 1
2
c1T min{1, s0} − 2
√
nd0 − 6
√
nd0
s
3/2
0
n∑
i,j=1
|bij |C(G) −
12
√
nd0
s0
> 0,
and therefore, F2 > 0. Moreover,
F3 ≥ 3
4
c31T
3 − 2√nd0c21T 2
(
1 +
1
4s0
)
=
3
4
c21T
2
[
c1T − 8
3
√
nd0
(
1 +
1
4s0
)]
> 0,
where we use the following fact:
c1T >
4
√
n
min{1, s0}d0 =
8
√
n
3min{1, s0}d0 +
4
√
n
3min{1, s0}d0
≥ 8
√
n
3
d0 +
4
√
n
3s0
d0 =
8
3
√
nd0
(
1 +
1
2s0
)
.
Finally, by (1.14), one can find constants C > 0 and λ2 > 0 such that for any λ ≥ λ2,
M(0, x) ≥ 0. (3.23)
Meanwhile, noting that ℓ(T, x) = −ℓ(0, x), we have that there is a constant λ3 > 0 such that
for any λ ≥ λ3,
M(T, x) ≤ 0. (3.24)
Combining (3.23) and (3.24) with (3.16), and noting that v = eλφu, for any λ ≥ λ0 =
max{λ1, λ2, λ3}, we end up with the desired estimate (3.3). This completes the proof of
Theorem 3.1.
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4 An auxiliary optimal control problem
In this section, as a preliminary, we analyze an auxiliary optimal control problem. Some
ideas are taken from [6, pp. 190–199] and [4, Proposition 6.1].
Let y ∈ L2
F
(Ω;C([0, T ];L2(G))) satisfy y(0) = y(T ) = 0 in G, P-a.s. For any K > 1, let
̺ ≡ ̺K(x) ∈ C2(G), such that min
x∈G
̺(x) = 1 and
̺(x) =
 1 if x ∈ G0,K if dist(x,G0) ≥ 1
lnK
.
(4.1)
For any integer m ≥ 3, let h = T
m
, and set
yjm ≡ yjm(x) = y(jh, x), φjm ≡ φjm(x) = φ(jh, x), j = 0, 1, · · · , m, (4.2)
where φ(t, x) = d(x)− c1(t− T/2)2 (see (3.2)). Consider the following system:
E
(zj+1m − 2zjm + zj−1m
h2
∣∣∣Fjh)− n∑
j1,j2=1
∂xj2 (b
j1j2∂xj1z
j
m)
= E
(rj+11m −rj1m
h
∣∣∣Fjh)+rj2m+λyjme2λφjm + rjm (1 ≤ j ≤ m− 1) in G,
zjm = 0 (0 ≤ j ≤ m) on Γ,
z0m = z
m
m = r
0
2m = r
m
2m = r
0
m = r
m
m = 0, r
0
1m = r
1
1m in G.
(4.3)
Here (rj1m, r
j
2m, r
j
m) ∈
(
L2Fjh(Ω;L
2(G))
)3
(j = 0, 1, · · · , m) are controls. The set of admissible
sequences for (4.3) is defined by
Aad=
{
{(zjm, rj1m, rj2m, rjm)}mj=0; (zjm, rj1m, rj2m, rjm) ∈ L2Fjh(Ω;H10 (G))×
(
L2Fjh(Ω;L
2(G))
)3
and {(zjm, rj1m, rj2m, rjm)}mj=0 solves (4.3)
}
.
Since {(0, 0, 0,−λyjme2λφ
j
m)}mj=0 ∈ Aad, it follows that Aad 6= ∅.
Next, define a cost functional as follows:
J({(zjm, rj1m, rj2m, rjm)}mj=0) =
h
2
E
∫
G
̺
|rm1m|2
λ2
e−2λφ
m
mdx+
h
2
E
m−1∑
j=1
[ ∫
G
|zjm|2e−2λφ
j
mdx
+
∫
G
̺
( |rj1m|2
λ2
+
|rj2m|2
λ4
)
e−2λφ
j
mdx+K
∫
G
|rjm|2dx
]
,
(4.4)
and consider the following optimal control problem: Find a {(zˆjm, rˆj1m, rˆj2m, rˆjm)}mj=0 ∈ Aad,
such that
J({(zˆjm, rˆj1m, rˆj2m, rˆjm)}mj=0) = min
{(zjm,rj1m,rj2m,rjm)}mj=0∈Aad
J({(zjm, rj1m, rj2m, rjm)}mj=0). (4.5)
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Notice that for any {(zjm, rj1m, rj2m, rjm)}mj=0 ∈ Aad, by the standard regularity results for
elliptic equations, we have that zjm ∈ L2FT (Ω;H2(G) ∩H10 (G)).
We have the following result.
Proposition 4.1 For any K > 1 and m ≥ 3, the problem (4.5) admits a unique solution
{(zˆjm, rˆj1m, rˆj2m, rˆjm)}mj=0 ∈ Aad, (which depends on K). Furthermore, define
pjm ≡ pjm(x) △= Krˆjm(x), 0 ≤ j ≤ m. (4.6)
Then,  zˆ
0
m = zˆ
m
m = p
0
m = p
m
m = 0 in G,
zˆjm, p
j
m ∈ L2Fjh(Ω;H2(G) ∩H10 (G)), 1 ≤ j ≤ m− 1.
(4.7)
Also, the following optimality conditions hold:
pjm − pj−1m
h
+ ̺
rˆj1m
λ2
e−2λφ
j
m = 0 in G,
pjm − ̺
rˆj2m
λ4
e−2λφ
j
m = 0 in G,
1 ≤ j ≤ m, (4.8)

E
(pj+1m − 2pjm + pj−1m
h2
∣∣∣Fjh)
−
n∑
j1,j2=1
∂xj2
(
bj1j2∂xj1p
j
m
)
+ e−2λφ
j
m zˆjm = 0 in G,
pjm = 0 on Γ,
1 ≤ j ≤ m− 1. (4.9)
Moreover, there is a constant C = C(K, λ) > 0, independent of m, such that
hE
m−1∑
j=1
∫
G
[
|zˆjm|2 + |rˆj1m|2 + |rˆj2m|2 +K|rˆjm|2
]
dx+ hE
∫
G
|rˆm1m|2dx ≤ C, (4.10)
and
hE
m−1∑
j=0
∫
G
{(zˆj+1m − zˆjm)2
h2
+
[E(rˆj+11m − rˆj1m | Fjh)]2
h2
+
(rˆj+12m − rˆj2m)2
h2
+K
(
rˆj+1m − rˆjm
)2
h2
}
dx ≤ C.
(4.11)
We refer to Appendix A for a proof of this proposition.
5 Global Carleman estimate for stochastic hyperbolic
equations in the L2-space
We define a formal differential operator A by
A △= ∂
2
∂t2
−
n∑
i,j=1
∂
∂xj
(
bij
∂
∂xi
)
.
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In order to prove Theorem 1.1, we need the following global Carleman estimate for
stochastic hyperbolic equations.
Theorem 5.1 Assume that the Condition 1.1 holds. Let T0 be given by (1.14). Then there
exists a λ∗0 > 0 such that for any T > T0, λ ≥ λ∗0, and any y ∈ L2F(Ω;C([0, T ];L2(G)))
satisfying y(0) = y(T ) = 0 in G and
E
(
y,Aη)
L2(Q)
= E〈b1y + f, η〉H−1(Q),H10 (Q), ∀ η ∈ L2F(Ω;H10 (Q)) with Aη ∈ L2F(0, T ;L2(G)),
(5.1)
it holds that
λE
∫
Q
e2λφy2dxdt
≤ C
(
E|eλφf |2H−1(Q) + |eλφb1y|2L2
F
(0,T ;H−1(G)) + λ
2
E
∫ T
0
∫
G0
e2λφy2dxdt
)
.
(5.2)
Proof of Theorem 5.1. We borrow some idea from [4, 6, 10]. The whole proof is divided
into six steps.
Step 1. First, recall the functions {(zˆjm, rˆj1m, rˆj2m, rˆjm)}mj=0 in Proposition 4.1. For m = 2i
(i = 2, 3, · · · ), we define
z˜m(t, x) =
1
h
m−1∑
j=0
E
({
(t− jh)zˆj+1m (x)−
[
t− (j + 1)h]zˆjm(x)} ∣∣∣Fjh)χ(jh,(j+1)h](t),
r˜m1 (t, x) =
1
h
m−1∑
j=0
E
({
(t− jh)rˆj+11m (x)−
[
t− (j + 1)h]rˆj1m(x)} ∣∣∣Fjh)χ(jh,(j+1)h](t),
r˜m2 (t, x) =
1
h
m−1∑
j=0
E
({
(t− jh)rˆj+12m (x)−
[
t− (j + 1)h]rˆj2m(x)} ∣∣∣Fjh)χ(jh,(j+1)h](t),
r˜m(t, x) =
1
h
m−1∑
j=0
E
({
(t− jh)rˆj+1m (x)−
[
t− (j + 1)h]rˆjm(x)} ∣∣∣Fjh)χ(jh,(j+1)h](t).
(5.3)
By (4.10) and (4.11), there is a subsequence of
{(
z˜m, r˜m1 , r˜
m
2 , r˜
m
)}∞
m=2
(still denoted by itself),
such that for some (z˜, r˜1, r˜2, r˜) ∈
(
L2
F
(Ω;H1(0, T ;L2(G)))
)4
, as m→∞,(
z˜m, r˜m1 , r˜
m
2 , r˜
m
)→ (z˜, r˜1, r˜2, r˜) weakly in (L2F(Ω;H1(0, T ;L2(G))))4. (5.4)
Also, by (4.3), z˜ ∈ L2
F
(Ω;H1(0, T ;L2(G))) is the weak solution to the following random
hyperbolic equation: 
Az˜ = r˜1,t + r˜2 + λye2λφ + r˜ in Q,
z˜ = 0 on Σ,
z˜(0) = z˜(T ) = 0 in G.
(5.5)
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This implies that
z˜ ∈ L2F(Ω;C([0, T ];H10(Ω))) ∩ L2F(Ω;C1([0, T ];L2(Ω))). (5.6)
The proof of (5.6) is given in the Appendix B. For any constant K > 1, put
p˜
△
= Kr˜.
By (4.8)-(4.11), it is easy to see that p˜ is the solution to the following system:
Ap˜+ z˜e−2λφ = 0 in Q,
p˜ = 0 on Σ,
p˜(0) = p˜(T ) = 0 in G,
p˜t + ̺
r˜1
λ2
e−2λφ = 0 in Q,
p˜− ̺ r˜2
λ4
e−2λφ = 0 in Q.
(5.7)
Noting that (r˜1, r˜2) ∈ (L2F(Ω;H1(0, T ;L2(G))))2, similar to the proof of (5.6), we can also
deduce that
p˜ ∈ L2
F
(Ω;C([0, T ];H10(G))) ∩ L2F(Ω;C1([0, T ];L2(G))).
Step 2. Applying Theorem 3.1 to p˜ in (5.7), we obtain that
λE
∫
Q
(λ2p˜2 + p˜2t + |∇p˜|2)e2λφdxdt
≤ C
[
E
∫
Q
z˜2e−2λφdxdt + λ2E
∫ T
0
∫
G0
(λ2p˜2 + p˜2t )e
2λφdxdt
]
≤ C
[
E
∫
Q
z˜2e−2λφdxdt + E
∫ T
0
∫
G0
( r˜21
λ2
+
r˜22
λ4
)
e−2λφdxdt
]
.
(5.8)
Here and hereafter, C denotes a constant, independent of K and λ. Moreover, by (5.7)
again, p˜t satisfies 
Ap˜t + (z˜e−2λφ)t = 0 in Q,
p˜t = 0 on Σ,
p˜tt +
̺
λ
( r˜1,t
λ
− 2φtr˜1
)
e−2λφ = 0 in Q,
p˜t − ̺
λ2
( r˜2,t
λ2
− 2
λ
φtr˜2
)
e−2λφ = 0 in Q.
(5.9)
Applying Theorem 3.1 to p˜t, by (5.9), we obtain that
λE
∫
Q
(
λ2p˜2t + p˜
2
tt + |∇p˜t|2
)
e2λφdxdt
≤ C
[
E|eλφ(e−2λφz˜)t|2L2(Q) + λ2E
∫ T
0
∫
G0
(λ2p˜2t + p˜
2
tt)e
2λφdxdt
]
≤ C
[
E
∫
Q
(z˜2t + λ
2z˜2)e−2λφdxdt+ E
∫ T
0
∫
G0
( r˜21,t
λ2
+
r˜22,t
λ4
+ r˜21 +
r˜22
λ2
)
e−2λφdxdt
]
.
(5.10)
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Step 3. By (5.7), we have that
−E
∫
Q
(r˜1,t + r˜2)p˜dxdt = E
∫
Q
(r˜1p˜t − r˜2p˜)dxdt = −E
∫
Q
̺
( r˜21
λ2
+
r˜22
λ4
)
e−2λφdxdt.
This implies that
0 = E(Az˜ − r˜1,t − r˜2 − λye2λφ − r˜, p˜)L2(Q)
= −E
∫
Q
z˜2e−2λφdxdt− E
∫
Q
̺
( r˜21
λ2
+
r˜22
λ4
)
e−2λφdxdt
−Eλ
∫
Q
yp˜e2λφdxdt−KE
∫
Q
r˜2dxdt.
Hence,
E
∫
Q
z˜2e−2λφdxdt+E
∫
Q
̺
( r˜21
λ2
+
r˜22
λ4
)
e−2λφdxdt+KE
∫
Q
r˜2dxdt = −λE
∫
Q
yp˜e2λφdxdt. (5.11)
Combining (5.8) and (5.11), we arrive at
E
∫
Q
z˜2e−2λφdxdt+E
∫
Q
̺
( r˜21
λ2
+
r˜22
λ4
)
e−2λφdxdt+KE
∫
Q
r˜2dxdt ≤ C
λ
E
∫
Q
y2e2λφdxdt. (5.12)
Step 4. Using (5.5) and (5.9) again, and noting p˜tt(0) = p˜tt(T ) = 0 in G, we find that
0 = E(Az˜ − r˜1,t − r˜2 − λye2λφ − r˜, p˜tt)L2(Q)
= −E
∫
Q
z˜(e−2λφz˜)ttdxdt− E
∫
Q
(r˜1,t + r˜2)p˜ttdxdt
−λE
∫
Q
yp˜tte
2λφdxdt− E
∫
Q
r˜p˜ttdxdt.
(5.13)
Notice that
−E
∫
Q
z˜(e−2λφz˜)ttdxdt
= E
∫
Q
[
z˜2t e
−2λφdxdt− z˜
2
2
(e−2λφ)tt
]
dxdt
= E
∫
Q
(z˜2t + λφttz˜
2 − 2λ2φ2t z˜2)e−2λφdxdt.
(5.14)
Further, in view of the third and fourth equalities in (5.9), it follows that
−E
∫
Q
(r˜1,t + r˜2)p˜ttdxdt = −E
∫
Q
(r˜1,tp˜tt − r˜2,tp˜t)dxdt
= E
∫
Q
r˜1,t
̺
λ
( r˜1,t
λ
− 2φtr˜1
)
e−2λφdxdt+ E
∫
Q
r˜2,t
̺
λ2
( r˜2,t
λ2
− 2
λ
φtr˜2
)
e−2λφdxdt
= E
∫
Q
̺
( r˜21,t
λ2
+
r˜22,t
λ4
− 2
λ
φtr˜1r˜1,t − 2
λ3
φtr˜2r˜2,t
)
e−2λφdxdt.
(5.15)
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Further, by p˜ = Kr˜ and integration by parts,
− E
∫
Q
r˜p˜ttdxdt = KE
∫
Q
r˜2t dxdt. (5.16)
Therefore, by (5.13)-(5.16), we get that
E
∫
Q
̺
( r˜21,t
λ2
+
r˜22,t
λ4
− 2
λ
φtr˜1r˜1,t − 2
λ3
φtr˜2r˜2,t
)
e−2λφdxdt+KE
∫
Q
r˜2t dxdt
+E
∫
Q
(z˜2t + λφttz˜
2 − 2λ2φ2t z˜2)e−2λφdxdt = λE
∫
Q
yp˜tte
2λφdxdt.
(5.17)
Now, by (5.17) and (5.12), using the Cauchy-Schwarz inequality and noting (5.10), we
obtain that
E
∫
Q
(z˜2t+λ
2z˜2)e−2λφdxdt+E
∫
Q
̺
( r˜21,t
λ2
+
r˜22,t
λ4
+r˜21+
r˜22
λ2
)
e−2λφdxdt≤CλE
∫
Q
y2e2λφdxdt. (5.18)
Step 5. By (5.7), we find that
E(r˜1,t + r˜2 + λye
2λφ + r˜, z˜e−2λφ)L2(Q) = E(Az˜, z˜e−2λφ)L2(Q)
= −E
∫
Q
z˜t(z˜e
−2λφ)tdxdt+
n∑
j,k=1
E
∫
Q
bjkz˜xj (z˜e
−2λφ)xkdxdt
= −E
∫
Q
(z˜2t + λφttz˜
2 − 2λ2φ2t z˜2)e−2λφdxdt
+
n∑
j,k=1
E
∫
Q
bjkz˜xj z˜xke
−2λφdxdt− 2λ
n∑
j,k=1
E
∫
Q
bjkz˜xj z˜φxke
−2λφdxdt.
(5.19)
This yields that
E
∫
Q
|∇z˜|2e−2λφdxdt
≤ CE
∫
Q
[
|r˜1,t + r˜2 + r˜||z˜|e−2λφ + λ|yz˜|+ (z˜2t + λ2z˜2)e−2λφ
]
dxdt
≤ CE
∫
Q
[
y2e2λφ +
( r˜21,t
λ2
+
r˜22
λ2
+ r˜2 + z˜2t + λ
2z˜2
)
e−2λφ
]
dxdt.
(5.20)
By (5.12), (5.18) and (5.20), we choose a constant K in (5.12) so that
K ≥ Ce2λ max(t,x)∈Q |φ| (5.21)
(to absorb the term CE
∫
Q
rˇ2e−2λφdxdt in (5.20)). Then we deduce that
E
∫
Q
(|∇z˜|2 + z˜2t + λ2z˜2)e−2λφdxdt+ E
∫
Q
̺
( r˜21,t
λ2
+
r˜22,t
λ4
+ r˜21 +
r˜22
λ2
)
e−2λφdxdt
≤ CλE
∫
Q
y2e2λφdxdt.
(5.22)
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Step 6. Recall that (z˜, r˜1, r˜2, r˜) depend on K. Now, we fix λ and let K tend to infinity. By
(5.12) and (5.22), we conclude that there exists a subsequence of
(z˜, r˜1, r˜2, r˜) ∈ (L2F(Ω;H10 (0, T ;L2(G))) ∩ L2F(Ω;L2(0, T ;H10(G))))
×(L2
F
(Ω;H1(0, T ;L2(G))))2 × L2
F
(0, T ;L2(G)),
which converges weakly to some (z¯, r¯1, r¯2, 0), with supp r¯j ⊂ (0, T )×G0 (j = 1, 2), since
̺(x) ≡ ̺K(x)→∞ for any x /∈ G0, as K →∞. By (5.7), we deduce that (z¯, r¯1, r¯2) satisfies Az¯ = r¯1,t + r¯2 + λye
2λφ in Q,
z¯ = 0 on ∂Q.
(5.23)
Using (5.22) again, we find that
E|z¯e−λφ|2H10 (Q) +
1
λ2
E
∫ T
0
∫
G0
(r¯21,t + r¯
2
2)e
−2λφdxdt ≤ CλE
∫
Q
y2e2λφdxdt. (5.24)
By (5.1), with η replaced by z¯ above, one gets that
E
(
y, r¯1,t + r¯2 + λye
2λφ
)
L2(Q)
= E(b1y + f, z¯)L2(Q).
Hence, for any ε > 0,
λE
∫
Q
y2e2λφdxdt
= E(f, z¯)L2(Q) + E(b1y, z¯)L2(Q) − E(y, r¯1,t + r¯2)L2((0,T )×G0)
≤ C
{1
ε
[
E|eλφf |2H−1(Q) + E|eλφb1y|2L2(0,T ;H−1(G))
+λ2E
∫ T
0
∫
G0
y2e2λφdxdt
]
+ ε
[
E|e−λφz¯|2H10 (Q) + E|z¯e
−λφ|2L2(0,T ;H10 (G))
+
1
λ2
E
∫ T
0
∫
G0
(r¯21,t + r¯
2
2)e
−2λφdxdt
]}
.
(5.25)
Finally, choosing ε in (5.25) sufficiently small and noting (5.24), we arrive at the desired
estimate (5.2). This completes the proof of Theorem 5.1.
6 An energy estimate for backward stochastic hyper-
bolic equations
In this section, we establish energy estimates respectively for a random hyperbolic equation
and a backward stochastic hyperbolic equation, which will play important roles in the proof
of Theorem 1.1.
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First, set T̂ ∈ [0, T ) and consider the following random hyperbolic equation:
ϑtt −
n∑
i,j=1
(bijϑxi)xjdt = b1ϑ in (T̂ , T )×G,
ϑ = 0 on (T̂ , T )× Γ,
ϑ(T̂ ) = ϑ0, ϑt(T̂ ) = ϑ1 in G.
(6.1)
It is easy to see that for any (ϑ0, ϑ1) ∈ L2(Ω,FT̂ ,P;H10 (G)) × L2(Ω,FT̂ ,P;L2(G)), (6.1)
admits a unique solution
ϑ ∈ L2F(Ω;C([0, T ];H10(G)))
⋂
L2F(Ω;C
1([0, T ];L2(G))).
Furthermore, we have the following energy estimate.
Proposition 6.1 There is a constant C > 0, depending only on T , G and bij (1 ≤ i, j ≤ n),
such that for any solution ϑ to (6.1) and for all t, s satisfying T̂ ≤ t ≤ s ≤ T , it holds that
E
∫
G
(|ϑt(s, x)|2 + |∇ϑ(s, x)|2)dx
≤ CeCr
1
2−n/p
1 (t−s)E
∫
G
(|ϑt(t, x)|2 + |∇ϑ(t, x)|2)dx. (6.2)
Next, let T˜ ∈ (0, T ]. We consider the following backward stochastic hyperbolic equation:
dα = βdt+ ηdB(t) in (0, T˜ )×G,
dβ −
n∑
i,j=1
(bijαxi)xjdt = b1αdt+ b2ηdt+ ζdB(t) in (0, T˜ )×G,
α = 0, β = 0 on (0, T˜ )× Γ,
α(T˜ ) = α0, β(T˜ ) = β0 in G.
(6.3)
Set
HT˜ =L
2
F
(Ω;C([0, T˜ ];H10 (G)))×L2F(Ω;C([0, T˜ ];L2(G)))×L2F(0, T˜ ;H10 (G))×L2F(0, T˜ ;L2(G)).
We shall use the following notion of solution for the system (6.3).
Definition 6.1 (α, β, η, ζ) ∈ HT˜ is called a solution to the system (6.3), if
(1) α(T˜ ) = α0 and β(T˜ ) = β0 in G, P-a.s.
(2) For any t ∈ (0, T˜ ) and ϕ ∈ C10 (G), it holds that
α(T˜ )− α(t) =
∫ T˜
t
β(s)ds+
∫ T˜
t
η(s)dB(s) in G, P-a.s. (6.4)
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and
〈β(T˜ ), ϕ〉L2(G) − 〈β(t), ϕ〉L2(G)
=
∫ T˜
t
∫
G
[
−
n∑
i,j=1
bij(x)ϕxi(x)αxj(s, x) + b1(s, x)α(s, x)ϕ(x)
]
dxds
+
∫ T˜
t
∫
G
[
b2(s, x)η(s, x)ϕ(x)dxds+ ζ(s, x)ϕ(x)dxdB(s)
]
, P-a.s.
(6.5)
It is easy to show the following well-posedness result for (6.3) (and hence we omit the
proof).
Lemma 6.1 For any (α0, β0) ∈ L2(Ω,FT ,P;H10 (G))×L2(Ω,FT ,P;L2(G)), there is a unique
solution (α, β, η, ζ) ∈ HT to the system (6.3).
Furthermore, we have the following energy estimate.
Proposition 6.2 There is a constant C > 0, depending only on T , G and bij (1 ≤ i, j ≤ n),
such that for any solution (α, β, η, ζ) to (6.3), and for all s, t satisfying 0 ≤ s ≤ t ≤ T˜ , it
holds that
E
∫
G
(|β(s, x)|2 + |∇α(s, x)|2)dx
≤ CeC
(
r
1
2−n/p
1 +r
2
2
)
T˜
E
∫
G
(|β(t, x)|2 + |∇α(t, x)|2)dx, (6.6)
and
E
∫ T˜
0
∫
G
(
|ζ |2 + |∇η|2
)
dxdt
≤ CeC
(
r
1
2−n/p
1 +r
2
2
)
T˜ |(α0, β0)|2L2(Ω,F
T˜
,P;H10(G))×L2(Ω,FT˜ ,P;L2(G)).
(6.7)
Proof of Proposition 6.2. Define a (modified) energy of the system (6.3) as follows:
E˜(t) = 1
2
E
∫
G
[
|β(t, x)|2 +
n∑
i,j=1
bijαxi(t, x)αxj (t, x) + r
2
2−n/p
1 |α(t, x)|2
]
dx, t ∈ [0, T ]. (6.8)
Then, by Itoˆ’s formula, we get that
E˜(t)− E˜(s)
= E
∫ t
s
∫
G
[
b1αβ + b2βη
]
dxdτ +
1
2
E
∫ t
s
∫
G
( n∑
i,j=1
bijηxiηxj + ζ
2
)
dxdτ
+r
2
2−n/p
1 E
∫ t
s
∫
G
αβdxdτ +
1
2
r
2
2−n/p
1 E
∫ t
s
∫
G
|η|2dxdτ.
(6.9)
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Set p1 =
2p
n−2 and p2 =
2p
p−n . By
1
p
+ 1
p1
+ 1
p2
+ 1
2
= 1 and 1
2(n/p)−1
+ 1
2(1−n/p)−1 +
1
2
= 1, and
using Ho¨lder’s inequality and Sobolev’s embedding theorem, we obtain that∣∣∣E ∫
G
b1(τ, x)α(τ, x)β(τ, x)dx
∣∣∣
≤ E
∫
G
|b1(τ, x)||α(τ, x)|
n
p |α(τ, x)|1−np |β(τ, x)|dx
≤ r1E
(∣∣|α(τ, ·)|np ∣∣
Lp1(G)
∣∣|α(τ, ·)|1−np ∣∣
Lp2 (G)
∣∣β(τ, ·)∣∣
L2(G)
)
= r1E
(∣∣α(τ, ·)∣∣np
L
2n
n−2 (G)
∣∣α(τ, ·)∣∣1−npL2(G)∣∣β(τ, ·)∣∣L2(G))
= r
1
2−n/p
1 E
(∣∣α(τ, ·)∣∣np
L
2n
n−2 (G)
r
1−n/p
2−n/p
1
∣∣α(τ, ·)∣∣1−npL2(G)∣∣β(τ, ·)∣∣L2(G)).
Notice that
∣∣α(τ, ·)∣∣np
L
n
n−2 (G)
≤ C
[ ∫
G
(
|β(τ, x)|2 +
n∑
i,j=1
bijαxi(τ, x)αxj (τ, x) + r
2
2−n/p
1 |α(τ, x)|2
)
dx
] n
2p
,
r
1−n/p
2−n/p
1
∣∣α(τ, ·)∣∣1−npL2(G)≤[∫
G
(
|β(τ, x)|2+
n∑
i,j=1
bijαxi(τ, x)αxj (τ, x)+r
2
2−n/p
1 |α(τ, x)|2
)
dx
] 1
2
− n
2p
,
∣∣β(τ, ·)∣∣
L2(G)
≤
[ ∫
G
(
|β(τ, x)|2 +
n∑
i,j=1
bijαxi(τ, x)αxj(τ, x) + r
2
2−n/p
1 |α(τ, x)|2
)
dx
] 1
2
.
We have ∣∣∣E ∫
G
b1(τ, x)α(τ, x)β(τ, x)dx
∣∣∣ ≤ Cr 12−n/p1 E˜(τ). (6.10)
By a similar argument, we can also obtain that
r
2
2−n/p
1
∣∣∣E ∫
G
α(τ, x)β(τ, x)dx
∣∣∣
≤ 1
2
r
1
2−n/p
1 E
∫
G
[
r
2
2−n/p
1 α
2(τ, x) + β2(τ, x)
]
dx ≤ r
1
2−n/p
1 E˜(τ).
(6.11)
Further, for a sufficiently small ǫ > 0,∣∣∣E ∫ t
s
∫
G
b2(τ, x)β(τ, x)η(τ, x)dxdτ
∣∣∣
≤ C(ǫ)r22
∫ t
s
E˜(τ)dτ + ǫE
∫ t
s
∫
G
|∇η(τ, x)|2dxdτ.
(6.12)
By (6.9)-(6.12), we find that
1
2
E
∫ t
s
∫
G
(|ζ |2 + r 22−n/p1 |η|2 + 12
n∑
i,j=1
bijηxiηxj
)
dxdτ + E˜(s)
≤ E˜(t) + C
(
r
1
2−n/p
1 + r
2
2
)∫ t
s
E˜(τ)dτ.
(6.13)
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This, together with Gronwall’s inequality, implies that
E˜(s) ≤ eC
(
r
1
2−n/p
1 +r
2
2
)
T˜ E˜(t), (6.14)
which implies (6.6) and (6.7).
7 Proof of Theorem 1.1
In this section, we shall prove Theorem 1.1.
Proof of Theorem 1.1. We borrow some ideas from [3]. The whole proof is divided into
four steps.
Step 1. Note that the solution y to (1.3) may not be zero at t = 0 and t = T . To apply
Theorem 5.1, we need to choose a suitable cutoff function. Set
Tj =
T
2
− εjT, T ′j =
T
2
+ εjT,
R0 = min
x∈G
√
d(x), R1 = max
x∈G
√
d(x),
(7.1)
where j = 0, 1, 2 and 0 < ε0 < ε1 <
1
2
. By (3.2), (1.14) and (1.15), for any T > T0, we have
that
φ(0, x) = φ(T, x) ≤ R21 −
c1T
2
4
< 0, ∀ x ∈ G. (7.2)
Therefore, there exists an ε1 ∈ (0, 12), which is close to 12 , such that
φ(t, x) ≤ R
2
1
2
− c1T
2
8
< 0, ∀ (t, x) ∈ [(0, T1) ∪ (T ′1, T1)]×G. (7.3)
On the other hand, it follows from (3.2) that
φ
(T
2
, x
)
= d(x) ≥ R20, ∀ x ∈ G.
Therefore, there is an ε0 ∈ (0, 12), which is close to 0, such that
φ(t, x) ≥ R
2
0
2
, ∀ (t, x) ∈ (T0, T ′0)×G. (7.4)
Furthermore, choose a nonnegative function ξ ∈ C∞0 (0, T ) such that
ξ(t) = 1 in (T1, T
′
1). (7.5)
Step 2. In this step, we prove that there is a λ1 > 0, such that for any λ ≥ λ1,
λE
∫
Q
e2λφy2dxdt ≤ C
(
λ2E
∫ T
0
∫
G0
e2λφy2dxdt+ E|y|2L2(J×G) + E
∫
Q
e2λφf 2dxdt
)
, (7.6)
where J = (0, T1) ∪ (T ′1, T ).
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To this aim, set y˜ = ξy. Then y˜ satisfies the following forward stochastic hyperbolic
equation: 
dy˜t −
n∑
i,j=1
(bij y˜xi)xjdt =
(
b1y˜ + f˜
)
dt+
(
b2y˜ + ξg
)
dB(t) in Q,
y˜ = 0 on Σ,
y˜(0) = y˜(T ) = 0 in G,
(7.7)
with f˜ = ξf + ξtty + 2ξtyt. By Theorem 5.1, for any λ ≥ λ0, we have that
λE
∫
Q
e2λφy˜2dxdt
≤ C
(
E|eλφf˜ |2H−1(Q) + |eλφb1y˜|2L2
F
(0,T ;H−1(G)) + λ
2
E
∫ T
0
∫
G0
e2λφy˜2dxdt
)
.
(7.8)
By the definition of f˜ , we find that
E|eλφf˜ |2H−1(Q) = E|eλφ(ξf + ξtty + 2ξtyt)|2H−1(Q)
= sup
|h|
L2(Ω;H10(Q))
=1
∣∣∣E〈eλφ(ξf + ξtty + 2ξtyt), h〉H−1(Q),H10 (Q)∣∣∣2
≤ |eλφf |2
L2
F
(0,T ;L2(G))
+ Cλ2|eλφy|2
L2
F
(J ;L2(G))
≤ |eλφf |2
L2
F
(0,T ;L2(G))
+ Cλ2eλ(R
2
1− c1T
2
4
)|y|2
L2
F
(J ;L2(G))
.
(7.9)
Further, recalling the definition of r1 and noting the embedding L
2p/p+2(G) →֒ H−1(G), we
get that
|eλφb1y˜|L2
F
(0,T ;H−1(G)) ≤ C|eλφb1ξy|L2
F
(0,T ;L2p/p+2(G)) ≤ Cr1|eλφξy|L2
F
(0,T ;L2(G)). (7.10)
Further, by (7.3) and (7.5),
|eλφξy|2L2
F
(0,T ;L2(G)) = |eλφy|2L2
F
(0,T ;L2(G)) − E
∫
Q
e2λφ(1− ξ2)y2dxdt
≥ |eλφy|2L2
F
(0,T ;L2(G)) − Ce(R
2
1−c1T 2/4)λ|y|2L2
F
(J ;L2(G)).
(7.11)
Therefore, by (7.8)-(7.11), there is a constant C1 = C1(T,G), independent of λ and r1, such
that
|eλφy|2L2
F
(0,T ;L2(G)) ≤ C1
[r21
λ
|eλφy|2L2
F
(0,T ;L2(G)) + λE
∫ T
0
∫
G0
e2λφy2dxdt
+e(R
2
1−cT 2/4)λ(1 + λ)E|y|2L2(J×G) +
1
λ
|eλφf |2L2
F
(0,T ;L2(G))
]
.
(7.12)
Since R21 − cT 2/4 < 0, one may find a sufficiently large λ1 > 0, such that for any λ > λ1,
(7.6) holds.
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Step 3. We establish an energy estimate for solutions to (1.3). Set
E(t) △= 1
2
(
E|y(t, ·)|2L2(G) + E|yt(t, ·)|2H−1(G)
)
. (7.13)
Then by the classical energy estimate, for any S0 ∈ (T0, T2 ) and S ′0 ∈ (T2 , T ′0),∫ S′0
S0
E(t)dt ≤ C(1 + r1 + r2)E
∫ S′0
S0
∫
G
y2dxdt + CE
∫ T
0
∫
G
(f 2 + g2)dxdt. (7.14)
On the other hand, we claim that there exists a constant C > 0, such that
E(t) ≤ CeC
(
r
1
2−n/p
1 +r
2
2
)(E(s) + |(f, g)|2(L2
F
(0,T ;L2(G)))2
)
, ∀ t, s ∈ [0, T ]. (7.15)
In the following, we only prove the case of t ≥ s. The other case can be also proved by a
similar technique and Proposition 6.1. By Itoˆ’s formula, let T˜ = t in (6.3) and T = t in
(1.3). Then it follows that
E〈y(t), β0〉L2(G) + E〈yt(t),−α0〉H−1(G),H10 (G)
= E〈y(s), β(s)〉L2(G) + E〈yt(s),−α(s)〉H−1(G),H10 (G)
−E
∫ t
s
∫
G
(αf + ηg)dxdt.
(7.16)
Denote by S the unit sphere of the space L2Ft(Ω;H
1
0 (G)) × L2Ft(Ω;L2(G)). By (7.16), (6.6)
and (6.7), we obtain that√
2E(t) = sup
(α0,β0)∈S
∣∣E(〈y(t), β0〉L2(G) + 〈yt(t),−α0〉H−1(G),H10 (G))∣∣
= sup
(α0,β0)∈S
∣∣∣E[〈y(s), β(s)〉L2(G) + 〈yt(s),−α(s)〉H−1(G),H10 (G) − ∫ t
s
∫
G
(αf + ηg)dxdt
]∣∣∣
≤ C
√
E(s) sup
(α0,β0)∈S
|(α(s), β(s))|L2
Fs
(Ω;H10 (G))×L2Fs (Ω;L2(G))
+ sup
(α0,β0)∈S
|(α, η)|L2
F
(s,t;L2(G))|(f, g)|(L2
F
(s,t;L2(G)))2
≤ CeC
(
r
1
2−n/p
1 +r
2
2
)(√E(s) + |(f, g)|(L2
F
(s,t;L2(G)))2
)
.
This implies our claim (7.15).
Step 4. First, it follows from (7.4) that
E
∫
Q
e2λφy2dxdt ≥ eR20λE
∫ T ′0
T0
∫
G
y2dxdt. (7.17)
Also, (7.15) implies that
E|y|2L2(J×G) ≤ CeC
(
r
1
2−n/p
1 +r
2
2
)(E(0) + |(f, g)|2(L2
F
(0,T ;L2(G)))2
)
(7.18)
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and
Ce−C
(
r
1
2−n/p
1 +r
2
2
)
E(0) ≤
∫ S′0
S0
E(t)dt+ |(f, g)|2(L2
F
(0,T ;L2(G)))2 . (7.19)
By (7.17), (7.14) and (7.19), we get that
E(0) ≤ CeC
(
r
1
2−n/p
1 +r
2
2
)(
e−R
2
0λE
∫
Q
e2λφy2dxdt+ |(f, g)|2(L2
F
(0,T ;L2(G)))2
)
. (7.20)
Combining the above estimate with (7.6) and (7.18), we find that
E(0) ≤ CeC
(
r
1
2−n/p
1 +r
2
2
)[
e−R
2
0λ
(
λE
∫ T
0
∫
G0
e2λφy2dxdt+
1
λ
E|y|2L2(J×G)
)
+|(f, g)|2(L2
F
(0,T ;L2(G)))2
]
≤ CeC
(
r
1
2−n/p
1 +r
2
2
)[
e−R
2
0λ
(
λE
∫ T
0
∫
G0
e2λφy2dxdt+
1
λ
E(0)
)
+|(f, g)|2(L2
F
(0,T ;L2(G)))2
]
.
Therefore, there exists a sufficiently large constant λ3 > 0, such that for any λ > λ3, the
desired observability inequality (1.7) holds.
8 Appendix A: Proof of Proposition 4.1
In this section, we give a proof of Proposition 4.1. To this aim, we need the following known
result.
Lemma 8.1 [4, P roposition 3.5] For any h > 0, m = 3, 4, · · · , and qjm, wjm ∈ C (j =
0, 1, · · · , m) satisfying q0m = qmm = 0, we have that
−
m−1∑
j=1
qjm
wj+1m − 2wjm + wj−1m
h2
=
m−1∑
j=0
qj+1m − qjm
h
wj+1m − wjm
h
=
m∑
j=1
qjm − qj−1m
h
wjm − wj−1m
h
.
(8.1)
Proof of Proposition 4.1. The whole proof is divided into four steps.
Step 1. Let
{
{(zj,km , rj,k1m, rj,k2m, rj,km )}mj=0
}∞
k=1
⊂ Aad be a minimizing sequence of J(·). Thanks
to the coercivity of the cost functional, since zj,km solves an elliptic equation, it can be shown
that
{
{(zj,km , rj,k1m, rj,k2m, rj,km )}mj=0
}∞
k=1
is bounded in Aad. Therefore, there exists a subsequence
of
{
{(zj,km , rj,k1m, rj,k2m, rj,km )}mj=0
}∞
k=1
converging weakly to some {(zˆjm, rˆj1m, rˆj2m, rˆjm)}mj=0 ∈ Aad
in (L2Fjh(Ω;H
1
0 (G)) × (L2Fjh(Ω;L2(G)))3)m+1. Since the functional J is strictly convex, this
element is the unique solution to (4.5). By (4.6) and the definition of Aad, it is obvious that
zˆ0m = zˆ
m
m = p
0
m = p
m
m = 0 in G.
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Step 2. Fix δj0m ∈ L2Fjh(Ω;H2(G)∩H10 (G)), δj1m ∈ L2Fjh(Ω;L2(G)), and δj2m ∈ L2Fjh(Ω;L2(G))
(j = 0, 1, 2, · · · , m) with δ00m = δm0m = δ02m = δm2m ≡ 0 and δ01m = δ11m. For (µ0, µ1, µ2) ∈ R3,
put 
rjm
△
= E
( zˆj+1m − 2zˆjm + zˆj−1m
h2
∣∣∣Fjh)+ E(δj+10m − 2δj0m + δj−10m
h2
∣∣∣Fjh)µ0
−
n∑
j1,j2=1
∂xj2
(
bj1j2∂xj1 (zˆ
j
m + µ0δ
j
0m)
)
− E
( rˆj+11m − rˆj1m
h
∣∣∣Fjh)
−E
(δj+11m − δj1m
h
∣∣∣Fjh)µ1 − rˆj2m − µ2δj2m − λyjme2λφjm , 1 ≤ j ≤ m− 1;
r0m = r
m
m = 0.
Then {(zˆjm+µ0δj0m, rˆj1m+µ1δj1m, rˆj2m+µ2δj2m, rjm)}mj=0 ∈ Aad. Define a function g(·, ·, ·) in R3
by
g(µ0, µ1, µ2) = J
({(zˆjm + µ0δj0m, rˆj1m + µ1δj1m, rˆj2m + µ2δj2m, rjm)}mj=0).
Since g has a minimum at (0, 0, 0), we get that ∇g(0, 0, 0) = 0.
By
∂g(0, 0, 0)
∂µ1
=
∂g(0, 0, 0)
∂µ2
= 0, noting that {(zˆjm, rˆj1m, rˆj2m, rˆjm)}mj=0 satisfy the first
equation of (4.3), we find that
−KE
m−1∑
j=1
∫
G
rˆjmE
(δj+11m − δj1m
h
∣∣∣Fjh)dx+ E m∑
j=1
∫
G
̺
rˆj1mδ
j
1m
λ2
e−2λφ
j
mdx
= KE
m∑
j=1
∫
G
rˆjm − rˆj−1m
h
δj1mdx+ E
m∑
j=1
∫
G
̺
rˆj1mδ
j
1m
λ2
e−2λφ
j
mdx
= KE
m∑
j=1
∫
G
[ rˆjm − rˆj−1m
h
+ ̺
rˆj1m
λ2
e−2λφ
j
m
]
δj1mdx = 0,
and
−KE
m−1∑
j=1
∫
G
rˆjmδ
j
2mdx+ E
m−1∑
j=1
∫
G
̺
rˆj2mδ
j
2m
λ4
e−2λφ
j
mdx
= −E
m−1∑
j=1
∫
G
(
Krˆjm − ̺
rˆj2m
λ4
e−2λφ
j
m
)
δj2mdx = 0,
which, combined with (4.6), gives (4.8).
On the other hand, by
∂g(0, 0, 0)
∂µ0
= 0, we have that
E
m−1∑
j=1
∫
G
{
Krˆjm
[
E
(δj+10m− 2δj0m+ δj−10m
h2
∣∣∣Fjh)− n∑
j1,j2=1
∂xj2(b
j1j2∂xj1δ
j
0m)
]
+zˆjmδ
j
0me
−2λφjm
}
dx = 0,
(8.2)
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which, combined with p0m = p
m
m = δ
0
0m = δ
m
0m = 0 in G, implies that (4.9) holds. By
means of the regularity theory for elliptic equations of second order, one finds that zˆjm, p
j
m ∈
L2Fjh(Ω;H
2(G) ∩H10 (G)), 1 ≤ j ≤ m− 1.
Step 3. Recalling that {(zˆjm, rˆj1m, rˆj2m, rˆjm)}mj=0 satisfy (4.3), and noting (4.8)-(4.9) and pjm =
Krˆjm, one gets
0 = E
m−1∑
j=1
∫
G
[
E
( zˆj+1m − 2zˆjm + zˆj−1m
h2
∣∣∣Fjh)− n∑
j1,j2=1
∂xj2 (b
j1j2∂xj1 zˆ
j
m)
−E
( rˆj+11m − rˆj1m
h
∣∣∣Fjh)− rˆj2m − λyjme2λφjm − rˆjm]pjmdx
= E
m−1∑
j=1
∫
G
[
E
(pj+1m − 2pjm + pj−1m
h2
∣∣∣Fjh)− n∑
j1,j2=1
∂xj2 (b
j1j2∂xj1p
j
m)
]
zˆjmdx
+E
m∑
j=1
∫
G
pjm − pj−1m
h
rˆj1mdx− E
m−1∑
j=1
∫
G
(
rˆj2m + λy
j
me
2λφjm + rˆjm
)
pjmdx
= −E
m−1∑
j=1
[ ∫
G
|zˆjm|2e−2λφ
j
mdx+
∫
G
̺
( |rˆj1m|2
λ2
+
|rˆj2m|2
λ4
)
e−2λφ
j
mdx
+K
∫
G
|rˆjm|2dx
]
− E
∫
G
̺
|rˆm1m|2
λ2
e−2λφ
m
mdx− λE
m−1∑
j=1
∫
G
yjme
2λφjmpjmdx.
(8.3)
By (4.8) and (8.3), there is a constant C = C(K, λ) > 0, such that
E
m−1∑
j=1
[ ∫
G
|zˆjm|2e−2λφ
j
mdx+
∫
G
̺
( |rˆj1m|2
λ2
+
|rˆj2m|2
λ4
)
e−2λφ
j
mdx
+K
∫
G
|rˆjm|2dx
]
+ E
∫
G
̺
|rˆm1m|2
λ2
e−2λφ
m
mdx ≤ CE
m−1∑
j=1
∫
G
|yjm|2e2λφ
j
mdx.
This implies (4.10).
Step 4. Noting that (4.9) holds and p0m = zˆ
0
m = p
m
m = zˆ
m
m = 0, we obtain that
E(p3m | Fh)− 4E(p2m | Fh) + 5p1m
h4
−
n∑
j1,j2=1
∂xj2
[
bj1j2∂xj1E
(p2m − 2p1m + p0m
h2
∣∣∣Fh)]
+
E(zˆ2m | Fh)e−2λφ2m − 2zˆ1me−2λφ1m + zˆ0me−2λφ0m
h2
= 0 in G,
4pm−1m +E(p
m−1
m | F(m−2)h)−4pm−2m +pm−3m
h4
−
n∑
j1,j2=1
∂xj2
[
bj1j2∂xj1E
(pmm−2pm−1m +pm−2m
h2
∣∣∣F(m−1)h)]
+
zˆmme
−2λφmm − 2zˆm−1m e−2λφ
m−1
m + zˆm−2m e
−2λφm−2m
h2
= 0 in G,
(8.4)
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and for j = 2, · · · , m− 2,
E(pj+2m | Fjh)− 4E(pj+1m | Fjh) + 5pjm + E(pjm | F(j−1)h)− 4pj−1m + pj−2m
h4
−
n∑
j1,j2=1
∂xj2
[
bj1j2∂xj1E
(pj+1m − 2pjm + pj−1m
h2
∣∣∣Fjh)]
+
E(zˆj+1m | Fjh)e−2λφ
j+1
m − 2zˆjme−2λφ
j
m + zˆj−1m e
−2λφj−1m
h2
= 0 in G.
(8.5)
By (4.3),
0 = E
m−1∑
j=1
∫
G
[
E
( zˆj+1m − 2zˆjm + zˆj−1m
h2
∣∣∣Fjh)− n∑
j1,j2=1
∂xj2
(
bj1j2∂xj1 zˆ
j
m
)
−E
( rˆj+11m − rˆj1m
h
∣∣∣Fjh)− rˆj2m − λyjme2λφjm − rˆjm]E(pj+1m − 2pjm + pj−1mh2 ∣∣∣Fjh)dx.
(8.6)
Using zˆ0m = zˆ
m
m = p
0
m = p
m
m = 0 again, we get that
E
m−1∑
j=1
∫
G
E
( zˆj+1m − 2zˆjm + zˆj−1m
h2
∣∣∣Fjh)E(pj+1m − 2pjm + pj−1m
h2
∣∣∣Fjh)dx
= E
m−1∑
j=2
∫
G
E(zˆjm | F(j−1)h)E
(pjm−2pj−1m +pj−2m
h4
∣∣∣F(j−1)h)dx
−2E
m−1∑
j=1
∫
G
zˆjmE
(pj+1m −2pjm+pj−1m
h2
∣∣∣Fjh)dx+ Em−2∑
j=1
∫
G
zˆjmE
(pj+2m −2pj+1m + pjm
h4
∣∣∣F(j+1)h)dx
= E
∫
G
zˆ1m
E(p3m | Fh)− 4E(p2m | Fh) + 5p1m
h4
dx
+E
∫
G
zˆm−1m
4pm−1m + E(p
m−1
m | F(m−2)h)− 4pm−2m + pm−3m
h4
dx
+E
m−2∑
j=2
∫
G
E(pj+2m | Fjh)− 4E(pj+1m | Fjh) + 5pjm + E(pjm | F(j−1)h)− 4pj−1m + pj−2m
h4
zˆjmdx
= E
m−1∑
j=1
∫
G
zˆjm
{ n∑
j1,j2=1
∂xj2
[
bj1j2∂xj1E
(pj+1m − 2pjm + pj−1m
h2
∣∣∣Fjh)]
−E(zˆ
j+1
m | Fjh)e−2λφ
j+1
m − 2zˆjme−2λφ
j
m + zˆj−1m e
−2λφj−1m
h2
}
dx.
Noting that zjm|Γ = pjm|Γ = 0 (j = 0, 1, · · · , m), one has
E
m−1∑
j=1
∫
G
n∑
j1,j2=1
∂xj2
(
bj1j2∂xj1 zˆ
j
m
)
E
(pj+1m − 2pjm + pj−1m
h2
∣∣∣Fjh)dx
= E
m−1∑
j=1
∫
G
zˆjm
n∑
j1,j2=1
∂xj2
(
bj1j2∂xj1E
(pj+1m − 2pjm + pj−1m
h2
∣∣∣Fjh))dx.
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Then by (8.6), we obtain that
0 = −E
m−1∑
j=1
∫
G
[
zˆjm
E(zˆj+1m | Fjh)e−2λφ
j+1
m − 2zˆjme−2λφ
j
m + zˆj−1m e
−2λφj−1m
h2
+
(
E(rˆj+11m | Fjh)− rˆj1m
h
+ rˆj2m + λy
j
me
2λφjm + rˆjm
)
E
(pj+1m − 2pjm + pj−1m
h2
∣∣∣Fjh)]dx.
(8.7)
It follows from Lemma 8.1 that
−E
m−1∑
j=1
∫
G
[
zˆjm
E(zˆj+1m | Fjh)e−2λφ
j+1
m − 2zˆjme−2λφ
j
m + zˆj−1m e
−2λφj−1m
h2
]
dx
= E
m−1∑
j=0
∫
G
{(zˆj+1m − zˆjm)
h
(zˆj+1m e
−2λφj+1m − zˆjme−2λφ
j
m)
h
= E
m−1∑
j=0
∫
G
[(zˆj+1m −zˆjm)2
h2
e−2λφ
j
m+
zˆj+1m −zˆjm
h
e−2λφ
j+1
m −e−2λφjm
h
zˆj+1m
]
dx,
(8.8)
By Lemma 8.1 and pjm = Krˆ
j
m, we have that
−E
m−1∑
j=1
∫
G
[
rˆjmE
(pj+1m − 2pjm + pj−1m
h2
∣∣∣Fjh)]dx = KEm−1∑
j=0
∫
G
(rˆj+1m − rˆjm)2
h2
dx. (8.9)
Further, by (4.8) and Lemma 8.1, we get that
−E
m−1∑
j=1
∫
G
[
E
( rˆj+11m − rˆj1m
h
∣∣∣Fjh)]E(pj+1m − 2pjm + pj−1m
h2
∣∣∣Fjh)dx
= −E
m−1∑
j=1
∫
G
E
( rˆj+11m − rˆj1m
h
∣∣∣Fjh)1
h
E
(pj+1m − pjm
h
− p
j
m − pj−1m
h
∣∣∣Fjh)dx
= E
m−1∑
j=1
∫
G
̺
λ2
E
( rˆj+11m − rˆj1m
h
∣∣∣Fjh)E( rˆj+11m e−2λφj+1m − rˆj1me−2λφjm
h
∣∣∣Fjh)dx
= E
m−1∑
j=1
∫
G
̺
λ2
[ [E(rˆj+11m − rˆj1m | Fjh)]2
h2
e−2λφ
j
m
+E
( rˆj+11m − rˆj1m
h
∣∣∣Fjh)e−2λφj+1m − e−2λφjm
h
E(rˆj+11m | Fjh)
]
dx,
(8.10)
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and
−E
m−1∑
j=1
∫
G
[
λyjme
2λφjm + rˆj2m
]
E
(pj+1m − 2pjm + pj−1m
h2
∣∣∣Fjh)dx
= −E
m−1∑
j=1
∫
G
λyjme
2λφjm
1
h
E
(pj+1m − pjm
h
− p
j
m − pj−1m
h
∣∣∣Fjh)dx
+E
m−1∑
j=0
∫
G
(rˆj+12m − rˆj2m)
h
pj+1m − pjm
h
dx
= E
m−1∑
j=1
∫
G
̺
λ2
λyjme
2λφjmE
( rˆj+11m e−2λφj+1m − rˆj1me−2λφjm
h
∣∣∣Fjh)dx
+E
m−1∑
j=0
∫
G
̺
λ4
(rˆj+12m − rˆj2m)
h
(rˆj+12m e
−2λφj+1m − rˆj2me−2λφ
j
m)
h
dx
= λE
m−1∑
j=1
∫
G
̺
λ2
yjm
[
E
( rˆj+11m − rˆj1m
h
e−2λφ
j
m
∣∣∣Fjh)
+
(e−2λφ
j+1
m −e−2λφjm)
h
E(rˆj+11m | Fjh)
]
dx
+E
m−1∑
j=0
∫
G
̺
λ4
[(rˆj+12m − rˆj2m)2
h2
e−2λφ
j
m +
(rˆj+12m − rˆj2m)
h
(e−2λφ
j+1
m − e−2λφjm)
h
rˆj+12m
]
dx.
(8.11)
By (8.8)-(8.11), it follows that
E
m−1∑
j=0
∫
G
[(zˆj+1m − zˆjm)2
h2
e−2λφ
j
m +
̺
λ2
[E(rˆj+11m − rˆj1m | Fjh)]2
h2
e−2λφ
j
m
+
̺
λ4
(rˆj+12m − rˆj2m)2
h2
e−2λφ
j
m +K
(
rˆj+1m − rˆjm
)2
h2
]
dx
= −E
m−1∑
j=0
∫
G
(zˆj+1m − zˆjm)
h
(e−2λφ
j+1
m − e−2λφjm)
h
zˆj+1m dx
−E
m−1∑
j=1
∫
G
̺
λ2
E
( rˆj+11m − rˆj1m
h
∣∣∣Fjh)(e−2λφj+1m − e−2λφjm)
h
E(rˆj+11m | Fjh)dx
−λE
m−1∑
j=1
∫
G
̺
λ2
yjm
[
E
( rˆj+11m − rˆj1m
h
e−2λφ
j
m
∣∣∣Fjh)+ (e−2λφj+1m −e−2λφjm)
h
E(rˆj+11m | Fjh)
]
dx
−E
m−1∑
j=0
∫
G
̺
λ4
(rˆj+12m − rˆj2m)
h
(e−2λφ
j+1
m − e−2λφjm)
h
rˆj+12m dx.
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By Ho¨lder’s inequality and the above equality, there is a positive constant C = C(K, λ),
independent of m, such that
E
m−1∑
j=0
∫
G
{(zˆj+1m − zˆjm)2
h2
e−2λφ
j
m +
̺
λ2
[E(rˆj+11m − rˆj1m | Fjh)]2
h2
e−2λφ
j
m
+
̺
λ4
(rˆj+12m − rˆj2m)2
h2
e−2λφ
j
m +K
(
rˆj+1m − rˆjm
)2
h2
}
dx
≤ CE
[m−1∑
j=1
∫
G
(
|zˆjm|2 + |rˆj1m|2 + |rˆj2m|2 +K|rˆjm|2 + |yjm|2
)
dx+
∫
G
|rˆm1m|2dx
]
.
(8.12)
Finally, by (8.12) and (4.10), recalling that y ∈ L2
F
(Ω;C([0, T ];L2(G))), we get the desired
estimate (4.11). This completes the proof of Proposition 4.1.
9 Appendix B: Proof of (5.6)
This appendix is addressed to proving (5.6).
By (5.5), for a.e. ω ∈ Ω, zω = z˜(ω) ∈ H1(0, T ;L2(G)) is a weak solution to the following
random equation: 
Azω = r˜1,ω,t + r˜2,ω + λyωe2λφ + rˇω in Q,
zω = 0 on Σ,
zω(0) = zω(T ) = 0 in G.
(9.1)
Here r˜1,ω,t = r˜1,t(ω), r˜2,ω = r˜2(ω), yω = y(ω) and rˇω = rˇ(ω). Also, set hω = r˜1,ω,t + r˜2,ω +
λyωe
2λφ + rˇω.
In the following, without loss of generality, we assume that zω is smooth and give a
uniform estimate for it. Let 0 < t1 < t2 < T . Multiplying the first equation of (9.1) by
t2(T − t)2zω and integrating it in (0, T )×G, we get that∫ t2
t1
∫
G
|∇zω|2dxdt ≤ C
∫ T
0
∫
G
(|hω|2 + |zω,t|2)dxdt. (9.2)
Put
E(t) =
1
2
∫
G
(|zω,t(t)|2 + |∇zω(t)|2)dx.
By the usual energy estimate for the first equation of (9.1) and noting the time reversibility
of (9.1), we have that
E(t) ≤ C
[
E(s) +
∫ t2
t1
∫
G
|hω(τ, x)|2dxdτ
]
, ∀ t, s ∈ [t1, t2]. (9.3)
Integrating (9.3) with respect to s from t1 to t2, we obtain
E(t) ≤ C
[ ∫ t2
t1
E(s)ds+
∫ t2
t1
∫
G
|hω(τ, x)|2dxdτ
]
, ∀ t ∈ [t1, t2]. (9.4)
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By (9.2) and (9.4), for any t ∈ [t1, t2], there is a constant C > 0 such that
|zω,t(t)|2L2(G) + |zω(t)|2H10 (G) ≤ C
∫ T
0
∫
G
(|hω|2 + |zω,t|2)dxdt. (9.5)
Applying the usual energy estimate to the first equation of (9.1) and noting the time
reversibility of (9.1) again, similar to the proof of (9.3), we find that
|zω|2C([0,T ];H10(G))∩C1([0,T ];L2(G))
≤ C
[
|zω,t(t)|2L2(G) + |zω(t)|2H10 (G) + |hω|
2
L2(0,T ;L2(G))
]
.
This, together with (9.5), implies that
|zω|2C([0,T ];H10 (G))∩C1([0,T ];L2(G)) ≤ C
∫ T
0
∫
G
(|hω|2 + |zω,t|2)dxdt.
It follows that
E|zω|2C([0,T ];H10(Ω)))∩C1([0,T ];L2(Ω)) ≤ CE
∫ T
0
∫
G
(|hω|2 + |zω,t|2)dxdt.
This, together with z˜ ∈ L2
F
(Ω;H1(0, T ;L2(G))), implies that
z˜ ∈ L2
F
(Ω;C([0, T ];H10(Ω))) ∩ L2F(Ω;C1([0, T ];L2(Ω))).
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