This paper studies the long-term behaviour of a competition process, defined as a continuous time Markov chain formed by two interacting Yule processes with immigration. We prove that, with probability one, eventually one of the components of the Markov chain tends to infinity, while the remaining one oscillates between values 0 and 1.
The model and results
This paper deals with the long-term behaviour of a continuous time Markov chain (CTMC) ξ(t) = (ξ 1 (t), ξ 2 (t)) ∈ Z 2 + that evolves as follows. Given a current state (x 1 , x 2 ) ∈ Z 2 + the Markov chain jumps to (x 1 + 1, x 2 ) with rate λ 1 + α 1 x 1 ; (x 1 , x 2 + 1) with rate λ 2 + α 2 x 2 ; (x 1 − 1, x 2 ) with rate x 1 g 1 (x 2 )1 x 1 >0 ; (x 1 , x 2 − 1) with rate x 2 g 2 (x 1 )1 x 2 >0 ,
where g 1 and g 2 are some positive functions such that g 1 (0) = g 2 (0) = 0. CTMC ξ(t) can be interpreted as a couple of Yule processes with immigration and competitive interactions, and it is a particular example of so-called competition processes, which is a class of stochastic population models motivated by modelling a competition between various populations. These processes have been studied since the 1950's, see e.g. [1] (Chapter 9 and references therein) for basic models and literature review.
Traditionally, competition processes are considered with the Lotke-Volterra interaction. In our notation Lotke-Volterra interaction corresponds to linear functions g i (z) = z. We call the CTMC ξ(t) defined above a competition process with interactions specified by functions g 1 and g 2 .
In what follows, we assume that all random variables are defined on a certain probability space with probability measure P, and E denotes the expectation with respect to this measure. Given two functions ϕ(x) and ψ(x) we write ϕ(x) ≈ ψ(x) iff ϕ(x)/ψ(x) → 1 as x → ∞. We will also make use of the following notation: 1 * = 2, 2 * = 1 ("the other index").
Theorem 1. Let ξ(t) be a competition process with non-linear interactions specified by the transition rates (1) . Assume that g i (x) ≈ x r , i = 1, 2, for some r > 0. Then ξ(t) is a non-explosive transient CTMC and P (B 1 ∪ B 2 ) = 1, where
Intuitively, Theorem 1 states that a.s. eventually the process gets stuck either to the horizontal or to the vertical boundary of the quarter plane, so that its largest component tends to infinity while the other component oscillates between values 0 and 1. This boundary effect is similar to a phenomenon observed in [5] , where the authors considered a CTMC with values in the quarter plane with transitions only to the nearest neighbour states, so that it can also be interpreted as a pair of interacting birth-and-death processes. In that model jumps down and to the left (when possible) occur at the unit rates. Jumps up and to the right occur with rates that are state-dependent and given by functions with separating variables. Using this technical set-up, various types of interactions can be modelled by choosing functions with appropriate monotonicity properties. In a particular case of competitive interactions, where the birth rates are specified by polynomial functions, it was shown in [5] that the corresponding Markov chain escapes to infinity in the following way: with probability one, the Markov chain is eventually absorbed by either the horizontal half strip {(x, y) : y ≤ k}, or the vertical half strip {(x, y) : y ≤ k}, where parameter k depends on the polynomial function specifying the birth rates, and this k can be determined explicitly. Being eventually adsorbed by one of the above half strips, the largest component of the Markov chain tends to infinity, while the other component oscillates infinitely often between zero and it maximal value of k.
The same boundary effect can be observed in other models with competitive interactions, as shown in the following example. Consider CTMC ξ(t) = (ξ 1 (t), ξ 2 (t)) ∈ Z 2 + that evolves as follows: given a current state (x 1 , x 2 ) ∈ Z 2 + the Markov chain jumps to (x 1 + 1, x 2 ) and (x 1 , x 2 + 1) with the same rates as in the first two lines of (1), while the death rates are replaced with the following: from (x 1 , x 2 ) CTMC jumps to (x 1 − 1, x 2 ) with rate β 1 x 2 1 x 1 >0 ; (x 1 , x 2 − 1) with rate β 2 x 1 1 x 2 >0 , where β 1 , β 2 > 0. Let us call this new process a competition process with linear interactions.
Given a CTMC, its embedded Markov chain is a discrete time Markov chain (DTMC) that has the same possible transitions, and the transition probabilities of the DTMC are proportional to the corresponding transition rates of the CTMC. The embedded Markov chain corresponding to a competition process with linear interactions can be then interpreted as an urn process with ball removals, related to the Friedman's urn model. Furthermore, in case where both α 1 = α 2 = 0 and λ 1 = λ 2 = 0, the corresponding chain coincides with the OK Corral model (see e.g. [3] ). Therefore, the embedded Markov chain in the case α 1 = α 2 = 0 and λ 1 , λ 2 > 0 can also be viewed as the OK Corral model with "resurrection". Theorem 2. Let ξ(t) be a competition process with linear interactions with α i ≥ 0, λ i > 0 and β i > 0, i = 1, 2. Then P (A 1 A 2 ) = 1, where for i = 1, 2
The proofs of both theorems consist of two parts. Firstly, we show that if the Markov chain hits an axis, then, with positive probability, it sticks to this axis in a certain way. The proof of this fact is obtained by the Lyapunov function method (e.g., see [4] ). Secondly, we show that (with probability one) the Markov chain must indeed hit the axes. A proof is then completed by the argument combining these two facts.
We finish with the following observation. It is rather easy to see that the competition process with non-linear interaction eventually hits the boundary (Theorem 1). This is also the case for the competition process with linear interaction (Theorem 2) provided α 1 α 2 < β 1 β 2 ; however, this fact is not at all obvious here if α 1 α 2 ≥ β 1 β 2 . This particular case is somewhat reminiscent of the non-convergence to an unstable equilibrium in processes with reinforcement (see e.g. [6] and references therein), where escape from a neighbourhood of an unstable equilibrium is often shown by using stochastic approximation. Although our model is, in a sense, similar to urn models with ball removals, we were unable to apply this technique and used a different method instead.
Proofs

Proof of Theorem 1
We start with the following lemma showing that the process sticks to the boundary of the quarter plane in a certain way. Lemma 1. There exists ε > 0, depending on the model parameters only, such that inf
Proof. We prove only the first bound of the lemma, that is when the process starts at ξ(0) = (x 1 , 0). The other bound will follow by symmetry. In order to simplify notation we denote x = x 1 and y = x 2 in the rest of the proof.
Define the following function
where 0 < ν < µ < r. Let G be the generator of CTMC ξ(t). A direct computation gives that for all sufficiently large x
where C 1 = (−να 1 + νg 1 (1) − C 2 ) and C 2 = λ 2 + α 2 . Define the following stopping time
where integer N is such that bounds (4) hold for all x > N. Then the following random process
Next, note that on the event {τ = ∞} we must have ξ 1 (t) → ∞, otherwise, if lim sup t→∞ ξ 1 (t) = A < ∞, then Z t cannot converge due to the fact that f 1 (·) takes at most 2(A + 1) different values, of which at least two are distinct, and the set {0, 1, . . . , A} × {0, 1} is irreducible for the chain. Consequently,
Assume that x 0 ≥ N + 1. By the optional stopping theorem
due to the monotonicity of the function
, where x 0 > N, then, with probability at least ε ′ , the process ξ(t) stays in set {N + 1, N + 2, . . . } ×{0, 1} forever. Now, for each starting point (x 0 , 0), with x 0 ∈ {0, 1, . . . , N} there is a positive probability that the process first reaches state (N + 1, 0) (by just jumping only to the right), and then it continues staying in the strip with probability at least ε ′ . Hence, P(τ = ∞|ξ(t) = (x 0 , 0)) is uniformly bounded away from zero, and on this event ξ 1 (t) → ∞ a.s.
Next, it is easy to see that
that is, the infinitesimal mean jump of component ξ i (t) is negative and bounded away from zero in domain {x i ≥ 1, x i ⋆ ≥ C i ⋆ }, i = 1, 2, where both C 1 and C 2 are large enough. This implies that in a finite mean time the Markov chain hits the axes (e.g., by Lemma 7.3.6 in [4] ).
Furthermore, let T i be the duration of i-th visit to the set. By Lemma 1, P(T i < ∞) ≤ 1 − ε on {T i−1 < ∞}, so that, with probability one, T i < ∞ only for finitely many i. Consequently, with probability 1, the process eventually confines to the union of disjoint sets {x 1 > N, x 2 ≤ 1} and {x 1 ≤ 1, x 2 > N}.
Finally, suppose for definiteness that the absorbing set is {x 1 > N, x 2 ≤ 1}. Since the drift of ξ 2 (t) at x 2 = 1 is directed down, the process eventually jumps from level x 2 = 1 to level x 2 = 0. On the other hand, the process cannot stay forever at axis x 2 = 0 as λ 2 > 0. Thus, the Markov chain goes to infinity oscillating between levels x 2 = 0 and x 2 = 1 as claimed. Theorem 1 is proved.
Proof of Theorem 2
We start with the following lemma which is similar to Lemma 1.
Lemma 2. There exists ε > 0, depending on the model parameters only, such that inf
Proof. Similarly to Lemma 1 this lemma is proved by the Lyapunov function method. As before, denote x = x 1 and y = x 2 , for simplicity of notations. We prove only the first bound, i.e. where ξ(0) = (x 0 , 0) for some x 0 ≥ 0.
First, assume that α 1 > 0. Let G be the generator of CTMC ξ(t) and f 1 be a function defined in (3) . A direct computation gives in this case that
provided x is large enough. Assume now that α 1 = 0 and define
, if y = 0;
In this case
for all sufficiently large x. Next, define
where N is sufficiently large, so that bounds (5) and (6) are respectively satisfied. Then
) is a non-negative supermartingale. The proof can be finished by using the argument based on the optional stopping theorem analogously to the proof of Lemma 1.
The other key ingredient of the proof, namely, showing that the process hits the axes with probability 1, is not as straightforward as in Theorem 1. We state this fact as a separate statement in Lemma 3 below and prove this lemma in Section 2.2.1.
Lemma 3. Define τ = inf{t : ξ 1 (t) = 0 or ξ 2 (t) = 0}. Then τ is a.s. finite.
Combining Lemma 2 and Lemma 3 in the same way as in the proof of Theorem 1 gives that, with probability 1, the process eventually confines either to set {x 2 ≤ κ 2 } or to set {x 1 ≤ κ 1 }, where κ i , i = 1, 2 are defined in (2) .
Furthermore, as in the proof of Theorem 1, suppose for definiteness that the absorbing set is {x 2 ≤ κ 2 }. Suppose first that α 1 > 0, in which case κ 2 = 1. The process cannot stay forever at line x 2 = 0. Indeed, let (a i , 0), i ≥ 1 be a sequence of points successively visited by the Markov chain on line x 2 = 0. It is easy to see that the probability of jump (a i , 0) → (x i , 1) can be bounded below by O(1)/i. Therefore, by the conditional Borel-Cantelli lemma, there are infinitely many jumps from line x 2 = 0 to line x 2 = 1. Combining this with Lemma 3, or, simply noting that the probability of a jump from line x 2 = 1 to line x 2 = 0 is bounded below (it tends to β 2 /(α 1 + β 1 + β 2 ) as x → ∞) one can conclude that the process cannot stay forever at line x 2 = 1 as well and, hence, goes to infinity oscillating between lines x 2 = 0 and x 2 = 1, as claimed.
Finally, suppose that α 1 = 0 in which case κ 2 = 2. The probability of transition (x 1 , 0) → (x 1 , 1) is equal to λ 2 /(λ 1 +λ 2 ) for all x 1 , so that the Markov chain cannot forever stay at x 2 = 0. Similarly to the above, let (x 1 (i), 1), i ≥ 1 be a sequence of points successively visited by the Markov chain on line x 2 = 1. It is easy to see that the probability of jump (x 1 (i), 1) → (x 1 (i), 2) can be bounded below by O(1)/i, so that again, by the conditional Borel-Cantelli lemma, there are infinitely many jumps from line x 2 = 1 to line x 2 = 2. Combining this with Lemma 3, or, simply noting that probabilities of jumps from line x 2 = 2 to line x 2 = 1, and from line x 2 = 1 to line x 2 = 0 are bounded below by constants, one can get that the process goes to infinity oscillating between lines x 2 = 0 and x 2 = 2, as described.
Proof of Lemma 3
We start with noting that each line
The infinitesimal drift of ξ 1 (t) is negative above line l 1 and positive below it. Similarly, the infinitesimal drift of ξ 2 (t) is negative below line l 2 and positive above it. There are two cases depending on mutual location of lines l 1 and l 2 .
Case α 1 α 2 < β 1 β 2 . In this case line l 2 is located above line l 1 in the positive quarter plane, and both process components have negative drift in the domain between the lines. Moreover, the drift of one of the process components remains negative outside the negative cone. Consequently, with probability 1, the process eventually hits the axes. This case is similar to the situation in Theorem 1, and we skip easy technical details.
Case α 1 α 2 ≥ β 1 β 2 . The proof here is not as easy as in all of the previous cases. This is because there is a positive drift in both coordinates in the domain between the lines l 1 and l 2 . Therefore, it is not obvious that the process exits the domain with probability one.
We start with the symmetric case, that is λ 1 = λ 2 = λ, α 1 = α 2 = α and β 1 = β 2 = β, where α ≥ β, in order to demonstrate the idea of the proof. Denote by ζ(n) = (ζ 1 (n), ζ 2 (n)) ∈ Z 2 + , n ∈ Z + , the embedded discrete time Markov chain corresponding to CTMC ξ(t). Also, let {F n } ∞ n=1 be the standard natural filtration associated to Markov chain ζ(n). Define
Assume that P(τ = ∞) > 0 and get a contradiction. First, using an idea that is somewhat borrowed from the proofs in [2] , we obtain
To explain the idea of what follows note that in a typical urn model (e.g. Friedman's urn model) without ball removals the total number of balls is a non-random linear function of time.
In contrast, "the total number of balls" S n in our model is random. Fortunately, the long-term behaviour of S n can be effectively controlled. Combining this with equation (7) allows to obtain an asymptotic bound for the second moment of U n , which, in turn, yields finiteness of τ . Details are as follows.
For any given ε, δ > 0, there exists N such that
Indeed, it is easy to see that S n+1 − S n = ±1 and
for all sufficiently large S n = ζ 1 (n) + ζ 2 (n). Hence, far away from the origin, S n behaves like a homogeneous simple random walk that jumps right and left with probabilities α α+β and β α+β respectively, and bound (8) follows from the strong law of large numbers.
Fix some δ > 0 such that ρ + δ < 1 and define
Let us assume that N is so large that probability P(σ = ∞) is sufficiently close to 1 (see equation (8)) to ensure that P(σ = ∞, τ = ∞) > 0. It follows from equation (7) that
where
which contradicts U n /n ≤ 1. Thus, we get that necessarily P(τ = ∞) = 0. In turn, this means that, with probability one, the CTMC hits the axes in a finite time, as claimed.
We are now going to extend the above argument on the general case. Let r, d ≥ 0, be some constant to be chosen later, and define
The idea of the proof will be based on the fact that if ζ(n) does not hit the axes, then
n must grow at least as n 2+ǫ . This, in turn, contradicts the trivial inequality |U n | ≤ max(1, r)n.
Assume x, y > 0. Then the direct calculation gives
where Q(x, y) = (r 2 β 2 + α 1 )x + (r(α 2 + β 2 ) + α 1 − α 2 )ry + r 2 λ 2 + λ 1 > 0.
Thus it remains to show that
for some δ > 0 and all large n. W.l.o.g. assume from now on that
and set
Note that since α 1 α 2 − β 1 β 2 > 0 and because of (11) we have
Then lim n→∞ Sn n = ρ a.s.
Proof. We have
Thus S n behaves like a non-homogeneous random walk, and we can apply strong law of large numbers (with a bit of extra work).
Corollary 1.
For each δ > 0 we have a.s.
for all large n. As a result, with probability one we have lim inf n→∞ Consequently, on the event τ ∧ η = ∞ we have
which is impossible due to the trivial bound |Û n | ≤ max{1, r} n+|d|. Hence P(τ ∧η = ∞|F N ) = 0. Since P(η(N) = ∞|F N ) → 1 as N → ∞, we get that P(τ (N) < ∞|F N ) converges to 1, implying that N P(τ (N) < ∞|F N ) = ∞ and hence by the Lévy extension to the BorelCantelli lemma τ (N) < ∞ for infinitely many N. This, in turn, will imply a.s. hitting the axes.
