Abstract Cluster-weighted modeling (CWM) is a mixture approach to modeling the joint probability of data coming from a heterogeneous population. Under Gaussian assumptions, we investigate statistical properties of CWM from both theoretical and numerical points of view; in particular, we show that Gaussian CWM includes mixtures of distributions and mixtures of regressions as special cases. Further, we introduce CWM based on Student-t distributions, which provides a more robust fit for groups of observations with longer than normal tails or noise data. Theoretical results are illustrated using some empirical studies, considering both simulated and real data. Some generalizations of such models are also outlined.
Introduction
Finite mixture models provide a flexible approach to the statistical modeling of a wide variety of random phenomena characterized by unobserved heterogeneity. In these models, dating back to the work of Newcomb (1886) and Pearson (1894) , the observations in a sample are assumed to arise from unobserved groups in the population; the purpose is to identify the groups and estimate the parameters of the conditional-group density functions. If no exogenous variables explain the means and the variances of each component, we refer to unconditional mixture models, i.e., the so-called finite mixtures of distributions (FMD), developed for both normal and non-normal components (e.g. Everitt and Hand 1981 , Titterington, Smith, and Makov 1985 , McLachlan and Basford 1988 , Frühwirth-Schnatter 2005 . Otherwise, we refer to conditional mixture models, i.e., finite mixtures of regression models (FMR) and finite mixture of generalized linear models (FMGLM), (e.g. DeSarbo and Cron 1988 , Jansen 1993 , Wedel and DeSarbo 1995 , Frühwirth-Schnatter 2005 . These models are also known as mixture-of-experts models in machine learning (Jordan and Jacobs 1994 , Peng, Jacobs, and Tanner 1996 , Ng and McLachlan 2007 2008) , switching regression models in econometrics (Quandt 1972) , latent class regression models in marketing (DeSarbo and Cron 1988, Wedel and Kamakura 2000) , and mixed models in biology (Wang, Puterman, Cockburn, and Le 1996) . An extension of FMR are the so-called finite mixtures of regression models with concomitant variables (FMRC) (Dayton and Macready 1988, Wedel 2002) , where the weights of the mixture functionally depend on a set of concomitant variables, which may be different from the explanatory variables and are usually modeled by a multinomial logistic distribution.
The present paper focuses on a different mixture approach to modeling the joint probability of a response variable and a set of explanatory variables. The original formulation, proposed by Gershenfeld (1997) under Gaussian and linear assumptions and called clusterweighted modeling (CWM), was developed in the context of media technology to build a digital violin with traditional inputs and realistic sound (Gershenfeld, Schöner, and Metois 1999 , Gershenfeld 1999 , Schöner 2000 , Schöner and Gershenfeld 2001 . Wedel (2002) ) refers to such a model as the saturated mixture regression model. Moreover, Wedel and DeSarbo (2002) propose tests of dependencies that lead to a set of nested models for market segment derivation and profiling. However, this overview leaves out general distributional assumptions and is based only on independence properties, without analyses in terms of probability density functions and posterior probabilities.
With respect to the existing literature, this paper proposes CWM in a statistical setting and shows that it is a general and flexible family of mixture models. In particular, under Gaussian assumptions, we specify probability distribution assumptions and related statistical properties, and demonstrate links with traditional mixture models in terms of probability density functions and posterior probabilities. Apart from the usual Gaussian assumptions, we also propose cluster-weighted modeling with Student-t distributions to provide more robust data fitting. Finally, theoretical results are illustrated by means of examples based on both simulated and real datasets.
The remainder of the paper is organized as follows. In Section 2, we reformulate CWM from a statistical point of view in a wide framework that covers both direct and indirect applications in the spirit of Titterington et al. (1985) . In Section 3, we investigate some relationships between linear Gaussian CWM and some traditional Gaussian-based mixture models. In particular, we prove that linear Gaussian CWM leads to the same family of probability distributions generated by finite mixtures of Gaussian distributions (FMG) and, under suitable assumptions, includes FMR and FMRC as special cases. Moreover, we introduce a more general version of Gaussian CWM. In Section 4, we introduce CWM based on another type of elliptical distribution: the Student-t distribution. Data modeling according to the Student-t distribution has been proposed to provide more robust fitting for groups of observations with longer than normal tails or noise data (e.g. Zellner 1976 , Lange, Little and Taylor 1989 , Bernardo and Girón 1992 , Nadarajah and Kotz 2005 , Andrews and McNicholas 2011 , Baek and McLachlan 2011 . Here, we prove that linear Student-t CWM defines a wide family of probability dis-tributions which, under suitable assumptions, strictly includes finite mixtures of Student-t distributions (FMT). In Section 5, theoretical results given in the paper are illustrated on the basis of both simulated and real datasets. Finally, in Section 6, we suggest new perspectives for further research. In the Appendix, a geometrical analysis of the decision surfaces generated by CWM is reported.
Cluster-Weighted Modeling
In the original formulation, CWM was introduced under Gaussian and linear assumptions (Gershenfeld 1997) ; here, we present CWM in a quite general setting. Let (X, Y ) be the pair of random vector X and random variable Y defined on Ω with joint probability distribution p(x, y), where X is the d-dimensional input vector with values in some space
CWM decomposes the joint probability p(x, y) as follows:
where p(y|x, Ωg) is the conditional density of the response variable Y given the predictor vector x and Ωg, p(x|Ωg) is the probability density of x given Ωg, πg = p(Ωg) is the mixing weight of Ωg, (πg > 0 and G g=1 πg = 1), g = 1, . . . , G, and θ denotes the set of all parameters of the model.
Hence, the joint density of (X, Y ) can be viewed as a mixture of local models p(y|x, Ωg) weighted (in a broader sense) on both local densities p(x|Ωg) and mixing weights πg.
In the spirit of Titterington et al. (1985, p. 2), we can distinguish three types of application for CWM in (1):
1. Direct application of type A. We assume that each group Ωg is characterized by an input-output relation that can be written as Y |x = µ(x; β g ) + εg, where εg is a random variable with zero mean and finite variance σ 2 ,g , and β g denotes the set of parameters of µ(·) function, g = 1, . . . , G. 2. Direct application of type B. We assume that a random vector Z is defined on Ω = Ω 1 ∪ · · · ∪ Ω G with values in R d+1 and each z ∈ Z ⊆ R d+1 belongs to one of these groups. Further, vector z is partitioned as z = (x , y) and we assume that within each group we write p(z; Ωg) = p((x , y) ; Ωg) = p(y|x, Ωg) p(x|Ωg). In other words, CWM in (1) is another form of density of FMD given by:
(2) 3. Indirect application. In this case, CWM in (1) is simply used as a mathematical tool for density estimation.
Throughout this paper, we concentrate on direct applications that essentially have classification purposes. In this case, posterior probability p(Ωg|x, y) of unit (x, y) belonging to the g-th group (g = 1, ..., G) is given by:
that is, the classification of each unit depends on both marginal and conditional densities. Because p(x|Ωg)πg = p(Ωg|x)p(x), from (3) we get:
where we set p(x) = G j=1 p(x|Ω j )π j .
The basic model: linear Gaussian CWM
In the traditional framework, both marginal and conditional densities are assumed to be Gaussian, with
where the conditional densities are based on linear mappings, so that µ(x; β g ) = b g x + b g0 , for some β = (b g , b g0 ) , with b ∈ R d and b g0 ∈ R . Thus, we get:
with φ(·) denoting the probability density of Gaussian distributions. The approach in (5) will be referred to as linear Gaussian CWM. In particular, posterior probability in (3) specializes as:
and the decision surfaces that separate the groups belong to the family of quadrics (see the Appendix for a geometrical analysis).
Linear Gaussian CWM and relationships with traditional mixture models
In this section, we investigate the relationships between linear Gaussian CWM and traditional Gaussian-based mixture models, considering both probability density functions and posterior probabilities. In particular, we prove that, under suitable assumptions, linear Gaussian CWM in (5) leads to the same posterior probability of such mixture models. In this sense, we say that CWM contains FMG, FMR, and FMRC. In particular, linear Gaussian CWM leads to the same family of probability distributions generated by FMG.
Finite mixtures of Gaussian distributions
Let Z be a random vector defined on Ω = Ω 1 ∪ · · · ∪ Ω G with joint probability distribution 
Further, the posterior probability is given by:
We have the following result:
, and assume that Z|Ωg ∼ N d+1 (µ g , Σg) (g = 1, . . . , G). In particular, the density p(z) of Z is a FMG:
Then, p(z) can be written similar to (5), that is as a linear Gaussian CWM.
Proof. Let us set Z = (X , Y ) , where X is a d-dimensional random vector and Y is a random variable. According to well known results of multivariate statistics (e.g. Mardia, Kent, and Bibby 1979) , from (9) we get
, then (9) can be written in the form of (5).
Using similar arguments, FMG and linear Gaussian CWM can be shown to lead to the same distribution of posterior probabilities and, thus, CWM contains FMG.
We remark that the equivalence between FMG and CWM holds only for linear mappings
includes a quite wide family of models. In Figure 1 , we plot two examples of density (10) for both quadratic and cubic functions µ(x; β g ) (with G = 2 groups). 
Finite mixtures of regression models
Secondly, let us consider FMR (DeSarbo and Cron 1988 , Frühwirth-Schnatter 2005 :
where vector ψ denotes the overall parameters of the model. Posterior probability p(Ωg|x, y) of the g-th group (g = 1, ..., G) for FMR is:
that is, the classification of each observation depends on the local model and the mixing weight. We have the following result:
If the probability density of X|Ωg does not depend on group g, i.e.,
where f (y|x; ψ) is the FMR model in (11).
The second result of this section shows that, under the same hypothesis, CWM contains FMR. Σg) in (5) does not depend on the g-th group, i.e., φ d (x; µ g , Σg) = φ d (x; µ, Σ) for every g = 1, . . . , G, then the posterior probability in (6) coincides with (12).
Corollary 3 If the probability density of
. . . , G, which coincides with (12).
Finite mixtures of regression models with concomitant variables
FMRC (Dayton and Macready 1988, Wedel 2002) are an extension of FMR:
where mixing weight p(Ωg|x, ξ) is a function depending on x through some parameters ξ, and ψ * is the augmented set of all parameters of the model.
is usually modeled by a multinomial logistic distribution with the first component as baseline, that is:
Equation (14) is satisfied if local densities p(x|Ωg), g = 1, ..., G, are assumed to be multivariate Gaussian with the same covariance matrices (e.g. Anderson 1972 ). Posterior probability p(Ωg|x, y) of the g-th group (g = 1, ..., G) for FMRC is:
Under suitable assumptions, linear Gaussian CWM leads to the same estimates of bg, b g0 (g = 1, . . . , G) in (13).
Proposition 4 Let us consider linear Gaussian CWM in (5), with
where f * (y|x; ψ * ) is the FMRC model in (13) based on the multinomial logistic in (14) and
Proof. Assume Σg = Σ and πg = π = 1/G for every g = 1, . . . , G; thus, the density in (5) yields:
and we recognize that (16) can be written in form (14) for suitable constants wg, w g0 (g = 1, . . . , G). This completes the proof.
Based on similar arguments, we can immediately prove that, under the same hypotheses, CWM contains FMRC.
Corollary 5 Let us consider the linear Gaussian CWM in (5). If Σg = Σ and πg = π = 1/G for every g = 1, . . . , G, then the posterior probability in (6) coincides with (15).
Proof. First, based on (14), let us rewrite (15) as
Assume Σg = Σ and πg = π = 1/G for every g = 1, . . . , G. Thus, from (4) and (6), we get
and after some algebra we find a quantity similar to (17). This completes the proof.
As for the relation between FMRC and linear Gaussian CWM, consider that joint density p(x, Ωg) can be written in either form:
where quantity p(x|Ωg) is involved in CWM (left-hand side), while FMRC contains conditional probability p(Ωg|x) (right-hand side). In other words, CWM is a Ωg-to-x model, while FMRC is a x-to-Ωg model. According to Jordan (1995) , they are called the generative direction model and the diagnostic direction model, respectively, in the framework of neural networks. The results of this section are provided in Table 1 , which summarizes the relationships between linear Gaussian CWM and traditional Gaussian mixture models. Finally, we remark that if conditional distributions p(y|x, Ωg) = φ(y;
for g = 1, . . . , G, then (5) specializes as:
and this implies, from (11) and (13), that FMR and FMRC are reduced to a single straight line:
The results of this section will be illustrated from a numerical point of view in Section 5.1.
Student-t CWM
In this section, we introduce CWM based on another important type of elliptical distribution: the Student-t distribution. Data modeling according to the Student-t distribution has been proposed to provide more robust fitting for groups of observations with longer than normal tails or noise data (e.g. Zellner 1976 , Lange et al. 1989 , Bernardo and Girón 1992 , McLachlan and Peel 1998 2000 , Nadarajah and Kotz 2005 , Andrews and McNicholas 2011 , Baek and McLachlan 2011 . Recent applications also include analysis of orthodontic data via linear effect models (Pinheiro, Liu, and Wu 2001) , marketing data analysis (Andrews, Ansari, and Currim 2002) , and asset pricing (Kan and Zhou 2006) . In particular, and different from the Gaussian case, we prove that linear Student-t CWM defines a wide family of probability distributions, which, under suitable assumptions, strictly includes FMT as a special case.
To begin with, we recall that a q variate random vector Z has a multivariate t distribution with degrees of freedom ν ∈ (0, ∞), location parameter µ ∈ R q , and q × q positive definite inner product matrix Σ if it has density
where δ(z, µ; Σ) = (z−µ) Σ −1 (z−µ) denotes the squared Mahalanobis distance between z and µ, with respect to matrix Σ, and Γ (·) is the Gamma function. In this case, we write Z ∼ tq(µ, Σ, ν), and then E(Z) = µ (for ν > 1) and Cov(Z) = νΣ/(ν − 2) (for ν > 2). If U is a random variable, independent of Z, such that νU has a chi-squared distribution with ν degrees of freedom, that is νU ∼ χ parameter σ 2 ,g , and degrees of freedom ζg, that is, Y |x, Ωg ∼ t(µ(x; β g ), σ 2 ,g , ζg), g = 1, . . . , G. Thus, (1) specializes as:
and this model will be referred to as t-CWM.
The special case in which µ(x; β g ) is a linear mapping will be called linear t-CWM:
where, according to (20), g = 1, . . . , G, we have
Moreover, the posterior probability in (3) specializes as:
and the decision surfaces that separate the groups are elliptical (see the Appendix for a geometrical analysis). The result in the following implies that, different from the Gaussian case, linear t-CWM defines a larger family of probability distributions than FMT; in fact, the family of distributions generated by linear t-CWM strictly includes the family of distributions generated by FMT.
Proposition 6 Let Z be a random vector defined on Ω = Ω 1 ∪ · · · Ω G with values in R d+1 and set Z = (X , Y ) , where X is a d-dimensional input vector and Y is a random variable defined on Ω. Assume that the density of Z = (X , Y ) can be written in the form of a linear t-CWM (22), where Proof. Let Z be a q-variate random vector having multivariate t distribution (20) with degrees of freedom ν ∈ (0, ∞), location parameter µ, and positive definite inner product matrix Σ. If Z is partitioned as Z = (Z 1 , Z 2 ) , where Z 1 takes values in R q1 and Z 2 in R q2 = R q−q1 , then Z can be written as
Hence, based on properties of multivariate t distribution (e.g., Dickey 1967, Liu and Rubin 1995) , it can be proven that:
where
In particular, if we set Z = (X , Y ) , then (22) coincides with FMT if ζg = νg + d and
Thus, the linear t-CWM in (22) defines a wide family of densities, which strictly includes FMT as special case but is able to model more general cases.
Analogous to the Gaussian case, the linear t-CWM in (22) also includes finite mixtures of regression models with Student-t errors (FMR-t):
where vector ψ denotes the overall parameters of the model.
Moreover, because the Gaussian distribution can be regarded as the limit of the Studentt distribution, as the number of degrees of freedom tends to infinity, then linear t-CWM contains FMRC as a limiting special case.
The relationships among linear t-CWM, FMT, FMR-t and FMRC are summarized in Table 2 . However, the analysis of finite mixtures of regressions under Student-t distribution assumptions, which have been not proposed in the literature yet (as far as the authors know), provides ideas for further research.
A numerical analysis comparing the classifications obtained by FMT and linear t-CWM will be presented in Section 5.2. Moreover, a procedure for robust clustering of noise data will be proposed in Section 5.3.
Finally, in Table 3 we summarize all the models discussed in the paper to show that linear CWM based on elliptical distributions is a general and flexible family of mixture models, which includes well-known models as special cases. We remark that if the degrees of freedom become large, linear Gaussian CWM can be seen as a limiting special case of linear t-CWM.
Empirical studies
Statistical models introduced in the previous sections have been evaluated on the grounds of many empirical studies based on both simulated and real data. The CWM parameters have been estimated by means of the EM algorithm according to the maximum likelihood approach, and the routines have been implemented in R with different initialization strategies to avoid local optima. The number of clusters has been assumed as given for two reasons. First, the goal of this section is to point out some differences among the models discussed in the paper for fixed numbers of clusters, as well as in the abundance of similar studies in the literature. Secondly, many criteria for the estimation of the number of clusters have been proposed in the area of model-based clustering (e.g. Fonseca (2008) for a comprehensive review); however, their application to CWM (which combines both conditional and marginal distributions) needs to be carefully investigated to avoid overly simplistic proposals. This section is organized as follows. In Subsection 5.1, we compare linear Gaussian CWM, FMR, and FMRC; in Subsection 5.2, we compare linear t-CWM and FMT; then, by extending the proposals by Peel and McLachlan (2000) and Greselin and Ingrassia (2010) for FMT, in Subsection 5.3 we propose a procedure for robust clustering of noise data and present some numerical studies.
Comparisons among linear Gaussian CWM, FMR, and FMRC
To begin with, we present some simulation studies to empirically verify the theoretical results of Section 3, that is, linear Gaussian CWM contains FMR and FMRC as special cases (in particular, data modeling via FMRC has been carried out by means of Flexmix R-package, see Leisch (2004) ).
For this aim, we considered some cases concerning classification of units (x, y) ∈ R 2 . The data were obtained as follows: first, we generated samples x 1 , . . . , x G from the X random variable according to G Gaussian distributions with parameters (µg, σ 2 g ); each sample xg has a size Ng, (g = 1, ..., G). Subsequently, from xg = (x g1 , . . . , x gNg ) we obtained vector yg = (y g1 , . . . , y gNg ) considering realizations of the random variables Ygn = b g1 xgn + b g0 + g , for g = 1, . . . , G and n = 1, . . . , Ng, where b g1 , b g0 ∈ R and
The results obtained with CWM, FMR, and FMRC were compared in terms of the following quantities:
1. Wilks' lambda Λ, which is used in multivariate analysis of variance and is given by
where T is the total scatter matrix and W is the within-class scatter matrix:
with z = (x, y) andzg = (xg,ȳg) being the vector mean of the g-th group.
2. An index of weighted model fitting (IWF) E defined as:
3. The misclassification rate η, which is the percentage of units classified in the wrong class.
Example 1 Let us consider an example with G = 2 groups in which the densities of X|Ωg are not the same. Data were generated according to the following parameters: The analysis shows that CWM leads to well separated groups (Λ = 0.0396), where all units have been classified properly (η = 0.00%) and the local models p(y|x, Ωg) exhibit a good fit to the data (E = 2.003). On the contrary, FMR leads to partially overlapped groups (Λ = 0.2306), poor data fit (E = 7.013), and a higher misclassification rate (η = 5.33%). Thus, CWM clearly outperforms FMR. Classification of data according to CWM and FMR is represented in Figure 2 . FMRC essentially leads to the same classification as CWM.
Example 2 Let us consider another example in which the densities of X|Ωg are not the same, but with G = 3 groups. Data were generated according to the following parameters: The analysis shows that CWM leads to well separated groups (Λ = 0.0498), where all units have been classified properly (η = 0.00%) and the local models p(y|x, Ωg) exhibit a good fit to the data (E = 1.678). FMR yields a slightly lower value of Wilks' lambda (Λ = 0.0909) and essentially the same fit with the data (E = 1.647), but a higher misclassification rate (η = 8.67%). Classification of data according to CWM and FMR is represented in Figure 3 . FMRC achieves the same classification as CWM.
Example 3 Let us consider another example with G = 2 groups, in which the densities of X|Ωg are not the same but the groups overlap in part. Data were generated according to the following parameters: The results obtained with the three models are summarized in the following The analysis shows that CWM and FMR lead to comparable results in terms of the indices Λ, E, and η; however, confusion matrices given in Table 4 indicate that FMR leads to a classification that is biased toward group 2. FMRC leads to better values of Λ and E but a worse value of η, as it is not able to recognize groups that overlap. Figure 4 highlights different classification according to CWM, FMR, and FMRC.
Example 4 (Plasma Concentration of Beta-Carotene)
The last example concerns a case study based on real data of beta-carotene plasma levels described in Nierenberg, Stukel, Baron, Dain, and Greenberg (1989) and available in the R package CAMAN. The data were Our analysis concentrates on the relationship between beta-carotene plasma level and the amount of beta-carotene in the diet using a subset of N = 144 male non-smokers. Moreover, following the schema in Schlattmann (2009) First, we remark that the Bayesian information criterion (BIC) assumes a slightly lower value for CWM (4298.6) than FMR (4324.5) (see also Table 5 ). We can compare the two values because FMR can be regarded as a nested model of CWM (see Section 3.2). Moreover, CWM leads to better separated groups (Λ = 0.0934) than FMR (Λ = 0.2655); in contrast, the IWF index for CWM is slightly worse (E = 70.3925) than for FMR (E = 54.1186); however, considering the range of beta-carotene plasma levels, this difference is not relevant and the fit may be considered good in both cases. Classification according to CWM and FMR is represented in Figure 5 . Finally, the parameter estimates are reported in Table 6 , where the standard errors of the estimates are given in parentheses.
FMR classifies individuals into four straight lines along the dietary beta-carotene axis (see Figure 5 ). The effect of dietary beta-carotene is rather small in the first subpopulation (b 11 = 0.0032), slightly greater in the second and fourth subpopulations (b 21 = 0.0301 and b 41 = 0.0419), but much larger in the third subpopulation (b 31 = 0.2572). CWM produces a different classification, which takes into account the distribution of dietary beta-carotene (see Figure 5) ; in particular, a subpopulation with a negative relationship between betacarotene plasma level and dietary beta-carotene (b 21 = −0.0393) is identified.
To complete the data analysis, first we remark that the histogram of data concerning the amount of beta-carotene in the diet shows that the population is heterogeneous with respect to the independent variable (see Figure 6 ). This heterogeneity can be captured by CWM (which models the joint distribution) but not by FMR (which models only the conditional distribution). Second, we point out that group 2 in CWM exhibits a negative slope (b 21 = −0.0393), while FMR leads to a model with all positive slopes. The identification of a subpopulation that negatively reacts to dietary beta-carotene seems to confirm recent findings about the adverse effect of antioxidant intake on the incidence of lung cancer (see Schlattmann 2009, p. 11) . This might be a starting point for further investigations in the biomedical area.
A comparison between linear t-CWM and FMT in robust clustering
In this section, we present results concerning robust classification via linear t-CWM and FMT based on a real data set studied by Campbell and Mahon (1974) about rock crabs of the genus Leptograpsus (available at http://www.stats.ox.ac.uk/pub/PRNN/). Here, attention is focused on a sample of n = 100 blue crabs with n 1 = 50 males and n 2 = 50 females (see Figure 7) . Each specimen has five measurements (expressed in mm): width of the frontal lip (FL), rear width (RW), length along the mid line (CL), maximum width (CW) of the carapace, and body depth (BD). According to the classes of application of CWM introduced in Section 2, this case study concerns a direct application of type B; in particular, in (22) the variable CL has been selected as the Y -variable.
We compare linear t-CWM and FMT after some outliers were introduced into the original dataset. This was done by adding various constant values to the second variate of the 25th point, according to the procedure proposed in McLachlan and Peel (2000) and Peel and McLachlan (2000) .
In Table 7 , we report the overall misclassification rate of linear t-CWM and FMT for each perturbed version of the original dataset. We read Table 7 beginning from the central row, where the initial dataset is considered (as the constant value is null). In this case, linear t-CWM outperforms FMT. Scanning the subsequent rows of the table, where the constant values increase progressively from 5 to 20 mm, the error rate for linear t-CWM remains almost unchanged while for FMT it slowly increases (reaching 20%). Finally, we remark that misclassification error rates obtained via linear t-CWM are equivalent to those obtained in Greselin and Ingrassia (2010) using suitable constraints on the eigenvalues of the covariance matrices of the two groups.
A procedure for robust clustering of noise data
By extending the proposals by Peel and McLachlan (2000) and Greselin and Ingrassia (2010) for FMT, in this section we propose a procedure for robust clustering of noise data and present some numerical studies.
The procedure consists of three steps. First, we identify a subset O of units that are marked as outliers (i.e., noise data). Second, we model the reduced dataset D = D \ O using CWM and estimate the parameters. Finally, based on this estimate, we classify the whole dataset D into G groups plus a group of noise data. The first step can be performed following different strategies. Once the estimates of the parameters of the g-th group (g = 1, . . . , G) have been obtained, consider the squared Mahalanobis distance between each unit and the g-th local estimate. In the framework of robust clustering via FMT, Peel and McLachlan (2000) proposed an approach based on the maximum likelihood; in particular, an observation xn is treated as an outlier (and thus will be classified as noise data) if More recent approaches are based on the forward search (e.g. Riani, Cerioli, Atkinson, Perrotta, and Torti 2008, Riani, Atkinson, and Cerioli 2009) , maximum likelihood estimation with a trimmed sample (Cuesta-Albertos, Matrán, and Mayo-Iscar 2008, Gallegos and Ritter 2009a; b) and on multivariate outlier tests based on the minimum covariance determinant estimator (Cerioli 2010) .
For the scope of the present paper, we followed Peel and McLachlan's strategy using a Student-t CWM. CWM of noise data according to other strategies provides ideas for further research. As far as the second step is concerned, once the reduced dataset D = D \ O was obtained, the parameters were estimated according to either Gaussian or Student-t CWM. In the following, such strategies will be referred to as Student-Gaussian CWM (tG-CWM) and Student-Student CWM (tt-CWM), respectively. Finally, the data were classified into G + 1 groups. A similar strategy has also been considered in Greselin and Ingrassia (2010) .
In the following, we present the results of some numerical studies.
Example 5 The first simulated dataset concerns a sample of 300 units generated according to (5) with G = 3, d = 1, π 1 = π 2 = π 3 = 1/3. The parameters are listed in the following table for two different values of σ = σ = 2 and σ = σ = 4:
Group 1 The sample data {(xn, yn)} n=1,...,300 were obtained as follows: first, we generated the samples x 1 , . . . , x N according to G = 3 Gaussian distributions with parameters (µg, σg), g = 1, ..., G. Next, for each xg we generated the value yg according to a Gaussian distribution with mean b g0 + b g1 x and variance σ 2 . Then, the above dataset was augmented by including a sample of 50 points generated from a uniform distribution in the rectangle [−5, 30] × [−50, 130] to simulate noise. Thus, the whole dataset D contains N = 350 units (see Figure 8) . The results are summarized in Table 8 . In practice, tG-CWM and tt-CWM have the same performance. In the case when σ = 2, tt-CWM slightly outperforms tG-CWM (misclassification rates η = 6.00% and 5.71%, respectively); however, tt-CWM recognizes a larger number of outliers than tG-CWM; the reverse occurs in the case of σ = 4, when we observe η = 4.29% and 5.71%, respectively. We remark that the smallest misclassification error η corresponds to the model with the smallest mean squared error E.
Example 6
The second simulated example concerns a dataset of size 150 generated according to model (5) with G = 3, d = 1, π 1 = π 2 = π 3 = 1/3. The parameters are listed in the following table for two different values of σ = σ = 2 and σ = σ = 4:
Group 1 i.e., data are divided into G = 3 groups along one straight line. Next, we added to previous data a sample of 25 points generated by a uniform distribution in the rectangle [−5, 30 [−50, 130] to simulate noise. Thus, D contains N = 175 units (see Figure 9) . The results are summarized in Table 9 . In the case when σ = 2, tG-CWM slightly outperforms tt-CWM (misclassification rates η = 4.00% and 5.14%, respectively); in the case when σ = 4, tG-CWM essentially identifies two groups (and thus η = 40%), while tt-CWM recognizes the three groups with a misclassification rate η of 8.00%. Figure 9b ) explains the reason for the relevant misclassification error in data fitting via tG-CWM, i.e., two clusters are very close; in this case, tG-CWM identifies these two clusters as a whole while tt-CWM correctly separates them. We point out that, in this case, the smallest misclassification error η again corresponds to the model with the smallest mean squared error E. estimated  true  1  2  3  outlier  1  47  0  0  3  2  0  50  0  1  3  0  0  49  1  outlier  0  2  1  22   estimated  true  1  2  3  outlier  1  0  50  0  0  2  4  50  0  0  3  0  0  50  4  outlier 
Example 7
The third example concerns a dataset of size 300 generated according again to (5) with G = 2, d = 2, π 1 = π 2 = 1/2 with the following parameters for p(y|x, Ωg):
that is µ 1 = (6, 1.2) and µ 2 = (−1.5, 3) , and the following parameters for p(x|Ωg) = φ 2 (x; µ g , Σg), g = 1, 2, for two different values of σ 1 = σ 2 = σ and σ ,1 = σ ,2 = σ , i.e., σ = σ = 2 and σ = σ = 4: Next, a sample of 50 points generated from a uniform distribution in the rectangle [−5, 40 
Concluding remarks
Cluster-weighted modeling based on elliptical distributions was proposed as a general and flexible family of mixture models. For the Gaussian case, the relationships between CWM and some competitive local statistical models (such as mixtures of distributions and mixtures of regressions) were investigated in the first part of the paper. In particular, based on analytical arguments we showed that CWM can be regarded as a generalization of such models. Moreover, CWM was introduced in a general setting that also includes non-linear relationships; examples concerning quadratic and cubic functions were reported. In this spirit, we remark that Proposition 2 could be extended to finite mixtures of generalized linear models. Further, some numerical simulations showed that CWM provides a very flexible and powerful framework for data classification and data fitting.
In the second part of the paper, we introduced new cluster-weighted modeling based on Student-t distributions, proving that linear t-CWM defines a wide family of mixture models for robust clustering. Moreover, following an approach by Peel and McLachlan (2000) , a procedure for robust clustering of noise data was proposed. In this context, recent literature on robust parameter estimation provides ideas for further research (e.g. Riani et al. 2008 , Riani et al. 2009 , Cuesta-Albertos et al. 2008 , Gallegos and Ritter 2009a b, Cerioli 2010) .
Other important issues deserve the attention of further research. The first one concerns computational aspects of parameter estimation in CWM. Parameters were estimated according to the maximum likelihood approach by means of the EM algorithm; however, the behaviour of the EM algorithm under different conditions was not studied. Numerical simulations confirmed the findings of Faria and Soromenho (2010) in fitting mixtures of linear regressions and we point out that algorithm initialization is quite critical. An initial guess was made according to either a preliminary clustering of data using a k-means algorithm or a random grouping of data, but our numerical studies pointed out that there is no optimal strategy. Finally, we remark that to reduce such critical aspects, suitable constraints on the eigenvalues of the covariance matrices could be implemented (e.g. Ingrassia 2004 , Ingrassia and Rocci 2007 , Greselin and Ingrassia 2010 . The second issue concerns mixture of regression models with Student-t errors, introduced in Section 4. The third issue concerns the estimate of the number of clusters. As we remarked above, many different criteria for model selection have been proposed in the literature in the area of model-based clustering (e.g. Fonseca 2008 ). The use of such indices for selection of cluster-weighted models needs to be carefully analysed and evaluated in a subsequent paper.
In the linear Gaussian CWM, the first and the second terms in (29) Then, equation (29) is satisfied for (x, y) ∈ R d+1 such that: 
which defines quadratic surfaces, i.e., quadrics. Examples of quadrics are spheres, circular cylinders, and circular cones. In Figure 10 , we give two examples of surfaces generated by (30). In the homoscedastic case Σ 0 = Σ 1 = Σ, it is well known that: 
where w = Σ −1 (µ 1 − µ 0 ) and w 0 = 1 2 (µ 0 + µ 1 ) Σ −1 (µ 0 − µ 1 ).
In this case, according to (31) equation (29) (see Figure 11) . In the linear t-CWM, the first and the second term in (29) We remark that, in this case, the decision surfaces are elliptical.
