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The purpose of this thesis is to compare different classification methods, on the basis of the results
for accuracy, precision and recall. The methods used are Logistic Regression (LR), Support Vec-
tor Machines (SVM), Neural Networks (NN), Naive Bayes(NB) and a full Bayesian network(BN).
Each section describes one of the methods, including the main idea of the methods used, the
explanation of each one, the intuition underpinning each method, and their application to simple
data sets.
The data used in this thesis comprises 3 different sets used previously when learning the Lo-
gistic Regression model and the Support vector Machines one, then applied also to the Bayes
counterparts, also to the Neural Networks model.
The results show that the Bayesian methods are well suited to the classification task they are as
good as their counterparts, some times better. While the Support Vectors Machine and Neural
Networks are still the best all around, the Bayesian approach can have comparable performance,
and, makes a good approximate to the traditional method’s power. The results were Logistic
Regression has the lowest performance of the methods for classification, then Naive Bayes, next
Bayesian networks, finally Support Vector Machines and Neural Networks are the best.
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Chapter 1
Introduction
1.1 Introction
This thesis is focused on machine learning, thought as a sub field of Computer Science, Artificial
Intelligence and Bayesian Statistics that deals with the construction and study of systems which
learn from data, instead of following explicit programmed instruction. The main topic in this
document is classification.
There are 3 main methods of machine learning, these are: supervised, unsupervised and rein-
forced learning. The supervised type, in words of B. Liu is
[c]alled classification or inductive learning in machine learning. This type of learn-
ing is analogue to human learning from past experience to gain new knowledge in
order to improve our ability to perform real-world tasks. However, since computers
do not have “experiences”, machine learning learns from data, which are collected in
the past and represent past experiences in some real-world applications.[1]
There are several types of supervised learning tasks, such as tasks focused on methods where
a cost function is minimised and can be used in the prediction of the values of a discrete class
attribute.
In learning, one thing to consider is whether a model is generative (for example Bayesian
networks as treated here) or discriminative (for example Logistic regression).[2][3][4]. The two
methods will be explained shortly.
They key methods covered in this document will be: logistic regression, support vector ma-
chines, neural networks, Naive Bayes and Bayesian networks.
To compare the methods several measures will be used, specifically accuracy, precision and
recall.
The working hypotheses in this thesis will be the following:
1
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1. Hypothesis 1.- Naive Bayes is as good or better than Logistic Regression, in Accuracy,
Precision and Recall.[2]
2. Hypothesis 2.- Naive Bayes can match Support Vector Machines, in Accuracy, Precision
and Recall.[5]
3. Hypothesis 3.- Full Bayesian Networks can approach the classification performance of Sup-
port Vector Machines, in Accuracy, Precision and Recall.[6]
4. Hypothesis 4.- Naive Bayes and Full Bayesian Networks can match the performance of
Neural Networks.[4]
While these hypotheses have been covered in the literature [3], [5], [7],[8], [? ], the objective of
this thesis is to present a clear picture of the different models and methods based on the former
literature. This document serves to illustrate the performance of the methods. To present the
validity of the hypotheses, the measures used here will be: Accuracy, Precision and Recall.
These measures have the following meanings and the next definitions:
Accuracy reflects how many examples were classified correctly.
Precision is the proportion of correctly classified positive against all the positives.
Recall is the fraction of relevant instances retrieved.
Accuracy =
Tn+ Tp
Tn+ Tp+ Fn+ Fp
. (1.1)
Precision =
Tp
Tp+ Fp
(1.2)
Recall =
Tp
Tp+ Fn
, (1.3)
where Tp are the true positives, Tn true negatives, Fp false positives and Fn false negatives.
The generative and discriminative methods are explained next. These are important because
each has some advantages and disadvantages compared to the other. Differences include what
they are modelling, how they do it, parameter used, etc.
1.2 Generative
Generative models reflect the generative distribution of the data; Bayes rule to estimate the
probability of each class for the data. The goal of supervised learning problems for classification
is to learn an approximation of an unknown target function f that maps the data points X to the
corresponding class, f : X → Y . As a start, let Y be assumed as a categorical random variable
and X as the data with k vectors and n Boolean attributes. More explicitly, Y ∈ {T, F}, where
Y is the Boolean variable denoting the class of vector X.
Now Bayes rule, states:
P (Y = yi|X = xk) = P (X = xk|Y = yi)P (Y = yi)∑
j P (Xk|Y = yj)P (Y = yj)
(1.4)
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Where yj is the j
th possible value for Y and xk is, the k
th vector in data set X. The summation is
the normalizing constant, also called the ”partition function” or marginal probability of observing
X. Thus, this classifier estimates P (X|Y ) from the data directly, as well as P (Y ). Bayes rule is
used to estimate P (Y |X = xk) for any new instance xk.
This is a generative model, which describes how to generate random instances of X using the
target distribution P (X,Y ).[4]
1.3 Discriminative
In discriminative classifiers, the distribution P (Y |X) can be thought of as directly discrimi-
nating the value of the target Y for any given instance of X. The aim is again to learn a function
of the form f : X → Y , in probability notation P (Y |X).
The form is defined by: P (Y |X, θ), where θ are the parameters in the model.
Then the likelihood function is: L(θ) = P (Y |X, θ) = ∏Nn=1 p(yn|xn, θ) from probability calculus.
As a result of the chain rule of probability P (θ, Y |X) can be factorised as a prior P (θ) and the
likelihood L(Y |X, θ).
P (θ, Y |X) = P (θ)L(θ) then the posterior is again calculated by:
P (θ|X,Y ) = P (θ)L(θ)∑N
P (θ)L(θ)
(1.5)
But, a difference here compared to generative learning is that a discriminative model does not
model how the data was generated, specifically, the joint probability P (X,Y ) is not modelled;
it simply categorizes a given vector. Consider predicting the labels Y of a set of vectors. The
learning problem then becomes: f(x) = argmaxyP (Y |X), where this is the posterior shown
in Equation 1.5. This is akin to modelling the decision boundary between the classes. The
difference between the two approaches is that in generative learning the modelling occurs with
the joint probability, while in discriminative learning the interest lies on modelling the conditional
probability. As shown here both models require Bayes rule but apply it in different forms.
Chapter 2
Data Used
The data used to compare the models were taken from a Machine Learning class online1
Three data sets are used in this work Dadmissions,Drandom1,Drandom2 .
. In Dadmissions the records in the data are made up admission to a school based on two test.
The test scores are in the range of X1 = {30, ..., 100} and Y2 = {30, ..., 100}, the classes in C
are binary.
. Drandom1 are some random data points with X1 = {0, ..., 4.5} and Y2 = {0, ..., 5}, classes C
are binary, with arbitrary meaning for them.
. In Drandom2 some other random points with X1 = {0, ..., 1} and Y2 = {0, ..., 1} and the class
C binary again, with arbitrary meaning for the classes.
The aim of this comparison is to check how well the hypothesis #1, #2, #3 and #4 hold.
1From coursera.com Machine learning class taken on 2013.
4
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Methods
The methods used here were selected because they are the most applied in the literature.
3.1 Logistic Regression
The log-odds form an important part of logistic regression (LR) classifier, so it is explained first.
Then the general model used here and the objective function are presented.
3.1.1 Log-odds
Odds are sometimes used to represent probabilities. They represent pay-offs for bets; for example
”3−1 against” means that a one unit bet will pay three units. The correspondence to probability
is:
p
1− p = o,
o
1 + o
= p, (3.1)
where p is the of an event happening and o are the odds in favour of the event, a real number,
”3− 1 against”.
The LR model assumes that the log-odds of an observation can be represented as a linear function
of the input variables x.
3.1.2 Model
LR uses the input features, taken as independent from one another, to obtain the corresponding
class (C ∈ {0, 1}). The goal is to separate the data vectors into the corresponding classes, taking
1 as positive (true) and 0 as negative (false).
A logistic function is a function of the form, f(x) = 11+e−x . This function is on the range [0, 1]
and the domain (−∞,∞). It is the cumulative distribution of the logistic distribution.
5
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∫ ∞
−∞
f(y) =
∫ ∞
−∞
1
1 + ey
dy (3.2)
= log(ey + 1)|∞−∞ (3.3)
= log(ey + log(1 + ey)) (3.4)
= log(ey · 1 + ey · ey) = log(1 + ey) (3.5)
To obtain the LR model from f(y), the y variable is written as a linear sum of the form y =
α + β1x1 + ... + βkxk, where the ~x are the independent variables and α, β are constant terms
representing unknown parameters. Then the y can be considered as a linear combination of the
x’s.
The unknown parameters are called the coefficients in the equation, where α is the y intercept
and β are the slopes.
Formally the model is:
P (c = 0|~x) = 1
1 + e−(α+
∑k
i=1 βixi)
(3.6)
This is a valid probability.[9]
Given one vector, we have the following:
Where P (~x):
P ( ~x0) = e
α+
∑
βx (3.7)
P ( ~x1) = 1− eα+
∑
βx (3.8)
Expanding one in 3.7, the other is the same, this is used to show the next formula:
P (~x) =
1
1 + e−(z)
o0 =
P (~x0)
1− P (~x0)
o1 =
P (~x1)
1− P (~x1)
o0
o1
=
P (~x0)
1−P (~x0)
P (~x1)
1−P (~x1)
This is the odds ratio for a vector. Expanding this form, we have the following as the odds ratio.
oddsratio =
o0
o1
=
eα+
∑
βx0
eα+
∑
βx1
= e(α+
∑
βx0)−(α+
∑
βx1) = eα+
∑
β(x0i−x1i )
Then:
o0
o1
= e
∑k
i=1 βi(x0i−x1i )
The notation represents the indicator x.i = 0 or 1, this is the LR formula with two classes given
one data vector, and also is called the hypothesis function.
hθ(x) =
1
1 + e−(θT x)
, (3.9)
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where θ are the coefficients and T indicates, matrix transposition.
3.1.3 Objective Function
To learn a LR classifier one needs to measure how well the predictions reflect the truth, that is,
how costly it will be to mislabel an instance.
The cost function can be defined to suit the problem at hand; we use the following commonly
used cost function following definition is based on the literature[10].
Cost(hθ(x), y) = − log(hθ(x)) if y = 0
Cost(hθ(x), y) = − log(1− hθ(x)) if y = 1
These two functions can be combined as follows:
Cost(hθ(x), y) = −y log(hθ(x))− (1− y) log(1− hθ(x)) (3.10)
Then for the m data in the training set, the cost function is:
J(θ) =
1
m
m∑
i=1
Cost(hθ(x
i, yi))
J(θ) = − 1
m
[
m∑
i=1
y log(hθ(x
i)) + (1− yi) log(1− hθ(xi))]
= − 1
m
[
m∑
i=1
y log(
1
1 + e−(θT x)
) + (1− yi) log(1− 1
1 + e−(θT x)
)]
Then we must seek the θT that minimises the function J(θ). The derivative of logistic function
is as follows:
g′(z) =
d
dz
1
1 + e−z
=
1
(1 + e−z)2
e−z
=
1
1 + e−z
(1− 1
(1 + e−z)
)
= g(z)(1− g((z))
The partial derivatives with respect to θj are given as follows.
∂
∂θj
J(θ) = 0 (3.11)
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∂
∂θj
J(θ) = − 1
m
[
∂
∂θj
m∑
i=1
yi log(hθ(x
i)) + (1− yi) log(1− hθ(xi))] (3.12)
∂
∂θj
J(θ) = − 1
m
[
m∑
i=1
yi
1
hθ(xi)
∂
∂θj
hθ(x
i) + (1− yi)( 1
1− hθ(xi) )(−
∂
∂θj
hθ(x
i))] (3.13)
∂
∂θj
J(θ) = − 1
m
[
m∑
i=1
yi
xij
hθ(xi)
(1− hθ(xi))− (1− yi)(
xij
1− hθ(xi) )hθ(x
i)(1− hθ(xi))]
∂
∂θj
J(θ) = − 1
m
[
m∑
i=1
yixij(1− hθ(xi))− (1− yi)xijhθ(xi)]
∂
∂θj
J(θ) = − 1
m
[
m∑
i=1
yixij − xijhθ(xi)]
∂
∂θj
J(θ) = − 1
m
[
m∑
i=1
hθ(x
i − yi)xij ]
The gradient can be searched to find the minimum by setting the partial derivatives to 0.
Where from 3.12 to 3.13 the property for the sigmoid was applied and normal chain rule for
derivatives followed.
The last formula can be used in a gradient descent algorithm for θj as follows:
θtj → θt−1j + α(
m∑
i=1
(yi − hθ(xi))xj)
3.2 Support Vector Machines
The next model class we consider is Support Vector Machines (SVM)[11]. Here we focus on
linearly separable elements, the methods in the dual formulation SVM and the kernel trick.
3.2.1 Intuition
We introduce SVMs by considering the example in the book by Statniknov[11].
”[Whether on a shore line the things being looked at are houses or boats. The
simplest way to do that is to look at the coast line and say everything above that
line are houses and everything below boats. In that case the decision surface will be
the line that will separate the two classes. This is obviously not ideal as some boats
can be outside the water, they will be mislabelled as houses.]”
The SVM classification algorithms build models in a similar way. The coast line in this example
is one of the possible decision surfaces available, while there are infinity many others which could
also be used to classify objects.
Once defined, a decision surface gives the following rule for classification: new objects (points)
will be classified as boats if they fall below the decision surface, as houses if they do not.
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3.2.2 Model
SVM is a classification model which addresses the problem of discriminating objects. SVMs are
very important because the number of variables in the data can be very large. It can also work
well with small sample sizes while at the same time avoiding over-fitting.
SVM learning algorithms seek a linear decision surface (a line in a two-dimensional plane) to
separate classes of samples. In particular, the goal is to find the linear decision surface which
has the largest distance, or largest margin, between the borderline samples. The points that lie
on the decision surface are called support vectors.
If the data has no linear decision surface that can separate the samples, the SVM can still do the
classification needed by mapping the data in a much higher dimensional space. This technique
is known as the kernel trick, a mathematical projection.
3.2.3 Mathematical Concepts
This classification method require a geometrical representation of the samples to build a decision
surface. Assuming that an object has k features that describes it, called features or variables. Is
represented each as a vector in the k-dimensional space R. For example, a patient in a hospital
could be represented by two features, systolic blood pressure = 120mmHg, age = 49 years, Class
= Diabetic. This would be a vector in R2 whose tail is at the origin and head at the point (120, 49)
in a plane, with the class as an identifier in [0, 1]. This representation allows to geometrically
represent the decision surface that separates the classes. Thus, the definition of a vector ”v”
is: ~v = v1, v2, ..., vnthat is located in the space Rn, , each vector has a class C to label it. For
example in Dadmissions the vector is ~v = x1, x2, with the classes C = {admitted, notadmitted}.
3.2.4 Vector Operations Needed
The algorithms in SVM require inputs in the form of vectors represented in Rn where n is the
number of features. The SVM performs mathematical operations on these vectors in order to
build a decision surface. These operations consist of scalar multiplication, addition, subtraction,
computation of Euclidean length and dot product.
3.2.5 Hyperplanes as Decision Surfaces
A hyperplane is a linear decision surface that splits a space into two parts. This gives a simple
decision rule for binary classification: all points lying above the hyperplane are classified as
members of a class and all below that are another class. A hyperplane is an Rn−1 dimensional
sub-space.
Thus, in binary SVM classification, the fundamental thing needed is a hyperplane.
Mathematically a hyperplane consists of a point P0 and a vector that is perpendicular to that
hyperplane ~w. As an example, consider a point p = (p1, p2) on R2 which satisfies the equation
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ap1 + bp2 + d = 0, a, b and d being scalar different from 0.
We solve this for p2 to find that p2 = −ab p1 − db , setting p1 = t, −∞ < t <∞ we have:
p = (p1, p2) = (t,−a
b
t− d
b
) = t(1,−a
b
) + (0,
d
b
).
Hence this vector is orthogonal to p and is equivalent to q ·p+d = 0 where q = (q1, q2). Then for
another point aq1 + bq2 + d = 0, implies that d = −q · p, thus we can write q · p+ (−q · p) = 0 or
q · (−q− p) = 0 This equation also holds for Rn where n > 3[1]. Where the parameter d controls
the number of parallel hyperplanes we can obtain.
The distance between two parallel hyperplanes is given by, here D is the distance, d1 and d2 are
points and ~w a vector:
D = |d1 − d2|/||~w|| (3.14)
This can be viewed as the Euclidean length of a vector between hyperplanes.
The following algorithm can be applied to find hyperplanes:
Algorithm 1
1. Find a point in the space of any equation sought after and call that point x0.
2. Place a vector orthogonal to x0
3. Set the equation of the hyperplane as the vector passing through x0.
4. Optional: Add or subtract a value from that equation to find more hyperplanes.
Algorithm 1, gives an infinite number of hyperplanes, but we need one that has the largest
margin separating the classes.
3.2.6 Optimisation
Finding the best separating hyperplane for the data leads to a convex optimisation problem.
Convex functions are those in which a straight line connects any two points in the domain, and
the function lies below this line. Another property is that any local minimum will be a global one.
To compute the convex function for the optimisation problem, quadratic programming (QP) is
needed. This gives an optimisation problem such that the function to optimise (objective) is
quadratic, subject to linear constraints.
If an objective function in the QP problem is convex, then it is called a convex QP problem.
These kinds of problems are efficiently solvable using greedy search algorithms, due to the convex
property that every local minimum is a global one.
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3.2.7 SVM For Linearly Separable Data: Binary Classification in Dual
Form
The problem being solved here is finding the decision surface which maximizes the margin, which
can be viewed from two perspectives the primal and the dual. The primal form is an optimisation
problem which depends on ||~w||, the norm of the vector w which is a square root, fortunately it
is possible to alter this equation by substituting ||~w|| with 12 ||~w||2 without changing the solution
for the dual problem shown here.
The simplest SVM is the case in which the data is in two visible groups, and the hyperplane can
be found with no extra complications.
This type of SVM is also referred as the hard-margin problem and consists of data which is
linearly separable. Also exists the soft-margin problem where the data is not linearly separable,
but discussion of this problem is outside the scope of this thesis. See [11] for more details.
Dual optimization problems may be viewed from either of the previously mentioned two perspec-
tives. The solution to the dual problem provides a lower bound to the solution of the primal
problem.
In SVM the dual formulation problem is a convex QP problem, with N variables as, αi i =
1, ..., N , y ∈ [−1, 1], ~x = 1, ..., k with N being the number of samples to classify, y the classes in
SVM, x the features.
The objective in the dual is to maximize:
N∑
i=1
αi − 1
2
N∑
i,j=1
αiαjyiyj~xi · ~xj (3.15)
With the constraints, αi ≥ 0,
∑N
i=1 αiyi = 0. This can be transformed to a Lagrange problem[12],
explained in the next section, because solving a convex optimization problem equals solving the
following optimisation:
min~w,bmaxα;α≥0L(~w, b, ~α) (3.16)
Where L is the Lagrangian function. Here, the only constraints are the inequalities on ~α, due to
the Lagrange transformation. One characteristic of the dual problem formulation is that if this
problem satisfies some equivalence conditions, such as
1. The dual objective function is convex, 12 ||~w||2.
2. The inequality constraints are convex gi, as 1− yi(~w · ~x+ b), i = 1, ..., N .
3. There exist some value that makes 3.15 strictly less than 0.
The dual problem solution equals the optimal value of the primal[11] (not shown here).
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3.2.8 Dual Problem: Derivation
The dual problem defined in 3.15, can be solved, in a more convenient way, using a Lagrangian
reformulation, as follows:
L(~w, b,~a) = f(~w, b) +
N∑
i=1
aig(~w, b), (3.17)
where f(~w, b) being the objective function, g(~w, b) are the inequality constraints [13]. Where
3.17 can be expressed as follows:
L(~w, b, ~α) =
1
2
||~w||2 +
N∑
i=1
αi(1− yi(~w · ~x+ b)) (3.18)
Then, the goal is to find the minimum of the Lagrangian. As the Lagrangian is a convex function
from [14], it is know that only one minimum exists. This happens when the derivatives are zero.
Thus, the next step is to, find this point.
∇~wL = 0→ ~w −
N∑
i=1
αiyi~xi = 0→ ~w =
N∑
i=1
αiyi~xi (3.19)
Then:
∂L
∂b
= 0→
N∑
i=1
αiyi = 0, (3.20)
where this comes from the Lagrange multipliers [15] with constraints 2 previously stated.
Plugging the previous values into the Lagrangian equation:
min~w,bL(~w, b,~a) =
N∑
i=1
αi − 1
2
N∑
i,j=1
yiyjαiαj~xi · ~xj (3.21)
With the constraints αi ≥ 0,
∑N
i=1 αiyi = 0.
This problem can be solved with an array of techniques, for example Sequential Minimisation
Optimisation (SMO)[16] or Alternating Direction Method of Multipliers (ADMM) [17], with the
constraints stated above.
3.2.9 Kernel Trick
The kernel trick is a transformation of data-space. It is useful when the classes are not linearly
separable. This concept refers to mapping the features into a new high-dimensional space and
finding a hyperplane there, i. e. if the features are two-dimensional and there is no clear
separation, then using the kernel trick to map them in three dimensions and looking for a
decision boundary in that space.
The trick is exemplified as follows:
For a normal input vector.
~x =
[
x1
x2
]
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A function φ : Rn−1 → Rn maps the features in higher-dimensional space, as an example of one
possible function:
φ(~x) =

x21
x22
x1x2

This might result in linear separability. So the linear SVM can be learned as before on these
features instead of the original ones.
A kernel function K on data points ~x , ~z is defined as follows:
K(~x, ~z) = φ(~x) · φ(~z)
The dual SVM problem can be written in terms of the dot product of data points from Equation
3.15. The computation of φ(~x) can be inefficient, the SVM can be efficient as long as the
computation of the kernel is done efficiently. As an example, consider the following kernel
function, K(~x, ~z) = (~x, ~z)2 . This can be calculated in linear time in the dimension of ~x , as
follows:
K(~x, ~z) = (~x, ~z)2
= (
N∑
i=1
xizi)(
N∑
j=1
xjzj)
=
N∑
i=1
N∑
j=1
xixjzizj
= (~x, ~z)2
= φ(~x) · φ(~z)
Where φ is the mapping as:
~x =

x1
x2
· · ·
xn
→ φ =

x1x1
x1x2
· · ·
xnxn−1
xnxn

Kernels can be defined for arbitrary inputs, any kernel can be defined as K(~x, ~z) = (~x · ~z + c)d
that corresponds to a feature mapping to an
[
n+ d
n
]
feature space (binomial coefficient). The
kernel used in this thesis was the Gaussian kernel or Radial Basis Function (RBF), defined as
K(xi, xj) = e
||x1−xj ||
2σ2 used on the data due to its properties that its value decreases with the
distance on the vectors applied to and ranges between 0 and 1.
3.3 Neural Networks
This section will explain the Neural Networks (NN) approach to classification, we start with the
Perceptron, Hebb’s rule, McCulloch and Pitts neurons and finalizing with the back-propagation
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algorithm for weight updating. We will not go from the beginning as what are neurons and how
the interact in the brain, etc.
3.3.0.1 Hebb’s Rule[4]
Hebb’ rule is a way of stating that the changes of synaptic connections are proportional to
both the connected neurons, so, if any two neurons fire simultaneously over time any connection
between them will grow in strength over time. If the neurons never fire simultaneous, the
connection will die away. The main idea is that if both neurons respond in the same way to an
input, they should be connected. It is known as long-term potentiation and neural plasticity,
and it appear to have correlation in real brains.
3.3.0.2 McCulloch and Pitts Neurons[4]
The neurons in this model are a mathematical representation of real neurons, omitting extraneous
biological details. They are described as:
1. A set of weighted inputs.- wi that corresponds to the synapses.
2. An adder.- Sums the input signals.
3. An activation function. Decides whether the neuron fires for the current inputs.
An example in Figure 3.1:
Figure 3.1: McCulloch and Pits model of a neuron.
The figure represent the mathematical model created where x1, x2, ..., xm represent the inputs,
w1, w2, ..., wm are the weights of the connections, the
∑
is to indicate that the inputs are multi-
plied by the weights and then summed to pass the value to the function which will decide if the
neuron fires or not. The ”h” is the following:
h =
m∑
i=1
wixi (3.22)
This model is a binary threshold device. It sums up the inputs (multiplied by the weights) and
fires (output = 1) or does not (output = 0). The second half of the work that the network does
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can be written as:
o = g(h) = {1 if h > θ (3.23)
= {0 if h ≤ θ (3.24)
This neurons as simple as they look, when arranged on a network can perform any computa-
tion that a normal computer can. They can be used in regression problems, time series and
classification.
3.3.1 The Perceptron
The perceptron is a collection of McCulloch and Pitts neurons arranged in two layers, inputs
and outputs as:
Figure 3.2: Perceptron model.
Worth noting that the neurons are independent of each other, every one does not care what the
value of the other are, it just decides to fire or not, the only thing they share are the inputs as
every neuron gets to see all of them.
The perceptron learns to reproduce some target, is a pattern of firing and not firing for an input.
So working out whether a neuron should fire is a matter of setting the values of the input nodes
to match the elements of an input vector and use Equations 3.22 and 3.24 for each neuron. Doing
this for all the neurons, the result is a pattern of firing and non-firing which looks like a pattern
of 0’s and 1’s corresponding to the input pattern. Then compare the resulting pattern with the
actual input and check which neurons got it correct and which ones did not.
Here is where the weights come into play, a correct neuron needs not have its weights modified,
but a incorrect one does and we need to find those weights needed to be changed in order to get
the correct output next time. For this we will use the following update equation:
wij ← wij + η(tj − yj) · xi, (3.25)
where:
. (tj − yj).- Is the difference between the targets and the outputs of a neuron.
. η.- Is the learning rate applied to the perceptron (how much to vary the weights) typically
between 0.1 < η < 0.4.
. wij .- Is the previous weight that node currently has.
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. xi.- Is due to the element in the input vector could be negative so we multiplied by that input
again to get the sign correctly.
With Equation 3.25, we have a crude rule to update the weights in the perceptron which is
handy.
3.3.1.1 The Bias Input
With the McCulluch and Pitts neuron, each one have a firing threshold (some times 0.5) to
decide to fire or not. This threshold should be adjustable, so that the value at which a neuron
fires can be changed. But if we have all the inputs equals 0, then no matter how the weights are
changed if we want it to fire it will never happen, anything times 0 is always 0, then the only
way to make it fire is through the threshold.
The problem with changing the threshold is that it requires an extra parameter and it is not
clear how can be done in 3.25 the way around this problem is to add an extra input weight called
the ”bias”. An extra input with the constant value of −1. With the bias input now even if the
input vectors are all 0 and the neuron should fire it will.
3.3.2 The Perceptron Algorithm
The percetron algorithm is written as two phases, training and recall phase, which are:
3.3.2.1 Perceptron Algorithm
· Initialisation.
– set all weights wij to small positive and negative random numbers.
· Training.
– for T iterations:
* for each input vector:
. compute the activation of each neuron j using activation function g:
yj = g(
m∑
i=0
wijxi) = 1 if wijxi > 0, 0 if not (3.26)
. update each of the weights individually using Equation 3.25.
· Recall
– compute the activation of each neuron j using Equation 3.26
These are the preliminaries of NN, they are basically a collection of perceptrons that allow to
compute any function in consideration, The main difference with the percepton model, is that
in NN there are multiple layers, one input, one hidden and one output is the simplest one, next
its explanation.
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3.3.3 A Perceptron Example
Here we will show the OR logical gate in the perceptron learning.
The network looks like:
Figure 3.3: An OR perceptron.
The data used here will be in the form:
In1 In2 t
0 0 0
0 1 1
1 0 1
1 1 1
The weights are defined random values as per the algorithm:
w0 = −0.05, w1 = −0.02, w1 = 0.02.
Then the first input is applied to the perceptron (0, 0), this goes as:
− 0.05 x − 1 +−0.02 x 0 + 0.02 x 0 = 0.05 fire output = 1 (3.27)
We have to update the weights as the output is incorrect, η = 0.25.
w0 : −0.05 + 0.25 x (0− 1) x− 1 = 0.2 (3.28)
w1 : −0.02 + 0.25 x (0− 1) x 0 = −0.02 (3.29)
w2 : 0.02 + 0.25 x (0− 1) x 0 = 0.02 (3.30)
Next apply (0, 1):
0.2 x − 1 +−0.02 x 0 + 0.02 x 1 = −0.18 notfire output = 0 (3.31)
That is incorrect. We update the weights again:
w0 : 0.2 + 0.25 x (1− 0) x− 1 = −0.05 (3.32)
w1 : −0.02 + 0.25 x (1− 0) x 0 = −0.02 (3.33)
w2 : 0.02 + 0.25 x (1− 0) x 1 = 0.27 (3.34)
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Next the third input (1, 0):
− 0.05 x − 1 +−0.02 x 1 + 0.27 x 0 = 0.03 fire output = 1 (3.35)
Correct no need to update the weights. Next (1, 1):
− 0.05 x − 1 +−0.02 x 1 + 0.27 x 1 = 0.3 fire output = 1 (3.36)
Correct, the weights in the preceptron are done, it has learned the OR function. Next is the NN
model.
3.4 Neural Networks (Model)[4]
While the perceptron is fine for computing linear functions is not always the case that the
problem in consideration has a linear solution, when we have non-linear problems the solution
is to arrange several perceptrons in a NN. The first layer of them computes the input and its
output serves as input to the next layer, so on, until the final layer output is computed. Here the
NN in consideration will be a three layers network, that is an input, hidden and output layer.
An example of a NN:
Figure 3.4: A neural network or a multilayer-perceptron.
3.4.1 Forward Computing
As in the perceptron case going forward means computing the outputs of given inputs an the
current weights, then updating those weights according to the error (the difference between the
targets and the outputs). In algorithm 3.3.2.1 is the recall phase, only done twice, one for each
layer of the network. We just work forward in the network. In figure 3.4 we start filling the
computed values from the inputs and the first weights, then use that as inputs for the hidden
layer and then calculate the output layer, this all done over the activation function defined for
the network.
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3.4.2 Back-Propagation of Error
For the forward phase everything can be easily done with the perceptron formula for the error in
3.25 looking at the difference between the targets tj and the actual outputs yj . For the backward
error computation, in this case we need a more formal type of error of the form:
E(t, y) =
1
2
n∑
k=1
(tk − yk)2 (3.37)
Function 3.37 is known as the sum-of-squares error function, which is useful due the following:
1. It makes all the errors have the same sign.
2. Is a common error function for this model, while there are others this is easy to derive.
The 12 in the beginning of Equation 3.37 is there to make the derivation of the function easier
to show. We use the gradient descent which we are looking to minimise the error. Then from
that equation there are three things involved that we must consider to derive, the inputs, the
activation function and the weights. First and second are out of control when the algorithm is
running, so only the weights matter here, and this is what we have to get the gradient. Having
mentioned the activation function is next described.
3.4.2.1 Activation Function
The most common activation function in NN is the sigmoid function as with the LR, which has
the property previously described in 3.1.3. Then the activation function is:
a = g(h) =
1
1 + e(−βh) , (3.38)
where β is some positive parameter. Then the derivation of Equation 3.37 follows.
3.4.2.2 Derivation of Back-Propagation
The error of the NN is in Equation 3.37 is re-stated here adding the input from the hidden layer
neurons as E(v, w) but since v, that are the weights of the hidden layer, but these are not used
here for the moment so is omitted:
E(w) =
1
2
N∑
k=1
(tk − yk)2. (3.39)
Since Equation 3.39 is what we are deriving with respect to the only thing in control those are
the weights:
∂E
∂wjk
=
∂E
∂hk
hk
∂wjk
, (3.40)
where we are applying the chain rule of derivatives and hk =
∑
l wjkal is the input to output-
layer neuron k, the sum of the activations of the neurons in that layer multiplied by the layer
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weights.
Then the second term derivative is:
∂hk
∂wjk
=
∂
∑
l wlkal
∂wjk
(3.41)
=
∑
l
∂wlkal
∂wjk
(3.42)
= aj (3.43)
Next is the ∂E∂hk which is sometimes called the δo and is as follows using the chain rule as in the
previous 3.4.2.2:
δo =
∂E
∂hk
=
∂E
∂yk
∂yk
∂hk
, (3.44)
where yk is the output of the output layer neuron k, which is:
yk = g(h
output
k ) = g(
∑
j
wjka
hidden
j ), (3.45)
where g() is the sigmoid function previously described.
Then:
δo =
∂E
∂g(houtputk )
∂g()houtputk
∂houtputk
(3.46)
=
∂E
∂g(houtputk )
g′(houtputk ) (3.47)
=
[
1
2
∑
k(g(h
output)− tk)2
]
∂g(houtputk )
g′(houtputk ) (3.48)
= (g(houtputk )− tk)g′(houtputk ) (3.49)
= (yk − tk)g′(houtputk ) (3.50)
We know what g′(hk) represents the derivative of Equation 3.4.2.1 which has already been
explained in LR Equation 3.1.3, here we put it again:
g′(h) =
dg
dh
=
d(1 + e−βh)−1
dh
(3.51)
= −1(1 + e−βh)−2 de
−βh
dh
(3.52)
= −1(1 + eβh)2(−βe−βh) (3.53)
=
βe−βh
(1 + eβh)2
(3.54)
= βa(1− a) (3.55)
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We can ignore the β term as is a scaling factor.
Then the derivative of ∂E∂wjk which is the hidden layer to the output layer ends up as:
∂E
∂wjk
= δoaj (3.56)
Then the update rule in the hidden layer to the output layer for the weights wjk is:
wjk ← wjk − η ∂E∂wjk
And for the weights of the input to the hidden layers vij follows the same pattern previously seen:
δh =
∑
k
∂E
∂houtputk
∂hkoutput
∂hhiddenj
(3.57)
=
∑
k
δo
∂houtputk
∂hhiddenj
(3.58)
Where it follows the same procedure only note that is for the inputs to the hidden layer times
the weights v:
houtputk = g(
∑
l
wlkh
hidden
l ), (3.59)
which is equal to:
∂houtputk
∂hhiddenj
=
∂g(
∑
l wlkh
hidden
l )
∂hhiddenj
, (3.60)
this is equal to:
∂houtputk
∂hhiddenk
= wjkg
′(aj) (3.61)
= wjkaj(1− aj) (3.62)
This allows to compute:
δh = aj(1− aj)
∑
k
δowjk (3.63)
Then the update rule for vij becomes:
vij ← vij − η ∂E∂vij , with:
∂E
∂vij
= aj(1− aj)(
∑
k
δowjk)xi (3.64)
3.4.3 Neural Networks (Multi-Layer Perceptron Algorithm)
Next we can describe the algorithm with the derivations already described.
3.4.3.1 Algorithm
· Initialisation
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– initialise all weights to small (positive and negative) random values.
· Training
– repeat:
* for each input vector:
Forward phase:
· compute the activation of each neuron j in the hidden layer(s) using:
hj =
∑
i
xivij (3.65)
aj = g(hj) =
1
1 + e−βhj
(3.66)
· work through the network until you get to the output layers, which have activations:
hk =
∑
j
ajwjk (3.67)
yk = g(hk) =
1
1 + e−βhk
(3.68)
Backward phase:
· compute the error at the output using:
δok = (tk − yk)yk(1−yk) (3.69)
· compute the error at the hidden layer(s) using:
δhj = aj(1− aj)
∑
k
wjkδok (3.70)
· update the output layer weights using:
wjk ← wjk + ηδokahiddenj (3.71)
· update the hidden layer weights using:
vij ← vij + ηδhjxi (3.72)
* randomise the order of the input vectors so that you do not train in exactly the same
order each iteration
– until learning stops (define a tolerance to stop learning)
· Recall
– use the Forward phase in the training section above
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3.5 Bayesian networks
In this section, we present the definition of Bayesian networks (BN), its implementation and its
inference algorithms. One of the key points in BN are Directed Acyclic Graph (DAG in section
3.5.2), this thesis will explain two types of BN, a naive Bayes and a full BN.
3.5.1 Model
A BN models the joint probability of a set of random variables in a compact way[18]. In contrast,
naively specifying the joint distribution of a set of discrete variables requires an exponentially-
size conditional probability tables.
A BN reduces the number of parameters needed to specify the joint probability. A DAG is used
to model the influences that each variable (node) has on the others with arcs. The probabilities
are specified with a conditional probability distributions, typically in the form of conditional
probability tables (CPT) for discrete variables on each variable (node) in the graph based on its
parents.
3.5.2 Directed Acyclic Graphs (DAGs)
A DAG in this context will be used to represent graphically of the relationships among variables
involved in a problem G = {V,E} , where V represents the variables corresponding to proposi-
tional variables and E the edges can be thought of representing direct influences.
In a directed acyclic graph the variables can be described as parents and children given the
graphical structure, using 3.5 we can see these relations. For example, R is the parent of W and
H, while W and H are the children of R.
Figure 3.5: A DAG with 4 variables.
More formally, the following relations:
1. Parents(V ).- Are the set of variables in a DAG G with a directed edge from N → V ,
Pa(V ).
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2. Children(V ).- Are the set of variables N in G with a directed edge from V → N ,
Children(V ).
3. Descendants(V ).- Are the set of variables N in G with a directed edge from V → X →
...→ N , Des(V ).
4. Non − descendants(V ).- Are the variables not in Parents(V ) or Descendants(V ) in a
DAGG, Non−Des(V ), in Figure 3.5 the Non−Des(W ) are H,S.
5. Spouses(X).-Are the variables that share a common child with X, Spouses(X), for exam-
ple in Figure 3.5 the Spouses(R) is H.
3.5.3 Conditional Probability Table (CPT)
A CPT is a table that specifies the conditional probability of a node given its parents. We use
the notation θx|Pa(x), θ being notation, in Figure 3.5 for node H would be θH|R,S , Table 3.1
gives an example. This is the CPT that represents the probabilities of each state in the node
for every combination of its parents; its size is exponential in the number of parents. If every
variable can take up to d values and has at most k parents, the size is bounded by O(dk+1) for
n variables, the total number of parameter is O(ndk+1).
R S H θH|R,S
T T T 0.95
T T F 0.05
T F T 0.9
T F F 0.1
F T T 0.8
F T F 0.2
F F T 0
F F F 1
Table 3.1: CPT of variable H with parents R and S.
Where each combination of the parents
∑2
i,j=1 P (H|Ri, Sj) = 1 , to make a proper probability.
Some entries in the table could be inferred from the others because of this relationship. For
example P (H = T |R = T, S = T ) = 1?P (H = F |R = T,H = T ).
3.5.4 Bayesian Network
A BN is composed of two parts, a DAG called the structure (G) and the CPT s called the
parametrisation (θ). An example in 3.5, for variables W , R the following results:
1. Parents(R).- ∅. As R has no parents.
2. Children(R).- W,H. As these variables are connected by a directed edge from R.
3. Non− descendants(R).- S. As this goes into the rest of variables in the graph.
3. Methods 25
4. Parents(W ).- . R. As the directed edge goes from R→W
5. Descendants(W ) or Children(W ).- ∅ . As W has no directed edges outgoing.
6. Non− descendants(W ).- H,S. As these go into the rest of variables in the graph.
The graphical structure shows which variables depend on others. This is the advantage that
simplifies the probability of an event. Instead of having 2N−1 parameters in the joint table, we
can simplify this number looking at the structure. For example in Figure 3.5 with Table 3.1, the
full probability table would consist on 24−1 parameters or 15 entries, while the BN would be 8
entries, as 1 for variable R, 1 for S, 2 for W and 4 for H. We are obtaining this simplification
due to conditional independence, in probability.
The following relationship holds for any variable in a BN:
Markov(V ) = I(V, Parents(V ), Non−Descendants(V ))
This states that any variable is independent (I) given its parents, from its non-descend- ants.
This is called the Markovian assumption, denoted as Markov(V ), where V is any variable in
the graph. The formal interpretation of a DAG is defined as a set of conditional independence
statements. It makes no reference to the notion of causality, even if it is convenient to make this
interpretation.
3.5.5 Bayesian Networks DAG Parametrisation
The DAG structure gives the independences among the variables. Furthermore, conditional
probabilities quantify the relationships between a variable and its parents. In particular, for
every variable x in G and its parents U, the probability of P (x|U) has to be provided, for every
value of x and every instantiation u of parents in U.
The chain rule in probability calculus states:
P (x1, ..., xn) = P (x1|x2, ..., xn)P (x2|x3, ..., xn)...P (xn) (3.73)
While in general for a BN is:
P (x1, x2, ..., xn) = P (x1|Pa(x1))P (x2|Pa(x2))....P (xn|Pa(xn)) (3.74)
Using these elements, the factorization of the BN given in Figure 3.5 is as follows.
P (R,S,W,H) = P (R)P (S)P (W |R)P (H|R,S)
Using this elements the formal definition of a BN becomes:
Definition 1. A BN for variables X is a pair (G, θ) , where:
1. G is a DAG over the variables in X, called the network structure.
2. θ is a set of CPTs, one for each variable in X, called the network parametrisation.
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Where the network has the following properties of probabilistic independence:
. The P (·) of a DAG is guaranteed to satisfy all the Markovian(V) independences assumptions
in 3.5, for every variable X in the network.
. Also a few extra independences called the graphoid axioms are satisfied.
3.5.6 Graphoid Axioms
The probabilistic independences obtained from the graphoid axioms are:
- Symmetry. Ip(X,Y, Z) iff Ip(Y,Z,X).- This is that if knowing y has no influence on z, then
knowing z has no influence in y.
- Decomposition. IP (X,Z, Y ∪W ) only if IP (X,Z, Y )andIP (X,Z,W ). This is if yw does not
influence x, then y alone or w, will have no influence on x.
- Weakunion. IP (X,Z, Y ∪W ) only if IP (X,Z ∪ Y,W ). This is, if yw is not relevant to x,
the any partial y will not make the rest, w relevant.
- Contraction. IP (X,Z, Y ) and IP (X,Z ∪Y,W ) only if IP (X,Z, Y ∪W ). This property states
that, after learning irrelevant information y the information w is found to be irrelevant to x,
then the combined information yw must have been irrelevant to begin with.
- Intersection. IP (X,Z ∪W,Y ), IP (X,Z ∪ Y,W ) only if IP (X,Z, Y ∪W ). This axiom holds
only for strictly positive probability distributions (no 0s in any CPT). It says that if information
w is irrelevant given y, and information y is irrelevant given w, then the combined information
yw is irrelevant to begin with. While this is not true in general it helps in the case of strictly
positive distributions.
These properties give more independences than 3.5.5. They are sometimes called the “global”
Markov assumptions the others are called “local” Markov assumptions.
3.5.7 D-Separation and Markov Blanket
The independence in a graph can be checked with the concept of d-separation.
The following theorem summarises a test for d-separation:
Theorem 3.1. To test if X and Y are independent (d-separated) given any variables in Z, where
X and Y are any set of variables in a DAG G, it is sufficient to test if they are disconnected in
a new DAG G′, obtained from the following steps:
. Delete all outgoing edges from variables in Z.
. Recursively delete any leaf node (node with no children) W from G as long as W is not in
X ∪ Y ∪ Z
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As an example of the algorithm consider Figure 3.5, to test if d-sep(W, R, S).
- The first step is to delete the out going edges from R, the edge R→W and R→ H.
- Next recursively delete any leaves not in X ∪ Y ∪ Z. So H is deleted.
The new DAG G′ has only W, R, S all disconnected, so d-sep(W, R, S) is true. The last
notion of independence described here is the concept of Markov blanket.
This is a set of variables that, when known, render any other variable irrelevant to the considered
variable, in this case X.
Theorem 3.2. If P is a distribution over variables X then the Markov blanket for variable X
are the parents(X), children(X) and spouses(X).
3.6 Inference in BN
For the classification problem considered in this work, the inference performed in the BN is
performed to obtain the probability of a given class for the data vectors ~x . To do this, factors
are explained as well as the jointree algorithm.
3.6.1 Factors
A factor is a function over a set of variables which maps each instantiation to a non-negative
number. Factors are often represented by a table in which the rows are the possible values the
variables can take and the non-negative number for that.
The definition of a factor is:
Definition 2. A factor over variables X is a function that maps each instantiation of x of
variables in X to a non-negative number.
They are also called potentials, but here that term will not be adopted.
Table 3.2 is an example of a factor:
B C D θ1
T T T 0.95
T T F 0.05
T F T 0.9
T F F 0.1
F T T 0.8
F T F 0.2
F F T 0
F F F 1
Table 3.2: A factor representation
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As can be seen from Table 3.2 the factors can be a representation of a CPT in a BN. However,
factors do not necessarily represent a probability distribution over the variables.
With factors, there are two key operations that will be performed. The first is summing out a
variable; the second is multiplying two factors together.
Definition 3. Considering a factor θ over variables in X where X is in the set X, the result
of “summing out” the variable is another factor over the set Y = X \X ′ .
Which is denoted as
∑
X θ and defined as follows:
(
∑
X θ)(y) =
∑
X(x, y) considering variable(s) consistent with the values they take.
Definition 4. The result of multiplying factors θi(X) ·θj(Y ), over variables Z = X∪Y , denoted
as θ1θ2 , is defined as:
(θ1θ2)(z) = θ1(x)θ2(y) with variable(s) consistent with the values they can take.
Both operations are commutative and associative.
E. g. Considering again Figure 3.5, with the following factors:
R θR
T 0.8
F 0.2
Table 3.3: Node R in Figure 3.5.
S θS
T 0.9
F 0.1
Table 3.4: Node S in Figure 3.5.
R W θW |R
T T 0.8
T F 0.2
F T 0.5
F F 0.5
Table 3.5: Node W in Figure 3.5.
R S H θH|R,S
T T T 0.8
T T F 0.2
T F T 0.5
T F F 0.5
F T T 0.9
F T F 0.1
F F T 1
F F F 0
Table 3.6: Node H in Figure 3.5.
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Due to the Markov assumptions the joint probability is the multiplication of the factors, as
follows:
P (s, r, w, h) = θR=T θS=T θW=T |R=T θH=T |R=T,S=T
P (s, r, w, h) = (0.8)(0.9)(0.8)(0.8) = 0.4608
3.6.2 The Join-tree
With the definition of factors and a BN, we can define the inference approach used here, the
jointree algorithm. There are some others algorithms, such as variable elimination and bucket
elimination, but here we described how to construct a tree where the BN is modelled and using
a messages passing scheme to calculate the probabilities.
A family in a BN is defined as, a variable and its parents. Then, we can define a jointree as follows:
Definition 5. A jointree (JT) for a DAG, is a pair (T,C), where T is a tree and C is a
function that maps each node i in the tree T to a label Ci, called a cluster. The JT must satisfy
the following:
1. The cluster Ci is a set of variables from the DAG.
2. Each family on the DAG must appear in some cluster Ci.
3. If a variable appears in two clusters Ci and Cj, it must also appear in every cluster Ck
on the path connecting variables i and j in the JT. This is known as the JT property or
running intersection.
The separators in a JT are the sets i− j denoted by Sij and defined as Ci ∩ Cj .
The width of a JT is the size of its largest cluster minus one.
Definition 6. A clique is a subset of vertices, such that every two vertices in that sub - set are
connected by an edge.
Definition 7. A graph is chordal if each of its cycles large than size 3 has a chord, an edge not
part of the cycle but connects two vertices of the cycle.
To construct a JT from a BN, the following procedure is carried out:
. Moralise the new graph.
. Transform the arcs to undirected ones.
. Triangulate the moral graph, that is, add an edge where there is a cycle with more than 3
variables which does not have a chord (chordalise).
. Extract the cliques, this are the tree nodes.
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. Add the factors to the tree variables that have a common factor in the BN, where there is a
factor in the BN add it to the JT on a same node.
. Take into consideration that the variable assignments have to respect the running intersection
property 3 which states the following: If X ∈ Ci and X ∈ Cj , then X is in every unique path
in the tree between Ci and Cj .
For example, this network:
[height=0.5]
Figure 3.6: DAG example to make a JT.
After following the steps, the corresponding JT obtained is:
Where the corresponding factors in each node could be: θG|D,F on node DFG, θC|AθE|C,A on
ACE, θAθF |A on ADF , θB|AθD|A,B on ABD and θH|E,F on EFH.
In this case the only node without a factor in it is AEF , which we can assign a trivial factor
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Figure 3.7: JT example.
with vale of “1”, just sending the information received from in the JT using the following scheme.
3.6.3 Message passing
In all the JT inference algorithms, the concept of message passing is required to calculate de-
sired probabilities. There are two main JTs architectures: the Shenoy-Shafer[19] architecture
and the Hugin architecture[19]. They have advantages and disadvantages, like their space-time
complexity, but in some JTs they are equivalent. Here we explain the Shafer architecture.
The first step in this architecture is to select a node in the JT as the root. It is common to
select the root node as the one with the probability in consideration, the one we are interested
in finding. The passing of messages consists of two phases, inward towards the root and outward
away from the root. After the inward phase the probability of the variables in the root is known.
After the outward phase the probabilities from the nodes in the JT receiving the root messages
are known. The messages pass in the following manner:
Algorithm 2
1. Node i sends a message to j only when it has received all the messages from its neighbours
k.
2. It waits to all previous messages have been received before being able to pass to the next
node.
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3. The message from node i to node j is a factor θAθF |A , as:
Mij =
∑
Ci\Si(φi
∏
k 6=iMijSij), where φi is the product of the factors assigned to node i.
Note that Ci includes exactly the variables of factor φ
∏
k 6=iMki . Then the summation of this
factor on to the variables Sij is the same as summing out variables Ci \ Sij , from the factor.
This 3 says that any incoming message is multiplied by the factors in that node. Then the sum
takes place over the variables not in the next node and that sum is passed to the separator. A
node will wait until all the messages to the next node have been gathered, then repeat.
If evidence is observed, then the evidence can be passed in the form of a factor with 0’s for the
assignments not valid for the variables in that factor.
After the inward phase the root node contains the joint probability of the variables in that node
and the evidence passed to them, at the end in the root, we have:
P (Ci, e) = φ
∏
kMki, where Ci is the root cluster and e is the evidence passed along
If the sought after probability is a conditional, we need to simply normalise (dividing the joint
over the probability of the evidence), to get the probability being searched.
3.6.4 Naive Bayes
The naive Bayes (NB), is the simplest BN modelled. Which has the strong (naive) assumption
that every variable is conditionally independent of the rest given a class. This type of BN can
be suited for classification tasks as we will see. This assumption may not hold in the real world
but as a classification model has a reasonable performance, here the key points are the structure
and design of NB.
3.6.4.1 Structure and design
The structure of a NB is quite simple. It has the class like Figure 3.8, and the features are the
children. An example is in Figure 3.8. The nodes, also called features, are d-separated by the
class also a node.
Figure 3.8: An example of a naive Bayes structure.
In the structure of NB model, as previously stated, the class is the parent of all the variables.
The factorization of the BN implies that the CPTs are: θClass, θA|Class, θB|Class, θC|Class,
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θD|Class. We can use the jointree algorithm to compute the probability of the class variable
given the features nodes.
3.6.5 Full Bayesian Network
A full (in this thesis) BN makes no strong assumptions on independence in contrast to the NB,
the variables can be connected in any way as long as it does not break the DAG rule of no
cycles. Even if it does not have all the arcs connecting every node to every other node, is a way
to distinguish for an NB.
3.6.5.1 Structure and design
The structure of a BN consists of a myriad of interactions between the class and the other vari-
ables 3.9 show one possible structure.
Figure 3.9: Full BN for the data set Drandom1.
Another example is shown in 3.10.
These networks come from Drandom1 and Drandom2.
Figure 3.10: Full BN for the data set Drandom2.
Chapter 4
Results
The experiments were designed to check the validity of the hypothesis stated at the begin-
ning. These experiments were designed as an attempt to classify the data from the data sets
Dadmissions, Drandom1 and Drandom2. e measured the accuracy, precision and recall using Equa-
tions 1.1. Dadmissions was applied to the LR model as it is, with no changes to the inputs, more
explicitly they were not discretisation measures taken as with some data.
The SVM model was evaluated using all datasets. Also the data for this were not discretised
. The NN model was also evaluated with all data sets. No discretisation was used even if it is
known that some changing in the data improved the classification, we did not see the point to
do it with the results obtained. The NB model was also evaluated using all datasets without
discretization. This model was done using Matlab functions designed for this matter. All the
code used is in appendix A.
In the BN model the only data considered were Drandom1 and Drandom2, in order to see if any
information loss from the discretisation may affect the overall performance in the model. The
data was discretised as follows: In Drandom1 the features were taken as 1 is present and 0 is not,
from the minimum value in both the data coordinates to the mean and from the mean to the
maximum. For 2 coordinates this gave 4 new features plus the class as is shown in Figure 3.9.
In Drandom2 the data were divided 8 inputs the division was done from taking 4 quartiles and
going from the minimum to the maximum jumping to the next if the values were above the
value in the quantile.
As min(x) >= x < mean(x),mean(x) >= x2 <= max(x) for Drandom1 in each axis getting 4
nodes. In Drandom2 as min(x) >= x <= q1, q1 > x <= q2, q2 >= x < q3, q3 >= x <= q4 for
each axis giving 8 nodes.
4.1 Dadmissions Applied to LR, SVM, NB.
For LR applied to Dadmissions, the gradient descent algorithm resulted in the following formula.
LR = 1
1+e−(−24.932759X0+0.204406X1+0.199616X2) , The accuracy results are shown in Tables 4.1, 4.2.
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Dadmissions
Accuracy Precision Recall
LR 89% 90% 91%
Table 4.1: Results in measures for LR in Dadmissions.
Predicted classes
Actual classes Tp=55 Tn=34
Fp=6 Fn=5
Table 4.2: Contingency table for Actual classes vs. Predicted classes for LR in Dadmissions.
The same data applied to SVM model, the Formula 4.1 and Tables 4.3, 4.4 were obtained:
DadmissionsSVM = ~y(~w · ~x− b) = yi((907.4757, 773.3911)T · ~x− 0.3352)
Dadmissions
Accuracy Precision Recall
SVM 100% 100% 100%
Table 4.3: Results in measures for SVM in Dadmissions.
Predicted classes
Actual classes Tp=60 Tn=40
Fp=0 Fn=0
Table 4.4: Contingency table for Actual classes vs. Predicted classes for SVM in Dadmissions.
For the NN model we have Tables 4.5, 4.5:
Dadmissions
Accuracy Precision Recall
NN 100% 100% 100%
Table 4.5: Results in measures for NN in Dadmissions.
Predicted classes
Actual classes Tp=60 Tn=40
Fp=0 Fn=0
Table 4.6: Contingency table for Actual classes vs. Predicted classes for NN in Dadmissions.
In the NB model we obtained Tables 4.7, 4.8
Dadmissions
Accuracy Precision Recall
NB 93% 93% 95%
Table 4.7: Results in measures for NB in Dadmissions.
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Predicted classes
Actual classes Tp=57 Tn=36
Fp=4 Fn=3
Table 4.8: Contingency table for Actual classes vs. Predicted classes for NB in Dadmissions.
4.2 Drandom1 Applied to SVM, NB and BN.
For SVM model the Formula 4.2 and Tables 4.9, 4.10 were obtained:
Drandom1SVM = ~y(~w · ~x− b) = yi((0.7544, 0.7544)T · ~x− (−5.2155))
Drandom1
Accuracy Precision Recall
SVM 98% 100% 95%
Table 4.9: Results in measures for SVM in Drandom1.
Predicted classes
Actual classes Tp=20 Tn=30
Fp=0 Fn=1
Table 4.10: Contingency table for Actual classes vs. Predicted classes for SVM in Drandom1.
For the NN model we have Tables 4.11, 4.12:
Drandom1
Accuracy Precision Recall
NN 100% 100% 100%
Table 4.11: Results in measures for NN in Drandom1.
Predicted classes
Actual classes Tp=21 Tn=30
Fp=0 Fn=0
Table 4.12: Contingency table for Actual classes vs. Predicted classes for NN in Drandom1.
In the NB model we obtained Tables 4.13, 4.14:
Drandom1
Accuracy Precision Recall
NB 100% 100% 100%
Table 4.13: Results in measures for NB in Drandom1.
Predicted classes
Actual classes Tp=21 Tn=30
Fp=0 Fn=0
Table 4.14: Contingency table for Actual classes vs. Predicted classes for NB in Drandom1.
And for the BN model, we have Table 4.15, 4.16.
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Drandom1
Accuracy Precision Recall
BN 86% 100% 66%
Table 4.15: Results in measures for BN in Drandom1.
Predicted classes
Actual classes Tp=14 Tn=30
Fp=0 Fn=7
Table 4.16: Contingency table for Actual classes vs. Predicted classes for for BN inDrandom1.
4.3 Drandom2 Applied to SVM and NB and BN.
For SVM model the Formula 4.1 and Tables 4.17, 4.18 were obtained:
Drandom1SVM = ~y(~w · ~x− b) = yi((−0.5632, 1.5560)T · ~x− (0.3794)) (4.1)
Drandom2
Accuracy Precision Recall
SVM 98% 100% 97%
Table 4.17: Results in measures for SVM in Drandom2.
Predicted classes
Actual classes Tp=470 Tn=383
Fp=0 Fn=10
Table 4.18: Contingency table for Actual classes vs. Predicted classes for SVM in Drandom2.
For the NN model we have 4.19, 4.20:
Drandom1
Accuracy Precision Recall
NN 95% 92% 100%
Table 4.19: Results in measures for NN in Drandom2.
Predicted classes
Actual classes Tp=480 Tn=343
Fp=40 Fn=0
Table 4.20: Contingency table for Actual classes vs. Predicted classes for NN in Drandom2.
In the NB model we obtained Tables 4.21, 4.22:
Drandom2
Accuracy Precision Recall
NB 75% 75% 82%
Table 4.21: Results in measures for NB in Drandom2.
And for the BN model, we have Table 4.23, 4.24.
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Predicted classes
Actual classes Tp=396 Tn=0
Fp=131 Fn=84
Table 4.22: Contingency table for Actual classes vs. Predicted classes for NB in Drandom2.
Drandom2
Accuracy Precision Recall
BN 80% 76% 93%
Table 4.23: Results in measures for BN in Drandom2.
Predicted classes
Actual classes Tp=447 Tn=245
Fp=138 Fn=33
Table 4.24: Contingency table for Actual classes vs. Predicted classes for BN in Drandom2.
All models were capable of correctly distinguish the differences between the two classes. Logistic
regression was less accurate than the Bayesian approaches.
The SVM could modify the data with a kernel and map it to a higher dimension, which will
allow it to find a better hyperplane. Bayesian networks do not depend on lines, so there is no
such necessity of mapping the data to a higher dimension. Outliers more significantly affected
LR than SVMs, NN and the Bayesian approaches.
The NN model had not need to modify the data, is could be applied as is it was and got good
results, SVM, NN and Bayesian methods were more consistent in predicting the truth as can be
seen in the resulting measures.
Chapter 5
Discussion
This section discusses the most important results obtained and evaluates how well the hypothe-
ses hold.
The most important result for logistic regression and naive Bayes is that, while the former has
good accuracy, precision and recall, the latter surpassed those results. This makes hypothesis
#1 hold, as expected.
Hypothesis #2, considers the results obtained for NB and SVM. By comparing them, it is
straightforward to see that SVM outperforms NB. NB did not suffer like LR its accuracy good
enough to separate classes. Any outliers detected could be forwarded to an expert for validation.
Then hypothesis #2 also holds in this context.
For hypothesis #3, we can see the superior performance SVM holds with D random2, even if
there is not clear line of separation, in BN and with the constraints imposed, such as the data
discretised, had a good classification accuracy and overall performance. In turn providing some
more support to hypothesis #3.
For hypothesis #4, we also see something important, while Bayesian methods can some what
match the NN, is also worth noticing the performance of the NN and the SVM, how close they
are while this is not a point here is worth seeing it. The important point here is that hypothesis
#4 gains more support in this document.
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Chapter 6
Conclusion
The main points covered in this thesis were the introduction of the models and algorithms for
classification, also measuring the performance of the different models with small data sets, in-
cluding LR, SVM, NN, NB and general BN. The evaluation metrics were accuracy, prediction
and recall. In the present thesis, the evaluation procedure did not follow some of the important
machine learning considerations such as cross-validation or separating the data in training and
testing.
Even if we analysed only training part of the, training, validation and testing that are used in
machine learning algorithms, this is because the training error can be overly optimistic, it was
good enough to provide a clear picture on the different methods.
As shown in this thesis, for the linearly separable data, NB has sometimes better accuracy, pre-
cision and recall than LR, and also can sometimes have an equivalent performance to NN or
SVM. NN and SVM, where the data was linearly separable had a similar performance to NB,
and they showed a better performance where the data was not.
For Drandom1, Drandom2 , the SVM and NN were very good separating the data, but the BN
give comparable performance. For discrete BN, the information loss in discretising data is an
important consideration.
In conclusion, the three hypotheses hold: LR was the least powerful model, while SVM and NN
were the best. It was shown that the Bayesian approach could be as effective in some cases.
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Appendix A
Appendix A (Code)
A.0.1 Code in Logistic Regression.
For the logistic regression part the following was used in Matlab:
A.0.1.1 Cost Function
function [J, grad] = costFunction(theta , X, y)
m = length(y); % number of training examples
thetas = size(theta ,1);
features = size(X,2);
steps = 100;
alpha = 0.1;
J = 0;
grad = zeros(size(theta ));
sums = [];
result = 0;
for i=1:m
sums = [sums; -y(i)*log(sigmoid(theta ’*X(i,:)’))-(1-y(i))*log(1-sigmoid(theta ’*X(i,:) ’))];
end
result = sum(sums);
J = (1/m)* result;
tempo = [];
thetas_update = 0;
temp_thetas = [];
grad = temp_thetas;
for k = 1:size(theta)
for j = 1:m
tempo(j) = (sigmoid(theta ’*X(j,:)’)-y(j))*X(j,k);
end
temp_thetas(k) = sum(tempo );
tempo = [];
end
grad = (1/m).* temp_thetas;
end
A.0.1.2 Sigmoid Function
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function g = sigmoid(z)
g = zeros(size(z));
g = 1./(1+ exp(-z));
end
A.0.1.3 Gradient Calculation
For this we used a integrated Matlab function which is designed to search for the gradient of a
given input.
% Set options for fminunc
options = optimset(’GradObj ’, ’on’, ’MaxIter ’, 400);
% Run fminunc to obtain the optimal theta
% This function will return theta and the cost
[theta , cost] = ...
fminunc(@(t)( costFunction(t, X, y)), initial_theta , options );
A.0.2 Code used in Support Vector Machines.
function [model] = svmTrain(X, Y, C, kernelFunction , ...
tol , max_passes)
%SVMTRAIN Trains an SVM classifier using a simplified version of the SMO
% algorithm.
% [model] = SVMTRAIN(X, Y, C, kernelFunction , tol , max_passes ) trains an
% SVM classifier and returns trained model. X is the matrix of training
% examples. Each row is a training example , and the jth column holds the
% jth feature. Y is a column matrix containing 1 for positive examples
% and 0 for negative examples. C is the standard SVM regularization
% parameter . tol is a tolerance value used for determining equality of
% floating point numbers. max_passes controls the number of iterations
% over the dataset (without changes to alpha) before the algorithm quits.
%
% Note: This is a simplified version of the SMO algorithm for training
% SVMs. In practice , if you want to train an SVM classifier , we
% recommend using an optimized package such as:
%
% LIBSVM (http :// www.csie.ntu.edu.tw/~ cjlin/libsvm /)
% SVMLight (http :// svmlight.joachims.org /)
%
%
if ~exist(’tol’, ’var’) || isempty(tol)
tol = 1e-3;
end
if ~exist(’max_passes ’, ’var’) || isempty(max_passes)
max_passes = 5;
end
% Data parameters
m = size(X, 1);
n = size(X, 2);
% Map 0 to -1
Y(Y==0) = -1;
% Variables
alphas = zeros(m, 1);
b = 0;
E = zeros(m, 1);
passes = 0;
eta = 0;
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L = 0;
H = 0;
% Pre -compute the Kernel Matrix since our dataset is small
% (in practice , optimized SVM packages that handle large datasets
% gracefully will _not_ do this)
%
% We have implemented optimized vectorized version of the Kernels here so
% that the svm training will run faster.
if strcmp(func2str(kernelFunction), ’linearKernel ’)
% Vectorized computation for the Linear Kernel
% This is equivalent to computing the kernel on every pair of examples
K = X*X’;
elseif strfind(func2str(kernelFunction), ’gaussianKernel ’)
% Vectorized RBF Kernel
% This is equivalent to computing the kernel on every pair of examples
X2 = sum(X.^2, 2);
K = bsxfun(@plus , X2, bsxfun(@plus , X2’, - 2 * (X * X’)));
K = kernelFunction (1, 0) .^ K;
else
% Pre -compute the Kernel Matrix
% The following can be slow due to the lack of vectorization
K = zeros(m);
for i = 1:m
for j = i:m
K(i,j) = kernelFunction(X(i,:)’, X(j,:)’);
K(j,i) = K(i,j); %the matrix is symmetric
end
end
end
% Train
fprintf(’\nTraining ...’);
dots = 12;
while passes < max_passes ,
num_changed_alphas = 0;
for i = 1:m,
% Calculate Ei = f(x(i)) - y(i) using (2).
% E(i) = b + sum (X(i, :) * (repmat(alphas .*Y,1,n).*X)’) - Y(i);
E(i) = b + sum (alphas .*Y.*K(:,i)) - Y(i);
if ((Y(i)*E(i) < -tol && alphas(i) < C) || (Y(i)*E(i) > tol && alphas(i) > 0)),
% In practice , there are many heuristics one can use to select
% the i and j. In this simplified code , we select them randomly.
j = ceil(m * rand ());
while j == i, % Make sure i \neq j
j = ceil(m * rand ());
end
% Calculate Ej = f(x(j)) - y(j) using (2).
E(j) = b + sum (alphas .*Y.*K(:,j)) - Y(j);
% Save old alphas
alpha_i_old = alphas(i);
alpha_j_old = alphas(j);
% Compute L and H by (10) or (11).
if (Y(i) == Y(j)),
L = max(0, alphas(j) + alphas(i) - C);
H = min(C, alphas(j) + alphas(i));
else
L = max(0, alphas(j) - alphas(i));
H = min(C, C + alphas(j) - alphas(i));
end
if (L == H),
% continue to next i.
continue;
end
% Compute eta by (14).
eta = 2 * K(i,j) - K(i,i) - K(j,j);
if (eta >= 0),
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% continue to next i.
continue;
end
% Compute and clip new value for alpha j using (12) and (15).
alphas(j) = alphas(j) - (Y(j) * (E(i) - E(j))) / eta;
% Clip
alphas(j) = min (H, alphas(j));
alphas(j) = max (L, alphas(j));
% Check if change in alpha is significant
if (abs(alphas(j) - alpha_j_old) < tol),
% continue to next i.
% replace anyway
alphas(j) = alpha_j_old;
continue;
end
% Determine value for alpha i using (16).
alphas(i) = alphas(i) + Y(i)*Y(j)*( alpha_j_old - alphas(j));
% Compute b1 and b2 using (17) and (18) respectively .
b1 = b - E(i) ...
- Y(i) * (alphas(i) - alpha_i_old) * K(i,j)’ ...
- Y(j) * (alphas(j) - alpha_j_old) * K(i,j)’;
b2 = b - E(j) ...
- Y(i) * (alphas(i) - alpha_i_old) * K(i,j)’ ...
- Y(j) * (alphas(j) - alpha_j_old) * K(j,j)’;
% Compute b by (19).
if (0 < alphas(i) && alphas(i) < C),
b = b1;
elseif (0 < alphas(j) && alphas(j) < C),
b = b2;
else
b = (b1+b2)/2;
end
num_changed_alphas = num_changed_alphas + 1;
end
end
if (num_changed_alphas == 0),
passes = passes + 1;
else
passes = 0;
end
fprintf(’.’);
dots = dots + 1;
if dots > 78
dots = 0;
fprintf(’\n’);
end
if exist(’OCTAVE_VERSION ’)
fflush(stdout );
end
end
fprintf(’ Done! \n\n’);
% Save the model
idx = alphas > 0;
model.X= X(idx ,:);
model.y= Y(idx);
model.kernelFunction = kernelFunction;
model.b= b;
model.alphas= alphas(idx);
model.w = (( alphas .*Y)’*X)’;
end
A.0.2.1 Gaussian Kernel
Appendix A. Code 45
function sim = gaussianKernel(x1 , x2 , sigma)
x1 = x1(:); x2 = x2(:);
sim = 0;
res = x1 - x2;
sim = exp(-1 * res ’*res / (2* sigma ^2));
end
A.0.3 Code in Neural Networks
Here we use the Matlab package for NN, which were designed as follows:
% Solve a Pattern Recognition Problem with a Neural Network
% Script generated by Neural Pattern Recognition app
% Created Mon Feb 16 18:46:12 CST 2015
%
% This script assumes these variables are defined:
%
% features - input data.
% classes - target data.
x = X’;
t = y’;
%% Create a Pattern Recognition Network
hiddenLayerSize = 10;
net = patternnet(hiddenLayerSize );
% Setup Division of Data for Training , Validation , Testing
net.divideParam.trainRatio = 100/100;
net.divideParam.valRatio = 0/100;
net.divideParam.testRatio = 0/100;
%% Train the Network
[net ,tr] = train(net ,x,t);
%% Test the Network
yx = net(x);
e = gsubtract(t,y);
tind = vec2ind(t);
yind = vec2ind(y);
percentErrors = sum(tind ~= yind)/ numel(tind);
performance = perform(net ,t,y)
% View the Network
view(net)
% Plots
% Uncomment these lines to enable various plots
%figure , plotperform (tr)
%figure , plottrainstate (tr)
%figure , plotconfusion (t,y)
%figure , plotroc(t,y)
%figure , ploterrhist (e)
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A.0.4 Code in Naive Bayes.
A.0.4.1 Naive Bayes Matlab Integrated
Here we took the Matlab integrated function for NB.
fitNaiveBayes(X, y)
A.0.5 Code for Bayes Network data set 1.
package thesis1;
import java.io.FileInputStream;
import smile.Network;
import java.util .*;
import org.omg.PortableInterceptor.USER_EXCEPTION;
public class Thesis1 {
public static void main(String [] args) {
try{
final String dir = System.getProperty("user.dir");
System.out.println(dir);
Network thesis1 = new Network ();
thesis1.readFile("/Users/pedroalonso/Documents/Masters/Thesis_06 .11.2014/ BNWith6Nodes.xdsl");
thesis1.updateBeliefs ();
String [] nodes = thesis1.getAllNodeIds ();
int count = 0;
for(int i=0;i< nodes.length;i++){
System.out.println(nodes[i]);
count ++;
}
System.out.println(" "+ count );
System.out.println(" "+nodes.length+" *");
Scanner data = new Scanner(new FileInputStream("/Users/pedroalonso/Documents/Masters/Thesis_06 .11.2014/ BNWith6Nodes.csv"));
String line = data.nextLine ();
System.out.println(line);
StringTokenizer nodes_names = new StringTokenizer(line , ",");
String [] bnNodesNames = new String[count ];
int nodes_count = 0;
while(nodes_names.hasMoreTokens ()) {
bnNodesNames[nodes_count] = nodes_names.nextToken ();
System.out.println("Nodes names "+ bnNodesNames[nodes_count ]);
nodes_count ++;
}
int num_data = 0;
int[] yp = new int [52];
while(data.hasNext ()){
String vector1 = data.nextLine ();
StringTokenizer firstV = new StringTokenizer(vector1 , ",");
int tokens = firstV.countTokens ();
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for(int i = 0; i < tokens -1;i++) {
// System.out.println( bnNodesNames [i]+" "+" State "+ firstV.nextToken ());
thesis1.setEvidence(bnNodesNames[i], ("State"+firstV.nextToken ()));
}
String c = firstV.nextToken ();
System.out.println("class ="+c);
double c1 = 0, c2= 0;
if(c.equals("1")) {
thesis1.setEvidence(bnNodesNames [4], ("State"+c));
thesis1.updateBeliefs ();
double p_e = thesis1.probEvidence ();
c1 = p_e;
System.out.println("probability of evidence"+ p_e);
thesis1.setEvidence(bnNodesNames [4], ("State0"));
thesis1.updateBeliefs ();
double p_not_e = thesis1.probEvidence ();
c2 = p_not_e;
System.out.println("for class 0 p(E)"+ p_not_e );
}
if(c.equals("0")){
thesis1.setEvidence(bnNodesNames [4], ("State"+c));
thesis1.updateBeliefs ();
double p_e = thesis1.probEvidence ();
c2 = p_e;
System.out.println("probability of evidence"+ p_e);
thesis1.setEvidence(bnNodesNames [4], ("State1"));
thesis1.updateBeliefs ();
double p_not_e = thesis1.probEvidence ();
c1 = p_not_e;
System.out.println("for class 1 p(E)"+ p_not_e );
}
if(c1 > c2) {
System.out.println("class 1 is bigger than 0");
yp[num_data] = 1;
}
if(c2 > c1){
System.out.println("class 0 is bigger than 1");
yp[num_data] = 0;
}
num_data ++;
}
System.out.println("yp "+yp.length );
for(int i = 0; i< yp.length -1;i++) {
System.out.println(yp[i]);
}
catch(Exception exe){
System.out.println(exe.toString ());
}
}
}
A.0.6 Code for Bayes Network data set 2.
package thesis2;
import java.io.FileInputStream;
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import smile.Network;
import java.util .*;
public class Thesis2 {
public static void main(String [] args) {
try {
Network thesis2 = new Network ();
thesis2.readFile("/Users/pedroalonso/Documents/Masters/Thesis_06 .11.2014/ dataSet2Thesis10NodesBS8Pa.xdsl");
thesis2.updateBeliefs ();
String [] bnNodes = thesis2.getAllNodeIds ();
for(int i = 0; i < bnNodes.length; i++) {
System.out.println(bnNodes[i]);
}
System.out.println(bnNodes.length );
Scanner data = new Scanner(new FileInputStream("/Users/pedroalonso/Documents/Masters/Thesis_06 .11.2014/ dataSet2Thesis10Nodes.csv"));
String line = data.nextLine ();
System.out.println(line);
StringTokenizer tokens = new StringTokenizer(line ,",");
int count_nodes = 0;
while(tokens.hasMoreElements ()) {
String tok = tokens.nextToken ();
bnNodes[count_nodes] = tok;
System.out.println(tok);
count_nodes ++;
}
for(int i = 0; i < bnNodes.length; i++) {
System.out.println(" node "+bnNodes[i]);
}
int count_data = 0;
int[] yp = new int [863];
while(data.hasNext ()) {
String vector = data.nextLine ();
System.out.println(vector );
tokens = new StringTokenizer(vector , ",");
int count_tokens = tokens.countTokens ();
for(int i = 0; i < count_tokens -1; i++) {
thesis2.setEvidence(bnNodes[i], "State"+tokens.nextToken ());
}
String c = tokens.nextToken ();
double c1 = 0, c2 = 0;
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if(c.equals("1")) {
thesis2.setEvidence(bnNodes [10], "State"+c);
thesis2.updateBeliefs ();
double p_e = thesis2.probEvidence ();
c1 = p_e;
System.out.println("Probability of evidence = "+ p_e);
thesis2.setEvidence(bnNodes [10], "State0");
thesis2.updateBeliefs ();
double p_not_e = thesis2.probEvidence ();
c2 = p_not_e;
System.out.println("for class 0 p(E)"+ p_not_e );
}
if (c.equals("0")) {
thesis2.setEvidence(bnNodes [10], "State"+c);
thesis2.updateBeliefs ();
double p_e = thesis2.probEvidence ();
c2 = p_e;
System.out.println("class 0 p = "+c2);
thesis2.setEvidence(bnNodes [10], "State1");
thesis2.updateBeliefs ();
double p_not_e = thesis2.probEvidence ();
c1 = p_not_e;
System.out.println("class 1 prob = "+ c1);
}
if(c1 > c2) {
System.out.println("class 1 is bigger than 0");
yp[count_data] = 1;
}
if(c2 > c1){
System.out.println("class 0 is bigger than 1");
yp[count_data] = 0;
}
count_data ++;
}
System.out.println("data yp = "+count_data+"\n yp vector");
for(int i = 0; i < yp.length; i++) {
System.out.print(yp[i]+" ");
}
} catch (Exception exe){
System.out.println(exe.toString ());
}
}
}
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