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“Na˜o ha´ ramo da Matema´tica,
por mais abstrato que seja, que
na˜o possa um dia vir a ser apli-
cado aos fenoˆmenos do mundo
real.”
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Resumo
Inicialmente e´ apresentado um cap´ıtulo sobre a modelagem matema´tica e sua importaˆncia
nos dias atuais. Discutimos o papel das equac¸o˜es diferenciais, ordina´rias e parciais, na
representac¸a˜o matema´tica de processos reais que envolvam leis de conservac¸a˜o usadas na
f´ısica dando enfoque a`s equac¸o˜es de difusa˜o, que resultam do princ´ıpio de conservac¸a˜o de
energia.
No segundo cap´ıtulo e´ apresentado o me´todo dos volumes finitos, uma te´cnica at-
ual e bastante u´til usada na discretizac¸a˜o de equac¸o˜es diferenciais parciais parabo´licas e
hiperbo´licas.
A seguir o me´todo dos volumes finitos e´ aplicado para encontrar aproximac¸o˜es para a
soluc¸a˜o da equac¸a˜o do calor transiente e espacialmente bidimensional.
Palavras-Chave: Modelos matema´ticos, Equac¸o˜es de calor, Me´todo de volumes finitos.
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Abstract
Initially it presented a chapter on mathematical modeling and its relevance today. We
discussed the role of differential equations, ordinary and partial, the mathematical rep-
resentation of actual cases involving conservation laws of physics focusing used in the
equations of delivery, that result from the principle of conservation of energy.
The second chapter is presented the method of finite volume, a current and very useful
technique used in discretization of partial differential equations and parabolas hyperbolic.
Following the method finite volume is applied to find approaches to the solution of the
equation of heat and spatially transient two-dimensional.
Keywords: Mathematical models, Equation of heat, Finite method volume.
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Cap´ıtulo 1
Modelos Matema´ticos
1.1 Introduc¸a˜o
Desde suas origens a matema´tica esteve ligada a` soluc¸o˜es de problemas pra´ticos: divisa˜o de
rebanhos de animais (teoria dos nu´meros), medic¸a˜o de terras (geometria) sa˜o os exemplos
mais conhecidos. Gradualmente as ide´ias elementares foram sendo organizadas e evolu´ıram
para estruturas lo´gicas . Neste processo de evoluc¸a˜o sempre esteve presente a motivac¸a˜o do
entendimento da natureza e predic¸a˜o do futuro. Hoje as mais diversas a´reas do conhecimento
humano, principalmente a cieˆncia e a tecnologia, utilizam a matema´tica. Desta forma e´
natural que os Modelos Matema´ticos desempenhem um papel importante na matema´tica.
Atrave´s de modelos matema´ticos procuramos agrupar medic¸o˜es obtidas em experimen-
tos, ou observac¸o˜es, em problemas matema´ticos adequados. Mais adiante estes problemas
devem ser encaminhados a compartimentos de uma estrutura de ana´lise e resoluc¸a˜o que
ja´ foram constru´ıdas por nossos antepassados ou que ainda esteja sendo desenvolvidas. O
modelo matema´tico de um problema do mundo real e´ um conjunto de s´ımbolos e relac¸o˜es
matema´ticas que de alguma forma representam o objeto em estudo. Em alguns casos o
modelo pode ser uma simples equac¸a˜o, como, por expemplo, o modelo para ca´lculo de juros
compostos: se um capital P e´ aplicado em n parcelas ao ano, a uma taxa de juros anual r,
o montante acumulado em t anos sera´:
1
S(t) = P
(
1 +
r
n
)nt
(1.1)
Esta expressa˜o tem sido usada ha´ se´culos e e´ intrigante que no in´ıcio do se´culo XVII,
antes ate´ do surgimento do Ca´lculo, algue´m percebeu que, se fazemos n crescer, os resultados
se aproximam de um valor fixo; assim nasceu a func¸a˜o exponencial. Para citar outro exemplo
mais recente, a teoria da relatividade nos diz que a massa de uma part´ıcula com velocidade
v, e´ dada pela func¸a˜o:
m(v) =
m0√
1− v2
c2
(1.2)
onde m0 e´ a massa da part´ıcula e c e´ a velocidade da luz. A importaˆncia dos modelos
matema´ticos reside tanto na linguagem concisa e clara da matema´tica como expressa˜o de
ide´ias quanto na poss´ıvel utilizac¸a˜o de um arsenal de resultados desenvolvidos durante os
u´ltimos 2500 anos. Entretanto, o crescente desenvolvimento dos computadores, a partir
da segunda guerra mundial do se´culo XX, representou um novo est´ımulo na modelagem
matema´tica posto que as calculadoras viabilizam o grande volume de ca´lculos nume´ricos que
se tornaram necessa´rios na simulac¸a˜o de processos mais complexos, com menos simplificac¸o˜es,
e na otimizac¸a˜o desses processos. Para ilustrar a importaˆncia dos modelos matema´ticos
lembremos que, como acontece em outras a´reas do conhecimento, a histo´ria da cieˆncia tem
mostrado que a conexa˜o entre fenoˆmeno f´ısico e sua representac¸a˜o matema´tica fez com que a
f´ısica e a matema´tica caminhassem juntas na teoria da gravitac¸a˜o de Newton, nos trabalhos
de Gauss, Euler e mais recentemente na teoria da relatividade, na mecaˆnica estat´ıstica e no
movimento Browniano.
Um modelo matema´tico e´ proveniente de simplificac¸o˜es do fenoˆmeno, que tornam poss´ıvel
sua formulac¸a˜o em termos matema´ticos; nem sempre estas simplificac¸o˜es condizem com a
realidade. Assim, de modo geral um modelo matema´tico retrata uma visa˜o idealizada da
realidade, simplificada o bastante para permitir ca´lculos matema´ticos, e tem como objetivo
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o entendimento do fenoˆmeno e poss´ıveis predic¸o˜es do comportamento futuro. E´ importante
entender as simplificac¸o˜es necessa´rias e as limitac¸o˜es dos modelos posto que a u´ltima palavra
estara´ sempre com a natureza. Os caminhos para se chegar ao modelo para um processo
que se quer estudar podem na˜o ser simples pois trata-se de uma atividade criativa que de-
pende de conhecimentos adquiridos previamente. A modelagem do mundo real e´ baseada no
intercaˆmbio da linguagem usual da a´rea espec´ıfica com a linguagem usada na matema´tica.
A traduc¸a˜o de leis da f´ısica ou de tabelas de dados coletados, por exemplo, em equac¸o˜es
matema´ticas e´ uma habilidade que se adquire com a experieˆncia nas a´reas envolvidas. As
varia´veis utilizadas no modelo, varia´veis dependentes e independentes, devem ser escolhidas
adequadamente respeitando sua importaˆncia pra´tica e as relac¸o˜es entre elas que sa˜o conheci-
das. E´ relevante que os esforc¸os do profissional que desenvolve o modelo sejam no sentido
da melhor representac¸a˜o matema´tica, dentro dos recursos matema´ticos e computacionais
dispon´ıveis. Para se chegar ao modelo deve-se passar pela Modelagem Matema´tica descrita
de forma resumida na sec¸a˜o seguinte.
1.2 Modelagem Matema´tica
Entende-se como modelagem matema´tica o processo de obtenc¸a˜o e validac¸a˜o de modelos
matema´ticos[1]. E´, portanto, uma forma de abstrac¸a˜o e generalizac¸a˜o de situac¸o˜es do
mundo real usando equac¸o˜es matema´ticas. Inclui tambe´m a busca de soluc¸a˜o destas equac¸o˜es
matema´ticas, interpretac¸a˜o destas soluc¸o˜es e alguma forma de validac¸a˜o do modelo.
Nesta definic¸a˜o, a modelagem matema´tica segue va´rias etapas. O esboc¸o abaixo e´ uma
tentativa de resumir os pontos principais.
(i) Entendimento da motivac¸a˜o cient´ıfica do fenoˆmeno que queremos estudar e das abor-
dagens usadas previamente. Questionamento sobre a necessidade de novas abordagens e
quais as possibilidades dispon´ıveis nesta tarefa.
(ii) Formulac¸a˜o de problema real em termos matema´ticos, isto e´, usando func¸o˜es, equac¸o˜es
alge´bricas, equac¸o˜es na˜o lineares, equac¸o˜es diferenciais, equac¸o˜es integro-diferenciais, sis-
temas de equac¸o˜es matema´ticas, etc. Nesta etapa temos de escolher as varia´veis que nos
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interessam, selecionar os dados dispon´ıveis, as leis que regem os fenoˆmenos u´teis na relac¸a˜o
entre as varia´veis, separar o todo nas partes importantes e checar as simplificac¸o˜es que na˜o
invalidam o modelo.
(iii) Soluc¸a˜o do problema matema´tico. Aqui e´ importante conhecimento e habilidade
de manipular os me´todos matema´ticos dispon´ıveis. Talvez seja necessa´rio voltar ao item
anterior, com novas simplificac¸o˜es que viabilizem a soluc¸a˜o matema´tica do modelo. Nesta
etapa aparecem as concluso˜es matema´ticas da modelagem.
(iv) Interpretac¸a˜o dos resultados obtidos. E´ poss´ıvel a verificac¸a˜o experimental dos re-
sultados? Pode-se comparar a soluc¸a˜o obtida com as provenientes de outras abordagens?
Existem outras formas de validac¸a˜o do modelo?
Na matema´tica e´ usual valorizar excessivamente a etapa (iii), inclusive como motivac¸a˜o
para criac¸a˜o de novos me´todos matema´ticos. Mas quando o interesse esta´ na modelagem, as
etapas (i) a (iv) sa˜o igualmente importantes.
Quantidades que de alguma forma influenciam a dinaˆmica de um processo sa˜o
denominadas varia´veis ou paraˆmetros. Em geral as varia´veis sa˜o quantidades que mudam
com o tempo. Na representac¸a˜o do processo usamos varia´veis independentes, por exemplo
(x, y, z, t) e´ usado para representar uma posic¸a˜o no espac¸o (x, y, z) no tempo t. Tambe´m
usamos varia´veis dependentes, que, como o nome diz, podem depender de estados anteriores,
das varia´veis independentes e de outros dados. A relac¸a˜o entre estas varia´veis e´ o pro´prio
modelo. Os paraˆmetros sa˜o valores auxiliares que podem na˜o mudar durante o processo. Em
geral os paraˆmetros proveˆm de medidas experimentais, como por exemplo o coeficiente de
difusa˜o te´rmica usado no modelo da distribuic¸a˜o de temperatura num meio, a constante da
mola e a porosidade de um meio poroso. Os paraˆmetros podem ainda surgir de observac¸o˜es de
dados estat´ısticos dispon´ıveis como, por exemplo, a taxa de crescimento de uma populac¸a˜o.
1.3 Modelos Usando Equac¸o˜es Diferenciais
Como vimos, os modelos sa˜o representac¸o˜es, na linguagem matema´tica, das caracter´ısticas
relevantes de uma situac¸a˜o que queremos entender e usar para fazer predic¸o˜es. De um modo
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geral os modelos sa˜o equac¸o˜es escritas usando s´ımbolos matema´ticos que resumem de forma
simplificada parte de fatos que ocorrem no mundo real. Nesta formulac¸a˜o, as inco´gnitas que
nos interessam e que, em geral sa˜o func¸o˜es de outras varia´veis.
Nas aplicac¸o˜es encontramos numerosos fenoˆmenos nos quais a taxa de variac¸a˜o de algu-
mas quantidades presentes no modelo esta˜o relacionadas entre elas e a`s outras varia´veis do
modelo. Neste caso as inco´gnitas do modelo sa˜o func¸o˜es que aparecem sob a operac¸a˜o de
diferenciac¸a˜o e na matema´tica sa˜o catalogadas como Equac¸o˜es Diferenciais. As equac¸o˜es
diferenciais representam um papel importante ha´ mais de quatro se´culos principalmente
por que elas representam os princ´ıpios ba´sicos da f´ısica que sa˜o usados na compreensa˜o da
natureza. Por exemplo, sa˜o equac¸o˜es diferenciais as representac¸o˜es dos princ´ıpios de con-
servac¸a˜o de massa, de energia e do momento do sistema. Vamos citar alguns exemplos de
fenoˆmenos cuja representac¸a˜o matema´tica envolve taxas de variac¸a˜o.
Exemplo 1. A taxa de decaimento de uma substaˆncia radioativa, e a quantidade de
radiac¸a˜o que ela emite, e´, em cada momento, proporcional a sua massa m(t) naquele instante.
Desta forma o processo de desintegrac¸a˜o e´ a equac¸a˜o diferencial ordina´ria de primeira ordem:
dm(t)
dt
= −am(t). (1.3)
Nesta equac¸a˜o o paraˆmetro a > 0 representa o coeficiente de proporcionalidade, uma
caracter´ıstica do material radioativo. O sinal negativo reflete o decaimento da radioatividade
com o passar do tempo.
Exemplo 2. Num modelo bem simplificado podemos admitir que o crescimento de uma
populac¸a˜o e´ proporcional a` populac¸a˜o existente. Assim o modelo simplificado seria:
dp(t)
dt
= ap(t). (1.4)
Para melhorar o modelo precisamos considerar as restric¸o˜es alimentares, a competic¸a˜o entre
espe´cies, etc.
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Exemplo 3. Quando um objeto quente, com temperatura T , e´ colocado em um ambiente
com temperatura T0 (que se presume constante), o objeto esfria a uma taxa que e´ propor-
cional a` diferenc¸a entre sua temperatura no instante t e a temperatura circundante, T - T0.
Assim, o resfriamento do objeto tem como modelo a lei do resfriamento de Newton:
dT (t)
dt
= −a [T (t)− T0] . (1.5)
Nos exemplos acima as func¸o˜es inco´gnitas dependem apenas do tempo e suas taxas
de variac¸a˜o sa˜o derivadas de func¸o˜es de uma u´nica varia´vel. Sa˜o exemplos de Equac¸o˜es
Diferenciais Ordina´rias, cuja expressa˜o geral e´:
dy(t)
dt
= f(t, y), y(0) = y0 (1.6)
na qual f representa a relac¸a˜o entre as varia´veis e y0 e´ a condic¸a˜o inicial.
No caso de mais de uma varia´vel independente temos as Equac¸o˜es Diferenciais Parciais,
mais real´ısticas quando representamos o mundo real, tridimensional e tambe´m a variac¸a˜o
no tempo. Por exemplo, o princ´ıpio de conservac¸a˜o de massa numa regia˜o do espac¸o tridi-
mensional, considerando que na˜o ha´ fonte de massa, e´ representado pela equac¸a˜o diferencial
parcial, conhecida como equac¸a˜o da continuidade [9]:
∂ρ
∂t
+
∂
∂x
(ρux) +
∂
∂y
(ρuy) +
∂
∂z
(ρuz) = 0 (1.7)
Nesta equac¸a˜o a inco´gnita e´ a velocidade no ponto (x, y, z) no instante t , ρ(x, y, z, t) a
densidade e o vetor u(x, y, z, t) = (ux, uy, uz) representa a velocidade no meio.
O ideal da modelagem matema´tica e´ tambe´m encontrar me´todos matema´ticos que fornec¸am
soluc¸o˜es exatas para os modelos, isto e´, suas soluc¸o˜es anal´ıticas. Por exemplo, o modelo
apresentado no exemplo 1 tem como soluc¸a˜o anal´ıtica a func¸a˜o m(t) = m0.exp(−at), onde
m0 e´ a massa da substaˆncia radioativa no instante inicial. Entretanto em problemas mais
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complexos, como por exemplo a equac¸a˜o da continuidade em regio˜es com geometria irregular,
dificilmente conhecemos a soluc¸a˜o anal´ıtica. A dificuldade em obter soluc¸o˜es analiticas fa-
voreceu o desenvolvimento de me´todos nume´ricos para calcular soluc¸o˜es aproximadas. Em-
bora muitos me´todos nume´ricos eficientes ja´ fossem usados antes do se´culo XX a questa˜o
do ca´lculo nume´rico restringia bastante sua utilizac¸a˜o em modelos mais real´ısticos. O de-
senvolvimento dos computadores nos u´ltimos sessenta anos ampliou de forma expressiva
a gama de problemas que podem ser investigados usando aproximac¸o˜es fornecidas por
me´todos nume´ricos. Presenciamos um crescente desenvolvimento de programas computa-
cionais, chamados simuladores em algumas a´reas, que tem como modelo sistemas de equac¸o˜es
diferenciais que incorporam mais e mais as complexidades dos fenoˆmenos em estudo.
1.4 Processos Difusivos: Equac¸o˜es Parabo´licas
Nesta sec¸a˜o vamos usar o Princ´ıpio da conservac¸a˜o de Energia, na forma de calor,
para obter uma equac¸a˜o diferencial que representa matematicamente este princ´ıpio. Esta e´
a Equac¸a˜o do Calor, proto´tipo das equac¸o˜es parabo´licas que sa˜o amplamente usadas no
estudo de processos difusivos.
Para obter a versa˜o bidimensional desta equac¸a˜o, consideremos uma placa homogeˆnea
fina R = {(x, y) ∈ <2; 0 < x < L e 0 < y < M}, isolada de modo que nenhum calor flua
atrave´s de suas faces, Fig. 1.1, isto e´, que o fluxo de calor na placa se realiza apenas na
direc¸a˜o dos eixos x e y. Ale´m disso, suponhamos que a temperatura na placa seja uniforme
em cada sec¸a˜o perpendicular aos eixos coordenados.
O Princ´ıpio da Conservac¸a˜o do calor nos diz que : A quantidade de calor acumulado
numa regia˜o R, por unidade de tempo, e´ igual a` resultante do fluxo de calor que passa pela
fronteira de R somado a` quantidade de calor gerado no interior de R, por unidade de tempo.
Os s´ımbolos matema´ticos podem ser usados para rescrever cada uma das treˆs parcelas
que esta˜o presentes no balanc¸o acima: termo de acumulac¸a˜o, termo do fluxo e o termo de
gerac¸a˜o. Esta e´ a forma de obter uma equac¸a˜o matema´tica que represente um princ´ıpio
f´ısico.
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Fig. 1.1: Placa retangular homogeˆnea.
Vamos detalhar cada uma das parcelas separadamente considerando uma porc¸a˜o ar-
bitra´ria da placa R, definida por Rp = {(x, y)/x¯ ≤ x ≤ x¯ + ∆x e y¯ ≤ y ≤ y¯ + ∆y},
conforme Fig. 1.2.
Fig. 1.2: Porc¸a˜o da placa R.
A quantidade de calor, 4Q, que se acumula em qualquer porc¸a˜o de uma placa e´ propor-
cional ao produto de sua massa m pela taxa de variac¸a˜o da temperatura, aqui representada
pela func¸a˜o T (x, y, t):
4Q = cm∂T
∂t
, (1.8)
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para uma constante positiva c, conhecida como calor espec´ıfico do material que compoˆe o
corpo representado matematicamente por R. Dessa forma, se ρ designa a densidade do
material(massa por unidade de a´rea), enta˜o, em raza˜o de (1.8) a quantidade de calor que se
acumula em Rp por unidade de tempo, e´ :
∂Q
∂t
= cρ4x4y∂T
∂t
, (1.9)
sendo
∂T
∂t
calculada em algum ponto de Rp .
Passemos ao ca´lculo do fluxo que atravessa a fronteira de Rp. A lei de Fourier nos diz
que o fluxo de calor que passa atrave´s de uma superf´ıcie e´ proporcional a` derivada normal
da temperatura. No caso da placa Rp, Fig. 1.2, o fluxo de calor se da´ nas sec¸o˜es retas
localizadas na direc¸a˜o dos eixos coordenados e, portanto, a taxa de variac¸a˜o do fluxo de
calor num ponto (x, y), por unidade de a´rea e unidade de tempo pode ser escrito em termos
do gradiente da temperatura neste ponto:
−kx∂T
∂x
− ky ∂T
∂y
. (1.10)
Esta e´ a Equac¸a˜o Constitutiva que informa como se difunde o calor no material que
compo˜e a placa, e as constantes de proporcionalidades kx e ky sa˜o chamadas coeficientes de
condutividade te´rmica, uma caracter´ıstica do material. Sendo kx e ky positivos, e como o
fluxo ocorre na direc¸a˜o da diminuic¸a˜o da temperatura, o sinal negativo em (1.10) e´ necessa´rio.
Adotando a convenc¸a˜o de sinais dos eixos x e y, o calor que entra em Rp, na direc¸a˜o x e´:
kx4y∂T
∂x
(x¯, y, t) (1.11)
e o que sai:
−kx4y∂T
∂x
(x¯+4x, y, t), (1.12)
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com y¯ ≤ y ≤ y¯ + ∆y.
Analogamente, na direc¸a˜o y o calor que entra e que sai e´, respectivamente:
ky4x∂T
∂y
(x, y¯, t) e − ky4x∂T
∂y
(x, y¯ +4x, t) , (1.13)
com x¯ ≤ x ≤ x¯+ ∆x.
Assim, o fluxo de calor resultante (o calor que entra menos o calor que sai) e´:
kx4y
[
∂T
∂x
(x+4x, y, t)− ∂T
∂x
(x, y, t)
]
+
ky4x
[
∂T
∂y
(x, y +4y, t)− ∂T
∂y
(x, y, t)
]
. (1.14)
O terceiro termo do balanc¸o de energia, que representa o calor gerado, por unidade de
a´rea e unidade de tempo, no interior de Rp sera´ escrito em termos de uma func¸a˜o f(x, y, t).
Assim, a quantidade de calor gerada em Rp, por unidade de tempo, sera´ dada por :
4x4yf (x, y, t) . (1.15)
Usando (1.9), (1.14) e (1.15) no princ´ıpio de conservac¸a˜o de calor, teremos:
cρ
∂T
∂t
= kx
1
4x
[
∂T
∂x
(x+4x, y, t)− ∂T
∂x
(x, y, t)
]
+
ky
1
4y
[
∂T
∂y
(x, y +4y, t)− ∂T
∂y
(x, y, t)
]
+ f (x, y, t) , (1.16)
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e passando ao limite quando 4x e 4y tendem a zero, obtemos
a2
∂T
∂t
= kx
∂2T
∂x2
+ ky
∂2T
∂y2
+ f(x, y, t), (1.17)
onde a constante cρ foi substitu´ıda por a2 para ressaltar que ela e´ positiva. Esta equac¸a˜o e´
conhecida tambe´m como a equac¸a˜o da difusa˜o bidimensional.
Os problemas f´ısicos teˆm condic¸o˜es de contorno que devem descrever matematica-
mente o que esta´ acontecendo no contorno do corpo em estudo. Ale´m da raza˜o f´ısica, adi-
cionar condic¸o˜es extras a` equac¸a˜o diferencial e´ crucial na descric¸a˜o do problema, do ponto
de vista matema´tico. Em outras palavras, o conjunto equac¸a˜o diferencial, condic¸o˜es de
contorno e condic¸o˜es iniciais, deve ser um problema bem posto: ter uma u´nica soluc¸a˜o
e esta soluc¸a˜o deve depender continuamente dos dados do problema (pequenas pertubac¸o˜es
nos dados implicam em pequenas variac¸o˜es da soluc¸a˜o).
Atrave´s da condic¸a˜o inicial informamos como e´ a soluc¸a˜o no in´ıcio do processo em estudo,
T (x, y, t) = 0. No caso da equac¸a˜o do calor (1.17), a condic¸a˜o inicial e´ uma func¸a˜o que traduz
a distribuic¸a˜o da temperatura no tempo que consideramos inicial:
T (x, y, 0) = T0(x, y), 0 ≤ x ≤ L e 0 ≤ y ≤M.
As condic¸o˜es de contornos devem ser usadas nas sec¸o˜es retas localizadas nos eixos coor-
denados, as quais podem ser dos seguintes tipos.
Se a temperatura e´ conhecida nos extremos, temos condic¸o˜es do tipo Dirichlet:
T (0, y, t) = f1(y, t) e T (L, y, t) = f2(y, t);
T (x, 0, t) = g1(x, t) e T (x,M, t) = g2(x, t), t ≥ 0.
Se o fluxo de calor e´ conhecido, incluindo o caso de fronteiras isoladas:
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h1(y, t) = h2(y, t) = 0 e w1(y, t) = w2(y, t) = 0, temos Condic¸o˜es de Newmann:
∂T
∂x
(0, y, t) = h1(y, t) e
∂T
∂x
(L, y, t) = h2(y, t);
∂T
∂y
(x, 0, t) = w1(x, t) e
∂T
∂y
(x,M, t) = w2(x, t), t ≥ 0.
Se a temperatura da vizinhanc¸a da fronteira e´ conhecida, temos Condic¸o˜es Mista.
Neste caso podemos utilizar a Lei de Fourier para obter as seguinte relac¸o˜es:[6]
∂T
∂x
(0, y, t) = λ1[T (0, y, t)− f1(y, t)] e ∂T
∂x
(L, y, t) = λ2 [T (L, y, t)− f2(y, t)] ;
∂T
∂y
(x, 0, t) = µ1[T (x, 0, t)− g1(x, t)] e ∂T
∂y
(x, 0, t) = µ2[T (x,M, t)− g2(x, t)], t ≥ 0.
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Cap´ıtulo 2
O Me´todo dos Volumes Finitos
2.1 Introduc¸a˜o
O me´todo dos volumes finitos e´ um me´todo de discretizac¸a˜o que e´ utilizado para obter
a soluc¸a˜o nume´rica de va´rios tipos de equac¸o˜es diferenciais, a partir da integrac¸a˜o da
equac¸a˜o diferencial em uma regia˜o, chamada volume de controle. Este me´todo tem sido
usado com sucesso na dinaˆmica dos fluidos, em particular para encontrar a aproximac¸a˜o da
soluc¸a˜o para problemas complexos em va´rias a´reas da cieˆncia e da engenharia, como por
exemplo simulac¸a˜o para aumentar a eficieˆncia da recuperac¸a˜o do petro´leo dispon´ıvel num
reservato´rio[5].
Uma caracter´ıstica importante do me´todo dos volumes finitos e´ que em cada volume
discretizado, a grandeza f´ısica em questa˜o, por exemplo a massa, obedece a` uma lei de con-
servac¸a˜o, ou seja, sua quantidade permanece conservada a n´ıvel discreto. Esta caracter´ıstica
torna o me´todo dos volumes finitos muito u´til quando se quer modelar problemas para os
quais o fluxo e´ importante, como por exemplo, na mecaˆnica dos fluidos.
O fluxo de uma grandeza, como massa ou energia, e´ definido pela quantidade dessa
grandeza que atravessa uma regia˜o com a´rea A, por unidade de tempo. Em geral, sa˜o os
experimentos f´ısicos que nos informam as caracter´ısticas do fluxo da grandeza em estudo.
Por exemplo, a lei de Fourier estabelece a relac¸a˜o entre o fluxo de calor e a derivada normal
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da temperatura, conforme (1.10).
A quantidade de uma grandeza U que atravessa as fronteiras de um volume de controle
V por unidade de tempo, e´ calculada pelo balanc¸o na fronteira, isto e´, pela diferenc¸a entre
o fluxo que entra e o que sai de V . Os fluxos, de um modo geral, sa˜o classificados em [7]:
• Fluxos convectivos, que esta˜o associados a` velocidade do fluido. Por exemplo, se U
for a temperatura, o fluxo convectivo seria o fluxo de calor devido ao escoamento de
a´gua quente de uma regia˜o mais quente para a regia˜o onde a a´gua estivesse mais fria.
• Fluxos difusivos, que sa˜o causados pela na˜o-uniformidade da distribuic¸a˜o espacial de
U . Novamente, considerando U como temperatura, surge um fluxo de calor na direc¸a˜o
x, por exemplo, quando ha´ um gradiente de temperatura presente nessa direc¸a˜o. A
componente do fluxo de calor na direc¸a˜o x, dada por k
∂U
∂x
, onde k e´ o coeficiente de
condutividade te´rmica do meio, aparece no sentido da temperatura mais alta para a
mais baixa. Como vemos, a natureza do fluxo difusivo e´ diferente do convectivo, pois
mesmo sem movimento do fluxo pode ocorrer fluxo difusivo.
O resultado do balanc¸o da grandeza que cruza a fronteira de V somado a` produc¸a˜o de U
em V , e´ proporcional a` variac¸a˜o temporal de U dentro do volume de controle.
Dessa forma, considerando apenas fluxo difusivo, podemos escrever a lei de conservac¸a˜o
de uma grandeza U em um volume de controle V:
Taxa de variac¸a˜o temporal elevado de U em V = Entrada
de U em V + Produc¸a˜o de U em V.
Na expressa˜o acima consideramos produc¸a˜o positiva(gerac¸a˜o) ou negativa(sumidouro).
A seguir vamos usar o me´todo dos volumes finitos para obter equac¸o˜es discretizadas
associadas a esta expressa˜o, e que sera˜o usadas na obtenc¸a˜o de soluc¸o˜es aproximadas para
uma equac¸a˜o diferencial difusiva.
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2.2 Discretizac¸a˜o Conservativa da Lei de Conservac¸a˜o
Suponhamos que o fluxo de uma grandeza U seja representado pela func¸a˜o vetorial ~F . O
modelo matema´tico que representa uma lei de conservac¸a˜o de U , num domı´nio Ω, e´ a equac¸a˜o
diferencial
Ut = ∇. ~F +Q, (2.1)
onde Q e´ o termo fonte, que representa a produc¸a˜o de U em Ω.
Como veremos adiante, devemos discretizar o domı´nio, isto e´, gerar uma malha que sera´
usada na divisa˜o de Ω em volumes de controle Ωj .
O me´todo dos volumes finitos consiste em integrar a equac¸a˜o diferencial em cada volume
de controle, isto e´, transformar (2.1) na equac¸a˜o diferencial
∫
Ωj
∂U
∂t
dΩ =
∫
Ωj
∇. ~FdΩ +
∫
Ωj
QdΩ. (2.2)
A integral da divergeˆncia de um vetor de func¸o˜es no volume de controle Ωj e´ pelo teorema
de Gauss igual a` integral de superf´ıcie de ~n.~F :
∫
Ωj
∇. ~FdΩ =
∮
∂Ωj
~n. ~Fds, (2.3)
onde ∂Ωj e´ o contorno fechado de Ωj e ~n o vetor unita´rio normal a ∂Ωj. Assim, teremos:
∫
Ωj
∂U
∂t
dΩ =
∮
∂Ωj
~n. ~Fds+
∫
Ωj
QdΩ. (2.4)
Esta e´ a equac¸a˜o ba´sica do Me´todo dos Volumes Finitos que tem como uma de suas
principais vantagens trabalhar com as componentes dos fluxos sobre o contorno do domı´nio.
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A partir de (2.4) devemos aproximar as integrais para se chegar na forma discretizada
da lei de conservac¸a˜o.
Em resumo, o me´todo consiste em 4 etapas:
• Divisa˜o do domı´nio da equac¸a˜o diferencial em volumes de controle finitos;
• Integrac¸a˜o da equac¸a˜o diferencial nos volumes de controle;
• Discretizac¸a˜o de cada integral de modo a obter um conjunto de equac¸o˜es alge´bricas;
• Soluc¸a˜o do sistema de equac¸o˜es resultantes, empregando me´todos nume´ricos.
2.3 Malhas e Volumes de Controle
Uma malha e´ um conjunto de linhas que se intersectam em pontos que sa˜o os no´s. Dessa
forma, cada no´ da malha pode ser conceptualizado como o ponto representativo do volume
de controle que o rodeia. A malha deve abranger todo o domı´nio f´ısico da soluc¸a˜o e os seus
no´s sa˜o os pontos onde a varia´vel dependente, temperatura para o caso da conduc¸a˜o de calor,
assumira´ valores que sa˜o a soluc¸a˜o da equac¸a˜o discretizada.
Dentre os poss´ıveis tipos de malhas, podemos ter malhas estruturadas, que apresen-
tam uma estrutura ou regularidade entre os pontos na distribuic¸a˜o espacial e malhas na˜o-
estruturadas, devido a` ausencia de regularidade na distribuic¸a˜o dos pontos.
Em malhas estruturadas, as fronteiras dos volumes de controle sa˜o definidas pelas
mediatrizes dos segmentos que unem dois no´s consecutivos, conforme Fig. 2.1.
Apesar dessa figura induzir tal racioc´ınio, uma malha estruturada na˜o tem necessaria-
mente que ter um espac¸amento uniforme. No caso da malha ser uniforme, o no´ que repre-
senta um determinado volume de controle se localizara´ no centro geome´trico desse volume,
tal como se pode observar na Fig. 2.2, que representa um volume de controle interno, isto
e´, que na˜o possui nenhuma face no contorno.
A notac¸a˜o usada tambe´m e´ apresentada na Fig. 2.2. As interfaces dos volumes de controle
sa˜o denotadas por e, w, n e s e suas dimenso˜es sa˜o ∆x na direc¸a˜o do eixo x e ∆y na direc¸a˜o
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Fig. 2.1: Malha em coordenadas cartesianas (linhas cheias) e volumes de controle
(linhas tracejadas).
do eixo y. As outras dimenso˜es como por exemplo ∆xEP ou ∆yPS, sa˜o auto-explicativas.
Neste caso, em que a malha e´ uniforme, ∆xEP = ∆xPW = ∆x e ∆yNP = ∆yPS = ∆y. As
varia´veis qe, qw, qn e qs representam os fluxos nas interfaces dos volumes de controle.
Fig. 2.2: Volume de controle interno
No pro´ximo cap´ıtulo utilizaremos o me´todo dos volumes finitos na discretizac¸a˜o da
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equac¸a˜o da conduc¸a˜o de calor bidimensional utilizando uma malha estruturada com espac¸amentos
uniformes.
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Cap´ıtulo 3
Uma aplicac¸a˜o: conduc¸a˜o do calor
Consideremos a equac¸a˜o da conduc¸a˜o te´rmica bidimensional, transiente e com termo fonte,
deduzida no Cap´ıtulo 1. Assim sendo, procuramos a temperatura T (x, y, t) que e´ governada
por (1.17):
cρ
∂T
∂t
= kx
∂2T
∂x2
+ ky
∂2T
∂y2
+ f, (3.1)
onde (x, y) ∈ R, uma regia˜o do plano (x, y), t ≥ 0, ρ(x, y, t) > 0 e´ a densidade do meio,
c(x, y, t) > 0 e´ o calor espec´ıfico do material pelo qual o calor e´ conduzido, kx(x, y, t) > 0
e ky(x, y, t) > 0 sa˜o os coeficientes de condutividade te´rmica nas direc¸o˜es x e y, respectiva-
mente, e f(x, y, t) o termo fonte.
A equac¸a˜o (3.1) pode ser rescrita usando o operador divergente:
∂
∂t
(cρT ) = ∇. →F +f, (3.2)
onde
→
F= kx
∂T
∂x
~i+ ky
∂T
∂y
~j (3.3)
denota o fluxo que passa atrave´s das faces.
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No caso em que R e´ um retaˆngulo
R = {(x, y); 0 < x < l1 e 0 < y < l2} , (3.4)
a malha usada na discretizac¸a˜o espacial sera´:
xi =
(
2i− 1
2
)
∆x i = 0 : m1, onde (m1 − 1)∆x = l1
yj =
(
2j − 1
2
)
∆y j = 0 : m2, onde (m2 − 1)∆y = l2,
Na varia´vel tempo, tomaremos tn = n∆t, n = 0, 1, .... Denotaremos por T
n
i,j a
aproximac¸a˜o de T (x, y, t) no ponto da malha (xi, yj) no tempo tn, isto e´,
T ni,j
∼= T (xi, yj, tn). (3.5)
A Fig. 2.1 ilustra os volumes de controle definidos pela malha.
Integrando (3.2) no volume de controle V de refereˆncia, Fig. 2.2, e no intervalo de tempo
[tn , tn+1], obtemos: ∫ tn+1
tn
∫
V
∂ (cρT )
∂t
dV dt =
∫ tn+1
tn
∫
V
∇. →F dV dt+∫ tn+1
tn
∫
V
fdV dt. (3.6)
Considerando c e ρ constantes e supondo suavidade de
∂T
∂t
, podemos inverter a ordem de
integrac¸a˜o do lado esquerdo de (3.6):
cρ
∫
V
∫ tn+1
tn
∂T
∂t
dtdV =
∫ tn+1
tn
∫
V
∇. →F dV dt+
∫ tn+1
tn
∫
V
fdV dt. (3.7)
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3.1 Desenvolvimento do termo transiente
Usando o teorema fundamental do ca´lculo, teremos:
cρ
∫
V
∫ tn+1
tn
∂T
∂t
dtdV = cρ
∫
V
(
T n+1 − T n) dV
∼= cρ (T n+1P − T nP )∆V, (3.8)
onde na u´ltima passagem usamos a fo´rmula de integrac¸a˜o dos retaˆngulos(ponto me´dio).
3.2 Desenvolvimento do termo divergente
Aplicando o teorema da Divergeˆncia de Gauss, podemos transformar a integral no volume
em uma integral de linha:
∫ tn+1
tn
∫
V
∇. →F dV dt =
∫ tn+1
tn
∮
S
~n.
→
F dS, (3.9)
sendo S o contorno fechado do volume V e ~n um vetor unita´rio normal a S que aponta para
fora de S. Por outro lado:
∮
S
~n.
→
F dS =
∑
q
∫
Sq
~n.
→
F dS, (3.10)
onde q representa as interfaces e, w, n, s, Fig. 2.2. Como mostra esta figura, ~n = (1, 0) na
interface e,
→
n= (−1, 0) na interface w, →n= (0, 1) na interface n e →n= (0,−1) na interface s.
Assim, por (3.3):
∮
S
~n.
→
F dS =
∫
Se
kx
∂T
∂x
dS −
∫
Sw
kx
∂T
∂x
dS +
∫
Sn
ky
∂T
∂y
dS −
∫
Ss
ky
∂T
∂y
dS. (3.11)
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Utilizando a regra do ponto me´dio, aproximamos cada uma das integrais em (3.11) pelo
produto do integrando no ponto me´dio de cada interface por seu comprimento. Por exemplo:
∫
Se
kx
∂T
∂x
dS ∼= ∆y
(
kx
∂T
∂x
) ∣∣∣∣∣
e
, (3.12)
onde
(
kx
∂T
∂x
) ∣∣∣∣∣
e
e´ o valor do fluxo no ponto me´dio da interface e. Assim,
∮
S
~n.
→
F dS ∼=[(
kx
∂T
∂x
) ∣∣∣∣∣
e
−
(
kx
∂T
∂x
) ∣∣∣∣∣
w
]
∆y +
[(
ky
∂T
∂y
) ∣∣∣∣∣
n
−
(
ky
∂T
∂y
) ∣∣∣∣∣
s
]
∆x. (3.13)
Considerando kx e ky constantes e aproximando os termos difusivos por diferenc¸as cen-
trais, por exemplo,
(
kx
∂T
∂x
) ∣∣∣∣∣
e
∼= kx
(
TE − TP
∆x
)
, (3.14)
com erro de ordem (∆x)2, teremos
∮
S
~n.
→
F dS ∼=
[
kx
(
TE − TP
∆x
)
− kx
(
TP − TW
∆x
)]
∆y +
[
ky
(
TN − TP
∆y
)
− ky
(
TP − TS
∆y
)]
∆x, (3.15)
com erro de truncamento de ordem O
[
(∆x)2 + (∆y)2
]
. Dessa forma, o lado direito de (3.15)
fica:
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F (T (t)) = −2
(
kx
∆y
∆x
+ ky
∆x
∆y
)
TP (t) +
(
kx
∆y
∆x
)
TE(t) +
(
kx
∆y
∆x
)
TW (t) +
(
ky
∆x
∆y
)
TN(t) +
(
ky
∆x
∆y
)
TS(t). (3.16)
Assim, obtemos a aproximac¸a˜o para (3.9):
∫ tn+1
tn
∫
V
∇. →F dV dt ∼=
∫ tn+1
tn
F (T (t))dt, (3.17)
com erro de truncamento de ordem O
[
(∆x)2 + (∆y)2
]
.
O lado direito de (3.17) so´ pode ser integrado se fizermos alguma aproximac¸a˜o temporal
para F , utilizando as regras usuais de integrac¸a˜o nume´rica.
Vamos considerar as seguinte aproximac¸o˜es:
(i) ∫ tn+1
tn
F (T (t))dt ∼= F (T n)∆t, (3.18)
com erro de ordem ∆t.
(ii) ∫ tn+1
tn
F (T (t))dt ∼= F (T n+1)∆t, (3.19)
com erro da ordem de ∆t.
(iii) ∫ tn+1
tn
F (T (t))dt ∼=
[
F (T n+1) + F (T n)
2
]
∆t, (3.20)
com erro da ordem de (∆t)2, pois esta aproximac¸a˜o e´ a regra dos trape´zios.[7]
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As treˆs formulac¸o˜es anteriores podem ser generalizadas pela expressa˜o
∫ tn+1
tn
F (T (t))dt ∼= [θF (T n+1) + (1− θ)F (T n)]∆t, (3.21)
em que θ e´ uma constante real que varia entre 0 e 1.
3.3 Equac¸a˜o (3.1) discretizada
Inicialmente discretizamos o termo fonte, usando a metodologia da sec¸a˜o anterior, isto e´:
∫ tn+1
tn
∫
V
fdV dt ∼=
∫ tn+1
tn
fP∆V dt
∼= [θfn+1P + (1− θ) fnP ]∆V∆t, (3.22)
onde θ varia entre 0 e 1 e fP e´ valor de f no centro do volume de controle V de refereˆncia,
Fig. 2.2.
Reunindo todos os termos de (3.7), na forma discretizada, obtemos:
cρ
(
T n+1P − T nP
)
∆V =
[
θF (T n+1) + (1− θ)F (T n)]∆t+
[
θfn+1P + (1− θ) fnP
]
∆V∆t. (3.23)
Dividindo por ∆V∆t, teremos:
T n+1P − T nP
∆t
=
1
cρ
[
θF (T n+1) + (1− θ)F (T n)
∆V
+ θfn+1P + (1− θ) fnP
]
, (3.24)
que e´ a forma discretizada de (3.1), utilizando o me´todo dos volumes finitos.
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3.4 Formulac¸o˜es Expl´ıcita, Impl´ıcita e de Crank-Nicolson
De acordo com os valores assumidos por θ em (3.24), obteremos me´todos nume´ricos expl´ıcito,
implicito e de Crank-Nicolson para (3.1). A seguir detalhamos estes me´todos.
3.4.1 O Me´todo Expl´ıcito
Fazendo θ = 0 em (3.24), o me´todo de discretizac¸a˜o e´ o Me´todo Explicito definido por
T n+1P − T nP
∆t
=
1
cρ
[
F (T n)
∆V
+ fnP
]
. (3.25)
Levando em conta as expresso˜es dos erros das discretizac¸o˜es no espac¸o, (3.15), e no tempo,
(3.18), verificamos que o erro de truncamento da aproximac¸a˜o definida por (3.25) e´ de ordem
O
[
∆t+ (∆x)2 + (∆y)2
]
.
Com este me´todo, o valor de TP no instante tn+1, T
n+1
P , pode ser encontrado explicita-
mente em func¸a˜o dos valores da temperatura em P e nos no´s vizinhos no instante tn.
Substituindo os pontos nodais de (3.25) pelos seus respectivos ı´ndices, definidos na Fig.
2.2, obtemos:
T n+1i,j − T ni,j
∆t
=
1
cρ
[
kx
T ni+1,j − 2T ni,j + T ni−1,j
∆x2
+ ky
T ni,j+1 − 2T ni,j + T ni,j−1
∆y2
]
+
1
cρ
fni,j, (3.26)
onde T ni,j
∼= T (xi, yj, tn), i = 2 : (m1 − 1) , j = 2 : (m2 − 1) e n = 0, 1, ....
Explicitando T n+1i,j em func¸a˜o dos demais termos, teremos:
T n+1i,j = [1− 2 (α + λ)]T ni,j + α
(
T ni+1,j + T
n
i−1,j
)
+ λ
(
T ni,j+1 + T
n
i,j−1
)
+
∆t
cρ
fni,j, (3.27)
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com α =
∆t
cρ
kx
∆x2
e λ =
∆t
cρ
ky
∆y2
.
Na Fig. 3.1, assinalamos os pontos envolvidos em cada passo do processo. Designamos
por “X” os pontos nos quais T e´ conhecida e usada para as aproximac¸o˜es nos pontos
assinalados por“O”.
Fig. 3.1: Esquema para o Me´todo Expl´ıcito.
A precisa˜o da aproximac¸a˜o obtida em (3.27) pode ser melhorada com o refinamento
da malha, isto e´, pela diminuic¸a˜o dos valores de ∆x, ∆y e ∆t, uma vez que o erro e´
O
[
∆t+ (∆x)2 + (∆y)2
]
. Neste caso, o nu´mero de pontos nodais aumenta com o decre´scimo
de ∆x e ∆y, e o nu´mero de intervalos de tempo necessa´rios para calcular a aproximac¸a˜o
ate´ o tempo final tambe´m aumenta com a diminuic¸a˜o de ∆t. Logo, o tempo de computac¸a˜o
aumenta com o refinamento da malha.
Uma vez escolhidos ∆x e ∆y, o valor de ∆t nem sempre pode ser escolhido arbitraria-
mente. De fato ele e´ determinado pelas exigeˆncias da estabilidade.
Uma maneira de analisar a estabilidade e´ escrevendo os valores T ni,j = T (xi, yj, tn) na
forma
T ni,j = Φ
neIQxieIRyj , (3.28)
em que I =
√−1, Φn sua amplitude no instante n, Q e R os nu´meros de onda nas direc¸o˜es
x e y, respectivamente.
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Para que Ti,j na˜o aumente sem limites, nenhuma das amplitudes Φ em (3.28) pode crescer
arbitrariamente. Esta te´cnica e´ conhecida como ana´lise de estabilidade de von Neumann.[16]
Como exemplo de aplicac¸a˜o, vamos obter o crite´rio de estabilidade para a discretizac¸a˜o
(3.27), no caso particular em que f(x, y, t) = 0.
Dessa forma, devemos substituir cada termo de (3.27) usando (3.28), isto e´, vamos
substituir
T n+1i,j = Φ
n+1eIQxieIRyj
T ni±1,j = Φ
neIQ(xi±∆x)eIRyj
T ni,j±1 = Φ
neIQxieIR(yj±∆y).
em (3.27). Assim, obtemos:
Φn+1eIQxieIRyj = [1− 2 (α + λ)] ΦneIQxieIRyj+
αΦn
[
eIQ(xi+∆x)eIRyj + eIQ(xi−∆x)eIRyj
]
+
λΦn
[
eIQxieIR(yj+∆y) + eIQxieIR(yj−∆y)
]
. (3.29)
Podemos dividir os dois lados dessa equac¸a˜o pelo fator comun eIQxieIRyj e agrupar termos,
obtendo
Φn+1 = Φn
[
1− 2 (α + λ) + α (eIQxi + e−IQxi)+ λ (eIRyj + e−IRyj)] . (3.30)
Os termos que envolvem as exponenciais complexas podem ser simplificadas por meio das
identidades
eIQxi + e−IQxi = 2cos (Q∆x)
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eIRyj + e−IRyj = 2cos (R∆y)
que substituidas em (3.30), fatorando os termos comuns, fornece
Φn+1 = Φn [1 + 2α (cos (Q∆x)− 1) + 2λ (cos (R∆y)− 1)]
= GΦn. (3.31)
O termo G,
G = 1 + 2α (cos (Q∆x)− 1) + 2λ (cos (R∆y)− 1) (3.32)
e´ conhecido como fator de amplificac¸a˜o, pois ele controla a amplificac¸a˜o ou atenuac¸a˜o de Φn.
Para que a amplitude Φn na˜o aumente a cada passo no tempo, a condic¸a˜o
∣∣∣∣Φn+1Φn
∣∣∣∣ = |G| ≤ 1 (3.33)
deve ser satisfeita. Isso implica que α e λ devem satisfazer a` inequac¸a˜o
−1 ≤ 1 + 2α (cos (Q∆x)− 1) + 2λ (cos (R∆y)− 1) ≤ 1. (3.34)
Em func¸a˜o dos valores ma´ximos e mı´nimos de cos (Q∆x) e cos (R∆y), o lado direito de
(3.34) e´ satisfeito para quaisquer Q∆x, R∆y, α e λ. Ja´ para o lado esquerdo, devemos ter,
para os valores mı´nimos de cos (Q∆x)− 1 = −2 e cos (R∆y)− 1 = −2:
1− 4 (α + λ) ≥ −1 (3.35)
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Lembrando que α =
∆t
cρ
kx
∆x2
e λ =
∆t
cρ
ky
∆y2
, a desigualdade (3.35) sera´:
∆t
cρ
kx
∆x2
+
∆t
cρ
ky
∆y2
≤ 1
2
, (3.36)
ou seja, o passo no tempo deve satisfazer a condic¸a˜o
∆t ≤ cρ
2
[
kx (∆x)
−2 + ky (∆y)
−2] . (3.37)
Este e´ o crite´rio de estabilidade para o me´todo expl´ıcito (3.27).
Em resumo, (3.37) estabelece a relac¸a˜o entre o passo na discretizac¸a˜o do tempo, ∆t, e os
espac¸amentos na discretizac¸a˜o em x e y, ∆x e ∆y respectivamente, de modo que o esquema
nume´rico associado a` discretizac¸a˜o (3.27) seja esta´vel.
Quando a estabilidade de um me´todo depende de uma relac¸a˜o entre os tamanhos dos
passos utilizados na discretizac¸a˜o das varia´veis independentes da equac¸a˜o, dizemos que ele e´
condicionalmente esta´vel. Assim, a condic¸a˜o (3.37) esta´ nos dizendo que o Me´todo Explicito
para a equac¸a˜o do calor (3.1) e´ condicionalmente esta´vel. Observe que esta condic¸a˜o pode
ser restritiva. Por exemplo, se cρ = 1, kx = ky = 5 e ∆x = ∆y = 10
−2, a estabilidade estara´
garantida se ∆t ≤ 1
2
10−5.
3.4.2 O Me´todo Impl´ıcito
Para θ = 1 em (3.24), o me´todo de discretizac¸a˜o e´ o Me´todo Implicito. Com este me´todo,
o valor da temperatura em cada instante tn+1, T
n+1
P , pode ser calculado implicitamente em
func¸a˜o de alguns valores temperatura T no mesmo intervalo de tempo, conforme a equac¸a˜o
T n+1P − T nP
∆t
=
1
cρ
[
F (T n+1)
∆V
+ fn+1P
]
. (3.38)
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Como o erro de truncamento na discretizac¸a˜o de (3.38) e´ a soma dos erros de trunca-
mento das discretizac¸o˜es (3.15) e (3.19) utilizadas, o erro do Me´todo Implicito e´ de ordem
O
[
∆t+ (∆x)2 + (∆y)2
]
.
Substituindo os pontos nodais pelos seus ı´ndices, teremos a equac¸a˜o que define o Me´todo
Impl´ıcito:
T n+1i,j − T ni,j
∆t
− 1
cρ
[
kx
T n+1i+1,j − 2T n+1i,j + T n+1i−1,j
∆x2
+ ky
T n+1i,j+1 − 2T n+1i,j + T n+1i,j−1
∆y2
]
=
1
cρ
fn+1i,j (3.39)
com i = 2 : (m1 − 1) , j = 2 : (m2 − 1) e n = 0, 1, ....
Separando as aproximac¸o˜es conhecidas, as do n´ıvel de tempo tn, das na˜o conhecidas, as
do n´ıvel de tempo tn+1, obtemos:
λT n+1i,j−1 + αT
n+1
i−1,j + [1− 2 (α + λ)]T n+1i,j + αT n+1i+1,j + λT n+1i,j+1 = T ni,j +
∆t
cρ
fn+1i,j , (3.40)
com α =
∆t
cρ
kx
∆x2
e λ =
∆t
cρ
ky
∆y2
.
Assim, teremos de resolver um sistema pentadiagonal a cada n´ıvel de tempo. Esta desvan-
tagem de resolver o sistema e´ compensada pelo fato do Me´todo Impl´ıcito ser incondicional-
mente esta´vel, como veremos a seguir.
Observe que, na discretizac¸a˜o do Me´todo Impl´ıcito, aparecem aproximac¸o˜es das soluco˜es
nos pontos da malha (xi, yj, tn+1), (xi−1, yj, tn+1), (xi, yj, tn),(xi+1, yj, tn+1), (xi, yj−1, tn+1) e
(xi, yj+1, tn+1), conforme Fig. 3.2, onde “X” representa os pontos nos quais T e´ conhecida
e usada para as aproximac¸o˜es nos pontos assinalados por “O”.
Com relac¸a˜o a` estabilidade do Me´todo Impl´ıcito, procedendo de modo ana´logo a` subsec¸a˜o
anterior, isto e´, utilizando a componente de Fourier dada por (3.28) e a ana´lise de von
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Fig. 3.2: Esquema para o Me´todo Implicito.
Neumann, verificamos que o fator de amplificac¸a˜o do Me´todo Impl´ıcito, na auseˆncia de
termo fonte, aplicado a (3.40) e´ dado por
G =
1
1− 2α (cos(Q∆x)− 1)− 2λ (cos(R∆y)− 1) , (3.41)
em que α =
∆t
cρ
kx
∆x2
e λ =
∆t
cρ
ky
∆y2
, Q e R os nu´meros de ondas nas direc¸o˜es x e y,
respectivamente.
Em func¸a˜o dos valores ma´ximos e mı´nimos de cos(Q∆x) e cos(R∆y), a inequac¸a˜o |G| ≤ 1
e´ sempre satisfeita. Assim, concluimos que o Me´todo Impl´ıcito e´ incondicionalmente esta´vel,
ou seja, o me´todo permanece esta´vel para qualquer escolha de ∆x, ∆y e ∆t.
Dessa forma, uma vez que valores maiores de ∆t podem ser usados com o Me´todo
Impl´ıcito, os tempos de ca´lculo podem ser reduzidos, com pouca perda de precisa˜o. To-
davia, para poder maximizar a precisa˜o, ∆t devera´ ser suficientemente pequeno.
3.4.3 O Me´todo de Crank-Nicolson
Fazendo θ = 1
2
em (3.24) chega-se ao Me´todo de Crank-Nicolson, no qual os valores da
temperatura sa˜o definidos pela uma me´dia entre os valores das temperaturas nos instantes
tn e tn+1. Assim sendo, (3.24) toma a forma:
T n+1P − T nP
∆t
=
1
2cρ
[
F (T n+1) + F (T n)
∆V
+ fn+1P + f
n
P
]
, (3.42)
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com erro de truncamento de ordem O
[
(∆t)2 + (∆x)2 + (∆y)2
]
, que e´ a soma dos erros das
discretizac¸o˜es (3.15) e (3.20).
Com a substituic¸a˜o dos pontos nodais pelos seus ı´ndices, o Me´todo de Crank-Nicolson
tera´ a forma
T n+1i,j − T ni,j
∆t
− 1
2cρ
[
kx
T n+1i+1,j − 2T n+1i,j + T n+1i−1,j
∆x2
+ ky
T n+1i,j+1 − 2T n+1i,j + T n+1i,j−1
∆y2
]
−
− 1
2cρ
[
kx
T ni+1,j − 2T ni,j + T ni−1,j
∆x2
+ ky
T ni,j+1 − 2T ni,j + T ni,j−1
∆y2
]
=
1
2cρ
f
n+ 1
2
i,j , (3.43)
com i = 2 : (m1 − 1) , j = 2 : (m2 − 1) e n = 0, 1, ....
Colocando T n+1 em func¸a˜o dos demais termos, teremos:
λT n+1i,j−1 + αT
n+1
i−1,j + 2 [1− (α + λ)]T n+1i,j + αT n+1i+1,j + λT n+1i,j+1 = αT ni−1,j+
+λT ni,j−1 + 2 [1− (α + λ)]T ni,j + αT ni+1,j + λT ni,j+1 +
∆t
cρ
f
n+ 1
2
i,j , (3.44)
com α =
∆t
cρ
kx
∆x2
e λ =
∆t
cρ
ky
∆y2
.
Na equac¸a˜o do Me´todo de Crank-Nicolson (3.44), aparecem valores das aproximac¸o˜es em
dez pontos da malha, como ilustrado na Fig. 3.3, onde “X” representa os pontos nos quais
T e´ conhecida e usada para as aproximac¸o˜es nos pontos assinalados por “O”. Cinco destes
pontos sa˜o conhecidos, pois correspondem a`s aproximac¸o˜es no n´ıvel de tempo tn. Os outros
cinco valores sa˜o calculados ao se resolver um sistema pentadiagonal. Por isso, o Me´todo de
Crank-Nicolson tambe´m e´ impl´ıcito. E´ possivel mostrar que o me´todo de Crank-Nicolson e´
incondicionalmente esta´vel [16].
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Fig. 3.3: Esquema para o Me´todo Crank-Nicolson.
3.5 Inclusa˜o das Condic¸o˜es de Contorno na Discretizac¸a˜o
A equac¸a˜o (3.24) representa a equac¸a˜o discretizada para um volume de controle interno. Para
se obter o sistema de equac¸o˜es alge´bricas completo, e´ tambe´m necessa´rio obter as equac¸o˜es
para os volumes que esta˜o na fronteira.
Para isso, existem va´rias alternativas de implementac¸a˜o das condic¸o˜es de contorno do
problema; os mais comuns sa˜o discretizac¸a˜o com meio volume, volumes fict´ıcios e balanc¸os
para volume de fronteira [10].
Neste texto, apresentaremos apenas a te´cnica de balanc¸o para volumes de fronteira. Este
e´ o procedimento considerado adequado por va´rios autores [Maliska (2004), por exemplo].
Esta te´cnica consiste em integrar, no espac¸o e no tempo a equac¸a˜o diferencial tambe´m
nos volumes de fronteira, da mesma forma realizada para os volumes internos, respeitando
as condic¸o˜es de contorno impostas. Assim, as condic¸o˜es de contorno ficam embutidas nas
equac¸o˜es para os volumes de fronteira.
A seguir vamos detalhar o procedimento no caso do Me´todo Expl´ıcito. De forma ana´loga
podemos obter as equac¸o˜es discretizadas, referentes aos volumes na fronteira, nos Me´todos
Impl´ıcitos e Crank-Nicolson.
Dessa forma, integrando (3.1) no volume de refereˆncia, na fronteira, Fig. 3.4, teremos:
T n+1P − T nP
∆t
=
1
cρ
[
F¯ (T n)
∆V
+ fnP
]
, (3.45)
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Fig. 3.4: Volume de fronteira-uma face na fronteira
onde
F¯ (T (t)) =
[(
kx
∂T
∂x
) ∣∣∣∣∣
e
−
(
kx
∂T
∂x
) ∣∣∣∣∣
cw
]
∆y +
[(
ky
∂T
∂y
) ∣∣∣∣∣
n
−
(
ky
∂T
∂y
) ∣∣∣∣∣
s
]
∆x, (3.46)
sendo
(
kx
∂T
∂x
) ∣∣∣∣∣
cw
o fluxo no contorno w.
As derivadas que na˜o esta˜o na fronteira sa˜o avaliadas como em (3.15), e as que esta˜o na
fronteira sa˜o modificadas, ficando
(
kx
∂T
∂x
) ∣∣∣∣∣
cw
= kx
(
TP − Tcw
∆x/2
)
. (3.47)
Substituindo em (3.45) os pontos nodais pelos seus ı´ndices, obtemos:
T n+11,j = (1− 3α− 2λ)T n1,j + α
(
T n2,j + 2T
n
0,j
)
+ λ
(
T n1,j+1 + T
n
1,j−1
)
+
∆t
cρ
fn1,j, (3.48)
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com j = 2 : (m2 − 2), α = ∆t
cρ
kx
∆x2
e λ =
∆t
cρ
ky
∆y2
.
Esta e´ a discretizac¸a˜o de (3.1), utilizando volumes de fronteira, com uma face na fronteira,
no caso, face w.
Para volumes de fronteira com uma face em e, ou uma face em n, ou uma face em s,
considerando α e λ como definidos em (3.48), as discretizac¸o˜es sa˜o respectivamente:
• Fronteira a Leste: face e
T n+1m1−1,j = (1− 3α− 2λ)T nm1−1,j + α
(
2T n
m1− 12 ,j
+ T nm1−2,j
)
+
λ
(
T nm1−1,j+1 + T
n
m1−1,j−1
)
+
∆t
cρ
fnm1−1,j, (3.49)
com j = 2 : (m2 − 2).
• Fronteira ao Norte: face n
T n+1i,m2−1 = (1− 2α− 3λ)T ni,m2−1 + α
(
T ni+1,m2−1 + T
n
i−1,m2−1
)
+
λ
(
2T n
i,m2− 12
+ T ni,m2−2
)
+
∆t
cρ
fni,m2−1, (3.50)
com i = 2 : (m1 − 2).
• Fronteira ao Sul: face s
T n+1i,1 = (1− 2α− 3λ)T ni,1 + α
(
T ni+1,1 + T
n
i−1,1
)
+ λ
(
T ni,2 + 2T
n
i,0
)
+
∆t
cρ
fni,1, (3.51)
com i = 2 : (m1 − 2).
No caso do volume de controle ter duas faces na fronteira, por exemplo, como o da Fig.
3.5, as condic¸o˜es de contorno sa˜o inseridas pelos termos
(
kx
∂T
∂x
) ∣∣∣∣∣
cw
e
(
kx
∂T
∂x
) ∣∣∣∣∣
cs
, de
maneira ana´loga a` dos casos anteriores.
Assim, as discretizac¸o˜es para (3.1) sa˜o as seguintes:
• Volume de fronteira nas faces w e s
T n+11,1 = [1− 3 (α + λ)]T n1,1 + α
(
T n2,1 + 2T
n
0,1
)
+ λ
(
T n1,2 + 2T
n
1,0
)
+
∆t
cρ
fn1,1. (3.52)
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Fig. 3.5: Volume de fronteira-duas faces na fronteira
• Volume de fronteira nas faces e e s
T n+1m1−1,1 = [1− 3 (α + λ)]T nm1−1,1 + α
(
2T n
m1− 12 ,1
+ T nm1−2,1
)
+
λ
(
T nm1−1,2 + 2T
n
m1−1,0
)
+
∆t
cρ
fnm1−1,1. (3.53)
• Volume de fronteira nas faces w e n
T n+11,m2−1 = [1− 3 (α + λ)]T n1,m2−1 + α
(
T n2,m2−1 + 2T
n
0,m2−1
)
+
λ
(
2T n
1,m2− 12
+ T n1,m2−2
)
+
∆t
cρ
fn1,m2−1. (3.54)
• Volume de fronteira nas faces e e n
T n+1m1−1,m2−1 = [1− 3 (α + λ)]T nm1−1,m2−1 + α
(
2T n
m1− 12 ,m2−1
+ T nm1−2,m2−1
)
+
λ
(
2T n
m1−1,m2− 12
+ T nm1−1,m2−2
)
+
∆t
cρ
fnm1−1,m2−1. (3.55)
3.6 Experimento Computacional
Neste experimento vamos aplicar os me´todos Expl´ıcito, Impl´ıcito e de Crank-Nicolson para
encontrar aproximac¸o˜es para a equac¸a˜o do calor
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∂T
∂t
−
(
∂2T
∂x2
+
∂2T
∂y2
)
= 0, 0 ≤ y ≤ 1, 0 ≤ x ≤ 1 e t > 0, (3.56)
a` qual adicionamos as condic¸o˜es iniciais e de contorno:
T (0, y, t) = T (1, y, t) = 0
T (x, 0, t) = T (x, 1, t) = 0
T (x, y, 0) = sin(pix)sin(2piy)
Por derivac¸a˜o nas varia´veis t, x e y pode-se verificar diretamente que
Te(x, y, t) = e
−5pi2tsin(pix)sin(2piy) (3.57)
satisfaz a` equac¸a˜o diferencial e as condic¸o˜es adicionais do problema. Para encontrar soluc¸o˜es
aproximadas com os me´todos Expl´ıcito, Impl´ıcito e de Crank-Nicolson, aplicadas neste caso
em particular, utilizamos o software Matlab.
Na Tabela 3.1, apresentamos o erro correspondente ao me´todo expl´ıcito no n´ıvel de
tempo t = 0.1 para N pontos da malha nas direc¸o˜es x e y. Para obter este resultado usamos
∆x = ∆y = 1
N
e ∆t = 0, 8.10−4 para N = 51. A Tabela 3.2 indica os erros correspondentes
aos me´todos impl´ıcitos e de Crank-Nicolson, considerando ∆t = 0.005 tambe´m para N = 51
e no n´ıvel de tempo t = 0.1.
Usamos o erro
Erro(T ) =
[∑
ij
(Tij − Te)2
] 1
2
(3.58)
com medida de erro nas tabelas.
As figuras Fig. 3.6, Fig. 3.7 e Fig. 3.8 representam os gra´ficos das aproximac¸o˜es para
(3.56) correspondentes aos me´todos Expl´ıcitos, Impl´ıcitos e de Crank-Nicolson, respectiva-
mente, para N = 51; para comparac¸a˜o apresentamos tambe´m na Fig. 3.9, o gra´fico da
soluc¸a˜o exata.
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t N N o de passos no tempo Expl´ıcito
0.1 51 1250 0, 4.10−4
Tabela 3.1: Erro da aproximac¸a˜o
t N N o de passos no tempo Impl´ıcito Crank-Nicolson
0.1 51 20 0.2004 0.0461
Tabela 3.2: Erros das aproximac¸o˜es
Fig. 3.6: Aproximac¸a˜o do me´todo expl´ıcito Fig. 3.7: Aproximac¸a˜o do me´todo impl´ıcito
Fig. 3.8: Aproximac¸a˜o do me´todo de Crank-
Nicolson Fig. 3.9: Soluc¸a˜o exata
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Considerac¸o˜es Finais
Como vimos, muitas situac¸o˜es do mundo real podem apresentar problemas que requeiram
soluc¸o˜es e deciso˜es. Seja qual for o caso, a resoluc¸a˜o de um problema, em geral quando
quantificado, requer uma formulac¸a˜o matema´tica detalhada. Nessa pespectiva, um conjunto
de s´ımbolos e relac¸o˜es matema´ticas que procura traduzir, de alguma forma, um fenoˆmeno
em questa˜o ou problema de situac¸a˜o real, denomina-se modelo matema´tico e o processo que
envolve a obtenc¸a˜o do modelo chamamos de modelagem matema´tica.
A utilizac¸a˜o de modelos matema´ticos no ensino seja na forma de apresentac¸a˜o, seja
no processo de criac¸a˜o, e´ um meio que propicia ao aluno atingir melhores desempenhos,
tornando-os um dos principais agentes de mudanc¸as.[2]
Dessa forma, o ensino-aprendizagem da matema´tica sera´ mais gratificante, uma vez que
o aluno passa a aprender o que lhe despesta interesse, tornando-o enta˜o co-responsa´vel pelo
seu aprendizado. E o professor sai ganhando no sentido de que cada tema escolhido por seus
alunos possibilita ampliar seu conhecimento.
Nesse sentido, utilizamos neste trabalho como modelo matema´tico a equac¸a˜o da conduc¸a˜o
do calor. Aproximac¸o˜es de volumes finitos foram discutidas para esse modelo.
Deve ser notado que para o desenvolvimento do me´todo dos volumes finitos usou-se uma
malha estruturada; a fronteira do domı´nio coincide com as linhas coordenadas, facilitando
o trabalho de discretizac¸a˜o e de aplicac¸a˜o das condic¸o˜es de contorno. Todavia, o me´todo e´
aplica´vel em malhas na˜o-estruturadas e em domı´nios com contornos arbitra´rios.[10]
Por fim, gostar´ıamos de ressaltar que neste trabalho tentamos mostrar que a matema´tica
pode ser aplicada a va´rias situac¸o˜es reais, tornando poss´ıvel aproximac¸a˜o da realidade de
nossos alunos que, por muitas vezes, veˆem a matema´tica de forma abstrata e sem interligac¸o˜es
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com as demais cieˆncias e com problemas reais que surgem diariamente.
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**********************************************************
Anexo I
**********************************************************
%Explicito.m: Soluc¸~ao Nume´rica da Equac¸~ao de Difus~ao
%1 Entrada de Dados
tf=0.1; %tempo final
M=51; N=51; % nu´mero de pontos da malha direc¸~ao x e y
lx=1; ly=1; %arestas nas direc¸oes x e y
%2 ca´lculo preliminares
hx=lx/(M-1); hy=ly/(N-1); % espac¸amento da malha
h=hx*hx; k=hy*hy ; % para simplificar
w=(h*k/(2.5*(h+k))) % passo no tempo
alfa=w/h; lam=w/k; % dados da discretizac¸~ao
nt=floor(tf/w) %nu´mero de passos no tempo
for i=1:M;
x(i)=((2*i-1)/2)*hx; %malha na direc¸~ao x
end;
for j=1:N;
y(j)=((2*j-1)/2)*hy ;%malha na direc¸~ao y
end ;
for i=1:M-1;
for j=1:N-1;
ue2(i,j)=exp(-5*pi*pi*tf)*sin(pi*x(i)).*sin(2*pi*y(j)); %Soluc¸~ao Exata
end
end
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for i=1:M-1;
for j=1:N-1;
u(i,j,1)=sin(pi*x(i)).*sin(2*pi*y(j)); %condic¸~ao inicial
end
end;
for z=2:nt; %volumes de controle internos
for i=2:M-2 ;
for j=2:N-2;
u(i,j,z)=(1-2*(alfa+lam))*u(i,j,z-1)+alfa*(u(i+1,j,z-1)+u(i-1,j,z-1))+
lam*(u(i,j+1,z-1)+u(i,j-1,z-1));
end
end;
%Volumes de fronteiras
% Face oeste
for i=1;
for j= 2:N-2;
u(i,j,z)=(1-3*alfa-2*lam)*u(i,j,z-1)+alfa*(u(i+1,j,z-1)+2*0)+
lam*(u(i,j+1,z-1)+u(i,j-1,z-1));
end;
end;
%Face leste
for i=M;
for j= 2:N-2;
u(i-1,j,z)=(1-3*alfa-2*lam)*u(i-1,j,z-1)+alfa*(2*0+u(i-2,j,z-1))+
lam*(u(i-1,j+1,z-1)+u(i-1,j-1,z-1));
end
end;
%Face sul
for i=2:M-2;
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for j=1;
u(i,j,z)=(1-2*alfa-3*lam)*u(i,j,z-1)+alfa*(u(i+1,j,z-1)+u(i-1,j,z-1))+
lam*(u(i,j+1,z-1)+2*0);
end
end;
%Face norte
for i=2:M-2;
for j= N;
u(i,j-1,z)=(1-2*alfa-3*lam)*u(i,j-1,z-1)+alfa*(u(i+1,j-1,z-1)+u(i-1,j-1,z-1))+
lam*(2*0+u(i,j-2,z-1));
end
end;
%Faces oeste\ sul
for i=1;
for j=1;
u(i,j,z)=(1-3*(alfa+lam))*u(i,j,z-1)+ alfa*(u(i+1,j,z-1)+2*0)+
lam*(u(i,j+1,z-1)+2*0);
end
end;
% Faces leste\sul
for i=M;
for j=1;
u(i-1,j,z)=(1-3*(alfa+lam))*u(i-1,j,z-1)+alfa*(2*0+u(i-2,j,z-1))+
lam*(u(i-1,j+1,z-1)+2*0);
end
end;
% Faces norte\oeste
for i=1;
for j=N;
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u(i,j-1,z)=(1-3*(alfa+lam))*u(i,j-1,z-1)+alfa*(u(i+1,j-1,z-1)+2*0)+
lam*(2*0+u(i,j-2,z-1));
end
end;
%Faces norte\leste
for i=M;
for j=N;
u(i-1,j-1,z)=(1-3*(alfa+lam))*u(i-1,j-1,z-1)+alfa*(2*0+u(i-2,j-1,z-1))+
lam*(2*0+u(i-1,j-2,z-1));
end
end;
v=u(:,:,z);
end;
erro=norm(v-ue2)
%Construc¸~ao dos gra´ficos
[xx,yy]=meshgrid(0:0.05:1,0:0.05:1);
zz = exp(-5*pi*pi*tf).*sin(pi*xx).*sin(2*pi*yy);
subplot(2,2,1);
mesh(xx,yy,zz);
title(’Soluc¸~ao Exata’)
subplot(2,2,2);
mesh(x(1:M-1),y(1:N-1), u(:,:,nt)’);
title(’Aproximacao do Me´todo Explı´cito ’)
subplot (2,2,3);
mesh(x(1:M-1),y(1:N-1),(v - ue2)’);
title(’Aproximacao - Analitica’)
**********************************************************
% FIM
**********************************************************
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**********************************************************
Anexo II
**********************************************************
% Implicito.m: Soluc¸~ao nume´rica da equac¸~ao de difus~ao
%1 Entrada de Dados
tf=0.1; %tempo final
M=51; N=51; % nu´mero de pontos da malha direc¸~ao x e y
lx=1; ly=1; %arestas nas direc¸oes x e y
%2 ca´lculo preliminares
hx=lx/(M-1); hy=ly/(N-1); % espac¸amento da malha
h=hx*hx; k=hy*hy ; % para simplificar
w=0.005 % passo no tempo
alfa=w/h; lam=w/k; % dados da discretizac¸~ao
nt=floor(tf/w) %numero de passos no tempo
for i=1:M;
x(i)=((2*i-1)/2)*hx; %malha na direc¸~ao x
end;
for j=1:N;
y(j)=((2*j-1)/2)*hy ; %malha na direc¸~ao y
end ;
ue(i,j)=exp(-5*pi*pi*tf).*sin(pi*x(i)).*sin(2*pi*y(j)); % soluc¸~ao analı´tica
for i=1:M-1;
47
for j=1:N-1;
u(i,j)=sin(pi*x(i)).*sin(2*pi*y(j)); %condic¸~ao inicial
end
end;
%Transforma a matriz de cond inicial em um vetor
for i=1:M-1;
for j=1:N-1;
T((i-1)*(N-1)+j,1)=u(i,j);
end;
end;
% monta a matriz
dim=(M-1)*(N-1);
%diagonal superior afastada
for i=1:(M-2)*(N-1);
A(i,i+N-1)=-lam;
end
%diagonal inferior afastada
for i=N:dim;
A(i,i-N+1)=-lam;
end
%diagonal principal
for i=1:1;
A(i,i)=1+3*(alfa+lam);
A(i+M-2,i+M-2)=1+3*(alfa+lam);
end
for i=M-1:M-1;
A(i*(N-1),i*(N-1))=1+3*(alfa+lam);
A(i*(N-2)+1,i*(N-2)+1)=1+3*(alfa+lam);
end
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for i=2:M-2;
A(i,i)=1+2*alfa+3*lam;
A(i+(M-1)*(N-2),i+(M-1)*(N-2))=1+2*alfa+3*lam;
end
for i=2:M-2;
for j=1:(N-3);
A(i+j*(M-1),i+j*(M-1))=1+2*(alfa+lam);
end
end
for i=1:1;
for j=1:(N-3);
A(i+j*(M-1),i+j*(M-1))=1+3*alfa+2*lam;
end
end
for i=1:(N-1)*(M-1)-1;
A(i,i+1)=-alfa;
A(i+1,i)=-alfa;
end
for i=1:N-2;
A(i*(M-1),i*(M-1)+1)=0;
A(i*(M-1)+1,i*(M-1))=0;
end
for i=M-1:M-1;
for j=1:(N-3);
A(i*(j+1),i*(j+1))=1+3*alfa+2*lam;
end
end
%faz o loop no tempo
for i=1:nt;
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T(:,i+1)=A\T(:,i);
end
%Transforma o vetor solucao em uma matriz
for i=1:M-1;
for j=1:N-1;
sol(i,j)= T((i-1)*(N-1)+j,nt);
end
end
erro= norm(sol-ue2)
% trac¸ando graficos
subplot(2,2,2);
mesh(x(1:M-1),y(1:N-1), sol’);
title(’Aproximacao do Me´todo Implı´cito ’)
subplot (2,2,3);
mesh(x(1:M-1),y(1:N-1),(sol - ue2)’);
title(’Aproximacao - Analitica’)
**********************************************************
FIM
**********************************************************
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**********************************************************
Anexo III
**********************************************************
%Crank.m: Soluc¸~ao Nume´rica da Equac¸~ao de Difus~ao
%1 Entrada de Dados
tf=0.1; %tempo final
M=51; N=51; % nu´mero de pontos da malha direc¸~ao x e y
lx=1; ly=1; %arestas nas direc¸oes x e y
%2 ca´lculo preliminares
hx=lx/(M-1); hy=ly/(N-1); % espac¸amento da malha
h=hx*hx; k=hy*hy ; % para simplificar
w=0.005 % passo no tempo
alfa=w/h; lam=w/k; % dados da discretizac¸~ao
nt=floor(tf/w) %numero de passos no tempo
for i=1:M;
x(i)=((2*i-1)/2)*hx; %malha na direc¸~ao x
end;
for j=1:N;
y(j)=((2*j-1)/2)*hy ; %malha na direc¸~ao y
end ;
for i=1:M-1;
for j=1:N-1; %soluc¸ao analı´tica
ue2(i,j)=exp(-5*pi*pi*tf)*sin(pi*x(i)).*sin(2*pi*y(j));
end
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end
for i=1:M-1;
for j=1:N-1;
u(i,j)=sin(pi*x(i)).*sin(2*pi*y(j)); %condic¸~ao inicial
end
end;
%Transforma a matriz de cond inicial em um vetor
for i=1:M-1;
for j=1:N-1;
T((i-1)*(N-1)+j,1)=u(i,j);
end
end
% monta a matriz em T(n+1)
dim=(M-1)*(N-1);
%diagonal superior afastada
for i=1:(M-2)*(N-1);
A(i,i+N-1)=-lam/2;
end
%diagonal inferior afastada
for i=N:dim;
A(i,i-N+1)=-lam/2;
end
%diagonal principal
for i=1:1;
A(i,i)=1+(3/2)*(alfa+lam);A(i+M-2,i+M-2)=1+(3/2)*(alfa+lam);
end
for i=M-1:M-1;
A(i*(N-1),i*(N-1))=1+(3/2)*(alfa+lam);
A(i*(N-2)+1,i*(N-2)+1)=1+(3/2)*(alfa+lam);
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end
for i=2:M-2;
A(i,i)=1+alfa+(3/2)*lam;
A(i+(M-1)*(N-2),i+(M-1)*(N-2))=1+alfa+(3/2)*lam;
end
for i=2:M-2;
for j=1:(N-3);
A(i+j*(M-1),i+j*(M-1))=1+(alfa+lam);
end
end
for i=1:1;
for j=1:(N-3);
A(i+j*(M-1),i+j*(M-1))=1+(3/2)*alfa+lam;
end
end
for i=1:(N-1)*(M-1)-1;
A(i,i+1)=-alfa/2; (i+1,i)=-alfa/2;
end
for i=1:N-2;
A(i*(M-1),i*(M-1)+1)=0; A(i*(M-1)+1,i*(M-1))=0;
end
for i=M-1:M-1;
for j=1:(N-3);
A(i*(j+1),i*(j+1))=1+(3/2)*alfa+lam;
end
end
dim=(M-1)*(N-1); % monta a matriz em T(n)
for i=1:(M-2)*(N-1);
C(i,i+N-1)=lam/2; %diagonal superior afastada
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end
for i=N:dim;
C(i,i-N+1)=lam/2; %diagonal inferior afastada
end
%diagonal principal
for i=1:1;
C(i,i)=1-(3/2)*(alfa+lam);
C(i+M-2,i+M-2)=1-(3/2)*(alfa+lam);
end
for i=M-1:M-1;
c(i*(N-1),i*(N-1))=1-(3/2)*(alfa+lam);
C(i*(N-2)+1,i*(N-2)+1)=1-(3/2)*(alfa+lam);
end
for i=2:M-2;
C(i,i)=1-alfa-(3/2)*lam;
C(i+(M-1)*(N-2),i+(M-1)*(N-2))=1-alfa-(3/2)*lam;
end
for i=2:M-2;
for j=1:(N-3);
C(i+j*(M-1),i+j*(M-1))=1-(alfa+lam);
end
end
for i=1:1;
for j=1:(N-3);
C(i+j*(M-1),i+j*(M-1))=1-(3/2)*alfa-lam;
end
end
for i=1:(N-1)*(M-1)-1;
C(i,i+1)=alfa/2; C(i+1,i)=alfa/2;
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end
for i=1:N-2;
C(i*(M-1),i*(M-1)+1)=0; C(i*(M-1)+1,i*(M-1))=0;
end
for i=M-1:M-1;
for j=1:(N-3);
C(i*(j+1),i*(j+1))=1-(3/2)*alfa-lam;
end
end
for i=1:nt; %faz o loop no tempo
T(:,i+1)=A\(C*T(:,i));
end
for i=1:M-1;
for j=1:N-1; %Transforma o vetor solucao em uma matriz
sol(i,j)= T((i-1)*(N-1)+j,nt);
end
end
erro= norm(sol-ue2)
% trac¸ando graficos
subplot(2,2,2);
mesh(x(1:M-1),y(1:N-1), sol’);
title(’Aproximacao do Me´todo Crank-Nicolson ’)
subplot (2,2,3);
mesh(x(1:M-1),y(1:N-1),(sol - ue2)’);
title(’Aproximacao - Analitica’)
**********************************************************
FIM
**********************************************************
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