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Abstract
Given a graphG, a proper labeling f ofG is a one-to-one function f : V (G) → {1, 2, . . . , |V (G)|}.
The bandwidth sum of a graph G, denoted by Bs(G), is deﬁned by Bs(G)=min∑uv∈E(G)|f (u)−
f (v)|, where the minimum is taken for all proper labelings f of G. In this paper, we give some
results for the bandwidth sum problem for the join of k graphs G1,G2, . . . ,Gk , where each Gi is a
path, cycle, complete graph, or union of isolated vertices. We also discuss the bandwidth sum for the
composition of two graphs G and H, where G and H are path, cycle, or union of isolated vertices.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Let G be an undirected graphwith vertex setV (G) and edge setE(G). A proper labeling
f ofG is a one-to-one functionf : V (G) → {1, 2, . . . , |V (G)|}. For each proper labeling f of
G, the bandwidth sum of G with respect to f is deﬁned byBfs (G)=∑uv∈E(G)|f (u)−f (v)|,
and the bandwidth sum of G is deﬁned by Bs(G) = min{Bfs (G)| f is a proper labeling
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of G}. For a given graph G, a proper labeling f of G is called an optimal bandwidth sum
labeling if Bfs (G)= Bs(G).
Many other terms including edgesum, minimum sum, and optimal linear arrangement
have been used to denote bandwidth sum. The bandwidth sum problem was ﬁrst proposed
by Harper [4]. In that paper, Harper considered the following coding problem. Suppose we
wish to use a binary channel to send one of 2n possible integers 1, 2, . . . , 2n. If each of these
numbers are represented as binary string, and we assume that only one single errors are
likely in a transmitted word, how to make the assignment so that the average absolute error
in transmission isminimized?By transforming this problem into the graph language, Harper
[4] solved this problem for n-cube. After this, many interesting results were found. Garey
and Johnson [3] proved that the problem is NP-complete for general graphs. Williams [9]
solved this problem for complete bipartite graphs. Lai and Williams [5] gave an algorithm
for solving the problem for the join of k graphsG1,G2, . . . ,Gk when each of these graphs
is “sum deterministic”. Chung solved the problem for complete m-ary trees in [1] and gave
an efﬁcient algorithm for ﬁnding the bandwidth sum of a tree T in [2].
Given k graphsG1,G2, . . . ,Gk , the join of these k graphs, denoted byG1+G2+ · · ·+
Gk , is a graph G with vertex set V (G) = V (G1) ∪ V (G2) ∪ · · · ∪ V (Gk) and edges set
E(G) =⋃ki=1E(Gi) ∪ {uv |u ∈ V (Gi), v ∈ V (Gj ), i = j}. For two given graphs G
and H , the composition of these two graphs, written G[H ], is the graph with vertex set
V (G) × V (H), and (u1, v1) is adjacent to (u2, v2) if either u1 is adjacent to u2 in G, or
u1 = u2 and v1 is adjacent to v2 in H . We use the notation Km (or mK1) to denote a
graph G which is union of m isolated vertices and (G) to denote the minimum degree of a
graph G.
In this paper, we consider the bandwidth sum problem for a graph G obtained from the
above two graph operations. Section 2 discusses the join of k graphs, where each graph is a
path, cycle, or union of isolated vertices. Section 3 considers the compositionG[H ], where
G is a path or a cycle, and H is a path, a cycle, or union of isolated vertices. And, in the last
section, we propose some problems that remain unsolved.
2. The bandwidth sum of the join of graphs
We consider the bandwidth sum of join of graphs in this section. We ﬁrst give two very
useful lemmas.
Lemma 1. For the graph G = G1 + G2 + · · · + Gk , where Gi is a path (with at least
two vertices), cycle, or union of isolated vertices, let n = |V (G)|, pi = |V (Gi)| − (Gi).
If p1p2 · · · pk , then there is a proper labeling f of G such that Bfs (G)=Bs(G) and
both of the vertices f−1(1), f−1(n) belong to V (G1).
Proof. Suppose, to the contrary, f−1(1) /∈V (G1) for all labellings f of G with Bfs (G)
=Bs(G). Let |V (Gi)| =mi for all 1 ik, and f be a labeling of G which satisﬁes
(1) V (G1)= {f−1(i1), f−1(i2), . . . , f−1(im1)}, where 1< i1< i2< · · ·< im1 .
(2) Among all labellings f ∗ of G with Bf ∗s (G)= Bs(G), i1f ∗(v) for all v ∈ V (G1).
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Note that ifG1 is a path, then f−1(i1) must be one of the end vertices of this path. Now, if
f−1(i1)= vx , f−1(i1 − 1)= vy ∈ V (Gl), deﬁne a labeling f1 of G as
f1(v)=
{
f (v) if v = {vx,vy},
f (vx) if v = vy,
f (vy) if v = vx.
It is not hard to see that Bf1s (G)Bfs (G)− p1 + |V (Gl)| − degGl (vy). Since |V (Gl)| −
degGl (vy)pl andp1pl , we haveB
f1
s (G)Bfs (G)−p1+plBfs (G). HenceBf1s (G)=
B
f
s (G) = Bs(G). But this contradicts our choice of the labeling f . Therefore, there must
exist a proper labeling f of G such that Bfs (G) = Bs(G) and f−1(1) ∈ V (G1). The proof
of f−1(n) ∈ V (G1) is similar and we omit here. 
Lemma 2. For the graph G = G1 + G2 + · · · + Gk , where Gi is a path (with at least
two vertices), cycle, or union of isolated vertices, let n= |V (G)|, pi = |V (Gi)| − (Gi). If
p1p2 · · · pk , thenBs(G)=Bs(H1+G2+· · ·+Gk)+(n−|V (G1)|+(G1))(n−1),
where H1 = (|V (G1)| − 2)K1.
Proof. FromLemma 1,we know that there exists a proper labeling f ofG such thatBfs (G)=
Bs(G) and f−1(1) and f−1(n) ∈ V (G1). Note that ifG1 is a path, then f−1(1) and f−1(n)
are both end vertices ofG1. Letm=n−V (G1), there are (m+(G1))-disjoint paths from
f−1(1)= vx to f−1(n)= vy , where P1, P2, . . . , Pm are those paths vx − v− vy for all v ∈
V (G)\V (G1) and the (G1) paths form the path partition ofG1. LetE={e ∈ E(G) | e ∈ Pi
for i = 1, 2, . . . , m or e ∈ E(G1)}. Then the graph H obtained from G by deleting vx, vy ,
and all the edges belonging to E, is the graph H1 +G2 + · · · +Gk . Therefore,
Bs(G)Bs(H1 +G2 + · · · +Gk)+
∑
uv∈E
|f (u)− f (v)|
=Bs(H1 +G2 + · · · +Gk)+
∑
uv∈E(P i),1 im
|f (u)− f (v)|
+
∑
uv∈E(G1)
|f (u)− f (v)|
Bs(H1 +G2 + · · · +Gk)+m(n− 1)+ (G1)(n− 1)
=Bs(H1 +G2 + · · · +Gk)+ (n− |V (G1)| + (G1))(n− 1).
To prove that Bs(G)Bs(H1 +G2 + · · · +Gk)+ (n− |V (G1)| + (G1))(n− 1), let G
be the graph that satisﬁes our conditions, and |V (Gi)| = mi , H = H1 + G2 + · · · + Gk .
Suppose that f is an optimal bandwidth sum labeling of H and the vertices of H1 are
v2, v3, . . . , vm1−1. Reorder the vertices so that f (v2)< f (v3)< · · ·<f (vmi−1). If G1 =
Km1 , add two vertices v1, vm1 , and all the edges v1v, vvm1 , where v ∈
⋃k
i=2 V (Gi). If
G1 = Pm1 , add two vertices v1, vm1 , the edges vivi+1 for all 1 im1 − 1, and all the
edges v1v, vvm1 , where v ∈
⋃k
i=2 V (Gi). If G1 = Cm1 , add the vertices and edges as in
the case in which G1 = Pm1 , and one more edge v1vm1 . In all cases, the resulting graph is
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our graph G. Now, deﬁne a labeling f1of G as
f1(v)=
{
f (v)+ 1 if v ∈ V (H),
1 if v = v1,
n if v = vm1 .
It is then easy to check that Bs(G)Bfs (G)=Bs(H1+G2+ · · ·+Gk)+ (n− |V (G1)| +
(G1))(n− 1). Combining the above results, we have Bs(G)=Bs(H1+G2+· · ·+Gk)+
(n− |V (G1)| + (G1))(n− 1). 
From this, we have a simple result:
Corollary 3 (Lai and Williams [6]). For all m1, Bs(Km)= 16m(m2 − 1).
Proof. The result is clearly true for m = 1 and 2. For m3, according to Lemma 2,
Bs(Km)=Bs(K2+Km−2)=Bs(K2+∑m−2i=1 K1)= (m−2)(m−1)+Bs(Km−2). Solving
the recurrence relation with the initial condition Bs(K1) = 0, we have Bs(Km) = 16m3 −
1
6m= 16m(m2 − 1). 
For the graph G=G1 +G2 + · · · +Gk , where Gi is a path Px , a cycle Cz, or union of
isolated verticesKy , we may assume that eachGi is not P2 or C3, since P2=K1+K1 and
C3 =K1 +K1 +K1. We may further assume that n∗1n∗2 · · · n∗k , where n∗i is deﬁned
by
n∗i =
{ |V (Gi)| if Gi = Px, x3 or Gi =Ky,
|V (Gi)| − 2 if Gi = Cz, z4.
And if n∗i =n∗j =n∗k andGi=Cz,Gj =Ky ,Gk=Px , then i < j < k. Under this assumption,
we deﬁne
ni = |V (Gi)|, n= |V (G)| =
k∑
i=1
ni, i = (Gi),
mi = |{Gj |Gj = Ci+2}|,
li = |{n∗j |n∗j i, n∗j ≡ i (mod 2)}| +mi, Si =
i∑
j=1
lj ,
ai = |{j | j i − 1, n∗j ≡ n∗i (mod 2)}|, bi = |{j | j i − 1, n∗j /≡ n∗i (mod 2)}|
and
ti =


k∑
j=i
nj + (n∗i − 2)ai + (n∗i − 1)bi if Gi = Px, x3,
k∑
j=i
nj + n∗i ai + (n∗i − 1)bi if Gi = Cz, z4,
0 if Gi =Ky.
M.-J. Chen et al. /Discrete Mathematics 290 (2005) 145–163 149
The symbol Si represent the sum of “half ” of the numbers of vertices left in each partite
set when the recurrence steps are executed until the ﬁrst time that each partite set Hi , is
either Ky, Px , or Cz+2 with y, x, z i. The word “half” of the number of vertices of Hj
means the number |V (Hj )|/2. Since we also need to consider the path partition number
of Gi , the symbol ti represent the number of vertices left when the recurrence steps are
executed until we consider the partite set Gi . A direct consequence of our deﬁnition of n∗i ,
mi , and li leads to the following result.
Proposition 4. Sn∗1 = (n+ S1)/2.
Proof. According to the deﬁnition of lj and Sj , each of theGi (whereGi =Cx , Px , orKx)
is counted ni/2 times in Sn∗1 , and S1 equals the number of Gi when ni is odd. Hence,
2Sn∗1 − S1 =
∑k
i=1ni , that is, Sn∗1 = (n+ S1)/2. 
Theorem 5. If G = G1 + G2 + · · · + Gk , where Gi is a path Px , a cycle Cz, or union
of isolated vertices Ky , n∗1n∗2 · · · n∗k , and if n∗i = n∗j = n∗k and Gi = Cz, Gj = Ky ,
Gk = Px , then i < j < k. Then
Bs(G)= n(n
2 − 1)
6
− n
∗
1(n
2 − S21 )
4
+
n∗1∑
i=1
Si(Si − S1)
− 2
n∗1∑
i=2
mi(2Si −mi − S1)+
k∑
i=1
(ti − 1)i .
Proof. We prove this by induction on the value of n∗1. If n∗1 = 1, then G = Kk , S1 = k,
i = 0 for all 1 ik. Since according to Corollary 3, Bs(Kk)= (k(k2 − 1))/6, it is easy
to check that the formula holds in this case. Now, let G=G1 +G2 + · · · +Gk be a graph
in which n∗12, G1 = G2 = · · · = Gk1 = Cn∗1+2, Gk1+1 = Gk1+2 = · · · = Gk2 = Kn∗1 ,
Gk2+1 = Gk2+2 = · · · = Gt = Pn∗1 , n∗t+1<n∗1, and G′ = H + Gt+1 + Gt+2 + · · · + Gk ,
where H =Kt∗(n∗1−2) =G′1 +G′2 + · · · +G′t is the complete t-partite graph with the size
of each partite set equal to n∗1 − 2. Denote the parameters of G′ by m′i , S′i , t ′i , ′i . If we let
n′ = |V (G′)|, then n= |V (G)| = n′ + 2t + 2k1. By applying Lemma 2 (t + k1)-times, we
have
Bs(G)= Bs(G′)+
k1∑
i=1
(n′ + 2t + 2k1 − 2i + 1)(n′ + 2t + 2k1 − n∗1 − 2i + 2)
+
k2∑
i=1
(n′ + 2t − 2i + 1)(n′ + 2t − n∗1 − 2i + 2)
+
t−k2∑
i=1
(n′ + 2t − 2k2 − 2i + 1)(n′ + 2t − 2k2 − n∗1 − 2i + 3)
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= Bs(G′)+
[
(n′)2k1 + 4n′tk1 + 2n′k21 − n′k1n∗1 + n′k1 + 4t2k1 + 4tk21
− 2tk1n∗1 + 2tk1 +
4
3
k31 − k21n∗1 + k21 −
1
3
k1 + (n′)2t + 2n′t2
−n′tn∗1 + 2n′t +
4
3
t3 − t2n∗1 + 2t2 − 2tk2 −
1
3
t − n′k2 + k22
]
= Bs(G′)+ f (n′, t, k1, k2, n∗1).
Now, if n∗t+1 = n∗1 − 1, by the induction hypothesis, we have
Bs(G
′)= n
′[(n′)2 − 1]
6
− (n
∗
1 − 1)[(n′)2 − (S′1)2]
4
+
n∗1−1∑
i=1
S′i (S′i − S′1)
− 2
n∗1−1∑
i=2
m′i (2S′i −m′i − S′1)+
k∑
i=1
(t ′i − 1)′i .
Note that in this case
m′i =mi for all 2 in∗1 − 1, mn∗1 = k1,
S′i = Si for all 1 in∗1 − 1, Sn∗1 =
n+ S1
2
= n
′ + 2t + 2k1 + S1
2
and, supposing that Gt+1 = Gt+2 = · · · = Gt+k3 = Cn∗1+1, Gt+k3+1 = Gt+k3+2 = · · · =
Gt+k4 =Kn∗1−1,Gt+k4+1 =Gt+k4+2 = · · · =Gt+k5 = Pn∗1−1,Gt+k5+1 =Gt+k5+2 = · · · =
Gt+k6 = Cn∗1 , Gt+k6+1 =Gt+k6+2 = · · · =Gt+k7 =Kn∗1−2, then by the deﬁnition of ti , we
have t ′i = ti+t for all 1 ik6, and ti= t ′i for all i t+k7. Thus, we have
∑k
i=1(ti−1)i−∑k
i=1(t ′i −1)′i=
∑t
i=1(ti−1)i=
∑t−k2
i=1 (n′ +2i−1)+2
∑k1
i=1(n′ +2t+2i−1). Hence,
Bs(G)
= Bs(G′)+ f (n′, t, k1, k2, n∗1)
=
{
n′[(n′)2 − 1]
6
+
[
(n′)2t + (n′)2k1 + 2n′t2 + 4n′tk1 + 2n′k21 +
4
3
t3
+4t2k1 + 4tk21 +
4
3
k31 −
1
3
t − 1
3
k1
]}
−
{
(n∗1 − 1)[(n′)2 − S21 ]
4
+
[
n′tn∗1 + n′k1n∗1 + t2n∗1 + 2tk1n∗1 + k21n∗1 +
(n′)2
4
− S
2
1
4
]}
+


n∗1−1∑
i=1
Si(Si − S1)+
[
(n′)2
4
+ n′t + n′k1 + t2 + 2tk1 + k21 −
S21
4
]

−

2
n∗1−1∑
i=2
mi(2Si −mi − S1)+ [2n′k1 + 4tk1 + 2k21]


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+
{
k∑
i=1
(t ′i − 1)′i + [n′t − n′k2 + t2 − 2tk2 + k22 + 2n′k1 + 4tk1 + 2k21]
}
= (n
′ + 2t + 2k1)[(n′ + 2t + 2k1)2 − 1]
6
− n
∗
1[(n′ + 2t + 2k1)2 − S21 ]
4
+
n∗1∑
i=1
Si(Si − S1)− 2
n∗1∑
i=2
mi(2Si −mi − S1)+
k∑
i=1
(ti − 1)i .
On the other hand, if n∗t+1 = n∗1 − 2, by the induction hypothesis, we have
Bs(G
′)= n
′[(n′)2 − 1]
6
− (n
∗
1 − 2)[(n′)2 − (S′1)2]
4
+
n∗1−2∑
i=1
S′i (S′i − S′1)
− 2
n∗1−2∑
i=2
m′i (2S′i −m′i − S′1)+
k∑
i=1
(t ′i − 1)′i .
And in this case,
m′i =mi for all 2 in∗1 − 2, mn∗1−1 = 0, mn∗1 = k1,
S′i = Si for all 1 in∗1 − 2, Sn∗1−1 = S′n∗1−2 =
n′ + S1
2
,
Sn∗1 =
n′ + 2t + 2k1 + S1
2
and
k∑
i=1
(ti − 1)i −
k∑
i=1
(t ′i − 1)′i =
t−k2∑
i=1
(n′ + 2i − 1)+ 2
k1∑
i=1
(n′ + 2t + 2i − 1).
Hence,
Bs(G)
= Bs(G′)+ f (n′, t, k1, k2, n∗1)
=
{
n′[(n′)2 − 1]
6
+
[
(n′)2t + (n′)2k1 + 2n′t2 + 4n′tk1 + 2n′k21 +
4
3
t3
+4t2k1 + 4tk21 +
4
3
k31 −
1
3
t − 1
3
k1
]}
−
{
(n∗1 − 2)[(n′)2 − S2]
4
+
[
n′tn∗1 + n′k1n∗1 + t2n∗1 + 2tk1n∗1 + k21n∗1 +
(n′)2
2
− S
2
1
2
]}
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+


n∗1−2∑
i=1
Si(Si − S1)+
[
(n′)2
2
+ n′t + n′k1 + t2 + 2tk1 + k21 −
S21
2
]

−

2
n∗1−2∑
i=2
mi(2Si −mi − S1)+ [2n′k1 + 4tk1 + 2k21]


+
{
k∑
i=1
(t ′i − 1)′i + [n′t − n′k2 + t2 − 2tk2 + k22 + 2n′k1 + 4tk1 + 2k21]
}
= (n
′ + 2t + 2k1)[(n′ + 2t + 2k1)2 − 1]
6
− n
∗
1[(n′ + 2t + 2k1)2 − S21 ]
4
+
n∗1∑
i=1
Si(Si − S1)− 2
n∗1∑
i=2
mi(2Si −mi − S1)+
k∑
i=1
(ti − 1)i . 
Since the complete k-partite graph is a special case of the graphs G in Theorem 5, we
have
Corollary 6. LetG=Kn1,n2,...,nk bea complete k-partite graph inwhichn1n2 · · · nk ,
n=∑ki=1ni . Then
Bs(Kn1,n2,...,nk )=
n(n2 − 1)
6
− n1(n
2 − S21 )
4
+
n1∑
i=1
Si(Si − S1).
Liu andWilliams [8] found the bandwidth sumofKm[Pn] andKm[Cn]. These two classes
of graphs can be viewed as the join of paths and cycles, hence we can apply Theorem 5 to
deduce the following results.
Corollary 7 (Liu andWilliams [8]). For allm, n1, Bs(Km[Pn])= 16mn(m2n2−mn2+
m− 1)+m2(n− 1).
Proof. When n= 1, Km[Pn] =Km. When n= 2, Km[Pn] =K2m. In both cases it is easy
to see that the formula holds. Thus we need only consider the case in which n3. In this
case, Km[Pn] = G1 + G2 + · · · + Gm, Gi = Pn, n3. Hence, for all 1 im, n∗i = n,
mi = 0, ti =mn− 2i + 2, i = 1, and
Si =


⌊
i
2
⌋
m if n is even,⌈
i
2
⌉
m if n is odd.
A simple calculation leads to
n∑
i=1
Si(Si − S1)=
{ 1
12m
2(n3 + 2n) if n is even,
1
12m
2(n3 − n) if n is odd.
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Therefore,
Bs(Km[Pn])= mn(m
2n2 − 1)
6
− n(m
2n2 − S21 )
4
+
n∑
i=1
Si(Si − S1)
+
m∑
i=1
(mn− 2i + 1)
= m
3n3 −mn
6
− m
2n3
4
+ m
2(n3 + 2n)
12
+m2n−m2
= 1
6
mn(m2n2 −mn2 +m− 1)+m2(n− 1). 
Similar arguments lead to the following result.
Corollary 8 (Liu and Williams [8]). For all m1, n3, Bs(Km[Cn]) = 16mn(m2n2 −
mn2 +m− 1)+ 2m2(n− 1).
Corollary 9. For all m, n1, Bs(Km[Kn])= 16mn(m2n2 −mn2 +m− 1).
We now use the ideas we gave in Lemmas 1 and 2 to ﬁnd the bandwidth sum of a special
class of graphs. We call a graph G with
V (G)= {u, v} ∪ {vij | 1 ik, 1jmi,m1,m2, . . . , mk1}
and
E(G)= {uvi1 | 1 ik} ∪ {vimi v | 1 ik}
∪ {vij vi(j+1) | 1 ik, 1jmi − 1}
a k-multipath with end vertices u, v, and we use the notation Pm1,m2,...,mk to denote a
k-multipath with end vertices u, v that satisfym1,m2, . . . , mk1. For this class of graphs,
we have the following theorem.
Theorem 10. If G= Pm1,m2,...,mk , where k1, and m1m2 · · · mk1 then
Bs(G)=


2
k∑
i=1
⌈
i
2
⌉
mi + k if k is even,
2
k−1∑
i=1
⌈
i
2
⌉
mi + kmk + k if k is odd.
Proof. We prove this by induction on k. When k = 1 or 2, the graph G is a path or cycle
and the result is trivially true. When k3, let |V (G)| = n, f be a proper labeling of G
and f−1(1) = u′, f−1(n) = v′. There exists a cycle C containing the vertices u′, v′. Let
C: v1(=u′)v2v3 · · · vk−1vk(=v′)vk+1 · · · vm(=u′), andH be the graph obtained fromG by
deleting all the edges in C and then removing all isolated vertices. Note that H is a (k− 2)-
multipath and we have Bfs (G)Bs(H)+∑ww′∈C |f (w)− f (w′)|Bs(H)+ 2(n− 1).
Now, letH ′ be the graph obtained fromG by deleting the edges {uv11, uv21, v1m1v, v2m2v}∪
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{vij vi(j+1)|i=1, 2, 1jmi−1} and then removing all isolated vertices. By the induction
hypothesis, Bs(H)Bs(H ′). Thus, we have Bfs (G)Bs(H ′) + 2(n − 1) for all proper
labelings f of G, therefore, Bs(G)Bs(H ′)+ 2(n− 1). Since H ′ is a (k − 2)-multipath,
Bs(H
′)=


2
k−2∑
i=1
⌈
i
2
⌉
mi+2 + k − 2 if k is even,
2
k−3∑
i=1
⌈
i
2
⌉
mi+2 + (k − 2)mk + k − 2 if k is odd.
Hence,
Bs(G)


2
k∑
i=1
⌈
i
2
⌉
mi + k if k is even,
2
k−1∑
i=1
⌈
i
2
⌉
mi + kmk + k if k is odd.
To complete the proof, we need only give a proper labeling f of G such that Bfs (G) =
Bs(H
′)+ 2(n− 1). Let f ′ be an optimal bandwidth sum labeling of H ′. Deﬁne a labeling
f of G as
f (w)=
{
i if w = v1i for all 1 im1,
m1 + f ′(w) if w ∈ V (H ′),
n+ 1− i if w = v2i for all 1 im2.
It is easy to check that f is indeed a proper labeling of G and Bfs (G) = Bs(H ′) +
2(n− 1). 
3. Bandwidth sum of composition of graphs
In this section, we consider the bandwidth sum of those graphs Pm[G] andCm[G], where
G is a union of isolated vertices, a path, or a cycle. The previous one of this has already
been solved by Liu [7]. We solve it using a different approach and extend the idea to the
latter case.
From now on, all the matrices we discuss below are m × n {0,1}-matrices. We use the
notation Bk to denote such matrices with exactly k entries equal to 1. Also, let Bki denote
the ith row of Bk , and let ni(Bk) be the numbers of nonzero entries in the ith row. Given
a graph G[H ] (|V (G)| =m, |V (H)| = n) and a proper labeling f , we use the notation Skf
to denote the vertex subset {f−1(1), f−1(2), . . . , f−1(k)} of V (G[H ]), and we use Sk to
denote an arbitrary vertex subset of G[H ] with |Sk| = k. Corresponding to the set Skf , we
deﬁne a matrix Akf = (f kij )m×n as
f kij =
{
1 if (vi, uj ) ∈ Skf ,
0 if (vi, uj ) /∈ Skf .
We callAkf the matrix induced by S
k
f . To consider the graph Pm[Kn], we deﬁne the 1-norm
of a matrix A= (aij ) by ‖A‖1 =∑m−1i=1 ∑nr=1∑ns=1|air − a(i+1)s |.
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Harper [4] proved the following useful result which can be used to ﬁnd the lower bound
of the bandwidth sum of a graph G.
Lemma 11. For any proper labeling f of a graph G of order n,
B
f
s (G)=
∑
uv∈E(G)
|f (u)− f (v)| =
n∑
k=1
e(Skf ),
where e(Skf ) is the number of edges with one end vertex in Skf and the other in V (G)− Skf .
It is easy to see from the preceding deﬁnition that if the given graph is Pm[Kn], then for
all Skf , e(S
k
f )=‖Akf ‖1. From this observation and Harper’s result, we have Bfs (Pm[Kn])=∑mn
k=1e(Skf )=
∑mn
k=1‖Akf ‖1.
We now deﬁne a labeling g of Pm[Kn], m3, as
g(vi, uj )=


⌈n
2
⌉
+ 2
(
j −
⌈n
2
⌉)
if i = 1,
⌈n
2
⌉
<jn,⌈n
2
⌉
+ 2j − 1 if i = 2, 1j
⌊n
2
⌋
,
n(m− 2)+ 2j −
⌈n
2
⌉
if i =m− 1,
⌈n
2
⌉
<jn,
n(m− 2)+
⌈n
2
⌉
+ (2j − 1) if i =m, 1j
⌊n
2
⌋
,
(i − 1)n+ j otherwise.
Let Akg be the matrix induced by Skg . Clearly, Bs(Pm[Kn])
∑mn
k=1‖Akg‖1. If we can prove
that for all k, 1kmn, the matrix Ak , induced by Sk , satisﬁes ‖Akg‖1‖Ak‖1, then, for
all labelings f of Pm[Kn], e(Skf ) = ‖Akf ‖1‖Akg‖1. Hence, in this case, Bfs (Pm[Kn]) =∑mn
k=1e(Skf )
∑mn
k=1‖Akg‖1=Bgs (Pm[Kn]) for all labelings f of Pm[Kn]. Therefore, gmust
be an optimal bandwidth sum labeling of Pm[Kn].
Now, for convenience, we call a matrix Bk a 1-minimum matrix if ‖Bk‖1‖Ck‖1 for all
m × n {0,1}-matrices Ck with k entries equal to 1. We ﬁrst show some properties of the
1-minimum matrix.
Lemma 12. If Bk is a 1-minimum matrix, k1, then at least one of the ﬁrst row Bk1 and
the last row Bkm is not equal to (0, 0, . . . , 0). Also, at least one of Bk1 , Bkm is not equal to
(1, 1, . . . , 1), except for the case k =mn.
Proof. We only prove that at least one of Bk1 , B
k
m is not equal to (0, 0, . . . , 0). The case
that at least one of Bk1 , B
k
m is not equal to (1, 1, . . . , 1) is similar. Suppose, to the contrary,
this conclusion is false. Since k1, there exists i, 1 im, Bki = (0, 0, . . . , 0). Let
l =min{i|Bki = (0, 0, . . . , 0)}. Deﬁne a matrix Ck as
Cki =
{
Bki+l−1 if 1 in− l + 1,
(0, 0, . . . , 0) otherwise.
Clearly, ‖Ck‖1 = ‖Bk‖1 + nl(Bk)× n< ‖Bk‖1, a contradiction. 
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Given a {0,1}-matrix B, we deﬁne an (i, j)-move of B to be a matrix C obtained from B
by changing one Bik entry from 0 to 1 (for arbitrary k) and one Bjl entry from 1 to 0 (for
arbitrary l). And an (i, j)-reverse of B, i < j , is a matrix C obtained from B, deﬁned as
Cl =
{
Bl if 1 l < i or j < ln,
Bj−l+i if i lj.
From this deﬁnition, we have a simple result.
Lemma 13. If C is a matrix obtained from B by an (i, j)-move, |i − j | = 1, then
(1) ‖C‖1 − ‖B‖1 =−n+ 2(nj−1(B)+ nj+1(B)− nj (B)+ 1), if i = 1, j = 2 or i =m,
j =m− 1.
(2) ‖C‖1 − ‖B‖1 = n+ 2(ni(B)− ni−1(B)− ni+1(B)+ 1), if i = 2, j = 1 or i =m− 1,
j =m.
(3) ‖C‖1 − ‖B‖1 = 2(ni(B) + ni+2(B) − ni−1(B) − ni+1(B) + 1), if 2 im − 2,
j = i + 1.
(4) ‖C‖1 − ‖B‖1 = 2(nj−1(B) + nj+1(B) − nj (B) − nj+2(B) + 1), if 3 im − 1,
i = j + 1.
Proof. All the results follow from direct calculation. Hence, we need prove only case (3),
the other cases are similar. In this case,
‖C‖1 = (ni−1(B))(n− ni(B)− 1)+ (ni(B)+ 1)(n− ni−1(B))
+ (ni(B)+ 1)(n− ni+1(B)+ 1)+ (ni+1(B)− 1)(n− ni(B)− 1)
+ (ni+1(B)− 1)(n− ni+2(B))+ (ni+2(B))(n− ni+1(B)+ 1)
+
∑
1 ln−1, l =i−1,i,i+1
nl(B)(n− nl+1(B))+ nl+1(B)(n− nl(B)).
‖B‖1 = (ni−1(B))(n− ni(B))+ (ni(B))(n− ni−1(B))
+ (ni(B))(n− ni+1(B))+ (ni+1(B))(n− ni(B))
+ (ni+1(B))(n− ni+2(B))+ (ni+2(B))(n− ni+1(B))
+
∑
1 ln−1, l =i−1,i,i+1
nl(B)(n− nl+1(B))+ nl+1(B)(n− nl(B)).
Hence, ‖C‖1 − ‖B‖1 = −ni−1(B) + n − ni−1(B) + n − ni+1(B) + ni(B) + 1 − n +
ni(B) − ni+1(B) + 1 − n + ni+2(B) + ni+2(B) = 2(ni(B) + ni+2(B) −
ni−1(B)− ni+1(B)+ 1). 
A similar method leads to the following conclusion.
Lemma 14. Let B be a matrix with two rows Bi , Bj , |i − j |2, neither of which is
equal to (0, 0, . . . , 0) or (1, 1, . . . , 1). If C is the matrix obtained from B by an (i, j)-move
and ‖B‖1< ‖C‖1 (resp., ‖C‖1< ‖B‖1), then the matrix D obtained from B by a (j, i)-
move satisﬁes ‖D‖1< ‖B‖1 (resp., ‖B‖1< ‖D‖1).Hence, if B is a 1-minimum matrix with
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the property that both the (i, j)-move and (j, i)-move are possible, then every matrix C,
obtained from B by an (i, j)-move, |i − j |2, satisﬁes ‖C‖1 = ‖B‖1.
Lemma 15. If Bk is a 1-minimum matrix, k = 0, and Bki = (0, 0, . . . , 0) for some i, then
Bkj = (0, 0, . . . , 0) for all j > i.
Proof. Suppose to the contrary, Bki = (0, 0, . . . , 0), Bkj = (0, 0, . . . , 0) for some j > i.
Since k = 0, we may assume that Bk1 = (0, 0, . . . , 0). Let t =min{l |Bkl = (0, 0, . . . , 0)},
r = max{l |Bkl = (0, 0, . . . , 0)}, and let Ck be the matrix obtained from Bk by a (t, r)-
reverse. If r = m,
‖Ck‖1 − ‖Bk‖1 = nr(Bk)(n− nt−1(Bk))+ nt−1(Bk)(n− nr(Bk))
− nt−1(Bk)× n− nr(Bk)× n
= − 2nr(Bk)× nt−1(Bk)< 0.
If r =m and nt−1(Bk)>n/2,
‖Ck‖1 − ‖Bk‖1 = nm(Bk)(n− nt−1(Bk))+ nt−1(Bk)(n− nm(Bk))
− nt−1(Bk)× n
= nm(Bk)(n− 2nt−1(Bk))< 0.
Since Bk is a 1-minimum matrix, the two cases above lead to contradictions. Hence we
may assume that r = m and nt−1(Bk)n/2. In this case, if there exists a nonzero row j ,
j > t , j = (1, 1, . . . , 1), use the (t − 1, j) move continuously until the resulting matrix
Ck satisﬁes nt−1(Ck)>n/2, or nm(Ck) = 0, or no such move is possible. By Lemma 14,
‖Ck‖ = ‖Bk‖. Now, if nt−1(Ck)>n/2 or nm(Ck) = 0, since ‖Ck‖ = ‖Bk‖, the previous
argument implies Ck , and hence Bk , is not a 1-minimum matrix. Hence, we need only
consider the third case, that is, for all nonzero row j , jr , nj (Ck) = n and nm(Ck) = n.
SupposeDk is the matrix obtained fromCk by a (1,m)-reverse. Clearly, ‖Dk‖=‖Ck‖. Let
p = min{l |Dkl = (0, 0, . . . , 0)}, and q = max{l |Dkl = (0, 0, . . . , 0)}.Since np−1(Dk) =
n>n/2, the previous argument shows that the matrix Ek , obtained from Dk by a (p, q)-
reverse, will satisfy ‖Ek‖< ‖Dk‖=‖Ck‖=‖Bk‖, also a contradiction. Hence if Bk is a 1-
minimummatrix, k = 0, andBki =(0, 0, . . . , 0) for some i, wemust haveBkj =(0, 0, . . . , 0)
for all j > i. 
Lemma 16. If Bk is a 1-minimum matrix, then ‖Bk‖1 = ‖Akg‖1.
Proof. The case in which k= 0 is trivial. Suppose k1. According to Lemma 12, we may
assume thatBk1 = (0, 0, . . . , 0). LetBkl be the last nonzero row ofBk . By Lemma 15,Bki =
(0, 0, . . . , 0) for all i l. If l > 2. By Lemma 14, use the (i, j)-move continuously until
the resulting matrix Ck has only two consecutive rows Cki , C
k
i+1, not equal to (1, 1, . . . , 1)
and (0, 0, . . . , 0). That is, Ckj = (1, 1, . . . , 1) for all j < i and Ckj = (0, 0, . . . , 0) for all
j > i+ 1. Since Bk is a 1-minimum matrix, by Lemma 14, Ck is also a 1-minimum matrix.
We consider the following cases.
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Case 1: k < n/2. In this case, l2. If n2(Ck) = 0, consider a matrixDk obtained from
Ck by a (1, 2)-move. By Lemma 13, we have ‖Dk‖1−‖Ck‖1=2[n1(Ck)−n2(Ck)+1]−
n= 2k+ 2− 4n2(Ck)−n< 0. But this contradicts the fact that Ck is a 1-minimum matrix.
Hence, n2(Ck)= 0, and so ‖Ck‖1 = ‖Akg‖1 in this case.
Case 2: n/2 + 1kn+ n/2. In this case, we may assume that n1(Ck)n2(Ck).
Otherwise, the matrixDk obtained fromCk by a (1, 2)-reverse will satisfy ‖Dk‖1< ‖Ck‖1.
But this is impossible since Ck is a 1-minimum matrix. If Ck1 = (1, 1, . . . , 1), consider
the matrix Dk obtained from Ck by a (2, 1)-move. By Lemma 13, ‖Dk‖1 − ‖Ck‖1 =
2n2(Ck) + 2 − n. Since Ck is a 1-minimum matrix, ‖Dk‖1‖Ck‖1, but the inequality
2n2(Ck)+ 2−n0 holds only when n2(Ck)=n/2 or n2(Ck)=n/2− 1 (in this case,
n is even). In the former case, ‖Ck‖1 =‖Akg‖1. In the latter case, the equality holds and we
also have ‖Ck‖1 = ‖Akg‖1. For all the other cases, ‖Dk‖1< ‖Ck‖1, contradicting the fact
that Ck is a 1-minimum matrix. If Ck1 = (1, 1, . . . , 1), consider the matrix Dk obtained
from Ck by a (1, 2)-move and the matrix Ek obtained from Ck by a (2, 1)-move. In these
cases, also by Lemma 13, ‖Dk‖1 − ‖Ck‖1 = −n + 2(n1(Ck) − n2(Ck) + 1). ‖Ek‖1 −
‖Ck‖1=n−2(n1(Ck)−n2(Ck)−1). SinceCk is a 1-minimummatrix, ‖Dk‖1−‖Ck‖10
and ‖Ek‖1−‖Ck‖10, we must have n1(Ck)−n2(Ck)−1n/2n1(Ck)−n2(Ck)+1.
Thus, n/2 = n1(Ck)− n2(Ck)− 1 or n/2 = n1(Ck)− n2(Ck) or n/2 = n1(Ck)−
n2(Ck)+ 1. If n/2 = n1(Ck)− n2(Ck)− 1, then ‖Ek‖1 = ‖Ck‖1 and ‖Ek‖1 = ‖Akg‖1.
If n/2 = n1(Ck)− n2(Ck) or n/2 = n1(Ck)− n2(Ck)+ 1, then ‖Ck‖1 = ‖Akg‖1. For
all the cases above, we have ‖Ck‖1 = ‖Akg‖1. Hence, if n/2 + 1kn + n/2, the
1-minimum matrix Ck satisﬁes ‖Ck‖1 = ‖Akg‖1.
Case 3: n+n/2+1kmn−n−n/2. In this case, l2. If l=2, wemust show that
Ck1 = (1, 1, . . . , 1). Suppose Ck1 = (1, 1, . . . , 1). Considering the matrixDk obtained from
Ck by an (1, 2)-move, by Lemma 13, ‖Dk‖1−‖Ck‖1=−n+2(n1(Ck)−n2(Ck)+1). Since
Ck is a 1-minimummatrix,‖Dk‖1−‖Ck‖10,n1(Ck)−n2(Ck)+1n/2.Thus, 2n1(Ck)−
k+ 1n/2, which implies n1(Ck) 12 (k+ n/2− 1) 12 (n+ 2n/2)= n/2+n/2. But
this contradicts our assumption thatCk1 = (1, 1, . . . , 1). Hence, if l=2,Ck1 = (1, 1, . . . , 1),
and so, ‖Ck‖1 = ‖Akg‖1. If n − 1 l3, then Cki = (1, 1, . . . , 1) for all 1 i l − 2 and
Ckl+1=(0, 0, . . . , 0). Now, ifCkl−1 = (1, 1, . . . , 1), consider thematrixDk obtained fromCk
by an (l−1, l)-move. ByLemma13, ‖Dk‖1−‖Ck‖1=−2n+2(nl−1(Ck)−nl(Ck)+1)< 0,
contradicting the fact that Ck is a 1-minimum matrix. Hence Ckl−1 = (1, 1, . . . , 1) and
‖Ck‖1 = ‖Akg‖1. If l =m, then Ckm−1 = (1, 1, . . . , 1) since kmn− n− n/2. Consider
the matrixDk obtained from Ck by an (m−1,m)-move. By Lemma 13, ‖Dk‖1−‖Ck‖1=
−n+ 2(nm−1(Ck)−nm(Ck)+ 1)0 since nm−1(Ck)+nm(Ck)n/2 and nm(Ck)1.
However, since Ck is a 1-minimum matrix, the equality must hold. Therefore, nm(Ck)= 1,
‖Dk‖1=‖Ck‖1 and‖Dk‖1=‖Akg‖1. For all the above cases,wehave‖Ck‖1=‖Akg‖1.Hence,
if n+n/2+1kmn−n−n/2, the 1-minimummatrixCk satisﬁes ‖Ck‖1=‖Akg‖1.
Arguments for the remaining cases, mn − n − n/2 + 1kmn − n/2 − 1 and
mn− n/2kmn, are similar to the ﬁrst two cases and so we omit them here. 
The discussion above shows the labeling g of Pm[Kn] is an optimal bandwidth sum
labeling of Pm[Kn]. By direct calculation, we have
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Theorem 17.
Bs(Pm[Kn])=


n
12
(23n2 + 4)+ (m− 3)n3 if n is even,
n
12
(23n2 + 1)+ (m− 3)n3 if n is odd.
When considering the bandwidth sum of those graphs Pm[Pn], Pm[Cn], the arguments
are almost the same as that for the case Pm[Kn], except that the deﬁnition of the norm of a
matrix A is different. If the graph we consider is Pm[Pn], deﬁne the 2-norm of a matrix A as
‖A‖2 =
m−1∑
i=1
n∑
r=1
n∑
s=1
|air − a(i+1)s | +
m∑
i=1
n−1∑
r=1
|ai(r+1) − air |.
If the given graph is Pm[Cn], deﬁne the 3-norm of a matrix A as
‖A‖3 =
m−1∑
i=1
n∑
r=1
n∑
s=1
|air − a(i+1)s | +
m∑
i=1
n−1∑
r=1
|ai(r+1) − air | +
m∑
i=1
|ai1 − ain|.
Under this consideration, the optimal bandwidth sum labeling of Pm[Pn] is given by
g1(vi, uj )=


⌈n
2
⌉
+ 2
(
j −
⌈n
2
⌉)
− 1 if i = 1,
⌈n
2
⌉
+ 1<jn,⌈n
2
⌉
+ 2j if i = 2, 1j
⌊n
2
⌋
− 1,
m(n− 2)+ 2j −
⌈n
2
⌉
− 1 if i = n− 1,
⌈n
2
⌉
+ 1<jn,
m(n− 2)+
⌈n
2
⌉
+ 2j if i = n, 1j
⌊n
2
⌋
− 1,
(i − 1)n+ j otherwise
and the optimal bandwidth sum labeling of Pm[Cn] is given by
g2(vi, uj )= (i − 1)n+ j for all 1 im, 1jn, if 3n5.
And for all n6,
g3(vi, uj )=


⌈n
2
⌉
+ 2
(
j −
⌈n
2
⌉)
− 1 if i = 1,
⌈n
2
⌉
+ 1<jn,⌈n
2
⌉
+ 2j if i = 2, 1j
⌊n
2
⌋
− 1,
m(n− 2)+ 2j −
⌈n
2
⌉
− 1 if i = n− 1,
⌈n
2
⌉
+ 1<jn,
m(n− 2)+
⌈n
2
⌉
+ 2j if i = n, 1j
⌊n
2
⌋
− 1,
(i − 1)n+ j otherwise.
Therefore, we can deduce the following theorems.
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Theorem 18. For all m3, n2,
Bs(Pm[Pn])=


n
12
(23n2 + 4)+ (5n− 7)
+(m− 3)(n3 + n− 1) if n is even,
n
12
(23n2 + 1)+ (6n− 10)
+(m− 3)(n3 + n− 1) if n is odd.
Theorem 19. For all m3, Bs(Pm[Cn])= (m− 1)n3 +m(n− 1) if 3n5. And
Bs(Pm[Cn])=


n
12
(23n2 + 4)+ (10n− 14)
+(m− 3)(n3 + 2n− 2) if n is even, n6,
n
12
(23n2 + 1)+ (11n− 19)
+(m− 3)(n3 + 2n− 2) if n is odd, n7.
A similar argument leads to the solution of Bs(Cm[G]), in which G is a path, a cycle,
or union of isolated vertices. To consider the bandwidth sum of Cm[Kn], we use the same
notation used for the graphs Pm[Kn], and corresponding to these graphs, deﬁne the 4-norm
of a m× n {0,1}-matrix A as
‖A‖4 =
m−1∑
i=1
n∑
r=1
n∑
s=1
|air − a(i+1)s | +
n∑
r=1
n∑
s=1
|amr − a1s |.
We call a matrix Bk a 4-minimum matrix if ‖Bk‖4‖Ck‖4 for all m × n {0,1}-matrices
with k entries equal to 1. Note that since the calculation of the 4-norm is circular, we may
always assume that Bk1 = (0, 0, . . . , 0) when k = 0.
Lemma 20. Let Bk be a 4-minimum matrix with Bk1 = (0, 0, . . . , 0). If Bki = Bkj =
(0, 0, . . . , 0) for some j > i, then for all i lj , Bkl = (0, 0, . . . , 0).
Proof. Suppose, to the contrary, there exists l, i < l < j , Bkl = (0, 0, . . . , 0). Let s1 =
min{t | i < t < j , Bkt = (0, 0, . . . , 0)}, s2 = min{t | t i, Bkt = (0, 0, . . . , 0)}. Deﬁne a
matrix Ck as
Ckr =


Bkr if r < s2 or j < rn,
Bkr−s2+s1 if s2rj − s1 + s2,
Bkr+s1−j−1 if j − s1 + s2 + 1rj.
It is easy to see that ‖Ck‖4< ‖Bk‖4, contradicting our assumption thatBk is a 4-minimum
matrix. 
From this lemma, for k = 0, we may assume that the matrix Bk satisﬁes: Bk1 =
(0, 0, . . . , 0), and if Bki = (0, 0, . . . , 0) for some i > 1, then Bkj = (0, 0, . . . , 0) for all
1j i.
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For convenience below, we deﬁne |i − j |m = min{|i − j |, m − |i − j |}, and we let
nm+1(B)= n1(B), nm+2(B)= n2(B), n0(B)= nm(B), n−1(B)= nm−1(B). Using an idea
similar to that in Lemma 13, we have
Lemma 21. If C is a matrix obtained from B by an (i, j)-move, |i − j |m = 1, then
(1) ‖C‖4 − ‖B‖4 = 2(ni(B)+ ni+2(B)− ni−1(B)− ni+1(B)+ 1) if j ≡ i + 1 (modm).
(2) ‖C‖4−‖B‖4= 2(nj−1(B)+nj+1(B)−nj (B)−nj+2(B)+ 1) if j ≡ i− 1 (modm).
Lemma 22. Let B be a matrix in which the two rows Bi , Bj are not equal to (0, 0, . . . , 0),
(1, 1, . . . , 1) for some |i−j |m2. Suppose C is a matrix obtained fromB by an (i, j)-move.
If ‖B‖4< ‖C‖4 (resp., ‖C‖4< ‖B‖4), then matrix D, obtained from B by a (j, i)-move,
satisﬁes ‖D‖4< ‖B‖4 (resp., ‖B‖4< ‖D‖4). Hence, if B is a 4-minimum matrix, and the
(i, j)-move and (j, i)-move are both possible for some |i − j |m2, then the matrix C
obtained from B by an (i, j)-move satisﬁes ‖C‖4 = ‖B‖4.
Now, deﬁne a labeling g of the graph Cm[Kn], m4, as
g(vi, uj )=


2j − 1+
⌊
i
2
⌋
if 1 i2, 1jn,
(i − 1)n+ j if 3 im− 2, 1jn,
(m− 2)n+ 2j − 1+
⌊
i
2
⌋
if m− 1 im, 1jn.
Let Akg be the matrix induced by Skg . We have
Lemma 23. If Bk is a 4-minimum matrix, then ‖Bk‖4 = ‖Akg‖4, for all m4.
Proof. According to Lemma 20, we may assume that Bkp = (0, 0, . . . , 0) for all 1pr ,
and Bkq = (0, 0, . . . , 0) for all r + 1qn. If r > 2, by Lemma 22, use the (i, j)-move
continuously until the resulting matrix Ck has at most two consecutive rows Cki , C
k
i+1, not
equal to (1, 1, . . . , 1) and (0, 0, . . . , 0). In fact, we can let Ckj = (1, 1, . . . , 1) for all j < i
and Ckj = (0, 0, . . . , 0) for all j > i + 1. Since Bk is a 4-minimum matrix, by Lemma 22,
Ck is also a 4-minimum matrix. Let Ckl be the last nonzero row of Ck . We consider the
following cases:
Case 1: k2n. In this case, l3. If n3(Ck) = 0, then n1(Ck) = n and 0<n2(Ck),
n3(Ck)<n. Consider the matrix Dk obtained from Ck by a (2, 3)-move. By Lemma 21,
we have ‖Dk‖4−‖Ck‖4= 2(n2(Ck)−n−n3(Ck)+ 1)< 0, contradicting the fact that Ck
is a 4-minimum matrix. Hence, n3(Ck) = 0 in this case. Now, without loss of generality,
we may also assume that n1(Ck)n2(Ck). If n1(Ck)n2(Ck)+ 2, consider a matrix Dk
obtained fromCk by an (2, 1)-move, we have ‖Dk‖4−‖Ck‖4=2(n2(B)−n1(B)+1)< 0,
also contradicting the fact that Ck is a 4-minimum matrix. Therefore, if k2n, ni(Ck)= 0
for all 3 in and 0n1(Ck)− n2(Ck)1. That is, ‖Ck‖4 = ‖Akg‖4 in this case.
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Case 2: 2n + 1kmn − 2n. In this case, 3 ln − 1. If Ckl−1 = (1, 1, . . . , 1).
Consider the matrixDk obtained fromCk by an (l−1, l)-move, we have ‖Dk‖4−‖Ck‖4=
2(nl−1(B) − n − nl(B) + 1)< 0, contradicting the fact that Ck is a 4-minimum matrix.
Hence, Ckl−1 = (1, 1, . . . , 1), and therefore ‖Ck‖4 = ‖Akg‖4.
Case 3: mn − 2n + 1kmn. This case is similar to Case 1 and we omit the proof
here. 
From the lemma above and the labeling g, we have
Theorem 24.
Bs(Cm[Kn])=
{
3n3 + n if m= 3,
1
3
n(n2 + 2)+ (2m− 3)n3 if m4.
Proof. For the case in which m = 3, the graph C3[Kn] is the same as the graph K3[Kn],
hence, the result follows from Corollary 9. To ﬁnd the values of Bs(Cm[Kn]), m4, let
S1 =
n∑
i=1
n∑
j=1
|2i − 2j + 1|, S2 =
n∑
i=1
n∑
j=1
(2n+ i − 2j),
S3 =
n∑
i=1
n∑
j=1
(n+ i − j), S4 =
n∑
i=1
n∑
j=1
(2n+ 2i − 2j − 1),
tm =
n∑
i=1
n∑
j=1
[(m− 2)n+ 2i − 2j + 1], if m4.
From the deﬁnition of the labeling g of Cm[Kn], we have
Bs(Cm[Kn])=
{
2S1 + S4 + t4 if m= 4,
2(S1 + S2)+ (m− 5)S3 + tm if m5.
Since S1 =∑ni=1∑nj=1|2i − 2j + 1| =∑ni=1∑ij=1(2i − 2j + 1)+∑ni=1∑nj=i+1(2j −
2i + 1)= 13 (2n3 + n), S2 = 12 (3n3 − n2), S3 = n3, S4 = 2n3 − n2, tm = (m− 2)n3 + n2,
we have
Bs(C4[Kn])= 2× 13 (2n
3 + n)+ 2n3 − n2 + 2n3 + n2 = 1
3
n(n2 + 2)+ 5n3
and
Bs(Cm[Kn])= 2× 13 (2n
3 + n)+ (3n3 − n2)+ (m− 5)n3 + (m− 2)n3 + n2
= 1
3
n(n2 + 2)+ (2m− 3)n3 if m5. 
Using the same idea, we can prove that the optimal bandwidth sum labellings of Cm[Pn]
and Cm[Cn] are the same as the optimal bandwidth sum labeling of Cm[Kn]. Hence, we
have
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Theorem 25.
Bs(Cm[G])=
{
3n3 + n+ 9(G)(n− 1) if m= 3,
1
3
n(n2 + 2)+ (2m− 3)n3 + (G)(m+ 4)(n− 1) if m4,
where G is a path, cycle, or union of isolated vertices with |V (G)| = n.
4. Conclusion
In connection with our investigation of the bandwidth sum problem for join and com-
position of graphs the following three open questions seem to be of particular interest:
(1) Does a general formula exist for Bs(G+H)(in terms of Bs(G) and Bs(H))?
(2) Can the ideas in Lemmas 1 and 2 be applied to any other kinds of graphs?
(3) Can we use the idea we introduced in Section 3 on other kinds of graph operations? In
particular, can we use it to ﬁnd Bs(G[H ]) for more kinds of graphs G and H? All these
problems are of interest. We hope to answer some of them in the future.
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