Introduction {#sec1-1}
============

According to statistics, lung cancer shows the most significant mortality among cancers in the world,\[[@ref1]\] and this makes it necessary to use modern methods to manage the treatment. Pulmonary movement due to respiration can be addressed as one of the challenges of the treatment of pulmonary tumors, which leads to the displacement of the target and the possibility of damage to healthy tissue surrounded.\[[@ref2]\]

It is essential to adapt treatment planning based on target motion to spare healthy tissues. The tumor position could be monitored over time using four-dimensional computed tomography (4D CT) images, those are achieved by adding time to the 3D CT. The treatment planning based on the use of 4D CT images, so-called 4D radiotherapy, can reduce the dose of radiation transmitted to the healthy tissue around the tumor.\[[@ref3]\] Since estimating the next position of the tumor at any moment in the breathing cycle is of great importance, the acquisition of CT images continuously throughout the breathing cycle (4D CT imaging), provides useful information about the tumor position at any moment.\[[@ref4]\]

Lung motion prediction models are used to estimate pulmonary movements during a complete cycle of respiration.\[[@ref5]\] Several methods have been proposed as a model for estimating pulmonary movements in the past decades.\[[@ref6][@ref7][@ref8][@ref9][@ref10][@ref11]\] The general aim of the motion models is to find the relationship between the surrogate data and the amount of motion obtained from the imaging data. Finally, the motion model should be able to estimate motion in all respiratory positions.\[[@ref12]\] However, preliminary data are required for estimating motion that may sometimes not be appropriately available.

The use of machine learning methods has been recently considered in estimating pulmonary movements. Several studies based on artificial neural network approaches have been effectively able to predict pulmonary behaviors.\[[@ref13][@ref14][@ref15][@ref16][@ref17][@ref18]\] With the advent of deep learning, there has been a widespread change in various fields, including medical interventions and medical image analysis, and the emergence of this method has had massive effects on machine learning.\[[@ref19]\] Recently, a range of studies has used deep learning to predict lung movements.\[[@ref20][@ref21][@ref22][@ref23]\] Among these, some studies have used the concept of recurrent neural networks (RNN) to develop a model for predicting pulmonary movements.\[[@ref20][@ref21][@ref23]\] Methods proposed have tried predicting the next position of the tumor based on its current position by considering a portion of the data as a training set and the remaining part as a test set. RNNs memorize the relationship between the elements of input sequences as historical information in their hidden neurons and understand how elements transform and behave.\[[@ref19]\]

The study of Kai *et al.*\[[@ref20]\] focuses on the use of RNNs for lung motion estimation, and this approach has been used to predict the trajectories of lung tumors for radiotherapy purposes. The proposed model error value has been reported \<1 mm in 3D space in the term of the root-mean-square error (RMSE). In this study, the use of RNNs has been compared with classical neural networks for estimating pulmonary movements, which results in better performance of RNNs. The study by Lin *et al.*\[[@ref21]\] is an attempt to use a special kind of RNN so-called long short-term memory (LSTM). LSTMs are a kind of RNN architecture that includes feedback connections in addition to feedforward connections.\[[@ref24]\] This type of RNNs can be used to predict time series data such as respiratory signal. LSTM was used to predict respiratory signals on 1703 sets of real-time position management data, and RMSE of 0.048 and 0.139 has been reported in internal and external validity data, respectively. The results of the proposed method based on deep LSTM show the superiority of this method over conventional neural networks. In the study of Park *et al.*,\[[@ref22]\] intra- and inter-fraction fuzzy deep learning method has been used to predict tumor motions due to respiration and also decrease computational time. Using this method improved the RMSE by 29.98%. The study of Wang *et al.*\[[@ref23]\] is an effort to improve the effectiveness of radiotherapy treatment based on real-time tumor motion prediction during treatment sessions. A deep bidirectional LSTM network has been proposed for this prediction, and the RMSE of 0.097 mm has been reported on the 103 malignant lung tumor patients' respiratory motion data. The results of this study are about five times better than the results of autoregressive integrated moving average method\[[@ref25]\] for motion estimation.

In the field of computer vision, various methods have been proposed to predict the next frames in the video so that these methods work on the current frame to predict the subsequent frame using a generative approach.\[[@ref26][@ref27][@ref28][@ref29][@ref30][@ref31][@ref32]\] Given that the 4D CT images can eventually be viewed as a video, we utilize this feature to take advantage of the capabilities of video predicting methods. The predictive coding network (PredNet) is one of the state-of-the-art architectures in the field of predicting the next frame in natural videos.\[[@ref28]\]

The current study is an attempt to use PredNet, a convolutional LSTM network architecture, to predict future slices based on the current slices in the breathing cycle, which can be used to determine the amount of pulmonary movement. For this purpose, the 4D CT images are used as reference images, and each slice is generated based on this generative method and compared with its corresponding slice.

The rest of this paper is organized as follows. Section II introduces the structure of the proposed convolutional LSTM Network, the material required and refers to the designed experiments. In section III, the results of the experiments are presented and discussed. Section IV presents the conclusion of this paper.

Material and Methods {#sec1-2}
====================

Dataset preparation {#sec2-1}
-------------------

4D CT images of six patients with pulmonary tumors were collected. 4D CT images were acquired on a 16 Slice Brilliance CT Big Bore Oncology™ configuration (Philips).\[[@ref33]\] These images were examined for more accurate observation of tumor position in three coronal, sagittal, and axial views, and all slices with tumor visibility were stored as reference images. The number of images per view for each patient is presented in [Table 1](#T1){ref-type="table"}. A total of 3295 CT slices was selected for these six patients in different views.

###### 

Number of images per view per patient

  Patient number   View                
  ---------------- ------ ------ ----- ------
  Patient 1        189    196    140   525
  Patient 2        189    217    182   588
  Patient 3        182    210    175   567
  Patient 4        210    350    140   700
  Patient 5        119    140    140   399
  Patient 6        180    180    156   516
  Total            1069   1293   933   3295

Methodology {#sec2-2}
-----------

The PredNet architecture consists of four main modules: the input convolutional layer that receives the current frame as an input, the recurrent layer, which represents a recurrent convolutional layer, the prediction layer, and error representation module. [Figure 1](#F1){ref-type="fig"} presents this architecture.

![Architecture of deep convolutional long short-term memory network for the next frame generation](JMSS-10-69-g001){#F1}

The RNNs allow the effects of previous inputs to be stored like memory and affect the output of the next step. In terms of time series data, LSTM, an RNN architecture, can be used to predict. The LSTM receives a 1D input then it does not look good to work on video or image datasets. However, convolutional LSTM, one of the LSTM variants, enables us to convert 3D input data to 1D data using convolution operator and provides LSTM feeds.\[[@ref34]\]

The input image must be subtracted from the predicted image to generate output at each level of the network. The subtraction values at each level of the network are calculated as the error of prediction and are used to update the weights of the network using backpropagation. These error values are considered as inputs of the convolutional LSTM layer of the same level, in addition to being used as the output of the current level or the input of the subsequent level of the network. The convolutional LSTM layer is fed from its output, the next level output of the convolutional LSTM layer, and the error value of each level of the network. This convolutional LSTM layer gives its output to a convolution layer to generate a predicted image at each level of the network. The network is finally trained to reduce the error of calculation. The mathematical formulation of relations for each level of the network is provided in Eqs. 1-4.
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Where *X*, *Y*, *E* and *R* are inputs, outputs of each level of the network, the error resulting from the subtraction of input and predicted images, and the output of the convolutional LSTM layer in each level, respectively. *t* specifies time and *l* is the level number, and a rectified linear unit (ReLU) is the activation function of each layer. Eq. 5 defines the ReLU function.
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Kernel size for all convolutional, max pooling, and convolutional LSTM layers of the network is 3 × 3. Stride for convolutional layers is 1, but it is 2 for the max-pooling layer. The network training for each fold was done in 150 epochs. Learning rate for epochs \<75 is 0.001 and after that epoch, drop to 0.0001. The weights of the network are optimized using the Adam algorithm.\[[@ref35]\] The size of the input images was resized to (128,160) to reduce the cost of the computation. All experiments were done in Python using Keras.\[[@ref36]\] The hardware platform is a computer equipped with an Intel Core i-7-6700, 16 GB of RAM, and an NVIDIA GeForce GTX TITAN X GPU.

Definitions of experiments {#sec2-3}
--------------------------

In this study, a method similar to the k-fold cross-validation\[[@ref37]\] is used to evaluate the model. This leave-one-patient-out method divides the dataset into *k* subsets, and in each step, one of the subsets is used to perform the test, and the other *K* − 1 subsets can be used for training and validation of the model. This method is used to evaluate predictive models and can be utilized to determine the accuracy of predictive models. To evaluate the predictive model using the k-fold cross-validation method, the size of all *k* subsets must be relatively identical. To prevent the impact of a particular patient\'s data on the model, the images related to this patient that is considered for the test set are not used to train, and thus the size of the folds is not the same.

Six separate training and testing stages were performed. At the first stage, the images of the first patient and five other patients were used for testing and training, respectively. Then, this process was repeated by separating the data of the second patient as a test set and selecting data of other five remaining patients for training and so on. We use the weighted average to compute the average results of the leave-one-patient-out validation method for six different patients in terms of the variable size of each fold. Eq. 6 shows how to calculate the weighted average error.
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Where \| f~i~\|, \|*F*\|, and *err(i*) are the number of images in the i-th test fold, the cardinality of the data set and the error of the i-th test fold, respectively.

Quantitative evaluation metrics {#sec2-4}
-------------------------------

Quantitative evaluation of the predicted results is reported in terms of RMSE and structural similarity index measure (SSIM). SSIM represents an objective method for examining the difference between reference and predicted images and is used because this method is well suited to the characteristics of the human visual system and can quantify the differences perceptually.\[[@ref38]\] The calculation method for these values is given in Eqs. 7 and 8.
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Where *x* and *y* represent the reference image and the synthetic generated image, respectively.

Results and Discussion {#sec1-3}
======================

Evaluation of experiments {#sec2-5}
-------------------------

The results of pulmonary motion prediction based on the convolutional LSTM network are presented in [Figure 2](#F2){ref-type="fig"}. The reference images, the predicted subsequent frames and their difference maps in all three views are shown for the next six frames over time. The prediction of images based on the use of convolutional LSTM model can generate the next frames so that pulmonary movements during the breathing cycle can be monitored. The generative nature of this model makes it possible to generate the next frames in the lack of access to 4D CT images based on the trained model.

![Prediction of images during the respiratory cycle. The first line represents the reference images; the second line represents the predicted images, and the third one contains the difference map in each sub-image (a) Coronal view (b) Sagittal view (c) Axial view](JMSS-10-69-g010){#F2}

Application of the model in training and generating images in different views was done to determine the positional changes of pulmonary tissues during the respiratory cycle in all three superior-inferior, anterior-posterior, and lateral directions. Determining the amount of pulmonary movement in all three directions based on generated images can help the radiotherapy team to better plan and protect healthy tissues.

The quantitative results of the comparison of reference and predicted images in each of the six experiments and the weighted average of these results to estimate the accuracy of the method are presented in [Table 2](#T2){ref-type="table"}. Less RMSE indicates that the reference and the generated image are more similar. It should be noted that the SSIM can take a value from −1 to 1, and the greater scores indicate greater similarity between reference and predicted images.

###### 

Quantitative evaluation of the next-frame prediction

                     RMSE        SSIM
  ------------------ ----------- -------
  Experiment 1       6×10^−3^    0.951
  Experiment 2       11×10^−3^   0.935
  Experiment 3       9×10^−3^    0.949
  Experiment 4       8×10^−3^    0.943
  Experiment 5       5×10^−3^    0.944
  Experiment 6       12×10^−3^   0.942
  Weighted average   9×10^−3^    0.943

RMSE -- Root-mean-squared error; SSIM -- Structural similarity index measure

Analysis of the proposed method {#sec2-6}
-------------------------------

Although the PredNet method has been used in this study, the innovation of study is in using this state-of-the-art method of predicting future frames in video prediction for generating CT images during the breathing cycle. These images generated can be used to predict the extent of tumor motion and improve radiotherapy treatment planning. It should be noted that the use of state-of-the-art architectures is common in studies that utilize deep learning techniques, and what matters is adapting the network architecture to the desired application. To the best of our knowledge, this is the first study to use convolutional LSTM networks for pulmonary motion prediction. One of the advantages of this technique is the generation of a sequence of CT images to represent pulmonary movements during breathing from a conventional CT image.

A brief history shows that the implementation of 4D CT technology is growing each year in the United States since 2002/03 when 4D CT clinical applications were reported. 44% until 2009 and currently, more than 60% of United States cancer centers have been equipped with 4D CT imaging technology. The utilization is still growing 7% per year approximately.\[[@ref4]\] Although there are no accurate statistics, observation shows that the application of 4D CT is not popular enough in Asia rather than either the United States or developed countries. For example, at the moment, no radiotherapy center has been equipped with 4D CT imaging devices in Iran. Therefore, based on the information provided, the necessity of the application of 4D CT imaging technology should be extremely considered in developing countries.

There are several key differences between 3D and 4D CT applications. For instance, 4D CT images require additional acquisition time up to 2--10 min depending on scanning device configuration, which means more radiation dose will be delivered to patients.\[[@ref4]\] For image artifacts, both 3D and 4D CT suffer from streak, ring, metal artifacts, and blurring. For example, blurring can occur in all types of images due to patient movement, internal organ motion or resolution of scanning during image acquisition. Some additional artifacts including, incomplete structure, duplicated structure, and overlapping structure may degrade the CT images when organ motion affects two adjacent slices, because of iteration frequency of one slice acquisition. Literature shows 90% of 4D CT images have at least one structural artifact, except blurring, which illustrates a warning and it is worth mentioning that overcoming these artifacts needs time-consuming postprocessing procedure.\[[@ref39]\]

The proposed method can be a satisfactory alternative for better and accurate margin delineation in the radiotherapy centers where do not have access to 4D CT imaging devices. Less imaging radiation delivery and artifact-free images represent also remarkable features of the proposed method.

In spite of the fact that several studies have been presented in recent years about the introduction of respiratory prediction methods based on the use of deep artificial neural networks,\[[@ref20][@ref21][@ref22][@ref23]\] and in particular, the use of deep recurrent networks,\[[@ref20][@ref21][@ref23]\] the current study with the generative nature has the advantage of being able to detect tumor motions in all directions. The error of proposed method and the similarity of the reference and generated images significantly reflect the ability of this kind of network to predict pulmonary movements in the lack of proper preliminary data. A larger data set with the more number of images can definitely improve the calculated error. Furthermore, the use of surrogate signals along with images, generated by the proposed method, can make it possible to track the tumor in real-time.

Conclusion {#sec1-4}
==========

A deep artificial neural network architecture based on convolutional LSTM was introduced. The method predicts the subsequent frame in the video mode. Whereas the 4D CT images represent a sequence of images during the patient\'s breathing cycle, this architecture was used to predict future frames of 4D CT images from the primary image. This architecture was evaluated on a dataset prepared in all three directions, and the results indicate that the generated images are extremely consistent with the corresponding reference ones. Therefore, to be more reliable in radiotherapy treatment when proper preliminary data are unavailable, this approach can be used to predict tumor position. As a further study, the use of surrogate signals along with the images, produced by this study, can be evaluated for real-time radiotherapy of the tumor.
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