Lp solutions of backward stochastic Volterra integral equations by Wang, Tianxiao
ar
X
iv
:0
91
2.
25
67
v1
  [
ma
th.
PR
]  
14
 D
ec
 20
09
Lp solutions of backward stochastic Volterra
integral equations ∗
Tianxiao Wang †
School of Mathematics, Shandong University, Jinan 250100, China
December 14 2009
Abstract
This paper is devoted to the unique solvability of backward stochastic
Volterra integral equations (BSVIEs for short), in terms of both M-solution
introduced in [15] and the adapted solutions in [6], [11]. We prove the ex-
istence and uniqueness of M-solutions of BSVIEs in Lp (1 < p < 2), which
extends the results in [15]. The unique solvability of adapted solutions of
BSVIEs in Lp (p > 1) is also considered, which also generalize the results
in [6] and [11].
Keywords: Backward stochastic Volterra integral equations, M-solutions,
Lp solutions, adapted solutions
1 Introduction
In this paper, we are concerned with backward stochastic Volterra integral equa-
tion (BSVIE for short) of the formt, ∈ [0, T ],
Y (t) = ψ(t) +
∫ T
t
g(t, s, Y (s), Z(t, s), Z(s, t))ds−
∫ T
t
Z(t, s)dW (s), (1)
where W is a standard Brownian motion with values in Rd defined on some
complete probability space (Ω,F , P ), ψ(·) is the terminal condition and g is
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the coefficient (also called the generator). The unknowns are the processes
(Y (·), Z(·, ·)) ∈ Hp[0, T ] (defined blew), for which (Y (·), Z(t, ·)) is F-adapted
for all t ∈ [0, T ]. Here {Ft}t≥0 is the augmented natural filtration of W which
satisfies the usual conditions.
Lin [6] firstly considered the solvability of the adapted solution of the form
Y (t) = ξ +
∫ T
t
g(t, s, Y (s), Z(t, s))ds−
∫ T
t
Z(t, s)dW (s), t ∈ [0, T ]. (2)
As to the general form (1), Yong ([13] and [15]) firstly studied them and gave the
application in optimal control. One can also see [11] for more detailed accounts
on BSVIEs (1). Both of them are natural generalization of backward stochastic
differential equation (BSDE for short) of the form
Y (t) = ξ +
∫ T
t
g(s, Y (s), Z(s))ds−
∫ T
t
Z(s)dW (s), t ∈ [0, T ],
which was firstly introduced by Pardoux and Peng [7]. In order to obtain a
stochastic maximum principle for optimal control of stochastic Volterra integral
equation, Yong [15] introduced the notion of M-solution and proved the existence
and uniqueness of M-solution in H2[0, T ]. On the other hand, Yong [14] adopted
the so-called BSVIEs to construct a class of dynamic convex and coherent risk
measures, which is different from the result in the case of BSDE in Rosazza [9]. We
would like to mention that Wang and Zhang [12] gave existence and uniqueness
of the adapted solution of BSVIE (2) with jumps under non-Lipschitz condition
and Ren considered the similar result in hilbert space in [8]. See Aman [1] for
result of BSVIE (2) under local Lipschitz condition. All of them considered the
unique solvability of BSVIEs when p = 2.
In this paper, for mathematical interest, we try to get the existence and
uniqueness of Lp (1 < p < 2) solutions for BSVIEs. In BSDEs case, we have to
mention that El Karoui et al. [4] obtained the existence and uniqueness of the
solution for BSDEs when the generator is uniformly Lipschitz, the data ξ and
{g(s, 0, 0)} are in Lp (1 < p < 2). Briand and Carmona [2] considered the Lp
solution for BSDEs with polynomial growth generators and in Briand et al. [3]
generalized the result. Recently, Wang et al. [10] also studied the Lp solutions
when the uniform Lipschitz condition was replaced by nonnegative adapted pro-
cess. However, neither of the above can be applied in BSVIEs case, and we have
to deal with this problem with new method. Inspired by the four steps to solve
the existence and uniqueness of M-solution in H2[0, T ] in [15], we will use the
similar method to deal with the situation for M-solution in Hp[0, T ]. Similarly
we can also get the result of adapted solutions for (1) when g is independent of
Z(s, t).
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The paper is organized as follows. In Section 2, we will present some notations,
definition and some propositions. In Section 3, we will study the existence and
uniqueness of M-solution of (1) and adapted solution of (1) (the generator is
independent of Z(s, t)) respectively.
2 Preliminary
In this section, we will present some necessary notations, definitions and some
propositions needed in the sequel. In the following we denote ∆c = ∆c[0, T ]
and ∆c[R, S] = {(t, s) ∈ [R, S]2, t ≤ s} where R, S ∈ [0, T ]. Let LpFT [R, S] be
the set of B[R, S] × FT -measurable processes ψ : Ω × [R, S] → R
m such that
E
∫ S
R
|ψ(t)|pdt < ∞. Lp
F
[R, S] is set of adapted processes X : Ω × [R, S] → Rm
such that E
∫ S
R
|X(t)|pdt <∞.
We denote
H
p[R, S] = Lp
F
(Ω;C[R, S])× Lp
F
[R, S],
which is a Banach space under the norm
‖(y(·), z(·))‖Hp[R,S] =
[
E sup
t∈[R,S]
|y(t)|p + E
(∫ S
R
|z(t)|2dt
) p
2
] 1
p
,
where Lp
F
(Ω;C[R, S]) is set of all continuous adapted processes X : [R, S]×Ω→
Rm such that E
[
sup
t∈[R,S]
|X(t)|p
]
<∞.
Lp(R, S;L2
F
[R, S]) the set of processes Z : Ω × [R, S] × [R, S] → Rm×d such
that for almost every t ∈ [R, S], Z(t, ·) is F-progressively measurable and
E
∫ S
R
(∫ S
R
|Z(t, s)|2ds
) p
2
dt <∞.
Lp(R, S;L2
F
[t, T ]) the set of processes Z : Ω×∆c → Rm×d such that for almost
every t ∈ [R, S], Z(t, ·) is F-progressively measurable and
E
∫ S
R
(∫ T
t
|Z(t, s)|2ds
) p
2
dt <∞.
We denote
Hp[R, S] = Lp
F
[R, S]× Lp(R, S;L2
F
[R, S]),
Hp0[R, S] = L
p[R, S]× Lp(R, S;L2
F
[t, S]).
We also need the following two definitions.
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Definition 2.1 Let S ∈ [0, T ]. A pair of (Y (·), Z(·, ·)) ∈ Hp[S, T ] is called an
adapted M-solution of BSVIE (1) on [S, T ] if (1) holds in the usual Itoˆ’s sense
for almost all t ∈ [S, T ] and, in addition, the following holds:
Y (t) = EFSY (t) +
∫ t
S
Z(t, s)dW (s), t ∈ [S, T ].
Definition 2.2 A pair of (Y (·), Z(·, ·)) ∈ Hp0[0, T ] is called an adapted solution
of the following simple BSVIE (3) if (3) holds in the usual Itoˆ’s sense,
Y (t) = ψ(t) +
∫ T
t
g(t, s, Y (s), Z(t, s))ds−
∫ T
t
Z(t, s)dW (s), t ∈ [0, T ]. (3)
Next we will give some propositions, which can be seen in [15]. For any R, S ∈
[0, T ], let us consider the following stochastic integral equation, r ∈ [S, T ], t ∈
[R, T ],
λ(t, r) = ψ(t) +
∫ T
r
h(t, s, µ(t, s))ds−
∫ T
r
µ(t, s)dW (s), (4)
where h : [R, T ]× [S, T ]×Rm×d ×Ω→ Rm is given. The unknown processes are
(λ(·, ·), µ(·, ·)), for which (λ(t, ·), µ(t, ·)) are F-adapted for all t ∈ [R, T ]. We can
regard (4) as a family of BSDEs on [S, T ], parameterized by t ∈ [R, T ]. Next we
introduce the following assumption of h in (4).
(H1) Let R, S ∈ [0, T ] and h : [R, T ]× [S, T ]×Rm×d×Ω→ Rm be B([R, T ]×
[S, T ]× Rm×d)⊗ FT -measurable such that s 7→ h(t, s, z) is F-progressively mea-
surable for all (t, z) ∈ [R, T ]× Rm×d and
E
∫ T
R
(∫ T
S
|h(t, s, 0)|ds
)p
dt <∞. (5)
Moreover, the following holds:
|h(t, s, z1)−h(t, s, z2)| ≤ L(t, s)|z1−z2|, (t, s) ∈ [R, T ]×[S, T ], z1, z2 ∈ R
m×d, (6)
where L : [R, T ]× [S, T ]→ [0,∞) is a deterministic function such that for some
ε > 0,
sup
t∈[R,T ]
∫ T
S
L(t, s)2+ǫds <∞.
Proposition 2.1 Let (H1) hold, then for any ψ(·) ∈ LpFT [R, T ], (4) admits a
unique adapted solution (λ(t, ·), µ(t, ·)) ∈ Hp[S, T ] for almost all t ∈ [R, T ].
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Now we look at one special case of (4). Let R = S and define{
Y (t) = λ(t, t), t ∈ [S, T ],
Z(t, s) = µ(t, s), (t, s) ∈ ∆c[S, T ].
(7)
Then the above (4) reads:
Y (t) = ψ(t) +
∫ T
t
h(t, s, Z(t, s))ds−
∫ T
t
Z(t, s)dW (s), t ∈ [S, T ]. (8)
Here we define Z(t, s) for (t, s) ∈ ∆[S, T ] by Y (t) = EY (t)+
∫ t
0
Z(t, s)dW (s).
So we have,
Proposition 2.2 Let (H1) hold, then for any S ∈ [0, T ], ψ(·) ∈ LpFT [S, T ], (8)
admits a unique adapted M-solution (Y (·), Z(·, ·)) ∈ Hp[S, T ] (adapted solution
(Y (·), Z(·, ·)) ∈ Hp0[S, T ], respectively). If h also satisfies (H1), ψ(·) ∈ L
p
FT
[S, T ],
and (Y (·), Z(·, ·)) ∈ Hp[S, T ] is the unique adapted M-solution of BSVIE (8) with
(h, ψ) replaced by (h, ψ), then ∀t ∈ [S, T ],
E
{
|Y (t)− Y (t)|p +
(∫ T
t
|Z(t, s)− Z(t, s)|2ds
) p
2
}
≤ CE
[
|Ψ(t)−Ψ(t)|p +
(∫ T
t
|h(t, s, Z(t, s))− h(t, s, Z(t, s))|ds
)p]
. (9)
Hereafter C is a generic positive constant which may be different from line to
line.
Let’s give another special case. Let r = S ∈ [R, T ] be fixed. Define
ψS(t) = λ(t, S), Z(t, s) = µ(t, s), t ∈ [R, S], s ∈ [S, T ].
Then (4) becomes: t ∈ [R, S],
ψS(t) = ψ(t) +
∫ T
S
h(t, s, Z(t, s))ds−
∫ T
S
Z(t, s)dW (s), (10)
and we have the following result.
Proposition 2.3 Let (H1) hold, then for any ψ(·) ∈ LpFT [R, S], (10) admits a
unique adapted solution (ψS(·), Z(·, ·)) ∈ LpFS [R, S]× L
p(R, S;L2
F
[S, T ]).
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3 Lp solution for BSVIE
In this section, we will make use of the above propositions to give the unique
existence of M-solution of (1) and adapted solutions of (3). First we assume,
(H2) Let g : ∆c × Rm × Rm×d × Rm×d × Ω → Rm be B(∆c × Rm × Rm×d ×
Rm×d)⊗FT -measurable such that s→ g(t, s, y, z, ζ) is F-progressively measurable
for all (t, y, z, ζ) ∈ [0, T ]×Rm × Rm×d ×Rm×d and
E
∫ T
0
(∫ T
t
|g0(t, s)|ds
)p
dt <∞,
where g0(t, s) = g(t, s, 0, 0, 0). Moreover, it holds
|g(t, s, y, z, ζ)− g(t, s, y, z, ζ)| ≤ L1(t, s)|y − y|+ L2(t, s)|z − z|+ L3(t, s)|ζ − ζ|,
∀(t, s) ∈ ∆c, y, y ∈ Rm, z, z, ζ, ζ ∈ Rm×d, a.s. where Li : ∆
c → R is a determin-
istic function such that the following holds:
sup
t∈[0,T ]
∫ t
0
L
p
1(s, t)ds <∞, sup
t∈[0,T ]
∫ T
t
L2(t, s)
2+ǫds <∞, sup
t∈[0,T ]
∫ t
0
L
2p
2−p
3 (s, t)ds <∞,
where ε is a positive constant, and p ∈ (1, 2).
Theorem 3.1 Let (H2) hold, then for any ψ(·) ∈ LpFT [0, T ], (1) admits a unique
adapted M-solution in Hp[0, T ], where p ∈ (1, 2).
Proof. We will split the proof into four steps.
Step 1. Choose S ∈ [0, T ] in a manner that we can determine the unique
existence of M-solution (Y (t), Z(t, s)) ∈ Hp[0, T ] for (t, s) ∈ [S, T ]2. First let
Mp[0, T ] be the space of all (y(·), z(·, ·)) ∈ Hp[0, T ] such that
y(t) = Ey(t) +
∫ t
0
z(t, s)dW (s), t ∈ [0, T ]. (11)
Thanks to the martingale moment inequalities in [5], we deduce that,
E
∫ T
0
∣∣∣∣
∫ t
0
z(t, s)dW (s)
∣∣∣∣
p
dt ≤ CpE
∫ T
0
(∫ t
0
|z(t, s)|2ds
) p
2
dt, p > 0, (12)
and
E
∫ T
0
(∫ t
0
|z(t, s)|2ds
) p
2
dt ≤ CpE
∫ T
0
∣∣∣∣
∫ t
0
z(t, s)dW (s)
∣∣∣∣
p
dt, p > 1, (13)
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where Cp is a constant depending on p. Thus it is easy to show that M
p[0, T ] is
a closed nonempty subspace of Hp[0, T ]. (11) and (13) imply,
E
∫ T
0
(∫ t
0
|z(t, s)|2ds
) p
2
dt ≤ CpE
∫ T
0
|y(t)|pdt,
thus the following result holds,
E
∫ T
0
|y(t)|pdt+ E
∫ T
0
(∫ T
0
|z(t, s)|2ds
) p
2
dt
≤ CpE
∫ T
0
|y(t)|pdt+ CpE
∫ T
0
(∫ T
t
|z(t, s)|2ds
) p
2
dt
+CpE
∫ T
0
(∫ t
0
|z(t, s)|2ds
) p
2
dt
≤ CpE
∫ T
0
|y(t)|pdt+ CpE
∫ T
0
(∫ T
t
|z(t, s)|2ds
) p
2
dt.
Therefore, we can introduce another norm for Mp[0, T ] as follows:
‖((y(·), z(·, ·))‖Mp[0,T ] =
[
E
∫ T
0
|y(t)|pdt+ E
∫ T
0
(∫ T
t
|z(t, s)|2ds
) p
2
dt
] 1
p
.
Let us consider the following equation:
Y (t) = ψ(t) +
∫ T
t
g(t, s, y(s), Z(t, s), z(s, t))ds−
∫ T
t
Z(t, s)dW (s), t ∈ [S, T ]
(14)
for any ψ(·) ∈ LpFT [S, T ] and (y(·), z(·, ·)) ∈ M
p[S, T ]. By Proposition 2.2, we
observe that (14) admits a unique adapted M-solution (Y (·), Z(·, ·)), and we can
define a map Θ :Mp[S, T ]→Mp[S, T ] by
Θ(y(·), z(·, ·)) = (Y (·), Z(·, ·)), ∀(y(·), z(·, ·)) ∈Mp[S, T ].
Let (y(·), z(·, ·)) ∈ Mp[S, T ] and Θ(y(·), z(·, ·)) = (Y (·), Z(·, ·)). Consequently,
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(9) gives that
E
∫ T
S
|Y (t)− Y (t)|pdt+ E
∫ T
S
(∫ T
t
|Z(t, s)− Z(t, s)|2ds
) p
2
dt
≤ CE
∫ T
S
{∫ T
t
|g(t, s, y(s), Z(t, s), z(s, t))− g(t, s, y(s), Z(t, s), z(s, t))|ds
}p
dt
≤ CE
∫ T
S
{∫ T
t
L1(t, s)|y(s)− y(s)|ds
}p
dt
+CE
∫ T
S
{∫ T
t
L3(t, s)|z(s, t)− z(s, t)|ds
}p
dt
≤ C
∫ T
S
(T − t)
p
qE
∫ T
t
L
p
1(t, s)|y(s)− y(s)|
pdsdt
+C
∫ T
S
(T − t)
p
qE
∫ T
t
L
p
3(t, s)|z(s, t)− z(s, t)|
pdsdt
≤ C(T − S)
p
q sup
t∈[0,T ]
∫ t
0
L
p
1(s, t)ds ·E
∫ T
S
|y(s)− y(s)|pds
+C(T − S)
p
q sup
t∈[0,T ]
(∫ t
0
L
2p
2−p
3 (s, t)ds
) 2−p
2
E
∫ T
S
(∫ t
0
|z(t, s)− z(t, s)|2ds
) p
2
dt
≤ C(T − S)
p
qE
∫ T
S
|y(t)− y(t)|pdt.
Then we can choose a constant η = T − S so that Cη
p
q = 1
2
. Hence (14) admits
a unique fixed point (Y (·), Z(·, ·)) ∈ Mp[S, T ] which is the unique adapted M-
solution of equation (1) over [S, T ].
Step 2: We can apply the martingale representation theorem to determine the
value of Z(t, s) for (t, s) ∈ [S, T ]× [R, S] with 0 < R < S, i.e.,
EFSY (t) = EFRY (t) +
∫ S
R
Z(t, s)dW (s).
Step 3: We determine the value of Z(t, s) for (s, t) ∈ [S, T ]× [R, S] by solving
a stochastic Fredholm integral equation, that is,
ψS(t) = ψ(t) +
∫ T
S
gS(t, s, Z(t, s))ds−
∫ T
S
Z(t, s)dW (s), (15)
for t ∈ [R, S], where
gS(t, s, z) = g(t, s, Y (s), z, Z(s, t)),
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with (t, s, z) ∈ [R, S] × [S, T ] × Lp(S, T ;L2
F
[R, S]). From Proposition 2.3, we
know that (15) has a unique adapted solution (ψS(·), Z(·, ·)) ∈ LpFS [R, S] ×
Lp(R, S;L2
F
[S, T ]) with ψS(·) being FS-measurable.
Step 4: We can complete the unique existence of adapted M-solution by in-
duction. ✷
Let us consider the following BSVIE,
Y (t) = ψ(t) +
∫ T
t
g(t, s, Y (s), Z(t, s))ds−
∫ T
t
Z(t, s)dW (s), t ∈ [0, T ]. (16)
When ψ(·) = ξ, Lin [6] studied the adapted solution of (16) and Wang and Zhang
[12] considered BSVIE (16) with jump under non-Lipschitz coefficient. We would
like to mention the work of results in Hilbert space in [8]. Recently, the authors
introduced a notion of S-solution of BSVIE (1) and they considered the unique
existence of adapted solution by means of S-solution in [11]. Next we will give
a general result in Hp0[0, T ], p ∈ (1, 2), which generalizes the above results. We
have,
Theorem 3.2 Let (H2) hold, we assume that,
sup
t∈[0,T ]
∫ T
t
L
q
1(t, s)ds <∞, p > 2,
sup
t∈[0,T ]
∫ t
0
L
p
1(s, t)ds <∞, 1 < p < 2,
where 1
p
+ 1
q
= 1. Then for any ψ(·) ∈ LpFT [0, T ], (16) admits a unique adapted
solution in Hp[0, T ].
Proof. We split the proof into several steps.
Step 1: In this step, we will determine the value of (Y (t), Z(t, s)) for (t, s) ∈
∆c[S, T ]. We consider the following equation: t ∈ [S, T ],
Y (t) = ψ(t) +
∫ T
t
g(t, s, y(s), Z(t, s))ds−
∫ T
t
Z(t, s)dW (s), (17)
for any ψ(·) ∈ LpFT [S, T ] and (y(·), z(·, ·)) ∈ H
p
0[S, T ]. By Proposition 2.2, we
know that (17) admits a unique adapted solution (Y (·), Z(·, ·)) ∈ Hp0[S, T ], and
we can define a map Θ : Hp0[S, T ]→H
p
0[S, T ] by
Θ(y(·), z(·, ·)) = (Y (·), Z(·, ·)), ∀(y(·), z(·, ·)) ∈ Hp0[S, T ].
9
Let (y(·), z(·, ·)) ∈ H20[S, T ] and Θ(y(·), z(·, ·)) = (Y (·), Z(·, ·)). By (9) we see
that,
E
∫ T
S
|Y (t)− Y (t)|pdt+ E
∫ T
S
(∫ T
t
|Z(t, s)− Z(t, s)|2ds
) p
2
dt
≤ CE
∫ T
S
{∫ T
t
|g(t, s, y(s), Z(t, s))− g(t, s, y(s), Z(t, s))|ds
}p
dt
≤ CE
∫ T
S
{∫ T
t
L1(t, s)|y(s)− y(s)|ds
}p
dt.
If p ∈ (1, 2), we arrive at,
CE
∫ T
S
{∫ T
t
L1(t, s)|y(s)− y(s)|ds
}p
dt
≤ C
∫ T
S
(T − t)
p
qE
∫ T
t
L
p
1(t, s)|y(s)− y(s)|
pdsdt
≤ (T − S)
p
qC sup
t∈[0,T ]
∫ t
0
L
p
1(s, t)ds · E
∫ T
S
|y(t)− y(t)|pdt,
and if p > 2,
CE
∫ T
S
{∫ T
t
L1(t, s)|y(s)− y(s)|ds
}p
dt
≤ CE
∫ T
S
(∫ T
t
L
q
1(t, s)ds
)p
q
∫ T
t
|y(s)− y(s)|pds
≤ C(T − S) sup
t∈[0,T ]
(∫ T
t
L
q
1(t, s)ds
) p
q
E
∫ T
S
|y(t)− y(t)|pdt,
where 1
p
+ 1
q
= 1. Then we can choose a constant η = T−S so that Cmax{η
p
q , η} =
1
2
. Hence (17) admits a unique fixed point (Y (·), Z(·, ·)) ∈ Hp0[S, T ] which is the
unique adapted solution of equation (16) over [S, T ].
Step 2: We determine the value of Z(t, s) for (s, t) ∈ [S, T ]× [R, S] by solving
a stochastic Fredholm integral equation, that is,
ψS(t) = ψ(t) +
∫ T
S
gS(t, s, Z(t, s))ds−
∫ T
S
Z(t, s)dW (s), (18)
for t ∈ [R, S], where gS(t, s, z) = g(t, s, Y (s), z). From Proposition 2.3, we
know that (18) admits a unique adapted solution (ψS(·), Z(·, ·)) ∈ LpFS [R, S] ×
Lp(R, S;L2
F
[S, T ]) with ψS(·) being FS-measurable.
Step 3: We can complete the unique existence of adapted solution by induc-
tion. ✷
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