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Abstract
Based on computations of Pandharipande [Pan99], Zinger [Zin11] proved that theGopakumar–
Vafa BPS invariants BPSA,д(X ,ω) for primitive Calabi–Yau classes and arbitrary Fano classes
A on a symplectic 6–manifold (X ,ω) agree with the signed count nA,д(X ,ω) of embedded
J–holomorphic curves representing A and of genus д for a generic almost complex structure
J compatible with ω. Zinger’s proof of the invariance of nA,д(X ,ω) is indirect, as it relies on
Gromov–Witten theory. In this article we give a direct proof of the invariance of nA,д(X ,ω).
Furthermore, we prove that nA,д(X ,ω) = 0 for д ≫ 1, thus proving the Gopakumar–Vafa
finiteness conjecture for primitive Calabi–Yau classes and arbitrary Fano classes.
1 Introduction
Are there invariants of symplectic manifolds which count embedded pseudo-holomorphic curves?
Such counts can fail to be invariants for two reasons: (a) pseudo-holomorphic embeddings can
degenerate to multiple covers, and (b) they can undergo bubbling and their domains can become
singular. In the following we consider two situations in which both of these can be ruled out.
Let (X ,ω) be a closed symplectic 6–manifold equipped with an almost complex structure J
compatible with ω. Denote by M⋆A,д(X , J ) the moduli space of simple J–holomorphic maps of
genus д representing a homology class A ∈ H2(X ,Z). For a generic choice of J the moduli space
M⋆A,д(X , J ) is an oriented smooth manifold of dimension
dimM⋆A,д(X , J ) = 2〈c1(X ,ω),A〉 .
IfA is a Calabi–Yau class, that is: 〈c1(X ,ω),A〉 = 0, thenM
⋆
A,д(X , J ) is a finite set of signed points
and can be counted. If A is primitive in H2(X ,Z), then multiple cover phenomena can be ruled
out, and it will be proved that this count defines an invariant nA,д(X ,ω). IfA is a Fano class, that
is: 〈c1(X ,ω),A〉 > 0, thenM
⋆
A,д
(X , J ) can be cut-down to a finite set of signed points by imposing
incidence conditions governed by suitable cohomology classes γ , . . . ,γΛ ∈ H
even(X ,Z). In this
case multiple cover phenomena can be ruled out regardless of whetherA is primitive or not, and it
will be proved that counting the cut-downmoduli space defines an invariantnA,д(X ,ω;γ1, . . . ,γΛ).
These invariants are not new. They were considered by Zinger [Zin11, Theorem 1.5 and foot-
note 11] who proved that they agree with Gopakumar and Vafa’s BPS invariants. The proof of the
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invariance of nA,д(X ,ω) and nA,д(X ,ω;γ1, . . . ,γΛ) in [Zin11] is indirect: it relies on these numbers
satisfying the Gopakumar–Vafa formula and the invariance of Gromov–Witten invariants. The
novelty in the present work is thatwe give amuch simpler direct proof of invariance. Furthermore,
we prove that the invariants vanish forд sufficiently large; thus establishing the Gopakumar–Vafa
finiteness conjecture for primitive Calabi–Yau classes and arbitrary Fano classes.
1.1 Ghost components
Themain technical result of this paper allows us to rule out, in certain situations, degenerations in
which the limiting nodal pseudo-holomorphic map has a ghost component, that is: a component
on which it is constant. The precise definitions used in the following statement are given in
Section 2 and Section 3.
Theorem 1.1. Let (X ,д∞, J∞) be an almost Hermitian manifold and let (Jk )k∈N be a sequence of
almost complex structure onX converging to J∞ in theC1 topology. If (uk : (Σk , jk ) → (X , Jk ))k∈N is
a sequence of pseudo-holomorphic maps which Gromov converges to the nodal J∞–holomorphic map
u∞ : (Σ∞, j∞,ν∞) → (X , J∞), then either
1. (Σ∞, j∞,ν∞) is smooth or
2. (Σ∞, j∞,ν∞) has at least one node and either
a. u∞ has no ghost components or
b. u∞ has at least one ghost component C and either
i. there is precisely one non-ghost component attached to C at a node n ∈ C and
dν∞(n)u∞ = 0—that is: the corresponding node ν∞(n) in the non-ghost component is
a critical point of u∞—or
ii. there are at least two non-ghost components attached to C .
Remark 1.2. Zinger [Zin09, Theorem 1.2] has analyzed in detail when a nodal pseudo-holomorphic
map whose domain has arithmetic genus one appears as a Gromov limit of pseudo-holomorphic
maps with smooth domain. Jingchen Niu’s PhD thesis [Niu16] extends Zinger’s analysis to genus
two. Their results are based analyzing the obstructionmap for Kuranishimodel of a neighborhood
of the limiting pseudo-holomorphic map. This idea goes back to Ionel [Ion98] and is also basis
for the proof of Theorem 1.1 in Section 5. Recently, a different proof of a similar result for has
appeared in the work of Ekholm and Shende [ES19, Lemma 4.9].
Given (X ,ω) a symplectic manifold, denote by J(X ,ω) the set of almost complex structures
J compatible with ω and denote by Jemb(X ,ω) the subset of those J for which the following
hold: (a) every there are no simple J–holomorphic maps of negative index, (b) every simple
J–holomorphic map is an embedding, and (c) every two simple J–holomorphic maps of index
zero either have disjoint images or are related by a reparametrization; see Definition 2.36. The
complement ofJemb(X ,ω) inJ(X ,ω) has codimension two; in particular: Jemb(X ,ω) is open and
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dense, and every path (Jt )t ∈[0,1] in J(X ,ω) with end points in Jemb(X ,ω) is homotopic relative
end points to a path in Jemb(X ,ω).
Theorem 1.3. Let (X ,ω) be a compact symplectic 6–manifold, let (Jk )k∈N be a sequence of al-
most complex structures compatible with ω converging to J∞, and let (uk : (Σk , jk ) → (X , Jk ))k∈N
be a sequence of pseudo-holomorphic maps which Gromov converges to the nodal J∞–holomorphic
map u∞ : (Σ∞, j∞,ν∞) → (X , J∞). Set A ≔ (u∞)∗[Σ∞] ∈ H2(X ,Z). If A is primitive, satisfies
〈c1(X ,ω),A〉 = 0, and J∞ ∈ Jemb(X ,ω), then (Σ∞, j∞,ν∞) is smooth and u∞ is an embedding.
There is a variant of the definition J(X ,ω) adapted to pseudo-holomorphic maps with Λ
marked points constrained by pseudo-cycles f1, . . . , fΛ. (See Appendix A for a review of the
theory of pseudo-cycles.) The precise definition of this subspace J(X ,ω; f1, . . . , fΛ) is rather
lengthy and deferred to Definition 2.44.
Theorem 1.4. Let (X ,ω) be a compact symplectic 6–manifold, let (Jk )k∈N be a sequence of almost
complex structures compatible with ω converging to J∞, and let (uk : (Σk , jk ) → (X , Jk ))k∈N be a
sequence of pseudo-holomorphic maps which Gromov converges to the nodal J∞–holomorphic map
u∞ : (Σ∞, j∞,ν∞) → (X , J∞). Set A ≔ (u∞)∗[Σ∞] ∈ H2(X ,Z). Let f1, . . . , fΛ be even-dimensional
pseudo-cycles of positive codimension in general position. If
1. imuk ∩ im fλ ,  for every λ = 1, . . . ,Λ,
2. 2〈c1(X ,ω),A〉 =
∑
Λ
λ=1(codim fλ − 2) > 0, and
3. J∞ ∈ Jemb
(
X ,ω; f1, . . . , fΛ
)
.
then (Σ∞, j∞,ν∞) is smooth and u∞ is an embedding with imu∞ ∩ im fλ ,  every λ = 1, . . . ,Λ.
1.2 Embedded curve counts
Denote by J⋆
emb
(X ,ω) the subset of those J ∈ Jemb(X ,ω) for which every simple J–holomorphic
map is unobstructed; see Definition 2.36.
Theorem 1.5. Let (X ,ω) be a symplectic 6–manifold. LetA ∈ H2(X ,Z) be a primitive class such that
〈c1(X ,ω),A〉 = 0, and let д ∈ N0.
1. For every J ∈ J⋆
emb
(X ,ω) the moduli space M⋆
A,д
(X , J ) of simple J–holomorphic maps of
genus д representing the class A is a compact oriented zero-dimensional manifold, and the
signed count
(1.6) nA,д(X ,ω) ≔ #M
⋆
A,д(X , J )
is independent on the choice of J ∈ J⋆(X ,ω).
2. There exists д0 ∈ N0, depending on (X ,ω) and A, such that
nA,д(X ,ω) = 0 for every д > д0.
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Remark 1.7. In fact, nA,д(X ,ω) depends on ω only up to deformation.
Again, there is a variant J⋆
emb
(X ,ω; f1, . . . , fΛ) of J
⋆
emb
(X ,ω) adapted to pseudo-holomorphic
maps with Λ marked points constrained by pseudo-cycles f1, . . . , fΛ; see Definition 2.45.
Theorem 1.8. Let (X ,ω) be a symplectic 6–manifold, let A ∈ H2(X ,Z), let γ1, . . . ,γΛ ∈ H even(X ,Z)
be such that deg(γλ) > 0 and
2〈c1(X ,ω),A〉 =
Λ∑
λ=1
(deg(γλ) − 2) > 0,
and let д ∈ N0.
1. Let f1, . . . , fΛ be pseudo-cycles in X which are Poincaré dual to γ1, . . . ,γΛ and in general
position. For every J ∈ J⋆
emb
(
X ,ω; f1, . . . , fΛ
)
the moduli space M⋆A,д
(
X , J ; f1, . . . , fΛ
)
of
simple J–holomorphic maps of genus д representing the class A and intersecting f1, . . . , fΛ is
a compact oriented zero-dimensional manifold, and the signed count
(1.9) nA,д(X ,ω;γ1, . . . ,γΛ) ≔ #M
⋆
A,д(X , J ; f1, . . . , fΛ)
is independent on the choice of f1, . . . , fΛ and J ∈ J⋆emb
(
X ,ω; f1, . . . , fΛ
)
.
2. There exists д0 ∈ N0, depending on (X ,ω), A, and γ1, . . . ,γΛ, such that
nA,д(X ,ω;γ1, . . . ,γΛ) = 0 for all д > д0.
Remark 1.10. Remark 1.7 applies mutatis mutandis.
1.3 Gopakumar and Vafa’s BPS invariants
Using ideas from M–theory, Gopakumar and Vafa [GV98a; GV98b] predicted that there exist
integer invariants BPSA,д(X ,ω) associated with every closed symplectic 6–manifold (X ,ω) and
a class A ∈ H2(X ,Z) with 〈c1(X ,ω),A〉 = 0 and д ∈ N0, which count BPS states supported
on embedded J–holomorphic curves representing A and of genus д. Gopakumar and Vafa did
not give a direct mathematical definition of BPSA,д(X ,ω); however, they conjectured that their
invariants are related to the Gromov–Witten invariants GWA,д(X ,ω) by the marvelous formula
(1.11)
∞∑
A
∞∑
д=0
GWA,д(X ,ω) · t
2д−2qA =
∞∑
A
∞∑
д=0
BPSA,д(X ,ω) · t
2д−2
∞∑
k=1
1
k
(
sin(kt/2)
t/2
)2д−2
qkA
with the sum taken over all non-zero Calabi–Yau classes A and, moreover, that BPSA,д(X ,ω) = 0
for д ≫ 1.
In algebraic geometry, there are approaches to defining the BPS invariants for projective
Calabi–Yau three-folds [HST01; PT09; PT10; KL12; MT18]. These satisfy the Gopakumar–Vafa
formula (1.11) in some cases, but it is not currently known whether the formula holds in general.
An alternative approach is take (1.11) as the definition of BPSA,д(X ,ω); see [BP01, Section 2].
This approach leads to the following conjecture.
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Conjecture 1.12 (Gopakumar and Vafa [GV98a; GV98b]; see also [BP01, Conjecture 1.2]). The
numbers BPSA,д(X ,ω) defined by (1.11) satisfy
(integrality) BPSA,д(X ,ω) ∈ Z, and
(finiteness) BPSA,д(X ,ω) = 0 for д ≫ 1.
TheGopakumar–Vafa integrality conjecture has beenproved by Ionel and Parker [IP18]. Zinger
[Zin11, footnote 11] has proved that for primitive Calabi–Yau classes
BPSA,д(X ,ω) = nA,д(X ,ω);
see also Appendix B. Therefore, Theorem 1.5 implies the following.
Corollary 1.13. The Gopakumar–Vafa finiteness conjecture holds for primitive Calabi–Yau classes;
that is: for every closed symplectic 6–manifold (X ,ω) and every primitive Calabi–Yau class A ∈
H2(X ,Z) there is a д0(ω,A) such that for every д > д0(ω,A)
BPSA,д(X ,ω) = 0.
The finiteness conjecture for general Calabi–Yau classes remains open, however. The genus
bound in Corollary 1.13 is not effective; therefore, it is natural to ask the following.
Definition 1.14. Let (X ,ω) be a closed symplectic 6–manifold andA ∈ H2(X ,Z) a Calabi–Yau class.
The BPS Castelnuovo number γA(X ,ω) by
γA(X ,ω) ≔ inf
{
д ∈ Z : BPSA,д(X ,ω) = 0
}
∈ N0 ∪ {∞}.
Question 1.15. Is there an effective bound on γA(X ,ω) analogous to Castelnuovo’s bound for the
genus of an irreducible degree d curve in Pn [Cas89; ACGH85, Chapter III Section 2]?
There is an analogue of the Gopakumar–Vafa formula for Fano classes. Given A ∈ H2(X ,Z),
д ∈ N0, and γ1, . . . ,γΛ ∈ H
even(X ,Z) satisfying deg(γλ) > 0 and
(1.16) 2〈c1(X ,ω),A〉 =
Λ∑
λ=1
(deg(γλ) − 2) > 0,
denote byGWA,д(X ,ω;γ1, . . . ,γΛ) be the corresponding Gromov–Witten invariant. The analogue
of (1.11) is
∞∑
A
∞∑
д=0
GWA,д(X ,ω;γ1, . . . ,γΛ) · t
2д−2qA
=
∞∑
A
∞∑
д=0
BPSA,д(X ,ω;γ1, . . . ,γΛ) · t
2д−2
(
sin(t/2)
t/2
)2д−2+〈c1(X ,ω),A〉
qA
(1.17)
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with the sum taken over allA ∈ H2(X ,Z) satisfying (1.16). Zinger [Zin11, Theorem 1.5] has proved
that
BPSA,д(X ,ω;γ1, . . . ,γΛ) = nA,д(X ,ω;γ1, . . . ,γΛ);
thus establishing the analogue of the Gopakumar–Vafa integrality conjecture. Furthermore, The-
orem 1.8 implies the following.
Corollary 1.18. The analogue of the Gopakumar–Vafa finiteness conjecture holds for all Fano classes.
Of course, there is an analogue of Question 1.15 in the Fano case.
Acknowledgements We thank Aleksei Zinger for several discussions about [Zin09] and Eleny
Ionel for answering our questions about [IP18]. Thismaterial is based uponwork supported by the
National Science Foundation under Grant No. 1754967, anAlfred P. Sloan Research Fellowship, the
Simons Collaboration on Special Holonomy in Geometry, Analysis, and Physics, and the Simons
Society of Fellows.
2 Nodal pseudo-holomorphic maps
This section reviews a few definitions and results regarding nodal pseudo-holomorphic maps.
2.1 Nodal manifolds
Definition 2.1. Let X be a manifold. A nodal structure on X is an involution ν whose fixed-point
set has a discrete complement. The set of points not fixed by ν is called the nodal set. A nodal
manifold is a manifold together with a nodal structure.
The quotientX/ν should be considered as the topological space underlying the nodal manifold
(X ,ν). The atlas of X induces a “nodal atlas” for X/ν consisting of “charts” mapping either to Rn
or Rn × {0} ∪ {0} × Rn ⊂ R2n . The nodes of X/ν are precisely the points mapping to (0, 0) ∈ R2n
in some chart or, equivalently, the images of the points in the nodal set.
Definition 2.2. Let (X1,ν1) and (X2;ν2) be nodal manifolds. A nodal map f : (X1,ν1) → (X2,ν2)
is a smooth map f : X1 → X2 such that
f ◦ ν1 = ν2 ◦ f .
Definition 2.3. Let (X ,ν) be a nodal manifold. A diffeomorphism of (X ,ν) is an element of
Diff(X ,ν) ≔ {ϕ ∈ Diff(X ) : ϕ ◦ ν = ν ◦ ϕ}.
Every manifold X canonically is a nodal manifold with ν = idX and a smooth map between
manifolds, trivially, is a nodal map. In other words, the category of manifolds is a full subcategory
of the category of nodal manifolds.
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Definition 2.4. Let (X ,ν) be a nodal manifold, let Y be a manifold, and let f : (X ,ν) → Y be a
nodal map. For a vector bundle E → Y , set
Γ(X ,ν ; f ∗E) ≔ {ξ ∈ Γ(X , f ∗E) : ξ ◦ ν = ξ }.
Remark 2.5. In the situation of the preceding definition, set n ≔ dimX and let p > n. Given a
Riemannian metric on X and a Euclidean metric on E, denote byW 1,pΓ(X , f ∗E) the completion
of Γ(X , f ∗E) with respect to theW 1,p norm. By Morrey’s embedding theorem,W 1,p →֒ C0,1−n/p .
Therefore, the evaluations maps evx : Γ(X , f
∗E) → Ef (x ) extend toW
1,p
Γ(X , f ∗E) and
W 1,pΓ(X ,ν ; f ∗E) =
{
ξ ∈W 1,pΓ(X ; f ∗E) : ξ (ν(x)) = ξ (x) for every x ∈ X
}
.
For p < n it can be shown that theW 1,p completion of Γ(X ,ν ; f ∗E) agrees with theW 1,p comple-
tion of Γ(X ; f ∗E).
2.2 Nodal Riemann surfaces
Definition 2.6. A nodal Riemann surface is a Riemann surface (Σ, j) together with a nodal struc-
ture ν .
Definition 2.7. LetC be a complex analytic curve. A point ofC is a node if it has a neighborhood
which is isomorphic to a neighborhood of the point (0, 0) in the curve
{(z,w) ∈ C2 : zw = 0}.
A nodal curve is a complex analytic curve all of whose points are either smooth or a node.
LetC be a nodal curve and denote by π : C˜ → C its normalization. The complex analytic curve
C˜ is smooth and, hence, equivalent to a closed Riemann surface (Σ, j). Since C˜ is obtained fromC
by replacing every node with a pair of points, Σ inherits a canonical nodal structure ν . This sets
up an equivalence between complete, nodal curvesC and closed, nodal Riemann surfaces (Σ, j,ν).
Definition 2.8. The automorphism group of a nodal Riemann surface (Σ, j,ν) is
Aut(Σ, j,ν) ≔ {ϕ ∈ Diff(Σ,ν) : ϕ∗j = j}.
A nodal Riemann surface (Σ, j,ν) is stable if Aut(Σ, j,ν) is finite.
Definition 2.9. Let (Σ,ν) be a nodal surface with nodal set S . The arithmetic genus of (Σ,ν) is
(2.10) pa (Σ,ν) ≔ 1 −
1
2
(χ (Σ) − #S).
Remark 2.11. If (Σ˜, ν˜) denotes a nodal surface obtained from (Σ,ν) by attaching a 1–handle at some
pairs of nodes {n,ν(n)}, then
pa (Σ,ν) = pa (Σ˜, ν˜).
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2.3 Nodal J–holomorphic maps
Throughout the next four subsections, let (X , J ) be an almost complex manifold of dimension 2n
Definition 2.12. A nodal J–holomorphic map u : (Σ, j,ν) → (X , J ) is a nodal Riemann surface
(Σ, j,ν) together with a nodal map u : (Σ,ν) → X which is J–holomorphic; that is:
(2.13) ∂¯J (u, j) ≔
1
2
(du + J (u) ◦ du ◦ j) = 0.
Definition 2.14. If u : (Σ, j,ν) → (X , J ) is a nodal J–holomorphic map and ϕ ∈ Diff(Σ,ν), then
the reparametrization ϕ∗u ≔ u ◦ϕ
−1 : (Σ,ϕ∗j,ν) → (X , J ) is a nodal J–holomorphic map as well.
The automorphism group of a nodal J–holomorphic map u : (Σ, j,ν) → (X , J ) is
Aut(Σ, j,ν ,u) ≔ {ϕ ∈ Aut(Σ, j,ν) : u ◦ ϕ = u}.
The map u is said to be stable if Aut(Σ, j,ν ,u) is finite.
Definition 2.15. Let u : (Σ, j) → (M, J ) be a J–holomorphic map and let π : (Σ˜, j˜) → (Σ, j) be a
holomorphic map of degree deg(π ) > 2. The composition u ◦ π : (Σ˜, j˜) → (M, J ) is said to be a
multiple cover of u. A J–holomorphic map is simple if it is not constant and not a multiple cover.
2.4 Ghost components
Let u : (Σ, j,ν) → (X , J ) be a nodal J–holomorphic map.
Definition 2.16. Suppose C ⊂ Σ is a union of connected components of Σ. Set
S intC ≔ {n ∈ S : n ∈ C and ν(n) ∈ C} and S
ext
C ≔ {n ∈ S : n ∈ C and ν(n) < C}
and denote by νC the nodal structure on C which agrees with ν0 on S
int
C and the identity on the
complement of S intC . Denote by Cˇ the nodal curve associated with (C, j0,νC ).
Definition 2.17. A ghost component of u is a union C of connected components of Σ such that
u |C is constant, Cˇ is connected, and which is a maximal subset satisfying these properties.
The following two observations are important for the proof of Theorem 1.1.
Proposition 2.18. If u is stable andC is a ghost component, then the marked nodal Riemann surface
(C, j,νC ,S
ext
C
) is stable; that is: the subgroup Aut(Σ, j,ν ,Sext
C
) of Aut(Σ, j,ν) fixing Sext
C
is finite.
Definition 2.19. A nodal Riemann surface (Σ, j,ν) is semi-stable if every connected component
of Σ either has genus at least one or genus zero and contains at least two nodes.
Proposition 2.20. If (Σ, j,ν) is semi-stable, then the dualizing sheaf ωC of the corresponding nodal
curve C is base-point free.
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Proof. IfC is smooth, thenωC is the canonical bundleKC . SinceC is semi-stable, it cannot be CP1;
therefore, KC is base-point free.
In general, the dualizing sheaf of C is constructed as follows; see [ACGH11, p. 91]. Denote by
π : Σ → C the normalization map. Denote by ω˜C the subsheaf of KΣ(S) whose sections ζ satisfy
(2.21) Resn ζ + Resν (n) ζ = 0
for every n ∈ S . Here Resn η denotes the residue of the meromorphic 1–form η at n. The dualizing
sheaf ωC then is
ωC = π∗ω˜C .
It follows directly from this description that ωC is base-point free. 
2.5 Moduli spaces of nodal pseudo-holomorphic maps
Definition 2.22. GivenA ∈ H2(X ,Z) andд ∈ N0, themoduli space of stable nodal J–holomorphic
maps representing A and of genus д is the set
MA,д(X , J )
of equivalence classes of stable nodal J–holomorphicmapsu : (Σ, j,ν) → (X , J ) up to reparametriza-
tion with
pa (Σ,ν) = д and u∗[Σ] = A.
The subset of MA,д(X , J ) parametrizing simple J–holomorphic maps is denoted by
M⋆A,д(X , J ).
At this stage, MA,д(X , J ) is just a set. In Section 3.2, it will be equipped with the Gromov
topology. This topology induces the C∞ topology onM⋆A,д(X , J ).
Definition 2.23. Let (X ,ω) be a symplectic manifold. Denote by J(X ,ω) the space of almost
complex structure on X which are compatible with ω; that is:
д(·, ·) ≔ ω(·, J ·)
defines a Riemannian metric on X . Equip J(X ,ω) with the C∞ topology.
Definition 2.24. Given A ∈ H2(X ,Z) and д ∈ N, set
MA,д(X ,ω) ≔
∐
J ∈J(X ,ω)
MA,д(X , J ) and M
⋆
A,д(X ,ω) ≔
∐
J ∈J(X ,ω)
M⋆A,д(X , J ).
Denote by π : MA,д(X ,ω) → J(X ,ω) the canonical projection.
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2.6 Linearization of the J–holomorphic map equation
Let u : (Σ, j,ν) → (X , J ) be a nodal J–holomorphic map. Let h be a Hermitian metric on (X , J )
and let ∇ be a torsion-free connection onTX . Throughout the remainder of this article, let p > 2.
Definition 2.25. Given ξ ∈W 1,pΓ(Σ,ν ;u∗TX ), set
uξ ≔ expu (ξ )
and denote by Ψξ : L
p
Ω
0,1(Σ,u∗TX ) → LpΩ0,1(Σ,u∗
ξ
TX ) the map induced by parallel transport
along the geodesics t 7→ expu (tξ ). Define Fu, j,ν ;J : W
1,p
Γ(Σ,ν ;u∗TX ) → LpΩ0,1(Σ,u∗TX ) by
Fu, j,ν ;J (ξ ) ≔ Ψ
−1
ξ ∂¯J (uξ , j).
Definition 2.26. Define the linear operator du, j,ν ;J : W
1,p
Γ(Σ,ν ;u∗TX ) → LpΩ0,1(Σ,u∗TX ) by
du, j,ν ;J ξ ≔ d0Fu, j,ν ;J ξ =
1
2
(
∇ξ + J (u) ◦ (∇ξ ) ◦ j + (∇ξ J ) ◦ du ◦ j
)
.
Remark 2.27. If u is J–holomorphic, then du, j,ν ;, J does not depend on the choice of torsion-free
connection ∇ onTX ; see [MS12, Proposition 3.1.1].
The operator du, j,ν ;J is the restriction toW
1,p
Γ(Σ,ν ;u∗TX ) of the operator
du, j ;J : W
1,p
Γ(Σ,u∗TX ) → LpΩ0,1(Σ,u∗TX )
given by the same formula. The former controls the deformation theory of u as a nodal J–
holomorphic map from the nodal Riemann surface (Σ, j,ν) whereas the latter controls the de-
formation theory of u as a smooth J–holomorphic map from the smooth Riemann surface (Σ, j),
ignoring the nodal structure.
Proposition 2.28. The index of du, j,ν ;J is given by
(2.29) index du, j,ν ;J = 2〈[Σ],u
∗c1(X , J )〉 + 2n(1 − pa (Σ,ν)).
Proof. The inclusion
W 1,pΓ(Σ,ν ;u∗TX ) →W 1,pΓ(Σ,u∗TX ).
has index −n#S . By the Riemann–Roch Theorem,
index du, j ;J = 2〈[Σ],u
∗c1(X , J )〉 + nχ (Σ).
These together with (2.10) imply the index formula. 
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Remark 2.30. For our discussion in Section 5.7, which establishes the key technical result of this
article, the following detailed description of the kernel and cokernel of du, j,ν ;J will be important.
Denote by
V− ⊂
⊕
n∈S
Tu(n)X
the subspace of those (vn)n∈S satisfying
vν (n) = −vn .
Define diff : kerdu, j ;J → V− by
diffκ ≔ (κ(n) − κ(ν(n)))n∈S .
Evidently,
kerdu, j,ν ;J = ker diff .
The map diff is induced by the analogously defined mapW 1,p (Σ,u∗TX ) → V− which fits in to the
following commutative diagram with exact rows
0 W 1,p(Σ,ν ;u∗TX ) W 1,p(Σ,u∗TX ) V− 0
0 LpΩ0,1(Σ,u∗TX ) LpΩ0,1(Σ,u∗TX ) 0 0.
du, j,ν ;J du, j ;J
=
Therefore, the Snake Lemma yields the short exact sequence
0 coker diff cokerdu, j,ν ;J cokerdu, j ;J 0.
The dual sequence
0 (coker du, j ;J )
∗ (cokerdu, j,ν ;J )
∗ (coker diff)∗ 0
can be understood as follows. Let q ∈ (1, 2) be such that 1/p + 1/q = 1. The dual space
(cokerdu, jν ;J )
∗ can be identified via the pairing between Lp and Lq with the space H consisting
of those ζ ∈ LqΩ0,1(Σ,u∗TX ) which satisfy a distributional equation of the form
d∗u, j, Jζ =
∑
n∈S
vnδn .
with v = (vn)n∈S ∈ (im diff)
⊥
 (coker diff)∗ and δn denoting the Dirac δ distribution at n. The
map (cokerdu, j,ν ;J )
∗ → (coker diff)∗ maps ζ to v.
Definition 2.31. Define the map nu, j,ν ;J : W
1,p
Γ(Σ,ν ;u∗TX ) → LpΩ0,1(Σ,u∗TX ) by
nu, j,ν ;J (ξ ) ≔ Fu, j,ν ;J (ξ ) − ∂¯J (u, j) − du, j,ν ;J ξ
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Proposition 2.32 ([MS12, Proposition 3.5.3 and Remark 3.5.5]). Denote by cS > 0 an upper bound for
the norm of the embeddingW 1,p (Σ) →֒ C0,1−2/p(Σ) and let cξ > 0. For every ξ1, ξ2 with ‖ξ1‖W 1,p 6
cξ and ‖ξ2‖W 1,p 6 cξ
‖nu, j,ν ;J (ξ1) − nu, j,ν ;J (ξ2)‖Lp 6 c(cS , cξ , ‖du‖Lp ) · (‖ξ1‖W 1,p + ‖ξ2‖W 1,p ) · ‖ξ1 − ξ2‖W 1,p .
So far, the complex structure j has been held fixed. Denote by J(Σ) the space of complex
structures on Σ and by Diff0(Σ,ν) the group of diffeomorphism of Σ which are isotopic to the
identity and commute with ν . Denote by
T ≔ J(Σ)/Diff0(Σ,ν)
the corresponding Teichmüller space. This is a complex manifold and for every j ∈ J(Σ) there
is a Teichmüller slice through j ; that is: an open neighborhood ∆ of 0 ∈ CdimC T together with a
Aut(Σ, j,ν)–equivariant map  : ∆ → J(Σ) such that (0) = j .
Definition 2.33. Trivializing the bundle over ∆ whose fiber at σ ∈ ∆ is LpΩ0,1(Σ,u∗TX ) defined
with respect to complex structure (σ ) gives rise to the map
W 1,pΓ(Σ,ν ;u∗TX ) × ∆ → LpΩ0,1(Σ,u∗TX )
(ξ ,σ ) 7→ Fu, (σ ),ν ;J (ξ ).
(2.34)
Define du, j ∂¯ν ;J : W
1,p
Γ(Σ,ν ;u∗TX ) ⊕ T0∆ → L
p
Ω
0,1(Σ,u∗TX ) to be the derivative of the map
(2.34) at (0, 0).
Definition 2.35. The index of u is
index(u) ≔ index(du, j ∂¯ν ;J ) − dimaut(Σ, j,ν)
= 2〈[Σ],u∗c1(X , J )〉 + (2n − 3)(1 − pa (Σ,ν)).
The map u : (Σ, j,ν) → (M, J ) is said to be unobstructed if du, j ∂¯ν ;J is surjective.
Henceforth, to simplify notation, we will often drop some or all of the subscripts j , ν , J from
the maps defined above.
2.7 Transversality for simple maps
Throughout the remainder of this section, (X ,ω) is a compact symplectic manifold of dimension
2n and we only consider pseudo-holomorphic maps from smooth Riemann surfaces.
Definition 2.36. Denote by Jemb(M,ω) ⊂ J(M,ω) the subspace of those almost complex struc-
tures compatible with ω for which the following hold:
1. there are no simple J–holomorphic maps with negative index,
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2. every simple J–holomorphic map with index(u) < 2n − 4 is an embedding, and
3. every pair of simple J–holomorphic maps u1, u2 satisfying
index(u1) + index(u2) < 2n − 4
either have disjoint images or are related by a reparametrization.
Denote by J⋆
emb
(X ,ω) ⊂ Jemb(X ,ω) the subset of those J for which, moreover,
4. every simple J–holomorphic map is unobstructed.
Definition 2.37. Given J0, J1 ∈ J(X ,ω), denote by J(X ,ω; J0, J1) the space of smooth paths
(Jt )t ∈[0,1] in J(X ,ω) from J0 and J1. Given J0, J1 ∈ J
⋆
emb
(X ,ω), denote by J⋆
emb
(X ,ω, J0, J1) subset
of those (Jt )t ∈[0,1] ∈ J(X ,ω; J0, J1) such that for every t ∈ [0, 1]:
1. Jt ∈ Jemb(X ,ω) and
2. if u : (Σ, j) → (X , Jt ) is a simple Jt–holomorphic map, then either:
a. coker du, j ∂¯Jt = {0} or
b. dim coker du, j ∂¯Jt = 1 and the map ker du, j ∂¯Jt → coker du, j ∂¯Jt defined by
ξ 7→ pr
(
d
ds

s=t
du, j ∂¯Js ξ
)
,
with pr : Ω0,1(Σ,u∗TX ) → coker du, j ∂¯Jt denoting the canonical projection, is surjec-
tive.
Proposition 2.38. Let A ∈ H2(X ,Z) and д ∈ N0.
1. For every J ∈ J⋆
emb
(X ,ω) the moduli space M⋆A,д(X , J ) is an oriented smooth manifold of
dimension
2〈c1(X ,ω),A〉 + 2(n − 3)(1 − д).
2. For every pair J0, J1 ∈ J⋆emb(X ,ω) and (Jt )t ∈[0,1] ∈ J
⋆
emb
(X ,ω; J0, J1) the moduli space
M⋆A,д
(
X , (Jt )t ∈[0,1]
)
≔
∐
t ∈[0,1]
M⋆A,д(X , Jt ),
is an oriented smooth manifold with boundary
M⋆A,д(X , J1) ∐ −M
⋆
A,д(X , J0).
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This is a consequence of the Implicit Function Theorem; see [MS12, Theorem 3.1.6 and Theo-
rem 3.1.7]. The orientation on the moduli spaces is obtained by trivalizing the determinant line
bundle of the family of operators du, j ∂¯J ; see [MS12, Proof of Theorem 3.1.6, Remark 3.2.5, Ap-
pendix A.2]. If the moduli space is zero-dimensional, that is: a discrete set, then every [u] ∈
M⋆A,д(X , J ) is assigned a sign
sign[u] ∈ {+1,−1}.
The signed count of M⋆A,д(X , J ) is then
#M⋆A,д(X , J ) ≔
∑
[u]∈M⋆
A,д
(X , J )
sign[u].
Proposition 2.39.
1. J⋆
emb
(X ,ω) ⊂ J(X ,ω) is residual.
2. For every pair J0, J1 ∈ J⋆emb(X ,ω), J
⋆
emb
(X ,ω; J0, J1) ⊂ J(X ,ω; J0, J1) is residual.
The proof is a standard application of the Sard–Smale theorem; cf. [OZ09, Theorem 1.2; IP18,
Proposition A.4; MS12, Sections 3.2 and 6.3].
2.8 J–holomorphic maps with constraints
Definition 2.40. Let Λ ∈ N. A J–holomorphic map with Λ marked points is a J–holomorphic
map u : (Σ, j) → (M, J ) together with Λ distinct labeled points z1, . . . , zΛ ∈ Σ.
The reparametrization of (u;z1, . . . , zΛ) by ϕ ∈ Diff(Σ) is the J–holomorphic map with Λ
marked points ϕ∗(u;z1, . . . , zΛ) ≔ (u ◦ ϕ
−1;ϕ(z1), . . . ,ϕ(zΛ)).
A J–holomorphic map (u;z1, . . . , zΛ) with Λ marked points is said to be simple if u is simple.
Definition 2.41. GivenA ∈ H2(X ,Z), д ∈ N0, Λ ∈ N, and J ∈ J(X ,ω), themoduli space of simple
J–holomorphic maps with Λ marked points representing A and of genus д is the set
M⋆A,д,Λ(X , J )
of equivalence classes J–holomorphic maps u : (Σ, j) → (X , J ) with Λ marked points z1, . . . , zΛ
up to reparametrization with
u∗[Σ] = A and д(Σ) = д.
Define the evaluation map ev : M⋆
A,д,Λ
(X , J ) → XΛ by
ev([u;z1, . . . , zΛ]) ≔ (u(z1), . . . ,u(zΛ)).
Remark 2.42. Given two maps f : X → Z and д : Y → Z , the fiber product is
X f ×д Y ≔ (f × д)
−1(∆)
with ∆ ⊂ Z ×Z denoting the diagonal. IfX , Y , Z are smooth manifolds and f and д are transverse
smooth maps, then X f ×д Y is a submanifold of X × Y of dimension dim(X ) + dim(Y ) − dim(Z ).
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Let (fλ : VΛ → X )
Λ
λ=1 be an Λ–tuple of pseudo-cycles in general position such that
codim(fλ) ≔ dimX − dimVλ
is even and positive for every λ. The following discussion assumes some familiarity with the
notions of a pseudo-cycle, pseudo-cycle cobordism, and pseudo-cycle transversality. In partic-
ular, we make use of the following facts, which are discussed in Appendix A: (a) For every
λ ∈ {1, . . . ,Λ}, there is a manifoldV ∂
λ
of dimension dim(Vλ) − 2 and a smooth map f
∂
λ
: V ∂
λ
→ X
whose image contains the pseudo-cycle boundary bd(fλ). (b) A smooth map д : M → X is said to
be transverse to the pseudo-cycle fλ if it is transverse to both fλ and f
∂
λ
in the usual sense. (c) For
every Λ ⊂ {1, . . . ,Λ} the product
∏
λ∈I fλ is a pseudo-cycle and f
∂
λ
induce in a natural way a
map from a smooth manifold whose image contains bd(
∏
λ∈I fλ); see Proposition A.2.
In the following, f •
λ
: V •
λ
→ X stands for either fλ : Vλ → X or f
∂
λ
: V ∂
λ
→ X .
Definition 2.43. Given A ∈ H2(X ,Z), д ∈ N0, and J ∈ J(X ,ω), set
M⋆A,д(X , J ; f
•
1 , . . . , f
•
Λ
) ≔M⋆A,д,Λ(X , J ) ev×f •1 ×·· ·×f
•
Λ
V •1 × · · · ×V
•
Λ
.
The expected dimension of M⋆A,д(X , J ; f1, . . . , fΛ) is
vdimM⋆A,д(X , J ; f1, . . . , fΛ) ≔ 2〈c1(X ,ω),A〉 + (n − 3)(2 − 2д) +
Λ∑
λ=1
(2 − codim(fλ)).
The following are analogues ofDefinition 2.36 andDefinition 2.37 in the setting of J–holomorphic
maps with constraints.
Definition 2.44. Denote by Jemb(X ,ω; f1, . . . , fΛ) ⊂ J(X ,ω) the subset of those almost complex
structures J compatible with ω for which the following conditions hold for every A,A1,A2 ∈
H2(X ,Z), д,д1,д2 ∈ N0, I , I1, I2 ⊂ {1, . . . ,Λ} with I1 ∩ I2 = :
1. if vdimM⋆A,д
(
X , J ; (f •
λ
)λ∈I
)
< 0, thenM⋆A,д
(
X , J ; (f •
λ
)λ∈I
)
= ;
2. if vdimM⋆
A,д
(
X , J ; (f •
λ
)λ∈I
)
< 2n−4, then every J–holomorphicmap underlying an element
of M⋆A,д
(
X , J ; (f •
λ
)λ∈I
)
is an embedding; and
3. if vdimM⋆A1,д1
(
X , J ; (f •
λ
)λ∈I1
)
+vdimM⋆A2,д2
(
X , J ; (f •
λ
)λ∈I2
)
< 2n−4, then every pair of every
J–holomorphicmaps underlying elements ofM⋆A1,д1
(
X , J ; (f •
λ
)λ∈I1
)
andM⋆A2,д2
(
X , J ; (f •
λ
)λ∈I2
)
either have disjoint images or are related by a reparametrization.
Denote by J⋆
emb
(X ,ω; f1, . . . , fΛ) the subset of those elements of Jemb(X ,ω; f1, . . . , fΛ) for which,
moreover:
4. every simple J–holomorphic map is unobstructed and
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5. for every A ∈ H2(X ,Z), д ∈ N, and I ⊂ {1, . . . ,Λ}, the pseudo-cycle
∏
λ∈I fλ is transverse
to ev : M⋆
A,д, |I |
(X , J ) → X |I | .
Definition 2.45. Given J0, J1 ∈ J
⋆
emb
(X ,ω; f1, . . . , fΛ), denote by J
⋆
emb
(X ,ω; f1, . . . , fΛ; J0, J1) the
space of smooth paths (Jt )t ∈[0,1] in J(X ,ω) from J0 and J1 such that for every t ∈ [0, 1],
1. Jt ∈ Jemb(X ,ω; f1, . . . , fΛ),
2. if u : (Σ, j) → (X , Jt ) is a simple Jt–holomorphic map, then either:
i. coker du, j ∂¯Jt = {0} or
ii. dim coker du, j ∂¯Jt = 1 and the map ker du, j ∂¯Jt → coker du, j ∂¯Jt defined by
ξ 7→ pr
(
d
ds

s=t
du, j ∂¯Js ξ
)
,
with pr : Ω0,1(Σ,u∗TX ) → coker du, j ∂¯Jt denoting the canonical projection, is surjec-
tive; in particular, for every A ∈ H2(X ,Z), д ∈ N, and k ∈ N the moduli space
M⋆A,д,k
(
X , (Jt )t ∈[0,1]
)
≔
⊔
t ∈[0,1]
M⋆A,д,k (X , Jt )
is an oriented smooth manifold with boundary M⋆
A,д,k
(X , J1) ∐ −M
⋆
A,д,k
(X , J0),
3. for every A ∈ H2(X ,Z), д ∈ N, and I ⊂ {1, . . . ,Λ} the pseudo-cycle
∏
λ∈I fλ is to the
evaluation map ev : M⋆
A,д, |I |
(
X ,A; (Jt )t ∈[0,1]
)
→ X |I | .
The next two results are analogues of Proposition 2.38 and Proposition 2.39.
Proposition 2.46. Let A ∈ H2(X ,Z) and д ∈ N0.
1. For every J ∈ J⋆
emb
(X ,ω; f1, . . . , fΛ) the moduli space M⋆A,д
(
X , J ; f •1 , . . . , f
•
Λ
)
is an oriented
smooth manifold of dimension
vdimM⋆A,д
(
X , J ; f •1 , . . . , f
•
Λ
)
.
2. For every pair J0, J1 ∈ J⋆emb(X ,ω; f1, . . . , fΛ) and (Jt )t ∈[0,1] ∈ J
⋆
emb
(X ,ω; f1, . . . , fΛ; J0, J1) the
moduli space
M⋆A,д
(
X , (Jt )t ∈[0,1]); f
•
1 , . . . , f
•
Λ
)
≔
∐
t ∈[0,1]
M⋆A,д(X , Jt ; f
•
1 , . . . , f
•
Λ
)
is an oriented smooth manifold with boundary
M⋆A,д
(
X , J ; f •1 , . . . , f
•
Λ
)
∐ −M⋆A,д
(
X , J ; f •1 , . . . , f
•
Λ
)
.
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Proposition 2.47.
1. J⋆
emb
(X ,ω; f1, . . . , fΛ) ⊂ J(X ,ω) is residual.
2. For every pair J0, J1 ∈ J⋆emb(X ,ω; f1, . . . , fΛ), J
⋆
emb
(X ,ω; f1, . . . , fΛ; J0, J1) ⊂ J(X ,ω; J0, J1) is
residual.
Proof. The proof is a standard application of the Sard–Smale theorem [OZ09, Theorem 1.2], [IP18,
Proposition A.4], [MS12, Sections 3.2 and 6.3] for details. However, we outline the proof of the
first statement to explain how to account for the presence of the pseudo-cycles (fλ); the proof of
the second statement is almost identical.
Let (Σ, j) be a closedRiemann surface of genusд, and letA ∈ H2(X ,Z). Denote byW
1,p
inj
(Σ,X ;A)
the subset ofW 1,p(Σ,X ) consisting of functionsu : Σ → X which representA and are somewhere
injective in the sense that there exist z0 ∈ Σ and δ > 0 such that for all z ∈ Σ
distX (u(z0),u(z)) > δdistΣ(z0, z).
A J–holomorphic map is somewhere injective if and only if it is simple [MS12, Proposition 2.5.1].
Given a slice S ⊂ J(Σ) for the action of Diff0(Σ) on J(Σ), set
X =W
1,p
inj (Σ,X ;A) ×S
and let E → X be a Banach vector bundle whose fiber over (u, j) is the space LpΩ0,1(Σ,u∗TX )
defined using the complex structure j .
Let s : J(X ,ω) ×X → E be a section given by s(J ,u, j) = ∂¯J (u, j). This section is transverse
to the zero section and the moduli space M⋆д (X ,A) can be covered by a countable number of
submanifolds of the form s−1(0), for different choices of (Σ, j). (This statement is the main part of
Proposition 2.39, see [MS12, Section 3.2].)
Let I be an ordered subset of {1, . . . , λ} and without loss of generality assume that f •
λ
= fλ
for all λ. Consider the map
S : J(X ,ω) ×X ×
∏
λ∈I
(Σ ×Vλ) → E ×
∏
λ∈I
(X × X )
S(J ,u, j, (zλ,xλ)λ∈I ) ≔ (s(J ,u, j), (u(zλ), fλ(xλ))λ∈I ).
Let ∆ ⊂ X ×X be the diagonal. The result follows from the Sard–Smale theorem if we prove that
S is transverse to the submanifold
(2.48) X ×
∏
λ∈I
∆ ⊂ E ×
∏
λ∈I
(X × X ),
where the embedding X ⊂ E is the zero section. Since s is transverse to the zero section, it
remains to see that the variations in the directions of u, (zλ), and (xλ) are transverse to
∏
λ ∆
whenever u(zλ) = fλ(xλ) for all λ ∈ I .
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Given λ ∈ I , let Iλ ⊂ I be the subset of all those indices µ for which zµ = zλ . We will show
that the projection of the derivative
dS = d(J ,u, j,(zλ,xλ )λ∈I )S
on
⊕
µ∈Iλ
(Tu(zλ )X ⊕ Tu(zλ )X ) is transverse to
⊕
µ∈Iλ
Tu(zλ ),u(zλ )∆. Since I is a disjoint union of
subsets of the form Iλ for some collection of indices λ, this will prove that dS is transverse to (2.48).
Denote the said projection by prIλdS . For ξ ∈W
1,p (Σ,u∗TX ) and vµ ∈ TxµVµ for µ ∈ Iλ ,
(2.49) prIλdS(ξ , (vµ )µ∈Iλ ) = (ξ (zλ), dxµ fµ · vµ )µ∈Iλ .
The following two observationswill complete the proof. First, the evaluationmapW 1,p(Σ,u∗TX ) →
Tu(zλ )X is surjective. In particular, if λ is the only element of Iλ , then prIλdS is transverse to the
subspace Tu(zλ ),u(zλ )∆ ⊂ Tu(zλ )X ⊕ Tu(zλ )X . Second, if |Iλ | > 2, the point
(fµ (xµ ))µ∈Iλ ∈
∏
µ∈Iλ
X
lies on the diagonalX →֒
∏
µ∈Iλ
X , and themap
∏
µ∈Iλ
fµ :
∏
µ∈Iλ
Vµ →
∏
µ∈Iλ
X is transverse to
this diagonal by the assumption that the pseudo-cycles (fλ)λ∈I are in general position. It follows
from these two observations and (2.49) that prIλdS is transverse to
⊕
µ∈Iλ
Tu(zλ ),u(zλ )∆. 
The following will be important for relating moduli spaces defined using cobordant pseu-
docycles. Let F : W → X be a cobordism between two pseudo-cycles f 01 and f
1
1 in X , with
F ∂ : W ∂ → X such that d(F ) ⊂ im F ∂ . In what follows, F • denotes either F or F ∂ . Let f2, . . . , fΛ
be pseudo-cycles in X such that F , f2, . . . , fΛ are in general position, as in Definition A.4.
Given J ∈ J(M,ω) and an ordered subset I ⊂ {2, . . . ,Λ}, set
M⋆A,д(X , J ; F
•, (f •λ )λ∈I ) ≔M
⋆
A,д, |I |+1
(X , J ) ev×F •×
∏
λ∈I f
•
λ
W • ×
∏
λ∈I
V •λ .
Definition 2.50. Let
J⋆emb(X ,ω; F , f2, . . . , fΛ) ⊂ J
⋆
emb(X ,ω; f
0
1 , f2, . . . , fΛ) ∩ J
⋆
emb(X ,ω; f
1
1 , f2, . . . , fΛ),
be the subset of those J for which the following conditions hold for every A,A1,A2 ∈ H2(X ,Z),
д,д1,д2 ∈ N0, I , I1, I2 ⊂ {2, . . . ,Λ} with I1 ∩ I2 = :
1. if vdimM⋆A,д
(
X , J ; F •, (f •
λ
)λ∈I
)
< 2n − 4, then every J–holomorphic map underlying an
element ofM⋆A,д
(
X , J ; F •, (f •
λ
)λ∈I
)
is an embedding; and
2. if vdimM⋆A1,д1
(
X , J ; F •, (f •
λ
)λ∈I1
)
+ vdimM⋆A2,д2
(
X , J ; (f •
λ
)λ∈I2
)
< 2n − 4, then every pair of
every J–holomorphic maps underlying elements of
M⋆A1,д1
(
X , J ; F •, (f •λ )λ∈I1
)
and M⋆A2,д2
(
X , J ; F •, (f •λ )λ∈I2
)
either have disjoint images or are related by a reparametrization.
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3. for every A ∈ H2(X ,Z), д ∈ N, and I ⊂ {2, . . . ,Λ}, the pseudo-cycle F ×
∏
λ∈I fλ is trans-
verse as pseudocycle with boundary to ev : M⋆
A,д, |I |+1
(X , J ) → X |I |+1 in the sense of Defi-
nition A.3.
It follows from this definition that for every J ∈ J⋆
emb
(X ,ω; F , f2, . . . , fΛ), F × f2 × . . . × fΛ is
transverse as pseudo-cycle cobordism to ev : M⋆A,д,Λ(X , J ) → X
Λ. In this case,M⋆A,д(X , J ; F , f2, . . . , fΛ)
is an oriented cobordism from M⋆A,д(X , J ; f
0
1 , f2, . . . , fΛ) to M
⋆
A,д(X , J ; f
1
1 , f2, . . . , fΛ).
The proof of Proposition 2.47 can be easily adapted to show the following.
Proposition 2.51. J⋆
emb
(X ,ω; F , f2, . . . , fΛ) is residual in J(X ,ω).
3 Gromov compactness
3.1 Deformations of nodal Riemann surfaces
Definition 3.1. LetX andA be complex manifolds and let π : X → A be a holomorphic map. Set
n ≔ dimCA and suppose that dimCX = n + 1. A critical point x ∈ X of π is called nodal if there
are holomorphic coordinates at x and holomorphic coordinates at π (x) with respect to which
π (z,w, t2, . . . , tn) = (zw, t2, . . . , tn).
A nodal family is a surjective, proper, holomorphic map π : X → A between complex manifolds
of dimension dimCX = dimCA + 1 such that every critical point of π is nodal. The fiber over
a ∈ A is the nodal Riemann surface (Σ, j,ν) associated with the nodal curve π−1(a). Henceforth,
we engage in the abuse of notation to identify π−1(a) and (Σ, j,ν).
Definition 3.2. Let (Σ, j,ν) be a nodal Riemann surface. A deformation of (Σ, j,ν) is a nodal family
π : X → A, together with a base-point ⋆ ∈ A, and a nodal, biholomorphic map ι : (Σ, j,ν) →
π−1(⋆).
Definition 3.3. Let (Σ, j,ν) be a nodal Riemann surface and let (π : X → A,⋆, ι) and (ρ : Y →
B, †,κ) be two deformations of (Σ, j,ν). A pair of holomorphic maps Φ : X →Y and ϕ : A → B
forms a morphism (Φ,ϕ) : (ρ,⋆, ι) → (Y, †,κ) of deformations if
ϕ(⋆) = †, ρ ◦ Φ = ϕ ◦ π , Φ ◦ ι = κ
and for every a ∈ A the restriction Φ : π−1(a) → ρ−1(ϕ(a)) induces a nodal, biholomorphic map.
Definition 3.4. A deformation (ρ : Y → B, †,κ) of (Σ, j,ν) is (uni)versal if for every deforma-
tion (π : X → A,⋆, ι) of (Σ, j,ν) there exists an open neighborhood U of ⋆ ∈ A and a (unique)
morphism of deformations (π : π−1(U ) → U ,⋆, ι) → (ρ, †,κ).
A nodal Riemann surface (Σ, j,ν) admits a universal deformation if and only if it is stable
[DM69; ACGH11, Chapter XI Theorem 4.3; RS06, Theorem A]. However, every nodal Riemann
surface (Σ, j,ν) admits a versal deformation; this will be discussed in detail in Section 4.
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Definition 3.5. Let (π : X → A,⋆, ι) be a deformation of a nodal Riemann surface (Σ, j,ν). Denote
byS the nodal set ofν . A framing of (π ,⋆, ι) is a smooth embedding embeddingΨ : (Σ\S)×A → X
such that
π ◦ Ψ = prA and Ψ(·,⋆) = ι.
3.2 The Gromov topology
Let X be a manifold and denote by H(X ) the set of almost Hermitian structures (h, J ) on X
equipped with the C∞ topology. The following defines a topology on
MA,д(X ) ≔
∐
(h, J )∈H(X )
MA,д(X , J )
Definition 3.6. Let (X , J ,h) be an almost Hermitian manifold. Let (Σ, j,ν) be a closed, nodal
Riemann surface. The energy of a nodal map u : (Σ,ν) → X is
E(u) ≔
1
2
ˆ
Σ
|du |2 vol.
Implicit in this definition is a choice of Riemannian metric in the conformal class determined by
j . The right-hand side, however, is independent of this choice.
Definition 3.7. Let (J0,h0) ∈ H(X ). Let [u0 : (Σ0, j0,ν0) → (M, J0)] ∈ MA,д(X , J0), let (π : X →
A,⋆, ι) be a versal deformation of (Σ0, j0,ν0), let Ψ be a framing of (π ,⋆, ι), let ε > 0. let U0 ⊂
C∞(Σ0\S,X ) be an open neighborhood of u∞ |Σ0\S in the C
∞
loc
topology, and let UH be an open
neighborhood of (h0, J0) inH(X ). Define
U(u0, ε,U0,UH) ⊂ MA,д(X )
to be the subset of the equivalences classes nodal J–holomorphic maps u : (Σ, j,ν) → (M, J )
satisfying the following:
1. (д, J ) ∈ UH ,
2. |E(u) − E(u0)| < ε ,
3. (Σ, j,ν) = π−1(a) for some a ∈ A, and
4. u˜ ≔ u ◦ Ψ(·,a) ∈ U0,
The Gromov topology on MA,д(X ) is the coarsest topology with respect to which every subset
of the formU(u0, ε,U0,UJ ) is open.
The Gromov topology is metrizable and thus completely characterized by its notion of con-
vergence, which is immediately seen to agree with the following on the level of nodal maps.
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Definition 3.8. Let (X , J∞,h∞) be an almost Hermitian manifold and let (Jk ,hk )k∈N be a sequence
of almost Hermitian structures on X converging to (J∞,h∞) in the C
∞ topology. For every k ∈
N∪ {∞} let uk : (Σk , jk ,νk ) → (X , Jk ) be a nodal Jk–holomorphic map. Denote by S the nodal set
of (Σ∞,ν∞). The sequence (uk , jk )k∈N Gromov converges to (u∞, j∞) if
1. limk→∞ E(uk ) = E(u∞) and
2. there exist
(a) a deformation (π : X → A,a∞, ι∞) of (Σ∞, j∞,ν∞) together with a framing Ψ,
(b) a sequence (ak )k∈N in A converging to a∞, and
(c) for every n ∈ N a nodal, biholomorphic map ιk : (Σk , jk ,νk ) → π
−1(ak )
such that the sequence of maps
u˜k ≔ uk ◦ ι
−1
k ◦ Ψ(·,ak ) ◦ ι∞ : Σ∞\S → X
converges to u∞ |Σ∞\S in the C
∞
loc
topology.
Remark 3.9. If (π ,⋆, ι) is a versal deformation of (Σ∞, j∞,ν∞) and Ψ is a framing of this defor-
mation, then for every sequence (uk , jk ) which Gromov converges to (u∞, j∞) the deformation in
Definition 3.8 can be assumed to be (π ,⋆, ι) and the framing can be assumed to be Ψ. This is an
almost immediate consequence of the definition of a versal deformation.
Theorem 3.10 (Gromov [Gro85]; see also [PW93; Ye94; Hum97; MS12, Chapters 4 and 5]). Let
(X , J∞,h∞) be a closed almost Hermitian manifold and let (Jk ,hk )k∈N be a sequence of almost Her-
mitian structures on X converging to (J∞, j∞) in the C∞ topology. For every k ∈ N let
uk : (Σk , jk ,νk ) → (X , Jk )
be a stable nodal J–holomorphic map. If
lim sup
k→∞
#π0(Σk ) < ∞, lim sup
k→∞
pa (Σk ,νk ) < ∞, and lim sup
k→∞
E(uk ) < ∞,
then there exists a stable nodal J∞–holomorphic mapu∞ : (Σ∞, j∞,ν∞) → (X , J∞) and a subsequence
of (uk , jk )k∈N which Gromov converges to (u∞, j∞).
Henceforth, let (X ,ω) be a symplectic manifold. The setJ(X ,ω) of almost complex structures
compatible with ω injects intoH(X ).
Proposition 3.11 (Gromov [Gro85]; see also [MS12, Lemma 2.2.1]). Let (X ,ω) be a symplectic man-
ifold and J ∈ J(X ,ω). Let (Σ,ν , j) be a closed, nodal Riemann surface. For every nodal map
u : (Σ,ν) → X
E(u) > 〈u∗[ω], [Σ]〉,
and the equality holds if and only if u is J–holomorphic.
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Set
MA,д(X ,ω) ≔
∐
J ∈J(X ,ω)
MA,д(X , J ).
By the above energy identity, in the symplectic context, Theorem 3.10 is equivalent to themap
π : MA,д(X ,ω) → J(X ,ω)
being proper.
3.3 Behavior near the vanishing cycles
The results of this subsection will be important for proving the surjectivity of the gluing construc-
tion in Section 5.6. Assume the situation of Definition 3.8. By condition (1) for every δ > 0 there
exists a K ∈ N0 and r > 0 such that for every k > K
E
(
uk |N r
k
)
6 δ
with
(3.12) N rk ≔ Σk\{Ψ(z,ak ) : z ∈ Σ0 with d(z,S) > r }.
The subset N r
k
can be partitioned into regions N r
k,n
corresponding to the nodes n ∈ S . If n is not
smoothed out in Σk , then the corresponding region is biholomorphic to
B1(0) ∐ B1(0)
with νk identifying the origins. If n is smoothed out in Σk , then the corresponding region is
biholomorphic to
S1 × (−Lk , Lk )
with limk→∞ Lk = ∞.
The behavior of J–holomorphic maps from such domains and with small energy can be un-
derstood quite well through the following two results.
Lemma 3.13 ([MS12, Lemma 4.3.1]). There is a constant δ = δ (X ,д, J ) > 0 such that for every r > 0
the following holds. If u : (B2r (0), i) → (X , J ) is a J–holomorphic map with
E(u) 6 δ ,
then
‖du‖L∞(Br (0)) 6 cr
−1E(u)1/2.
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Lemma 3.14 ([MS12, Lemma 4.7.3]). For every µ ∈ (0, 1) there are constants δ = δ (X ,д, J , µ) > 0
and c = c(µ) > 0 such that for every L > 0 the following holds. If u : (S1 × (−L, L), jcyl) → (X , J ) is
a J–holomorphic map with
E(u) 6 δ ,
then for every ℓ ∈ (0, L)
E
(
u |S 1×(L+ℓ,L−ℓ)
)
6 ce−2µ(L−ℓ)E(u).
and for every θ ∈ S1 and ℓ ∈ [−L + 1, L − 1]
|du |(θ , ℓ) 6 ce−µ(L−|ℓ |)E(u)1/2.
Proof. The first assertion is [MS12, Lemma 4.7.3]. The second assertion follows from the first by
Lemma 3.13. 
The following is an important consequence of the previous two lemmas.
Proposition 3.15. Let (uk : (Σk , jk ,νk ) → (X , Jk ))k∈N be a sequence of nodal pseudo-holomorphic
maps which Gromov converges tou∞ : (Σ∞, j∞,ν∞) → (X , J∞). Denote by S the nodal set of (Σ∞,ν∞)
and let N r
k
be as in (3.12). For every δ > 0 there are r > 0 and K ∈ N such that for every k > K and
n ∈ S
uk (N
r
k,n) ⊂ Bδ (u∞(n));
in particular, provided δ is sufficiently small,
(uk )∗[Σk ] = (u∞)∗[Σ∞].
4 Versal deformations of nodal Riemann surfaces
The purpose of this section is to construct a versal deformation of a nodal Riemann surface in a
rather explicit manner.
4.1 Deformations of nodal curves
Let us briefly review parts of the deformation theory of nodal curves in the complex analytic
category. For further details and proofs we refer the reader to [ACGH11, Chapter XI Section 3]. A
thorough discussion of deformation theory in the algebraic category can be found in [Har10].
Definition 4.1. LetC be a nodal curve. A deformation ofC is a proper flat morphism π : X → A
between analytic spaces such that every fiber of π a nodal curve, a base-point ⋆ ∈ A, and an
isomorphism ι : C → π−1(⋆).
Proposition 4.2. Every nodal family π : X → A is flat. In particular, a deformation of a nodal
Riemann surface (Σ, j,ν) is also a deformation of the associated nodal curve C .
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Definition 4.3. LetC be a nodal Riemann surface and let (π : X → A,⋆, ι) and (ρ : Y → B, †,κ)
be two deformations ofC. A pair of analytic maps Φ : X →Y and ϕ : A → B forms amorphism
(Φ,ϕ) : (ρ,⋆, ι) → (Y, †,κ) of deformations if
ϕ(⋆) = †, ρ ◦ Φ = ϕ ◦ π , Φ ◦ ι = κ,
and for every a ∈ A the restriction Φ : π−1(a) → ρ−1(ϕ(a)) induces an analytic isomorphism.
Definition 4.4. A deformation (ρ : Y → B, †,κ) of C is (uni)versal if for every deformation
(π : X → A,⋆, ι) of (Σ, j,ν) there exists an open neighborhood U of ⋆ ∈ A and a (unique) mor-
phism of deformations (π : π−1(U ) → A,⋆, ι) → (ρ, †,κ).
Definition 4.5. Denote by C[ε]/ε2 the ring of dual numbers and set D ≔ Spec
(
C[ε]/ε2
)
. A first
order deformation is a deformation over D.
Let C be a nodal curve. Every first order deformation (π : X → D, 0, ι) of C induces a short
exact sequence
0 → OC  π
∗
Ω
1
D → Ω
1
X ⊗ OC
ι∗
−→ Ω1C → 0.
The extension class δ ∈ Ext1(Ω1C ,OC ) of this sequence depends on the first order deformation
only up to isomorphism of deformations. Indeed, two first order deformation ofC are isomorphic
if and only if they yield the same extension class δ .
Definition 4.6. Let C be a nodal curve and let (π : X → A,⋆, ι) be a deformation of C. Every
v ∈ T⋆A corresponds to an analytic map ϕ : D → A mapping 0 to ⋆. The pullback of (π ,⋆, ι) via
ϕ is a first order deformation. Denote by δ (v) ∈ Ext1(Ω1C ,OC ) the corresponding extension class.
The map δ : T⋆A→ Ext
1(Ω1C ,OC ) thus defined is called the Kodaira–Spencer map.
It is instructive to analyze Ext1(Ω1C ,OC ) more closely. The local-to-global Ext spectral se-
quence yields a short exact sequence
0 → H 1(C,Hom(Ω1C ,OC )) → Ext
1(Ω1C ,OC ) → H
0(C,Ext1(Ω1C ,OC )) → 0.
This can be interpreted in terms of the normalization π : C˜ → C as follows. Denote by S the set
of nodes of C and set S˜ ≔ π−1(S). It can be shown that
Hom(Ω1C ,OC ) = π∗TC˜ (−S˜); hence: H
1(C,Hom(Ω1C ,OC )) = H
1(C˜,TC˜ (−S˜)).
The space H 1(C˜,TC˜ (−S˜)) parametrizes the deformations of the marked curve (C˜, S˜). The sheaf
Ext1(Ω1C ,OC ) is supported on the nodes of C; that is:
Ext1(Ω1C ,OC ) =
⊕
n∈S
Ext1(Ω1C,n ,OC,n).
For every n ∈ S˜ and {n1,n2} = π
−1(n)
Ext1(Ω1C,n ,OC,n) = Tn1C˜ ⊗ Tn2C˜ .
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By considering the deformation {zw = ε} of the node {zw = 0}, the space Ext1(Ω1C,n ,OC,n) can
be seen to parametrize smoothings of the node n. The above discussion show that to first order
all deformations of C arise from smoothing nodes and deforming its normalization while fixing
the points mapping to the nodes. In the following we construct a deformation ofC which induces
all of these deformations to first order.
4.2 Smoothing nodal Riemann surfaces
Let (Σ0, j0,ν0) be a closed, nodal Riemann surface with nodal set S . Let д0 be a Riemannian metric
on Σ0 in the conformal class determined by j0 and such that there is a constant R0 > 0 such that
for every n ∈ S the restriction of д0 to B4R0(n) is flat and for every n1,n2 ∈ S the balls B4R0(n1) and
B4R0(n2) are disjoint. For every n ∈ S define the holomorphic charts ϕn : B4R0(n) ⊂ TnΣ0 → Σ0
by
ϕn(v) ≔ expn(v)
and define rn : Σ0 → [0,∞) by
rn(z) ≔ max{d(n, z), 4R0}.
Given a pair of complex vector spaces V andW , denote by σ : V ⊗W →W ⊗ V the isomor-
phism defined by σ (v ⊗w) ≔ w ⊗ v.
Definition 4.7. A smoothing parameter for (Σ0, j0,ν0) is an element
τ = (τn)n∈S ∈
∏
n∈S
TnΣ0 ⊗C Tν (n)Σ0
such that for every n ∈ S
τν (n) = σ (τn) and |τn | < R
2
0.
Given a smoothing parameter τ , for every n ∈ S set
εn ≔ |τn | and τˆn ≔ τn/|τn | if εn , 0;
furthermore, set
ε ≔ max{εn : n ∈ S}.
Henceforth, let τ = (τn)n∈S be a smoothing parameter for (Σ0, j0,ν0).
Definition 4.8. Set
Aτ ≔ {w ∈ Σ0 : εn/R0 < rn(w) < R0 for some n ∈ S with εn , 0}
and denote by ιτ : Aτ → Aτ the biholomorphic map characterized by
ϕ−1ν (n) ◦ ιτ ◦ ϕn(v) ⊗ v = τn
for every n ∈ S and v ∈ TnΣ0 with εn/R0 < |v | < R0.
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Definition 4.9. Consider the Riemann surface with boundary
Σ
◦
τ ≔
{
z ∈ Σ0 : rn(z) > ε
1/2
n for every n ∈ S
}
.
Denote by ∼τ the equivalence relation on Σ
◦
τ generated by identifying the boundary components
via ιτ . The quotient
Στ ≔ Σ
◦
τ /∼τ
is a closed surface. The restrictions of the complex structure j0 and the nodal structure ν0 to Σ
◦
τ
descends to a complex structure jτ and a nodal structure ντ on Στ . The nodal Riemann surface
(Στ , jτ ,ντ ) is called the partial smoothing of (Σ0, j0,ν0) associated with τ .
Remark 4.10. The above construction smooths out every node with εn > 0. In particular, if all
of the εn are positive, then ντ is the trivial nodal structure and (Στ , jτ ,ντ ) is simply the Riemann
surface (Στ , jτ ).
Definition 4.11. Denote by ∆ the space of smoothing parameters for (Σ0, j0,ν0). Set
X ≔
{
(z, τ ) ∈ Σ0 × ∆ : z ∈ Σ
◦
τ
}
/∼
with (z1, τ1) ∼ (z2, τ2) if and only if τ1 = τ2 and z1 ∼τ1 z2 or z1, z2 ∈ S , ν(z1) = z2, and εz1 = εz2 = 0.
Denote by π : X → ∆ the canonical projection.
Proposition 4.12. X is a smooth manifold and the complex structure on Σ0 × ∆ induces a complex
structure on X such that π is a nodal family and for every τ ∈ ∆ the canonical map Στ → π−1(τ )
induces a nodal, biholomorphic map ιτ : (Στ , jτ ,ντ ) → π−1(τ ).
Proof. It suffices to consider the local model of a node C0 ≔ {(z,w) ∈ C2 : zw = 0}. X˜ ≔
{(z,w, τ ) ∈ C2 ×C : zw = τ } is a complex manifold. The map π˜ : X˜ → C defined by π˜ (z,w, τ ) ≔
zw has only nodal critical points and its fiber over 0 isC0. The nodal Riemann surface associated
with C0 is Σ0 = C ∐ C with the complex structure i on both components and the nodal structure
which interchanges the origins of the components. The partial smoothing defined inDefinition 4.9
is
Στ =
({
z ∈ C : |z | > |τ |1/2
}
∐
{
w ∈ C : |w | > |τ |1/2
})/
∼τ .
The map Φ : X → X˜ defined by Φ([z], τ ) ≔ (z, τ/z, τ ) and Φ([w], τ ) ≔ (τ/z, z, τ ) is biholomor-
phic. This implies the assertion. 
4.3 Construction of a versal deformation
Let (Σ0, j0,ν0) be a nodal Riemann surface with nodal set S . The construction from the previous
subsection can be generalized to take into account deformations of the complex structure on
(Σ0, j0,ν0) away from S .
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Denote by J(Σ0) the space of almost complex structures on Σ0 and by Diff0(Σ0,ν0) the group
of diffeomorphism of Σ0 which are isotopic to the identity and commute with ν0. Denote by
T ≔ J(Σ0)/Diff0(Σ0,ν0)
the corresponding Teichmüller space. This is a complex manifold and there is an open neighbor-
hood ∆1 of 0 ∈ C
dimC T together with a map j : ∆1 → J(Σ0) such that
1. j(0) = j0,
2. for every σ ∈ ∆1 the almost complex structure j(σ ) agrees with j0 in some neighborhoodU
of S , and
3. the map [j] : ∆1 → T is an embedding.
For every σ ∈ ∆1 set
Σσ,0 ≔ Σ0, jσ,0 ≔ j(σ ), νσ,0 ≔ ν0.
Choose a family of metric (дσ,0)σ ∈∆1 whose restriction to the neighborhoodU of S is independent
of σ and such that for every σ ∈ ∆1 in the conformal class determined by jσ,0. Let R0 > 0 be such
that the conditions at the beginning of Section 4.2 hold for every σ ∈ ∆1 and B4R0(S) ⊂ U .
Denote by ∆2 the space of elements
τ = (τn)n∈S ∈
∏
n∈S
TnΣ0 ⊗C Tν (n)Σ0
such that for every n ∈ S
τν (n) = σ (τn) and |τn | < R
2
0
Definition 4.13. Set ∆ ≔ ∆1 × ∆2. Set
X ≔
{
(z;σ , τ ) ∈ Σ0 × ∆1 × ∆2 : z ∈ Σ
◦
σ,τ
}
/∼
with (z1;σ1, τ1) ∼ (z2;σ2, τ2) if and only if σ1 = σ2, τ1 = τ2 and z1 ∼τ1 z2 or τ1 = τ2 and z1 ∼τ1 z2 or
z1, z2 ∈ S , ν(z1) = z2, and εz1 = εz2 = 0. Denote by π : X → ∆ the canonical projection.
Proposition 4.14. X is a smooth manifold and the complex structure on Σ0 × ∆ induces a complex
structure on X such that π is a nodal family and for every (σ , τ ) ∈ ∆ the canonical map Σσ,τ →
π−1(σ , τ ) induces a nodal, biholomorphic map ισ,τ : (Σσ,τ , jσ,τ ,νσ,τ ) → π−1(σ , τ ).
Theorem 4.15 (cf. [ACGH11, Chapter XI Theorem 3.17 and Section 4]). Set ⋆≔ (0, 0) and ι ≔ ι0,0.
The deformation (π ,⋆, ι) of (Σ0, j0,ν0) is versal.
Proof. Denote byC the nodal curve associatedwith (Σ0, j0,ν0). It is proved in [ACGH11, ChapterXI
Theorem 3.17] that the Kodaira–Spencer map δ : T0∆1×T0∆2 → Ext
1(Ω1C ,OC ) is an isomorphism.
This implies that the deformation is versal. Indeed, C has some versal family (ρ : Y → B, †,κ)
for which the Kodaira–Spencer map is an isomorphism. Therefore, after possibly shrinking ∆,
there exists a morphism of deformations (Φ,ϕ) : (π ,⋆, ι) → (ρ, †,κ). Since both Kodaira–Spencer
maps are isomorphism, after possibly shrinking ∆, ϕ is a holomorphic embedding. Therefore,
after possibly shrinking both ∆ and A, both deformations become isomorphic. 
27
To define a framing on the deformation (π ,⋆, ι), choose an increasing, smooth functionη : [0, 2] →
[1, 2] such that
η(0) = 1 and η(r ) = r for every 3/2 6 r 6 2.
Definition 4.16. Define the framing Ψ : Σ0\S × ∆ → X of (π ,⋆, ι) by
Ψ(z;σ , τ ) ≔

(
ϕn
(
η
(
rn(z)/ε
1/2
n
)
·
ϕ−1n (z)
rn(z)/ε
1/2
n
)
;σ , τ
)
if rn(z) 6 2ε
1/2
n for some n ∈ S
(z;σ , τ ) otherwise.
Remark 4.17. Let (σ , τ ) ∈ ∆ and r ∈ (2ε1/2,R0). Set
Σ
r
0 ≔ {z ∈ Σ0 : rn(z) > r for every n ∈ S}.
Denote by
N rσ,τ ≔ Σσ,τ \Ψ(Σ
r
0 × {(σ , τ )})
the part of Σσ,τ not covered by Σ
r
0 under the framing, cf. Section 3.3. By construction,
N rσ,τ =
⋃
n∈S
N rσ,τ ;n
with
N rσ,τ ;n = N
r
σ,τ ;ν (n) ≔
{
z ∈ Σ◦σ,τ : rn(z) < r or rν (n)(z) < r
}
/∼τ .
If εn = 0, then N
r
σ,τ ;n is biholomorphic to
Br (0) ∐ Br (0)
and the nodal structure νσ,τ identifies the two origins. If εn , 0, then N
r
σ,τ ;n is biholomorphic to
{z ∈ C : εn/r < |z | < r }  S
1 × (− log(rε
−1/2
n ), log(rε
−1/2
n )).
5 Smoothing nodal J–holomorphic maps
The purpose of this section is to prove Theorem 1.1. The strategy is to construct a Kuranishi model
for a Gromov neighborhood of u∞ and analyze the obstruction map. This idea goes back to Ionel
[Ion98] and has been Zinger [Zin09] and Niu [Niu16] to give a sharp compactness results for
genus one and two pseudo-holomorphic maps.
Throughout this section, fix a smooth function χ : [0,∞) → [0, 1] with
χ |[0,1] = 1 and χ |[2,∞) = 0
and, moreover, p ∈ (2,∞).
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5.1 Riemannian metrics on smoothings
Definition 5.1. Let (Σ0, j0,ν0) be a nodal Riemann surface with nodal set S . Denote by д0 a Rie-
mannian metric on Σ0 as at the beginning of Section 4.2. Given a smoothing parameter τ , let Σ
◦
τ
be as in Definition 4.9, and define the Riemannian metric д◦τ on Σ
◦
τ by
д◦τ ≔ д0 +
∑
n∈S
χ
(
rn
2ε
1/2
n
)
·
(
εn · (ϕn)∗
(
r−2dr ⊗ dr + θ ⊗ θ
)
− д0
)
with r denoting the distance from origin in TnΣ0  C and θ = −dr ◦ j0. Since the Riemannian
metric r−2dr ⊗ dr + θ ⊗ θ on C∗ is invariant under the involution z 7→ ε/z, д◦τ descends to a
Riemannian metric дτ on Στ .
Proposition 5.2. There is a constant c > 1 such that for every nodal Riemann surface and every
smoothing parameter τ
c−1д0 < д
◦
τ < cд0.
Proof. Let n ∈ S . On the annulus
{
z ∈ Σ0 : ε
1/2
n 6 rn(z) 6 4ε
1/2
n
}
,
ϕ∗nд = dr ⊗ dr + r
2θ ⊗ θ
and, therefore,
д◦τ =
(
Fεn ◦ rn
)
· д0 with Fεn (r ) ≔ 1 + χ
(
r
2ε
1/2
n
)
·
(
εnr
−2 − 1
)
.
This implies the assertion because c−1 < Fεn (r ) < c for ε
1/2
n 6 r 6 4ε
1/2
n . 
Henceforth, the Lp andW 1,p norms of all sections and differential forms on Στ are understood
with respect to the metric дτ . However, the above proposition will be often implicitly used to
bound these norms by estimating various expressions with respect to д0 over the corresponding
region in Σ0.
5.2 Approximate smoothing of nodal J–holomorphic maps
Throughout the next four sections, let (X ,д, J ) be an almost Hermitian manifold, let cu > 0, let
u0 : (Σ0, j0,ν0) → (X , J ) be a nodal J–holomorphic map, and let τ be a smoothing parameter.
Furthermore, choose д0 and R0 as at the beginning of Section 4.2.
Definition 5.3. For every point x ∈ X , denote by U˜x ⊂ TxX the region within the cut locus and
set Ux ≔ expx (U˜x ) and
1
2Ux ≔ expx (
1
2U˜x ). The map expx : U˜x → Ux is a diffeomorphism and its
inverse is denoted by exp−1x : Ux → U˜x .
Furthermore, we assume the following.
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Hypothesis 5.4. The map u0 and R0 > 0 satisfy
‖u0‖C2 6 cu and u0(B4R0(n)) ⊂ Uu0(n) for every n ∈ S .
Convention 5.5. Henceforth, constants may depend on p, (Σ0, j0,ν0), (X ,д, J ), cu , and R0, but not
on τ .
Definition 5.6. For n ∈ S define χnτ : Στ → [0, 1] by
χnτ (z) ≔ χ
(
rn(z)
R0
)
.
Define u˜◦τ : Σ
◦
τ → X by
u˜◦τ (z) ≔
{
expu0(n)
(
exp−1
u0(n)
◦ u0(z) + χ
n
τ (z) · exp
−1
u0(n)
◦ u0(ιτ (z))
)
if rn(z) 6 2R0
u0(z) otherwise.
Since u0(ν0(n)) = u0(n), the restriction of u˜
◦
τ to{
z ∈ Σ◦τ : rn(z) 6 R for some n ∈ S
}
is invariant under ιτ . Therefore, u˜
◦
τ descends to a smooth map
u˜τ : Στ → X .
This map is called the approximate smoothing of u associated with τ .
Remark 5.7. This construction differs from that found, for example, in [MS12, Section 10.2; Par16,
Section B.3] in which the approximate smoothing is constant in the middle of the neck region.
The above construction is very similar to that in [Gou09, Section 2.1]. It leads to a smaller error
term and significantly simplifies the discussions in Section 5.7. Morally, this section analyzes how
the interaction between the different components of u0 affects whether u0 can be smoothed or
not. The constructions in [MS12, Section 10.2; Par16, Section B.3] make it difficult to see these
interactions.
Proposition 5.8. The map u˜τ satisfies
(5.9) ‖∂¯J (u˜τ , jτ )‖Lp 6 c‖∂¯J (u0, j0)‖Lp + cε
1
2+
1
p .
For the proof of this result and for future reference let us observe that for every k > 1
(5.10)
(ˆ
ε
1/2
n 6rn62R0
r
−kp
n
) 1
p
6
(
2π
kp − 2
) 1
p
ε
1
p −
k
2
n .
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Proof of Proposition 5.8. The map u˜◦τ agrees with u0 in the region where rn > 2R0 for every n ∈ S .
Therefore, it suffices to consider the regions where rn 6 2R0 for some n ∈ S . To simplify notation,
identify Ux with U˜x via expx for x ≔ u(n). Having made this identification, in such a region, u˜
◦
τ
is given by
u˜◦τ = u0 + χ
n
τ · u0 ◦ ιτ .
Therefore,
∂¯J (u˜
◦
τ , jτ ) =
1
2
(
du˜◦τ + J (u˜
◦
τ ) ◦ du˜
◦
τ ◦ j
)
= ∂¯J (u0, j0) + χ
n
τ · ∂¯J (u0 ◦ ιτ , j0)︸                                 ︷︷                                 ︸
≕I
+
1
2
(
J (u˜◦τ ) − J (u0)
)
◦ du0 ◦ j0︸                             ︷︷                             ︸
≕II1
+ χnτ ·
1
2
(
J (u˜◦τ ) − J (u0 ◦ ιτ )
)
◦ d(u0 ◦ ιτ ) ◦ j0︸                                                 ︷︷                                                 ︸
≕II2
+ ∂¯χnτ · u0 ◦ ιτ︸         ︷︷         ︸
≕III
.
The term I is controlled by the Lp norm of ∂¯J (u0, j0) over the regions of Σ0 where εn/2R0 6
rn 6 2R0 for some n ∈ S . By Taylor expansion at ν0(n)
|II1 | 6 c‖ J ‖C1 · |u0 ◦ ιτ | · |du0 | 6 cεn/rn
and
|II2 | 6 c‖ J ‖C1 ·
(
|u0 | + (1 − χ
n
τ ) · |u0 ◦ ι |
)
· |d(u0 ◦ ιτ )|
6 c ·
(
rn + (1 − χ
n
τ )εn/rn
)
· εn/r
2
n 6 cεn/rn .
On Σ◦τ , by definition, rn > ε
1/2
n . Therefore and by (5.10),
‖II1 + II2‖Lp 6 cε
1
2+
1
p
n .
The term III is supported in the region where R0 6 rn 6 2R0 and satisfies |III| 6 cεn . 
5.3 Fusing nodal vector fields
The fusing operator, introduced below, assigns to every vector field along u0 a vector field along
u˜τ which agrees with u0 outside the gluing region. This construction makes use of the following
local trivializations ofTX .
Definition 5.11. For every x ∈ X and y ∈ Ux define an isomorphism Φy = Φ
x
y : TxX → TyX by
Φ
x
y (v) ≔ dexp−1x (y) expx (v)
As y varies in Ux , these maps define a trivialization Φ = Φ
x : Ux ×TxX → TX |Ux .
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Definition 5.12. Define fuse◦τ : W
1,p
Γ(Σ0,ν0;u
∗
0TX ) →W
1,p
Γ(Σ◦τ ,ν0; (u˜
◦
τ )
∗TX ) by
fuse◦τ (ξ )(z) ≔
{
Φu˜τ ([z])
(
Φ
−1
u0(z)
ξ (z) + χnτ (z) · (Φ
−1
u0◦ιτ (z)
ξ (ιτ (z)) − Φ
−1
u0
ξ (n))
)
if rn(z) 6 2R0
ξ (z) otherwise.
In the above formula, Φ = Φx with x = u0(n). For every n ∈ S the restriction of fuse
◦
τ (ξ ) to{
z ∈ Σ◦τ : rn(z) 6 R0 for some n ∈ S
}
is invariant under ιτ . Therefore, fuse
◦
τ induces a map
fuseτ : W
1,p
Γ(Σ0,ν0;u
∗
0TX ) →W
1,p
Γ(Στ ,ντ ; u˜
∗
τTX ).
Themap fuseτ should be thought of as the infinitesimal version of the approximate smoothing
construction in Definition 5.6. The following is a counterpart of Proposition 5.8.
Proposition 5.13. For every ξ ∈W 1,pΓ(Σ0,ν0;u∗0TX )
‖du˜τ fuseτ (ξ )‖Lp 6 c‖du0ξ ‖Lp + c
∑
n∈S
(
ε
1
p
n + ε
1− 2p
n
)
‖ξ ‖W 1,p .
The proof requires the following results as a preparation.
Proposition 5.14. For every n ∈ S and ξ ∈W 1,pΓ(Σ0,ν ;u∗0TX )
‖dχnτ · (ξ ◦ ιτ − ξ (n))‖Lp 6 cε
1− 2p
n ‖ξ ‖W 1,p .
Proof. The term dχnτ is supported in the region where R0 6 rn 6 2R0 and satisfies |dχ
n
τ | 6 c.
Morrey’s embedding theorem asserts thatW 1,p →֒ C0,1−2/p . Hence,
|ξ ◦ ιτ (z) − ξ (n)| 6 c(εn/rn(z))
1−2/p ‖ξ ‖W 1,p .
This implies the asserted inequality. 
Proposition 5.15. Let U ⊂ Σ0 be an open subset. Let u1,u2 : U → Ux and set
v ≔ exp−1x ◦ u2 − exp
−1
x ◦ u1.
For every ξ ∈ C∞(U ,TxX )(Φu1 ◦ du1 ◦ Φ−1u1 − Φu2 ◦ du2 ◦ Φ−1u2 )ξ  6 c(|v | |dξ | + |dv | |ξ | + |du1 | |ξ | |v |).
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Proof. To simplify notation, identify Ux with U˜x via expx . Having made this identification, Φ
becomes the identity map and v = u2 − u1. Therefore,
du1ξ − du2ξ =
1
2
(J (u1) − J (u2)) ◦ ∇ξ ◦ j
+
1
2
(
(∇ξ J )(u1) − (∇ξ J )(u2)
)
◦ du1 ◦ j
+
1
2
(∇ξ J )(u2) ◦ (du1 − du2) ◦ j .
This implies the asserted inequality. 
Proof of Proposition 5.13. Outside the regions where rn 6 2R0 for some n ∈ S the operators du0 and
du˜τ agree. Within such a region and with the usual identifications
du˜◦τ fuse
◦
τ (ξ ) = du0ξ + (du˜◦τ − du0)ξ︸        ︷︷        ︸
≕I
+ ∂¯χnτ · (ξ ◦ ιτ − ξ (n))︸                   ︷︷                   ︸
≕II
+ χnτ · du˜◦τ (ξ ◦ ιτ )︸             ︷︷             ︸
≕III1
− χnτ · du˜◦τ ξ (n)︸        ︷︷        ︸
≕III2
.
The difference v ≔ u˜◦τ − u0 = χ
n
τ · u0 ◦ ιτ satisfies
|v | 6 cεn/rn 6 cε
1/2
n and
|dv | 6 |dχnτ · u0 ◦ ιτ | + |χ
n
τ d(u0 ◦ ιτ )| 6 cεn/r
2
n .
Therefore, by Proposition 5.15 and (5.10),
‖I‖Lp 6 cε
1
p
n ‖ξ ‖W 1,p .
By Proposition 5.14,
‖II‖Lp 6 cε
1− 2p
n ‖ξ ‖W 1,p .
The terms III1 and III2 can be written as
III1 = χ
n
τ ·
(
du˜◦τ ξ
)
◦ ιτ + χ
n
τ ·
(
du˜◦τ − du˜◦τ ◦ιτ
)
(ξ ◦ ιτ )
and
III2 = χ
n
τ ·
(
du˜◦τ − du(n)
)
ξ (n).
Again, by Proposition 5.15 and (5.10),
‖III1 + III2‖Lp 6 ‖du0ξ ‖Lp + cε
1
p
n ‖ξ ‖W 1,p . 
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5.4 Construction of right inverses
Throughout this subsection, letO ⊂ LpΩ0,1(Σ0,u
∗
0TX ) be a finite dimensional subspace such that
(5.16) imdu0 +O = L
p
Ω
0,1(Σ0,u
∗
0TX ).
In particular,O  cokerdu0 .
Definition 5.17. Define pullτ : L
p
Ω
0,1(Σ0,u
∗
0TX ) → L
p
Ω
0,1(Στ , u˜
∗
τTX ) by
pullτ (η)([z]) ≔
{
Φu˜τ ([z])Φ
−1
u0(z)
η(z) if ε
1/2
n 6 rn(z) 6 2R0
η(z) otherwise.
Definition 5.18. Define du0 : W
1,p
Γ(Σ0,ν0;u
∗
0TX ) ⊕ O → L
p
Ω
0,1(Σ0,u
∗
0TX ) by
du0(ξ ,o) ≔ du0ξ + o.
Define du˜τ : W
1,p
Γ(Στ ,ντ ; u˜
∗
τTX ) ⊕ O → L
p
Ω
0,1(Στ , u˜
∗
τTX ) by
du˜τ (ξ ,o) ≔ du˜τ ξ + pullτ (o).
By construction, du0 is surjective and, hence, has a right inverse ru0 : L
p
Ω
0,1(Σ0,u
∗
0TX ) →
W 1,pΓ(Σ0,ν0;u
∗
0TX ) ⊕ O of du0 . Henceforth, fix a choice of ru0 . The purpose of this subsection is
to construct a right inverse ru˜τ to du˜τ for sufficiently small ε .
Definition 5.19. Define pushτ : L
p
Ω
0,1(Στ , u˜
∗
τTX ) → L
p
Ω
0,1(Σ0,u
∗
0TX ) by
pushτ (η)(z) ≔

0 if rn(z) < ε
1/2
n
Φu0(z)Φ
−1
u˜τ ([z])
η([z]) if ε
1/2
n 6 rn(z) 6 2R0
η([z]) otherwise.
Definition 5.20. Define r˜u˜τ : L
p
Ω
0,1(Στ , u˜
∗
τTX ) →W
1,p
Γ(Στ ,ντ ; u˜
∗
τTX ) ⊕ O by
r˜u˜τ ≔ (fuseτ ⊕ idO) ◦ ru0 ◦ pushτ .
Proposition 5.21. The linear operator r˜u˜τ satisfiesdu˜τ ◦ r˜u˜τ − id 6 c∑
n∈S
(
ε
1
p
n + ε
1− 2p
n
)
‖ru0 ‖ and(5.22)
‖r˜u˜τ ‖ 6 c‖ru0 ‖.
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Proof. The maps pushτ and pullτ are bounded by a constant independent τ and, by Proposi-
tion 5.14, so is fuseτ . This implies the estimate on ‖r˜u˜τ ‖.
Let η ∈ LpΩ0,1(Στ , u˜
∗
τTX ). To prove (5.22), we estimate
du˜τ r˜u˜τ η − ηLp as follows. Set
(ξ ,o) ≔ ru0 ◦ pushτ (η).
Since
du0ξ + o = pushτ (η),
by Proposition 5.15 applied to u˜◦τ and u0 and using (5.10),
‖du˜◦τ ξ + o − η‖Lp 6 cε
1
p ‖ξ ‖W 1,p
6 cε
1
p ‖ru0 ‖‖η‖Lp .
Therefore, it remains to estimate
(5.23) du˜◦τ
(
χnτ · (ξ ◦ ιτ − ξ (n))
)
= ∂¯χnτ · (ξ ◦ ιτ − ξ (n))︸                   ︷︷                   ︸
≕I
+ χnτ · du˜◦τ (ξ ◦ ιτ )︸             ︷︷             ︸
≕II
− χnτ · du˜◦τ ξ (n)︸        ︷︷        ︸
≕III
.
By Proposition 5.14,
‖I‖Lp 6 cε
1− 2p ‖ru0 ‖‖η‖Lp .
To estimate the second term, observe that in the region where R0 6 rn 6 2R0
du0◦ιτ (ξ ◦ ιτ ) = ι
∗
τ (du0ξ ) = ι
∗
τ (pushτ (η)) = 0.
To understand the last identity, observe that rn(ιτ (z)) = εnr
−1
ν (n)
(z) and pushτ (η) is defined to
vanish in the region of Σ0 where rn 6 ε
1/2
n . Thus, by Proposition 5.15 applied to u˜τ and u0 ◦ ιτ ,
‖II‖Lp 6 cε
1
2p ‖ru0 ‖‖η‖Lp .
The vector field ξ (n) is constant with respect the chosen trivialization. Since the operator du0(n)
associated with the constant map agrees with the standard ∂¯–operator,
du0(n)ξ (n) = 0.
Therefore, by Proposition 5.15 applied to u˜τ and the constant map u(n),
‖III‖Lp 6 cε
1
2p ‖ru0 ‖‖η‖Lp . 
Throughout the remainder of this subsection, suppose the following.
Hypothesis 5.24. The smoothing parameter τ is such that the right-hand side of (5.22) at most 1/2.
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Definition 5.25. Define the right inverse ru˜τ : L
p
Ω
0,1(Στ , u˜
∗
τTX ) → W
1,p
Γ(Στ ,ντ ; u˜
∗
τTX ) ⊕ O
associated with ru0 by
ru˜τ ≔ r˜u˜τ
(
du˜τ r˜u˜τ
)−1
= r˜u˜τ
∞∑
k=0
(
id − du˜τ r˜u˜τ
)k
.
Proposition 5.26. The right inverse ru˜τ : L
p
Ω
0,1(Στ , u˜
∗
τTX ) →W
1,p
Γ(Στ ,ντ ; u˜
∗
τTX ) ⊕ O satisfies
duτ ru˜τ = id and
‖ru˜τ ‖ 6 c‖ru0 ‖;
furthermore,
im ru˜τ = im r˜u˜τ .
5.5 Complements of the image of ru˜τ
Proposition 5.27. Given cf > 0 there is a constant δ = δ (cf ) > 0 such that the following holds. If τ
satisfies ε < δ and K ⊂W 1,pΓ(Σ0,ν0;u∗0TX ) is a subspace with dimK = dim kerdu0 and such that
for every κ ∈ K
‖du0κ ‖Lp 6 δ ‖κ ‖W 1,p and ‖κ ‖W 1,p 6 cf ‖fuseτ (κ)‖W 1,p ,
then every (ξ ,o) ∈W 1,pΓ(Στ ,ντ ; u˜∗τTX ) ⊕ O can be uniquely written as
(ξ ,o) = ru˜τ η + (κ, 0)
with η ∈ LpΩ0,1(Στ , u˜∗τTX ) and κ ∈ K ; moreover,
‖η‖Lp + ‖κ ‖W 1,p 6 c(cf )(‖ξ ‖W 1,p + |o |).
Proof. Because ru˜τ and fuseτ |K are injective and given the hypothesis on fuseτ |K , it suffices to
show thatW 1,pΓ(Στ ,ντ ; u˜
∗
τTX ) ⊕ O is the direct sum of im(ru˜τ ) and im(fuseτ |K ) ⊕ 0.
By the index formula (2.29), Remark 2.11, and Proposition 3.15,
index du0 = 2〈(u
∗
0c1(X , J ), [Σ0]〉 + 2n(1 − pa (Σ0,ν0))
= 2〈(u˜∗τ c1(X , J ), [Στ ]〉 + 2n(1 − pa (Στ ,ντ ))
= index du˜τ .
Therefore and because du0 is surjective and ru˜τ is injective,
codim im(ru˜τ ) = index du˜τ = index du0 = dim kerdu0 .
Hence, it remains to prove that im(ru˜τ ) and im(fuseτ |K ) ⊕ 0 intersect trivially.
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Suppose that η ∈ LpΩ0,1(Σσ,τ , u˜
∗
τTX ) and κ ∈ K satisfy
ru˜τ (η) = (fuseτ (κ), 0).
By Proposition 5.13 as well as the hypothesis on fuseτ and for sufficiently small δ ,
‖η‖Lp = ‖du˜τ fuseτ (κ)‖Lp
6 c
[
δ + #S ·
(
δ
1
p +δ
1− 2p
)]
‖κ ‖W 1,p
6 ccf
[
δ + #S ·
(
δ
1
p + δ
1− 2p
) ]
‖η‖Lp
6
1
2
‖η‖Lp .
Therefore, η vanishes. 
5.6 Kuranishi model for a neighborhood of nodal maps
Throughout, let (Σ0, j0,ν0) be a nodal Riemann surface with nodal set S , let (X ,д, J0) be an al-
most Hermitian manifold, and let u0 : (Σ0, j0,ν0) → (X , J0) be a nodal J0–holomorphic map. Let
(π : X → ∆,⋆ = (0, 0), ι) be the versal deformation of (Σ0, j0,ν0) constructed in Section 4.3 with
fibers
(Σσ,τ , jσ,τ ,νσ,τ ) = π
−1(σ , τ ).
Let δJ > 0 and let
U ⊂
{
J ∈ J(X ) : ‖ J − J0‖C1 < δJ
}
be such that for every k ∈ N
sup
J ∈U
‖ J − J0‖Ck < ∞.
In the upcoming discussion we may implicitly shrink ∆ and δJ , in order to ensure that Hypothe-
sis 5.4 and Hypothesis 5.24 hold and various expressions involving |σ |, ε ≔ max{εn : n ∈ S} with
εn ≔ |τn |, and ‖ J − J0‖C1 are sufficiently small.
The purpose of this subsection is to analyze whether u0 can be slightly deformed to a J–
holomorphic map uσ,τ : (Σσ,τ , jσ,τ ,νσ,τ ) → (X , J ) with J ∈ U; more precisely: we construct a
Kuranishi model for a Gromov neighborhood of u0 in the space of nodal J–holomorphic maps
with J ∈ U.
To facilitate the discussion in Section 5.7 (and although it makes the present discussion some-
what more awkward than it needs to be) this construction proceeds in two steps. Choose a parti-
tion
S = S1 ∐ S2 with ν0(S1) = S1 and ν0(S2) = S2
and write every smoothing parameter τ as
τ = (τ1, τ2) with τ1 = (τ1,n)n∈S1 and τ2 = (τ2,n)n∈S2 .
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The first step of our construction varies σ and τ1 but τ2 = 0 is fixed. The second step holds σ and
τ1 fixed and varies τ2.
Denote by uσ,0 : Σσ,0 → X the smooth map underlying u0. Denote by
du0;J0 : W
1,p
Γ(Σ0,ν0;u
∗
0TX ) → L
p
Ω
0,1(Σ0,u
∗
0TX )
the linear operator associated with u0 defined in Definition 2.26. Let
O ⊂ Ω0,1(Σ0,u
∗
0TX ) ⊂ L
p
Ω
0,1(Σ0,u
∗
0TX )
be a lift of cokerdu0;J0 ; that is: dimO = dim cokerdu0 and (5.16) holds. (The canonical choice is
O = kerd∗u0;J0 , but this choice is not always most convenient.) Trivialize the bundle over ∆1 ×U
whose fiber over (σ , J ) ∈ ∆1 ×U is Ω
0,1(Σσ,0,u
∗
σ,0TX ) with the (0, 1)–part taken with respect to
jσ,0 and J . This identifies Ω
0,1(Σ0,u
∗
0TX ) and Ω
0,1(Σσ,0,u
∗
σ,0TX ) and thus exhibits O as a subset
of LpΩ0,1(Σσ,0,u
∗
σ,0TX ) for which (5.16) holds for du˜σ ,0;J instead of du0 . Define
du˜σ ,τ1,0;J : W
1,p
Γ(Σσ,τ1,0,νσ,0; u˜
∗
σ,τ1,0
TX ) ⊕ O → LpΩ0,1(Σσ,τ1,0, u˜
∗
σ,τ1,0
TX )
as in Definition 5.18. The construction in Section 5.4 yields a right inverse
ru˜σ ,τ1,0;J : L
p
Ω
0,1(Σσ,τ1,0, u˜
∗
σ,τ1,0
TX ) →W 1,pΓ(Σσ,τ1,0,νσ,τ1,0; u˜
∗
σ,τ1,0
TX ) ⊕ O.
of du˜σ ,τ1,0;J .
Proposition 5.28. There are constants δκ ,Λ > 0 such that for every (σ , τ1, 0) ∈ ∆ and κ ∈ ker du0
with |κ | < δκ there exists a unique pair
(ξ (σ , τ1; J ;κ),o(σ , τ1; J ;κ)) ∈ im ru˜σ ,τ1,0;J ⊂W
1,p
Γ(Σσ,τ1,0,νσ,τ1,0; u˜
∗
σ,τ1,0
TX ) ⊕ O
with
‖ξ (σ , τ1; J ;κ)‖W 1,p + |o(σ , τ1; J ;κ)| 6 Λ
satisfying
(5.29) Fu˜σ ,τ1,0;J (fuseτ1,0κ + ξ (σ , τ1; J ;κ)) + pullτ1,0(o(σ , τ1; J ;κ)) = 0,
withF as in Definition 2.25. Furthermore,
(5.30) ‖ξ (σ , τ1; J ;κ)‖W 1,p + |o(σ , τ1; J ;κ)| 6 c
(
|σ | + |τ1 |
1
2+
1
p + ‖ J − J0‖C0 + |κ |
)
.
Proof. Since ru˜σ ,τ1,0;J is injective, (5.29) is equivalent to the fixed-point equation
η = F(η) ≔ η −Fu˜σ ,τ1,0;J
(
fuseτ1,0κ + ru˜σ ,τ1,0;Jη
)
.
By Proposition 2.32,
F(η) = −∂¯J (u˜σ,τ1,0, jσ,τ1,0) − du˜σ ,τ1,0;J fuseτ1,0κ − nu˜σ ,τ1,0;J
(
fuseτ1,0κ + pr1ru˜σ ,τ1,0;Jη
)
.
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Here pr1 denotes the projection to the first summand ofW
1,p
Γ(Σσ,τ1,0,νσ,τ1,0; u˜
∗
σ,τ1,0
TX ) ⊕ O.
By Proposition 5.8 and Proposition 2.32,
‖F(0)‖Lp 6 c
(
|σ | + ‖ J − J0‖C0 + |κ | + |κ |
2
)
.
Moreover, by Proposition 5.26 and Proposition 2.32,
‖F(η1) − F(η2)‖Lp 6 c(|κ | + ‖η1‖Lp + ‖η2‖Lp )‖η1 − η2‖Lp .
Therefore, provided δκ is sufficiently small, there is an R > 0 such that ‖F(0)‖Lp 6 R/2 and for
every η1,η2 ∈ B¯R (0) ⊂ L
P
Ω
0,1(Σσ,τ , u˜
∗
σ,τTX )
‖F(η1) − F(η2)‖Lp 6
1
2
‖η1 − η2‖Lp .
This shows that F maps B¯R (0) into B¯R (0) and F : B¯R (0) → B¯R (0) is a contraction. Thus, the first
assertion follows from the Banach fixed point theorem. The second follows from the above and
Proposition 5.8. 
This completes the first step. The second step is analogous withu0 being replaced by the maps
obtained from Proposition 5.28. For (σ , τ ) ∈ ∆ and κ ∈ kerdu0 with ‖κ ‖W 1,p < δκ set
uσ,τ1,0;J ;κ ≔ expu˜σ ,τ1,0
(fuseτ1,0κ + ξ (σ , τ1; J ;κ)) and u˜σ,τ ;J ;κ ≔
(uσ,τ1,0;J ;κ )τ ;
that is: u˜σ,τ ;J ;κ is obtained from uσ,τ1,0;J ;κ by the construction in Definition 5.6.
Definition 5.31. Define pullσ,τ1,0;J ;κ : L
p
Ω
0,1(Σ0,u
∗
0TX ) → L
p
Ω
0,1(Σσ,τ1,0,u
∗
σ,τ1,0;J ;κ
TX ) to be the
composition of pullτ1,0 with the map induced by parallel transport along the geodesics
t 7→ expu˜σ ,τ1,0
(
t(fuseτ1,0κ + ξ (σ , τ1; J ;κ))
)
.
Furthermore, denote by pullσ,τ ;J ;κ : L
p
Ω
0,1(Σ0,u
∗
0TX ) → L
p
Ω
0,1(Σσ,τ , u˜
∗
σ,τ ;J ;κTX ) the composi-
tion of pullσ,τ1,0;J ;κ with pullτ2 : L
p
Ω
0,1(Σσ,τ1,0,u
∗
σ,τ1,0;J ;κ
TX ) → LpΩ0,1(Σσ,τ , u˜
∗
σ,τ ;J ;κTX ) defined
in Definition 5.17.
The subspace pullσ,τ1,0;J ;κ (O) satisfies (5.16) for uσ,τ1,0;J ;κ instead of u0. Define
du˜σ ,τ ;J ;κ : W
1,p
Γ(Σσ,τ ,νσ,τ ; u˜
∗
σ,τ ;J ;κTX ) ⊕ O → L
p
Ω
0,1(Σσ,τ , u˜
∗
σ,τ ;J ;κTX )
as in Definition 5.18. The construction in Section 5.4 yields a right inverse
ru˜σ ,τ ;J ;κ : L
p
Ω
0,1(Σσ,τ , u˜
∗
σ,τ ;J ;κTX ) →W
1,p
Γ(Σσ,τ ,νσ,τ ; u˜
∗
σ,τ ;J ;κTX ) ⊕ O
of du˜σ ,τ ;J ;κ .
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Proposition 5.32. There are constants δκ ,Λ > 0 such that for every (σ , τ ; J ) ∈ ∆×U and κ ∈ ker du0
with ‖κ ‖W 1,p < δκ there exists a unique pair
(ξˆ (σ , τ ; J ;κ), oˆ(σ , τ ; J ;κ)) ∈ im ru˜σ ,τ ;κ ;J ⊂W
1,p
Γ(Σσ,τ ,νσ,τ ; u˜
∗
σ,τ ;κTX ) ⊕ O
with
‖ξˆ (σ , τ ; J ;κ)‖W 1,p + |oˆ(σ , τ ; J ;κ)| 6 Λ
satisfying
(5.33) Fu˜σ ,τ ;J ;κ (ξˆ (σ , τ ; J ;κ)) + pullσ,τ ;J ;κ (o(σ , τ1; J ;κ) + oˆ(σ , τ ; J ;κ)) = 0.
Furthermore,
(5.34) ‖ξˆ (σ , τ ; J ;κ)‖W 1,p + |oˆ(σ , τ ; J ;κ)| 6 c‖∂¯J (u˜σ,τ ;J ;κ , jσ,τ ) + pullσ,τ ;J ;κ (o(σ , τ1; J ;κ))‖Lp .
Proof. This is similar to the proof of Proposition 5.28. 
Definition 5.35. Set I ≔ Bδκ (0) ⊂ kerdu0 . The Kuranishi map ob : ∆ ×U ×I → O is defined
by
ob(σ , τ ; J ;κ) ≔ o(σ , τ1; J ;κ) + oˆ(σ , τ ; J ;κ),
with o and oˆ as in Proposition 5.28 and Proposition 5.32.
The upshot of the preceding discussion is thatu0 can be slightly deformed to a J–holomorphic
map uσ,τ : (Σσ,τ , jσ,τ ,νσ,τ ) → (X , J ); if and only if there is a κ ∈ I with ob(σ , τ ; J ;κ) = 0.
The following shows that this Kuranishi model indeed describes a Gromov neighborhood of
u0 : (Σ0, j0,ν0) → (X , J0).
Proposition 5.36. Let (σk , τk )k∈N be a sequence in∆ converging to (0, 0) and let (Jk )k∈N be a sequence
in U converging to J0. If (
uk : (Σσk,τk , jσk,τk ,νσk ,τk ) → (X , Jk )
)
k∈N
is a sequence of nodal pseudo-holomorphic maps which Gromov converges to u0 : (Σ0, j0,ν0) →
(X , J0) then there is a K ∈ N such that for every k > K there are κk ∈ kerdu0 and (ξk , 0) ∈
im ru˜σk ,τk ;κk ;Jk with
uk = expu˜σk ,τk ;κk
(ξk );
moreover,
lim
k→∞
|κk | = 0 and lim
k→∞
‖ξk ‖W 1,p = 0.
In particular,
ob(σk , τk ; Jk ;κk ) = 0.
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The proof of this proposition relies on the following result.
Proposition 5.37. Assume the situation of Proposition 5.36. There are K ∈ N, δκ > 0, and c > 0 such
that for every k > K and κ ∈ kerdu0 with ‖κ ‖W 1,p < δκ there is a ζk ;κ ∈ Γ(Σσk,τk , u˜
∗
σk,τk ;Jk ;κ
TX )
with
uk = expu˜σk ,τk ;Jk ;Jk ;κ
(ζk ;κ );
moreover,
lim sup
k→∞
‖ζk ;κ ‖W 1,p 6 c |κ |.
Proof. The proof has two steps: the construction of ζk ;κ and the proof of the convergence state-
ment.
Step 1. There are K ∈ N and δκ > 0 such that for every k > K , κ ∈ kerdu0 with ‖κ ‖W 1,p < δκ , and
z ∈ Σσk,τk
uk (z) ∈ Uu˜σk ,τk ;Jk ;κ (z)
;
in particular, there is a section ζk ;κ ∈ Γ(Σσk,τk , u˜
∗
σk,τk ;Jk
TX ) given by
ζk ;κ ≔ exp
−1
u˜σk ,τk ;Jk ;κ
◦ uk .
By (5.30), (5.34), and Proposition 5.8,
(5.38) d(u˜σk ,τk ;Jk ;κ , u˜σk ,τk ;Jk ;0) 6 c
(
|σk | + ε
1
2+
1
p
k
+ ‖ Jk − J0‖C0 + |κ |
)
.
Therefore, it suffices to consider κ = 0 and prove that there exists a K ∈ N such that for every
k > K
uk (z) ∈
1
2
Uu˜σk ,τk ;Jk ;0(z)
.
Using the framing Ψ from Definition 4.16, define vk : Σ0\S → X and v˜κ,k : Σ0\S → X by
vk ≔ uk ◦ ι
−1
k ◦ Ψ( · ;σk , τk ) ◦ ι0 and
v˜k ≔ u˜σk,τk ;Jk ;0 ◦ ι
−1
k ◦ Ψ( · ;σk , τk ) ◦ ι0,
cf. Definition 3.8. Both of the sequences (vk )k∈N and (v˜k )k∈N converge to u0 : Σ0\S → X in the
C∞
loc
topology—the former by Definition 3.8 and the latter by construction.
With the notation of Remark 4.17 for r > 0 and n ∈ S set
N rk,n ≔ N
r
σk ,τk ;n
.
Choose r > 0 as in Proposition 3.15 with δ ≔ 1
8
injд(X ). By the preceding paragraph, the assertion
holds for sufficiently large k and z < N r
k,n
. By Proposition 3.15 and by construction of u˜σ,τ , for
sufficiently large k
uk (N
r
k,n ) ⊂ Bδ (u0(n)) and u˜σk,τk ;Jk ;0(N
r
k,n) ⊂ Bδ (u0(n));
41
hence, for every z ∈ N r
k,n
uk (z) ∈
1
2
Uu˜σk ,τk ;Jk ;0(z)
.
Step 2. There is a constant c > 0 such that the sections ζk ;κ defined in the preceding step satisfy
lim sup
k→∞
‖ζk ;κ ‖W 1,p 6 c |κ |.
By (5.30), (5.34), and Proposition 5.8, we can restrict to κ = 0. Furthermore, it suffices to prove
that for every n ∈ S
(5.39) lim
s↓0
lim sup
k→∞
‖ζk ;0‖W 1,p (N s
k,n
) = 0.
The case when n is not smoothed is straightforward. The framing extends to identify a neigh-
borhood of n in Σσk,τk with a neighborhood of n in Σ0. It follows from Lemma 3.13 and elliptic
regularity that, on this subset, the maps uk converge to u0 in the C
∞
loc
topology. Let us therefore
assume that n is smoothed out; that is: εk ;n , 0 for sufficiently large k .
Define ρk ∈ C
∞(N r
k ;n
,Tu0(n)X ) and ρ˜k ∈ C
∞(N r
k ;n
,Tu0(n)X ) by
ρk ≔ exp
−1
u0(n)
◦ uk and ρ˜k ≔ exp
−1
u0(n)
◦ u˜σk ,τk ;Jk ;0.
By construction,
lim
k→∞
‖ρ˜k ‖W 1,p = 0.
Therefore, it suffices to prove that
lim
s↓0
lim sup
k→∞
‖ρk ‖W 1,p (N s
k,n
) = 0
As explained in Remark 4.17, the subset N r
k ;n
is biholomorphic to the cylinder
S1 × (−Lk , Lk ) with Lk ≔ log(rε
−1/2
n;k
).
Hence, ρk can be thought of as a map ρ
cyl
k
: S1 × (−Lk , Lk ) → Tu0(n)X . More concretely, the
canonical chart ϕn defines a holomorphic embedding
ϕn : {v ∈ TnΣ0 : ε
1/2
n;k
6 |v | < r } → N rk ;n
which glues via ιτ with the embedding ϕν (n) to a biholomorphic map
Br (0)\B¯εn;k /r (0)  N
r
k ;n .
Choose identifications TnΣ0  C  Tν (n)Σ0 such that ιτ (z) = εn/z. The map ρ
cyl
k
is then defined
by
ρ
cyl
k
(θ , ℓ) ≔
{
ρk ◦ ϕn
(
ε
1/2
n;k
eℓ+iθ
)
if t > 0
ρk ◦ ϕν (n)
(
ε
1/2
n;k
e−ℓ−iθ
)
if t 6 0.
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Sinceuk is Jk–holomorphic, ρ
cyl
k
is exp∗
u0(n)
(Jk )–holomorphic. Since the energy is conformally
invariant,
E
(
ρ
cyl
k
)
= E
(
uk |N r
k ;n
)
.
Choose µ ∈ (1 − 2/p, 1). By Lemma 3.14,
|∇ρ
cyl
k
(θ , ℓ)| 6 ce−µ(Lk−|ℓ |)E
(
uk |N r
k ;n
)1/2
By the above and Proposition 5.2, for z ∈ Σ◦σ,τ with rn(z) < r
|∇ρk (z)| 6 cr
−µrn(z)
µ−1E
(
uk |N r
k ;n
)1/2
.
There is a corresponding estimate with n replaced with ν(n). Hence,
‖∇ρk (z)‖
p
Lp (N s
k ;n
)
6
cr−µp
(µ − 1)p + 2
s(µ−1)p+2E
(
uk |N r
k ;n
)p/2
.
Since (µ − 1)p + 2 > 0, the right-hand converges to zero as s converges to zero. 
Proof of Proposition 5.36. Let k > K andκ ∈ ker du0 with |κ | < δκ . Let ζk ;κ be as in Proposition 5.37.
By Proposition 5.27 the latter can be uniquely written as
ζk,κ = fuseτk (λk ;κ ) + ru˜σk ,τk ;Jk ;κηk ;κ with λk ;κ ∈ kerdu0 .
It remains to be proved that after possibly increasing K for every k > K there exists a κ ∈ ker du0
with |κ | < δκ and λk ;κ = 0. The following statement is a consequence of (5.38), (5.39), and the
fact that ru˜σk ,τk ;Jk ;κ depends smoothly on κ when interpreted as a family of operators on a fixed
Banach space LpΩ0,1(Σσk ,τk , u˜
∗
σk ,τk ;Jk ;0
TX ) ⊕ O using parallel transport along geodesics. If δκ is
sufficiently small, then for every κ, uk can be written in the form
uk = expu˜σk ,τk ;Jk ,0
(
fuseτk (κ + λk ;κ ) + ru˜σk ,τk ;Jk ;0ηˆk ;κ + ek ;κ
)
,
with ek ;κ satisfying lim supk→∞‖ek ;0‖W 1,p = 0 and a quadratic estimate
(5.40) ‖ek ;κ1 − ek ;κ2 ‖W 1,p 6 c(|κ1 | + |κ2 |)|κ1 − κ2 |
It follows from Proposition 5.27 that for |κ | 6 δκ ,
κ + λk ;κ + π (ek ;κ ) = 0,
where π denotes the projection on fuseτk (kerdu0) followed by fuse
−1
τk
(since fuseτk is injective on
kerdu0 for k sufficiently large). Thus, the existence of a unique small κ such that λk ;κ = 0 is a
consequence of (5.40) and the Banach fixed point theorem applied to the map κ 7→ −π (ek ;κ). 
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5.7 The leading order term of the obstruction on ghost components
Assume the situation of Section 5.6. The purpose of this subsection is to analyze the leading order
term of part of the obstruction map ob constructed in Section 5.6. This construction requires a
choice of partition of S and a choice of lift O ⊂ LpΩ0,1(Σ0,u
∗
0TX ) of cokerdu0 . The following
paragraphs introduce a particular choice tailored to the upcoming discussion.
Denote by
Cghost ⊂ Σ0
a ghost component of u0; see Section 2.4 for the definition of a ghost component and related
notation. Set
C♣ ≔ Σ0\Cghost,
and abbreviate
ν♣ ≔ νC♣ and νghost ≔ νCghost .
Denote by
x0 ∈ X
the constant value which u0 takes on Cghost.
The partition we choose is
S = S1 ∐ S2 with S1 ≔ S
int
C♣
∐ S intCghost and S2 ≔ S
ext
C♣
∐ SextCghost .
The choice of O is slightly more involved. Denote by
W
1,p
⋆ Γ(C♣,ν♣;u
∗
0TX ) ⊂W
1,p
Γ(C♣,ν♣;u
∗
0TX ).
the subspace of those ξ ∈ W 1,pΓ(C♣,ν♣;u
∗
0TX ) such that the restriction of ξ to S
ext
C♣
is constant.
Furthermore, denote the restriction of du0 |C♣ to this subspace by
(5.41) du0,⋆ : W
1,p
⋆ Γ(C♣,ν♣;u
∗
0TX ) → L
p
Ω
0,1(C♣,u
∗
0TX ).
Let
O⋆ ⊂ Ω
0,1(Σ♣,u
∗
0TX ) ⊂ L
p
Ω
0,1(Σ♣,u
∗
0TX )
be a lift of cokerdu0,⋆ such that every o ∈ O⋆ vanishes in a neighborhood of S
ext
C♣
. Furthermore, let
Oghost ⊂ Ω
0,1(Cghost,C) ⊗C Tx0X ⊂ L
p
Ω
0,1(Cghost,u
∗
0TX )
be a lift of coker(∂¯ ⊗C 1).
Every ξ ∈ W
1,p
⋆ Γ(C♣,ν♣;u
∗
0TX ) can be extended to Σ0 by making it take the same constant
value on Cghost which it takes onn S
ext
C♣
. This defines an inclusion
(5.42) W
1,p
⋆ Γ(C♣,ν♣;u
∗
0TX ) ⊂W
1,p
Γ(Σ0,ν0;u
∗
0TX ).
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Furthermore, extension by zero defines inclusions
LpΩ0,1(C♣,u
∗
0TX ) ⊂ L
p
Ω
0,1(Σ0,u
∗
0TX ) and L
p
Ω
0,1(Cghost,u
∗
0TX ) ⊂ L
p
Ω
0,1(Σ0,u
∗
0TX ).
Set
O ≔ O⋆ ⊕ Oghost.
Proposition 5.43. The map (5.42) induces an isomorphism kerdu0,⋆  kerdu0 and O is a lift of
cokerdu0 .
Proof. Denote by ν∐ the nodal structure on Σ0 which agrees with ν0 on the complement of S1 and
is the identity on S2. This nodal structure disconnects C♣ and Cghost. Denote by
du0,∐ : W
1,p
Γ(Σ0,ν∐;u
∗
0TX ) → L
p
Ω
0,1(Σ0,u
∗TX )
the operator induced by du0 . DefineV− and diff : kerdu0,∐ → V− as in Remark 2.30with S2 instead
of S . As is explained in Remark 2.30,
kerdu0 = ker diff
and there is a short exact sequence
0 coker diff cokerdu0 cokerdu0,∐ 0.
The domain and codomain of du0,∐ decompose as
W 1,pΓ(Σ0,ν∐;u
∗
0TX ) =W
1,p
Γ(C♣,ν♣;u
∗
0TX ) ⊕W
1,p
Γ(Cghost,νghost;C) ⊗C Tx0X and
LpΩ0,1(Σ0,u
∗
0TX ) = L
p
Ω
0,1(C♣,u
∗
0TX ) ⊕ L
p
Ω
0,1(Cghost,C) ⊗C Tx0X .
With respect to these decompositions
du0,∐ =
(
du0,♣ 0
0 ∂¯ ⊗C 1
)
with du0,♣ ≔ du0 |C♣ . Therefore,
kerdu0,∐ = kerdu0,♣ ⊕ Tx0X and cokerdu0,∐ = cokerdu0,♣ ⊕ coker(∂¯ ⊗C 1).
The task at hand is to understand kerdu0 and cokerdu0 in terms of the above.
Identifying
V− = Map(S
ext
C♣
,Tx0X )
the map diff : kerdu0,♣ ⊕ Tx0X → V− becomes
diff(κ,v)(n) = κ(n) −v .
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Set
V ≔ V−/Tx0X
and denote by
ev : kerdu0,♣ → V
the evaluation map. The projectionmaps kerdu0,∐ → kerdu0,♣ andV− → V induce isomorphisms
ker diff  ker ev and coker diff  coker ev.
Therefore,
kerdu0  ker ev
and there is a short exact sequence
0 coker ev cokerdu0 cokerdu0,♣ ⊕ coker(∂¯ ⊗C 1) 0.
The spaces ker ev and coker ev can be described in terms of the operator du0,⋆ given by (5.41).
As in Remark 2.30,
ker du0,⋆ = ker ev
and there is a short exact sequence
0 coker ev cokerdu0,⋆ cokerdu0,♣ 0.
The isomorphism kerdu0,⋆  ker ev  kerdu0 is induced by (5.42) induces an isomorphism 
kerdu0 . Furthermore, there is a short exact sequence
0 cokerdu0,⋆ cokerdu0 coker(∂¯ ⊗C 1) 0.
This implies that O is a lift of cokerdu0 . 
Construct the Kuranishi model as in Section 5.6 for the above choices of S = S1 ∐ S2 and O.
As a final piece of preparation, let us make the following observation, which by Remark 2.30,
in particular, gives an explicit description ofO∗
ghost
= coker(∂¯ ⊗C 1)
∗.
Proposition 5.44. Let (C,ν) be a nodal Riemann surface with nodal set S . Denote the corresponding
nodal curve by Cˇ and its dualizing sheaf by ωCˇ . Let q ∈ (1, 2) be such that 1/p + 1/q = 1. The
subspace
H ⊂ LqΩ0,1(C,C)
of those ζ¯ which satisfy
(5.45) ∂¯∗ζ¯ =
∑
n∈S
f (n)δ (n)
for some f : S → C with f ◦ ν = −f satisfies
H = H 0(Cˇ,ωCˇ ).
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Proof. If Cˇ is smooth, then Cˇ = C and the dualizing sheafωC is simply the canonical sheaf KC . By
the Kähler identities,
H = ker
(
∂¯∗ : Ω0,1(C,C) → Ω0(C,C)
)
= ker
(
∂ : Ω0,1(C,C) → Ω1,1(C,C)
)
 ker
(
∂¯ : Ω1,0(C,C) → Ω1,1(C,C)
)
 H 0(C,KC ).
Recall from the proof of Proposition 2.20, that the dualizing sheaf of Cˇ is constructed as follows;
Denote by π : C → Cˇ the normalizationmap. Denote by ω˜Cˇ the subsheaf ofKC (S)whose sections
ζ satisfy
Resn ζ + Resν (n) ζ = 0
for every n ∈ S , with Resn η being the residue of the meromorphic 1–form η at n. The dualizing
sheaf ωCˇ then is
ωCˇ = π∗ω˜Cˇ .
Therefore, H 0(Cˇ,ωCˇ ) = H
0(C, ω˜Cˇ ). By definition every ζ ∈ H
0(C, ω˜Cˇ ) is smooth away from S and
blows-up at most like 1/dist(n, ·) at n for n ∈ S ; hence: ζ ∈ LqΩ0,1(C,C). The residue condition
amounts to (5.45). This shows thatH 0(Cˇ,ωCˇ ) ⊂ H. Conversely, by elliptic regularity every ζ ∈ H
defines an element of H 0(Cˇ,ωCˇ ). 
The following is the technical backbone of the proof of Theorem 1.1.
Lemma 5.46. Denote by Cˇ the nodal curve corresponding to (Cghost,νghost). For every L ∈ N0 there is
a constant c > 0 such that the obstruction map defined in Definition 5.35 satisfies the following. For
every (σ , τ ; J ;κ) ∈ ∆ ×U ×I, ζ ∈ H 0(Cˇ,ωCˇ ), and v ∈ Tx0X〈
pullσ,τ ;J ;κ (ob(σ , τ ; J ;κ)), pullσ,τ ;J ;κ (ζ¯ ⊗C v)
〉
L2
=
∑
n∈S ext
Cghost
π
〈(
ζ ⊗C dν0(n)uσ,τ1,0;J ;κ
)
(τn),v
〉
+ e
with
|e | 6 cε
1
2
ghost
∑
n∈S ext
Cghost
εn
and
εghost ≔ max
{
εn : n ∈ S
int
Cghost
∪ SextCghost
}
.
Proof. The proof is based on analyzing the expression
0 = 〈Fu˜σ ,τ ;J ;κ (ξˆ (σ , τ ; J ;κ)) + pullσ,τ ;J ;κ (o(σ , τ1; J ;κ) + oˆ(σ , τ ; J ;κ)), pullσ,τ ;J ;κ (ζ¯ ⊗C v)〉L2
and the identity
ob(σ , τ ; J ;κ) ≔ o(σ , τ1; J ;κ) + oˆ(σ , τ ; J ;κ).
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Step 1. The vector field ξ (σ , τ1; J ;κ) is constant on Cghost and o(σ , τ1; J ;κ) is supported on C♣; in
particular,
〈pullσ,τ ;J ;κ (o(σ , τ1; J ;κ)), pullσ,τ ;J ;κ (ζ¯ ⊗C v)〉L2 = 0.
With only slight changes in notation the construction in Proposition 5.28 can be carried out
for u0 |C♣ withW
1,p
⋆ (C♣,ν♣;u
∗
0TX ) instead ofW
1,p
Γ(C♣,ν♣;u
∗
0TX ) and with the choice of O = O♣
and S2 = . For every (σ , τ1, 0; J ) ∈ ∆ ×U and κ ∈ ker du0,⋆ with |κ | < δκ denote by ξ (σ , τ1; J ;κ)
and o(σ , τ1; J ;κ) the solution of (5.29) obtained in this way.
Henceforth, regard ξ (σ , τ1; J ;κ) as an element of W
1,p
Γ(Σ0ν0;u
∗
0TX ) and o(σ , τ1; J ;κ) as an
element of O. By construction these satisfy (5.29) for u0 and with the choices of O and S =
S1 ∐ S2 made in the discussion preceding Lemma 5.46. Therefore and since ker du0,⋆ = ker du0 ,
ξ (σ , τ1; J ;κ) and o(σ , τ1; J ;κ) are precisely the output produced by Proposition 5.28. The first part
of the assertion thus holds by construction.
Step 2. The term
∂¯J (u˜σ,τ ;J ;κ , jσ,τ ) + pullσ,τ ;J ;κ (o(σ , τ1; J ;κ))
is supported in the regions where rn 6 2R0 for some n ∈ SextCghost . Set xn ≔ uσ,τ1,0;J ;κ (n). Identifying
Uxn with U˜xn via expxn in the region where rn 6 2R0 the error term can be written as
∂¯χnτ2 · uσ,τ1,0;J ;κ ◦ ιτ2 + e1
with
|∂¯χnτ2 · uσ,τ1,0;J ;κ ◦ ιτ2 | 6 cεn and |e1 | 6 cε
2
n .
The proof is a refinement of that of Proposition 5.8. A priori, the error term ∂¯J (u˜σ,τ ;J ;κ , jσ,τ )+
pullσ,τ ;J ;κ (o(σ , τ1; J ;κ)) is supported in the in the regions where rn 6 2R0 for some n ∈ S2. If n ∈
Sext
C♣
, then it is immediate from Definition 5.6 that u˜σ,τ ;J ;κ agrees withuσ,τ1,0;J ;κ in the region under
consideration; hence, the error term vanishes. For n ∈ Sext
Cghost
, in the region under consideration
and with the identifications having been made,
u˜◦σ,τ ;J ;κ = χ
n
τ2
· uσ,τ1,0;J ;κ ◦ ιτ2 .
Therefore,
∂¯J (u˜
◦
σ,τ ;J ;κ , jσ,τ ) = ∂¯χ
n
τ2
· uσ,τ1,0;J ;κ ◦ ιτ2
+ χnτ2 ·
1
2
(
J (u˜◦σ,τ ;J ;κ ) − J (uσ,τ1,0;J ;κ ◦ ιτ2 )
)
◦ d(uσ,τ1,0;J ;κ ◦ ιτ2 ) ◦ jσ,τ1,0︸                                                                                   ︷︷                                                                                   ︸
≕I
+ χnτ2 · ∂¯J (uσ,τ1,0;J ;κ ◦ ιτ2 , jσ,τ1,0)︸                                 ︷︷                                 ︸
≕II
.
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The term I is supported in the region where R0 6 rn 6 2R0. By Taylor expansion at ν0(n), in this
region
|uσ,τ1,0;J ;κ ◦ ιτ2 | 6 cεn/rn and
|d(uσ,τ1,0;J ;κ ◦ ιτ2 )| 6 cεn/r
2
n .
Therefore,
|I| 6 cε2n and |∂¯χ
n
τ2
· uσ,τ1,0;J ;κ ◦ ιτ2 | 6 cεn .
Since ιτ2 is holomorphic and o(σ , τ1;κ) is defined by (5.29),
II = χnτ2 · ι
∗
τ2
∂¯J (uσ,τ1,0;J ;κ , jσ,τ1,0) = −χ
n
τ2
· ι∗τ2o(σ , τ1; J ;κ),
and thus II vanishes by our choice ofO.
Step 3. For every n ∈ SextCghost
〈∂¯χnτ2 · uσ,τ1,0;J ;κ ◦ ιτ2 , pullσ,τ ;J ;κ (ζ¯ ⊗C v)〉L2 = −π
〈(
ζ ⊗C dν0(n)uσ,τ1,0;J ;κ
)
(τn),v
〉
+ e2
with
|e2 | 6 cε
2
n |ζ | |v |.
To simplify the notation, we choose an identification TnC = C and work in the canonical
holomorphic coordinate z on C at n and the coordinate system at ν0(n) with respect to which
w = ιτ2 (z) = εn/z. In particular, with respect to the induced identificationTν0(n)C = C the gluing
parameter is simply τn = εn · 1 ⊗C 1.
Since uσ,τ1,0;J ;κ is J–holomorphic, by Taylor expansion,
uσ,τ1,0;J ;κ(εn/z) = ∂wuσ,τ1,0;J ;κ(0) · εn/z + r with |r | 6 cε
2
n/|z |
2
.
The term
e′2 ≔ 〈∂¯χ
n
τ2
· r, pullσ,τ ;J ;κ (ζ ⊗C v)〉L2
satisfies e′2 6 cε2n |ζ | |v |.
Since ζ is holomorphic, ˆ
S 1
ζ (reiα ) dα = 2π · ζ (0).
Therefore,
〈∂¯χnτ2 · z
−1, ζ¯ 〉L2 =
ˆ
R06 |z |62R0
1
2
χ ′
(
|z |
R0
)
ζ (z)
R0 |z |
vol
=
ˆ 2R0
R0
1
2
χ ′
(
r
R0
)
1
R0
·
(ˆ
S 1
ζ (reiα ) dα
)
dr
=
ˆ 2R0
R0
χ ′
(
r
R0
)
1
R0
dr · πζ (reiα ).
49
The integral evaluates to−1. Thus the assertion follows because the term 〈ζ (0)·∂wuσ,τ1,0;J ;κ (0),v〉
can be written in coordinate-free form as
π
〈(
ζ ⊗C dν0(n)uσ,τ1,0;J ;κ
)
(τn),v
〉
.
Step 4. The term
e3 ≔ 〈du˜σ ,τ ;J ;κ ξˆ (σ , τ ; J ;κ) + nu˜σ ,τ ;J ;κ (ξˆ (σ , τ ; J ;κ)), pullσ,τ ;J ;κ (ζ¯ ⊗C v)〉L2
satisfies
|e3 | 6 cε
1
2
ghost
∑
n∈S ext
Cghost
εn |ζ | |v |
By Step 2 and Proposition 5.32,
‖ξˆ (σ , τ ; J ;κ)‖W 1,p 6 cεn .
This immediately implies that
e
′
3 ≔ 〈nu˜σ ,τ ;J ;κ (ξˆ (σ , τ ; J ;κ)), pullσ,τ ;J ;κ (ζ¯ ⊗C v)〉L2
satisfies
|e′3 | 6 c
∑
n∈S ext
Cghost
ε2n |ζ | |v |.
It remains to estimate
e
′′
3 ≔ 〈du˜σ ,τ ;J ;κ ξˆ (σ , τ ; J ;κ), pullσ,τ ;J ;κ (ζ¯ ⊗C v)〉L2 .
Set
C◦σ,τ ≔ Cghost ∩ Σ
◦
σ,τ .
Since κ and ξ (σ , τ1;κ) are constant on C, Proposition 5.15 implies that the term
du˜σ ,τ ;J ;κ ξˆ (σ , τ ; J ;κ) − ∂¯ξˆ (σ , τ ; J ;κ),
defined over C◦σ,τ , is supported in the regions where ε
1/2
n 6 rn 6 2R0 for some n ∈ S
ext
Cghost
and
satisfies ∑
n∈S ext
Cghost
ˆ
ε
1/2
n 6rn62R0
|du˜σ ,τ ;J ;κ ξˆ (σ , τ ; J ;κ) − ∂¯ξˆ (σ , τ ; J ;κ)|
6 c
∑
n∈S ext
Cghost
ˆ
ε
1/2
n 6rn62R0
|ξˆ (σ , τ ; J ;κ)| |∇ξˆ (σ , τ ; J ;κ)| + |ξˆ (σ , τ ; J ;κ)|2
6 c‖ξˆ (σ , τ ; J ;κ)‖2
W 1,p
6 c
∑
n∈S ext
Cghost
ε2n .
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Therefore,
|e′′3 | 6 c
∑
n∈S ext
Cghost
ε2n +
〈∂¯ξˆ (σ , τ ; J ;κ), ζ¯ ⊗C v〉L2(C◦σ ,τ ).
Since ∂¯∗ζ = 0 onC◦σ,τ , integration by parts yields〈∂¯ξˆ (σ , τ ; J ;κ), ζ¯ ⊗C v〉L2(C◦σ ,τ ) 6 cε 12ghost ∑
n∈S ext
Cghost
‖ξˆ (σ , τ ; J ;κ)‖W 1,p |ζ | |v |
6 cε
1
2
ghost
∑
n∈S ext
Cghost
εn .
Combining the above estimates yields the asserted estimate on e3.
Step 5. Conclusion of the proof.
By Step 1, Step 2, Step 3, and Step 4 the term
o ≔ 〈pullσ,τ ;J ;κ (ob(σ , τ ; J ;κ)), pullσ,τ ;J ;κ (ζ¯ ⊗C v)〉L2
satisfies
o = −〈Fu˜σ ,τ ;J ;κ (ξˆ (σ , τ ; J ;κ)), pullσ,τ ;J ;κ (ζ¯ ⊗C v)〉L2
=
∑
n∈S ext
Cghost
π
〈(
ζ ⊗C dν0(n)uσ,τ1,0;J ;κ
)
(τn),v
〉
+ e1 + e2 + e3
with the error terms arising from the corresponding terms in the preceding steps. For example,
e1 arises from the L
2 inner product of the error term from Step 2 and pullσ,τ ;J ;κ (ζ¯ ⊗C v). The
preceding steps thus yield the asserted estimate on e = e1 + e2 + e3. 
5.8 Proof of Theorem 1.1
Without loss of generality, (Σk , jk ) = (Σσk ,τk , jσk,τk ) with τk ;n , 0 for every k ∈ N and n ∈ S ; in
particular, νσk,τk is the trivial nodal structure. By Proposition 5.37 there is a sequence (κk )κ∈N in
I corresponding to (uk )k∈N.
Again, without loss of generality, u∞ : (Σ∞, j∞,ν∞) → (X , J∞) has at least one ghost compo-
nent (Cghost,νghost) with precisely one non-ghost component attached; that is, S
ext
Cghost
= {n}. Since
u∞ is stable, (Cghost,νghost) becomes stable after adding n as a marked point. In particular, the
nodal curve Cˇ corresponding to (Cghost,νghost) is semistable and, hence, ωCˇ is base-point free by
Proposition 2.20. Therefore, there exists a ζ ∈ H 0(Cˇ,ωCˇ ) with ζ (n) , 0.
Since ob(σk , τk ; Jk ;κk ) = 0, it follows from Lemma 5.46 that for ζ as above and everyv ∈ Tx0X
that
|dν∞(n)uσ,τ1,0;J ;κ(τn)| 6 ε
1/2
k ;ghost
.
Passing to the limit as k tends to∞ yields that dν∞(n)u0 = 0. 
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6 Calabi–Yau classes in symplectic 6–manifolds
6.1 Proof Theorem 1.3
Denote by C1, . . . ,CI the connected components of Σ∞ on which u∞ is non-constant and set
ui∞ ≔ u∞ |Ci and Ai ≔ (u
i
∞)∗[Ci ]. By the index formula (2.29),
I∑
i=1
index(ui∞) =
I∑
i=1
2〈c1(X ,ω),Ai 〉 = 2〈c1(X ,ω),A〉 = 0
Since J∞ ∈ Jemb(X ,ω), we have index(u
i
∞) > 0 for all i and so every u
i
∞ has index zero. Con-
sequently, the images of (the simple maps underlying) ui∞ and u
j
∞ either agree or are disjoint.
However,
imu∞ =
I⋃
i=1
imui∞
is connected. Therefore and sinceA is primitive, I = 1 and u1∞ is simple and, hence, an embedding
because J ∈ Jemb(X ,ω). Given the above, it follows from Theorem 1.1 that (Σ∞, j∞,ν∞) is smooth.
6.2 Proof of Theorem 1.5
The proof of Theorem 1.5(1) is completely standard and straightforward. Nevertheless, let us spell
it out. Let J ∈ J⋆
emb
(X ,ω). By Proposition 2.38 and Theorem 1.3,M⋆A,д(X , J ) is a compact oriented
zero-dimensional manifold; that is: finite set of points with signs. The signed count
#M⋆A,д(X , J )
is independent of the choice of J . To see this, let J0, J1 ∈ J
⋆
emb
(X ,ω) and (Jt )t ∈[0,1] ∈ J
⋆
emb
(X ,ω; J0, J1).
By Proposition 2.38 and Theorem 1.3, M⋆
A,д
(
X , (Jt )t ∈[0,1]
)
is a compact oriented manifold with
boundary
M⋆A,д(X , J1) ∐ −M
⋆
A,д(X , J0).
Therefore,
#M⋆A,д(X , J0) = #M
⋆
A,д(X , J0).
Theorem 1.5(2) follows from [DW18a, Theorem 1.6]. Indeed, the latter asserts that for every
J ∈ J⋆(X ,ω) the set
∞∐
д=0
M⋆A,д(X , J )
is a finite set. Therefore, there exists a д0 ∈ N0 such that for every д > д0 the moduli space
M⋆A,д(X ,A; J ) is empty; in particular, nA,д(X ,ω) = 0 for д > д0. 
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7 Fano classes in symplectic 6–manifolds
The proofs in this section make use of definitions and results from Section 2.8.
7.1 Proof of Theorem 1.4
Denote by C˜1, . . . , C˜I the connected components of Σ∞ on which u∞ is non-constant, set u˜
i
∞ ≔
u∞ |C˜i , denote by u
i
∞ : Ci → X the simple map underlying u˜
i
∞, let di ∈ N be the degree of the
covering map relating u˜i∞ and u
i
∞, set Ai ≔ (u
i
∞)∗[Ci ], and set дi ≔ д(Ci ).
Denote by I0 the subset of those i ∈ {1, . . . , I }with 〈c1(X ,ω),Ai 〉 = 0 and set I+ ≔ {1, . . . , I }\I0.
Without loss of generality all of the pseudo-cycles fλ have codim(fλ) > 4. For every i ∈ I+ denote
by Λi the subset of those λ ∈ {1, . . . ,Λ} such that
(7.1) imui∞ ∩ im fλ , .
Since Jemb(X ,ω; f1, . . . , fΛ), for every i ∈ I0 and λ ∈ {1, . . . ,Λ}, imu
i
∞ ∩ im fλ = . Therefore
and since uk (Σk ) converges to u∞(Σ∞) in the Hausdorff topology, for every λ ∈ {1, . . . ,Λ} there
exists at least one i ∈ I+ such that (7.1). For every i ∈ {1, . . . , I } and λ ∈ Λi set
f iλ ≔
{
fλ if imu
i
∞ ∩ im fλ , 
f ∂
λ
otherwise
with f ∂
λ
as in in Section 2.8; in particular: codim fλ 6 codim f
i
λ
with equality if and only if
imui∞ ∩ im fλ , . By definition, u
i
∞ represents an element of M
⋆
A,д(X , J ; (f
i
λ
)λ∈Λi ). Therefore
and since J ∈ Jemb(X ,ω, f1, . . . , fΛ),
2〈c1(X ,ω),Ai 〉 −
∑
λ∈Λi
(
codim(f iλ ) − 2
)
> 0.
On the one hand, multiplying by di and summing yields∑
i∈I+
∑
λ∈Λi
(
codim(f iλ ) − 2
)
6
∑
i∈I+
∑
λ∈Λi
di
(
codim(f iλ ) − 2
)
6
I∑
i=1
2〈c1(X ,ω),diAi 〉
= 2〈c1(X ,ω),A〉
=
Λ∑
λ=1
(codim(fλ) − 2)
On the other hand, by the preceding discussion, the reverse inequality also holds. Therefore,
equality holds and this implies that
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1. di = 1 for every i ∈ I+,
2. 2〈c1(X ,ω),Ai 〉 =
∑
λ∈Λi
(
codim(f i
λ
) − 2
)
,
3. f i
λ
= fλ , and
4. the subsets Λi are non-empty and pairwise disjoint.
This implies that for every i ∈ I+ the map u˜
i
∞ agrees with u
i
∞ and thus is simple; moreover, it is of
index zero and its image intersects fλ for every λ ∈ Λi . Furthermore, every fλ intersects image of
precisely one map ui∞ with i ∈ I+. Therefore, the images of the maps u
i
∞ with i ∈ I+ are pairwise
disjoint.
Since 2〈c1(X ,ω),A〉 > 0, I+ is non-empty. For i ∈ I+ and j ∈ I0 the images of u
i
∞ and u
j
∞ must
also be disjoint, because once they intersect they have to agree but Ai , Aj . However,
imu∞ =
I⋃
i=1
imui∞
is connected. Therefore, if I0 , , then there is at least i ∈ I0 and j ∈ I+ such that the images ofu
i
∞
and u
j
∞ intersect. The preceding discussion shows this to be impossible; hence: I0 = . Similarly,
if I+ were to contain more than one element, then there are i, j ∈ I+ with such that the images of
ui∞ and u
j
∞ intersect—which is impossible. Therefore, I = 1 and u˜
1
∞ = u
1
∞ is an embedding.
Given the above, it follows from Theorem 1.1 that (Σ∞, j∞,ν∞) is smooth and imu∞∩im fλ , 
every λ = 1, . . . ,Λ. 
7.2 Proof of Theorem 1.8
GivenGromov compactness, Theorem 1.4, and Proposition 2.46, the proof thatnA,д(X ,ω;γ1, . . . ,γΛ)
is well-defined and independent of the choice of J is identical to that of Theorem 1.5.
To prove that nA,д(X ,ω;γ1, . . . ,γΛ) is independent of the choice of pseudo-cycle represen-
tatives, suppose that f 01 and f
1
1 are two representatives of PD[γ1] such that f
i
1 , f2, . . . , fΛ are in
general position for i = 0, 1. Let F : W → X be a pseudo-cycle cobordism between f 01 and f
1
1 such
that F , f2, . . . , fΛ are in general position. Let J be an element of the set J
⋆
emb
(X ,ω; F , f2, . . . , fΛ)
defined in Definition 2.50, which exists by Proposition 2.51. It follows thatM⋆
A,д
(X , J ; f 01 , . . . , fΛ)
andM⋆
A,д
(X , J ; f 11 , . . . , fΛ) are finite sets of points with orientations andM
⋆
A,д
(X , J ; F , f2, . . . , fΛ)
is an oriented 1–dimensional cobordism between them. This cobordism is compact by Gromov’s
compactness and the argument used in the proof in Theorem 1.4. Thus,
#M⋆A,д(X , J ; f
0
1 , . . . , fΛ) = #M
⋆
A,д(X , J ; f
1
1 , . . . , fΛ).
To prove thatnA,д(X ,ω;γ1, . . . ,γΛ) = 0 forд ≫ 1we show that, given J ∈ J
⋆
emb
(X ,ω, f1, . . . , fΛ),
there are only finitely many distinct J–holomorphic curves in X representing A and intersecting
im fλ , of arbitrary genus. Here a J–holomorphic curve is the image of a simple J–holomorphic
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map. The proof is a minor variation of the proof of [DW18a, Theorem 1.6]. Suppose, by con-
tradiction, that there are infinitely many such curves Ck . Considering them as J–holomorphic
cycles, we can pass to a subsequence which converges geometrically to a J–holomorphic cycle
C∞ =
∑I
i=1miC
i
∞, see [DW18a, Definition 4.1, Definition 4.2, Lemma 1.9]. Heremi > 0 and each
Ci∞ is a J–holomorphic curve. Geometric convergence implies that Ck converges to C∞ in the
Hausdorff distance and
I∑
i=1
mi [C
i
∞] = A.
The argument from the proof Theorem 1.4 we shows that
1. mi = 1 for all i,
2. C∞ has only one connected component,
3. [C∞] = A,
4. C∞ intersects all im fλ , and consequently
5. C∞ is embedded and unobstructed by the condition J ∈ J
⋆
emb
(X ,ω; f1, . . . , fΛ).
Wewill now adapt the rescaling argument from the proof of [DW18a, Proposition 5.1]—originally
due to Taubes in the 4–dimensional setting [Tau96]—to the present situation. Let N → C∞ be
the normal bundle of C∞ in X . Identify a neighborhood of C∞ with a neighborhood of the zero
section in N using the exponential map. For k ≫ 1, Ck is contained in that neighborhood and by
abuse of notation we will considerCk as an exp
∗ J–holomorphic curve in N and fλ as maps to N .
Since Ck are distinct, Ck , C∞. For ε > 0 denote by σε : N → N the map which rescales
the fibers by ε . Let (εk ) be a sequence of positive numbers converging to zero and such that the
rescaled sequence
C˜k ≔ (σεk )
−1(Ck )
satisfies
dH (C˜k ,C∞) = 1,
where dH is the Hausdorff distance. The curves C˜k are Jk–holomorphic where Jk ≔ σ
∗
εk
exp∗ J .
The sequence of rescaled almost complex structures (Jk ) converges to an almost complex structure
J∞ which is tamed by a symplectic form [DW18a, Proposition 3.10]. In the same way as in the
proof of [DW18a, Proposition 5.1] we conclude that the sequence (C˜k ) converges geometrically to
a J∞–holomorphic cycle whose support is a union of J∞–holomorphic curves C˜∞ ⊂ N satisfying
dH (C˜∞,C∞) = 1.
Since [C˜k ] = [C∞] = A for all k , and the bundle projection π : N → C∞ is J∞–holomorphic, π
induces an isomorphism C˜∞  C∞. Let ι : C∞ → X be the inclusion map and dι is the deformation
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operator corresponding to ι, as in Definition 2.26. By [DW18a, Proposition 3.12], C˜∞ is the graph
of a non-zero section ξ ∈ Γ(C∞,N ) ⊂ Γ(C∞, ι
∗TX ) satisfying dιξ = 0
For every λ = 1, . . . ,Λ, let Vλ be the domain of fλ , and let zλ,k ∈ Ck and xλ,k ∈ Vλ be such
that zλ,k = fλ(xλ,k ). After passing to a subsequence, we may assume that
lim
k→∞
zλ,k = zλ ∈ C∞ and lim
k→∞
xλ,k = xλ ∈ Vλ ,
and zλ = fλ(xλ). Set z˜λ,k ≔ σ
−1
εk
(zλ,k ). After possibly passing to a further subsequence,
(7.2) lim
k→∞
z˜λ,k = ξ (zλ).
Let prN dxλ fλ : TxλVλ → Nzλ be the projection of the derivative of fλ at xλ on Nzλ ⊂ TzλX . We
will show that for every λ there existswλ ∈ TxλVλ such that limk→∞ z˜λ,k = prN dxλ fλ ·wλ .
Let д be the genus of C∞, so that the embedding ι : C∞ → X corresponds to an element in
M⋆A,д,Λ(X , J ). Since J ∈ J
⋆
emb
(X ,ω, f1, . . . , fΛ), the following maps:
1. the derivative of evΛ : M
⋆
A,д,Λ(X , J ) → X
Λ at [ι, z1, . . . , zΛ], and
2. the derivative of
∏
Λ
λ=1 fλ :
∏
Λ
λ=1Vλ → X
Λ at
∏
Λ
λ=1 xλ
are transverse to each other. Since
dimM⋆A,д,Λ(X , J ) +
Λ∑
λ=1
dimVλ = Λ dimX ,
the images of these two maps intersect trivially. In particular, prN dxλ fλ is injective for every λ,
as otherwise there would exist v ∈ TzλC∞ andw ∈ TxλVλ for some λ such that
dzλ ι ·v = dxλ fλ ·w,
violating the above transversality condition. Fix a trivialization of N in a neighborhood of zλ
and a chart centered at xλ in Vλ . Denoting by prN the projection on the fiber Nzλ in the given
trivialization, the Taylor expansion gives us
prN zλ,k = prN fλ(xλ,k ) = prN dxλ fλ(xλ,k − xλ) +O(|xλ,k − xλ |
2).
Since prN dxλ fλ is injective, there is a constant c > 0 such that
|xλ,k − xλ | 6 c |prN zλ,k | 6 cεk .
Thus, after passing to a subsequence, we may assume that the sequence ε−1
k
(xλ,k − xλ) converges
to a limitwλ ∈ TxλVλ . By construction,
lim
k→∞
z˜λ,k = lim
k→∞
prN z˜λ,k = prN dxλ fλ ·wλ .
Comparing this equation with (7.2), we see that for every λ there exists vλ ∈ TzλC∞ such that
ξ (zλ) + dzλ ι · vλ = dxλ fλ ·wλ.
Since ξ , 0, this violates the condition that the images of the maps (1) and (2) intersect trivially.
The contradiction shows that the sequence (Ck ) cannot exist. 
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A Pseudocycles
Given a collection of homology classes, we are interested in counting J–holomorphic maps pass-
ing through cycles representing these classes. Since not every homology class is represented by
a map from a manifold, it is convenient to use the language of pseudocycles. We briefly review
the theory of pseudocycles below; for details, see [MS12, Section 6.5; Sch99; Kah01; Zin08].
Definition A.1.
1. A subset of a smooth manifold X is said to have dimension at most k if it is contained in
the image of a smooth map from a smooth k–dimensional manifold.1
2. A k–pseudocycle is a smooth map f : V → X from an oriented k–dimensional manifoldV
such that the closure f (V ) is compact and the boundary of f , defined by
bd(f ) ≔
⋂
K ⊂V compact
f (V − K),
has dimension at most k − 2. We will use notation
codim(f ) ≔ dim(X ) − dim(V ).
3. Two k–pseudocycles fi : Vi → X , for i = 0, 1, are cobordant if there exists a smooth,
oriented (k + 1)–dimensional manifold with boundaryW and a smooth map F : W → X
such that F (W ) is compact, bd(F ) has dimension at most k − 1, and
∂W = V1 ⊔ −V0 and F |V1 = f1, F |V0 = f0.
4. Denote by H
pseudo
k
(X ) the set of equivalence classes of k–pseudocycles up to cobordism.
The disjoint union operation endows H
pseudo
k
(X ) with the structure of an abelian group.
There is a natural isomorphism H
pseudo
∗ (·)  H∗(·,Z) as functors from the category of smooth
manifolds to the category of Z–graded abelian groups [Sch99; Kah01; Zin08]. In what follows
we will use this isomorphism to identify these two homology theories and represent any class in
H∗(X ,Z) by a pseudocycle.
Proposition A.2. If f : V → X be a k–pseudocycle and д : W → X is an l–pseudocycle, then
f × д : V ×W → X is an (k + l)–pseudocycle.
Proof. Since
(f × д)(V ×W ) = f (V ) × д(W ),
the set (f × д)(V ×W ) is compact. Moreover,
bd(f × д) =
(
bd(f ) × д(W )
)
∪
(
f (V ) × bd(д)
)
,
so bd(f × д) can be covered by images of maps from manifolds of dimension k + l − 2. 
1All manifolds are assumed to be Hausdorff, paracompact, and without boundary unless said otherwise.
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Definition A.3. LetM be a smooth manifold and let д : M → X be a smooth map. We say that a
k–pseudocycle f : V → X is transverse as a pseudocycle to д2 if
1. there exists a smooth manifold V ∂ of dimension dimV ∂ 6 dimV − 2 and a smooth map
f ∂ : V ∂ → X such that bd(f ) ⊂ im f ∂ ,
2. f and f ∂ are transverse to д as smooth maps from manifolds.
IfW is a manifoldwith boundary ∂W , we require additionally that f is transverse as a pseudocycle
to д |∂W : ∂W → X .
Similarly, if M is a manifold without boundary and F : W → X is a cobordism between two
pseudocycles f0 and f1, we say that F is transverse as a pseudocycle cobordism to д if
1. there exists a smooth manifold with boundaryW ∂ of dimension dimW ∂ 6 dimW − 2 and
a smooth map F ∂ : W ∂ → X such that bd(F ) ⊂ im F ∂ and bd(fi ) ⊂ im F
∂ |∂W ∂ for i = 0, 1,
2. F and F ∂ are transverse to д as smooth maps from manifolds with boundary.
Definition A.4. Let (fλ : Vλ → X ) be a collection of pseudocycles indexed by a finite ordered set
I . We say that (fλ)λ∈I are in general position if for every ordered subset S ⊂ I , the pseudocycle∏
λ∈S
fλ :
∏
λ∈S
Vλ → X
|S |
is transverse as a pseudocycle to the diagonal X →֒ X |S |.
Similarly, if one of fλ is a cobordism between pseudocycles, then so is
∏
λ∈S fλ and we require
that it is transverse to the diagonal as pseudocycle cobordism.
Proposition A.5. Given a finite collection of pseudocycles (fλ : Vλ → X )λ∈I , the set
{(ϕλ)λ∈I ∈ Diff(X )
|I | : (ϕλ ◦ fλ)λ∈I are in general position}
is residual in Diff(X ) |I |.
Proof. The proof is similar to that of [MS12, Lemma 6.5.5]. Let us work with the group Diffk (X ) of
Ck diffeomorphism for any integer k > 1; the corresponding statement for Diff(X ) follows then
using standard arguments [MS12, pp. 52–54, Remark 3.2.7]. A countable intersection of residual
sets is residual, so, without loss of generality, consider the case S = I . Consider a map
F : Diffk (X )
|I | ×
∏
λ∈I
Vλ → X
|I |
F((ϕλ)λ∈I , (xλ)λ∈I ) ≔ (ϕλ ◦ fλ(xλ))λ∈I .
2McDuff and Salamon [MS12, Definition 6.5.10] use the termweakly transverse, whichwe prefer to avoid, regarding
that this notion of transversality is stronger than the transversality of f and д as smooth maps in the usual sense.
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Let ∆ ⊂ X |I | be the diagonal. If we show thatF is transverse to ∆, it follows from the Sard–Smale
theorem that for all (ϕλ)λ∈I from a residual subset of Diffk (X ) the maps
∏
ϕλ ◦ fλ is transverse to
∆. (The same argument can be applied to f ∂
λ
to conclude transversality as pseudocycles.) In fact,
the derivative of F is surjective at every point x = ((ϕλ)λ∈I , (xλ)λ∈I ). Without loss of generality
suppose that ϕλ = id for all λ ∈ I . Let Vectk (X ) denote the space of C
k vector fields on X . Given
ξ = (ξλ)λ∈I ∈
∏
λ∈I
Tid Diffk (X ) =
∏
λ∈I
Vectk (X ),
we have
dxF(ξ ) = (ξλ(fλ(xλ)))λ∈I ∈
∏
λ∈I
Tfλ (xλ )X .
Since for every p ∈ X the evaluation map Vect(X ) → TpX is surjective, the map dxF is surjective,
which finishes the proof. 
B Proof of nA,д = BPSA,д
In this section, we outline Zinger’s proof that for a primitive Calabi–Yau class
nA,д(X ,ω) = BPSA,д(X ,ω),
where BPSA,д(X ,ω) is the Gopakumar–Vafa invariant defined in terms of the Gromov–Witten
invariants via (1.11). We use the same notation as in the proof of Theorem 1.5.
Given J ∈ J⋆
emb
(X ,ω), every stable J–holomorphic map of arithmetic genus h factors through
a J–holomorphic embedding from a smooth domain of genusд 6 h. In otherwords, every element
of MA,h(X , J ) is of the form [u ◦ φ] for some [u] ∈ M
⋆
A,д(X , J ) with д 6 h, and [φ] ∈ M[Σ],h(Σ, j).
Here (Σ, j) is the domain of u. Denote by (Σ˜, ν˜ , j˜) the domain of φ. Given such J–holomorphic
maps, let N be the normal bundle of u(Σ), and let
d
N
u : W
1,p
Γ(Σ,u∗N ) → LpΩ0,1(Σ,u∗N )
be the restriction of the operator du = du, j ;J to the subbundle u
∗N ⊂ u∗TX followed by the
projection on u˜∗N . We similarly define
dNu˜ : W
1,p
Γ(Σ˜, ν˜ ; u˜∗N ) → LpΩ0,1(Σ˜, u˜∗N ).
The spaces cokerdN
u˜
, as φ varies, play an important role in computing the contribution of maps
factoring through u to the Gromov–Witten invariant of (X ,ω). In this case, there is a simple
description of these spaces.
First, we will see that kerdNu = {0} and cokerd
N
u = {0}. Indeed, the Hermitian metric on
u∗TX induced from X gives us a splitting u∗TX = TΣ ⊕ Nu , with respect to which
du =
(
∂¯T Σ ∗
0 dNu
)
;
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see, for example, [DW18b, Appendix A]. Since u is unobstructed, i.e. cokerdu = {0}, and
index(u) = 0, we have kerdNu = {0} and cokerd
N
u = {0}.
Second, since φ : (Σ˜, ν˜ , j˜) → (Σ, j) has degree one, (Σ˜, ν˜ , j˜) has a unique irreducible component
which is mapped by φ biholomorphically to (Σ, j), and φ is constant on the other components. In
particular, u˜∗N is trivial over these components. It follows that kerdN
u˜
 {0} and cokerdN
u˜
is
the direct sum of the corresponding spaces for the standard ∂¯–operator with values in the trivial
bundle u˜∗N over the components which are mapped to a point by φ.
In this situation, the following is a special instance of [Zin11, Theorem 1.2].
Proposition B.1.
1. The family of vector spaces cokerdNu◦φ , as [Σ˜, ν˜ , j˜,φ] ∈ M[Σ],h (Σ, j) varies, forms an oriented
orbibundle Oh(Σ, j,u) → M[Σ],h (Σ, j), called the obstruction bundle.
2. Denoting by [M[Σ],h (Σ, j)]
vir the virtual fundamental class and by e(Oh(Σ, j,u)) the Euler class
of the obstruction bundle, we have
GWA,h(X ,ω) =
h∑
д=0
∑
[u]∈M⋆
A,д
(X , J )
sign(Σ, j,u)〈e(Oh(Σ, j,u)), [M[Σ],h (Σ, j)]
vir〉.
Pandharipande [Pan99, Section 2.3] proved that for д ≔ д(Σ),
∞∑
h=д
〈e(Oh(Σ, j,u)), [M[Σ],h (Σ, j)]
vir〉t2h−2 = t2д−2
(
sin(t/2)
t/2
)2д−2
Therefore, after changing the order of summation
∑∞
h=0
∑h
д=0 =
∑∞
д=0
∑∞
h=д , we obtain
∞∑
h=0
GWA,h(X ,ω)t
2h−2
=
∞∑
д=0
nA,д(X ,ω)t
2д−2
(
sin(t/2)
t/2
)2д−2
.
Since the numbers BPSA,д(X ,ω) are uniquely determined by the Gopakumar–Vafa formula (1.11)
[BP01, Section 2],t nA,д(X ,ω) = BPSA,д(X ,ω).
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