A methodology to predict PM 10 concentrations in urban outdoor environments is developed based on the Generalized Linear Models (GLM). The methodology is based on the relationship developed between atmospheric concentrations of air pollutants (i.e. CO, NO 2 , NOx, VOCs, SO 2 ) and meteorological variables (i.e. ambient temperature, relative humidity and wind speed) for a city (Barreiro) of Portugal. The model uses air pollution and meteorological data from the Portuguese monitoring air quality station networks. The developed GLM model considers PM 10 concentrations as a dependent variable, and both the gaseous pollutants and meteorological variables as explanatory independent variables. A logarithmic link function was considered with a Poisson probability distribution. Particular attention was given to cases with air temperatures both below and above 25 ºC. The best
air quality stations in some of the urban areas. Therefore a need remains to measure them at a greater number of locations or model them using detailed modelling systems such as CFD [12] or numerical models [13] . The monitoring methods include acquisition of PM 10 concentrations using the scientific instruments while the numerical simulation of pollutants dispersion using computational tools, physical modelling using wind tunnel experiments [14] , or through the statistical methods [15, 16] . Statistical models based on multiple regression analysis and classification and regression trees analysis have been developed and applied in the forecasting of average daily concentrations for PM and ozone levels [17] [18] . In studies based on the estimation of PM concentrations using satellite remote sensing techniques, some statistical tools have also been widely used. In this field, the Aerosol Optical Thickness (AOT) is the satellite derived parameter most commonly used as the basis for PM estimation using statistics techniques [19] . Several methods have been used to correlate this satellite remote sensing (AOT) with the PM concentrations based on ground measurements from air quality stations. These include linear relations [20] , statistical and chemical transport models [21] , multiple regression analysis [22] and neural networks [23] .
Also, statistical methods were developed and used in the past to determine relationships between air pollution concentrations and meteorological parameters. Among these, methods such as multiple linear regression analysis [24] , nonlinear multiple regressions [25] , artificial neural networks [26, 27] , and generalized additive models and fuzzy-logic-based models [28] were used. These models were tested in a perspective of daily or long-term forecasting and focused in the perspective of the exploring relationship between O 3 and PM. However, in some situations it would be useful to know (or at least to estimate) unknown concentrations of PM based on the values of other air pollutants and on meteorological variables. This could be carried out based on known air concentrations from other air pollutants and meteorological parameters using data from monitoring sites or from specific acquisition data equipment. This is particularly useful in urban environments, where there is no data from monitoring sites and when it is important to know outdoor PM concentrations, particularly in high traffic urban areas.
A well-known documented and tested tool like General Linear Models (GLM) [29] is used to develop a methodology to estimate outdoor PM 10 concentrations based on known values of other air pollutant concentrations from the same site. We have therefore used this method on the hourly data of air pollutants (CO, NOx, NO 2 , O 3 , SO 2 and PM 10 ) that are hourly monitored by several stations, to build a model that is subsequently used to predict PM 10 concentrations at the same site. To build this model, it was taken into consideration that atmospheric PM are very different in their constitution, origin and governing mechanisms.
Generically are grouped under the designation of particle matter (PM), a group of air pollutants considerably extended and different, and that may have their origin in sources as diverse as automobiles, steel mills, power stations, heating systems, factories cement, volcanoes, deserts and oceans. In general terms, this is common to consider particulate matter as the definition from NIST [30] as "any condensed-phase tri-dimensional discontinuity in a dispersed system may generally be considered a particle". In terms of classification, PM are usually classified based on two distinct criteria. They can be classified by their mechanism of formation, and in this case they are called primary particles or secondary particles, or can be classified by their physical size. According to the criterion of the formation mechanism, the primary particles are those that are directly emitted as particles, whereas secondary particles are those which are formed from gaseous precursors in the atmosphere through a mechanism of formation gas-to-particle conversion. PM are also often classified by their physical size. Chaloulakou [33] found that PM 2.5 and PM 10 concentrations were highly correlated with carbon monoxide, black carbon and nitrogen oxides and inversely correlated with local wind speed. Also, solar radiation and temperature have major importance in the mechanisms of formation of secondary particles. Results from Anderson et al. [34] indicate that 25 ºC is a key air temperature value from which the occurrence of summertime air pollution episodes are promoted.
The purpose of this paper is to study the relationship between atmospheric pollutants and develop a methodology that can be used to estimate PM 10 concentrations in the city of Barreiro in Portugal, by using an Generalised Linear Model (GLM) on the data of CO, NOx, VOCs, and SO 2 available from air quality stations. The predict values are compared with real measured values of PM 10 outside air concentrations in the city. Despite the fact that the study uses a localised case study, the methodology proposed and the model developed allow a broad understanding of the interrelationships between the gaseous pollutants and PM 10 in urban environments. Thus the work contributes to the basis of development of more complex model in future.
Methodology

Location
Barreiro is a medium-size city located 40 km south of Lisbon, Portugal, with 34 km 
Meteorological and Air Quality data
values of p explanatory variables, independent or covariates (variables candidate to "causes").
Considered also a link differentiable function g, such that:
Where (β = β1 β2 … βp) are the values of parameters to be estimated. Thus, if we consider for the function g the identity function we have:
The resulting model is the Gaussian linear regression model. If alternatively, consider the function g as a logarithmic function and Yi has a Poisson distribution, then the model will result in a Poisson regression model and each term β i is the effect of variable X i in g (µi).
Each β i represents the "effect" of variable Xi in the function g(µi).
In this case, the objective was to estimate PM 10 showed that the wind direction was not related to PM 10 concentrations (Pearson correlation coefficient r = 0.01), since for the number of data and according with a performed t-student distribution, there is a significant correlation (99.9% probability, 700 cases) for r > 0.114, so it was decided not to include wind direction as a variable in the interest of not overloading the modelling calculations. The general model parameter used in GLM models are resumed in Table 1 . Statistical Package software for Social Sciences (SPSS 10.0) for windows was used to build and analyse the model.
Results and discussion
Analysis of Models representativeness
GLM models were used to investigate the complex relationships between the concentration of 5 air pollutant concentrations, meteorological and PM 10 concentration levels in the Barreiro city.
Based on these results, estimations of PM 10 can be expressed as the product of the exponential terms:
The first term contains the regression intercept and the other terms contain variables, originated from GLM model as explained above. This methodology as applied to three tested models A, B, and C. The three models presented in Table 3 shows a resume of the statistical model results performance for the three models (A, B and C). First column of Table 3 presents the statistics tests, most often used in generalized linear models, representing measures of dispersion (generalized and / or corrected), which permit to test the quality of models. Values from Table 3 confirm that model B is the one with the best performance shown by statistical tests. These statistical tests are obtained using all the deviations obtained between the estimated and recorded residuals for each observation.
Considering the Akaike Information Criterion, the objective is to minimize AIC. From the three models, model B is the one with lowest AIC, which means that evidence for the model B is the best. The same can be concluded when analysing AICC (Akaike Information
Criterion corrected by minimizing the number of model parameters).
When comparing with the quantile of a chi-square distribution with n-p degrees of freedom (n-number of observations, p-number of estimated parameters), it is possible to measure the suitability of models. Results of deviance show that the three are suitable. Another measure of goodness of fit is the Pearson chi-square test, which leads to the same conclusions when compared with the quantile of the chi-square distribution with n-p degrees of freedom. Table   4 shows the likelihood ratio chi-square test, which compares each model with the null model.
Regardless of model B is considered the best, each model individually, has a greater explanation of the dependent variable using some of the explanatory than any other model without explanatory variables, where NV is the number of variables and sig is the p-value associated.
We observe from Fig. 5 that the residues associated with the model B are those with a more adequate to the expected aspect: dispersed values without standard and with homogeneous variability (white noise). Either model A (Fig. 4 ) or model C (Fig. 6) , the residues appear to have a functional relationship and not look like white noise. The variability is also not constant as would be expected. Some diagnostic tests have been made (independence, heteroscedescidade, normality) and models A and C are rejected. Only after validation of residuals has behavior of white noise with normal distribution is that it can and should consider the inference using models.
One last step for evaluating the quality of the model is to perform simple tests using the Wald Chi-Square statistic (Table 5 ). This test serves to verify that some independent variable (explanatory) in particular, contributes significantly to the explanation of the response variable, testing in the form H0: β ୧ = 0 versus H1: β ୧ ≠ 0. If we reject the null hypothesis,
we have evidence that the variable is a good explanatory variable. From Table 5 , the p-values (sig in Table 5 that we rejects the null hypothesis if p-value < significance level (the level of significance is usually 5%). It is concluded that the relative humidity is important when considering the higher temperatures.
Physical representativeness of beta (β) coefficients
The results in Section 3. It is also important to analyze the correlation between the different variables tested. For this purpose before the development of three models, the Pearson correlation coefficients were calculated for the eight studied variables (covariates). Table 6 shows these values for Pearson correlation coefficient between the considered variables. Analyzing Table 6 showed a stable time behavior with a strong ACF for earlier days (Fig.7a e 7b) . The WV values were found to be auto correlated with a 3 days lag period (Fig.7c) . There is clearly a weekly behavior (7 days lag) on the levels of NO 2 and NOx, which may be due to the type of road traffic profiles over the week.
. Model implementation to Oporto data
Knowing that model B (T max of air >25ºC) is the model that best predicts PM 10 concentrations based in measured concentrations of CO, NO 2 Results show a good accuracy for situations where solar radiation is an important factor, which is reflected in the outside ambient temperature parameter (T max >25 ºC). These models are an important tool in situations where there are no measurements of PM concentrations, but it is possible to achieve data from other gaseous air pollutants (e.g. CO, NO 2 , NOx, O 3 SO 2 ) and also meteorological parameters (e.g. T, RH and WV). 
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