Facial age estimation requires accurately capturing the mapping relationship between facial features and corresponding ages, so as to precisely estimate ages for new input facial images. Previous works usually use one-layer regression model to learn this complex mapping relationship, resulting in low estimation accuracy. In this letter, we propose a new gender-specific regression model with a two-layer structure for more accurate age estimation. Different from recent two-layer models that use a global regressor to calculate cumulative attributes (CA) and use CA to estimate age, we use gender-specific ones to calculate CA with more flexibility and precision. Extensive experimental results on FG-NET and Morph 2 datasets demonstrate the superiority of our method over other state-of-theart age estimation methods.
Introduction
Facial age estimation is the problem of predicting a person's age automatically based on his/her facial appearance and shape (i.e. facial features). It has many potential applications in a wide range of fields, ranging from age-adaptive human computer interaction to age-based advertising. In recent years, much significant research has been devoted to this research field. However, despite seeing substantial progress over recent years, age estimation remains a challenging problem as facial aging is a complicated process and is determined by both innate and environmental factors such as heredity, gender, health and lifestyle.
Conventional age estimation methods usually employ a one-layer regression model to fit the mapping relationship between facial features and ages. In the work [1] , Lanitis et al. first proposed to use a linear, quadratic or cubic function as the one-layer regression model for age estimation. Later, Guo et al. [2] developed a local adjusted regressor to fit age data. Moreover, Xiao et al. [3] proposed to learn a distance metric that preserved the local neighbors on age data manifold. The relationship between facial features and ages was then learned after metric projection. One common characteristics of the above methods is assuming different persons have the same aging process and adopting a simple one-layer regression model to fit the complex mapping relationship in age estimation. Thus, this scheme renders low estimation accuracy.
To fix the issues of the above methods, some au- Our method uses gender-specific models to calculate CA more precisely, and then maps CA to ages.
thors [4] , [5] have proposed to employ person-specific age estimators for different persons. However, these personspecific estimators are also with the one-layer structure. Geng et al. [6] proposed the earliest person-specific model, where age data of each person was utilized to build personalized estimator through subspace learning. In the work [4] , Gao proposed to cluster people with similar aging patterns and used their age data to train each estimator. Similar work, namely multi-task warped Gaussian process (MTWGP) regression, was proposed for learning age mapping relationship personally in [5] . The inherent problem of these methods lies in that limited training examples associated with each person incurs the over-fitting of person-specific models. Moreover, the one-layer regressor is hard to precisely model the complex relationship between facial features and ages.
In recent years, an approach that utilizes a two-layer regression framework for age estimation [7] has attracted some interest as it circumvents many of the drawbacks of one-layer models. Through introducing CA as an intermediate representation in age estimation, the sparse and imbalance training data problem has been solved successfully. Unfortunately, using a single ridge regression model to estimate CA is too simple to get valid results.
As first discussed by Liang et al. [8] , the most determinant factor influencing facial aging is gender. Inspired by this idea, this letter proposes correlated regression models (CRM), a novel formulation for calculating CA in age estimation. It employs two correlated gender-specific regressor to map facial features to CA more precisely and flexiCopyright c 2015 The Institute of Electronics, Information and Communication Engineers bly. Obviously, more precise CA leads to more accurate age estimation results. Meanwhile, our method has no requirement on the number and distribution (i.e. dense and balance) of training examples. Figure 1 illustrates the main idea of this letter. Extensive experiments on FG-NET and Morph 2 age estimation datasets demonstrate the superiority of our method over other state-of-the-art methods.
Gender-Specific Age Estimation
In this section, we explain our proposed correlated regression models (CRM) for CA calculation in age estimation.
Motivation
Cumulative attribute is defined as an intermediate representation in age estimation (see Fig. 1 ). Input facial features are first mapped to CA, then to output ages. To be specific, letting a n ∈ H represent the CA of the n th training example whose age is y n , the h th element of a n is defined as [7] :
where h = 1, 2, . . . , H, and the dimensionality H depends on the upper bound of age in a certain dataset, e.g. 70. All that Eq. (1) says, for a person whose age is y n , the first y n attribute elements of a n are all ones and the rest H−y n attribute elements are all zeros. Recently, the two-layer regression framework has showed attractive performance [7] in age estimation. The existing methods [7] first learn the relationship between facial features and CA, then learn the one between CA and target ages (see Fig. 1 (a) ). In particular, this sort of method usually supposes the mapping relationship of the first layer is linear, and has the form of
where x n ∈ D is a vector comprising observed facial fea-
is a H-dimensional vector of parameters and ε n is an additive noise vector. Given a training set comprising N observations of facial features, written {x n } N n=1 , the corresponding CA denoted by {a n } N n=1 are generated using Eq. (1). Then, W and b are solved through ridge regression analysis on data {x n , a n } N n=1 . Similarly, the mapping relationship of the second layer that is between CA and target ages, is learned by SVR analysis as illustrated in Fig. 1 (a) .
As discussed above, the performance of CA based method highly depends on the validity of the learned intermediate representation: CA. However, existing methods do not consider the large variation in facial appearance and shape of people with the same age. In fact, the major variation is caused by gender. Therefore, we propose CRM for gender-specific age estimation in this work.
Problem Formulation
The basic idea of our method is to use two linear regression models to fit the gender-specific relationships between facial features and CA separately. Meanwhile, correlated regularization is imposed on the two regressors. Formulating in this way exploits the property that the male and female have different aging processes, but also share some similarity. Now suppose we are given a training set comprising N 1 training examples from the male and N 2 from the female. We use x i n , y i n to separately denote the n th observation of facial features and age. The superscript i indicates the observation is from the male (i = 1) or the female (i = 2). One can generate corresponding CA a i n by Eq. (1) . Then, the objective function of CRM is formulated as:
where each regressor is governed by the weighting matrix W i and the bias vector b i , i = 1, 2. Minimizing Eq. (3), we can determine the regression parameters.
One notes that the above loss function consists of two terms: the first term is the sum of squared fitting error of two regressors; the second term is the squared difference of gender-specific regression parameters. ρ trades off the sum of fitting error against the similarity of gender-specific models: a large ρ is likely to obtain more similar models but incurs large fitting error.
We now denote the facial features associated with each gender collectively by the data matrix X i = x 
The optimal regression parameters associated with each regressor can be obtained through minimizing Eq. (4). For this, setting the derivatives of Eq. (4) with respect to W 1 and W 2 equal to zero gives:
Solving for W 1 we obtain:
where P and Q are are defined:
From Eq. (5), (6) and (7), solving for W 2 , we obtain:
can be transformed to CA, that isâ i n =Ŵ i x i n +b i . In the CA based age estimation, the second-layer mapping is from CA to target ages (see Fig. 1 ). We utilize SVR analysis to learn this mapping relationship, which is governed by a weighting vector w and a bias c. Since feature inconsistency problem is largely overcome in the first layer, we employ a single SVR model to construct the loss function:
where φ (·) is know as basis function and E (·) is aninsensitive error function, which gives zero if the absolute value of input is less than where > 0. A simple example of an -insensitive error function, is given by
Minimizing Eq. (11), we can determine the parameters w and b.
Experiments

Datasets and Settings
Datasets: The performance of CRM for age estimation was evaluated on two datasets: (1) the FG-NET dataset [9] and (2) the Morph 2 dataset [10] . The FG-NET dataset is a public dataset including 1002 personal photographs of 82 subjects aging from 0 to 69. Each person has 6 to 18 images at different ages. The MORPH 2 contains over 50000 facial images. The average number of images per person is 4.4 which are captured at similar ages. Some sample images in the above datasets are shown in Fig. 2 . Features: Gradient location and orientation histogram (GLOH) coupled with shape features [8] were used as facial features on FG-NET dataset. The active appearance model (AAM) [11] , [12] was used to extract facial features on the Morph 2 dataset. Settings: For the FG-NET dataset, we followed the leaveone-person out (LOPO) mode to test age estimation performance [5] . More specifically, we used 81 persons' facial images for training every time, and the rest one person's images for testing. For the Morph 2 dataset, we randomly selected 1563 challenging facial images for performance evaluation. All images were divided into two sets: 80% of the images were selected for training and the remainder for testing. The experiments on the Morph 2 dataset was repeated 10 times and the average results were recorded. Evaluation Metrics: For validation test of our CRM and comparison with other age estimation methods, we use two metrics. The first one is the mean absolute error (MAE) which measures the average error between predicted age and ground truth [5] , [7] . The other metric for performance evaluation is cumulative score, denoted by s e , which indicates the percentage of testing sample whose error is less than or equal to e [5] , [7] . In this paper, we set the error level at 5 and use s 5 to denote the corresponding cumulative score.
Algorithm Validation
As mentioned in Sect.2, the most important contribution of this work is to use CRM to calculate CA gender-specifically. The extent to which the two gender-specific regressors are correlated is determined by the parameter ρ in Eq. (3). A small ρ means weak correlated regularization, while a large ρ means strong correlated regularization. We recorded algorithm performance on both the FG-NET and Morph 2 datasets against different values of ρ, and plotted the results in Fig. 3 . From Fig. 3 (a) and (b), we find the MAE of the proposed algorithm is large if gender-specific regressors have almost no correlation (ρ = 10 −5 ). The main reason lies in the limited training samples associated with each regressor incurs over-fitting. On the other hand, if gender-specific regressors have especially strong dependency (ρ = 10 5 ), the performance of our algorithm is not ideal. It means two regressors are almost the same in extreme case. As plotted in Fig. 3 (a) and (b) , the best performance on both FG-NET and Morph 2 datasets is achieved when ρ equals to 1. This demonstrates that proper correlated regularization imposed on gender-specific regression models for CA calculation can increase estimation accuracy.
Comparison with Existing Methods
For performance evaluation, we compared our method with other 6 age estimation methods: (1) weighted appearance specific model (WAS) [6] , (2) support vector regression (SVR), (3) multi-task feature selection (MTFS) [8] , (4) local adjusted robust regression (LARR) [13] , (5) multi-task warped Gaussian process (MTWGP) [5] , and (6) CA based model [7] . The MAE and cumulative score comparison results are recorded in Table 1 , where the best performance is achieved by our proposed CRM. Moreover, the cumulative score (at error levels from 0 to 5) of these methods are plotted in Fig. 4 (a) and (b) , where the performance of CRM achieves the best results. The MAEs of CRM on the aforementioned two datasets achieve 4.57 and 4.80 respectively, moreover, their cumulative scores (at error level 5) achieve 74.35% and 68.44%. Since WAS, MTFS, LARR and SVR are one-layer model and does not suit for fitting the complex input/ouput relationship in age estimation, they have much worse performance than CRM. MTWGP has comparable accuracy to CRM on the FG-NET dataset, but its performance deteriorates dramatically on the Morph 2 dataset. The reason lies in that only very limited data associated with each person (i.e. the average number of images per person is 4.4 in the Morph 2 dataset) incurs over learning of each person-specific estimator. Compared with the aforementioned methods, CA based method has relatively better performance due to its two-layer regression structure. However, it has inferior performance to our CRM because it ignores the most obvious difference of person's facial aging processes that is caused by gender.
Conclusion
Correlated regression models (CRM) was proposed in this letter for cumulative attributes calculation in age estimation. It is a new method that considers the gender-specific characteristics of facial aging processes. The superiority of our method over other state-of-the-art methods was demonstrated on FG-NET and Morph 2 datasets. Future work will involve how to learn attributes for age estimation automatically, but not manually define them.
