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1 序論 
1.1 研究背景 
当研究室では昨年度から並列処理の自然言語処理への応用に取り組み始めた。自然言語
処理とは広義には日常のコミュニケーションで使う言語に対するコンピュータ操作のこと
である。今年度は自然言語処理の中でも品詞タグ付けを研究テーマとした。品詞タグ付けと
は適切に単語分割された文中の単語に適切な品詞を付与する操作である。品詞タグ付けは
自然言語処理において基礎解析に位置づけられ、文書要約や質問応答などの応用処理に対
して必要不可欠な処理である。ゆえに多量の文に対しこれらの上記の応用処理を高速に行
うためには、基礎解析である品詞タグ付けの高速化が求められる。 
確率モデルを用いて品詞タグ付けを行う際にViterbiアルゴリズムと呼ばれる手法がある。
Viterbi アルゴリズムは動的計画法による方法であり、主に隠れマルコフモデルという確率
モデルの最尤系列推定と呼ばれる操作に使用される。このアルゴリズムの並列高速化の研
究[1][2][3]も進められているが、複数文に対する品詞タグ付けに応用して並列化を図るこ
とには特化していなかった。そこで本論文では実際の英文のデータを用いた場合の Viterbi
アルゴリズムに対して GPU を用いた並列高速化手法を提案し比較実験を行う。 
 
1.2 研究内容 
GPU と呼ばれる演算装置を用いた品詞タグ付けに対する並列手法を提案した。提案手法
は多量の文に対して通常用いられている CPU による逐次処理よりも高速な品詞タグ付け
が可能となる並列アルゴリズムの開発を行った。また、並列処理単位の異なる 2 つの提案
手法を実装してみて、CPU による逐次処理とで実行速度を比較した。 
 
2 GPGPU 
本章では、GPU と GPU の統合開発環境である CUDA について述べる[4]。 
2.1 GPU 概要 
元来、GPU（Graphics Processing Unit）は画像処理専用に開発された演算装置である。
具体的には 3D 描画で多用されるベクトル・行列演算などを並列計算によって高速に処理す
ることに特化したものである。GPU に対して CPU（Central Processing Unit）は各装置の
制御や汎用的な数値計算を行う演算装置であり、複雑な命令を処理することができるが、並
列計算には特化していない。そのため GPU は内部の演算コアを増やすことで、CPU を凌
ぐ勢いで高速化が進んでいる。 
2000 年に GPU の高い演算能力を汎用の計算に適用する試みが始まり、GPGPU（General 
Purpose computing on Graphics Processing Unit）という研究領域が創出された。並列計算
は並列化を行うためのオーバーヘッドを意識する必要がある。並列化のオーバーヘッドの
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程度は問題と解法により異なり、研究対象となっている。GPGPU が注目された当初は、プ
ログラムの記述には GPU の内部構造を熟知している必要があった。 
 
2.2 GPU アーキテクチャ 
GPU の内部構造は並列計算を効率的に行う目的で計算コアをユニット化した階層構造が
採用されている。NVIDIA 社の GPU では計算コアを CUDA コアまたは SP(Streaming 
Processor)と呼ぶ。さらにいくつかの SP をまとめたユニットを SM (Streaming Multi-
processor)と呼ぶ。GPU 上には SM が幾つか搭載されている。GPU アーキテクチャの概略
を図 1 に示す。 
 
2.3 CUDA 概要 
CUDA は 2006 年に NVIDIA 社が自社製の GPU に対して提供を始めた並列コンピュー
ティング アーキテクチャである。CUDA を利用することで GPU の内部構造を細かく意識
せずにプログラムを記述することができる。 
 
2.3.1 CUDA プログラム構造 
CUDA のプログラムは CPU 側と GPU 側に分けることができる。CPU 側のことをホス
ト、GPU 側のことをデバイスと呼び、CPU と GPU はそれぞれ専用のメモリ領域を持って
いる。また、GPU で実行されるプログラムをカーネルと呼び、ホスト側で起動してデバイ
ス側で動作する。 
CUDA プログラムの一般的な処理の流れは、以下のパターンとなる。 
① データをホストメモリからデバイスメモリにコピーする。 
 
図 1：NVIDIA GPU アーキテクチャ概略図 
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② カーネルを呼び出し、デバイスメモリに格納されているデータを操作する。 
③ データをデバイスメモリからホストメモリにコピーする。 
 
2.3.2 CUDA のプログラム階層 
デバイス側のプログラムは次の階層構造を持つ。 
スレッド：プログラムを実行する最小単位 
ブロック：スレッドをいくつかまとめたもの 
グリッド：ブロックをいくつかまとめたもの 
1 つのブロックは GPU 内の 1 つの SM に対応し、ブロック内の各スレッドは SM 内の各
SP で計算される。１つのグリッドで 1 度に実行できるカーネルは 1 つである。CUDA では
スレッドの並列は通常 32 個をまとめて行われ、このまとまりを Warp と呼ぶ。 
 
2.3.3 CUDA のメモリ階層 
スレッドは以下の GPU が持つ 4 つのメモリ領域にアクセスすることができる。 
 グローバルメモリ 
GPU チップの外部にあり、すべてのスレッドからアクセスできるメモリ空間。アクセス速
度は遅い。 
 コンスタントメモリ 
GPU チップの外部にあり、すべてのスレッドからアクセスできる読み込み専用のメモリ空
間。キャッシュが効くため、グローバルメモリよりも高速にアクセスできる。 
 シェアードメモリ 
GPU チップ内にあり各 SM に個別に割り当てられているメモリ空間。高速にアクセスでき
ブロック内のスレッドのデータ共有に使われ、スレッド間通信の基本的な手段となる。 
 レジスタ 
GPU チップ内にあり各 SP(スレッド)が個別に割り当てられているメモリ空間。最も高速に
アクセスでき、スレッド内で宣言された局所的な変数やごく小さい配列を格納する。 
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CUDA メモリ階層の概略を図 2 に示す。 
  
 
図 2：CUDA メモリ階層概略図 
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3 品詞タグ付け 
本章では品詞タグ付けとチャンキング、それらを定式化した系列ラベリング問題につい
て述べる[5][6]。 
3.1 品詞タグ付けの概要 
品詞タグ付けとは単語を品詞に分類して、タグ付けしていく処理のことである。 
品詞タグ付けは系列ラベリング問題の１つである。系列ラベリングとはある長さ𝑇の入力
系列𝒙 = (𝑥1, 𝑥2, … , 𝑥𝑇)が与えられたとき、それに最適なラベル列𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑇)を予測す
る問題である。品詞タグ付けでは入力系列は単語列、ラベル列は品詞タグ列である。例とし
て品詞タグを{DT(限定詞), VB(動詞), NN(名詞)}の 3 つに限定すると、入力系列𝒙に対する
最適なラベル列𝒚は単語の位置𝑡に対して図 3 のようになる。 
品詞タグ付けの次ステップの解析である一般的なチャンキングという処理も、系列ラベ
リング問題の１つである。チャンキングとは単語と品詞の組を句構造に分類して、タグ付け
していく処理のことである。 
チャンキングでは入力系列は単語列と品詞タグ列、ラベル列はチャンクタグ列である。例
としてチャンクタグを{B-NP(名詞句先頭), I-NP(名詞句内部), B-VP(動詞句先頭)}の 3 つ
に限定すると入力系列𝒙𝟏, 𝒙𝟐に対する最適なラベル列𝒚は図 4 のようになる。 
  
 
図 3：品詞タグ付けの例 
𝑡 1 2 3 4 5
𝒙 The dog ate my homework
𝒚 DT NN VB DT NN
 
図 4：チャンキングの例 
𝑡1 1 2 3 4 5
𝒙𝟏 The dog ate my homework
𝒙𝟐 DT NN VB DT NN
𝒚𝟏 B-NP I-NP B-VP B-NP I-NP
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3.2 条件付き確率モデル 
系列ラベリング問題の解法の 1 つに、最適なラベル列の予測の過程を確率モデルにより
表して、与えられた入力系列に対して最も高い確率を持つラベル列を求める方法がある。 
条件𝒙付きの𝒚の確率𝑃(𝒚|𝒙)を用いて最も高い確率を持つラベル列?̂?は 
?̂? = 𝐚𝐫𝐠𝐦𝐚𝐱
𝒚∈𝒀
𝑃(𝒚|𝒙) 
と表すことができる。ここで𝒀はすべてのラベル列の候補の集合を表し、𝐚𝐫𝐠𝐦𝐚𝐱とは最大
値を与える引数を表す。 
確率モデルによる系列ラベリング問題はモデル学習と復号化(最適なラベル系列の推定) 
に分けて考えることができる。モデル学習とは多数の入力系列とすでに付加されたラベル
列の例を用いて反復的に学習して、確率モデルの各種パラメータを推定することである。一
度モデル学習を行えば、復号化の際は推定されたパラメータを持つ確率モデルを使い続け
ることができる。本研究はモデル学習後の復号化を対象としたものである。次節では代表的
な確率モデルである隠れマルコフモデルと条件付き確率場について説明する。 
 
3.3 隠れマルコフモデル | HMM(Hidden Markov Model) 
HMM はマルコフ性を持つ確率モデルである。マルコフ性とはその過程の将来状態の条
件付き確率分布が、現在状態だけに依存して過去の状態には全く依存しない特性を持つこ
とをいう。HMM ではマルコフ性より𝑦𝑡は𝑦𝑡−1に、𝑥𝑡は𝑦𝑡のみに依存して決まると仮定して
確率モデルを表現する。 
すると入力系列𝒙に対する確率を最大化するラベル列𝒚は 
𝐚𝐫𝐠𝐦𝐚𝐱
𝒚∈𝒀
𝑃(𝒚|𝒙) = 𝐚𝐫𝐠𝐦𝐚𝐱
𝒚∈𝒀
𝑃(𝒚)𝑃(𝒙|𝒚)
𝑃(𝒙)
(ベイズの定理) 
𝐚𝐫𝐠𝐦𝐚𝐱
𝒚∈𝒀
𝑃(𝒚|𝒙) ∝ 𝐚𝐫𝐠𝐦𝐚𝐱
𝒚∈𝒀
𝑃(𝒚)𝑃(𝒙|𝒚) (𝑃(𝒙)は定数より) 
𝐚𝐫𝐠𝐦𝐚𝐱
𝒚∈𝒀
𝑃(𝒚|𝒙) = 𝐚𝐫𝐠𝐦𝐚𝐱
𝒚∈𝒀
∏𝑃(𝑦𝑡|𝑦𝑡−1)𝑃(𝑥𝑡|𝑦𝑡)
𝑻
𝐭=𝟏
(モデルのマルコフ性より) 
と表すことができる。最終的には遷移確率𝑃(𝑦𝑡|𝑦𝑡−1)と出現確率𝑃(𝑥𝑡|𝑦𝑡)の積を最大にする
ものとして表せる。遷移確率と出現確率は品詞タグ付きコーパス（あらかじめ単語列に対し
て適切な品詞列が付与されている文の集合）からモデル学習により以下の式で推定する。 
𝑃(𝑦𝑖|𝑦𝑖−1) =
𝑦𝑖−1の後の𝑦𝑖の出現回数
𝑦𝑖−1の出現回数
 
𝑃(𝑥𝑖|𝑦𝑖) =
𝑦𝑖である時の𝑥𝑖の出現回数
𝑦𝑖の出現回数
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本研究ではこの HMM による推定法を品詞タグ付けの際に利用した。 
 
3.4 条件付き確率場 | CRF(Conditional Random Field) 
HMM では元の系列ラベリング問題を部分問題に分割していたのに対し、CRF では 1 つの
ロジスティック回帰モデルによって確率モデルを表現する。 
𝑃(𝒚|𝒙) =
𝑒𝑥𝑝(∑ 𝝎 ∙ 𝝍(𝒙, 𝒚, 𝑡)𝑻𝒕=𝟏 )
∑ 𝑒𝑥𝑝(∑ 𝝎 ∙ 𝝍(𝒙, 𝒚′, 𝑡)𝑻𝒕=𝟏 )𝒚′∈𝒀
 
ここで𝝍(𝒙, 𝒚, 𝑡)は入力系列𝒙と系列上のある位置のラベル割当𝒚によって決定される素性関
数を並べたベクトル、𝝎は素性関数の重みを並べたベクトルを表す。 
𝝍と𝝎を説明するために二値の出力を持つ素性関数𝜓𝑎(𝒙, 𝒚, 𝑡)を定義する。便宜的に𝑎 =
⟨𝑏, 𝑦′⟩とし、𝑏を入力系列𝒙、ラベル列𝒚、位置𝑡に対する二値の出力を持つ関数とする。 
𝜓⟨𝑏,𝑦′⟩(𝒙, 𝒚, 𝑡) = {
1,   if 𝑏(𝒙, 𝒚, 𝑡)が真かつ𝑦𝑡 = 𝑦
′,
0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 
品詞タグ付けにおける𝑏(𝒙, 𝒚, 𝑡)の例として、「𝑥𝑡が“is”である」、「𝑥𝑡−1が“will”であり、𝑥𝑡が“be”
である」「𝑦𝑡−1 が NN である」などが考えられる。ここでの素性の集合𝐴 = {𝑎1, 𝑎2, … , 𝑎|𝐴|}に
対して素性関数のベクトルは 
𝝍(𝒙,𝒚, 𝑡) = (𝜓a1(𝒙, 𝒚, 𝑡),𝜓a2(𝒙, 𝒚, 𝑡), … , 𝜓a|𝐴|(𝒙, 𝒚, 𝑡)) 
素性関数の重みベクトルは 
𝝎 = (𝜔𝑎1 , 𝜔𝑎2 , … , 𝜔𝑎|𝐴|) 
と与えられる。 
素性関数の重みベクトル𝝎は品詞タグ付きコーパスからモデル学習により推定する。その
方法は品詞タグ付きコーパスを𝐷 = {⟨𝒙𝟏, 𝒚𝟏⟩, ⟨𝒙𝟐, 𝒚𝟐⟩,…, ⟨𝒙|𝑫|, 𝒚|𝑫|⟩}としたとき、対数尤度
ℒ = ∑ log𝑃(𝒚|𝒙)⟨𝒙,𝒚⟩∈𝐷 を最大化する最適な重みベクトル𝝎を準ニュートン法などにより求
める。適切な素性の集合を用いることで HMM より多くの文脈の情報を学習モデルに取り
込むことができる。本研究では HMM が不得意とする 2 つの入力系列をもつチャンキング
の際に利用した。 
 
3.5 Viterbi アルゴリズム 
HMM や CRF による最も高い確率を持つラベル列の推定は動的計画法の一種である
Viterbi アルゴリズムを用いることで効率よく行うことができる。以下の更新式(∗)あるいは
(∗∗)を用いることで、品詞𝑦 ∈ 𝑦allについての単語の位置𝑡までの部分系列に対する対数尤度
の最大値が得られる。 
HMMの場合：𝑣[𝑡, 𝑦] = max
𝑦′∈𝑦all
{𝑣[𝑡 − 1, 𝑦′] + log(𝑃(𝑦|𝑦′)𝑃(𝑥𝑡|𝑦))}  … (∗) 
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CRFの場合：𝑣[𝑡, 𝑦] = max
𝑦′∈yall
{𝑣[𝑡 − 1, 𝑦′] + log(𝑒𝑥𝑝(𝝎 ∙ 𝝍(𝒙, 𝒚, 𝑡)))}  … (∗∗) 
ここで𝑦allはすべての品詞タグの集合、𝑣[𝑡, 𝑦]は品詞タグが𝑦となるような𝑡番目の要素まで
のラベル部分列に対する対数尤度の最大値を表す。 
更新式を適用する際に，𝑣[𝑡, 𝑦]の値を求める際に用いられたそれまでの各𝑡ステップの
argmax
𝑦′∈𝑦all
𝑣[𝑡 − 1, 𝑦′]を記憶しておけば、すべての𝑦 ∈ 𝑦allに対して𝑣[𝑇, 𝑦]の値を求めた後に、そ
れから最大パスを遡りパスを後ろから繋げることで最も高い確率を持つラベル列を得るこ
とができる。アルゴリズムの概略を図 5 に示す。図の点線はすべてのパスの候補を表し、太
線は Viterbi アルゴリズムにより記録された𝑦𝑡−1 → 𝑦𝑡の最大パスを表す。アルゴリズムを
𝑡 = 𝑇まで繰り返した後に、argmax
𝑦′∈𝑦all
𝑣[𝑇, 𝑦′]から最大パスを遡ることで最も高い確率を持つラ
ベル列?̂?を求めることができる。 
また、後述の並列手法との比較のために、Viterbi アルゴリズムの擬似コードを図 6 に示す。 
  
 
図 5：Viterbi アルゴリズムの概略図 
The/DT dog/DT ate/DT my/DT homework/DT
The/VB dog/VB ate/VB my/VB homework/VB
The/NN dog/NN ate/NN my/NN homework/NN
The/DT dog/NN ate/VB my/DT homework/NN
v[5][DT]
=-3.0
v[5][VB]
=-1.0
v[5][NN]
=-0.5
?̂?  
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1 Viterbi(入力系列 X, 出現確率 EP, 遷移確率 TP) { 
2    バックポインタ bp, ラベル列 Y; 
3    for (j = 0; j < 品詞種類数; j++) v[0][j] = EP[X[0]][j]; 
4    for (t = 1; t < 入力系列長 ; t++) { 
5       for (j = 0; j < 品詞種類数; j++) { 
6          argmax = -1; 
7          max = INF; 
8          for (i = 0; i < 品詞種類数; i++) { 
9             semi = v[t - 1][i] + TP[j][i]; 
10             if (max < semi) { 
11                max = semi; 
12                argmax = i; 
13             } 
14          } 
15          v[t][j] = max + EP[X[t]][j]; 
16          bp[t][j] = argmax; 
17       } 
18    } 
19    argmax = -1; 
20    max = INF; 
21    for (i = 0; i < 品詞種類数; i++) { 
22       semi = v[入力系列長 - 1][i]; 
23       if (max < semi) { 
24          max = semi; 
25          argmax = i; 
26       } 
27    } 
28    for (t = 入力系列長 - 1; t >= 0; --t) { 
29       Y[t] = argmax; 
30       argmax = bp[t][argmax]; 
31    } 
32 } 
図 6：HMM の Viterbi アルゴリズムの擬似コード 
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図 6 の変数の定義を以下に示す。 
{
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 X：入力系列である単語列を表す。
定義：X[t] =文中の t番目の単語
EP：対数をとった出現確率を表す。
定義：EP [X[t]][j] = log (P(単語 X[t]│品詞 j))
TP：対数をとった遷移確率を表す。
定義：TP[j][i] = log(P (品詞 j|品詞 i))
bp：最大パスを遡りパスを後ろから繋げる際の最大パスの来し方の品詞を表す。
定義：bp[t][j] = t番目の単語に品詞 jが付与されるときに確率最大の t − 1の品詞
Y：ラベル列である品詞列を表す。
定義：Y[t] = t番目の単語に対する最適な品詞
 
 
CRF の場合は素性関数として以下の２つのタイプを用いるならば、HMM と同様に図 6
の Viterbi アルゴリズムを適用することができる。 
[1] 𝑏(𝒙, 𝒚, 𝑡)が 1 つ前の位置のラベル𝑦𝑡−1にのみ注目している素性関数 
[2] 𝑏(𝒙, 𝒚, 𝑡)が入力系列の組み合わせにのみ注目している素性関数 
前者は遷移素性関数、後者は観測素性関数と呼ばれる。これは 2 変数の関係でモデルが記
述されるという点においては HMM と同等である。そのため CRF の復号化の際は EP に
観測素性の重みとの内積、TP に遷移素性の重みとの内積を当てはめることで図 6 の
Viterbi アルゴリズムを用いることができる。 
 
図 6 の疑似コードの流れを説明する。 
STEP1：Viterbi アルゴリズムの更新式の適用  
第 3 行目で Viterbi アルゴリズムの確率スコア v に文頭の単語の出現確率を代入する。
第 4 行目で単語の位置tに関して繰り返し、第 5 行目で位置tの単語の品詞候補を順番に注
目していく。このとき注目した品詞が品詞 j であるとき、第 8 行目で[位置tの単語, 品詞 j]
に対する１つ前(位置t − 1)の単語の品詞候補に注目する。そして第 9-13 行目で最大確率ス
コア max と max を出力する品詞 argmax を更新する。すべての１つ前の単語の品詞候補に
ついて調べ終わった後に第 15 行目で求まった最大スコア max を v に記録し、第 16 行目で
確率スコア最大の品詞 argmax を bp に記録している。 
 
STEP2：最大パスを遡りパスを後ろから繋げる 
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第 21-27 行目で文末の単語に付与する品詞候補のうち最も確率スコアの高い品詞を求
め、 第 28-31 行目で bp に記録されていた確率スコア最大の品詞を遡り、最適ラベル列を
求める。 
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4 提案する並列化手法 
本章では複数の文に対して並列に品詞タグ付けするために Viterbi アルゴリズムの
CUDA による２種類の並列化手法を提案する。 
 
4.1 文並列手法 
文並列手法では複数の文を品詞タグ付けする際に、各文は独立に Viterbi アルゴリズムに
よる処理を行うことができる。この文の独立性を利用し、1 つの文の Viterbi アルゴリズム
での処理を CUDA の 1 つのスレッドで行う。 
 
4.2 ハイブリッド並列手法 
ハイブリッド並列手法では前の単語から次の単語への最大パスを求める際に、品詞ごと
に独立に求めることができる[7]。これは Viterbi アルゴリズムの内部で𝑣[𝑡, 𝑦]は𝑦 ∈ 𝑦allに対
して独立に求めることができるということであり、図 6 の擬似コードにおける第 5 行目の
カウンタ変数 j によるループを意味する。この性質を図 7 に示す。 
この Viterbi アルゴリズムの独立性を利用して、1 つの𝑦 ∈ 𝑦allにおける𝑣[𝑡, 𝑦]の更新を
CUDA の 1 つのスレッドで行う。このとき文の独立性も利用して、1 つの文の Viterbi アル
ゴリズムでの処理を CUDA の 1 つのブロックに対応させることで、並列性を高める。 
ここで同ブロック内のスレッドは𝑣[𝑡, 𝑦]を更新しながら、共有する必要がある。1 つの文
を担当するスレッド群が物理的に全て同時に実行できるわけではないため、データ競合に
注意して、共有している変数の書き込みと読み取りのタイミングを合わせる処理が必要と
なる。そこで CUDA のブロック内バリア関数である__syncthreads()をシェアードメモ
リの変数更新の前後に用いることによってデータ競合を防ぐ。 
 
図 7：Viterbi アルゴリズムの独立性 
The/DT dog/DT
The/VB
The/NN
The/DT
The/VB dog/VB
The/NN
The/DT
The/VB
The/NN dog/NN
dog/DT dog/VB dog/NNで表せる前の単語からの確率最大パスは現在の単語
に対して、独立に求めることができる。
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__syncthreads()の使用例を図 8 に示す。 
図 8では処理 2にデータ競合の可能性がある場合__syncthreads()を用いることで処理
1 の後にブロック内のスレッドを同期させ、すべてのスレッドで処理 1 が完了された後に処
理 2 を実行させるようにできる。 
更にバックトラック法では、逐次的に処理するために、ブロック内の 1 つのスレッドの
みが実行ができるように制限をする。 
CUDA で Viterbi アルゴリズムを並列化する際は、引数として必要なデータをデバイス側
のメモリにコピーする必要がある。これらのデータはデータ容量とアクセス速度を考慮し
て、それぞれ最適なメモリにコピーする。各入力データのメモリ配置を表 1 に示す。 
文並列手法では図 6 の処理を各スレッドに割り振ればよく、Viterbi アルゴリズムの記述に
変更点はない。ハイブリッド並列手法ではアルゴリズムの内部の処理も並列化しているた
め、アルゴリズムの記述に変更する点がある（後述）。ハイブリッド並列カーネルの擬似コ
ードを図 9 に示す。 
  
表 1：入力データのメモリ配置 
 
名称 メモリ区分 手法区分
遷移確率TP コンスタントメモリ 両手法共通
出現確率EP グローバルメモリ 両手法共通
入力系列X グローバルメモリ 両手法共通
バックポインタbp グローバルメモリ 両手法共通
shared_v シェアードメモリ ハイブリッド並列のみ
 
図 8：__syncthreads()の使用例 
1 処理1
2 __syncthreads();
3 処理2
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1 Hybrid_Viterbi(入力系列 X, 出現確率 EP, 遷移確率 TP) { 
2    バックポインタ bp, ラベル列 Y; 
3    shared_v[0][スレッド番号] = EP[X[0]][スレッド番号]; 
4    __syncthreads(); 
5    for (t = 1; t < 入力系列長; t++) { 
6       argmax = -1; 
7       max = INF; 
8       for (i = 0; i < 品詞種類数; i++) { 
9          semi = shared_v[t - 1][i] + TP[スレッド番号][i]; 
10          if (max < semi) { 
11             max = semi; 
12             argmax = i; 
13          } 
14       } 
15       __syncthreads(); 
16       shared_v[t][スレッド番号] = max + EP[X[t]][スレッド番号]; 
17       __syncthreads(); 
18       bp[t][j] = argmax; 
19    } 
20    if (スレッド番号 == 0){ 
21       argmax = -1; 
22       max = INF; 
23       for (i = 0; i < 品詞種類数; i++) { 
24          semi = shared_v[入力系列長 - 1][i]; 
25          if (max < semi) { 
26             max = semi; 
27             argmax = i; 
28          } 
29       } 
30       for (t = 入力系列長 - 1; t >= 0; --t) { 
31          Y[t] = argmax; 
32          argmax = bp[t][argmax]; 
33       } 
34    } 
35 } 
図 9：ハイブリッド並列カーネルの擬似コード 
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図 9 の疑似コードを説明する。 
このコードは CUDA カーネルで起動し、1 つのスレッドで動作する。このときブロック
内のスレッドの個数を品詞の種類の数に合わせる。CUDA ではブロック内のスレッド 1 つ
ごとに対して、それぞれを識別するスレッド番号が付与される。スレッド番号を利用し、
図 9 の疑似コードでは 1 つのスレッドが位置tの単語の品詞候補の更新を担っている。その
ため図 6 の疑似コードと比べて Viterbi アルゴリズムの更新式の適用の際の繰り返し分が 3
つから 2 つになっている。これはブロック内のスレッドを図 9 の行 4，15，17 で
__syncthreads()によって同期させながら図 6 の v に当たるシェアードメモリに配置した
shared_v を更新することで、図 6 の第 5 行目の位置tの単語の品詞候補の繰り返しを省
き、ブロック内のスレッドで分担しているためである。 
最大パスを遡りパスを後ろから繋げる処理は並列に実行できないため、ブロック内の 1
つのスレッドを指定し、指定されたスレッドのみで実行されるようにしている。 
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5 実験 
本章では、Viterbi アルゴリズムの並列化の効果を検証するために、CPU だけによる逐次
処理での計算と GPU を用いた文並列手法、ハイブリッド並列手法による処理とで実行速度
の比較を行う。まず、今回実験に使用したテキストデータについて以下に記述する。 
 
5.1 使用したテキストデータ 
用いたテキストデータは Treebank-3[8]であり、これはペンシルバニア大学発の Penn 
Treebank Project が 3 年間分のウォールストリートジャーナル紙（WSJ）の 98,732 個の記
事から 2,499 個の記事の中を抜き出したものである。また、テキストデータは No.00~No.24
の 25 セクションに分割されている。 
テキストデータ内の各文にはその単語に適切な品詞や句構造があらかじめ付与されてお
り、これらは Penn Treebank タグセットと呼ばれ、予め定義された 45 個の品詞タグと 8 個
のチャンクタグと IOB の接頭辞 3 個の組み合わせ（補足資料図 19，20，21 参照）で表さ
表 2：テキストデータ例 
 
単語 品詞タグ チャンクタグ
Pierre NNP B-NP
Vinken NNP I-NP
, , O
61 CD B-NP
years NNS I-NP
old JJ B-ADJP
, , O
will MD B-VP
join VB I-VP
the DT B-NP
board NN I-NP
as IN B-PP
a DT B-NP
nonexecutive JJ I-NP
director NN I-NP
Nov. NNP B-NP
29 CD I-NP
. . O
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れている。テキストデータの加工後の例を表 2 に示す。 
5.2 評価方法 
テキストデータのNo.16~24 セクションを学習データとして HMMや CRF のモデル学習
に利用し、No.00~15 セクションをテストデータとして利用した。Viterbi アルゴリズムは品
詞タグ付け及びチャンキングに用いられ、それらにはあらかじめ学習済みのモデルが必要
になる。モデルを学習させるために、テストに用いるデータとは独立に学習用データを設け
ている。また各並列手法のテストデータの文量と実行時間の関係を調べるために、文量の異
なるテキストデータを 5 つ用意した。学習用データの詳細を表 3、テスト用データの詳細を
表 4 に示す。 
 
5.3 実行環境 
5.3.1 ハードウェア 
CPU: Intel Core i7-5820K 
RAM: 16.0GB 
GPU: NVIDIA GeForce GTX TITAN X 
 
5.3.2 ソフトウェア 
OS: Microsoft Windows7 Professional(64bit) 
統合開発環境：Visual Studio 2013/CUDA 7.5 
プログラミング言語：C++ /CUDA C 
 
5.3.3 各モデルの実装 
実験結果の測定の際に用いたプログラムを実装する際に元にしたプログラムを示す。 
HMM：citar[9] 
CRF：CRF++0.58(チャンキングの素性セットはデフォルトの物を用いた)[10] 
  
表 3：学習用データの詳細 
 
学習用データ
セクションNo 文の数
16-24 17,568
表 4：テスト用データの詳細  
 
テスト用データ
セクションNo 文の数
00 1,918
00-01 3,875
00-03 7,320
00-07 15,633
00-15 31,166
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5.4 結果・考察 
結果を表 5 と表 6、図 10 と図 11 に示す。このうち表 5 と図 10 は HMM による品詞タグ
付けの結果であり、表 6 と図 11 は CRF によるチャンキングの結果である。以降テスト用
データのセクション 00 の文量を 1 としたその他のテスト用データの文量をサイズと呼ぶ。
具体的にはセクション 00 はサイズ 1、セクション 00-01 はサイズ 2、セクション 00-03 は
サイズ 4、セクション 00-07 はサイズ 8、セクション 00-15 はサイズ 16 とする。表 5 と表
6 は各サイズに対する手法（CPU による逐次処理、GPU による文並列手法、ハイブリッド
並列手法）に対する実行時間をミリ秒単位で表したものである。図の横軸はサイズを表す。
図の縦軸は 10 回実行した平均実行時間を表している。品詞タグ付け(HMM)、チャンキン
グ(CRF)などの解析の種類、またテストデータの文量に関わらず、CPU による逐次処理よ
りも GPU による 2 つの提案手法（文並列、ハイブリッド並列）の方が高速であった。 
表 5：逐次並列比較 (品詞タグ付け, HMM) 
 
サイズ 逐次処理 文並列 ハイブリッド並列
1 173 84 33
2 320 87 40
4 598 93 70
8 1288 130 134
16 2453 197 254
表 6：逐次並列比較 (チャンキング, CRF) 
 
サイズ 逐次処理 文並列 ハイブリッド並列
1 44 37 12
2 90 42 18
4 160 53 29
8 344 71 47
16 641 111 87
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GPU を用いた並列処理では、ホストデバイス間の通信によるオーバーヘッドが発生す
る。品詞タグ付けやチャンキングの場合カーネル起動の直前に行うホスト→デバイスによ
る遷移確率や出現確率、入力系列のデータのメモリコピーのための時間、及びカーネルの
処理が終わった直後に行うデバイス→ホストによる最適ラベル列のメモリコピーがそれぞ
れオーバーヘッドとなる。 
カーネルでの処理とそれ以外の並列のオーバーヘッド部分の実行時間を分けた文並列と
ハイブリッド並列の比較結果を図 12 と図 13 に示す。 
 
図 10：逐次並列比較 (品詞タグ付け, HMM) 
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図 11：逐次並列比較 (チャンキング, CRF) 
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この結果から２つのことが分かる。１つ目に HMM と CRF の Viterbi アルゴリズムのプ
ログラムを実行するために予めデバイスメモリに保持しておく必要があるデータ量の違い
である。HMM では本論文 7 ページの出現確率𝑃(𝑥𝑡|𝑦𝑡)の定義より１つの単語に対して品
詞数分の浮動小数点型の数値が必要であるので、出現確率全体で(文章群のユニーク単語
数)×(品詞数)の浮動小数点型の数値をカーネル処理の前にデバイスメモリに保持しておく
必要がある。HMM に対して CRF では本論文 8 ページの素性関数𝝍(𝒙, 𝒚, 𝑡)の定義より同一
 
図 12：カーネル・オーバーヘッド (品詞タグ付け, HMM) 
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図 13：カーネル・オーバーヘッド (チャンキング, CRF) 
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の単語に対してもその単語が出現する文脈によって出現確率の一般化にあたる観測素性関
数と重みの内積が変わってくるため、観測素性関数と重みの内積全体で（文章群に含まれ
る総単語数）×（品詞数）だけの個数の浮動小数点型の数値をカーネル処理の前にデバイ
スメモリに保持しておく必要がある。 
たとえば品詞タグ付けにおいてある文に[単語“dog”/品詞 NN]の組み合わせが候補にあ
るときを考える。このとき 1 つ前の単語の品詞候補を j とすると HMM ではそれがどんな
文脈に現れた場合でも遷移確率𝑃(品詞 NN|品詞 j)と出現確率𝑃(単語“dog”|品詞 NN)をデバ
イスメモリに保持するだけでよい。しかし、CRF では素性関数を導入しているため、複数
の文に[単語“dog”/品詞 NN]があったとしても、それ以外の文脈が少しでも異なると、そ
の位置の観測素性関数とその重さの内積が異なるため、すべての文のすべての単語に対し
て独立に観測素性関数の重みとの内積をデバイスメモリに保持しておかなければならな
い。そのため状態数は品詞タグ付け(45)>チャンキング(23)であるにも関わらず、モデル
の違いから CRF によるチャンキングのオーバーヘッドの方が大きくなっている。 
２つ目に状態数の違いによる並列手法間の優劣である。図 12 と図 13 のサイズ 8、16 の
部分に注目すると文並列とハイブリッド並列の優劣が異なることが分かる。図 12 の品詞
タグ付けではサイズが 8、16 になると文並列はハイブリッド並列よりも実行時間が短い
が、図 13 のチャンキングではすべての倍率においてハイブリッド並列の実行時間のほう
が短い。これは状態数が品詞タグ付け(45)>チャンキング(23)であるからと考えられる。 
状態数の違いによる 2 つの並列手法間の優劣を確認するため、CRF と HMM による品
詞タグ付けとチャンキングのカーネルによる処理の実行時間を比較する。HMM によるチ
ャンキングは入力系列を品詞列、ラベル列をチャンクタグ列とした処理である[11]。ま
た、CRF による品詞タグ付けの際に使用した素性セットは CRF によるチャンキングで使
用した単語と品詞に関する素性セットのみを使用したものである。HMM による品詞タグ
付けの結果を図 14、HMM によるチャンキングの結果を図 15、CRF による品詞タグ付け
を図 16、CRF によるチャンキングを図 17 に示す。 
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図 14：並列手法の比較 (品詞タグ付け(状態数 45), HMM) 
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図 15：並列手法の比較 (チャンキング(状態数 23), HMM) 
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図 14、16 の HMM、CRF による品詞タグ付けではサイズの増加に従ってハイブリッド
並列の実行時間が文並列の実行時間より長くなっている。それに対して図 15、17 の
HMM、CRF によるチャンキングではすべてのサイズにおいてハイブリッド並列の実行時
間が文並列の実行時間よりも短い。このように確率モデルを統一した場合に、品詞タグ付
けとチャンキングそれぞれにおける文並列とハイブリッド並列の性能の違いを確認でき
 
図 16：並列手法の比較 (品詞タグ付け(状態数 45), CRF) 
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図 17：並列手法の比較 (チャンキング(状態数 23), CRF) 
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た。この現象はシミュレーションでも確認できた。このシミュレーションではサイズをテ
ストデータの倍率 16 のものにあわせ、文長をテストデータの平均文長に従ってポアソン
分布(λ=30)に従う乱数として発生させ、テストデータ内の文の文長のばらつきを再現し
た入力系列を用意した。さらに出現確率、遷移確率ともに一様乱数で設定し、品詞数を変
えながら系列ラベリング問題の HMM による復号化の実行時間を測定した。結果を図 18
に示す。 
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図 18 からは状態数が増えるにつれて、ハイブリッド並列は文並列に比べて実行時間が
増えるにつれて性能が劣化することがわかる。この現象はハイブリッド並列が Viterbi ア
ルゴリズムの独立性を利用するためにブロック内でスレッド間同期を行っている影響で、
状態数が大きくなるとアルゴリズムの実行時間に対しての同期によって生じる実行時間の
割合が増加していくためだと考えられる。 
 
6 まとめ 
6.1 結論 
本論文では、品詞タグ付けにおける Viterbi アルゴリズムでの処理の GPU による並列化
手法を２つ提案した。１つ目は文並列と呼ばれる手法であり、品詞タグ付けの文の独立性を
利用し、CUDA の１つのスレッドで 1 つの文に対する Viterbi アルゴリズムによる処理を
割り振る手法である。2 つ目はハイブリッド並列と呼ばれる手法であり、文の独立性と
Viterbi アルゴリズムの独立性を利用し、1 つの文を 1 つのブロックに割り振り、ブロック
内で 1 つの品詞を 1 つのスレッドに割り振る手法である。特定のコーパスでは２つの提案
手法ともに CPU による逐次実行に比べて処理が約 10 倍高速化した。さらに、Vitetbi アル
ゴリズムにおける状態数の違う 2 つの処理である品詞タグ付けとチャンキングにおいて、
用意した最大容量のテストデータの処理では、状態数 45 の品詞タグ付けには文並列、状態
数 23 のチャンキングにはハイブリッド並列を用いることが処理性能の上で適切であった。 
 
6.2 今後の展望 
CRF では復号化の際に Viterbi アルゴリズムを行うまでの前処理が必要となる。ここでの
 
図 18：状態数とハイブリッド並列の文並列に対する実行時間の比率 
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前処理とは素性の重みのベクトルと素性関数のベクトルの内積をとる処理であり、CRF に
よるチャンキングでの復号化全体の実行時間の約 9 割を現在占めている。CRF による復号
化全体の処理速度の高速化には前処理を高速化することが必要不可欠である。 
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9 補足資料 
  
 
図 19：品詞タグセット(前半) 
タグ 説明 例
CC 等位接続詞 and, but, or
CD 基数詞 one, two, three
DT 限定詞 a, the
EX 存在文のThere there
FW 外国語 tres bien
IN 前置詞や従属接続詞 of, in, by, from
JJ 形容詞 old, good
JJR 形容詞(比較級) older, better
JJS 形容詞(最上級) oldest, best
LS リスト項目のマーカー 1, 2, One
MD 法助動詞 can, should
NN 単数名詞 dog, woman
NNS 複数名詞 dogs, women
NNP 固有名詞(単数) Mary, John, Tokyo, Japan
NNPS 固有名詞(複数) Alps, Bahamas
PDT 前限定辞 both, all, such
POS 所有格語尾 ‘s
PRP 人称代名詞 I, you, he, it
PRP$ 所有格代名詞 your, one’s, its
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図 20：品詞タグセット(後半) 
タグ 説明 例
RB 副詞 old, good
RBR 副詞(比較級) older, better
RBS 副詞(最上級) oldest, best
RP 不変化詞 up, off
SYM シンボル +, %, &
TO to to
UH 間投詞や感嘆詞 ah, oops
VB 動詞(原形) eat
VBD 動詞(過去形) ate
VBG 動詞(動名詞,現在分詞) eating
VBN 動詞(過去分詞) eaten
VBP 動詞(三人称単数現在以外) eat
VBZ 動詞(三人称単数現在) eats
WDT Wh限定詞 which, that
WP Wh代名詞 what, who
WP$ 所有関係代名詞 whose
WRB Wh副詞 how, where
その他のタグ
'' # $ ( ) , . : ``
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図 21：IOB 接頭辞とチャンクタグ 
タグ 説明 組み合わせ 例
NP 名詞句 DT+RB+JJ+NN+PR the strange bird
PP 前置詞句 TO+IN in between
VP 動詞句 RB+MD+VB was looking
ADVP 副詞句 RB also
ADJP 形容詞句 CC+RB+JJ warm and cozy
SBAR 従属接続詞 IN whether or not
PRT 不変化詞 RP up the stairs
INTJ 感嘆詞 UH hello
IOB接頭辞
I(inside) O(outside) B(beginning)
句の内部 句の外部 句の始まり
