Exploring Data Clustering with Non-negative Matrix Factorization Models by Xiong, Zunyan
Exploring Data Clustering with Non-negative Matrix Factorization
Models
A Thesis
Submitted to the Faculty
of
Drexel University
by
Zunyan Xiong
in partial fulfillment of the
requirements for the degree
of
Doctor of Philosophy in Information Studies
May 2015
c© Copyright 2015
Zunyan Xiong. All Rights Reserved.
ii
Acknowledgements
My deepest gratitude goes to my Ph.D. adivisor, Dr. Xiaohua Hu, who has
supported me throughout my thesis with his knowledge, his intuitive vision, and his
work ethics, and also given me the freedom to explore on my own. His patience
and support helped me overcome many difficult situation and finish this dissertation.
Especially when I told him the news of my pregnancy, he congratulated me in the
first place, and encouraged me to get prepared for the baby. Without him this thesis
would not have been completed or written. One simply could not wish for a better
or friendlier supervisor.
A special thanks goes to Prof. Lisa Ulmer, with whom I worked with for three
years. During the years of collaboration, she gave me a vivid impression of her intel-
ligence, professional and considerateness. She never missed a meeting we scheduled
and always came in time. She is such a great project leader that methodically and
logically proceeded our progress. Meanwhile, she is kind to all the people around her.
In a word, she is strict with herself and broad-minded towards others. How I wish I
had never heard the sad news about her on this June. Wish Prof. Lisa Ulmer rest in
peace in heaven.
I would also like to thank the rest committee: Prof. Yuan An, Prof. Weimao Ke
and Prof. Li Sheng for their time and effort to serve on my dissertation committee,
and for their insightful comments on my dissertation and defense, which helped shape
this work and my future thinking in this research domain.
My sincere thanks to my labmate and roommate Jia Huang and Xiaoli Song, for
the simulating discussions in research, for the sleepless nights we worked together
before deadlines, for the weekends we went shopping in grocery stores, and for the
days we tidied the rooms together.
Thanks also goes out to my labmates Yizhou Zang and Xinpeng Jiang, who pro-
iii
vided me with research advice at times of critical need.
I thank my office fellows Xuemei and Mi Zhang for the days we communicated
research as well as gossip, we traveled together on cruise, and we enjoyed hot-pot in
every winter break.
I appreciate Caimei Lu, Lifan Guo, Xin Chen, and Xuning Tang and Haozhen
Zhao for helping me adapt the study and life when I was a fresh PhD student.
I also owe many thanks to my friends Yue Shang, Mengwen Xu, Weiwei Xu,
Wanying Ding, Zhan Zhang, Lu Xiao, Ling Jiang and Haodong Yang for all the fun
we have had in last several years. Without you, the color of my life in Philly would
be much paler.
Last but not the least, I would like to thank my family: my parents and my
husband for supporting me spiritually throughout writing this thesis and my life in
general. I thank my son, whose coming opens an amazing window for me to see,
touch, and feel the world start over with him. That is really a fantastic experience.
iv
Table of Contents
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
ABSTRACT .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
1. INTRODUCTION .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Clustering and Non-negative Matrix Factorization . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The strategies and the outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2. A REVIEW OF DATA CLUSTERING.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 The kernel K-means . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Principal component analysis (PCA). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Topic models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.1 Latent semantic analysis (LSA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Probabilistic latent semantic analysis (PLSA) . . . . . . . . . . . . . . . . . . . . 14
2.3.3 Latent dirichlet allocation (LDA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.4 Comparison of topic models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3. A REVIEW OF NON-NEGATIVE MATRIX FACTORIZATION AND ITS
EXTENSION .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1 The NMF model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.1 Formulation of the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.2 The multiplicative algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Some generalizations of the NMF .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.1 Symmetric NMF .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.2 Graph regularized NMF.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.3 Sparse NMF.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Higher dimensions: non-negative tensor factorization (NTF) . . . . . . . . . . . . 25
3.3.1 The PARAFAC model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.2 The multiplicative algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4. DATA SETS AND EVALUATION METRICS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.1 Data Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2 Evaluation Metrics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5. NMF MODELS: CONSTRAINTS VS. REGULARIZATIONS . . . . . . . . . . . . . . . . 33
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.2 The similarity matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.3 NMF models with constrains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.3.1 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.3.2 The Multiplicative algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.4 NMF models with regularizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.4.1 The Multiplicative algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.5.1 Data sets and evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.5.2 Parameter settings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
v5.5.3 Clustering results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.5.4 Sensitivity in relation to parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
6. THE AUGMENTED NMF MODEL .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.1 Formulation of the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.1.1 Notations and set-ups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.1.2 Local invariance assumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.1.3 Augmented NMF model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.2 Analysis of the algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
6.2.1 The multiplicative algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
6.2.2 Complexity analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.3.1 Data sets and evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.3.2 Parameter settings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.3.3 Clustering results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.3.4 Sensitivity in relation to parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.4 Study on the CiteULike data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.4.1 Data processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.4.2 Clustering resluts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.5 The regularized NTF model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.5.1 Local Invariance and Document Similarity . . . . . . . . . . . . . . . . . . . . . . . . 63
6.5.2 Regularized NTF Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.5.3 A Multiplicative Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.6 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
7. THE SPARSE REGULARIZED NMF MODEL .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
7.1 Formulation of the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
7.1.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7.1.2 Data graph regularization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7.1.3 Sparse graph regularized NMF .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
7.2 Alternating iterative algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
7.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.3.1 Data sets and evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.3.2 Parameter settings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.3.3 Clustering results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.3.4 Sensitivity in parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.4 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
8. CONCLUSION AND FUTURE WORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
BIBLIOGRAPHY .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
vi
List of Tables
2.1 The algorithm for K-means. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.1 The NMF algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 The PARAFAC algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.1 Description of Experimental Data Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.1 The algorithm for constrained NMF .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.2 The algorithm for regularized NMF .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.3 Performance comparisons of CNMF & RNMF on Yale: Acc . . . . . . . . . . . . . . . . . 43
5.4 Performance comparisons of CNMF & RNMF on Yale: NMI . . . . . . . . . . . . . . . . 43
5.5 Performance comparisons of CNMF & RNMF on ORL: Acc. . . . . . . . . . . . . . . . . 44
5.6 Performance comparisons of CNMF & RNMF on ORL: NMI. . . . . . . . . . . . . . . . 44
6.1 Important notations used in this chapter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.2 Algorithm of ANMF.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.3 Performance comparisons of ANMF on Coil20: Acc . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.4 Performance comparisons of ANMF on Coil20: NMI . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.5 Performance comparisons of ANMF on ORL: Acc . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.6 Performance comparisons of ANMF on ORL: NMI . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.7 Performance comparisons of ANMF on TDT2: Acc . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.8 Performance comparisons of ANMF on TDT2: NMI . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.9 Performance comparisons of ANMF on Reuters21578: Acc . . . . . . . . . . . . . . . . . . 60
6.10 Performance comparisons of ANMF on Reuters21578: NMI . . . . . . . . . . . . . . . . . 61
vii
6.11 The Acc performance of ANMF in CiteULike data set . . . . . . . . . . . . . . . . . . . . . . . 62
6.12 The NMI performance of ANMF in CiteULike data set . . . . . . . . . . . . . . . . . . . . . . 63
7.1 Important notations used in this chapter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7.2 The SpaNMF algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
7.3 Performance comparisons of SpaNMF on Yale: Acc . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.4 Performance comparisons of SpaNMF on Yale: NMI . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.5 Performance comparisons of SpaNMF on ORL: Acc . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.6 Performance comparisons of SpaNMF on ORL: NMI . . . . . . . . . . . . . . . . . . . . . . . . . 77
viii
List of Figures
1.1 Data clustering. [39] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 An example of the clustering using K-means. Data points are denoted by
dots and the centroid of two clusters are denoted by × simbol. The Figure
is due to Michael Jordan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 The dashed lines represents the decomposed principal components. The
dots represents original data. Figure taken from [1].. . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Probabilistic Latent Semantic Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Latent Dirichlet Allocation Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 Geometric Interpretation of Topic Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.1 The performance of CNMF varies with the size of neighborhood p in Yale
(left) and ORL (right) data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 The performance of RNMF varies with the size of neighborhood p in Yale
(left) and ORL (right) data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.3 The performance of RNMF varies with the regularization parameter β in
Yale (left) and ORL (right) data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.1 The performance of ANMF varies with the size of neighborhood p in Coil20
(left) and ORL(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2 The performance of ANMF varies with γ in Coil20 (left) and ORL(right). . 62
6.3 The performance of ANMF varies with δ in Coil20 (left) and ORL(right). . 62
7.1 The performance of SpaNMF varies with the size of neighborhood p in
Yale (left) and ORL (right) data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
7.2 The performance of SpaNMF varies with the regularization parameter λ.
The left figure is for Yale with µ = 100. The right is for ORL with µ = 0.1 79
7.3 The performance of SpaNMF varies with the regularization parameter µ.
The left figure is for Yale with λ = 1. The right is for ORL with λ = 1. . . . . 79
ix
8.1 The accumulative performance comparison of ALL NMF models using
Yale data set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
8.2 The accumulative performance comparison of ALL NMF models using
ORL data set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
xAbstract
Exploring Data Clustering with Non-negative Matrix Factorization Models
Zunyan Xiong
Advisor: Xiaohua Hu, Ph.D.
The clustering problem has been widely studied in data mining and machine learn-
ing. It has numerous applications to pattern recognition, information retrieval, image
analysis and bioinformatics, etc. In general, clustering is a fundamental unsupervised
machine learning technique that aims to partition the data set based on their sim-
ilarity. Recently there has been significant development in the use of non-negative
matrix factorization (NMF) methods for various clustering tasks. The method finds
two non-negative matrix whose product approximates the original matrix. The non-
negativity of the factored matrices is superior to other matrix factorization methods
because it makes the data interpretation much easier. Moreover, NMF has attracted
much attention due to the newly discovered ability of solving challenging data mining
and machine learning problems. Studies has proved that NMF is equivalent with
kernel k-means and probabilistic latent semantic indexing under some circumstances.
Compared to most other clustering methods, NMF has been proved to achieve better
or similar clustering results.
In the thesis, our primary goal is to study the clustering problem by establish-
ing NMF models reflecting the features of given data. First, in the case when the
similarity of the data is available, we proposed two modified NMF models, one with
a constraint (CNMF) and the other with a regularization term (RNMF). We take
this situation as an example to show how to model the data information. Also, we
compare the two commonly employed approach in this simple case. Next, we pro-
pose a novel model named augmented nonnegative matrix factorization (ANMF).
xi
The novelty of the model is that it incorporates the geometric closeness of the data
on both dimensions of the data matrix. In addition to the experiments conducted
on benchmark data sets, the model is also applied to real application, i.e. CiteUlike
data set. Finally, for data sets with sparse features, we propose a new model named
sparse regularized non-negative matrix factorization (SpaNMF). This type of data is
ubiquitous in applications and has remained a hot topic for many years. Our novelty
here is to combine the geometric structure and sparseness of the data. For all of
the four models, we develop numerical algorithms and conduct the experiments. The
results of the experiments show effectiveness of our proposed models compared with
state-of-the-art clustering algorithms.

11. INTRODUCTION
1.1 Clustering and Non-negative Matrix Factorization
Clustering has been considered as a core task in data mining [33], which aims to
partition a data set into clusters based on their similarity. Intuitively, the data within
a cluster are expected to be more similar to each other than the data belonging to
a different cluster. An example of clustering is depicted in Figure 1.1. Figure 1.1(a)
shows the input data set, and Figure 1.1(b) shows the desired clusters, where points
belonging to the same cluster are given the same label.
Clustering and classification are often mentioned together in literature, it is note-
worthy to understand their differences. Classification is also called supervised learning
method, which means the training set of data are provided with category labels, and
the problem is to give new comers the “right” labels. Typically, the labeled data are
used to learn the features of the classes, which in turn are used to label new data.
Clustering is an unsupervised machine learning method, which means no category
labels are given before grouping data, so there is no unique “right” answer for clus-
tering results, and the category labels have to be explored solely from the data. As
the notion of “cluster” cannot be precisely defined, that’s also one of the reason why
there are so many clustering methods [23].
Clustering has been extensively applied in a large variety of fields, such as pattern
recognition [2][22][40], image processing[11][83][74][61], recommender system [67][53][43],
and information retrieval [41][51][72]. So far clustering also have been widely explored
in data mining area, such as k-means [38], spectral clustering [6], nonnegative matrix
factorization (NMF) ([55]), etc.
NMF is a dimension reduction method, which imposes nonnegativity to all entries
2of the factorized matrices. Compared to most other clustering methods, it has been
proved to achieve better or similar clustering results. NMF aims to approximate
the original matrix by the production of the two factorized nonnegative matrices,
which is superior for straightforward interpretation. Though as a dimension reduction
method, NMF has received much attention for its application to data clustering.
[77] firstly applied NMF in document clustering using term-document matrix, the
experimental evaluations of NMF outperformed the latent semantic indexing and the
spectral clustering methods. [79] applied NMF in topic learning by exploring term
correlation data. [66] applied an extended NMF models in image clustering. [9] and
[47] successfully applied NMF to biological data.
Notwithstanding that NMF have produced so many good clustering results, as a
dimension reduction method, NMF doesn’t always achieve the best clustering results.
For instance, NMF considers clusters linearly dependent, while in reality, quite a lot
of data have nonlinear cluster structures. In [12], Cai et al. proposed a graph regular-
ized non-negative matrix factorization (GNMF), which embedded manifold learning
into nonnegative matrix factorization by means of local invariance assumption. [26]
combined graph regularization with NMF and applied the model in text clustering.
[32] proposed a dual regularized co-clustering method, which applied graph regular-
ization in both dimensions of a data matrix. All the above mentioned methods proved
the applying graph/manifold regularization can significantly improve the clustering
results. In some other cases, a sparser basis or representation are expected after the
matrix factorization. Kim and Park used a sparsity constrained NMF and analyzed
gene expression data [47].
Although clustering has been extensively studied by researchers in different areas,
so far it’s still a challenging problem. One challenge is that given the little prior
information about the data, people has to make appropriate assumption about the
3data during the building process of clustering models [39]. That’s where lies the
advantage of NMF models, i.e., one can easily translate the prior information of the
data into the assumption about the model, and build a clustering model that may
best fit the real data structure. In this thesis, our main research question is: given
by the prior information of the data set, how to achieve a good clustering result by
customizing NMF models? In the next section, we will introduce our strategies in
detail.
methods for grouping of unlabeled data.
These communities have different ter-
minologies and assumptions for the
components of the clustering process
and the contexts in which clustering is
used. Thus, we face a dilemma regard-
ing the scope of this survey. The produc-
tion of a truly comprehensive survey
would be a monumental task given the
sheer mass of literature in this area.
The accessibility of the survey might
also be questionable given the need to
reconcile very different vocabularies
and assumptions regarding clustering
in the various communities.
The goal of this paper is to survey the
core concepts and techniques in the
large subset of cluster analysis with its
roots in statistics and decision theory.
Where appropriate, references will be
made to key concepts and techniques
arising from clustering methodology in
the machine-learning and other commu-
nities.
The audience for this paper includes
practitioners in the pattern recognition
and image analysis communities (who
should view it as a summarization of
current practice), practitioners in the
machine-learning communities (who
should view it as a snapshot of a closely
related field with a rich history of well-
understood techniques), and the
broader audience of scientific profes-
sionals (who should view it as an acces-
sible introduction to a mature field that
is making important contributions to
computing application areas).
1.2 Components of a Clustering Task
Typical pattern clustering activity in-
volves the following steps [Jain and
Dubes 1988]:
(1) pattern representation (optionally
including feature extraction and/or
selection),
(2) definition of a pattern proximity
measure appropriate to the data do-
main,
(3) clustering or grouping,
(4) data abstraction (if needed), and
(5) assessment of output (if needed).
Figure 2 depicts a typical sequencing of
the first three of these steps, including
a feedback path where the grouping
process output could affect subsequent
feature extraction and similarity com-
putations.
Pattern representation refers to the
number of classes, the number of avail-
able patterns, and the number, type,
and scale of the features available to the
clustering algorithm. Some of this infor-
mation may not be controllable by the
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Figure 1.1: Data clustering. [39]
1.2 The strategies and the outline
In this work, our primary goal is to study the clustering problem by establishing
mod ls reflecting the features of given problems. As shown in previ us researches,
the clustering results are improved by properly identifying the structure and main
fe tures of the data. For example, the parseness, the manifold structure, etc. This
motivates our study. From another point of view, these data features can be regarded
as a way to select a better solution to the optimization problem of a clustering model
4when the solution is not unique.
Our strategy is that for particular problems, we first explore the data structure and
extract useful information. Then we build new models by including these information.
For the first part, we explore the data structure from some geometrical and statistical
aspects. The basic model we use is the non-negative matrix factorization (NMF),
which has been widely applied in data mining. To model the extra information, we
use the regularization technique in general. This means after quantifying the extra
information, we formulate it as a regularization term to the cost function of NMF.
We develop multiplicative algorithms for each model we build, and we discuss the
effectiveness of our models compared with the state-of-the-art models.
The main contribution and novelty of this work, as explained below in detail,
is to systematically study the NMF model with regularization terms reflecting data
structures, and prove their effectiveness. In general , when the similarity of the data
is known, we formulated two mathematic models, i.e. CNMF and RNMF (see be-
low), which are shown to be superior with state-of-the-art algorithms. For two cases,
when other data features are better understood (geometric structure or sparseness),
we proposed two regularized NMF models (the ANMF and SpaNMF discussed be-
low) which are illustrated to be more effective compared to previous works. These
researches confirm our point of view that to achieve better clustering results, it is
necessary to include the data features to a given clustering problem. Moreover, the
methodologies proposed in this work are expected to be useful for other clustering
problems.
Next we outline the contents of this work.
In Chapter 2, we briefly review some widely used clustering methods, including K-
means, principal analysis and topic models. In particular, we emphasis their relations
to matrix factorization methods. Actually, most of these methods can be interpreted
5as matrix factorizations e.g. singular value decomposition and NMF. Since we use
NMF extensively, we review them in Chapter 3 in more details. Here we formulate
the NMF models following the classic work of Lee and Seung [55] and derive its
multiplicative algorithms. These preparations will be quite useful for our models
developed later. Also, we review some generalized NMF models which also explores
the data structures.
In Chapter 4, we introduce some standard data sets applied in this thesis. Our
intention is to emphasize some useful features of the data which will be explored later.
Also, we discuss the evaluation metrics for experiments.
Next, in Chapter 5, we start with a simple situation where we are given the
similarities of the data. We discuss two ways to model this information i.e. regarding
it as a constraint to the optimization problem or a regularization term. The obtained
two models are called CNMF and RNMF respectively. Our intention is to take this
situation as an example to show how to model the data information. Also, we’d like to
compare the two commonly employed approach in this simple case. For both models,
we derive multiplicative algorithms. Finally, we test and compare the methods using
standard data.
In Chapter 6, based on the GNMF method proposed by Cai et al [12], we develop a
new augmented NMF model, the Augmented NMF model(ANMF). The novelty of our
model is that we use geometric structure of the data in both dimensions (compared to
one dimension in Cai et al [12]) to get the extra information. In particular, we use the
so-called local invariance which roughly speaking says that the similarity of the data
should be preserved after the decomposition. We derive the multiplicative algorithm,
and test its effectiveness. Finally, we applied the new model to real applications, i.e.
CiteULike data set. Also, we discuss the generalization to higher dimensional data
i.e. tensors.
6In Chapter 7, we develop a new model for data set with sparseness, called SpaNMF.
This type of data is ubiquitous in applications and has remained a hot topic for many
years. There are some pioneering work in the sparseness of NMF models. However,
our novelty here is to combine the geometric structure and sparseness of the data.
In particular, we develop a sparse regularized model in Chapter 6 which include two
regularization terms, one reflecting the local invariance and the other reflecting the
sparseness. We are able to derive the multiplicative algorithm without burdening the
computational cost too much. The experiments also show the effectiveness of our
model.
In Chapter 8, we make a general review of the four proposed NMF models: CNMF,
RNMF, ANMF and SpaNMF. Finally, we make comments on future research topics.
72. A REVIEW OF DATA CLUSTERING
2.1 The kernel K-means
Despite its simplicity, the kernel K-means method is widely used in clustering
problems. As discussed by Kuang et al [46], the method is also related to the matrix
factorization models. In this section, we review the basics of the model and its
algorithm.
Consider a set of data {x1, x2, · · · , xN} where each xi is a vector in RM . We’d like
to group the data to K clusters Ck, k = 1, 2, · · · , K. The K-means method make use
of the centroid of the clusters as a characterization of the cluster class. In particular,
suppose there are nk data points in Ck. Let
mk =
∑
i∈Ck
xi/nk
be the centroid of the cluster Ck. The objective function of K-means is
OK =
K∑
k=1
∑
i∈Ck
‖xi −mk‖2.
Here ‖ · ‖ denotes the Euclidean norm of a vector. The optimization problem is to
find Ck which minimizes OK .
The algorithm for K-means is easy to state and summarized in Table ??. See
Figure 2.1 for an example of the clustering precedure. In particular, in the first step
of the loop, we determine the cluster number for each xi. The second step compute
the new centroid. The algorithm converges in the sense that it decreases the objective
function after each iteration, see e.g. Lecture notes of Ng [60].
As pointed out in [21], the K-means is equivalent to certain non-negative matrix
8Table 2.1: The algorithm for K-means.
1. Randomly initialize the centroid m1,m2, · · · ,mK ;
2. Repeat
Step a : For every i, set ci = argmink‖xi −mk‖2;
Step b : For each k, set mk =
∑
ci=k
xi/
∑
ci=k
1.
until convergence.
factorization models which we discuss in detail in Chapter 3. For later reference, we
reformulate the objective function OK . From the straightforward calculation, we have
OK =
N∑
i=1
‖xi‖2 −
K∑
k=1
1
nk
∑
i,j∈Ck
xTi xj.
The solution of the clustering result can be represented by vectors
H = (h1, h2, · · · , hK),
where hk is a vector in RN such that
hTi hj = δij and nkh
T
k = (0, · · · , 0, 1, · · · , 1, · · · , 0),
where the number of 1’s in the vector is nk. In other words, hk is an indicator of the
cluster Ck i.e. xi ∈ Ck if and only if (hk)i 6= 0. Let H = [h1, h2, · · · , hK ] be a N ×K
dimensional matrix and X = [x1, x2, · · · , xN ] be a M ×N dimensional matrix. Then
OK can be written as
OK = Tr(X
TX)− Tr(HTXTXH).
So the optimization problem for K-means is to find H which minimizes OK . This
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(a) (b) (c)
(d) (e) (f)
Figure 1: K-means algorithm. Training examples are shown as dots, and
cluster centroids are shown as crosses. (a) Original dataset. (b) Random ini-
tial cluster centroids (in this instance, not chosen to be equal to two training
examples). (c-f) Illustration of running two iterations of k-means. In each
iteration, we assign each training example to the closest cluster centroid
(shown by “painting” the training examples the same color as the cluster
centroid to which is assigned); then we move each cluster centroid to the
mean of the points assigned to it. (Best viewed in color.) Images courtesy
Michael Jordan.
Is the k-means algorithm guaranteed to converge? Yes it is, in a certain
sense. In particular, let us define the distortion function to be:
J(c, µ) =
m∑
i=1
||x(i) − µc(i)||2
Thus, J measures the sum of squared distances between each training exam-
ple x(i) and the cluster centroid µc(i) to which it has been assigned. It can
be shown that k-means is exactly coordinate descent on J . Specifically, the
inner-loop of k-means repeatedly minimizes J with respect to c while holding
µ fixed, and then minimizes J with respect to µ while holding c fixed. Thus,
J must monotonically decrease, and the value of J must converge. (Usu-
ally, this implies that c and µ will converge too. In theory, it is possible for
Figure 2.1: An example of the clustering using K-means. Data points are denoted by
dots and the centroid of two clusters are denoted by × simbol. The Figure is due to
Michael Jordan.
gives the cluster result. We remark that this formulation is closely related to the
Symmetric NMF method as demonstrated in [21].
2.2 Principal component analysis (PCA)
The principal component analysis belongs to the broad family of dimensionality
reduction methods, see e.g. Ghodsi [28]. Generally speaking, the idea is to de-
compose high dimension l data to low dime sional representations. We review the
PCA method not only because its wide usage in applications, but also because its
key mathematical model involves an important matrix factorization technique: the
singular value decomposition (SVD).
Suppose we have a matrix A ∈ Rm×n that represents our data. Unlike a square
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tune the parameters without knowing the distribution of the data in advance. This suggests that statistical
models might be able to better describe the data, assuming an underlying probability distribution. An
algorithm that iteratively estimates the distribution of the data is described in Section 5.2.
The difference between the Fuzzy Codok algorithm and that of Section 7.3 should be pointed out. On face
value, both generate fuzzy memberships for documents and terms. However, while Fuzzy Codok employs a
notion of aggregation in the original feature space, the latter employs PCA techniques, described next, and
works in a reduced space resulting from matrix factorization.
7 Dimensionality Reduction
While proprocessing can achieve significant reduction in the size of the vector space, post-retrieval appli-
cations call for higher efficiency. This section describes describes two matrix factorization techniques that
have been shown to not only significantly reduce the size of document vectors (by several orders of magni-
tude), but also to increase clustering accuracy. In fact, these methods can be viewed as clustering methods
themselves (although post-processing is required in the case of spectral coclustering, see Section 7.1).
The remainder of this section assumes a term-document matrix A ∈ Rm×n+ . The goal of dimensionality
reduction techniques is to produce a rank k approximation of A, Ak, while introducing managable error. A
common measure of the quality of this approximation is the Frobenius norm, which is defined as
|A−Ak| =
√∑
a∈A
∑
ak∈Ak
(a− ak)2 (21)
The smaller the Frobenius norm, the better the matrix Ak approximates the original matrix A.
7.1 Principal component analysis
Principal components are orthogonal (i.e. uncorrelated) projections that together explain the maximum
amount of variation in a dataset. In practice, principle components can be found by computing the singular
value decomposition on the correlation matrix of the dataset. This method is sometimes called spectral
projection. This is illustrated in Figure 7.
Figure 7: The two dashed lines represent principal components capturing the variability in the dataset.
The singular value decomposition of the original matrix A involves breaking it up into the matrices:
An ≈ UΣVT (22)
14
Figure 2.2: The dashed lines represents the decomposed principal components. The
dots represents original data. Figure taken from [1].
matrix which possesses eigenvalues, the spectral data of A is the singular value. We
know that ATA is symmetric and denote its eigenvalues by λ1, λ2, · · · , λn ordered by
their magnitudes. The singular values of A is the set {√λ1,
√
λ2, · · · ,
√
λn}. More-
over, we can find two orthogonal matrices U ∈ Rm×m and V ∈ Rn×n so that
A = UΣV,
where Σ ∈ Rm×n with diagonal elements the singular values. Intuitively, we decom-
posed A to some linear spaces with the significance represented by the singular values.
See Figure 2.2.
To get an approximation of A, we can truncate Σ to Σk by keeping the first k
singular values. We get
Ak = UΣkV,
and we use Ak as an approximation to A. According to the construction, Ak has
lower rank than A. Due to this, sometimes PCA is also called spectral projection
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method. The vectors of U can be used for document clustering see e.g. [81].
As reviewed in [1], PCA has two properties especially convenient for clustering:
approximation and distinguishability, see also [73]. It is proved in [20] that the prin-
cipal component are also the solutions to K-means. However, the computational cost
of SVD for large matrices is expensive and it cannot be performed in an iterative
way. In particular, PCA is not an optimization problem. A major problem for PCA
is that the decomposed matrices may have negative values, which makes it hard to
explain the meaning of the decomposed data. Actually, the major advantage of the
non-negative matrix factorization method which we review in the next chapter is the
non-negativity of the decomposed values.
2.3 Topic models
Topic models form a large class of clustering methods which involves numerous
research activities. Usually, these models are built using statistical method and some-
times they are related to matrix factorization. We review some of the classical models
here as a comparison to matrix factorization models.
In general, topic models aim at discovering abstract “topics” in the document
corpus. According to [64], topic models are based on the idea that the topics of
documents can be represented by probability distribution of topics, and each topic is
a mixture of words. Bearing the idea, topic models are considered promising in solving
synonymy and polysemy problems. With the induction of the conception of abstract
“topic”, topic models can put words with similar semantic meanings together, thus
alleviate the synonymy problem. On the other hand, a word with different meanings
may belong to different topics, which improve the performance of the system on
polysemy problem. In addition, topic models take into account the co-occurrence of
words, which provide better understanding to the semantic structure of text corpus.
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Topic models have been intensively studied since 1990s of last century. In order
to approximate the real semantic patterns from unstructured data set, researchers
have explored different methods to extract abstract “topics” from documents. And
different approaches have also been applied to estimate parameters in text corpus.
Topic models can be applied in various areas, such as text classification [5], im-
age annotation [5], image classification [24], joint modeling the patterns of the text
and citations [59], real-time tag recommendation [70], etc. Cohn and Hofmann [16]
integrate content and inter-association of documents in PLSA model. PSLA model
identifies major topics of the collections and prominent document in the documents.
In addition to the probability distribution among words, they applied hyperlinks or
citations between documents to explore the associations between topics.
Rosen-Zvi et al. [62] introduce author-topic model based on Latent Dirichlet Al-
location model. In author-topic model, each author is connected with a multinomial
distribution over topics and each topic is a multinomial distribution over words. A
document with authors is a distribution over topics which are a mixture of distribu-
tions related with the authors. Gibbs sampling is applied to estimate the distribution
of topics and words. Liu et al. [54] propose a topic-link LDA model to identify both
research community and major topics from articles. They posit that documents are
not only connected by the content similarity, they are also connected by the social
ties between the authors. The connection between documents is represented by a
binomial distribution modeled by the similarity between topic distribution and com-
munity distribution and also a random factor. Variational EM algorithm is applied
to estimate parameters.
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2.3.1 Latent semantic analysis (LSA)
Latent Semantic Analysis (LSA, also refers to Latent Semantic Indexing, LSI) is
proposed by Scott Deerwester and his collaborators in 1990. It assumes that docu-
ments which contain frequently co-occurring terms will have similar semantic pattern,
even if they have no terms in common [36]. The core of LSA is singular value decom-
position (SVD) which reduces the dimension of data structure. The authors assert
that after singular value decomposition, both terms and documents can be mapped
in the compressed space. Besides, the arrangement of the space can reflect the major
connected patterns in the data set, and the trivial influences would be dismissed.
The process of LSA starts with a term-document matrix X that based on term
frequencies. Then it applies SVD to decompose the matrix into left and right singular
vectors U and V , and also a diagonal matrix of singular values Σ [19]. MatrixX can be
expressed by X = UΣV ∗, where U and V are orthogonal matrices UU∗ = V ∗V = I.
After SVD, all the vectors are independent / orthogonal to each other. SVD can
be viewed as a method for generating a set of independent factors. Each term and
document is described by its vector of factor values [19]. Here, the independent factors
can be viewed as abstract “topics”.
Compared to traditional TF-IDF method, LSA can significantly compress large
collection. Besides, it can make terms that absent in a document close to the docu-
ment in the space, if they are consonant with the key patterns of relationship in the
data.
However, the author admitted that the model of latent semantic indexing is weaker
in dealing with polysemy though competitive in solving synonymy problem [19]. Be-
sides, the statistical foundation of LSA is also not convincing [5], [36]. These deficits
led to the emergence of probabilistic Latent Semantic Analysis.
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2.3.2 Probabilistic latent semantic analysis (PLSA)
Thomas Hofmann proposed Probabilistic Latent Semantic Analysis (PLSA) in
1999. Unlike the LSA model, which is based on the theory of linear algebra, the
core of PLSA is a statistic model derived from aspect model [37]. PLSA introduce
probabilistic principle into topic models, and many of following topics models are
statistic models, including Latent Dirichlet Allocation model that will be introduced
later. In PLSA, “topics” are represented as multinomial random variables of a mixture
model. Each word in a document is regarded as a sample from the mixture model.
Thus, each document is represented as the probabilistic distribution of the “topics”.
This distribution represents the “reduced description” of the document [36]. In this
model, the probability of modeling a word w from a document d can be represented
in the expression:
P (w|d) =
T∑
z=1
P (w|d)P (z|d).
Hofmann applied Expectation Maximization (EM) algorithm to estimate the max-
imum likelihood of latent variable model. EM algorithm contains two steps: one is
Expectation (E) step which calculates posterior probabilities for latent variable z,
based on current estimates of the parameters; the other is Maximization (M) step
which updates parameters for the posterior probabilities that calculated in previous
E-step [36].
Compared to LSA, PLSA has the following advantages: (1) It allows the combi-
nation of different models. In [36], Hofmann investigated two schemes, PLSI-U and
PLSI-Q. The former combines PLSA probability estimates of P (w|d) for the models
with different factors T with the same weights; and the latter combines the cosine
score of the models. Results from experiments showed that combined model have
better performance than the best single model. But in LSA, different factors would
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form a nested sequence. (2) PLSA can better deal with polysemous words [36] be-
cause in PLSA, a word can be assigned to different topics based on the probability,
but a word only has one position in the factor space in LSA.
Although PLSA performs better than LSA [36] and overcomes its problems suc-
cessfully; it still has several constraints. In PLSA, each document is represented as a
probability distribution of “topics”; the distribution is empirically estimated from ob-
served document collection. Therefore, it doesn have a generative probabilistic model
for the probability distribution of “topics”. This may cause several problems. First,
when the size of the corpus expands, the number of “topics” would also grow, which
may cause overfitting problem [5]. Second, when new document or query fold-in, the
model needs to be re-estimated on P (z|q) in each M-step of EM algorithm [36], which
is not computationally efficient.
2.3.3 Latent dirichlet allocation (LDA)
David M. Blei and his collaborators proposed Latent Dirichlet Allocation (LDA)
model in 2003. Similar with PLSA model, LDA is a statistic model, and the “topics”
of a document are represented as probabilistic distribution over words, also a docu-
ment is a probabilistic mixture of the topics. However, as mentioned in 2.2, PLSA
doesn treat the generation of “topics” in a document as a random process. Blei et
al. extended the model by adding a Dirichlet prior on θ, which is a multinomial
distribution over topics. Besides, LDA have two hyperparameters α and β. α is a
T -dimensional vector with components αi > 0 , and β is a T ×N matrix where
βij = p(w
j = 1|zi = 1).
Blei et al. assume that the components of the Dirichlet distribution is “known and
fixed” [5]. And the word probabilities are also viewed as fixed [5]. The reason for
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applying Dirichlet distribution in LDA model is that it is conjugate to the multinomial
distribution [5] which is convenient for data approximation. Besides, its dimension is
sufficient to represent significant pattern of large data collection [5].
The expression of the probability density of a T dimensional distribution on the
multinomial distribution p = (p1, p2, · · · , pT ) is:
Dir(α1, α2, · · · , αT ) =
Γ(
∑
j αj)∏
j Γ(αj)
T∏
j=1
p
αj−1
j .
Similar with PLSA, Blei et al. applied EM algorithm to estimate α and β param-
eters.
Griffiths amd Steyvers [31] (Han, Kamber, and Pei 2006) explored another scheme
of LDA model by adding a symmetric Dirichlet φ(β). For each word w, a topic z is
chosen from the distribution φ. And for each document d, a multinomial distribution
θ over topics is sampled from a Dirichlet distribution with the hyperparameter α.
The two hyperparmeters α and β can be viewed as the observed frequency of topic
j in a document and the observed frequency of word w in a topic respectively [64].
Different from Blei et al, Griffiths and Steyvers don estimate the distribution of θ and
φ directly, instead it estimates the posterior distribution of p(z|w) first, then estimate
θ and φ according to the posterior distribution.
To estimate the posterior distribution of p(z|w), Griffiths and Steyvers applied
Gibbs Sampling algorithm in the model, which significantly relaxes the process of
estimation. Gibbs sampling is based on a simple assumption: the joint probability
distribution can be approximate by sequentially “sampling each variable from the
distribution of that variable on all other variables, making use of the most recent
values and updating the variable with its new value as soon as it has been sampled.”
[29]
Compared to PLSA, LDA has the following advantages: (1) PLSA model does
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not treat a document as a multinomial random distribution of topics, making it
unnatural to fold-in new document. LDA adds the assumption. It generates the
topic distribution with a randomly chosen parameter, which is sampled once per
document. This method makes new documents be generatively incorporated, and
doesn need to re-estimate the entire topic distribution again. (2) The first advantage
of LDA also contributes to its scalability. The time needed for estimating parameters
will not grow with the expansion of the training corpus.
2.3.4 Comparison of topic models
Graphical model perspective
To get a more intuitive vision on topic models, one popular way is applying plate
notion of graphical model. A graphical model is a probabilistic model to describe the
conditional independence structure between random variables [30]. The plate notions
of the three topic models PLSA and LDA models are provided below in Figure 2.5
and Figure 2.3. Note that LSA is not a probabilistic model, so it not depicted by
graphical model.
In the plate notions, grey and white circles refer to observed and unobserved (i.e.,
latent) variables respectively. An arrow indicates a conditional dependency between
variables. Variables in the lower right corner of plates are the number of samples,
which indicate the repetitions of sampling steps [10]. As mentioned in Section 2, M
and N represent the number of documents and the number of words in the corpus
respectively.
Figure 2.3 shows the plate notion of PLSA model. There are two conditional
dependency relationships. Document d is conditional dependent on topic z, and
topic z is conditional dependent on word w. The estimation of topic distribution on
documents requires M repetitions, and the estimation of word distribution on topic
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requires N repetitions.
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Figure 2 describes the plate notion of LDA model.  According to 
Blei et al. [2], 𝛼 and 𝛽 are corpus-level parameters that would be 
sampled once during the process of creating a corpus. 𝜃  is 
document-level variables, which would be processed once per 
document. Variables z and w are word-level variables, which 
would be sampled once per word in each document. 
 
Figure 1. Probabilistic Latent Semantic Model [2] 
 
Figure 2. Latent Dirichlet Allocation Model [2] 
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In [2], Blei et al. compare PLSA model and LDA model and one 
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introduce the geometric perspective of PLSA model and LDA 
model. In the graph, there are three topics with three words 
representing each topic respectively. The topic simplex is 
contained in the word simplex. And the corners of the word 
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probability one [2]. For PLSA model, it places each document on 
the topic simplex denoted by x with an empirical distribution [2]. 
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3.3 Other Perspectives 
3.3.1 Assumption 
1. “Bag-of-Word” assumption. All the three topic models are 
based on the assumption that the sequence of words in a document 
can be neglected. In LSA, terms are represented in a term-
document matrix, the method only count frequencies of co-
occurrence of terms, the order of the words will not affect SVD 
method. In PLSA, it assumes that the observed (𝑑, 𝑤) pairs are 
generated independently; this assumption is consistent with “bag-
of-words” notion. LDA model is based on randomly assignment 
of a word to a topic, and randomly selecting topic distribution to a 
document, which doesn’t take into account the order of words. 
Also Gibbs sampling doesn’t require a priori order of topics. 
2. Both PLSA and LDA assume that each topic is a multinomial 
distribution over words.  But LDA also assumes that each 
Figure 2.3: Probabilistic Latent Semantic Model.
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1. “Bag-of-Word” assumption. All the three topic models are 
based on the assumption that the sequence of words in a document 
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Figure 2.4: Latent Dirichlet Allocation Model
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Geometric perspective
In [5], Blei et al. compare PLSA model and LDA model and one other model
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of PLSA model and LDA model. In the graph, there are three topics with three
words representing each topic respectively. The topic simplex is contained in the
word simplex. And the corners of the word simplex represent the three distribution
of each word with probability one [5]. For PLSA model, it places each document on
the topic simplex denoted by x with an empirical distribution [5]. While LDA sets
each document on the topic simplex represented by the contour lines [5].
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the distribution of that variable on all other variables, making use 
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indicate the repetitions of sampling steps [11]. As mentioned in 
Section 2, M and N represent the number of documents and the 
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Figure 1 shows the plate notion of PLSA model. There are two 
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dependent on topic z, and topic z is conditional dependent on 
word w. The estimation of topic distribution on documents 
requires M repetitions, and the estimation of word distribution on 
topic requires N repetitions.  
Figure 2 describes the plate notion of LDA model.  According to 
Blei et al. [2], 𝛼 and 𝛽 are corpus-level parameters that would be 
sampled once during the process of creating a corpus. 𝜃  is 
document-level variables, which would be processed once per 
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3.3 Other Perspectives 
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1. “Bag-of-Word” assumption. All the three topic models are 
based on the assumption that the sequence of words in a document 
can be neglected. In LSA, terms are represented in a term-
document matrix, the method only count frequencies of co-
occurrence of terms, the order of the words will not affect SVD 
method. In PLSA, it assumes that the observed (𝑑, 𝑤) pairs are 
generated independently; this assumption is consistent with “bag-
of-words” notion. LDA model is based on randomly assignment 
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Figure 2.5: Geometric Interpretation of Topic Models
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3. A REVIEW OF NON-NEGATIVE MATRIX FACTORIZATION
AND ITS EXTENSION
3.1 The NMF model
3.1.1 Formulation of the model
Let F = {f1, f2, · · · , fM} be the set of features and D = {d1, d2, · · · , dN} be the
set of data samples. Let X = [x1, x2, · · · , xN ] ∈ RM×N be the feature-data matrix.
The famous nonnegative matrix factorization (NMF for short) methods linearly de-
composes X by two low-rank nonnegative matrices U ∈ RM×K and V ∈ RN×K . K
is the number of latent vectors. In general, the latent vectors represent the meaning-
ful parts or spectra of the data. The NMF method is formulated as a optimization
problem
min
U,V
ONMF , ONMF = ‖X − UV T‖2
s.t. U, V ≥ 0.
(3.1.1)
3.1.2 The multiplicative algorithm
One advantage of the NMF method is that it has a simple multiplicative algorithm
developed by Lee and Seung [55; 56]. In this subsection, we follow their work to derive
the algorithm. This paves the way for the algorithms of more complicated models
studied in later chapters.
First of all, we rewrite the cost function. Since the optimization problem of NMF
is under the constraint U, V ≥ 0, we use the Lagrange multiplier method. Let ψik be
the Lagrange multiplier for the condition uik ≥ 0, and φjk be the multiplier for the
condition vjk ≥ 0. Using the basic properties Tr(A) = Tr(AT ) and Tr(AB) = Tr(BA)
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for any matrices A and B, the augmented Lagrangian is
L = Tr(XXT )− 2Tr(XV UT ) + Tr(UV TV UT ) + Tr(ΨU) + Tr(ΦV T ),
where Ψ = (ψik)M×K and Φ = (φjk)N×K . Moreover, the multipliers should satisfy
the KKT condition, ψikuik = 0, φikvik = 0.
Now we compute the partial derivatives and divide them by 2 to get
∂L
∂U
= −XV + UV TV + Ψ,
∂L
∂V
= −XU + V UTU + Φ.
Using the KKT condition, we get
−(XV )ikuik + (UV TV )ikuik = 0,
−(XTU)jkvjk + (V UTU)jkvjk = 0.
These equations lead to the following updating rules
uik ← uik (XV )ik
(UV TV )ik
,
vjk ← vjk (X
TU)jk
(V UTU)jk
.
(3.1.2)
One problem of the cost function of NMF is that the solutions U and V are not
unique. If U and V are the solutions, then UD and V D−1 can also be the solutions
of the objective function. To eliminate this uncertainty, we normalize U, V as follows
uik ← uik√∑
i u
2
ik
vjk ← vjk
√∑
i
u2ik
(3.1.3)
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The algorithm of sparse NMF model are shown below.
Table 3.1: The NMF algorithm
Input: the data matrix X;
Output: the feature-factor matrix U , and the factor-sample matrix V .
1. Random initialize U and V ;
2. Repeat (3.1.2) until convergence;
3. Normalize U and V according to 6.2.6;
4. Return U, V .
It is also proved in [56] that the algorithm converges in the sense that each iteration
decreases the value of the objective function ONMF .
3.2 Some generalizations of the NMF
For particular applications, NMF can be enhanced by the exploring the intrinsic
geometric structure of the data. There are numerous models in literatures and it is
still developing fast. In this section, we review some models particularly in relation
to what we will study later.
3.2.1 Symmetric NMF
In [46], Da Kuang et al. proposed the Symmetric NMF model (SymNMF for
short). They consider situations when the data matrix X in NMF is symmetric, and
denoted by A ∈ RM×N . This type of matrix naturally appears when constructing
pairwise similarity matrix from data-feature matrix. Since A is symmetric, it is
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natural to find a matrix U so that A ' UUT . So the cost function of SymNMF is
OSymNMF = ‖A− UUT‖2,
where U is an M × K nonnegative matrix. We look for U ≥ 0 which minimizes
OSymNMF .
We mention this simple model here also for its relation to the classical K-means
method reviewed in Chapter 2. This is studied by Ding et al [21] and [82]. In
particular, it is proved that SymNMF is the kernel K-means clustering with the
othogonality condition HTH = Id relaxed.
3.2.2 Graph regularized NMF
In [12], Cai et al proposed a graph regularized NMF (GNMF for short) method
to include more information to the NMF model. The information is of geometric
nature and based on the local invariance assumption. The new objective function
has a regularizer on the coefficient matrix factor (vi) in NMF objective function to
uncover data geometric structure. The objective function of GNMF is
OGNMF = ‖X − UV T‖2 + λTr(V TLV ),
where Tr(·) denotes the trace of a matrix. L is a Laplacian matrix, which is defined by
L = D −W . D is a diagonal matrix and its diagonal entries are the sum of columns
or rows of the weight matrix W (for W is a symmetric matrix), i.e. dii =
∑M
j=1wij.
Along this direction, Xiong et al. [76] studied the two term regularized NMF and
named it Augmented Nonnegative Matrix Factorization (ANMF for short). The two
added regularizers simultaneously capture the geometric structure of matrix X on
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both feature and data sample dimensions. The objective function of ANMF is
OANMF = ‖X − UV T‖2 + λTr(V TLV ) + µTr(UT L˜U)
The definition of Tr(·) and Laplacian matrix L are the same as GNMF. Compared
to GNMF, ANMF adds one more regularizer on the basis matrix factor (ui) in NMF
objective function.
3.2.3 Sparse NMF
As discussed in the original paper of Lee and Seung [55], the NMF decomposition
does show some degree of sparseness but it is observed in [17] that NMF doesn’t always
produce parts-based representations. Their experiments on some face image datasets
indicated that the factorization results of NMF were global rather than local, and
they asserted that adding the “sparseness” can improve the decomposition results.
For some applications when the sparseness is notable, it is desirable to obtain some
sparse decomposition. There are many works to improve the NMF model when the
data pertain certain sparse features. In [35], Hoyer proposed a NMF model with
simple sparseness constraints:
OSpaNMF1 = ‖X − UV T‖2
s.t.U, V ≥ 0;
sparseness(ui) = Su, ∀i;
sparseness(vi) = Sv, ∀i.
where ui is the ith column of U , and vi is the ith column of V . Su and Sv denote the
desired sparseness of U and V respectively and there are formulars to compute them.
In a series of works [47; 48; 49], Kim and Park developed sparse NMF model which
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introduced sparsity constraints on the coefficient matrix factor (vi). This information
is formulated as a regularization term. In particular, the cost function is
OSpaNMF2 = ‖X − UV T‖2 + η‖U‖2 + β
n∑
j=1
‖V (j, :)‖21,
s.t. U, V ≥ 0,
where η and β are parameters to choose. The parameter η controls the size of the
elements of U , and β controls the desired sparsity of V . Larger β imposes a stronger
sparsity on V . Observe that to ensure the sparseness, they used l1 norm instead of
the l2 norm. They give multiplicative type algorithm based on the original NMF
algorithm.
3.3 Higher dimensions: non-negative tensor factorization (NTF)
In many applications when multi-dimensional data are encountered, it is necessary
to build models using multidimensional arrays also called tensors instead of matrices.
The generalization of the NMF model to such high dimensional objects is straight-
forward, although the notations are more complicated and the computations become
more demanding. In this section, we consider 3-tensors for simplicity. We review
the NTF model and discuss the multiplicative algorithm. Our main references are A.
Cichocki et al [17] and Kolda-Bader [44].
3.3.1 The PARAFAC model
Let’s recall that a general 3-tensor can be written as A = (aijk) ∈ RI ×RJ ×RK ,
for positive integers I, J,K. For any two tensors A ∈ RI1×I2×I3 ,B ∈ RJ1×J2×J3 , the
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outer product A◦B ∈ RI1×I2×I3×J1×J2×J3 is a tensor and its components are given by
(A ◦B)i1i2i3j1j2j3 = ai1i2i3bj1j2j3 .
Hereafter, the component of a tensor will be denoted by the same lower case letter.
For example, in the special case of two vectors a ∈ RI ,b ∈ RJ , we have
a ◦ b = abT ,
which is a rank one matrix.
Let Y ∈ RI×T×Q be a 3-way tensor, where I, T,Q are non-negative integers. The
PARAFAC nonnegative tensor factorization can be formulated as following. Given
an index J , we look for three loading matrices A = [a1, a2, · · · , aJ ] ∈ RI×J ,B =
[b1,b2, · · · ,bJ ] ∈ RT×J and C = [c1, c2, · · · , cJ ] ∈ RQ×J such that
Y =
J∑
j=1
aj ◦ bj ◦ cj + E, (3.3.1)
where E ∈ RI×T×Q is a 3-way tensor representing the error. The number J can be
regarded as the amount of desired feature. Component-wisely, the PARAFAC model
reads
yitq =
J∑
j=1
aijbtjcqj + eitq.
Sometimes, it is convenient to describe PARAFAC by using frontal, lateral and hori-
zontal slices of Y. For example, the frontal slices Y::q are defined by frozen the last
index of Y, which are I×T matrices. See Figure ??. Let D(cq:) be a diagonal matrix
with diagonal the q-th row of C. Then (3.3.1) is equivalent to
Y::q ' AD(cq:)BT .
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The lateral and horizontal cases can be obtained similarly.
For simplicity, we choose to work with the Euclidean distance (or Frobenius norm
‖ · ‖F ). The cost function for PARAFAC is
ONTF =
1
2
‖Y −
J∑
j=1
aj ◦ bj ◦ cj‖2F .
Similar to NMF, the problem is to find non-negative loading matrices A,B,C which
minimize ONTF .
3.3.2 The multiplicative algorithm
Similar to the NMF algorithm, we derive the multiplicative algorithm from the
Lagrange multiplier method. Note that we impose non-negtivity conditions on three
loading matrices A,B,C. So let ψij, φtj, θqj be the Lagrange multipliers for aij ≥
0, btj ≥ 0, cqj ≥ 0 respectively. The Lagrangian function is
F =
1
2
I∑
i=1
T∑
t=1
Q∑
q=1
(yitq −
J∑
j=1
aijbtjcqj)
2+
+
I∑
i=1
J∑
j=1
ψijaij +
T∑
t=1
J∑
j=1
φtjbtj +
Q∑
q=1
J∑
j=1
θqjcqj.
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We first find the partial derivative in aij
∂F
∂aij
= −
T∑
t=1
Q∑
q=1
(yitq −
J∑
j=1
aijbtjcqj)btjcqj + ψij.
To simplify this expression, we denote the Hadamard product i.e. the element-wise
product of two matrices of the same dimension by ~. For any matrix A, we use S(A)
to denote the sum of all the entries of A. We let
Z =
J∑
j=1
aj ◦ bj ◦ cj.
Then we can write (6.5.3) as
∂F
∂aij
= −S(Yi:: ~ (bj ◦ cj)) + S(Zi:: ~ (bj ◦ cj)) + (Ψ)ij.
Similarly, the other partial derivatives are
∂F
∂btj
= −S(Y:t: ~ (aj ◦ cj)) + S(Z:t: ~ (aj ◦ cj)) + (Φ)tj,
∂F
∂cqj
= −S(Y::q ~ (aj ◦ bj)) + S(Z::q ~ (aj ◦ bj)) + (Θ)qj.
By the KTT condition, one has ψijaij = 0, φtjbtj = 0 and θqjcqj = 0. So when all
the partial derivatives vanish, we get the following equations
−S(Yi:: ~ (bj ◦ cj))aij + S(Zi:: ~ (bj ◦ cj))aij = 0,
−S(Y:t: ~ (aj ◦ cj))btj + S(Z:t: ~ (aj ◦ cj))btj = 0,
−S(Y::q ~ (aj ◦ bj))cqj + S(Z::q ~ (aj ◦ bj))cqj = 0.
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Finally, we derive the multiplicative rules
aij ← aij S(Yi:: ~ (bj ◦ cj))
S(Zi:: ~ (bj ◦ cj)) ,
btj ← btj S(Y:t: ~ (aj ◦ cj))
S(Z:t: ~ (aj ◦ cj)) ,
cqj ← cqj S(Y::q ~ (aj ◦ bj))
S(Z::q ~ (aj ◦ bj)) .
(3.3.2)
The algorithm of PARAFAC model is shown below.
Table 3.2: The PARAFAC algorithm
Input: the data tensor Y;
Output: three loading matrices A,B,C;
1. Random initialize A,B and C;
2. Repeat (3.3.2) until convergence;
3. Normalize A, B, C and return.
30
4. DATA SETS AND EVALUATION METRICS
4.1 Data Sets
In this section, we introduce some major datasets and the evaluation metrics we
used in our thesis. The major statistics of them are summarized in Table 4.1.
Yale1. The Yale face database has 165 grayscale images of individuals. The
images are in GIF with 11 images per subject, one per different facial expression or
configuration: center-light, w/glasses, happy, left-light, w/no glasses, normal, right-
light, sad, sleepy, surprised, and wink [21].
ORL2. ORL face database contains ten different images of each of 40 distinct
subjects. The images differ in terms of the lighting, facial expressions (open / closed
eyes, smiling / not smiling), facial details (glasses / no glasses), and even the times
they are taken. All the images were taken in the same background and position. [22].
Coil203. It contains 20 objects. Each object has 72 images that taken by turning
over the object with five degrees. The size of each image is 32x 32 pixels, with 256
grey levels per pixel. So each image is represented by a 1024-dimensional vector.
TDT24. The TDT2 (Nist Topic Detection and Tracking corpus) project consists
of multiple sources of information, including text (APW, NYT) and speech (VOA,
PRI) from newswire and radio, and television news broadcast programs (CNN, ABC).
The original dataset contains 11201 documents with 96 semantic categories. In our
dataset, those documents showing in two or more categories are discarded, and only
keep the largest 30 categories. The total number of documents in our dataset is 9,394.
1http://vision.ucsd.edu/content/yale-face-database
2http://www.cs.columbia.edu/CAVE/software/softlib/coil-20.php
3http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
4http://www.itl.nist.gov/iad/mig/tests/tdt/1998/
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Reuters215785. The data are collected from texts. Reuters21578 corpus contains
2,1578 documents in 135 categories. Those documents in multiple categories are
removed. The final dataset contains 8,293 documents in 65 categories.
Table 4.1: Description of Experimental Data Sets
Data Sets # sample # feature # classes
Yale 165 1,024 15
ORL 400 1 40
Coil20 1,440 1,024 20
TDT2 9,394 36,771 30
Reuters21578 8,293 18,933 65
4.2 Evaluation Metrics
The results of the experiments in this thesis are mainly evaluated by Clustering
Accuracy (Acc) and Normalized Mutual Information (NMI).
Clustering Accuracy (Acc) is a metric that discovers the clustering relation-
ships between two items, and compares the relationships between clusters and classes.
The definition of the Clustering Accuracy is
Acc =
∑N
i=1 δ(map(Bi), Ci)
N
,
Where Bi denotes the cluster label of the data set, and Ci denotes the standard
category. N is the total number of the data set. δ(a, b) represents delta function.
If a = b, δ(a, b) = 1, otherwise δ(a, b) = 0. map(Bi) is the permutation mapping
function that maps each cluster label Bi to the same label from the data set.
5http://www.daviddlewis.com/resources/testcollections/reuters21578/
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Normalized mutual information (NMI) is another metric to measure the
clustering quality. NMI mainly consists of two parts, one is mutual information I ,
the other is the entropy H. I and H are calculated by the following formulas:
I(B;C) =
∑
i
∑
j
|Bi ∩ Cj|
N
log
N |Bi ∩ Cj|
|Bi||Cj| ,
H(B) = −
∑
k
|Bi|
N
log
|Bi|
N
.
The total score of NMI then is calculated by
NMI(B,C) =
I(B,C)
|H(B) +H(C)|/2 .
Both of the evaluation metrics range from zero to one, and a high value indicates
better clustering result.
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5. NMF MODELS: CONSTRAINTS VS. REGULARIZATIONS
5.1 Introduction
As reviewed in the previous chapter, one problem in NMF is that its cost function
is not convex in U, V jointly, although it is convex in U or V . As a result, the
cost function may possess many local minima and the solution to the optimization
problem (5.3.1) may not be unique even after some renormalization. In order to get
a better clustering result, one approach is to restrict the solution to a smaller set by
incorporating some priori knowledge to the NMF model. A lot of efforts are devoted
to this problem and some examples are reviewed in Chapter 3. Cai et al [12] proposed
a graph regularized NMF method based on the local invariance assumption, i.e. data
close in the original space should be also close in the decomposed latent space. the
two term regularized NMF. Another one is to enhance the NMF model when the data
pertain certain sparse features as in the work of Hoyer [35], Kim and Park [47; 48; 49].
The NMF model is formulated as an optimization problem. To include the a
priori information to the model, there are two major methods. One is to think the
information as a constraint to the optimization problem. Another one, which is
the main approach for later models, is regularization. In this chapter, we consider
a simple but general situation that the priori information can be formulated in a
similarity matrix S such that
S ' UUT . (5.1.1)
In general, the matrix S prescribes the cosine similarity of the decomposed data. In
this chapter, we propose two approaches to model this information to the NMF model.
In the first approach, we regard (5.1.1) as a constraint to the optimization problem
(5.3.1). The model can be solved by the Lagrange multiplier method which transforms
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the constrained optimization to unconstrained one. We give a simple multiplicative
algorithm. Next, as a start of the models we will study in the remaining chapters,
we model the information as a regularization term to the cost function (5.3.1). This
method usually is favorable because it allows some error in the measurement of S.
The first approach involves larger computational complexity, however it avoids the
choice of a regularization parameter as required in the regularized model.
5.2 The similarity matrix
In this section, we discuss how the priori information can be embeded in the
similarity matrix S. It is clear that there is no universal way, and our discussion will
be based on cases. However, we assume that x1, x2, · · · , xN is a data set where each
xi is a column vector in RM . Let X = [x1, x2, · · · , xN ] be the data matrix. We let
U ∈ RN×K be the decomposed matrix where K denotes the number of features.
Document clustering
We start with a simple example. Assume that xi represents document i. In docu-
ment clustering, it is commonly known that the similarity of xi, xj can be computed
as the cosine of xi, xj i.e.
sij = cos(xi, xj) =
xi · xj
|xi||xj| ,
where · denotes the inner product in RM and | · | denote the Euclidean norm. The
matrix S = (sij) is the similarity matrix.
If U is the decomposed matrix in NMF, we let ui, i = 1, 2, · · ·M be the row
vectors of U . We interpret ui as the features of the document xi, and we expect that
the similarities are preserved. In this sense, we require that the solution U satisfies
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S ' UTU . Notice that this formulation is particular suitable for document clustering.
Graph constructions
In spectral graph theory see e.g. Chung [14] and manifold learning theory Belkin
et al [3; 4], we model the data points xi as nodes on a graph and the similarities of
xi, xj are denoted by the weights put on the edge between xi, xj. This method is
commonly used in image clusterings. There are many ways to compute this weight
depending on applications.
The first one is the 0 − 1 weighting by p nearest neighborhood. This amounts
to replace the largest p numbers in sij, j = 1, 2, · · · , N and set the rest to be 0.
Geometrically, for xi we take the nearest p data points and put an edge between
xi, xj. Then set the weight to be 1. This is very easy to compute.
Next, the heat kernel weight amounts to set the weight
sij = e
− |xi−xj |
2
σ , σ > 0,
if there is an edge between xi, xj.
Correlation construction
We review the construction of a similarity matrix in [79]. In this work, the authors
considered the clustering problem for short texts which has the feature being very
sparse. They used the term correlation to construct a similarity matrix.
First of all, we recall the positive point mutual information (PPMI) defined as
si,j = PPMI(xi, xj) = max(log
P (xi, xj)
P (xi)P (xj)
, 0),
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where the probability terms are defined as
P (xi, xj) =
n(xi, xj)∑
j,l n(xj, xl)
, P (xi) =
∑
j n(xi, xj)∑
j,l n(xj, xl)
,
and n(xi, xj) is the times of terms xi, xj co-occured i.e. the number of non-zero in
{xilxjl, l = 1, 2, · · · , N}.
5.3 NMF models with constrains
5.3.1 Problem formulation
Assume X = (x1, x2, · · · , xn) ∈ Rm×n is a m by n matrix that represents given
data. It is necessary that the components xij are non-negative. The NMF aims to
find two non-negative matrices U ∈ Rm×K , V ∈ Rn×K where K > 0 is the number of
features, such that
X ' UV T .
More precisely, we need to solve the optimization problem
min
U,V
1
2
‖X − UV T‖2. (5.3.1)
Let S be a m ×m matrix that carries the additional information S ' UUT . We
use this as a constraint to the optimization problem
min
U,V≥0
1
2
‖X − UV T‖2,
s.t. S = UUT .
(5.3.2)
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5.3.2 The Multiplicative algorithm
There are many ways to solve the constrained optimization problem like (5.3.2).
For simplicity, we convert it to an unconstrained optimization problem by using the
Lagrange multiplier method. Let ψik be the Lagrange multiplier for the condition
uik ≥ 0, and φjk be the multiplier for the condition vjk ≥ 0. Finally, let αij be the
Lagrange multiplier for the condition S − UUT = 0. The augmented Lagrangian is
L = Tr(XXT )− 2Tr(XV UT ) + Tr(UV TV UT ) + Tr(ΨU) + Tr(ΦV T )
+Tr(Λ(S − UUT )),
where Ψ = (ψik)M×K , Φ = (φjk)N×K and Λ = (αij)M×M . The partial derivatives
(dividing by 2) are
∂L
∂U
= −XV + UV TV + Ψ− ΛU,
∂L
∂V
= −XU + V UTU + Φ,
These derivatives vanish at local minima. We can use the KKT condition ψikuik =
0, φikvik = 0. Also, at the critical set
∂L
∂Λ
= S − UUT = 0.
Using these relations, we get
−(XV )ikuik + (UV TV − ΛU)ikuik = 0,
−(XTU)jkvjk + (V UTU)jkvjk = 0.
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These equations lead to the following updating rules
uik ← uik (XV + ΛU)ik
(UV TV )ik
,
vjk ← vjk (X
TU)jk
(V UTU)jk
,
αjl ← αjl Sjl
(UUT )jl
.
(5.3.3)
We summarize the algorithm for the constrained NMF model in Table 5.1.
Table 5.1: The algorithm for constrained NMF
Input: the data matrix X, similarity matrix S, the size of neighborhood p;
Output: the feature-factor matrix U , and the factor-sample matrix V .
1. Random initialize U, V and Λ;
2. Repeat (5.3.3) until convergence;
3. Return U, V .
We remark that compared with the NMF algorithm, the above algorithm involves
more computation because at each iteration step, we need to compute the matrix Λ
which is of the same size of S.
5.4 NMF models with regularizations
The technique of regularization is now widely used in machine learning related
optimization problems. The idea can be explained well in this example. Consider the
situation as in the previous section i.e. we are given the data matrix X and similarity
matrix S. Our goal is to find a solution to ONMF (see equation 6.2.6) such that UU
T
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is also close to S. We can measure the closeness by
R = ‖S − UUT‖2.
Therefore, our optimization problem is indeed to find U, V which minimizes ONMF
as well as R. Now we introduce a regularization parameter β that balances the
contributions of the two terms. So the regularized model is
min
U,V≥0
‖X − UV T‖2 + β‖S − UUT‖2. (5.4.1)
In particular, larger β will force the term R small so that the requirement S ∼ UUT
becomes stronger. On the other hand, smaller β allows larger R and less requirement.
One can see that the choice of β would likely to affect the result and the ”right” choice
of β remains an open problem and attracts numerous researches.
5.4.1 The Multiplicative algorithm
To derive a multiplicative algorithm, we again use the Lagrange multiplier method.
First of all, we write the regularized objective function of (5.4.1) as
O = Tr(XXT )− 2Tr(XV UT ) + Tr(UV TV UT )
+β[Tr(SST )− 2Tr(UUT ) + Tr(UUTUUT )].
Let ψik be the Lagrange multiplier for the condition uik ≥ 0, and φjk be the
multiplier for the condition vjk ≥ 0. The augmented Lagrangian is
L = Tr(XXT )− 2Tr(XV UT ) + Tr(UV TV UT )
+β[Tr(SST )− 2Tr(SUUT ) + Tr(UUTUUT )] + Tr(ΨU) + Tr(ΦV T ),
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where Ψ = (ψik)M×K and Φ = (φjk)N×K . The partial derivatives (dividing by 2) are
∂L
∂U
= −XV + UV TV + β(−S + UUT )U + Ψ,
∂L
∂V
= −XU + V UTU + Φ.
Using the KKT condition, ψikuik = 0, φikvik = 0. We then have
−(XV )ikuik + (UV TV )ikuik + β(−SU + UUTU)ikuik = 0,
−(XTU)jkvjk + (V UTU)jkvjk = 0.
These equations lead to the following updating rules
uik ← uik (XV + βSU)ik
(UV TV + βUUTU)ik
,
vjk ← vjk (X
TU)jk
(V UTU)jk
.
(5.4.2)
The algorithm of the regularized NMF model is summarized in Table 5.2.
Table 5.2: The algorithm for regularized NMF
Input: the data matrix X, similarity matrix S, the regularization parameter β;
Output: the feature-factor matrix U , the factor-sample matrix V .
1. Random initialize U, V ;
2. Repeat (5.4.2) until convergence;
3. Return U, V .
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5.5 Experiments
In this section, we empirically evaluate our proposed CNMF and RNMF models.
For simplicity, we construct the similarity matrix using the p-nearest neighborhood
method. This section contains: (1) comparison between the proposed models with two
classic clustering algorithms: k-means and NMF, (2) sensitivity tests of the nearest
neighborhood p and the regularization parameter β.
5.5.1 Data sets and evaluation metrics
Two benchmark datasets are chosen to test the performance of our proposed
algorithms, which are Yale and ORL. Both of them are image datasets. One can refer
to Section 4.1 for the detailed information of the two datasets.
The results of the experiments are evaluated by Clustering Accuracy (Acc) and
Normalized Mutual Information (NMI). One can refer to Section 4.2 for the detailed
information of the evaluation metrics.
5.5.2 Parameter settings
We compare the performances of the proposed algorithm against three existing
state-of-the-art clustering algorithms.
• K-means clustering method.
• Nonnegative Matrix Factorization based clustering method (NMF).
• Symmetric Nonnegative Matrix Factorization (SymNMF) [46].
• Graph regularized Nonnegative Matrix Factorization (GNMF). The 0-1 weight-
ing was applied in GNMF for convenience. The nearest neighborhood p is set to
5 with reference to [12]. The value of p determines the construction of the ad-
jacency matrix, and [12] has verified that the performance of GNMF decreases
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as p increases. The regularization parameter λ in GNMF is set by the grid
{10−3, 10−2, 10−1, 1, 10, 102, 103, 104}.
• Constrained Nonnegative Matrix Factorization (CNMF) and Regularized Non-
negative Matrix Factorization (RNMF). Similar to the settings in GNMF, we use
0-1 weighting in the two algorithms. We also set the nearest neighborhood p to 5,
and put the regularized parameter β by the grid {10−3, 10−2, 10−1, 1, 10, 102, 103, 104}.
All the above algorithms are repeated 20 times for each parameter setting, and the
average results are computed.
5.5.3 Clustering results
We perform the experiments on two image data sets: Yale and ORL. We conduct
20 independent runs on different randomly chosen clusters and calculate the mean
of the performances. Table 5.3, 5.4, 5.5, and 5.6 show the clustering results of all
the algorithms on two image data sets, and the best performance for each data set is
highlighted. We can draw the following conclusions:
• On average, RNMF performs the best in both Yale and ORL datasets. In a few
cases, SymNMF and CNMF has better clustering results. This demonstrates
adding constraint or regularizer in NMF model can improve the clustering re-
sults. Overall, CNMF, RNMF and SymNMF commonly achieve better perfor-
mance than kmeans and GNMF. It suggests the superiority of considering the
geometric data structure idea in achieving better clustering performance.
• Kmeans and NMF have inferior clustering results compared to SymNMF, CNMF
and RNMF. Although GNMF also adds a regularization parameter based on
NMF model, sometimes it gets worse clustering results. This indicates that
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adding regularizer or constraint cannot always guaranty a better clustering per-
formance. One need always investigate the prior information about the data and
its structure, and choose the suitable regularizers or constraints in the model.
Table 5.3: Performance comparisons of CNMF & RNMF on Yale: Acc
K Kmeans NMF GNMF SymNMF CNMF RNMF
3 0.6364 0.5758 0.6970 0.6061 0.6061 0.6061
5 0.4909 0.6364 0.4909 0.5091 0.5818 0.6909
7 0.5455 0.5844 0.5325 0.5714 0.5195 0.5974
9 0.4748 0.4950 0.3838 0.5253 0.4748 0.4747
11 0.5041 0.4380 0.4380 0.5703 0.5124 0.5289
13 0.5105 0.4336 0.4266 0.4895 0.4615 0.5035
15 0.3939 0.3636 0.4778 0.3758 0.4849 0.4788
Avg. 0.5080 0.5038 0.4778 0.5358 0.5201 0.6061
Table 5.4: Performance comparisons of CNMF & RNMF on Yale: NMI
K Kmeans NMF GNMF SymNMF CNMF RNMF
3 0.3977 0.2692 0.4281 0.3598 0.3776 0.4207
5 0.3587 0.4986 0.3391 0.5279 0.4549 0.5882
7 0.4627 0.4889 0.4782 0.4829 0.4196 0.4637
9 0.4373 0.4338 0.3125 0.5511 0.4262 0.4331
11 0.5127 0.4713 0.4428 0.4997 0.5024 0.4880
13 0.5366 0.4781 0.4266 0.5232 0.4399 0.5262
15 0.4384 0.3636 0.4435 0.4807 0.5061 0.5200
Avg. 0.3980 0.4360 0.4175 0.4207 0.4467 0.4207
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Table 5.5: Performance comparisons of CNMF & RNMF on ORL: Acc
K Kmeans NMF GNMF SymNMF CNMF RNMF
5 0.5600 0.6200 0.7000 0.7000 0.7400 0.7400
10 0.5700 0.5900 0.5900 0.6400 0.6300 0.6500
15 0.5933 0.6267 0.6733 0.6600 0.6467 0.6867
20 0.5750 0.5500 0.5250 0.6500 0.6650 0.6750
25 0.4840 0.4960 0.6000 0.6200 0.5920 0.6440
30 0.5200 0.5267 0.6100 0.6267 0.6000 0.6000
35 0.5629 0.5200 0.5829 0.6629 0.5829 0.6457
40 0.5350 0.4775 0.5325 0.6150 0.5800 0.5575
Avg. 0.5500 0.5509 0.6017 0.6468 0.6296 0.6500
Table 5.6: Performance comparisons of CNMF & RNMF on ORL: NMI
K Kmeans NMF GNMF SymNMF CNMF RNMF
5 0.5191 0.5360 0.5776 0.5958 0.7115 0.6319
10 0.6343 0.6305 0.6550 0.6876 0.6817 0.7080
15 0.6649 0.7132 0.7294 0.7485 0.7176 0.7595
20 0.7115 0.6886 0.6663 0.7265 0.7650 0.7804
25 0.6311 0.6441 0.7219 0.7331 0.7310 0.7552
30 0.6787 0.6886 0.7308 0.7434 0.7439 0.7588
35 0.7185 0.6927 0.7328 0.7767 0.7490 0.7645
40 0.7182 0.6680 0.7201 0.7696 0.7543 0.7515
Avg. 0.6595 0.6577 0.6917 0.7226 0.7318 0.7400
5.5.4 Sensitivity in relation to parameters
In this section, we conduct experiments on Yale and ORL data sets to test the
sensitivity of CNMF and RNMF to the selection of these parameters. CNMF model
contains one parameters: the size of nearest neighborhood p. RNMF also has two
parameters: the size of nearest neighborhood p and the regularization parameter β.
The test steps are stated as follows:
• The size of neighborhood p. In CNMF, we vary the value of p from 3 to 10. In
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RNMF, we fix the parameter β at their optimal values, and vary the value of p
from 3 to 10. Results in Figure 5.1 and 5.2 shows that the algorithm is pretty
stable with various neighborhood values. In the experiment with Yale data, the
performance gets worse when p is larger than 8.
• The size of the parameter β in RNMF. When we vary the value of β, we keep p
fixed at the optimal value. Here p is set to 6. The clustering results are plotted
in Figure 5.3. We can see that RNMF is very stable with β varying from 0.1
to 1000 in ORL data set. But a little robust in Yale data set. The parameter
β controls impact of the regularizer during dimension reduction process of the
data. The larger the β, the larger the impact of the regularizer.
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Figure 5.1: The performance of CNMF varies with the size of neighborhood p in Yale
(left) and ORL (right) data sets.
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Figure 5.2: The performance of RNMF varies with the size of neighborhood p in Yale
(left) and ORL (right) data sets.
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Figure 5.3: The performance of RNMF varies with the regularization parameter β in
Yale (left) and ORL (right) data sets.
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6. THE AUGMENTED NMF MODEL
One defect of the GNMF clustering method (see section 3.2.2) is that they only
focus on one dimension of the data. However, to better study the cluster dataset, it’s
important to explore the data structure from two dimensions, because the geometrical
structures of vectors in two dimensions of the matrix are independent to each other.
For example, in a document-term matrix, the similarities of the document vectors are
independent of the term vectors.
Motivated by addressing this problem, we propose a novel model named aug-
mented nonnegative matrix factorization (ANMF), which incorporates both matrix
factorization and manifold learning on both dimensions of the data matrix. Then,
we apply the method in a social tagging system, CiteULike. One of the biggest chal-
lenges here is how to establish a reliable clustering evaluation method. Since most
contents of the social tagging systems are created by users, rarely any criterion exists
to classify the contents, not to mention a gold standard for evaluation. In this chap-
ter, the dataset applied for the experiment is from CiteULike. We solve the problem
by using the subject classification from Web of Science for the CiteULike dataset.
The classification provides an objective and reliable standard to test the effectiveness
of algorithms.
6.1 Formulation of the model
In this section, we first propose the augmented nonnegative matrix factorization
model, which simultaneously incorporates the geometric structures of both the data
manifold and the feature manifold. Then, we introduce the model and its iterative
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algorithm in detail. The objective function of the ANMF model is:
O = ‖X − UV T‖2 + γTr(V TLV ) + δTr(UT L˜U).
6.1.1 Notations and set-ups
Before describing the model, some useful definitions are introduced. Given a data
set, D = {d1, d2 · · · , dM}, and F = {f1, f2, · · · , fN} be the set of data features. Their
relational matrix is denoted by X = (xij)M×N , where xij denotes the weighting of the
data feature fj for the data point di.
For convenience, the meaning of notations used in the thesis is summarized in
Table 6.1.
Table 6.1: Important notations used in this chapter.
Notations Description Notations Description
D data set F data feature set
M number of data points N number of features
X data matrix of size M ×N xij data point in the matrix
U data partition of size M ×K uk k-th column of U
V feature partition of size N ×K vk k-the column of V
L data graph Laplacian D data degree matrix
W feature adjacency matrix wjj′ an element of W
W˜ data adjacency matrix w˜ii′ an element of W˜
K the number of latent component
To analyze the similarities between the data points and the features respectively,
the nonnegative matrix factorization can be applied to decompose the matrix X
X ' UV T ,
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such that the matrix U and V consists of the latent vectors associated to data points
and features, i.e. the row vectors of U and V represent the latent vectors for the data
di and feature fj respectively. In this approach, the latent vectors are supposed to
represent the factorized meaningful parts (or topic) of the data set and their features.
In order to quantize the similarities of data and features, we next use the idea of
local invariance assumption to obtain two regularization terms, Regularizer I and
Regularizer II.
6.1.2 Local invariance assumption
The local invariance assumption is a general principle that can be interpreted in
this context as following. If the data are close in some sense, after the NMF decom-
position, they should still be close in the latent space. To measure the similarities
between points of the original data, we construct two adjacency matrix W and W˜
from X for both feature and data vectors. The metric of the adjacency (closeness) be-
tween the vectors wjj′ (or w˜ii′ ) can be defined in different ways, such as 0-1 weighting,
heat kernel weighting and dot-product weighting, the definitions of the three weight-
ing modes can be referenced in [12]. For each data point, only the p nearest neighbors
are considered.
In the NMF decomposition, let K be the number of latent component, and
K  M,K  N . The data and features are mapped to points in a lower K di-
mensional Euclidean space. From a geometric point of view, their similarity can be
easily compared by Euclidean distance.
Consider the matrix X = (xij)M×N , let xj be the th column vector, i.e. X =
[x1, x2, · · · , xN ]. Then xj can be regarded as the coordinates of feature fj in the
standard basis. Under the matrix decomposition,
X ' UV T ,
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let the kth column vector of U be u
(K)
k = [u
(K)
ik | i = 1, 2, · · · , |M |]. Then the original
vector xj is approximated by the linear combination of vectors us:
xj '
K∑
k=1
ukvjk. (6.1.1)
In this expression, now uk’s can be regarded as new basis vectors for the latent
space, and the new coordinates for feature fj hence are v
(K)
j = [v
(K)
jk |k = 1, 2, · · · , |K|].
According to the local invariance assumption, if feature vector fj and fj′ are close in
the original coordinates, they should still be close in the new coordinates. To quantize
this information, we use the Euclidean distance in the latent space ‖fj−fj′‖, weighted
by their original closeness wjj′ . As stated previously, wjj′ can be calculated by 0-1
weighting, heat kernel weighting or dot-product weighting. Also as in [12], we define
the Regularizer I as
R1 =
1
2
N∑
j,j′=1
‖vj − vj′‖2wjj′ .
It can be seen heuristically that for R1 bounded, if wjj′ is large, meaning features j, j
′
are close in the adjacency, the Euclidean distance is forced to be small, which implies
the factored feature vj, vj′ are close. For computational convenience, we simplify the
regularizer as following.
R1 =
1
2
N∑
j,j′=1
‖vj − vj′‖2wjj′
=
N∑
j=1
vTj vjwjj −
N∑
j,j′=1
vTj vj′vjj′
= Tr(V TDV )− Tr(V TWV ) = Tr(V TLV ),
where Tr(·) denotes the trace of a matrix. D is a diagonal matrix and its diagonal
entries are the sum of columns or rows of W (for W is a symmetric matrix), i.e.,
dii =
∑N
j=1wij. The Laplacian matrix L is defined by L = D −W , see e.g. [14].
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Incorporating this information to the NMF model, the objective function now
becomes
O = ‖X − UV T‖2 + γTr(V TLV ). (6.1.2)
Here γ is a regularization parameter that balances the effects of local invariance. This
is the model considered in [12], called the graph regularized NMF method (GNMF).
6.1.3 Augmented NMF model
At this point, it is important to notice that for our problem, the local invariance
assumption applies to the other piece of data, the features. To reflect the local
invariance of the data, a second regularization term is added:
R2 =
1
2
N∑
i,i′=1
‖ui − ui′‖2w˜ii′
=
N∑
j=1
uTi uidii −
N∑
j,j′=1
uTi ui′w˜ii′
= Tr(UT D˜U)− Tr(UT W˜U) = Tr(UT L˜U),
where W˜ is the adjacency matrix for the data and L˜ = D˜ − W˜ . Now the final cost
function can be defined as
O = ‖X − UV T‖2 + γTr(V TLV ) + δTr(UT L˜U). (6.1.3)
We call this new model the augmented NMF (ANMF). Here the two regularization
parameters γ and δ are positive numbers to be chosen later. They balance the effects
of local invariance and the original NMF. Heuristically, the larger the parameters, the
stronger will the local invariance be reflected in the results. The optimal solution is
obtained by minimizing O over all non-negative matrices U and V . We will discuss
the algorithms in the next section.
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6.2 Analysis of the algorithm
6.2.1 The multiplicative algorithm
As in the original matrix factorization model [45] or the GNMF model [12], the
cost function O is not convex in W and H jointly. Thus it is not possible to find
global minima. However, it is convex in W for fixed H and vice versa. In fact, the
Lagrange multiplier method used in [25] is also applicable here to give an iterative
algorithm. However the updating rules could only be expected converge to a local
(not global) minima.
The cost function can be rewritten as
O = Tr(X − UV T )(X − UV T )T + γTr(V TLV ) + δTr(UT L˜U)
= Tr(XXT )− 2Tr(XV UT ) + Tr(UV TV UT ) + γTr(V TLV ) + δTr(UT L˜U).
Here the basic properties Tr(A) = Tr(AT ) and Tr(AB) = Tr(BA) are used for any
matrices A and B. Next let ψik be the Lagrange multiplier for the condition uik ≥ 0,
and φjk be the multiplier for the condition vjk ≥ 0. The augmented Lagrangian is
L = Tr(XXT )− 2Tr(XV UT ) + Tr(UV TV UT ) + γTr(V TLV )
+δTr(UT L˜U) + Tr(ΨU) + Tr(ΦV T ),
(6.2.1)
where Ψ = (ψik)M×K and Φ = (φjk)N×K . The partial derivatives are
∂L
∂U
= −2XV + 2UV TV + 2δL˜U + Ψ,
∂L
∂V
= −2XU + 2V UTU + 2γLV + Φ.
(6.2.2)
The derivatives vanish at local minima. Using the Karush-Kuhn-Tucker (KKT) con-
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dition, ψikuik = 0, φikvik = 0. The equations (6.2.2) become
−(XV )ikuik + (UV TV )ikuik + δ(L˜U)ikuik = 0,
−(XTU)jkvjk + (V UTU)jkvjk + γ(LU)jkujk = 0.
(6.2.3)
These equations give the following updating rules
uik ← uik (XV + δW˜U)ik
(UV TV + δD˜U)ik
,
vjk ← vjk (X
TU + γWV )jk
(V UTU + γDV )jk
.
(6.2.4)
The updating rules of our model actually lead to convergence sequences, which
are justified by Theorem 6.2.1 and its proof below.
Theorem 6.2.1. Under the updating rules (6.2.4), the objective function (6.1.3) is
non-increasing.
As in [12], the proof of Theorem 1 is essentially based on the existence of a
proper auxiliary function for the ANMF. We give a simple proof on the ground of the
following results from [12].
Lemma 6.2.2. Under the updating rule
vjk ← vjk (X
TU + γWV )jk
(V UTU + γDV )jk
, (6.2.5)
The cost function (7.1.1) in GNMF, i.e.
O = ‖X − UV T‖2 + γTr(V TLV )
is non-increasing.
Proof of Theorem 6.2.1. Consider the objective function O under the updating of V
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by (6.2.5). Then the last term δTr(UT L˜U) in O will not change. It suffices to prove
OV = O− δTr(UT L˜U) = O1
is non-increasing, which is exactly given by Lemma 2. Next consider O under the
updating of U . Since H is not changed, it suffices to consider
OU = O− γTr(V TLV ) = ‖X − UV T‖2 + δTr(UT L˜U).
Now interchange U, V and replace δ by γ, X by XT in Lemma 6.2.2, OU is not
increasing under the updating of W by (6.2.4).
One problem of the objective function of ANMF is that the solutions U and V are
not unique. If U and V are the solutions, then UD and V D−1 can also be the solutions
of the objective function. To obtain unique solutions, we refer to the approach from
[12] that enforces the Euclidean distance of the column vectors in matrix U as one.
This approach can be achieved by
uik ← uik√∑
i u
2
ik
vjk ← vjk
√∑
i
u2ik
(6.2.6)
Table 6.2 shows the simple algorithm of ANMF model.
6.2.2 Complexity analysis
In this section, the computational cost of NMF, GNMF and ANMF algorithms are
discussed. Supposing the algorithm stops after t iterations, the overall cost for NMF
is O(tMNK) . For GNMF, the adjacency matrix needs O(N2M) to construct, so the
overall cost for GNMF is O(tMNK + N2M). As ANMF adds one more adjacency
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Table 6.2: Algorithm of ANMF
Input: the data matrix X, the size of the nearest neighborhood p,
regularization parameter γ and δ.
Output: the data-topic matrix U , and the topic-feature matrix V .
1. Construct weighting matrix W and W˜ ;
2. Compute the diagonal matrix D and D˜;
3. Random initialize U and V ;
4. Repeat (6.2.4) until convergence;
5. Normalize U and V using (6.2.6).
matrix on the other dimension, so the overall cost for ANMF is O(tMNK +N2M +
M2N).
6.3 Experiments
6.3.1 Data sets and evaluation metrics
Before applying CiteULike data set, four data sets were chosen as the benchmark,
which were Coil20, ORL, TDT2, and Reuters-21578. Two of them are image data
and the other two are text data. Please refer Section 4.1 for the detail of the data
sets. The results of our experiments were evaluated by Clustering Accuracy (Acc)
and normalized mutual information (NMI). Please refer Section 4.2 for the detail of
Acc and NMI.
6.3.2 Parameter settings
In this section, we compared our proposed method with the following methods, K-
means [57], NMF [68], and GNMF [12]. For both GNMF and ANMF, we normalized
the vectors on columns of U and V .
To fairly compare algorithms, each algorithm was run under different parameter
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settings, and the best results were selected to compare with each other. The number
of clusters was set equal to the true number of standard categories for all the data
sets and clustering algorithms.
The 0-1 weighting was applied in GNMF and ANMF algorithms for convenience.
Here we set the nearest neighborhood p as 5 for both the algorithms. The value of
p determines the construction of the adjacency matrix for both GNMF and ANMF,
which lies on the assumption that the neighboring data points share the same topic.
So the performance of GNMF and ANMF are supposed to decrease as p increases,
which was verified by [12] for GNMF. There is only one regularization parameter in
GNMF, the parameter was set by the grid {10−3, 10−2, 10−1, 1, 10, 102, 103, 104}. For
ANMF algorithm, there are two regularization parameters γ and δ. Both of them
were set by the grid {10−3, 10−2, 10−1, 1, 10, 102, 103, 104}.
The aforementioned algorithms were repeated 20 times on different randomly cho-
sen clusters, the average results were computed and the best average results are shown
in tables below.
6.3.3 Clustering results
Table 6.3 - 6.10 display the Acc and NMI of all algorithms on the four data sets
respectively. The performance for each data set is highlighted. From the results we
find some interesting points:
• Overall both GNMF and ANMF performed much better than K-means and
NMF algorithms. Note that both GNMF and ANMF consider the geometrical
structure of the data by the local invariance assumption, the results imply the
importance of the geometrical structure in mining the latent features of the
data.
• Besides, ANMF presents the best performance in all the four data sets, which
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indicates that by adding the geometrical structure for the two dimensions of the
data, the algorithm can achieve better performance.
• ANMF performs better in image data sets (Coil20 and ORL) than text data
sets (TDT2 and Reuters21578). It indicates that the geometrical structure in
image data set is more approaching to manifold compared to the text data set.
Table 6.3: Performance comparisons of ANMF on Coil20: Acc
K k-means NMF GNMF ANMF
4 0.6285 0.6181 0.8923 0.8958
6 0.4954 0.4977 0.7546 0.7546
8 0.4375 0.4670 0.7847 0.7865
10 0.4389 0.4667 0.7806 0.8014
12 0.5776 0.5857 0.7998 0.7998
14 0.4911 0.5526 0.8353 0.8323
16 0.6467 0.6328 0.8472 0.8785
18 0.6358 0.6157 0.8395 0.8210
20 0.6049 0.6674 0.8236 0.8243
Avg. 0.5507 0.5671 0.8175 0.8216
6.3.4 Sensitivity in relation to parameters
There are mainly three parameters in our proposed algorithm: the size of neigh-
borhood p, the regularization parameter γ and δ. We conduct experiments on Coil20,
ORL data sets to test the sensitivity of ANMF to the selection of these parameters,
and the results are shown in Figure 6.1-6.3.
• The size of neighborhood p. We fix the parameter γ and δ at their optimal
value, and vary the value of p from 1 to 10. Results in Figure 6.1 shows that
the clustering result is better as the neighborhood size p gets smaller.
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Table 6.4: Performance comparisons of ANMF on Coil20: NMI
K k-means NMF GNMF ANMF
4 0.4573 0.4408 0.7953 0.7998
6 0.4108 0.4201 0.7546 0.6667
8 0.4566 0.4484 0.7586 0.7651
10 0.5414 0.5539 0.7766 0.8301
12 0.6266 0.6177 0.8498 0.8498
14 0.6472 0.6474 0.8457 0.8627
16 0.7235 0.7246 0.8846 0.8961
18 0.7449 0.7294 0.8994 0.9032
20 0.7386 0.7436 0.8917 0.9014
Avg. 0.5941 0.5918 0.8285 0.8305
Table 6.5: Performance comparisons of ANMF on ORL: Acc
K k-means NMF GNMF ANMF
5 0.5600 0.6200 0.7000 0.7000
10 0.5700 0.5900 0.5900 0.6300
15 0.5933 0.6267 0.6733 0.6867
20 0.5750 0.5500 0.5250 0.6350
25 0.4840 0.4960 0.6000 0.5520
30 0.5200 0.5267 0.6100 0.6200
35 0.5629 0.5200 0.5829 0.6000
40 0.5350 0.4775 0.5325 0.5900
Avg. 0.5500 0.5509 0.6017 0.6267
• The size of parameter γ. Here p is set to 5. The clustering results are plotted
in Figure 6.2. We can see that ANMF is very robust to the parameter γ. And
when γ is larger, the result is better, this indicates that γ has strong influence
to the clustering performance.
• The size of parameter δ. Here p is also set to 5. The clustering results are
depicted in Figure 6.3. Compared to γ, the clustering results are relatively
59
Table 6.6: Performance comparisons of ANMF on ORL: NMI
K k-means NMF GNMF ANMF
5 0.5191 0.5360 0.5776 0.5776
10 0.6343 0.6305 0.6550 0.6757
15 0.6649 0.7132 0.7294 0.7575
20 0.7115 0.6886 0.6663 0.7237
25 0.6311 0.6441 0.7219 0.7008
30 0.6787 0.6886 0.7308 0.7453
35 0.7185 0.6927 0.7328 0.7487
40 0.7182 0.6680 0.7201 0.7524
Avg. 0.6595 0.6577 0.6917 0.7102
Table 6.7: Performance comparisons of ANMF on TDT2: Acc
K k-means NMF GNMF ANMF
5 0.9673 0.9636 0.9772 0.9803
10 0.7743 0.6875 0.9029 0.9144
15 0.6482 0.5926 0.9059 0.9073
20 0.5727 0.4911 0.9326 0.9033
25 0.5801 0.4906 0.8412 0.9033
30 0.4599 0.4424 0.7938 0.8184
Avg. 0.6671 0.6113 0.8923 0.9045
stable under the variation of δ. When δ is larger than 100, the performance
gets better.
6.4 Study on the CiteULike data set
6.4.1 Data processing
CiteULike is a social bookmarking platform that allows researchers to share scien-
tific references, so nearly all the bookmarks in CiteULike are academic papers. The
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Table 6.8: Performance comparisons of ANMF on TDT2: NMI
K k-means NMF GNMF ANMF
5 0.8980 0.8822 0.9166 0.9227
10 0.7872 0.6781 0.8382 0.8559
15 0.6962 0.6781 0.8690 0.8700
20 0.6679 0.6112 0.8801 0.8594
25 0.6654 0.6034 0.8320 0.8594
30 0.6454 0.5875 0.8349 0.8465
Avg. 0.7267 0.6734 0.8618 0.8690
Table 6.9: Performance comparisons of ANMF on Reuters21578: Acc
K k-means NMF GNMF ANMF
13 0.2687 0.3162 0.4462 0.4462
26 0.2400 0.2390 0.4105 0.4107
39 0.2348 0.1841 0.3245 0.3245
52 0.1984 0.1663 0.2926 0.3004
65 0.2037 0.1804 0.2843 0.2843
Avg. 0.2291 0.2172 0.3516 0.3532
CiteULike data was crawled during January-December 2008. We extracted the article
id, journal name of the articles, user id and tag information from the original data.
The journal name of the articles was used for setting evaluation standard. Before pro-
cessing the dataset, we unified the format of the tags. Tags such as “data mining”,
“data-mining”, “data.mining”, “datamining”, etc. were all considered as the same
one. Here we excluded the articles, users and tags with less than four bookmarks. To
evaluate the CiteULike dataset, we utilized the subject categories in Web of Science
[42]. There are a total of 176 top-level subject categories for science journals. Under
each subject category, they display a list of the aﬄicted journals. By overlapping
the journals of all articles from CiteULike with the journals under the categories in
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Table 6.10: Performance comparisons of ANMF on Reuters21578: NMI
K k-means NMF GNMF ANMF
13 0.3191 0.3324 0.3839 0.3839
26 0.3347 0.3223 0.4061 0.4124
39 0.3568 0.3010 0.3601 0.3601
52 0.3336 0.2971 0.3695 0.3699
65 0.3390 0.2998 0.3552 0.3631
Avg. 0.3367 0.3105 0.3750 0.3779
0.60
0.70
0.80
0.90
1.00
3 4 5 6 7 8 9 10
Neighborhood size 𝑝
ACC NMI
0.30
0.40
0.50
0.60
0.70
0.80
3 4 5 6 7 8 9 10
Neighborhood size 𝑝
ACC NMI
Figure 6.1: The performance of ANMF varies with the size of neighborhood p in
Coil20 (left) and ORL(right).
Web of Science, we could discover the subject categories of the articles in CiteULike
dataset. Under the 176 subject categories, we only kept the 44 biggest subject cate-
gories with the largest articles numbers. Finally, we had 3,296 bookmarks with 2406
articles, 1220 users and 4593 tags.
6.4.2 Clustering resluts
We construct two matrices for CiteULike data set, article-user matrix and article-
tag matrix. Besides, in order to test if combining the article vectors from article-
user and article-tag vectors can get a better performance, we also construct a new
matrix that consists of the linear combination of the article-user vectors and article-
tag vectors. Just as the experiments in section 4, we compare the clustering results
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Figure 6.2: The performance of ANMF varies with γ in Coil20 (left) and ORL(right).
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Figure 6.3: The performance of ANMF varies with δ in Coil20 (left) and ORL(right).
of ANMF with GNMF, NMF and k-means based on the Acc and NMI. The settings
for the parameters and the value of the nearest neighborhood p are all the same as
in section 4.
Table 6.11: The Acc performance of ANMF in CiteULike data set
Data Sets k-means NMF GNMF ANMF
article-user matrix 30.04% 44.22% 86.57% 87.17%
article -tag matrix 73.42% 76.24% 88.46% 88.43%
the combination matrix 68.65% 68.94% 85.48% 87.60%
Table 6.11 and 6.12 displays the evaluation scores of the four algorithms with
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Table 6.12: The NMI performance of ANMF in CiteULike data set
Data Sets k-means NMF GNMF ANMF
article -user matrix 10.83% 19.03% 27.24% 28.55%
article -tag matrix 25.00% 27.72% 32.07% 36.85%
the combination matrix 26.24% 23.85% 36.91% 42.35%
CiteULike dataset. The experiments reveal several interesting points:
• ANMF still performs the best among the four algorithms. Specifically, the
improvement is significant in NMI results. This shows that ANMF is efficient
not only in image and text data, but also in the data from social tagging systems,
which suggests the potential of ANMF in collaborative filtering area.
• The evaluation results of the combination matrix are rather poor for k-means
and NMF algorithms for the article-user matrix and article-tag matrix. For
GNMF and ANMF, their NMI scores are better than the other two matrices,
while the Acc scores are a little lower.
6.5 The regularized NTF model
In this section, we briefly discuss the more general non-negative tensor factoriza-
tion. Our goal is to discuss how to add regularizations to such models.
6.5.1 Local Invariance and Document Similarity
For the data tensor Y ∈ RI×T×Q in CiteULike study, I is the number of document,
T is the number of tags and Q is the number of users. In the decomposed loading
matrices, A stands for the document-feature matrix. For the purpose of document
clustering, we will impose a local invariance assumption on documents, i.e. if two
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documents are ‘close’ in the original space, they should be ‘close’ in the decomposed
space. We‘ll make this precise in the following.
To measure the closeness of documents, we obtain two relation matrices from the
data tensor Y. First, the document-tag relation matrix U ∈ RI×T is determined by
uit =
Q∑
q=1
yitq.
Thus uit represents the total number of t-th tag attached to i-th document. See
Figure 21 Second, the document-user relation matrix V ∈ RI×Q is defined to be
viq =
T∑
t=1
yitq.
Thus viq is the total number of i-th document bookmarked by q-th user. Though the
original data tensor Y may be quite sparse, the two matrices U,V are compressed
hence denser. Though there exist various choices, for document clustering, the cosine
similarity is widely used to measure the closeness of documents. Let ui be the row
vectors of U and vi be the row vectors of V. We let W1 be the similarity matrix with
components cos(ui,uj), and W2 be the similarity matrix with components cos(vi,vj).
Finally, we will combine the two matrix to
W = W1 +W2,
which measures the closeness of documents taking into account contributions from
both tags and users.
1need a figure to explain the compression of tensor to get weight matrix
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6.5.2 Regularized NTF Model
After the tensor factorization, consider the document-feature matrix A ∈ RI×J .
The row vectors, denoted by xi, represent the features of the i-th document. The
closeness of them can be measured by Euclidean distance, since we used the Eu-
clidean distance in the cost function. By the local invariance assumption, we define
a regularization term
R =
1
2
I∑
i,j=1
wij‖xi − xj‖2F .
The wij’s are the components of W. Let D be a diagonal matrix whose diagonal
entries are the sum of rows of W , i.e. dii =
∑I
j=1wij. The Laplacian matrix L =
D−W. By some algebraic manipulations, one find that
R = Tr(ATLA).
Let γ be a regularization parameter, our regularized PARAFAC cost function is
Q =
1
2
‖Y −
J∑
j=1
aj ◦ bj ◦ cj‖2F +
1
2
γTr(ATLA).
The problem is to find A,B,C that minimize Q under non-negative conditions.
6.5.3 A Multiplicative Algorithm
Our multiplicative algorithm is based on the Lee-Seung multiplicative method for
NMF [55]. It has been modified to treat certain regularization terms, see e.g. Cai et
al [12] for the GNMF method and Xiong et al [76] for the ANMF model.
We shall derive the updating rules by the Lagrange multiplier method. Note
that we impose non-negtivity conditions on three loading matrices A,B,C. So let
ψij, φtj, θqj be the Lagrange multipliers for aij ≥ 0, btj ≥ 0, cqj ≥ 0 respectively. From
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(6.5.2), the Lagrangian function is
F =
1
2
I∑
i=1
T∑
t=1
Q∑
q=1
(yitq −
J∑
j=1
aijbtjcqj)
2 +
1
2
γ
I∑
i,k=1
J∑
j,l=1
aijLikakl
+
I∑
i=1
J∑
j=1
ψijaij +
T∑
t=1
J∑
j=1
φtjbtj +
Q∑
q=1
J∑
j=1
θqjcqj.
We first find the partial derivative in aij
∂F
∂aij
= −
T∑
t=1
Q∑
q=1
(yitq −
J∑
j=1
aijbtjcqj)btjcqj + γ
I∑
k=1
J∑
l=1
Likakl + ψij.
To simplify this expression, we denote the Hadamard product i.e. the element-wise
product of two matrices of the same dimension by ~. For any matrix A, we use S(A)
to denote the sum of all the entries of A. We let
Z =
J∑
j=1
aj ◦ bj ◦ cj.
Then we can write (6.5.3) as
∂F
∂aij
= −S(Yi:: ~ (bj ◦ cj)) + S(Zi:: ~ (bj ◦ cj)) + γ(LA)ij + (Ψ)ij.
Similarly, the other partial derivatives are
∂F
∂btj
= −S(Y:t: ~ (aj ◦ cj)) + S(Z:t: ~ (aj ◦ cj)) + (Φ)tj,
∂F
∂cqj
= −S(Y::q ~ (aj ◦ bj)) + S(Z::q ~ (aj ◦ bj)) + (Θ)qj.
By the KTT condition, one has ψijaij = 0, φtjbtj = 0 and θqjcqj = 0. So when all
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the partial derivatives vanish, we get the following equations
−S(Yi:: ~ (bj ◦ cj))aij + S(Zi:: ~ (bj ◦ cj))aij + γ(LA)ijaij = 0,
−S(Y:t: ~ (aj ◦ cj))btj + S(Z:t: ~ (aj ◦ cj))btj = 0,
−S(Y::q ~ (aj ◦ bj))cqj + S(Z::q ~ (aj ◦ bj))cqj = 0.
Finally, by using L = D−W we derive the multiplicative rules
aij ← aij S(Yi:: ~ (bj ◦ cj)) + γ(WA)ij
S(Zi:: ~ (bj ◦ cj)) + γ(DA)ij ,
btj ← btj S(Y:t: ~ (aj ◦ cj))
S(Z:t: ~ (aj ◦ cj)) ,
cqj ← cqj S(Y::q ~ (aj ◦ bj))
S(Z::q ~ (aj ◦ bj)) .
6.6 Conclusions
In this chapter, we have explored a graph regularized nonnegative matrix fac-
torization model for document clustering. First, we applied our algorithm in four
benchmark data sets, and compared it with three canonical algorithms to evaluate
its performance in clustering. Then the algorithm was used in CiteULike dataset by
applying user and tag information for analysis. The experiment results demonstrate
that our algorithm outperforms GNMF, NMF and k-means models in both bench-
mark data sets and CiteULike data set. Finally, we propose a regularized NTF model
for the extension of ANMF.
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7. THE SPARSE REGULARIZED NMF MODEL
In some cases, a sparser basis or representation are expected after the matrix
factorization. Firstly, the sparse properties reflect the nature of some data, especially
for face recognition image, text mining, disease patterns. Secondly, the sparse matrix
provides better interpretation. Thirdly, the sparse matrix also help reduce the storage
space for the algorithm. Kim and Park used a sparsity constrained NMF and analyzed
gene expression data [48].
Before applying clustering methods to the data set, it is essential to find an ap-
propriate representation of the data structure. A good representation is capable of
effectively reduce the data dimension on one hand, and on the other, it can also
explicitly depict the latent structure of the data. To achieve this goal, we propose
a novel method for data clustering. This chapter is structured as follows. Chapter
7.1 propose a novel sparse regularized non-negative matrix factorization on manifolds
model. Chapter 7.2 presents the algorithm of the model. Experimental results on
two face image data sets are presented in Chapter 7.3. Chapter 7.4 is conclusion.
In this chapter, we propose a novel method that combines the advantage of cap-
turing nonlinear data structure and adding sparseness. As an application, we study
the effectiveness of our method on face image clustering.
7.1 Formulation of the model
In this section, we first propose the sparse graph regularized non-negative matrix
factorization model. Then we present an optimization algorithm based on the iterative
updating rules to solve its objective function.
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7.1.1 Notations
For convenience, the meaning of notations used in this chapter is summarized in
Table 7.1.
Table 7.1: Important notations used in this chapter.
Notations Description Notations Description
D data samples F data features
M number of data points N number of features
X data matrix of size M ×N xij data point in the matrix
U data partition of size M ×K uk k-th column of U
V feature partition of size N ×K vk k-the column of V
L data graph Laplacian K number of latent components
W feature adjacency matrix wjj′ an element of W
7.1.2 Data graph regularization
Recent studies show that many real world data are actually not linear in their ge-
ometric structure, and learning the nearest neighbor graph on a scatter of data points
can effectively capture the nonlinear geometric structure. One common assumption
about learning the nonlinear data structure is Local Invariance Assumption, which
says if the data points are adjacent in the original space, after the matrix decompo-
sition, they should still be adjacent in the latent space. The metric of the adjacency
indicates the similarities between the data points. To measure the similarities of the
data points, we construct the adjacency matrix W = (wjj′)N×N from the original
matrix X for the column vectors xj (data vectors): first, we construct a graph with n
vertices, each vertex represents a data point xj. We find the p nearest neighbors for
each xj, and place edges between the neighbors and xj. Then we add the adjacency
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weights to the edges of the graph. The metric of the adjacency between the data
points can be defined in different ways, such as 0-1 weighting, heat kernel weighting
and dot-product weighting, the definitions of the three weighting mode can be ref-
erenced in [13]. Finally, we map the weighted graph to the adjacency matrix W by
associating the weights of the edges to wjj′ . For example, under the 0-1 weighting
mode, we set wjj′ = 0 if nodes are connected by an edge. In the next section, we will
add the adjacency matrix to the nonnegative matrix factorization.
7.1.3 Sparse graph regularized NMF
Given a data matrix X = (xij)M×N , each column and row of X represent a
sample vector and a feature vector respectively. Let K denotes the number of latent
component, and K << M, K << N . The data and features are mapped to points
in a lower K dimensional Euclidean space.
Let xj be the jth column vector, i.e. X = [x1, x2, · · · , xN ]. Then xj can be
regarded as the coordinates of data in the standard basis. Under the matrix decom-
position,
X ' UV T .
Let the lth column vector of U be u
(K)
l = [u
(K)
il |i = 1, 2, · · · ,M ]. Then the original
vector xj is approximated by the linear combination of vectors us:
xj '
K∑
l=1
ulvjl.
In this expression, now ul’s can be regarded as new basis vectors for the latent
space, and the new coordinates for data hence are v
(K)
j = [u
(K)
jl |j = 1, 2, · · · , K].
To incorporate the local invariance assumption in NMF model, we define the
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regularizer as
R =
1
2
N∑
j,j′=1
‖vj − vj′‖2wjj′ ,
where W = (wjj′)N×N is the adjacency matrix. The cost function now becomes
O = ‖X − UV T‖2 + λR, (7.1.1)
where λ is the regularization parameter. We remark that we can replaced the l2-norm
by the l1-norm, which adds extra sparse assumption on the difference of two sample
vectors. Actually, due to the fact that
√
‖a‖2 ≤ ‖a‖1 ≤
√
2‖a‖2,
we can approximate the l1-norm by l2-norm as did in [63]. However, we will add the
sparsity assumption directly on the decomposed data vj and vj′ rather than on the
regularizer R. Because our goal is to add sparsity to vj and vj′ . If the l1-norm is
added directly on R, it only imposes the sparsity on the difference between vj and
vj′ .
To combine the sparse feature, we use the approach of [48]. The advantage of the
method is to allow an alternating nonnegative least square algorithm, which is easier
to combine with the graph regularizer. Our cost function is:
O = ‖X − UV T‖2 + λR+ µ
n∑
j=1
‖V (j, :)‖21.
Our optimization problem is to find U, V with U, V ≥ 0 which minimize O.
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7.2 Alternating iterative algorithm
As in the original matrix factorization model [45] or the GNMF model [12], the
cost function is not convex in U and V together. Thus it is not possible to find the
global minima. However, it is convex in V for fixed U and vice versa. In fact, the
Lagrange multiplier method used in [12] is also applicable here to give an iterative
algorithm.
First, we can simplify the regularization terms as following.
R = Tr(V TDV )− Tr(V TWV ) = Tr(V TLV ),
where Tr(·) denotes the trace of a matrix, and D = (dij)n×n is a diagonal matrix with
djj =
∑n
i=1wji. The matrix L = D −W is called the graph Laplacian. Thus, the
cost function can be rewritten as
O = Tr(XXT )− 2Tr(XV UT ) + Tr(UV TV UT ) + λTr(V TLV ) + µ
n∑
j=1
‖V (j, :)‖21.
Here the basic properties Tr(A) = Tr(AT ) and Tr(AB) = Tr(BA) are used for any
matrices A and B. Next let ψik be the Lagrange multiplier for the condition uik ≥ 0,
and φjk be the multiplier for the condition vjk ≥ 0. The augmented Lagrangian is
L = Tr(XXT )− 2Tr(XV UT ) + Tr(UV TV UT ) + λTr(V TLV )
+µ
n∑
j=1
‖V (j, :)‖21 + Tr(ΨU) + Tr(ΦV T ),
73
where Ψ = (ψik)M×K and Φ = (φjk)N×K . The partial derivatives (dividing by 2) are
∂L
∂U
= −XV + UV TV + Ψ,
∂L
∂V
= −XU + V UTU + λLV + µZ + Φ,
where the elements on the j-th row of Z is the sum of V (j, :). The derivatives vanish
at local minima. Using the KKT condition, ψikuik = 0, φikvik = 0. We then have
−(XV )ikuik + (UV TV )ikuik = 0,
−(XTU)jkvjk + (V UTU)jkvjk + λ(LU)jkujk + µ
n∑
l=1
V (j, l)vjk = 0.
These equations lead to the following updating rules
uik ← uik (XV )ik
(UV TV )ik
,
vjk ← vjk (X
TU + λWV )jk
(V UTU + λDV + µZV )jk
.
(7.2.1)
The algorithm of sparse NMF model are shown below.
Table 7.2: The SpaNMF algorithm
Input: the data matrix X, the size of neighborhood p,
regularization parameter λ and µ.
Output: the feature-factor matrix U , and the factor-sample matrix V .
1. Compute the weighting matrix W , compute the diagonal matrix D;
2. Random initialize U and V ;
3. Repeat (7.2.1) until convergence;
4. Normalize U and V according to (6.2.6);
5. Return U, V .
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7.3 Experiments
7.3.1 Data sets and evaluation metrics
In our experiments, we use Yale and ORL data sets to evaluate the performance
of the proposed method. Both of them are image data. Please refer Chapter 4.1 for
the details of the data sets.
The results of our experiments are evaluated by Clustering Accuracy (Acc) and Nor-
malized Mutual Information (NMI). Please refer Chapter 4.2 for the details of the
evaluation metrics.
7.3.2 Parameter settings
We compare the performances of the proposed algorithm against three existing
state-of-the-art clustering algorithms.
• K-means clustering method.
• Nonnegative Matrix Factorization based clustering method (NMF).
• Graph regularized Nonnegative Matrix Factorization (GNMF). The 0-1 weight-
ing was applied in GNMF for convenience. The nearest neighborhood p is
set to 5 with reference to [12]. The value of p determines the construction
of the adjacency matrix, and [14] has verified that the performance of GNMF
decreases as p increases. The regularization parameter λ is set by the grid
{10−3, 10−2, 10−1, 1, 10, 102, 103, 104}.
• Augmented Nonnegative Matrix Factorization (ANMF). Like GNMF, the 0-
1 weighting was applied in ANMF for convenience. THe nearest neighbor-
hood p is set to 5. The regularization parameter γ and δ are set by the grid
{10−3, 10−2, 10−1, 1, 10, 102, 103, 104}.
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• Sparse regularized Nonnegative Matrix Factorization (SpaNMF). Similar to
the settings in GNMF, we use 0-1 weighting here. We also set the near-
est neighborhood p to 5, and put the regularization parameter λ by the grid
{10−3, 10−2, 10−1, 1, 10, 102, 103, 104}. The sparsity parameter is set by the grid
{10−2, 10−1, 1, 10, 102}.
All the above algorithms are repeated 20 times for each parameter setting, and
the average results are computed.
7.3.3 Clustering results
We perform the experiments on two image data sets: Yale and ORL. We conduct
20 independent runs on different randomly chosen clusters and calculate the mean
of the performances. Table 7.3, 7.4, 7.5, and 7.6 show the clustering results of all
the algorithms on two image data sets, and the best performance for each data set is
highlighted. We can draw the following conclusions:
• Overall, SpaNMF always outperforms all the baseline methods in both AC
and NMI evaluation. In a few cases, Kmeans has better clustering results.
This demonstrates adding sparsity constraint to image data can improve the
clustering results.
• ANMF and SpaNMF commonly achieve better performance than the other three
algorithms including Kmeans, NMF and GNMF. ANMF have good average
performance in all cluster numbers. It suggests the superiority of considering
the geometric data structure idea in achieving better clustering performance.
• Surprisingly, GNMF performs much inferior than ANMF and SpaNMF. The
results are even worse than NMF in Yale data set. This indicates that adding
geometric data structure doesn’t always generate good result, and the possible
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reason is that the construction of the geometric data structure in GNMF doesnt
reflect the real structure of data in Yale and ORL.
Table 7.3: Performance comparisons of SpaNMF on Yale: Acc
K Kmeans NMF GNMF ANMF SpaNMF
3 0.6364 0.5758 0.6970 0.7576 0.8181
5 0.4909 0.6364 0.4909 0.6727 0.6545
7 0.5455 0.5844 0.5325 0.5844 0.5714
9 0.4748 0.4950 0.3838 0.5152 0.5960
11 0.5041 0.4380 0.4380 0.4793 0.5041
13 0.5105 0.4336 0.4266 0.5035 0.5035
15 0.3939 0.3636 0.3758 0.4242 0.4606
Avg. 0.5080 0.5038 0.4778 0.5624 0.5869
Table 7.4: Performance comparisons of SpaNMF on Yale: NMI
K Kmeans NMF GNMF ANMF SpaNMF
3 0.3977 0.2692 0.4281 0.4664 0.5386
5 0.3587 0.4986 0.3391 0.5086 0.5115
7 0.4627 0.4889 0.4782 0.4855 0.5013
9 0.4373 0.4338 0.3125 0.4646 0.5680
11 0.5127 0.4713 0.4428 0.4804 0.5150
13 0.5366 0.4400 0.4781 0.5004 0.4980
15 0.4384 0.4499 0.4435 0.4933 0.4915
Avg. 0.3980 0.4360 0.4175 0.4856 0.5177
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Table 7.5: Performance comparisons of SpaNMF on ORL: Acc
K Kmeans NMF GNMF ANMF SpaNMF
5 0.5600 0.6200 0.7000 0.7000 0.9400
10 0.5700 0.5900 0.5900 0.6200 0.7300
15 0.5933 0.6267 0.6733 0.6733 0.7133
20 0.5750 0.5500 0.5250 0.6350 0.6750
25 0.4840 0.4960 0.6000 0.5520 0.6080
30 0.5200 0.5267 0.6100 0.6200 0.6333
35 0.5629 0.5200 0.5829 0.6000 0.6457
40 0.7182 0.6150 0.5325 0.5900 0.6200
Avg. 0.5729 0.5509 0.6017 0.6238 0.6957
Table 7.6: Performance comparisons of SpaNMF on ORL: NMI
K Kmeans NMF GNMF ANMF SpaNMF
5 0.5191 0.5360 0.5776 0.5776 0.8912
10 0.6343 0.6305 0.6550 0.6757 0.7441
15 0.6649 0.7132 0.7294 0.7575 0.7842
20 0.7115 0.6886 0.6663 0.7237 0.7909
25 0.6311 0.6441 0.7219 0.7008 0.7230
30 0.6787 0.6886 0.7308 0.7453 0.7729
35 0.7185 0.6927 0.7328 0.7487 0.7819
40 0.5350 0.6680 0.7201 0.7524 0.7653
Avg. 0.6366 0.6577 0.6917 0.7102 0.7817
7.3.4 Sensitivity in parameters
There are mainly three parameters in our proposed algorithm: the size of neigh-
borhood p, the regularization parameter λ and µ. We conduct experiments on Yale
and ORL data sets to test the sensitivity of SpaNMF to the selection of these param-
eters, and the results are shown in Fig. 7.1, Fig. 7.2 and 7.3.
• The size of neighborhood p. We fix the parameter λ and µ at their optimal
value, and vary the value of p from 1 to 10. Results in Figure 7.1 shows that
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the algorithm is relatively stable with various neighborhood values. Overall,
when p is 6 or 7, the results are the best.
• The size of parameter λ and µ. When we vary the value of λ, we keep µ and
p fixed at the optimal value, and vice versa. Here p is set to 6. The clustering
results are plotted in Figure 7.2. We can see that SpaNMF is very robust to
λ. The larger the λ, the stronger will the geometric data structure impacts the
dimension reduction results. When λ is larger than 100, the results become
weak. To the contrary, SpaNMF is very stable with µ varying from 0.1 to 1000.
The parameter µ controls the sparsity of the matrix V .
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Figure 7.1: The performance of SpaNMF varies with the size of neighborhood p in
Yale (left) and ORL (right) data sets.
7.4 Conclusion
In this chapter, we first proposed a novel method based on the local invariance
assumption and the sparsity constraints for data clustering. Then, we developed an
iterative updating optimization schemes for our method. Finally, we provided a va-
riety of experiments on benchmark image data sets to demonstrate the effectivity of
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Figure 7.2: The performance of SpaNMF varies with the regularization parameter λ.
The left figure is for Yale with µ = 100. The right is for ORL with µ = 0.1
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Figure 7.3: The performance of SpaNMF varies with the regularization parameter µ.
The left figure is for Yale with λ = 1. The right is for ORL with λ = 1.
the proposed algorithm. From the experiments we learn that compared to the other
benchmark methods, our approach generated better clustering results, which demon-
strates that both data graph regularization and sparse regularization can effectively
improve the clustering results.
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8. CONCLUSION AND FUTURE WORKS
In this thesis, we studied the clustering problem by developing NMF based models,
i.e. NMF with constrains (CNMF), NMF with regularization (RNMF), Augmented
NMF (ANMF) and the sparse regularized NMF (SpaNMF). The main contribution
and novelty of this work is to systematically study the NMF model with regularization
terms reflecting data structures, and prove their effectiveness. For each model, we
explored the data feature and formulated into a regularized model. We derived the
multiplicative algorithm and discussed their convergence. Moreover, experiments
showed that the models indeed reflect some features of the given data sets, and
rendered better clustering results than previous results. These researches confirm our
staring point that to achieve better clustering results, it is necessary to include the
data features to a given clustering problem.
To give a rough idea of the performance of four models, we collect the the accu-
mulative performance of all NMF models in Yale and ORL data set under different
clusters, see Figure 8.1 and 8.2. The figures reveals that overall for these data sets,
RNMF, ANMF and SpaNMF performs much better than kmeans, NMF, GNMF and
SymNMF. However, we emphasis our point of view that to achieve better clustering
results, one should choose the model adapted to the feature of the data sets.
Finally, we suggest some further research topics to conclude this work.
First of all, all the models we considered are based on the NMF model. This has
been widely used and proved to be effective for many problems. However, there are
clustering methods which are suitable for other problems, as reviewed in Chapter 2. In
particular, the topic models, especially the Latent Dirichlet Allocation (LDA), become
popular in recent years due to their great success. It would be very interesting and
useful to study how to model the data features to those models. A particular problem
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Figure 8.2: The accumulative performance comparison of ALL NMF models using
ORL data set.
is how the regularization term should be formulated without causing problems to the
original algorithm.
Another ingredient that our strategy relied on is how to extract the data feature
and model them. This is of course problem oriented. Each data set has its own
features. However, for some important fields e.g. text classification, image processing
and bioinformatics, the data sets would share some common features, which could be
geometrical, statistical or of some other forms. This problem is particular interesting
because it is multi-disiplinary i.e. it involves the knowledge of other fields. We expect
that these information would be very useful in their clustering problems.
Finally, the algorithm we developed for the four models are based on the multi-
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plicative algorithm. Despite its simplicity, its convergence rate may not be optimal,
and some of our experiments do need more iterations. This problem become more
severe if we add more regularization terms i.e more information to the model. As we
formulated the problem as a constrained optimization problem, there are many ex-
isting efficient algorithms in the literatures. By adapting these algorithms, we expect
that our methods could be improved in the sense that the solution is more accurate
and the computational cost is reduced.
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