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1. Einleitung 
 
Zur Beschreibung von elektrotechnischen Systemen in der industriellen Praxis werden 
vorwiegend lineare Approximationen verwendet, die das tatsächliche Verhalten in vielen 
Fällen bereits brauchbar beschreiben, sowohl im Zeit- als auch im Frequenzbereich sehr 
einfach und übersichtlich dargestellt werden können und eine starke Kausalität aufweisen, 
d.h. bei kleiner Änderung des Systemeingangs (Ursache) mit einer kleinen Änderung des 
Ausgangs (Wirkung) reagieren [Opp94]. Um Regelkreise darstellen oder Verfahren technisch 
möglichst einfach realisieren zu können, werden diese linearen Systeme häufig rekursiv 
eingesetzt, d.h. der Ausgang des Systems wird auf den Eingang rückgekoppelt. Bei positiver 
Rückkopplung können solche Systeme instabil werden, d.h. auch bei einem endlichen 
Eingabewert können die Ausgangswerte (zumindest theoretisch) beliebig große Werte 
annehmen. Zur Sicherstellung eines stabilen Betriebs werden mathematische Werkzeuge, z.B. 
die Z-Transformation, genutzt und die Rückkopplungsschleife so dimensioniert, dass das 
Gesamtverhalten des rückgekoppelten Systems stabil ist [Opp94]. Abweichungen von dieser 
linearen Modellierung in der industriellen Praxis werden häufig als Störgrößen interpretiert 
und durch Rauschprozesse modelliert, die der linearen Beschreibung oft additiv überlagert 
werden. Diese Form der Beschreibung ist sehr brauchbar und hat sich sowohl in der 
industriellen Praxis als auch in der Ausbildung durchgesetzt, zeigt aber gerade in kritischen 
technischen Fragestellungen Grenzen.  
 
Positioniert sich z.B. ein Sprecher mit einem Mikrophon ungünstig vor einem Lautsprecher, 
der seine Stimme wiedergibt, kann es zu lauten Pfeif- und Knattergeräuschen kommen. Dabei 
bleibt das Signal aufgrund des begrenzten Aussteuerbereichs des Verstärkers und des 
Lautsprechers endlich, das Signal springt aber scheinbar willkürlich zwischen 
unterschiedlichen Zuständen hin und her, es verhält sich chaotisch, was sogar zur Zerstörung 
des Systems führen kann [Unbe98]. Dieser Zustandsübergang vom stabilen in den instabilen 
Betrieb tritt oft völlig überraschend und unerwartet ein. Mathematisch kann dieses Verhalten 
durch rekursive, nichtlineare Systeme beschrieben werden, die auch aufzeigen, dass solche 
Systeme häufig eine schwache Kausalität aufzeigen, d.h. dass bereits geringste Änderungen 
des Eingangs zu beliebig großen Änderungen des Ausgangs führen („Schmetterlingseffekt“). 
Es lässt sich mit solchen nichtlinearen, rekursiven Strukturen auch zeigen, dass stabiles und 
instabiles oder chaotisches Verhalten bezüglich der Parametrierung solcher Systeme in 
direkter Nachbarschaft zueinander liegt, d.h. dass ein stabiles Systemverhalten plötzlich bei 
kleinsten Änderungen der Systemparameter in ein instabiles oder chaotisches Verhalten 
umschlagen kann [Argy10]. Für Anwendungen ist es deshalb von großem Interesse, ob ein 
eingesetztes System nicht nur bei einer fest vorgegeben Parametereinstellung stabil arbeitet, 
sondern auch, ob bei einer Variation der Parametereinstellung, die z.B. durch 
Temperatureinflüsse oder Bauteiltoleranzen hervorgerufen wird, ein stabiler Betrieb gesichert 
werden kann. 
 
In der vorliegenden Arbeit werden deshalb Verfahren vorgestellt, die es ermöglichen, die 
Stabilitätseigenschaften nichtlinearer, rekursiver Systeme visuell zu beurteilen. Die 
Untersuchungen sind auf zeitdiskrete Systeme beschränkt und beschäftigen sich mit 
Fragestellungen aus der Nachrichtentechnik. Als Beispiele werden Anwendungen in der 
digitalen Filterung, der Auswahl optimaler orthogonaler Signale für die digitale  
Nachrichtenübertragung und der fraktalen Bildcodierung vorgestellt. 
  
Der klassische Ansatz zur Modellierung des Systemverhaltens ist linear. Wird das gemessene 
Systemverhalten durch ein lineares System nur unzureichend beschrieben, werden Störgrößen 
und Rauschen meist additiv überlagert, um das reale Systemverhalten durch das lineare 
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Modell genauer beschreiben zu können, d.h. die Abweichung wird durch zusätzliche 
Störgrößen moduliert, die lineare Systembeschreibung bleibt unverändert [Opp94]. Dieses 
Vorgehen führt zu brauchbaren Ergebnissen, wenn die Störung an sich nicht von Interesse ist, 
sondern als eine Gesamtgröße interpretiert wird, die aus der Überlagerung beliebig vieler, 
unkorrelierter Einzelstörungen resultiert. Der klassische Ansatz lautet also: Beibehaltung der 
linearen Systemtheorie und Beschreibung der Störung durch stochastische Signalmodelle. Der 
hier vorgestellte Ansatz geht einen anderen Weg: die Störung wird nicht durch ein 
überlagertes Rauschen sondern durch die Abweichung von der Linearität des Systems 
beschrieben. Der Ansatz lautet also: Beibehaltung der deterministischen Systembeschreibung 
und Darstellung der Störung durch Berücksichtigung der Nichtlinearität des System. Der 
enorme Vorteil einer solchen Systembeschreibung liegt deshalb darin, dass Störgrößen nicht 
als Überlagerung interpretiert werden sondern direkt die Modellierung beeinflussen. Man 
kann auf diese Weise nicht nur die Abweichung messen sondern explizit beschreiben, 
wodurch sie hervorgerufen wird. 
 
Das Thema nichtlinearer, rekursiver Systeme hat seit den sechziger Jahren in vielen Bereichen 
Einzug gehalten: in der Astronomie lassen sich chaotische Planetenbahnen beobachten 
[Brigg97], in der Medizin sind Diagnosemethoden für die Erkennung von Herzinfarkt und 
epileptischen Anfällen basierend auf Erkenntnissen der Chaostheorie entwickelt worden 
[Argy10], in der Wirtschaft lassen sich Crashs von Wirtschaftssystemen modellieren 
[Brigg97], bei der Wettervorhersage kennen wir die Endlichkeit der zeitlichen Gültigkeit. 
Auch im Maschinenbau spielt die Darstellung chaotischen Verhaltens z.B. bei Entstehung von 
Luftturbulenzen, die spontan zum Absturz eines Flugzeugs führen können, mittlerweile eine 
wichtige Rolle [Unbe98]. In der Elektrotechnik sind die Untersuchungen bisher begrenzt auf 
Untersuchungen zum Thema Oszillatoren und akustische Rückkopplung [Shar93]. Die 
geplanten Untersuchungen konzentrieren sich deshalb auf Anwendungen in der 
Nachrichtentechnik am Beispiel der Anwendungen in der digitalen Filterung, der Auswahl 
optimaler orthogonaler Signale für die digitale Nachrichtenübertragung und der fraktalen 
Bildcodierung. 
 
Die Arbeit ist wie folgt aufgebaut: 
 
Kapitel 2 führt die wichtigsten Grundbegriffe der Chaostheorie ein, die für ein Verständnis 
dieser Arbeit zwingend erforderlich sind: Attraktoren, Fraktale und kontraktive Abbildungen. 
 
In Kapitel 3 werden die untersuchten Maße zur Detektion, Beschreibung und Visualisierung 
chaotischen Systemverhaltens vorgestellt, physikalisch interpretiert und für typische Beispiele 
der Nachrichtentechnik gedeutet: der Lyapunov Exponent, das Entropiemaß, das 
Fourierspektrum und die Korrelationsfunktion. Dabei werden Stärken und Schwächen sowie 
Unterschiede und Gemeinsamkeiten herausgearbeitet. 
 
Kapitel 4 stellt eine erste Anwendung der Auswertung der Gütemaße dar: die Visualisierung 
und den Vergleich von linearem und nichtlinearem Systemverhalten am Beispiel eines 
linearen, rekursiven Filters und der rückgekoppelten si-Funktion. 
 
Kapitel 5 beschreibt die zweite Anwendung, die im Rahmen dieser Arbeit untersucht wurde: 
die Nutzung von chaotischem Systemverhalten zur Generierung von optimal orthogonalen 
Signalfunktionen für die digitale Nachrichtentechnik. Am Beispiel des Gütemaßes 
Korrelation wird aufgezeigt, dass sich chaotisches Systemverhalten statistisch interpretieren 
lässt, um so Basisfunktionen für eine digitale Nachrichtenübertragung zu generieren, die im 
Sinne der klassischen „matched filters“ [Ohm95] optimal sind. 
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Kapitel 6 zeigt eine dritte Anwendung auf, die fraktale Codierung von Bildern. Über die 
Vorstellung der beispielhaften Codier- und Decodieralgorithmen wird die fraktale 
Bilddarstellung auch im Sinne der klassischen Shannon’schen Informationstheorie [Shan72] 
gedeutet und mit existierenden Codieralgorithmen (Prädiktion, Transformationscodierung) 
verglichen. 
 
Kapitel 7 fasst die wesentlichen Ergebnisse und Erkenntnisse dieser Arbeit zusammen. 
 
Kapitel 8 zeigt auf, welche weiteren Arbeiten sich aus diesen Erkenntnissen ergeben. 
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2. Grundbegriffe der Chaostheorie 
 Um	  das	  dynamische	  Verhalten	  von	  digitalen	  Systemen	  in	  der	  Praxis	  darstellen	  zu	  können,	  werden	  in	  Abhängigkeit	  von	  den	  Systemeigenschaften	  unterschiedliche	  Darstellungsformen	  verwendet.	  Eine	  in	  der	  Praxis	  verbreitete	  und	  sehr	  einfache	  Beschreibung	  ist	  die	  Darstellung	  durch	  lineare,	  nicht	  rekursive	  Systeme,	  sogenannte	  FIR	  (Finite	  Impulse	  Response)-­‐Systeme	  [Opp94]	  (Abbildung	  2.1).	  	  	  	  
	   	   	  	  Abbildung	  2.1:	  Darstellung	  eines	  linearen,	  nicht	  rekursiven	  Systems	  (FIR-­‐System)	  	  Diese	  Systeme	  zeichnen	  sich	  dadurch	  aus,	  dass	  für	  	  
€ 
h(n)
−∞
+∞
∑ < ∞ 	   	   	   	   	   	   	   	   	   	   (2.1)	  	  eine	  endliche	  Eingangsfolge	  x(n)	  stets	  in	  eine	  endliche	  Ausgangsfolge	  y(n)	  umgesetzt	  wird.	  Dieses	  Verhalten	  nennt	  man	  auch	  absolut	  stabil.	  Lineare,	  nicht	  rekursive	  Systeme	  zeichnen	  sich	  dadurch	  aus,	  das	  der	  Ausgang	  des	  Systems	  nur	  vom	  System	  h(n)	  selber	  und	  der	  Eingangsfolge	  x(n)	  abhängig	  ist,	  nicht	  aber	  von	  der	  Ausgangsfolge	  y(n),	  da	  diese	  nicht	  an	  den	  Eingang	  zurückgekoppelt	  wird	  (nicht	  rekursiv).	  Der	  Zusammenhang	  zwischen	  Eingang	  und	  Ausgang	  wird	  dabei	  allgemein	  so	  beschrieben,	  dass	  die	  Eingangsfolge	  x(n)	  mit	  der	  Systemfolge	  h(n)	  gefaltet	  wird,	  um	  die	  Ausgangsfolge	  y(n)	  zu	  erhalten.	  Der	  große	  Vorteil	  von	  FIR-­‐Systemen	  ist	  ihre	  garantierte	  Stabilität,	  wenn	  Gleichung	  (2.1)	  eingehalten	  wird,	  d.h.	  für	  eine	  endliche	  Eingangsfolge	  x(n)	  klingt	  die	  Ausgangsfolge	  immer	  ab,	  das	  System	  konvergiert.	  Der	  große	  Nachteil	  solcher	  Systeme	  besteht	  darin,	  dass	  für	  die	  Realisierung	  eines	  gewünschten	  Systemverhaltens	  ein	  hoher	  Aufwand	  erforderlich	  ist.	  Soll	  z.B.	  ein	  digitales	  Tiefpassfilter	  mit	  ausgeprägter	  Filtercharakteristik	  realisiert	  werden,	  so	  wird	  die	  dazu	  erforderliche	  Länge	  der	  Systemfolge	  h(n)	  häufig	  lang,	  was	  den	  erforderlichen	  Speicher	  und	  den	  Rechenaufwand	  vergrößert	  und	  damit	  auch	  die	  Systemreaktion	  verlangsamt.	  In	  vielen	  Anwendungen	  spielt	  diese	  Einschränkung	  keine	  Rolle,	  z.B.	  im	  digitalen	  Audio-­‐	  und	  Fernsehbereich,	  in	  anderen,	  in	  denen	  es	  auf	  eine	  kurze	  Verzögerungszeit	  ankommt,	  z.B.	  digitale	  Regler	  im	  Bereich	  der	  Fahrzeugtechnik,	  schon.	  	  Aus	  diesem	  Grund	  wird	  für	  solche	  Anwendungen	  auf	  eine	  Darstellung	  durch	  lineare	  ,	  rekursive	  Systeme	  zurückgegriffen	  (Abbildung	  2.2).	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Abbildung	  2.2:	  	   Darstellung	  eines	  linearen,	  rekursiven	  Systems	  (IIR-­‐System),	  	  	   	   	   nach	  [Opp94]	  	  Die	  Ausgangsfolge	  y(n)	  hängt	  hier	  nicht	  nur	  von	  der	  Eingangsfolge	  x(n)	  (FIR-­‐Teil)	  sondern	  zusätzlich	  von	  der	  rückgekoppelten	  Ausgangsfolge	  ab.	  Insgesamt	  lässt	  sich	  der	  Zusammengang	  zwischen	  y(n)	  und	  x(n)	  darstellen	  als:	  	  
€ 
y(n) = b0 ⋅ x(n) + b1⋅ x(n −1) + b2 ⋅ x(n − 2) + ...+ bM ⋅ x(n −M) 	  (nichtrekursiver	  Anteil)	  	  	  	  	  	  	  	  	  	  	  	  
€ 
+a1⋅ y(n −1) + a2 ⋅ y(n − 2) + ...+ aN ⋅ y(n − N) 	  	   	  	  	  	  	  	  (rekursiver	  Anteil)	  	   	   	   	   	   	   	   	   	   	   	   	   (2.2)	  	  d.h.	  die	  Systembeschreibung	  wird	  im	  Vergleich	  zu	  der	  linearen,	  nicht	  rekursiven	  Darstellung	  um	  die	  rückgekoppelte	  und	  verzögerte	  Ausgangsfolge	  erweitert.	  Solche	  Systeme	  bezeichnet	  man	  auch	  als	  IIR	  (Infinite	  Impulse	  Response)	  Systeme,	  da	  nicht	  mehr	  sichergestellt	  ist,	  dass	  das	  System	  auch	  bei	  einer	  endlichen	  Eingangsfolge	  x(n)	  mit	  einer	  endlichen	  Ausgangsfolge	  y(n)	  reagiert	  [Opp94].	  Der	  große	  Vorteil	  solcher	  Systeme	  besteht	  darin,	  dass	  sich	  bereits	  mit	  wenigen	  Koeffizienten	  sehr	  aufwendige	  Systembeschreibungen	  darstellen	  lassen	  und	  die	  Systemreaktion	  im	  Vergleich	  zu	  FIR-­‐Systemen	  beschleunigt	  wird,	  der	  Nachteil,	  dass	  die	  Konvergenz	  nicht	  immer	  sichergestellt	  werden	  kann.	  Dazu	  steht	  ein	  mächtiges	  mathematisches	  Werkzeug	  zur	  Verfügung,	  die	  sogenannte	  Z-­‐Transformation,	  mit	  dem	  es	  möglich	  ist,	  die	  Koeffizienten	  so	  einzustellen,	  dass	  weiterhin	  Konvergenz	  und	  Stabilität	  sichergestellt	  werden	  kann	  [Opp94].	  Gemeinsames	  Merkmal	  von	  FIR-­‐	  und	  	  IIR-­‐Systemen	  ist,	  dass	  die	  Glieder	  der	  Eingangsfolge	  x(n)	  bei	  FIR-­‐Systemen	  und	  die	  Glieder	  der	  Eingangsfolge	  x(n)	  und	  der	  Ausgangsfolge	  y(n)	  ausschließlich	  linear	  verwendet	  werden.	  	  Beim	  Übergang	  von	  linearen	  zu	  nichtlinearen	  Systemen	  verlieren	  die	  Werkzeuge	  der	  linearen	  Systemtheorie	  ihre	  Gültigkeit,	  es	  müssen	  neue	  Begriffe	  eingeführt	  werden,	  um	  das	  nichtlineare,	  rekursive	  Systemverhalten	  darstellen	  und	  beschreiben	  zu	  können.	  Diese	  neuen	  Begriffe	  stellt	  die	  Chaostheorie	  zur	  Verfügung,	  wobei	  in	  dieser	  Arbeit	  nur	  Begriffe	  eingeführt	  werden,	  die	  für	  das	  Verständnis	  zwingend	  erforderlich	  sind,	  eine	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allgemeine	  Einführung	  in	  die	  Chaostheorie	  und	  deren	  Anwendung	  findet	  sich	  in	  [Argy10],	  [Brigg97],	  [Peitg86],	  [Schroe94],	  [Schust94],	  [Worg92].	  	  
	  
2.1	   Beschreibung	  eines	  dynamischen	  Systemverhaltens	  durch	  Attraktoren	   	  Unter	  einem	  dynamischen	  System	  versteht	  man	  das	  mathematische	  Modell	  eines	  Ob-­‐	  jektes,	  das	  messbare	  Eigenschaften	  besitzt,	  die	  sich	  nach	  bestimmten	  Regeln	  mit	  der	  Zeit	  ändern	  und	  welches	  kontinuierlich	  oder	  zumindest	  regelmäßig	  beobachtbar	  ist	  [Unbe98].	  Um	  das	  zeitliche	  Verhalten	  eines	  solchen	  dynamischen	  Systems	  sichtbar	  zu	  machen,	  wird	  sehr	  häufig	  der	  Phasenraum	  des	  Systems	  dargestellt,	  in	  dem	  zu	  jedem	  Zeitpunkt	  z.B.	  der	  Ort	  und	  die	  Geschwindigkeit	  dargestellt	  werden.	  
 
Wird z.B. eine Kugel am Rande einer Schüssel losgelassen, so wird die Kugel die Schüssel 
herunterrollen und auf der anderen Seite wieder hinauf. Anschließend rollt die Kugel auf der 
gegenüberliegenden Seite wieder herunter und auf der ursprünglichen Seite wieder hinauf. 
Aufgrund der Reibung der Kugel mit dem Schüsselboden verliert die Kugel mit der Zeit 
Energie und wird deshalb nach endlicher Zeit in der Schüsselmitte zum Stillstand kommen. 
Die Geschwindigkeit und Position wird während dieses Vorgangs aufgenommen und in einem 
Diagramm, dem Phasendiagramm aufgetragen, wobei die x-Achse den Ort und die y-Achse 
die Geschwindigkeit der Kugel beschreibt (Abbildung 2.3). Wiederholt man dieses 
Experiment für verschiedene Startpunkte der Kugel, so wird die Kugel immer wieder, 
unabhängig von ihrem Startpunkt, in der Schüsselmitte zum Stillstand kommen. Einen 
solchen Gleichgewichtszustand eines dynamischen Systems nennt man Attraktor. Im Falle der 
Kugel mit Reibung ist der Attraktor, der Gleichgewichtszustand des betrachteten 
dynamischen Systems, ein Punkt, die Schüsselmitte. 
 
Für ein weiteres Experiment wird angenommen, dass die Energie, welche die Kugel aufgrund 
der Reibung verliert, kontinuierlich wieder zugeführt wird. Aufgrund dieser Energiezuführung 
bleibt jetzt die Bahn, welche die Kugel im Phasenraum durchführt, unverändert. Der Attraktor 
des Systems ist eine Ellipse (Abbildung 2.4).  
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Geschwindigkeit der Kugel 
 
         Ort der Kugel 
 
Abbildung 2.3:  Phasendiagramm und Attraktor (Punkt) (aus [Far12] 
 
 
Geschwindigkeit der Kugel 
 
         Ort der Kugel 
Abbildung 2.4:  Phasendiagramm und Attraktor (Ellipse) (aus [Far12] 
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Verallgemeinernd kann man den Attraktor als die „Kurve“ beschreiben, von der das System 
angezogen wird (Attraktor = „Anzieher“).  
 Die	  bisher	  beschriebenen	  Attraktoren	  hatten	  eines	  gemeinsam,	  ihre	  Dimensionen	  wer-­‐	  den	  durch	  eine	  natürliche	  Zahl	  N	  beschrieben.	  Der	  Punktattraktor	  aus	  Abbildung	  2.3	  hat	  z.B.	  die	  Dimension	  N=1,	  der	  Attraktor	  in	  Form	  einer	  Ellipse	  aus	  Abbildung	  2.4	  die	  Dimension	  N=2.	  Es	  gibt	  aber	  auch	  Attraktoren,	  die	  zwischen	  diesen	  Dimensionen	  existieren.	  Sie	  werden	  allgemein	  als	  „Seltsame	  Attraktoren“	  bezeichnet.	  Der	  Seltsame	  Attraktor	  besteht	  aus	  einer	  unendlich	  langen	  Linie,	  die	  sich	  auf	  begrenztem	  Raum	  ausbreitet,	  sich	  aber	  niemals	  schneidet.	  Das	  vielleicht	  berühmteste	  Beispiel	  sind	  die	  seltsamen	  Attraktoren	  von	  Lorenz,	  die	  er	  nutzte,	  um	  Wettervorhersagen	  durch	  einfache,	  nichtlineare	  und	  gekoppelte	  Diffentialgleichungen	  durchzuführen	  [Brigg97]	  (Abbildung	  2.5).	  	  
	  Abbildung	  2.5:	   Seltsamer	  Attraktor	  nach	  Lorenz	  (aus	  [Far12])	  	  
 
Ein Attraktor ist damit die Kurve oder Bahn, die ein dynamisches System im 
Gleichgewichtszustand beschreibt. Attraktoren können Punkte, Kreise, Ellipsen sein oder 
eben auch sehr komplexe Bahnen darstellen.  
	  
2.2 Selbstähnliche	  Attraktoren:	  Fraktale	  
 
Nach [Zeitl93] ist Selbstähnlichkeit wie folgt definiert: 
„Eine Punktmenge M heißt selbstähnlich, wenn man endlich viele echte Teilmengen Ti ⊂ M 
mit ∪ Ti = M finden kann, so dass für alle i gilt M = αi(Ti). Dabei sind αi 
Ähnlichkeitsabbildungen.“ 
Mit anderen Worten: eine Menge von Punkten M heißt selbstähnlich, wenn sich M in Teile 
zerlegen lässt, die zu M selbst ähnlich sind. Ein berühmtes Beispiel für eine selbstähnliche 
Punktmenge ist „Sierpinskis Sieb“ [LauII92] (Abbildung 2.6). 
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Abbildung 2.6: Sierpinskis Sieb (aus [LauII92] 
 
Das Sierpinski Sieb erhält man, indem man von einem gleichseitigen Dreieck ausgeht. Dieses 
Dreieck teilt man in vier kleinere gleichseitige Dreiecke ein, deren mittleres Dreieck 
„entfernt“ wird. Mit den drei verbleibenden Dreiecken verfährt man jetzt ebenso. Jedes dieser 
drei Dreiecke wird in vier kleinere gleichseitige Dreiecke unterteilt, wobei jeweils das mittlere 
Dreieck „entfernt“ wird. Führt man dieses Vorgehen rekursiv auf die verbleibenden Dreiecke 
aus, so entsteht die Punktmenge wie in Abbildung 2.6 dargestellt. Man erkennt, dass sich die 
Menge M in Teilmengen zerlegen lässt, die zu M selbst ähnlich sind, Teilmengen der Menge 
M im Großen lassen sich im Kleinen wiederfinden. Eine solche Menge heißt selbstähnlich. 
 
Unter den vielen Möglichkeiten der Kurven und Bahnen dynamischer Systeme, die in 
Abschnitt 2.1 beispielhaft dargestellt wurden, gibt es Attraktoren, die selbstähnlich sind. 
Solche selbstähnlichen Attraktoren nennt man Fraktale.  
 
 
2.3 Fraktalbeschreibung	  durch	  affine	  Transformationen	  und	  kontraktive	  
Abbildungen	  
 
Wie in den Abschnitten 2.1 und 2.2 dargestellt wurde, liefern Attraktoren geeignete 
Werkzeuge, um das dynamische Verhalten eines rekursiven dynamischen Systems 
dazustellen. Dies gilt gleichermaßen für lineare und nichtlineare rekursive Systeme. Lineare 
rekursive Systeme spielen in der elektrotechnischen Praxis eine große Rolle, z.B. bei dem 
Entwurf von digitalen Filtern [Opp94] und bei der effizienten Quellencodierung von Bildern 
[Ohm95]. Solche linearen rekursiven Systeme lassen sich durch affine Transformationen der 
Form: 
 
  
€ 
τ( ! p ) = A⋅ ! p + ! b           (2.1) 
 
beschreiben [Barth96]. Dabei beschreibt der Vektor   
€ 
! p  die Komponenten der Darstellung des 
linearen dynamischen Systems vor und der Vektor   
€ 
τ( ! p ) die Komponenten der Darstellung des 
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linearen dynamischen Systems nach der Rekursion. Durch die Matrix A werden Drehungen, 
Skalierungen, Spiegelungen und lineare Verzerrungen, durch den Vektor   
€ 
! 
b  Translationen, 
d.h. Verschiebungen der Komponenten dargestellt.  
Eine affine Transformation wird zusätzlich als kontraktiv bezeichnet, wenn sie den Abstand 
zwischen zwei beliebigen Punkten   
€ 
! p und   
€ 
! q  des Raumes durch die Transformation 
€ 
τ  
verringert: 
 
  
€ 
d(τ( ! p ),τ(! q ) ≤ s⋅ d( ! p , ! q )  mit 
€ 
0 ≤ s <1.       (2.2). 
 
Der Faktor s wird als Kontraktivitätsfaktor oder Lipschitzfaktor bezeichnet und gibt eine 
obere Schranke vor, welche die maximal mögliche Änderung des Abstands nach der affinen 
Transformation beschreibt [Barth96]. Ein Beispiel einer kontraktiven affinen Transformation 
zeigt Abbildung 2.7 [Barth96]. 
 
   
Abbildung 2.7: Rekursive Anwendung einer kontraktiven affinen Transformation mit 
   
€ 
xk+1
yk+1
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ =
0.3 0.3
−0.5 0.5
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ ⋅
xk
yk
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ +
1
0.6
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ , 
€ 
x f
y f
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ =
0.64
−1.84
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ aus [Barth96] 
 
 
Die Rekursionsfolgen konvergieren für unterschiedliche Startwerte p1, p2 und p3 gegen den 
gemeinsamen Fixpunkt pf. Die Beschreibung des Punktes pf über seine Koordinaten oder 
durch die kontraktive affine Transformation 
€ 
τ  ist äquivalent [Barth96]. 
Eine Kontraktion ist also eine Abbildung, durch die der Abstand zweier Punkte   
€ 
! p  und   
€ 
! q  vor 
und nach der Rekursion von Rekursionsschritt zu Rekursionsschritt kleiner wird. Eine 
wichtige Eigenschaft der Kontraktion besteht darin, dass der Attraktor, d.h. der 
Gleichgewichtszustand des zugehörenden rekursiven Systems unabhängig vom Startwert der 
Rekursion ist. Aufgrund der kontraktiven Eigenschaften wird der Abstand zwischen zwei 
Kurvenverläufen mit unterschiedlichen Startwerten schnell kleiner, die Kurven nähern sich 
schnell dem Attraktor (Abbildung 2.7). Darüber hinaus ist der Attraktor selbstähnlich, da er 
durch eine kontraktive affine Transformation erzeugt wird, d.h. der gefundene Attraktor ist 
zusätzlich fraktal. 
Um also den Systemzustand eines rekursiven linearen Systems darstellen zu können, liefert 
die Chaostheorie ein zusätzliches Werkzeug: neben der Darstellung durch die 
Systemparameter (die Koordinaten des Fixpunktes pf) besteht zusätzlich die Möglichkeit 
solche Systeme durch geeignete kontraktive, affine Transformationen darzustellen, die den 
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Punkt pf  als Fixpunkt haben. Diese Erweiterung der Darstellung und eine mögliche 
technische Realisierung werden in Kapitel 6 am Beispiel der fraktalen Bildcodierung 
ausführlich dargestellt. 
  
 
3. Maße zur Detektion, Beschreibung und Visualisierung chaotischen Systemverhaltens 
 
In Kapitel 2 wurden wichtige Begriffe der Chaostheorie vorgestellt und kurz motiviert, warum 
diese neuen Begriffe eingeführt werden, wenn die betrachteten Systeme nicht mehr linear 
beschrieben werden können und zusätzlich rekursiv, also rückgekoppelt sind. Technisch 
gesehen ist besonders die Fragestellung von Bedeutung, unter welchen Bedingungen sich 
nichtlineare, rekursive Systeme stabil und nicht stabil oder chaotisch verhalten und unter 
Verwendung von welchen Maßen man ein solches Systemverhalten detektieren, beschreiben 
und visualisieren kann.  
 
Ein wichtiges Werkzeug der klassischen Physik zur Erörterung dieser Fragestellung ist das 
Kausalitätsprinzip [Worg92] (vgl. Abbildung 3.1).  
 
 
 
Abbildung 3.1:  Das Kausalitätsprinzip nach [Worg92] 
 
Bis ins 19. Jahrhundert galt in der Physik das Prinzip der „schwachen Kausalität“: „Eine 
bestimmte Ursache hat eine bestimmte Wirkung“ oder auch „Gleiche Ursachen haben gleiche 
Wirkung“. Man war der Auffassung, dass, wenn nur die Anfangsbedingungen der Welt mit 
ausreichender Genauigkeit bekannt wären, man sowohl die Vergangenheit als auch die 
Zukunft des gesamten Universums vorhersagen könnte [Brigg97]. Da weder die exakten 
Anfangsbedingungen bestimmt, noch für eine exakte Wiederholung rekonstruiert werden 
können, wurde das Kausalitätsprinzip um den Begriff „starke Kausalität“ erweitert. Hier wird 
deshalb nicht mehr „Eine Ursache hat eine bestimmte Wirkung“ gefordert, sondern 
abgeschwächt „Ähnliche Ursachen haben ähnliche Wirkungen“ (vgl. Abbildung 3.1). Ende 
des 19. Jahrhunderts stieß Poincare [Brigg97] in der klassischen Mechanik auf Bewegungen, 
die sich bei kleinsten Änderungen der Anfangsbedingungen extrem stark veränderten und 
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damit der Bedingung der „Starken Kausalität“ widersprechen. Erst Ende der 1970ern wurden 
diese Systeme nicht mehr als Kuriosität angesehen sondern ernsthaft in ihren Eigenschaften 
untersucht. Systeme, die das Prinzip der „starken Kausalität“ verletzen, sind chaotische 
Systeme, da eine langfristige Vorhersage ihres Systemverhaltens nicht mehr möglich ist. 
Chaotische und nichtchaotische Systeme unterscheiden sich also grundsätzlich im Prinzip 
ihrer zugrunde liegenden Kausalitäten. 
 
Um die in einem bestimmten Arbeitspunkt vorliegende Kausalität eines Systems überprüfen 
zu können, sind deshalb Maße erforderlich, die Kausalität numerisch möglichst einfach 
darstellen. Die wichtigsten dieser Maße, der Lyapunov Exponent, die Entropie, das 
Fourierspektrum und die Korrelation [Herr94], werden im Weiteren vorgestellt. 
 
3.1. Lyapunov Exponent 
 
Der Lyapunov Exponent dient als Werkzeug zur Untersuchung des Stabilitätsverhaltens 
rekursiver Systeme. Er beschreibt mathematisch durch eine skalare Größe, den Lyapunov 
Exponenten λ, die Empfindlichkeit eines solchen Systems gegenüber kleinen Störungen in 
den Anfangsbedingungen und liefert damit ein Maß für die vorliegende Kausalität [Schust94], 
[Unbe98], [Worg92]. 
 
3.1.1. Einführung und Definition 
 
Der eindimensionale Lyapunov Exponent λ ist wie folgt definiert [Herr94]: 
 
€ 
λ =
lim
n→∞
1
n ln f '(xk )k=0
n−1
∑          (3.1) 
 
Dabei ist f(x) die skalare Systembeschreibung des nicht linearen rekursiven Systems in der 
Form 
€ 
xk+1 = f (xk )und f’(xk) die zugehörende Ableitung in jedem Rekursionsschritt. Den 
Lyapunov Expoenten berechnet man, indem in jedem Rekursionsschritt die Ableitung 
berechnet, den natürlichen Logarithmus dieser Ableitung für alle Rekursionsschritte 
aufakkumuliert und die Summe der Ableitungen auf die Anzahl der Rekursionsschritte 
normiert werden. Ist der Lyapunov Exponent größer als Null (λ > 0) ist das betrachtete 
nichtlineare rekursive System chaotisch oder instabil, d.h. das Prinzip der starken Kausalität 
ist verletzt, ist der Lyapunov Exponent kleiner gleich Null (λ ≤ 0) ist das System grenzstabil 
bzw. stabil, d.h. das Prinzip der starken Kausalität ist erfüllt, das Systemverhalten 
vorhersagbar. 
 
Um für eine numerische Berechnung des Lyapunov Exponenten eine direkte Berechnung der 
Ableitung f’(xk) zu vermeiden, wird in der Praxis sehr häufig eine Darstellung nach Gleichung 
(3.2) verwendet [Herr94]: 
 
€ 
z0 = x0 +δ  
€ 
xk+1 = f (xk ) , 
€ 
zk+1 = f (zk ) , 
€ 
dk+1 = zk+1 − xk+1, 
 
€ 
λ =
lim
k →∞
1
k lndii=0
k−1
∑           (3.2) 
 
Dazu werden zwei verschiedene Folgen oder Trajektorien der Rekursion betrachtet: eine 
Trajektorie x ohne Störung und eine Trajektorie z mit Anfangsstörung δ. Ist die 
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Anfangsstörung δ klein, so approximiert die Differenz d = z – x aus Gleichung (3.2) das 
Differential f’(x) aus Gleichung (3.1) mit ausreichender Genauigkeit. Auf diese Weise müssen 
ausschließlich Funktionswerte f(x) berechnet werden, Ableitungen f’(x) sind nicht 
erforderlich, was insbesondere die Berechnung für mehrdimensionale nichtlineare, rekursive 
Systeme stark vereinfacht [Herr94].  
 
 
3.1.2. Physikalische Interpretation 
 
Nach Gleichung (3.2) beschreibt der Lyapunov Exponent, wie schnell sich die 
Rekursionspunkte einer Trajektorie ohne und mit Störung annähern oder voneinander 
entfernen, d.h. der Lyapunov Exponent beschreibt die Geschwindigkeit des Annäherns oder 
des Entfernens zweier unterschiedlicher Punkte (Abbildung 3.2).  
 
 
Abbildung 3.2: Beispielhafter Verlauf der Rekursionspunkte bei gestörten und nicht 
   gestörten Trajektorien 
 
 
Im Allgemeinen interessiert man sich nicht für den lokalen Verlauf der Trajektorie, d.h. bei 
welchem k welche Werte für xk, zk oder dk angenommen werden, sondern es ist von Interesse, 
ob das nichtlineare rekursive System prinzipiell für den untersuchten Arbeitspunkt x0 
konvergiert oder divergiert. Dazu führt man den Lyapunov Exponenten λ als mittlere 
exponentielle Konvergenz oder Divergenz ein: 
 
€ 
dk = exp(k⋅ λ)⋅ d0 = exp(k⋅ λ)⋅ δ  für 
€ 
k →∞  und 
€ 
δ →0.    (3.3) 
 
d.h. man postuliert, dass sich im Mittel die Abweichung als exponentieller 
Fehlerfortpflanzungsfaktor darstellen lässt. 
 
Auf diese Weise lassen sich sehr einfach die beiden Systemzustände stabil und instabil oder 
chaotisch unterscheiden. 
Für λ<0 ist exp(kλ)<1 zeigt das System stabiles Verhalten, d.h. die Trajektorien der nicht 
gestörten Trajektorie (Referenztrajektorie) und der gestörten Trajektorie nähern sich im 
Verlaufe der Rekursion immer weiter an. Kleine Fehler in den Anfangsbedingungen werden 
rekursiv „abgebaut“, auch bei Änderung der Anfangsbedingungen konvergiert das System zu 
identischen Systemergebnissen. Das System ist stabil und konvergiert, es gilt das Prinzip der 
starken Kausalität (vgl. Abbildung 3.3). 
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Abbildung 3.3 : Interpretation des Lyapunov Exponenten: für λ<0 und damit exp(kλ)<1 
   zeigt das System stabiles Verhalten 
 
Für λ>0 geht exp(kλ)→∞ , d.h. das System zeigt instabiles oder chaotisches Verhalten: Die 
Trajektorien der nicht gestörten Trajektorie (Referenztrajektorie) und der gestörten 
Trajektorie weichen im Verlaufe der Rekursion immer weiter voneinander ab. Kleine Fehler 
in den Anfangsbedingungen werden rekursiv „aufgebaut“, auch bei kleinsten Änderungen der 
Anfangsbedingungen divergiert das System. Das System ist instabil und divergiert, das 
Prinzip der starken Kausalität ist verletzt (vgl. Abbildung 3.4). 
 
 
 
Abbildung 3.4 : Interpretation des Lyapunov Exponenten: für λ>0 und damit  
   exp(kλ)→∞ zeigt das System instabiles oder chaotisches Verhalten 
 
 
3.1.3. Beispiele 
 
Im Folgenden werden der Lyapunov Koeffizient gemäß Gleichung (3.2) und die 
Rekursionswege und mögliche Attraktoren für ausgewählte Arbeitspunkte verschiedener 
nichtlinearer rekursiver Systeme aus dem nachrichtentechnischen Umfeld dargestellt. 
 
Als erstes System wird die si-Funktion verwendet (Gleichung 3.4): 
 
€ 
f (x) = sin(π⋅ x) /(π⋅ x)         (3.4) 
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Sie stellt als lineare Systemfunktion betrachtet ein Tiefpassfilter dar, d.h. hochfrequente 
Anteile eines Eingangssignals werden gedämpft und unterdrückt (vgl. Abbildung 3.5). 
 
  
Abbildung 3.5 : Darstellung der si-Funktion 
 
Im Folgenden wird diese si-Funktion rekursiv verwendet gemäß: 
 
€ 
xk+1 = f (xk ) = r⋅ sin(π⋅ xk ) /(π⋅ xk ) + b.       (3.5) 
 
Dabei werden zusätzlich die beiden Parameter r und b eingeführt, um zu untersuchen, wie 
sich das Systemverhalten in Abhängigkeit dieser beiden Parameter, einer Skalierung und 
Verschiebung in y-Richtung, ändert. Dabei wird vergleichbar mit der Darstellung 
nichtlinearen, rekursiven Systemverhaltens aus [Mark09] der b-Parameter als x-Achse und der 
r-Parameter als y-Achse verwendet. Innerhalb eines Intervalls [blinks, brechts] in x-Richtung und 
eines Intervalls [runten, roben] in y-Richtung wird für jedes Punktpaar (b,r) der Lyapunov 
Koeffizient λ(b,r) gemäß Gleichung (3.2) berechnet und als Grauwert dargestellt. Je größer 
der Lyapunov Exponent λ desto kleiner der Grauwert, je kleiner der Lyapunov Exponent λ 
desto größer der Grauwert. Weisse Bildbereiche deuten also auf Parameterkonstellationen 
(b,r) hin, in denen sich das System stabil verhält, dunkle Bereiche auf instabiles oder 
chaotisches Systemverhalten. Wahlweise können auch die Werte von r während der 
Rekursion geändert werden, um Empfindlichkeiten des Systems bei wechselnden 
Systemparametern zu untersuchen. In diesem Fall ist b konstant und die Änderung des 
Parameters r wird in den Simulationen wie in [Mark09] wie folgt gekennzeichnet. 
Angenommen, man befindet sich an der Position (3,5), dann bedeutet z.B. 
r=ABAABBAAABBB das r im ersten Rekursionsschritt zu r=A=3, im zweiten zu r=B=5, im 
dritten zu r=A=3, im vierten zu r=A=3, im fünften zu r=B=5 usw. gewählt wird. Ein Beispiel 
zu Gleichung (3.5) zeigt Abbildung 3.6: 
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Abbildung 3.6 : Lyapunov Exponent für Gleichung (3.5) 
   Die verwendeten Parameter sind:  
   Startwert x0 = 0.5, Intervall in x-Richtung: [9.45, 9.65], Intervall in y-
   Richtung: [-7, -6.75], b=0.5, r=ABAABBAAABBB, die verwendete 
   Störung in Gleichung (3.2) δ=0.01.  
   Je heller der Grauwert, desto stabiler das Systemverhalten, je dunkler 
   der Grauwert, desto chaotischer das Systemverhalten. 
 
Man erkennt deutlich, dass helle und dunkle Bildbereiche nicht kontinuierlich sondern 
vielfach abrupt und plötzlich ineinander übergehen. So finden sich in hellen Bildbereichen 
dunkle Flächen und umgekehrt.  
 
Zu jeder Ortsposition der Abbildung 3.6 gehört genau eine Parameterkonstellation der 
Systemparameter, deren Rekursionsverlauf durch den Lyapunov Exponenten bewertet wird. 
Ein dunkler Grauwert weist auf chaotisches Verhalten hin. Ein Beispiel des 
Rekursionsverlaufs, der durch einen großen positiven Lyapunov Exponenten λ und damit 
einen schwarzen Grauwert dargestellt wird, zeigt Abbildung 3.7. Dabei sind die Werte der des 
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Lyapunov Exponenten λ als die Geschwindigkeit, mit der sich zwei Punkte im Phasenraum 
annähern oder voneinander entfernen (vgl. Abschnitt 3.1.2) über die Rekursionspunkte xk 
aufgetragen. 
 
 
Abbildung 3.7 : Verlauf des Lyapunov Exponenten λ bei chaotischem Systemverhalten 
   aus Abbildung 3.6. Die Rekusionspunkte sind als kleine Quadrate 
   dargestellt, die durch Splines (Polynome 3. Ordnung) verbunden  
   sind, um den Rekursionsverlauf darstellen zu können.  
 
Es ist deutlich zu erkennen, dass keine Ordnung existiert, es gibt keinen 
Gleichgewichtszustand, keinen Attraktor des Systems, aufeinanderfolgende Rekursionspunkte 
„schwirren“ ziellos durch das Phasendiagramm. 
 
Als weitere Beispiele sind die Phasendiagramme für „graue“ Bildbereiche in Abbildung 3.6 in 
den Abbildungen 3.8 und 3.9 dargestellt. Graue Bildbereiche in Abbildung 3.6 beschreiben 
Parameterkonstellationen des Systems, für die der Lyapunov Exponent kleine, aber negative 
Werte aufweist und deuten damit auf stabiles oder grenzstabiles Systemverhalten hin. 
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Abbildung 3.8: Verlauf des Lyapunov Exponenten λ bei stabilem oder grenzstabilem 
   Systemverhalten aus Abbildung 3.6. Die Rekusionspunkte sind als 
   kleine Quadrate dargestellt, die durch Splines (Polynome 3. Ordnung) 
   verbunden sind, um den Rekursionsverlauf darstellen zu können. Der 
   Attraktor besteht hier aus drei Punkten xk, die zyklisch durchlaufen 
   werden. 
 
 
Abbildung 3.9 : Verlauf des Lyapunov Exponenten λ bei stabilem oder grenzstabilem 
   Systemverhalten aus Abbildung 3.6. Die Rekusionspunkte sind als 
   kleine Quadrate dargestellt, die durch Splines (Polynome 3. Ordnung)  
   verbunden sind, um den Rekursionsverlauf darstellen zu können. Der 
   Attraktor besteht hier  aus zwei Punkten xk, die zyklisch durchlaufen 
   werden. 
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Es ist deutlich sichtbar, dass der Attraktor konvergiert, in Abbildung 3.8 auf eine 
kreisähnliche Bahn, in Abbildung 3.9 auf zwei Punkte die zyklisch durchlaufen werden. 
 
Als letztes Beispiel ist das Phasendiagramm für „weiße“ Bildbereiche in Abbildung 3.6 in der 
Abbildungen 3.10 dargestellt. Weisse Bildbereiche in Abbildung 3.6 beschreiben 
Parameterkonstellationen des Systems, für die der Lyapunov Exponent betragsmäßig große 
aber negative Werte aufweist und deuten damit auf stabiles Systemverhalten hin. 
 
 
Abbildung 3.10 : Verlauf des Lyapunov Exponenten λ bei stabilem Systemverhalten aus 
   Abbildung 3.6. Die Rekusionspunkte sind als kleine Quadrat  
   dargestellt, die durch eine Linie verbunden sind, um den   
   Rekursionsverlauf darstellen zu können. Der Attraktor besteht hier 
   aus einem Punkten xk, der hier bereits nach 5 Rekursionsschritten  
   erreicht wird. 
 
Auch hier ist deutlich sichtbar, dass die Rekursion und damit das Systemverhalten 
konvergiert, in Abbildung 3.10 nach nur fünf Rekursionsschritten auf einen Punktattraktor. 
 
 
Wavelet Funktion 
 
Ein weiteres System, das im Rahmen dieser Arbeit untersucht wurde, ist die rekursive 
angewendete Wavelet Funktion [Ohm95]: 
 
€ 
xk+1 = (1− r⋅ (xk − b)2)⋅ e
−r⋅(xk −b )2
2         (3.6) 
 
Die Wavelet Funktion (Abbildung 3.11) ähnelt der si-Funktion aus Abbildung 3.5, zeigt aber 
als rekursives System betrachtet völlig andere Eigenschaften. Sie wurde deshalb ausgewählt, 
um aufzuzeigen, welchen Einfluss eine geringe Änderung des Signalverlaufs auf das 
Stabilitätsverhalten zeigt. Die Wavelet Funktion hat sich im aktuellen Standard zur 
Standbildcodierung JPEG2000 als Nachfolger der DCT (Diskrete Cosinus Transformation) 
des JPEG Standrad etabliert und ermöglicht im Mittel bei gleicher Bildqualität eine 
Reduzierung der Datenrate um den Faktor 2 im Vergleich zu JPEG [Ohm95]. 
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Abbildung 3.11 : Wavelet Funktion („Mexican Hat“) (nach [Ohm95]) 
 
 
Ein Beispiel zu der rekursiv angewendeten Wavelet Funktion zeigt Abbildung 3.12. 
 
Zu jeder Ortsposition der Abbildung 3.12 gehört genau eine Parameterkonstellation der 
Systemparameter, deren Rekursionsverlauf durch den Lyapunov Exponenten bewertet wird. 
Ein dunkler Grauwert weist auf chaotisches Verhalten hin. 
 
Wie bei der rekursiven si-Funktion aus Abbildung 3.6 erkennt man deutlich, dass helle und 
dunkle Bildbereiche nicht kontinuierlich sondern vielfach abrupt und plötzlich ineinander 
übergehen. So finden sich in hellen Bildbereichen dunkle Flächen und umgekehrt.  
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Abbildung 3.12 : Lyapunov Exponent für Gleichung (3.6) 
   Die verwendeten Parameter sind:  
   Startwert x0 = 0.5, Intervall in x-Richtung: [-5, 5](b-Parameter),  
   Intervall in y-Richtung: [-1, -1] (r-Parameter), die verwendete  
   Störung in Gleichung (3.6) δ=0.01.  
   Je heller der Grauwert, desto stabiler das Systemverhalten, je dunkler 
   der Grauwert, desto chaotischer das Systemverhalten. 
 
Getriebener Oszillator 
 
Als letztes Beispiel aus Anwendungen in der Nachrichtentechnik wird der getriebene 
Oszillator dargestellt [Shar93]. Solche Generatoren werden durch periodische Stöße getrieben 
und dienen der Synchronisation in Sprach- und Tongeneratoren. Sie werden durch das 
nichtlineare rekursive System: 
€ 
xk+1 = tan−1
sin(xk + r)
(2⋅ b + cos(xk + r)
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟         (3.7) 
dargestellt.  
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Zwei Beispiele des Lyapunov Exponenten zeigt Abbildung 3.13. 
 
  
        A              B 
 
Abbildung 3.13 : Lyapunov Exponent für Gleichung (3.7) 
   Die verwendeten Parameter sind:  
   Startwert x0 = 0.5, Intervall in x-Richtung: [0, 12.2], Intervall in y-
   Richtung: [0, 11.6], b=0.7, die verwendete Störung in Gleichung (3.7) 
   δ=0.01.  
   A: r=AABB 
   B: r=AAAAAB 
   Je heller der Grauwert, desto stabiler das Systemverhalten, je dunkler 
   der Grauwert, desto chaotischer das Systemverhalten. 
 
Auch hier gilt: Zu jeder Ortsposition der Abbildung 3.13 gehört genau eine 
Parameterkonstellation der Systemparameter, deren Rekursionsverlauf durch den Lyapunov 
Exponenten bewertet wird. Ein dunkler Grauwert weist auf chaotisches Verhalten hin. 
 
Zwei Aspekte sollen durch Abbildung 3.13 aufgezeigt werden. Ein möglicher Nutzer des 
getriebenen Oszillators erhält zum Ersten Hinweise darauf, in welchen Bereichen der 
Parametrierung er den Oszillator sicher betreiben kann („weiße Bereiche“) und wie stabil sich 
der gewählte Arbeitspunkt gegenüber kleinen Störungen der Systemparameter erweist. 
Zweitens erkennt man durch einen direkten Vergleich der Abbildungen A und B, wie sensibel 
das System auf eine Änderung in der Rekursionsreihenfolge reagiert. So bleiben im Vergleich 
der beiden Abbildungen von A nach B einige Bildbereiche nahezu unverändert, d.h. das 
Systemverhalten ist hier robust bezüglich Änderungen der Rekursionsreihenfolge, während 
andere in A stabile Bereiche in B als instabil oder chaotisch eingestuft werden. Der Benutzer 
erhält so zusätzliche Hinweise, wie das System robust und stabil auch gegen Änderungen der 
Systemparameter zu konfigurieren ist. 
 
 
3.2. Entropie 
 
Ein weiteres Maß für das Verhalten eines nichtlinearen rekursiven Systems ist die Entropie. In 
der Physik beschreibt die Entropie das Maß der Unordnung. Je größer die Entropie, desto 
größer die Unordnung eines Systems und umgekehrt. Eine der wichtigsten Grundlagen der 
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Thermodynamik zeigt der zweite Hauptsatz: Die Entropie eines Systems und damit seine 
Unordnung nimmt immer zu, nie ab. So werden sich warme und kalte Gasmoleküle in einem 
Behälter, die durch eine Glasscheibe getrennt sind, nach Wegnahme dieser Glaswand 
miteinander mischen, das Gasgemisch wird lauwarm, die Unordnung und damit die Entropie 
nimmt zu. In einem Behälter mit diesem lauwarmen Gasgemisch werden sich die 
Gasmoleküle ohne Zuführung von Energie aber nicht wieder in eine linke heiße und eine 
rechte kalte Hälfte teilen, d.h. die Unordnung und damit die Entropie des Systems kann nur 
größer werden [Orea82]. 
 
3.2.1. Einführung und Definition  
 
Die Entropie ist wie folgt definiert [Herr94]: 
 
€ 
S = − pi ⋅ ldpi
i=0
n
∑ ,          (3.8) 
 
wobei pi hier die Wahrscheinlichkeit beschreibt, mit der die Rekursionswerte xk einen 
bestimmten Wertebereich annehmen. Diese Wahrscheinlichkeit wird ermittelt, indem der 
Wertebereich der Rekursionswerte xk in n Teilintervalle unterteilt wird. Anschließend wird 
gezählt, wie oft ein Wert xk  während der Rekursion in das jeweilige Teilintervall fällt. Aus 
der so ermittelten Häufigkeit lässt sich dann durch Normierung auf die Anzahl der 
Rekursionsschritte die relative Häufigkeit und unter der Annahme, dass für eine große Anzahl 
der Rekursionsschritte relative Häufigkeit und Wahrscheinlichkeit beliebig wenig 
voneinander abweichen, die Wahrscheinlichkeit pi ermitteln. 
 
3.2.2. Physikalische Interpretation  
 
Entropie ist ein Maß für Unordnung. Je größer die Entropie, desto größer die Unordnung des 
Systems. Diese Unordnung und damit die Entropie werden maximal, wenn alle 
Rekursionswerte mit der gleichen Wahrscheinlichkeit auftreten und statistisch unabhängig 
sind [Shan72]. In diesem Fall ist die Entstehung der Rekursion vergleichbar mit „Würfeln“. 
Aus der Kenntnis der bisherigen Rekursionswerte xk lässt sich nicht vorhersagen, welcher 
Wert xk+1 als nächstes erwartet wird, die Entstehung der Rekursionsfolge ist völlig zufällig 
und damit chaotisch. Je kleiner die Entropie ist, desto stärker ist die Abweichung von der 
Gleichverteilung, desto größer ist das statistische Gedächnis und damit desto vorhersagbarer 
wird das Systemverhalten. 
 
3.2.3. Beispiele 
 
Im Folgenden wird die Entropie gemäß Gleichung (3.8) für die bereits in Abschnitt 3.1 
vorgestellten nichtlinearen Systeme si-Funktion gemäß Gleichung (3.5), Wavelet-Funktion 
gemäß Gleichung (3.6) und der getriebene Oszillator gemäß Gleichung (3.8) dargestellt. Für 
die Simulationen wurden die gleiche Parametrierung wie in den Abbildungen 3.6, 3.12 und 
3.13 verwendet. Die Ergebnisse sind in Abbildung 3.14 dargestellt. 
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 Entropie der si-Funktion   Entropie der Wavelet-Funktion 
Parametrierung wie in Abbildung 3.6     Parametrierung wie in Abbildung 3.12 
 
 
  
   Entropie des getriebenen Oszillators A   Entropie des getriebenen Oszillators B 
  Parametrierung wie in Abbildung 3.13A Parametrierung wie in Abbildung 3.13B 
 
Abbildung 3.14 : Entropiemaß für unterschiedliche nichtlineare, rekursive Systeme 
 
Jeder Ortsposition der Abbildung 3.14 korrespondiert mit genau einer Parameterkonstellation 
des Systems, deren Rekursionsverlauf durch das Entropiemaß bewertet wird. Je kleiner der 
Grauwert, d.h. je schwärzer der Bildbereich, desto größer die Entropie und damit desto größer 
die Unordnung des Systems. Es zeigt sich, dass die dargestellten Muster des Entropiemaßes 
denen des Lyapunov Exponenten prinzipiell sehr ähnlich sehen, die Darstellung des 
Entropiemaßes wirkt „flächiger“, homogener, was auf die Mittelung durch Gleichung (3.8) 
über alle Rekursionswerte und deren zugehörende Wahrscheinlichkeiten zurückzuführen ist. 
Man beachte, dass eine Unterscheidung von stabilem und nicht stabilem oder chaotischem 
Zustand nicht wie bei der Bewertung des Lyapunov Exponenten möglich ist. Aufgrund der 
Ähnlichkeit der Bilder aus Abbildung 3.6, 3.12 und 3.13 im Vergleich zu Abbildung 3.14 
zeigt sich aber, dass sich der Lyapunov Exponent auch als Maß der Ordnung oder Unordnung 
eines Systems interpretieren lässt.  
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3.3. Fourierspektrum 
 
Ein weiteres wichtiges Hilfsmittel zur Untersuchung von Systemeigenschaften ist die 
Fourieranalyse. Dabei wird eine Funktion als Superposition von harmonischen Funktionen 
(Spektralanteilen) dargestellt [Opp94]. Durch Auswertung dieser Spektralanteile lässt sich 
sehr einfach detektieren, ob und welche harmonischen Anteile ein System oder ein Signal 
enthält. 
 
3.3.1. Einführung und Definition  
 
Für die diskrete Fouriertransformation werden deshalb im Folgenden die Werte xk der 
Rekursion als Signal interpretiert, deren harmonische Eigenschaften analysiert werden sollen. 
Dazu werden die Werte xk  der Rekursion als Linearkombination von Sinus- und Cosinus-
Kurven dargestellt: 
 
€ 
ck =
1
K xi ⋅ exp(− j2π⋅ k⋅
i
Ki=0
K −1
∑ )
 
und    
 
€ 
ak =
1
K xi ⋅ cos(2π⋅ k⋅
i
Ki=0
K −1
∑ )  
€ 
bk =
1
K xi ⋅ sin(2π⋅ k⋅
i
Ki=0
K −1
∑ )
 .       (3.9)
 
 
Der Betrag von ck ergibt sich dabei aus dem quadrierten Mittelwert von ak und bk gemäß: 
 
€ 
ck = pk = ak2 + bk2          (3.10) 
 
und heißt das Leistungs- oder Powerspektrum [Opp94], [Herr94]. 
 
Auf diese Weise werden K Werte xk der Rekursionsfolge in K Werte pk des 
Leistungsspektrums umgerechnet. Da für die Bewertung des Systemverhaltens aber 
ausschließlich - wie beim Lyapunov Exponenten und beim Entropiemaß - ein einziger 
skalarer Wert gewünscht wird, wurde in dieser Arbeit eine passende Größe zur 
Charakterisierung des berechneten Leistungsspektrums entwickelt und dazu die Komponenten 
pk in Abhängigkeit ihres Wertes als Wahrscheinlichkeit interpretiert: Je größer der Wert desto 
größer die Wahrscheinlichkeit. Anschließend werden die sich ergebenden 
Wahrscheinlichkeiten der Größe nach sortiert und die Varianz dieser sich neu ergebenden 
Verteilung gemäß: 
 
€ 
p = 1K pii=0
K
∑
 
und 
 
€ 
var p = 1K pk
2
i=0
K
∑ − p 2
         (3.11) 
berechnet, wobei K die Anzahl der Rekursionsschritte und damit die Anzahl der 
Komponenten des Leistungsspektrums beschreibt.
 
 29 
 
 
3.3.2. Physikalische Interpretation  
 
Je weniger Koeffizienten pk des Leistungsspektrums notwendig sind, um die Rekursionsfolge 
xk zu beschreiben, desto harmonischer ist xk. Wenn z.B. die Rekursionsfolge xk  aus einem 
einzigen Wert besteht (Punktattraktor), so lässt sich die Folge xk durch einen einzigen Wert po 
(den Gleichanteil) vollständig beschreiben, d.h. alle pk außer für k=0 verschwinden, die 
zugehörende Varianz var p aus Gleichung (3.11) ist Null. Je mehr Koeffizienten notwendig 
werden, um die Rekursionsfolge xk zu beschreiben, desto unharmonischer, desto chaotischer 
ist die Rekursionsfolge xk. 
 
3.3.3. Beispiele 
 
Im Folgenden wird die Varianz des wertesortierten Fourierspektrums (VWF) gemäß 
Gleichung (3.11) für die bereits in Abschnitt 3.1 vorgestellten nichtlinearen Systeme si-
Funktion gemäß Gleichung (3.5), Wavelet-Funktion gemäß Gleichung (3.6) und der 
getriebene Oszillator gemäß Gleichung (3.8) dargestellt. Für die Simulationen wurden die 
gleiche Parametrierung wie in den Abbildungen 3.6, 3.12 und 3.13 verwendet. Die Ergebnisse 
sind in Abbildung 3.15 dargestellt. 
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 VWF der si-Funktion       VWF der Wavelet-Funktion 
Parametrierung wie in Abbildung 3.6     Parametrierung wie in Abbildung 3.12 
 
 
  
     VWF des getriebenen Oszillators A     VWF des getriebenen Oszillators B 
  Parametrierung wie in Abbildung 3.13A Parametrierung wie in Abbildung 3.13B 
 
Abbildung 3.15 : Varianz des wertesortierten Fourierspektrums (VWF) für   
   unterschiedliche nichtlineare, rekursive Systeme 
 
Jeder Ortsposition der Abbildung 3.15 korrespondiert mit genau einer Parameterkonstellation 
des Systems, deren Rekursionsverlauf durch die Varianz des wertesortierten Fourierspektrums 
(VWF) bewertet wird. Je kleiner der Grauwert, d.h. je schwärzer der Bildbereich, desto größer 
die Varianz und damit desto weniger harmonisch das Systems. Es zeigt sich, dass die 
dargestellten Muster in Abbildung 3.15 denen des Lyapunov Exponenten prinzipiell ähneln, 
die Darstellung der Varianz wirkt „flächiger“, homogener, gleichzeitig zeigen sich viele 
ausgeprägte Linien unterschiedlicher Färbung, d.h. es liegen Systemzustände, die viele 
(unharmonisch) und wenige (harmonisch) Spektralanteile erfordern, dicht beieinander. Man 
beachte, dass eine Unterscheidung von stabilem und nicht stabilem oder chaotischem Zustand 
nicht wie bei der Bewertung des Lyapunov Exponenten möglich ist. Aufgrund der 
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Ähnlichkeit der Bilder aus Abbildung 3.6, 3.12 und 3.13 im Vergleich zu Abbildung 3.14 
zeigt sich aber, dass sich der Lyapunov Exponent auch als Maß der harmonischen 
Darstellung eines Systems interpretieren lässt.  
 
 
3.4. Korrelation 
 
In der Statistik dient die Korrelation als Maß für die lineare Abhängigkeit zweier Meßgrößen 
[Herr94]. Wendet man die Korrelationsrechnung einer Meßgröße auf sich selber an, so spricht 
man von Autokorrelation. Die Autokorrelationsfunktion und daraus abgeleitete Kenngrößen 
können als Werkzeug zur Untersuchung des Stabilitätsverhaltens rekursiver Systeme 
verwendet werden. Dieser Ansatz wird im Weiteren dargestellt. 
 
 
3.4.1. Einführung und Definition  
 
Die Autokorrelationsfunktion ist wie folgt definiert [Herr94]: 
 
€ 
Cxx (k) =
lim
K →∞
1
K − N (xi − x i=0
K −N
∑ )⋅ (xi+k − x )
 
mit 
€ 
x = 1K xii=0
K
∑
          (3.12)
 
 
Dabei stellt xi die Rekursionsfolge, K die Länge der Rekursionsfolge und N die Länge der 
Autokorrelationsfolge dar. Durch Gleichung (3.12) werden also K Werte xk der 
Rekursionsfolge in N Werte der Autokorrelationsfolge Cxx(k) umgerechnet. 
 
Kennzeichen einer chaotischen Funktion ist das Verschwinden der Autokorrelation für k>0. 
Es lässt sich zeigen [Herr94], dass für den chaotischen Fall gilt: 
 
€ 
Cxx (k) =
1
8 ,k = 0
0,sonst
⎧ 
⎨ 
⎪ 
⎩ ⎪ 
 .        (3.13) 
 
 
3.4.2. Physikalische Interpretation  
 
Das Ergebnis aus Gleichung (3.13) lässt sich folgt interpretieren. Die 
Autokorrelationsfunktion beschreibt die lineare Abhängigkeit oder lineare Ähnlichkeit eines 
Signals mit sich selbst bei einer Verschiebung. Wird z.B. die Autokorrelationsfunktion eines 
konstanten Signals ermittelt, so ergibt sich für jedes k der gleiche Wert Cxx(k), da, wenn man 
das konstante Signal mit der verschobenen Variante vergleicht, beide Signale exakt identisch 
sind. Je stärker sich die Signale in der verschobenen und nicht verschobenen Variante 
unterscheiden, desto kleiner wird Cxx(k). Zeigt die Rekursionsfolge xk einen chaotischen 
Verlauf, so sind die Werte statistisch unabhängig (vgl. Abschnitt 3.2) und haben somit jede 
Form der Ähnlichkeit verloren. In diesem Fall ist bei jeder Verschiebung der Rekursionsfolge 
xk gegen sich selbst Cxx(k)=0. 
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Bei der Auswertung der Autokorrelation werden K Werte xk der Rekursionsfolge in N Werte 
der Autokorrelationsfolge Cxx(k) umgerechnet. Da für die Bewertung des Systemverhaltens 
aber ausschließlich wie beim Lyapunov Exponenten und beim Entropiemaß ein einziger 
skalarer Wert gewünscht wird, wurde in dieser Arbeit eine passende Größe zur 
Charakterisierung der berechneten Autokorrelationsfunktion entwickelt und dazu die Werte 
der Autokorrelation Cxx(k) als Wahrscheinlichkeiten interpretiert: Je größer der Wert, desto 
größer die Wahrscheinlichkeit. Anschließend werden für die sich so ergebenden 
Wahrscheinlichkeiten die Varianz berechnet. Im Falle eines chaotischen Rekursionsverlaufs 
gilt Gleichung (3.13) und die Varianz dieses Korrelationsverlaufs interpretiert als 
Wahrscheinlichkeitsverteilung ist Null. Je größer Cxx(k) auch für k≠0, desto ähnlicher werden 
sich der verschobene und nicht verschobene Rekursionsverlauf, desto größer werden die 
statistischen Abhängigkeiten, desto größer die Ähnlichkeiten und desto größer auch die 
Varianz. 
 
3.4.3. Beispiele 
 
Im Folgenden wird die Varianz als Wahrscheinlichkeitsverteilung interpretierten 
Korrelationsverlaufs (VWK) gemäß Gleichung (3.12) für die bereits in Abschnitt 3.1 
vorgestellten nichtlinearen Systeme si-Funktion gemäß Gleichung (3.5), Wavelet-Funktion 
gemäß Gleichung (3.6) und der getriebene Oszillator gemäß Gleichung (3.8) dargestellt. Für 
die Simulationen wurden die gleiche Parametrierung wie in den Abbildungen 3.6, 3.12 und 
3.13 verwendet. Die Ergebnisse sind in Abbildung 3.16 dargestellt. 
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 VWK der si-Funktion      VWK der Wavelet-Funktion 
Parametrierung wie in Abbildung 3.6     Parametrierung wie in Abbildung 3.12 
 
 
  
     VWK des getriebenen Oszillators A     VWK des getriebenen Oszillators B 
  Parametrierung wie in Abbildung 3.13A Parametrierung wie in Abbildung 3.13B 
 
Abbildung 3.16 : Varianz des als Wahrscheinlichkeitsverteilung interpretierten  
   Korrelationsverlaufs (VWK) für unterschiedliche nichtlineare, rekursive 
   Systeme 
 
Jeder Ortsposition der Abbildung 3.16 korrespondiert mit genau einer Parameterkonstellation 
des Systems, deren Rekursionsverlauf durch die Varianz des als 
Wahrscheinlichkeitsverteilung interpretierten Korrelationsverlaufs (VWK) bewertet wird. Je 
kleiner der Grauwert, d.h. je schwärzer der Bildbereich, desto kleiner die Varianz und damit 
desto „unkorrellierter“, desto chaotischer das Systems. Es zeigt sich, dass die dargestellten 
Muster in Abbildung 3.16 denen des Lyapunov Exponenten prinzipiell ähneln, die 
Darstellung der Varianz wirkt „flächiger“, homogener, ähnlich dem Entropiemaß, gleichzeitig 
zeigen sich viele ausgeprägte Linien unterschiedlicher Färbung, d.h. es liegen korrelierte und 
unkorrelierte Systemzustände dicht beieinander. Man beachte auch hier, dass eine 
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Unterscheidung von stabilem und nicht stabilem oder chaotischem Zustand nicht wie bei der 
Bewertung des Lyapunov Exponenten möglich ist. Aufgrund der Ähnlichkeit der Bilder aus 
Abbildung 3.6, 3.12 und 3.13 im Vergleich zu Abbildung 3.14 zeigt sich aber, dass sich der 
Lyapunov Exponent auch als Maß der linear abhängigen, korrelierten Darstellung eines 
Systems interpretieren lässt.  
 
 
3.5. Vergleich  
 
In den Abschnitten 3.1 bis 3.4 wurden verschiedene Maße zur Detektion, Beschreibung und 
Visualisierung von Systemverhalten vorgestellt und die Besonderheiten der verschiedenen 
Gütemaße und ihre Interpretationsmöglichkeiten beschrieben. In diesem Abschnitt sollen 
Unterschiede und Gemeinsamkeiten sowie prinzipielle Aussagemöglichkieten über Systeme 
basierend auf diesen Gütemaßen herausgearbeitet werden. 
 
Dazu sind den Abbildungen 3.17 bis 3.20 die Visualisierungen von rekursiven Systemen am 
Beispiel der si-Funktion (Gleichung (3.5)) für verschiedene Auflösungsstufen dargestellt. 
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Abbildung 3.17 : Lyapunov Exponent für Gleichung (3.5) 
   Die verwendeten Parameter sind:  
   Startwert x0 = 0.5, b=0.5, r=ABAABBAAABBB, die verwendete  
   Störung in Gleichung (3.2) δ=0.01,  
   A: Intervall in x-Richtung: [-10, 10], Intervall in y- Richtung:  
   [-10, 10] 
   B, C, D: die ausgewählten Intervalle sind farblich in den   
   vorangegangenen Bildern markiert 
   Je heller der Grauwert, desto stabiler das Systemverhalten, je dunkler 
   der Grauwert, desto chaotischer das Systemverhalten. 
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Abbildung 3.18 : Das Entropiemaß für Gleichung (3.5) 
   Die verwendeten Parameter sind:  
   Startwert x0 = 0.5, b=0.5, r=ABAABBAAABBB, die verwendete  
   Störung in Gleichung (3.2) δ=0.01,  
   A: Intervall in x-Richtung: [-10, 10], Intervall in y- Richtung:  
   [-10, 10] 
   B, C, D: die ausgewählten Intervalle sind farblich in den   
   vorangegangenen Bildern markiert 
   Je heller der Grauwert, desto stabiler das Systemverhalten, je dunkler 
   der Grauwert, desto chaotischer das Systemverhalten. 
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Abbildung 3.19 : Varianz des wertesortierten Fourierspektrums (VWF) für Gleichung 
   (3.5) 
   Die verwendeten Parameter sind:  
   Startwert x0 = 0.5, b=0.5, r=ABAABBAAABBB, die verwendete  
   Störung in Gleichung (3.2) δ=0.01,  
   A: Intervall in x-Richtung: [-10, 10], Intervall in y- Richtung:  
   [-10, 10] 
   B, C, D: die ausgewählten Intervalle sind farblich in den   
   vorangegangenen Bildern markiert 
   Je heller der Grauwert, desto stabiler das Systemverhalten, je dunkler 
   der Grauwert, desto chaotischer das Systemverhalten. 
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Abbildung 3.20 : Varianz des als Wahrscheinlichkeitsverteilung interpretierten  
   Korrelationsverlaufs (VWK) für Gleichung  (3.5) 
   Die verwendeten Parameter sind:  
   Startwert x0 = 0.5, b=0.5, r=ABAABBAAABBB, die verwendete  
   Störung in Gleichung (3.2) δ=0.01,  
   A: Intervall in x-Richtung: [-10, 10], Intervall in y- Richtung:  
   [-10, 10] 
   B, C, D: die ausgewählten Intervalle sind farblich in den   
   vorangegangenen Bildern markiert 
   Je heller der Grauwert, desto stabiler das Systemverhalten, je dunkler 
   der Grauwert, desto chaotischer das Systemverhalten. 
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Folgende Unterschiede, Gemeinsamkeiten und Charakteristika der Visualisierungen lassen 
sich erkennen: 
 
Lyapunov Exponent: 
 
• Der Lyapunov Exponent ermöglicht es, stabiles Systemverhalten (λ<0) von instabilem 
oder chaotischem Systemverhalten (λ>0) zu unterscheiden. 
• Der Lyapunov Exponent unterscheidet nicht zwischen instabilem und chaotischem 
Systemverhalten, für beide Systemzustände ist λ positiv (λ>0). 
• Die Grauwertintensität der Visualisierung und damit die Größe von λ gibt an, wie 
stark ein Systemverhalten ausgeprägt ist. Weiße Bildbereiche, also 
Parameterkonstellationen des Systems mit λ<<0, deuten auf ein extrem stabiles 
Systemverhalten hin, d.h. das System konvergiert auch bei Vorliegen einer Störung 
schnell in einen stabilen Systemzustand. Schwarze Bildbereiche, also 
Parameterkonstellationen des Systems mit λ>>0, weisen auf ein extrem instabiles 
Systemverhalten hin, d.h. das Systemverhalten ist bei kleinsten Störungen bereits nach 
kürzester Zeit nicht mehr vorhersagbar. 
• Die Visualisierung zeigt auf, dass stabiles und nicht stabiles oder chaotisches 
Systemverhalten nicht langsam bei Änderung der Systemparameter ineinander 
übergehen, sondern dass diese Übergänge bei nichtlinearen, rekursiven Systemen 
häufig abrupt sind. 
• Die Visualisierungen sind vielfach nicht symmetrisch, d.h. das Systemverhalten ist 
einerseits erheblich von den Anfangsbedingungen abhängig und zusätzlich von der 
Reihenfolge der gewählten Systemparameter während der Rekursion. 
• In vielen Bildbereichen liegen „durchlöcherte“ Gebiete vor, d.h. benachbarte 
Bildpunkte der Visualisierung haben stark unterschiedliche Grauwerte. Diese Gebiete 
deuten auf eine strukturelle Instabilität [Mark09] hin, d.h. bereits kleinste Änderungen 
der Systemparameter können von einem stabilen in einen instabilen oder chaotischen 
Zustand führen. Solche Systemparameterkonstellationen sind also für mögliche 
Anwendungen der ungünstigste Zustand und werden deshalb in der Anwendung 
weiträumig gemieden. 
• Lyapunov Exponenten um Null deuten auf quasiperiodische oder nahezu 
quasiperiodische Zustände hin. 
• Der Lyapunov Exponent liefert die differenzierteste Darstellung des Systemverhaltens 
auch bei extremer Vergrößerung des Ausschnitts der Systemparameter. Bei niedriger 
Auflösung ähnelt die Beschreibung der durch das Entropiemaß und der Darstellung 
durch die Auswertung der Autokorrelation. 
 
 
Entropie:  
 
• In Ergänzung zum Lyapunov Exponenten liefert das Entropiemaß eine eher „flächige“ 
Darstellung, zeigt aber gerade in chaotischen Bereichen eine optimale 
Unterscheidbarkeit. Die „flächige“ Darstellung wird maßgeblich durch die 
Summenbildung der Entropie hervorgerufen. 
• Eine exakte Unterscheidung von stabilem und nicht stabilem oder chaotische 
Systemverhalten ist nur schwierig möglich, da eine feste Schwelle für den Wert der 
Entropie, ab der das Systemverhalten instabil oder chaotisch ist (vgl. Lyapunov 
Exponent: λ>0: instabiles oder chaotisches Systemverhalten, (λ<0: stabiles 
Systemverhalten) nicht existiert.  
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Fourierspektrum: 
 
• Durch die Varianz des wertesortierten Fourierspektrums (VWF) ergeben sich 
ausgeprägte Linienstrukturen bei der Visualisierung: Periodische, quasiperiodische 
und chaotische Systemzustände liegen dicht beieinander. 
• Im Vergleich zum Lyapunov Exponenten und zum Entropiemaß wird zusätzlich die 
Periodizität des Rekursionsverlaufs präziser analysiert. So lässt sich bestimmen, auf 
wie viele Werte der Rekursionsverlauf konvergiert. 
 
 
Korrelation: 
 
• Bei der Verwendung der Varianz des als Wahrscheinlichkeitsverteilung interpretierten 
Korrelationsverlaufs (VWK) werden globale Verläufe von konstantem 
Systemverhalten in Form von Parabeln am deutlichsten sichtbar. Im Vergleich zur 
„Spinnennetzstruktur“ des Lyapunov Exponenten geht Detailinformation verloren. 
 
 
Mögliche Anwendungen der in diesem Kapitel hergeleiteten Maße zur Detektion, 
Beschreibung und Visualisierung chaotischen Systemverhaltens werden in den folgenden 
Kapiteln dargestellt.  
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4.  Anwendung 1: Analyse von linearem und nichtlinearem Systemverhalten 
 
Als eine erste mögliche Anwendung der Chaostheorie werden in diesem Kapitel die 
Visualisierung und der Vergleich von linearem und nichtlinearem Systemverhalten am 
Beispiel des Lyapunov-Exponenten vorgestellt. Als typische Beispiele werden dazu ein 
linearer rekursiver Tiefpass und die rückgekoppelte si-Funktion verwendet. 
 
4.1.  Visualisierung eines linearen Systemverhaltens am Beispiel eines rekursiven 
 Filters 
 
Für die Realisierung digitaler Filter werden in der Praxis sehr häufig lineare, rekursive Filter 
der Form: 
 
€ 
y(n) = bk ⋅ x(n − k) + ak ⋅ y(n − k)
k=1
N
∑
k=0
M
∑       (4.1) 
 
eingesetzt [Opp94]. Dabei stellen x(n) die Eingangsfolge, y(n) die Ausgangsfolge, bk die 
Koeffizienten der verzögerten Eingangsfolge x(n-k) (FIR-Anteil) und ak die Koeffizienten der 
verzögerten Ausgangsfolge y(n-k) (IIR-Anteil) dar. Um den Rechenaufwand und damit die 
Komplexität der technischen Realisierung klein zu halten, wird hier die Realisierung eines 
Tiefpasses betrachtet mit M=N=2: 
 
€ 
y(n) = b0 ⋅ x(n) + b1⋅ x(n −1) + b2 ⋅ x(n − 2) + a1⋅ y(n −1) + a2 ⋅ y(n − 2)   (4.2) 
 
Die Koeffizienten sind dabei: b0=0.0043199, b1=0, b2=-0.0043199, a1=1.99121025 und  
a2=-0.9913602. Der Tiefpass ist so konstruiert, dass die Pole der Systemfunktion innerhalb 
und sehr nahe am Einheitskreis liegen, d.h. dass bereits kleine Änderungen der Parameter a1 
und a2 zu instabilem Verhalten führen können [Opp94]. Um den Übergang von stabilem zu 
instabilem Systemverhalten visualisieren zu können, wurden deshalb diese Parameter a1 und 
a2 um den Arbeitspunkt variiert und die Stabilität des System durch den Lyapunov 
Exponenten dargestellt. Das Ergebnis zeigt Abbildung 4.1. 
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Abbildung 4.1 : Der Lyapunov Exponent für das lineare rekursive Filter nach Gleichung 
   (4.2). Auf der x-Achse sind der Parameter a1 im Intervall [1.98;2], auf 
   der y-Achse der Parameter a2 im Intervall [-0.99;-1] dargestellt. Je 
   heller der Grauwert, desto stabiler das Systemverhalten, je dunkler der 
   Grauwert desto chaotischer das Systemverhalten. 
 
Es ist deutlich zu sehen, dass der Übergang von stabilem Systemverhalten (weiße 
Bildbereiche) zu instabilem Systemverhalten (schwarze Bildbereiche) kontinuierlich, d.h. 
nicht abrupt erfolgt. Weiter ist zu erkennen, dass sich in hellen Bildbereichen keine dunklen 
Flächen und in dunklen Bildbereichen keine helle Flecken befinden. Ist das Filter also so 
eingestellt, dass es sich in einem stabilen Zustand befindet, kann bei kleinen 
Parametervariationen nicht spontan und plötzlich ein Wechsel des Systemverhaltens 
stattfinden. Das lineare rekursive Filter verhält sich also technisch sehr „gutmütig“; Ein 
stabiler Betrieb kann eindeutig garantiert werden, solange man durch geeignete 
Parametrierung sicherstellt, dass man sich weit genug von dunklen Bereichen entfernt 
befindet. 
 
4.2.  Visualisierung eines nichtlinearen Systemverhaltens am Beispiel der 
 rückgekoppelten si-Funktion 
 
Als Beispiel eines rekursiven, nichtlinearen Systems wird hier die rückgekoppelte si-Funktion 
aus Gleichung (3.5) verwendet. Dazu ist in Abbildung 4.2 noch einmal die Abbildung 3.6 
dargestellt. 
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Abbildung 4.2 : wie Abbildung 3.6: Lyapunov Exponent für Gleichung (3.5) 
   Die verwendeten Parameter sind:  
   Startwert x0 = 0.5, Intervall in x-Richtung: [9.45, 9.65], Intervall in y-
   Richtung: [-7, -6.75], b=0.5, r=ABAABBAAABBB, die verwendete 
   Störung in Gleichung (3.2) δ=0.01.  
   Je heller der Grauwert, desto stabiler das Systemverhalten, je dunkler 
   der Grauwert, desto chaotischer das Systemverhalten. 
 
Im Gegensatz zur linearen Systembeschreibung zeigt sich, dass Bereiche stabilen 
Systemverhaltens (helle Bildbereiche) und Bereiche instabilen oder chaotischen 
Systemverhaltens (dunkle Bildbereiche) nicht kontinuierlich, sondern abrupt bei den kleinsten 
Parametervariationen ineinander übergehen. Die Visualisierung des Systemverhalten unter 
Verwendung des Lyapunov Exponenten liefert also ein wichtiges Werkzeug zur Beurteilung 
eines Systemverhaltens: nur wenn die gewählten Systemparameter in einem ausgedehnten 
weißen Bereich liegen und nur dann, wenn diese weißen Bereiche nicht schwarzen Linien und 
Flächen enthalten, kann das betrachtete System auch bei leichten Variationen der 
Systemparameter stabil betrieben werden. Die Visualisierung liefert weiter auch Hinweise 
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darauf, in welchen Intervallen eine solche Variation vorgenommen werden kann, ohne Gefahr 
zu laufen, von einem stabilen in einen instabilen oder chaotischen Zustand zu wechseln. 
 
 
5.  Anwendung 2: Synthese optimal orthogonaler Signalfunktionen 
 
Ein in der Nachrichtentechnik häufig behandeltes Thema ist die Aufgabe, ein durch weißes 
Rauschen additiv gestörtes Nutzsignal optimal zu empfangen. Optimal heißt dabei, dass der 
Einfluss des Störsignals möglichst gering gehalten wird. Dazu wird davon ausgegangen, dass 
der Sender zu einer bekannten Zeit ein impulsförmiges Signal mit einer dem Empfänger 
bekannten Form s(t) erzeugt, das über einen gestörten, aber verzerrungsfreien Kanal 
übertragen wird [Ohm95] (vgl. Abbildung 5.1). 
 
 
Abbildung 5.1: Übertragungssystem (aus [Ohm95]) 
 
Als Optimierungskriterium für den Empfang wird häufig verlangt, dass im Abtastzeitpunkt T 
das Verhältnis der Nutzsignalleistung Sa zur Leistung des Störsignals N maximal wird. In 
[Ohm95] wird gezeigt, dass dieses Optimierungsziel erreicht wird, wenn das LTI-System h(t) 
in Abbildung 5.1 zu: 
 
€ 
h(t) = ±k⋅ s(T − t), k positiv und reell.      (5.1) 
 
gewählt wird. In diesem Fall gilt [Ohm95]: 
 
€ 
Sa
N max
=
E
N0
 .         (5.2) 
 
Durch die zum Signal s(t) zeitgespiegelte Stoßantwort aus (5.1) wird also ein Empfangsfilter 
h(t) festgelegt, welches das Signal/Rauschverhältnis in (5.2) maximiert. Ein solches Filter 
h(t), welches durch die in (5.1) gezeigte Art an das Sendesignal und das Störsignal 
„angepasst“ ist, wird deshalb auch als matched filter bezeichnet. Die Gleichung (5.2) zeigt, 
dass das Sa/N-Verhältnis am Ausgang eines matched filters nur von der Energie E des Signals 
s(t) und der Leistungsdichte N0 des Störsignals n(t) abhängt, nicht aber von der Form des 
Signals s(t). Um also eine Übertragung digitaler Signale auch bei vorhandenem Rauschen 
sicher zu gestalten, muss die Energie des Signals s(t) möglichst groß oder bei einer begrenzten 
Amplitude die Zeitdauer des Signals s(t) möglichst groß gewählt werden. In [Ohm95] wird 
weiter gezeigt, dass im störungsfreien Fall, d.h. für n(t)=0, bei der Übertragung des Signals 
s(t) am Ausgang des Filters h(t) entsprechend Gleichung (5.1) die um T verschobene 
Impulsautokorrelationsfunktion des Signals erscheint. Deshalb wird h(t) auch häufig als 
Korrelationsfilter bezeichnet. 
 45 
 
5.1.  Anforderungen an Signale zur optimalen Übertragung von Digitalsignalen 
 
Die am Ausgang des Korrelationsfilters gebildete, verschobene 
Impulsautokorrelationsfunktion des Signals wird entsprechend Abbildung (5.1) in ihrem 
Maximum abgetastet. Um also auch im Falle von Störungen einen optimalen Empfang 
sicherstellen zu können, sollte das für die Codierung verwendete Signal s(t) die Eigenschaft 
aufweisen, dass die zugehörende Autokorrelationsfunktion Css(x) ein ausgeprägtes Maximum 
aufweist und für verschobene Positionen möglichst Autokorrelationswerte nahe Null besitzt 
(vgl. Abbildung 5.2). 
 
Abbildung 5.2: Autokorrelationsfunktion eines optimalen matched filters 
   (Die einzelnen Punkte sind durch Geraden miteinander verbunden.) 
 
Je ausgeprägter das Maximum, d.h. je größer der Abstand zwischen Haupt- und 
Nebenmaxima, desto sicherer kann einerseits der Zeitpunkt des gesendeten Signals und 
andererseits die Unterscheidung von anderen gesendeten Signalen vorgenommen werden. 
Gewünschte Eigenschaften des verwendeten Sendesignals s(t) sind deshalb Orthogonalität zu 
den verschobenen Sendesignalen s(nT-t) und Orthogonalität zu weiteren für die Übertragung 
verwendeten Sendesignalen.  
 
 
5.2.  Die Korrelationsfunktion als Detektor orthogonaler Signale in chaotischen 
 Systemen 
 
Hier liefert die Chaostheorie ein wichtiges Werkzeug, geeignete s(t) für die digitale 
Übertragung auszuwählen und damit die Form des Signals s(t) auch bei begrenzter Amplitude 
optimal festzulegen. Nach Gleichung (3.13) zeigt eine Rekursionsfolge xk in chaotischen 
Bereichen eines nichtlinearen, rekursiven Systems genau die Eigenschaften, die nach 
Abbildung 5.2 gefordert werden: einen maximalen Korrelationswert für x=0 und 
Korrelationswerte von 0 für x≠0. Um also geeignete Sendesignale s(t) für die Übertragung 
digitaler Signale auswählen zu können, kann der Rekursionsverlauf von xk von nichtlinearen, 
rekursiven Systemdarstellungen verwendet werden: je chaotischer das Systemverhalten desto 
ausgeprägter ist das Verhalten der Rekursionsfolge xk nach Gleichung (3.13) und damit desto 
besser sind die Bedingungen gemäß Abbildung 5.2 erfüllt.  
 
0	  
0,2	  
0,4	  
0,6	  
0,8	  
1	  
1,2	  
0	   10	   20	   30	   40	   50	   60	   70	   80	   90	   100	  
ideale	  
Korrela*on	  
Amplit
ude	   C ss(x)	  
x	  
 46 
5.3.  Eigenschaften der Korrelationsfunktionen in Abhängigkeit von der Signallänge 
 
Zur Generierung geeigneter Rekursionsfolgen xk werden in dieser Arbeit die logistische 
Gleichung [Brigg97], [Mark09] mit: 
 
€ 
xk+1 = r⋅ xk ⋅ (1− xk ) + b          (5.3) 
 
und die rückgekoppelte si-Funktion entsprechend Gleichung (3.5) (Abschnitt 3.1.3) als 
nichtlineare Systeme verwendet. 
 
Zunächst wird für jedes der beiden Systeme ein Arbeitspunkt (rL,bL) für die logistische 
Gleichung entsprechend Gleichung (5.3) und ein Arbeitspunkt (rsi,bsi) für die rückgekoppelte 
si-Funktion entsprechend Gleichung (3.5) ermittelt, in denen beide Systeme chaotisches 
Verhalten zeigen, d.h. in denen die zugehörenden Lyapunov-Exponenten λL und λsi deutlich 
positiv sind. Für diese Arbeitspunkte werden im eingeschwungenen Zustand N=1000 
Rekursionsschritte durchgeführt und damit N=1000 Rekursionswerte xk generiert, wobei die 
ersten 900 Werte als Repräsentativwerte des gesuchten Signals s(t) interpretiert werden und 
das Korrelationsverhalten durch eine Verschiebung über die 100 verbleibenden Werte der 
Rekursionswerte xk untersucht wird. 
 
Abbildung 5.3 zeigt das Autokorrelationsverhalten für einen chaotischen Arbeitspunkt λL der 
logistischen Gleichung, Abbildung 5.4 das Autokorrelationsverhalten für einen chaotischen 
Arbeitspunkt λsi der rückgekoppelten si-Funktion entsprechend Gleichung (3.5). 
 
 
Abbildung 5.3: Autokorrelationsverlauf der logistischen Gleichung entsprechend  
   Gleichung (5.3) (aus [Struss14]) 
   (Die einzelnen Punkte sind durch Geraden miteinander verbunden.)
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Abbildung 5.4: Autokorrelationsverlauf der rückgekoppelten si-Funktion entsprechend  
   Gleichung (3.5) (aus [Struss14])  
 
Es ist deutlich zu erkennen, dass beide Autokorrelationsverläufe das gewünschte 
Autokorrelationsverhalten nach Abbildung 5.2 approximieren. Dabei weist der 
Autokorrelationsverlauf der logistischen Gleichung Vorteile auf, da die Nebenmaxima Cxx(l) 
für l≠0 im Vergleich zur rückgekoppelten si-Funktion deutlich kleiner sind. 
 
Die Auswirkungen einer Änderung der verwendeten Signallänge sind in den Abbildungen 5.5 
für die logistische Gleichung (Gleichung (5.3)) und in Abbildung 5.6 für die rückgekoppelte 
si-Funktion (Gleichung (3.5)) dargestellt. Es werden wieder im eingeschwungenen Zustand 
N=1000 Rekursionsschritte durchgeführt und damit N=1000 Rekursionswerte xk der 
nichtlinearen Systembeschreibung genutzt. Die verwendeten Signallängen sind M=900, 
M=500 und M=200, das Autokorrelationsverhalten wurde für die verbleibenden N-M 
Positionen (N-M = 100, N-M=500, N-M=800) untersucht. 
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Abbildung 5.5: Autokorrelationsverlauf der logistischen Gleichung entsprechend  
   Gleichung (5.3) für unterschiedliche Signallängen M (aus [Struss14]) 
a) M=900 (N-M=100) 
b) M=500 (N-M=500) 
c) M=200 (N-M=800)  
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Abbildung 5.6: Autokorrelationsverlauf der rückgekoppelten si-Funktion entsprechend  
   Gleichung (3.5) für unterschiedliche Signallängen M (aus [Struss14]) 
a) M=900 (N-M=100) 
b) M=500 (N-M=500) 
c) M=200 (N-M=800)  
 
Es ist deutlich zu sehen, dass sich das Autokorrelationsverhalten mit kürzer werdenden 
Signallängen verschlechtert, d.h. dass die Nebenmaxima Cxx(l) für l≠0 im Vergleich zum 
Maximum Cxx(l=0)  immer größer werden. Für den Einsatz der Generierung von optimal 
orthogonalen Signalen bedeutet diese Verschlechterung, dass sowohl die Synchronisierung 
des Empfangs als auch die eindeutige Signalrückgewinnung schwieriger werden. Außerdem 
lässt sich erkennen, dass das Autokorrelationsverhalten für beide Systembeschreibungen 
ähnlicher wird. Als positiv stellt sich heraus, dass die Verschlechterung des Systemverhaltens 
langsam und kontinuierlich, nicht aber abrupt erfolgt. 
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Zu beachten ist prinzipiell, dass die Größe des Lyapunov Exponenten alleine nicht 
ausreichend für die Wahl eines geeigneten chaotischen Arbeitspunktes eines nichtlinearen, 
rekursiven Systems ist [Struss14]. Als Beispiel ist in Abbildung 5.7 der 
Autokorrelationsverlauf der logistischen Gleichung nach Gleichung (5.3) für einen 
chaotischen Arbeitspunkt von λL=7.99 dargestellt.   
 
 
Abbildung 5.7: Autokorrelationsfunktion der logistischen Gleichung gemäß Gleichung  
   (5.3) für einen (chaotischen) Systemarbeitspunkt von λL=7.99   
   (aus [Struss14])  
 
Es ist deutlich zu sehen, dass sich der Verlauf der Autokorrelation periodisch mit l=8 
wiederholt, d.h. dass sich die Rekursionswerte xk mit dieser Periode wiederholen. 
 
Bestmögliche Arbeitspunkte zur Generierung orthogonaler Signale sind deshalb solche 
Arbeitspunkte nichtlinearer, rekursiver Systeme, in denen sich einerseits das System 
möglichst chaotisch verhält (λ>>0) und andererseits gleichzeitig die Varianz der 
Korrelationsfunktion (vgl. Abschnitt 3.4) minimiert wird. 
 
Prinzipiell wurde in diesem Kapitel aufgezeigt, wie sich chaotisches Systemverhalten unter 
Verwendung der Beschreibungsmaße Lyapunov Exponent und Korrelation nutzen lässt,  
indem die Rekursionsfolge xk in einem chaotischen Systemzustand als Realisierung eines 
Musterprozesses mit gewünschten statistischen Eigenschaften interpretiert wird. Allgemein 
lassen sich geeignete nichtlineare Systembeschreibungen sehr einfach nutzen, um 
Zufallsgeneratoren zu realisieren, die ein gefordertes statistisches Verhalten (z.B. die 
Gleichverteilung der Signalamplituden) aufweisen [Mark09]. 
0	   20	   40	   60	   80	   100	  
-­‐0,6	  -­‐0,4	  
-­‐0,2	  0	  
0,2	  0,4	  
0,6	  0,8	  
1	  1,2	  
Amplitude	  
Cxx(l)	  
Verschiebung	  l	  
 51 
 
6. Anwendung 3: Fraktale Bildcodierung 
 
In Kapitel 2 dieses Forschungsberichts wurden wesentliche Grundbegriffe der Chaostheorie 
vorgestellt. Rekursive Systeme lassen sich durch Attraktoren beschreiben. Attraktoren sind 
Bahnen oder Kurven, die den Gleichgewichtszustand eines Systems bei gegebenen 
Systemparametern beschreiben. Zeigen diese Attraktoren, d.h. diese Gleichgewichtszustände, 
ein selbstähnliches Verhalten, d.h. stellen Ausschnitte der Attraktoren im Kleinen auch den 
Attraktor im Großen dar, so nennt man diese Attraktoren Fraktale. Wird z.B. ein Attraktor 
durch die rekursive Anwendung einer festen affinen Transformation erzeugt, so ist der 
Attraktor selbstähnlich und damit fraktal. Ist die Transformation darüber hinaus nicht nur 
affin sondern zusätzlich kontraktiv, so ist das Fraktal weitestgehend unabhängig vom 
Startpunkt der Rekursion und konvergiert auf identische Endwerte. Diese Eigenschaften 
rekursiver Systeme werden bei der Bildcodierung genutzt, um Bilder durch Fraktale 
darzustellen. 
 
6.1. Idee und Ansatz der fraktalen Bildcodierung 
 
Barnsley stellt in [Barn92], [Barn96] erstmalig einen solchen fraktalen Coder vor. Die Idee 
besteht darin, dass Bilder sich durch sich selbst darstellen lassen, der Coder nutzt dazu die 
Selbstähnlichkeit zwischen unterschiedlichen Auflösungsstufen eines Bildes [Barth96]. Dazu 
wird das Bild in sogenannte domain Blöcke unterteilt und jeder dieser domain Blöcke durch 
größere Blöcke (range Blöcke) des gleichen Bildes und angewendete kontraktive affine 
Transformationen der range Blöcke dargestellt (Abbildung 6.1).  
 
 
 
Abbildung 6.1:  Beispiel der fraktalen Bilddarstellung: der domain Block wird durch 
   eine Verschiebung und Verkleinerung des korrespondierenden range 
   Blocks dargestellt. 
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Durch rekursive Anwendung dieser Transformation auf den zugehörenden range Block wird 
je ein Punkt der Rekursion, in diesem Fall die Grauwerte des betrachteten domain Blocks, 
dargestellt. Da die Abbildung kontraktiv ist, konvergiert die Rekursion auch bei 
unterschiedlichen Startwerten und zwar in Richtung des Attraktors. Dieser Attraktor ist, da er 
auf einer affinen Transformation basiert, fraktal. Man interpretiert damit die Grauwerte eines 
Bildbereichs (domain Block) als Fraktal einer rekursiven affinen Transformation. Für die 
Decodierung des Bildes ist ausschließlich die Kenntnis der Parameter dieser affinen 
Transformationen erforderlich, der Startwert der Rekursion bei der Decodierung, das 
Startbild, ist dabei nicht wichtig, durch rekursive Anwendung der bei der Codierung 
ermittelten Parameter der affinen Transformation entsteht aus jedem beliebigen Startbild 
immer das codierte Bild. Die komplette Grauwertinformation des Bildes steckt in den 
Parametern der affinen Transformationen, in der Selbstähnlichkeit des Bildes, das Bild wird 
aus verkleinerten Kopien seiner selbst zusammengesetzt [LauII92].  
 
6.2. Fraktaler Bildcodec nach Barnsley 
 
Damit sich ein Bild aus Kopien seiner selbst darstellen lassen kann, formuliert Barnsley 
Randbedingungen an die affinen Transformationen, die eine Konvergenz des Verfahrens 
sicherstellen und eine effiziente Bilddarstellung ermöglichen [Barn96]: 
• Die affinen Transformationen beschreiben Kontraktionen. 
• Die range Blöcke und deren zugehörende kontraktiven affinen Transformationen 
beschreiben die korrespondierenden domain Blöcke und damit das Bild ausreichend 
genau. 
• Die verwendeten affinen Kontraktionen sind möglichst unterschiedlich. 
• Die Anzahl der notwendigen affinen Kontraktionen ist möglichst gering. 
 
Um den Rechenaufwand gering zu halten, schlägt Barnsley in [Barn96] weiter vor: 
 
• Die domain Blöcke sind alle gleich groß, quadratisch und bilden ein gleichmäßiges 
Raster über das Bild (vgl. Abbildung 6.1). 
• Die range Blöcke sind doppelt so groß wie die domain Blöcke (vgl. Abbildung 6.1). 
Der Kontraktionsfaktor ist also 0.5 und fest.  
• Als affine Transformationen werden ausschließlich beliebige horizontale und vertikale 
Verschiebungen im Bild, horizontale und vertikale Spiegelungen und Drehungen um 
0°, 90°, 180°und 270° zugelassen. Um die horizontalen und vertikalen 
Verschiebungen von den übrigen Abbildungen unterscheiden zu können, werden die 
horizontalen und vertikalen Spiegelungen und Drehungen um 0°, 90°, 180°und 270° 
als Symmetrien bezeichnet. 
• Die Grauwertinformation wird ebenfalls kontraktiv dargestellt:   
 sdomain Block(x,y) = asrange Block(x,y) + b, mit ⏐a⏐< 1, z.B. a=0.75 und b beliebig. 
 
Das Flussdiagramm der fraktalen Bildcodierung zeigt Abbildung 6.2.  
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Abbildung 6.2: Flussdiagramm der fraktalen Bildcodierung, nach [Barn96] 
 
Zunächst wird das zu codierende Bild eingelesen und die domain Blöcke durch ein festes 
Raster z.B. der Größe 8x8 Bildpunkte festgelegt. Zusätzlich wird das zu codierende Bild 
tiefpassgefiltert und um den Faktor 2 unterabgetastet. Ein Block dieses Bildes der Größe 8x8 
entspricht damit einem Block der Größe 16x16 des ursprünglichen Bildes. In dem 
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unterabgetasteten Bild liegt also die Bildinformation des ursprünglichen Bildes nach der 
Größenkontraktion mit dem Faktor 0.5 vor. Ein range Block der Größe 16x16 entspricht 
damit einem verkleinerten range Block der Größe 8x8 im unterabgetasteten Bild. Um den 
ähnlichsten verkleinerten range Block für den aktuellen domain Block zu finden, wird 
zunächst die Helligkeit des verkleinerten range Blocks angepasst (Berechnung des 
Helligkeitsanpassung b in sdomain Block(x,y) = asrange Block(x,y) + b, der Faktor a ist fest und 
kleiner 1, z.B. 0.75). Anschließend wird untersucht, welche Symmetrie des verkleinerten 
range Blocks am Besten passt. Dazu wird die mittlere quadratische Abweichung zwischen 
dem domain block und dem verkleinerten range Block unter Berücksichtigung der Symmetrie 
und der Helligkeitsanpassung ermittelt. Wenn das bisher gefundene Minimum unterschritten 
wird, werden sowohl die Position des verkleinerten range Blocks als auch die gefundene 
Symmetrie und die Helligkeitsanpassung b abgespeichert. Dieser Vergleich eines domain 
Blocks wird für alle verkleinerten range Blöcke eines Bildes wiederholt. Als Resultat dieser 
Schleife erhält man also für einen gegebenen domain Block die Position und die Symmetrie 
des verkleinerten range Blocks, der den domain Block am Besten beschreibt. Dieses 
Vorgehen wird für alle domain Blöcke des Bildes durchgeführt und als Bildinformation für 
jeden domain Block die Position des verwendeten verkleinerten range Blocks, die Symmetrie 
und die Helligkeitsanpassung als affine Abbildung abgespeichert. Ein typisches Beispiel zeigt 
Tabelle 6.1: um den ersten domain Block darzustellen wird der verkleinerte range Block mit 
der linken oberen Eckaddressierung 272 in x-Richtung und 16 in y-Richtung verwendet 
werden. Die gefundene Symmetrie ist Null, d.h. der verkleinerte range Block wird nur 
verschoben, weder gespiegelt noch gedreht, die Helligkeitsanpassung ist 3. Entsprechend wird 
der verkleinerte range Block mit der linken oberen Eckadressierung 304 in x-Richtung und 0 
in y-Richtung für den zweiten domain Block verwendet. Auch hier ist die Symmetrie Null, 
die Helligkeitsanpassung beträgt 10. Die weiteren domain Blöcke sind in gleicher Weise 
dargestellt. 
 
 
 
Tabelle 6.1: Beispiel einer fraktalen Bilddarstellung 
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Das Flussdiagramm der Decodierung zeigt Abbildung 6.3.  
 
 
 
Abbildung 6.3: Flussdiagramm der fraktalen Decodierung nach [Barn96] 
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Zunächst werden die affinen Abbildungen der Codierung und ein beliebiges Eingangsbild, das 
lediglich eine identische Größe im Vergleich zum codierten Bild aufzeigen muss, eingelesen. 
Dann wird jeder domain Block dieses Eingangsbildes durch den entsprechenden 
transformierten Bildblock dieses beliebigen Eingangsbildes ersetzt. Ergebnis dieser ersten 
Rekursion ist dann nach Abarbeitung aller domain Blöcke ein neues Bild, in dem alle domain 
Blöcke des beliebigen Eingangsbildes durch verkleinerte Collagen des gleichen 
Eingangsbildes ersetzt wurden. Für weitere Rekursionen der Decodierung wird dieses Bild 
jetzt als Startwert verwendet. Nach wenigen Rekursionen wird dann das codierte Bild 
dargestellt und zwar unabhängig davon, mit welchem Bild die Rekursion gestartet wurde. Die 
Decodierung eines fraktal codierten Bildes (Abbildung 6.4) ist für unterschiedliche 
Eingangsbilder in den Abbildungen 6.5 bis 6.7 dargestellt. 
 
  
 
Abbildung 6.4:  Fraktal codiertes Bild L1 (Landschaft 1) 
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Startbild L2    1. Rekursion   2. Rekursion 
 
   
 3. Rekursion   4. Rekursion   5. Rekursion 
 
   
 6. Rekursion   7. Rekursion   20. Rekursion 
 
Abbildung 6.5:  Decodierung des Bildes aus Abbildung 6.4 mit Bild L2 (Landschaft 2) 
   als Startwert 
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Startbild P1    1. Rekursion   2. Rekursion 
 
   
 3. Rekursion   4. Rekursion   5. Rekursion 
 
   
 6. Rekursion   7. Rekursion   20. Rekursion 
 
Abbildung 6.6:  Decodierung des Bildes aus Abbildung 6.4 mit Bild P1 (Pflanze 1) als 
   Startwert 
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Startbild W1    1. Rekursion   2. Rekursion 
 
   
 3. Rekursion   4. Rekursion   5. Rekursion 
 
   
 6. Rekursion   7. Rekursion   20. Rekursion 
 
Abbildung 6.7:  Decodierung des Bildes aus Abbildung 6.4 mit Bild W1 (Wolke 1) als 
   Startwert 
 
 
 
 
6.3.  Untersuchungen zur Rekonstruktionsqualität in Abhängigkeit verschiedener 
 Codierparameter 
 
Ein großes Problem der fraktalen Bildcodierung ist der Rechenaufwand [Barth 96], [Look14]. 
So benötigt die Codierung eines Bildes der örtlichen Auflösung von 300x300 Bildpunkten mit 
256 Graustufen pro Bildpunkt bei einer Größe der domain Blöcke von 8x8 Bildpunkten mehr 
als 10 Minuten auf einem Intel Pentium Prozessor I5. Für eine vergleichbare Codierung unter 
Verwendung von JPEG (Joint Picture Expert Group) [Ohm95] ist heute ein Rechenaufwand 
im Millisekundenbereich Realität. Eine genaue Analyse des Rechenaufwandes findet sich in 
[Look14]. Der enorme Rechenaufwand rührt daher, dass für jeden domain Block alle range 
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Blöcke eines Bildes analysiert und berücksichtigt werden. Es liegt daher nahe, zu 
untersuchen, welche Codierparameter verändert werden können und welchen Einfluss diese 
Veränderung auf die Rekonstruktionsqualität der Bilder hat. Im Rahmen dieses 
Forschungsvorhaben wurden folgende Codierparameter untersucht: Die verwendete Größe 
der domain Blöcke, eine Reduzierung der analysierten range Blöcke und eine Vereinfachung 
der Ähnlichkeitsmessung. Die Ergebnisse sind im Folgenden beispielhaft dargestellt, eine 
ausführliche qualitative und quantitative Auswertung findet sich in [Barth 96], [Look14]. Alle 
Bilder haben eine örtliche Auflösung von 300x300 Bildpunkten und sind mit 256 Grauwerten 
pro Bildpunkt codiert. 
 
Abbildung 6.8 zeigt beispielhaft die Ergebnisse für die Codierung des Bildes L1 (Landschaft 
1) (Abbildung 6.4) bei Verwendung unterschiedlicher Größe der domain Blöcke. 
 
 
  
  N = 4        N = 8 
 
  
  N = 16      N = 32 
Abbildung 6.8:  Qualität der decodierten Bilder bei unterschiedlicher Größe der domain 
   Blöcke (N = 4, 8, 16, 32) 
 
Es wird ersichtlich, dass die Rekonstruktionsqualität und insbesondere die Fähigkeit, lokale 
Details aufzulösen, mit wachsender Blockgröße sinken. Mit wachsender Größe der domain 
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Blöcke wird es immer schwieriger, einen passenden range Block zu finden, d.h. die 
Grauwerte des domain Blocks und des ermittelten range Blocks weichen immer stärker 
voneinander ab. Damit weicht aber auch die fraktale Darstellung vom ursprünglichen Bild 
immer weiter ab, d.h. eine fraktale Interpretation des Bildes wird immer deutlicher sichtbar. 
 
Ein erheblicher Rechenaufwand wird dadurch hervorgerufen, dass alle range Blöcke eines 
Bildes für die Ähnlichkeitsmessung eines domain Blocks ausgewertet werden müssen. Um 
die Rechenzeit zu optimieren ist es deshalb von großem Interesse, wie sich die 
Rekonstruktionsqualität verändert, wenn nicht jeder range Block eines Bildes, sondern nur 
jeder zweite, vierte oder achte range Block verwendet wird. 
 
Abbildung 6.9 zeigt beispielhaft die Ergebnisse für die Codierung des Bildes L1 (Landschaft 
1) (Abbildung 6.4) bei Verwendung unterschiedlicher Abstände der range Blöcke. 
 
  
  R = 1          R = 2 
 
  
  R = 4        R = 8 
Abbildung 6.9:  Qualität der decodierten Bilder bei unterschiedlichem Abstand der 
   range Blöcke (R = 1, 2, 4, 8). Die domain Blockgröße ist N = 8.  
 
Es ist sichtbar, dass die Bildqualität mit wachsendem Abstand der range Blöcke sinkt und 
zwar sehr stark abhängig vom Inhalt des Bildes: in den Wolkenbereichen  ist die Qualität 
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nahezu unverändert, in stark texturierten Bereichen mit horizontalen und vertikalen Strukturen 
nimmt die Qualität drastisch ab. Hier wird ersichtlich, dass die horizontale und vertikale 
Verschiebung der affinen Abbildung eine große Rolle für die Qualität der Rekonstruktion 
spielt. Auch wenn benachbarte Bildbereichen ähnliche Bildinhalte aufweisen, führt die 
Quantisierung der range Blockauflösung dennoch zu stark unterschiedlichen Ergebnissen, 
aufgrund der rekursiven Anwendung schaukeln sich Beschreibungsunterschiede hoch. 
 
Bei der Ähnlichkeitsanalyse des domain und des untersuchten verkleinerten range Blocks 
werden alle Bildpunkte der Blöcke berücksichtigt. Da die Summe der quadrierten Differenzen 
und damit der Mittelwert der quadrierten Differenzen ermittelt wird, bietet es sich an, diese 
Mittelwertbildung so zu vereinfachen, dass nicht jede Bildpunktdifferenz sondern nur jede 
zweite, vierte oder achte verwendet wird (Unterabtastung im Messfenster). 
 
Abbildung 6.10 zeigt beispielhaft die Ergebnisse für die Codierung des Bildes L1 (Landschaft 
1) (Abbildung 6.4) bei Verwendung unterschiedlicher Unterabtastfaktoren im Messfenster 
(Unterabtastung = 1, 2, 4 in horizontaler und vertikaler Richtung). 
 
   
     U = 1        U = 2       U = 4 
Abbildung 6.10:  Qualität der decodierten Bilder bei unterschiedlichen   
   Unterabtastfaktoren im Messfenster (U = 1, 2, 4 in horizontaler und 
   vertikaler Richtung). Die domain Blockgröße ist N = 8. 
 
Es ist deutlich zu erkennen, dass die Bildqualität mit wachsendem Unterabtastfaktor sinkt und 
zwar auch hier sehr stark abhängig vom Inhalt des Bildes, in den Wolkenbereichen sind kaum 
Rekonstruktionsunterschiede zu erkennen, in stark texturierten Bereichen mit horizontalen 
und vertikalen Strukturen nimmt die Rekonstruktionsqualität drastisch ab. Anders als bei 
Verfahren der Verschiebungsvektorschätzung, in der in Abhängigkeit von der verwendeten 
Blockgröße eine auch massive Unterabtastung innerhalb des Messfensters erfolgreich 
angewendet wird, um den Rechenaufwand zu optimieren [Ohm95], führt bei der fraktalen 
Codierung eine Unterabtastung im Messfenster zu erheblichen Unterschieden bei der 
Rekonstruktion. Ursache für diese Abweichung ist der große Suchbereich: für einen domain 
Block des Bildes werden alle verkleinerten range Blöcke inklusive ihrer Symmetrien 
ausgewertet. Je größer diese Anzahl der ausgewerteten Blöcke aber ist, desto größer wird das 
Risiko, zufällig eine Korrespondenz zwischen verkleinertem range Block und domain Block 
herzustellen, die zwar die mittlere quadratische Abweichung zwischen den Blöcken minimiert, 
nicht aber die optimale Korrespondenz im Sinne der Selbstähnlichkeit darstellt. 
 
Eine weitere mögliche Vereinfachung der Ähnlichkeitsmessung besteht darin, nicht alle acht 
sondern weniger Symmetrien bei der Auswertung zu verwenden. Abbildung 6.11 zeigt 
beispielhaft die Ergebnisse für die Codierung des Bildes L1 (Landschaft 1) (Abbildung 6.4) 
bei Einschränkung der Anzahl der verwendeten Symmetrien.  
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  SYM1      SYM3 
 
  
  SYM6      SYM8 
Abbildung 6.11:  Qualität der decodierten Bilder bei unterschiedlicher   
   Anzahl der verwendeten Symmetrien: 
   SYM1:  der verwendete verkleinerte range Block wird weder 
     gespiegelt noch gedreht 
   SYM3:  der verwendete verkleinerte range Block wird entweder 
     selbst oder horizontal oder vertikal gespiegelt verwendet 
   SYM6:  der verwendete verkleinerte range Block kann zusätzlich 
     zu SYM3 auch um 90°, 180° oder 270° gedreht werden 
   SYM8:  der verwendete verkleinerte range Block kann zusätzlich 
     zu SYM6 auch diagonal gespiegelt werden 
   Blockgröße ist N = 8. 
    
Das Ergebnis ist verblüffend: die Anzahl der zulässigen affinen Abbildungen beeinflusst die 
Rekonstruktionsqualität kaum: der wesentliche Anteil der fraktalen Bildinformation liegt also 
in der Bildposition der verkleinerten range Blöcke, nicht in der Variabilität der verwendeten 
affinen Abbildungen [Barth96].  
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Insgesamt lassen sich die Ergebnisse der Rekonstruktion in Abhängigkeit verschiedener 
Codierparameter wie folgt zusammenfassen: 
• Je kleiner die domain Blöcke sind, desto besser sind die Detailauflösung und 
Rekonstruktionsqualität.  
Mit kleiner werdenden domain Blockgröße steigt aber auch der Codieraufwand: es 
müssen für mehr Blöcke die Adressierdaten, affinen Transformationsparameter und 
Helligkeitsanpassungen übertragen werden.  
• Je größer der Abstand der verkleinerten range Blöcke und je größer der 
Unterabtastfaktor bei der Auswertung der Ähnlichkeitsanalyse sind, desto schlechter 
ist die Rekonstruktionsqualität.  
Die fraktale Bilddarstellung erfordert eine ausreichend passende Korrespondenz von 
domain Block und verkleinertem range Block und reagiert sehr empfindlich auf 
kleinste Änderungen, da die Darstellung rekursiv ist und kleine Abweichungen der 
Korrespondenzen sich damit „hochschaukeln“. 
• Die Anzahl der verwendeten affinen Abbildungen ist wenig entscheidend. Die 
Rekonstruktionen ändern sich bei Zulassung unterschiedlicher Symmetrien nur wenig. 
Der wesentliche Anteil der fraktalen Bildinformation liegt also in der Bildposition, 
nicht in der Variabilität der affinen Abbildungen. 
• Bildbereichen mit hochauflösenden Strukturen (Kanten, Übergang Licht-Schatten) 
werden nur unzureichend dargestellt, Bildbereiche von Wolken und Wasser wirken 
dagegen auch bei großen domain Blöcken sehr natürlich. 
• Die Stärke der fraktalen Codierung zeigt sich also insbesondere in Bereichen, die 
selbstähnlich dargestellt werden können und deren Selbstähnlichkeit durch die 
Parameter der Codierung treffend wiedergegeben werden. 
 
 
6.4.  Deutung und Einordnung der fraktalen Bildcodierung im Vergleich zu 
 klassischen Verfahren der Bildcodierung 
 
Nach Shannon [Shan72] lässt sich die Information eines Bildes durch zwei Komponenten 
darstellen: die Gesetzmäßigkeit und die Neuigkeit (Abbildung 6.12). Betrachtet man z.B. die 
Folge von Grauwerten eines Bildes ....., 3, 3, 3, 3, 3, 5, 3, 3, 3, 3..... , so beschreiben die 
Gesetzmäßigkeit „wiederhole den Grauwert 3“ und die Neuigkeit „es liegt eine Abweichung 
vom Grauwert 3 vor, der Grauwert ist 5“. Shannon zeigt in [Shan72] allgemein, dass der 
Informationsgehalt einer Quelle umso größer wird, je gleichwahrscheinlicher und 
„gesetzloser“ (statistisch unabhängiger) die Symbole sind, welche die Quelle produziert.  
 
Abbildung 6.12:  Darstellung der Bildinformation aus Gesetzmäßigkeit und Neuigkeit 
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6.4.1. Ziele und Aufgaben der Bildcodierung 
 
Die Information wird damit maximal, wenn die Quelle gleichwahrscheinliche und statistisch 
unabhängige Symbole produziert. Bilder weisen im Allgemeinen Grauwerte auf, die weder 
statistisch unabhängig noch gleichwahrscheinlich sind. Um die Grauwerte eines solchen 
Bildes also effizient codieren zu können, ist es erforderlich, mögliche statistische 
Abhängigkeiten (Gesetzmäßigkeiten) zu erkennen und zu eliminieren und bei der binären 
Codierung so vorzugehen, dass der Coder gleichwahrscheinliche Binärsymbole generiert. Auf 
diese Weise wird sichergestellt, dass pro gesendetem Bit eine maximale Information der 
Quelle übertragen wird. Dieses prinzipielle Vorgehen bei der Quellencodierung ist in 
Abbildung 6.13 dargestellt. 
 
 
 
Abbildung 6.13: Allgemeines Blockdiagramm einer Quellencodierung 
 
Die einfachste Art der Bildcodierung ist die Pulse Code Modulation (PCM) [Ohm95]. Bei der 
PCM geht man davon aus, dass die zu codierenden Bildpunkte statistisch unabhängig sind 
und optimiert die Entropiecodierung so, dass der Coder gleichwahrscheinliche Binärsymbole 
generiert. Diese Form der Codierung ist deshalb nicht optimal, da statistische Abhängigkeiten 
zwischen den Bildpunkten unberücksichtigt bleiben, d.h. in Abbildung 6.12 die gesamte 
Bildinformation als Neuigkeit interpretiert und codiert wird und damit ein hohes 
Datenvolumen produziert wird. Weiterführende Codierverfahren zur Berücksichtigung der 
statistischen Abhängigkeiten von Bildpunkten sind die Prädiktion und die Transformation 
[Ohm95], deren prinzipielle Wirkungsweise in Abbildung 6.14 dargestellt ist: werden die 
Grauwerte aufeinanderfolgender Bildpunkte in einem Diagramm dargestellt, so zeigt sich, 
dass aufeinanderfolgende Bildpunkte eine lineare statistische Abhängigkeit aufweisen. Die 
Idee der Prädiktion besteht deshalb darin, diese Gerade zu ermitteln und Bildpunktpaare nicht 
durch deren Grauwerte, sondern durch ihre Abweichung von dieser Geraden, den sogenannten 
Prädiktionsfehler darzustellen.  
Die lineare statistische Abhängigkeit der Bildpunkte lässt sich auch dadurch berücksichtigen, 
dass das Bezugskoordinatensystem der Bildpunktdarstellung in die Achse der maximalen 
linearen statistischen Abhängigkeit gedreht wird. Ein Bildpunktpaar in Abbildung 6.14 lässt 
sich dann durch nur einen Koeffizienten im gedrehten Koordinatensystem darstellen, d.h. es 
müssen nicht die Grauwerte von zwei Bildpunkten sondern nur ein Koeffizient zur 
Darstellung beider Grauwerte gespeichert oder übertragen werden. Diese Drehung des 
Bezugskoordinatensystem lässt sich mathematisch sehr elegant durch eine 
Matrixmultiplikation darstellen und ist in der Bildcodierung unter dem Namen 
Transformation bekannt [Ohm95].  
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Abbildung 6.14:  Prädiktion und Transformation als Beispiele zur Beschreibung einer 
   linearen statistischen Abhängigkeit 
 
Beide Verfahren zielen also im Vergleich zur PCM darauf, die Gesetzmäßigkeit der 
Bildpunkte zu beschreiben, genauer durch eine Gerade bei der Prädiktion und durch eine 
Drehung des Bezugskoodinatensystems bei der Transformation und damit der Anforderung 
einer effizienten Quellencodierung gemäß Abbildung 6.13 gerecht zu werden. 
 
6.4.2.  Vergleich zwischen klassischen und fraktalen Verfahren zur  
 Bildcodierung 
 
Im Vergleich zu diesen klassischen Verfahren der Bildcodierung geht die fraktale 
Bildcodierung noch einen Schritt weiter. Es werden nicht statistische Abhängigkeiten gesucht 
und dargestellt, sondern Selbstähnlichkeiten im Bild. Die gesamte Bildinfomation steckt nicht 
mehr in den Grauwerten, auch nicht in den Prädiktionsfehlern oder den 
Transformationskoeffizienten, sondern ausschließlich in der Gesetzmäßigkeit der 
Bildgenerierung. Diese Bildgenerierung ist unabhängig vom Startwert, es können beliebige 
Bilder verwendet werden, d.h. die Bildinformation wird ausschließlich als Gesetzmäßigkeit 
interpretiert, die Neuigkeit verschwindet.  
Insgesamt liefert die fraktale Bildcodierung also eine weitere Möglichkeit, Bildinformation im 
Shannonschen Sinne darzustellen: die PCM interpretiert ein Bild ausschließlich als Neuigkeit, 
die Gesetzmäßigkeit ist Null, d.h. die Bildinformation enthält nur Neuigkeit. Prädiktion und 
Transformation interpretieren die Bildinformation als ein Kombinat aus Neuigkeit und 
Gesetzmäßigkeit, je besser und effizienter die Gesetzmäßigkeit beschrieben werden und je 
kleiner die Abweichungen von dieser Gesetzmäßigkeit, desto effizienter die Bilddarstellung. In 
der fraktalen Bildcodierung gibt es keine Neuigkeit mehr, die gesamte Bildinformation steckt 
in den affinen Abbildungen und der örtlichen Position der selbstähnlich abgebildeten 
Bildausschnitten. 
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7.  Zusammenfassung 
 
In dieser Arbeit wurden Verfahren zur visuellen Beurteilung von Stabilitätseigenschaften 
nichtlinearer, zeitdiskreter Systeme und mögliche Anwendungen vorgestellt. Ausgehend von 
den erforderlichen Grundbegriffen der Chaostheorie wurden verschiedene Maße zur 
Detektion, Beschreibung und Visualisierung chaotischen Systemverhaltens motiviert, 
mathematisch definiert, physikalisch interpretiert und gedeutet: der Lyapunov Exponent, die 
Entropie, das Fourierspektrum und die Korrelation. Dabei wurden folgende 
Gemeinsamkeiten, Charakteristika und Unterschiede herausgearbeitet: 
 
• Nur der Lyapunov Exponent ermöglicht es, stabiles Systemverhalten (λ<0) von 
instabilem oder chaotischem Systemverhalten (λ>0) zu unterscheiden. 
• Die entwickelten Maße unterscheiden nicht zwischen instabilem und chaotischem 
Systemverhalten. 
• Die Visualisierungen zeigen auf, dass stabiles und nicht stabiles oder chaotisches 
Systemverhalten nicht langsam bei Änderung der Systemparameter ineinander 
übergehen, sondern dass diese Übergänge bei nichtlinearen, rekursiven Systemen 
häufig abrupt sind. 
• Die Visualisierungen sind vielfach nicht symmetrisch, d.h. das Systemverhalten ist 
einerseits erheblich von den Anfangsbedingungen abhängig und zusätzlich von der 
Reihenfolge der gewählten Systemparameter während der Rekursion. 
• In vielen Bildbereichen liegen „durchlöcherte“ Gebiete vor, d.h. benachbarte 
Bildpunkte der Visualisierung haben stark unterschiedliche Grauwerte. Diese Gebiete 
deuten auf eine strukturelle Instabilität [Mark09] hin, d.h. bereits kleinste Änderungen 
der Systemparameter können von einem stabilen in einen instabilen oder chaotischen 
Zustand führen. Solche Systemparameterkonstellationen sind also für mögliche 
Anwendungen der ungünstigste Zustand und werden deshalb in der Anwendung 
weiträumig gemieden. 
• Der Lyapunov Exponent liefert die differenzierteste Darstellung des Systemverhaltens 
auch bei extremer Vergrößerung des Ausschnitts der Systemparameter. Bei niedriger 
Auflösung ähnelt die Beschreibung der „flächigen“ Darstellung durch das 
Entropiemaß und der Darstellung durch die Auswertung der Autokorrelation. 
• Durch die Varianz des wertesortierten Fourierspektrums (VWF) ergeben sich 
ausgeprägte Linienstrukturen bei der Visualisierung: Periodische, quasiperiodische 
und chaotische Systemzustände liegen dicht beieinander. Im Vergleich zum Lyapunov 
Exponenten und zum Entropiemaß wird zusätzlich die Periodizität des 
Rekursionsverlaufs präziser analysiert. So lässt sich bestimmen, auf wie viele Werte 
der Rekursionsverlauf konvergiert. 
• Bei der Verwendung der Varianz des als Wahrscheinlichkeitsverteilung interpretierten 
Korrelationsverlaufs (VWK) werden globale Verläufe von konstantem 
Systemverhalten in Form von Parabeln am deutlichsten sichtbar. Im Vergleich zur 
„Spinnennetzstruktur“ des Lyapunov Exponenten geht Detailinformation verloren. 
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Als erste Anwendung basierend auf diesen Gütemaßen wird das Verhalten von linearen und 
nichtlinearen rekursiven Systemen visualisiert und verglichen. Es zeigt sich, dass bei 
rekursiven linearen Systemen der Übergang von einem stabilen in einen instabilen oder 
chaotischen Zustand kontinuierlich erfolgt, während dieser Übergang bei nicht linearen 
Systemen häufig abrupt auftritt. Unter Verwendung der vorgestellten Visualisierung lässt sich 
sehr genau nachvollziehen, welche Parameter und insbesondere welche Parameterübergänge 
dabei kritisch sind. Diese Kenntnis ist sehr wichtig für eine störfreie Systemparametrierung 
und eine erforderliche Arbeitspunktsuche. 
 
In einer zweiten Anwendung wird chaotisches Systemverhalten als Generator optimal 
orthogonaler Signalfunktionen eingesetzt. Dazu wird die Rekursionsfolge xk in einem 
chaotischen Arbeitspunkt eines nichtlinearen rekursiven Systems als Musterfunktion eines 
statistischen Zufallsprozesses interpretiert: Je chaotischer das Systemverhalten und je kleiner 
die Varianz des Korrelationsmaßes desto besser können orthogonale Signalfolgen modelliert 
werden. Solche Signalfolgen sind von großer Bedeutung, wenn digitale Nachrichten über 
einen gestörten Kanal mit minimalem Daten- und Energieaufwand übertragen werden sollen. 
 
Als abschließendes Beispiel wird die fraktale Bildcodierung vorgestellt. Sie beruht nicht wie 
die klassischen Verfahren der Bildcodierung (Prädiktion, Transformation) auf statistischen 
Eigenschaften des Bildsignals sondern ausschließlich auf Selbstähnlichkeit. Die Bildpunkte 
eines Bildblockes werden nicht durch deren Grauwerte sondern durch ein Fraktal beschrieben, 
wobei dieses Fraktal durch eine kontraktive, affine Abbildung der Grauwertinformation 
dargestellt wird. Dieses Fraktal, d.h. diese Abbildungsvorschrift oder Gesetzmäßigkeit 
beschreibt die vollständige Information des Bildes. Durch die Anwendung dieser fraktalen 
Darstellung wird das codierte Bild aus beliebigen Bildern gleicher Größe generiert. 
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8.  Weitere Arbeiten 
 
Die bisher durchgeführten Arbeiten verfolgten das Ziel, wichtige Grunderkenntnisse aus der 
Chaostheorie nachzuvollziehen und neue Anwendungsbereiche schwerpunktmäßig in der 
Nachrichtentechnik zu erschließen. Insbesondere die Entdeckung der Selbstähnlichkeit 
eröffnet Aufgabenstellungen, die weit über reine Anwendungen in der Elektrotechnik 
hinausgehen. Zur Zeit werden in zwei Masterarbeiten, die an der Fakultät I begonnen werden, 
Verfahren für die Materialanalyse und –prüfung erarbeitet, die das Prinzip der 
Selbstähnlichkeit nutzen werden. Ausgehend von zunächst zweidimensionalen Schnittbildern 
von Materialoberflächen, die aus Photographien, Ultraschall- oder Röntgenscanns generiert 
wurden, wird untersucht, ob sich Selbstähnlichkeiten in der Struktur von Materialien finden 
lassen. Der fraktale Code zur Beschreibung dieser Selbstähnlichkeiten kann dann als 
Klassifikationsmerkmal des jeweiligen Materials verwendet werden. 
Weitere Arbeiten werden den Aspekt der Visualisierung vertiefen. Die Darstellungen des 
Systemverhaltens durch die unterschiedlichen Maße lassen sich nicht nur technisch 
hervorragend interpretieren, sie zeichnen sich häufig auch durch eine Schönheit aus, die viele 
Betrachter auch aus den nicht naturwissenschaftlichen Bereichen fasziniert und Künstler und 
Dichter inspiriert [Mark09]. Neben den hier in der Arbeit dargestellten Systemuntersuchungen 
sind viele weitere Analysen mit unterschiedlichen Systemen und Parameterkonstellationen 
durchgeführt worden und dabei optisch sehr ansprechende Bilder entstanden, die in der 
Hochschule ausgestellt werden und den Studierenden Anreize liefern können, sich mit 
technischen Systemen auseinanderzusetzen.  
Weitere Arbeiten werden sich mit dem Einschwingverhalten der fraktalen Bildcodierung 
auseinandersetzen. Besonders der Übergang von einem Startbild zu einem Endbild ist dabei 
von Interesse. Schwerpunkt dieser Arbeit wird es sein, den Begriff der Selbstähnlichkeit zu 
visualisieren, d.h. den Sachverhalt darzustellen, wie ein Bild aus sich selbst dargestellt wird. 
Auch dabei entstehen Bilder von großer Schönheit, die aus der Ferne und der Nähe betrachtet 
völlig unterschiedliche Sinneseindrücke der Realität darstellen. 
 
Mein Bruder hat mich zu Beginn der Arbeiten einmal gefragt: Chaostheorie, ist die nicht seit 
zwanzig Jahren tot? Ich hoffe, in der Arbeit konnte gezeigt werden: nein, ist sie nicht, sie ist 
sogar sehr lebendig und will entdeckt werden. 
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