Abstract. The general theories of the derivation of inverses of functions from their power series and asymptotic expansions are discussed and compared. The asymptotic theory is applied to obtain asymptotic expansions of the zeros of the Airy functions and their derivatives, and also of the associated values of the functions or derivatives. A Maple code is constructed to generate exactly the coefficients in these expansions. The only limits on the number of coefficients are those imposed by the capacity of the computer being used and the execution time that is available. The sign patterns of the coefficients suggest open problems pertaining to error bounds for the asymptotic expansions of the zeros and stationary values of the Airy functions.
1. Introduction and Summary. The work described in this paper originated in a project at the National Institute of Standards and Technology to update and extend the well-known Handbook of Mathematical Functions published by the National Bureau of Standards in 1964 [5] . Almost all of the special functions covered in this handbook have real and/or complex zeros, and one of the tools for the computation of these zeros is the reversion of asymptotic expansions for the functions.
The construction of inverses of analytic functions is a well-understood branch of complex analysis, and we begin in section 2 by stating the relevant theorems. Less well known is the corresponding theory for functions represented by asymptotic expansions in the neighborhood of a singularity: section 2 continues with a description of available theory for these problems.
In section 3 we show how to apply the theory of section 2 to construct the asymptotic expansions of the real and complex zeros and stationary values of the Airy functions, together with the associated values of the functions or their first derivatives.
In section 4 we describe results that have been obtained for the Airy functions with the aid of a computer algebra system. The number of coefficients in the asymptotic expansions greatly exceeds the number already known; indeed, the only restraints on the number of coefficients that we are able to generate exactly are the capacity of the computer being used and the time available for computations. At the end of section 4 we discuss the problem of constructing error bounds for the asymptotic expansions, and state open problems for these bounds together with a conjecture.
Our computer algebra code for generating the coefficients in the asymptotic expansions described in sections 3 and 4 is available in the appendix.
Inversion and Enumeration Theorems
This is a standard theorem of complex analysis, proofs of which will be found, for example, in [2, Chapter 6] and [12, Chapter 7] . Since f (z) and F (w) are analytic at z = z 0 and w = w 0 they can be expanded in power series
that converge in the neighborhoods of z 0 and w 0 , respectively. Clearly
, and higher coefficients F j can be found by equating coefficients in the identity
For example,
A general formula for F j was found by Lagrange in 1768 [3] by ingenious manipulation of series, as shown in the following theorem.
Theorem 2.2. For j = 1, 2, . . . ,
Proofs of Theorem 2.2 in standard complex analysis texts are based on residue theory which did not appear until the early 19th century.
For asymptotic expansions the distinguished point z 0 is most commonly located at infinity, and the typical problem is to determine the inverse of a function f (z) having the expansion
as z → ∞ in a certain sector in the complex plane. An existence theorem that corresponds to Theorem 2.1 is as follows. (ii) F (w) is analytic within S 2 .
where the coefficients F j are constants.
As in the case of the series expansions (2.1) and (2.2) associated with Theorem 2.1, the coefficients F 0 , F 1 , F 2 , . . . in (2.7) can be found by successive resubstitutions into (2.7) by means of (2.6) with f (z) = w. The first few may be verified to be
Corresponding to Theorem 2.2 we have the following result.
Theorem 2.4.
Proof. This result is stated without proof in a footnote on p. 22 of [8] . For completeness we supply here an adaptation of Copson's proof of Theorem 2.2 [2, section 6.23].
The process of resubstitution shows that the formulas expressing the F j in (2.7) in terms of the f j in (2.6) are the same, whether the asymptotic expansion (2.6) diverges or converges. For the purpose of proving Theorem 2.4 we may therefore assume the latter to be the case for all sufficiently large |z|. Let us transform the point at infinity to the origin by means of the substitutions z = 1/ζ, w = 1/ω. Then (2.6) becomes
say. Since the series within the parentheses converges for all sufficiently small values of |ζ|, φ(ζ) is analytic at ζ = 0; moreover, φ(0) = 0, φ (0) = 1. By Theorem 2.1, when ω lies in a neighborhood N of the origin, the equation φ(t) = ω has a single root t = ζ such that (a) ζ = 0 when ω = 0; (b) ζ is an analytic function of ω. Let C be a circle centered at the origin and within N . If |ω| is sufficiently small, then both ζ and ω lie within C. Hence, by the residue theorem,
The last quantity has a removable singularity at ω = 0 and can therefore be expanded in a convergent series of the form
and asymptotic expansions are unique, the coefficients F j in (2.10) are identical with those in (2.7). On differentiating (2.9) and (2.10), then integrating by parts, we find that
Expanding the last integrand in ascending powers of ω, integrating term by term, and then equating coefficients, we conclude that jF j is the coefficient of t in the Laurent expansion of {φ(t)} −j in powers of t. Transforming back to the original variables we arrive at Theorem 2.4.
After an asymptotic series has been reverted, a resulting sequence of zeros may need to be enumerated. The standard analytical tool for this problem is the phase principle, or principle of the argument, proofs of which will be found in complex analysis texts, including those already cited. (3.4) where the variable x is real and positive, ξ = 2 3 x 3/2 , and
as x → ∞. The coefficients u j , v j are defined by
At a zero of Ai(−x) we have from (3.1) that
where s now denotes an arbitrary integer. When s is large and positive, we may apply Theorem 2.3, 4 the roles of z and w being played here by ξ and (s − 
In the foregoing analysis we have used the symbol s in two senses, and it is important to observe that we cannot assume that the expansion given by (3.11)-(3.13) pertains to x = −a s and not, for example, to x = −a s+1 . To settle this question, we apply Theorem 2.5.
A suitable choice for the contour C of Theorem 2.5 is shown in Figure 3 )π, where s is a large positive integer, then by use of the asymptotic and other properties of Ai(z) on the contour, we can show that as we pass once round C the change in ph{Ai(z)} is 2sπ + o (1) . ( We do not reproduce details of this analysis here since they are similar to those used in an enumeration of the complex zeros of Bi(z) given in [7, Appendix] .) Theorem 2.5 shows immediately that C contains exactly s zeros of Ai(z) for all sufficiently large values of s. Since all the zeros of Ai(z) are known to be real and negative [7, Appendix] , we may now set x = −a s in (3.11)-(3.13).
In reaching the expansion (3.13) we used the binomial theorem for dividing the series in (3.8), the expansion
for the principal value of the inverse tangent function in (3.9), and the binomial theorem again in forming the two-thirds power of the series (3.10). For deriving the higher coefficients, however, more efficient methods are needed. For example, if
where q 1 = p 1 and higher q's can be generated from the recurrence relation obtained by equating the coefficients in the identity
In practice, however, we take advantage of the availability of comprehensive computer algebra software packages to perform the necessary manipulations of series and to store the wanted coefficients directly in electronic form. We employ the interactive system Maple V [1] for our present purpose. 5 However, since Maple (like other computer packages) is essentially a "black box," we guard against possible programming or algorithmic errors in the package by using inverse operations. For example, after finding the inverse tangent of a series we then compute the tangent of the result to reproduce the original series as a check. Similarly, after reverting a series with the aid of Theorems 2.3 and 2.4, we apply these theorems to the reverted series to recover the original series.
The analysis for determining asymptotic expansions, again for large s, of the zeros a s , b s , and b s of the functions Ai (z), Bi(z), and Bi (z) is similar and the results are presented in the next section. There are no zeros of Ai(z) and Ai (z) in the complex plane other than those on the negative real axis. However, in the sector π/3 < ph z < π/2 the functions Bi(z) and Bi (z) have infinite sets of zeros β s and β s , respectively, with s = 1, 2, 3, . . . , and conjugate sets of zeros β s and β s in the sector −π/2 < ph z < −π/3. Asymptotic expansions for these zeros are also included in section 4.
In addition to the zeros the associated values Ai (a s ), Ai(a s ), Bi (b s ), Bi(b s ), Bi (β s ), and Bi(β s ) are of importance in applications. As in the case of the expansion for a s given by (3.11)-(3.13), the first few terms in the corresponding expansions of Ai (a s ) and Ai(a s ) can be found by substituting the expansions for a s and a s into (3.2) and (3.1), respectively. One way to generate the higher terms is to use the properties
and as x → −∞,
A second method is to use the properties [6] , [7 
in which s is regarded as a continuous variable. Our Maple code uses the second method, but we also applied the first method as an overall check on the coefficients in all the asymptotic expansions. . Each entry in the tables is the number of terms that ensure the relative contribution of the first neglected term in each series is less than the specified relative precision. An asterisk ( * ) indicates that no term in the series is sufficiently small to yield the desired relative precision. Tables 4.1 and 4.2 were generated in Fortran 90 using the multiple-precision package of [11] .
Results for Zeros and Associated
It needs to be stressed that the criterion stated in the preceding paragraph serves only as a guide to the actual accuracy yielded by each expansion. Only if strict and realistic bounds are known for the remainder terms, as opposed to neglected terms, can we be quite certain that the specified precision is attained. At present the only bounds that appear to be available in the literature are those of Pittaluga and Sacripante [10] . For the expansions of a s and b s they showed that the Jth error term (that is, the error on stopping the expansion at j = J − 1) is bounded by the first neglected term and has the same sign as this term when J = 1, 2, 3, 4, 5, and also that the sixth error term has the opposite sign to the fifth term. For the expansions of a s and b s , they showed that the first terms in each expansion furnish lower bounds.
Our calculations establish that each set of coefficients alternates in sign (except for the second coefficient in the expansions of T (t) and V (t)) at least as far as j = 99. Consequently, we conjecture that in the expansions of a s , b s , a s , b s , Ai (a s ), Bi (b s ), Ai(a s ), and Bi(b s ), the Jth error term is bounded by the first neglected term and has the same sign for all values of J ≥ 1. This is an open problem, as is the problem of finding error bounds for the asymptotic expansions of the complex zeros and associated values of Bi(z) and Bi (z).
