Abstract. Existing definitions of backward error and condition number for linear systems do not cater to structure in the coefficient matrix, except possibly for sparsity. The definitions are extended so that when the coefficient matrix has structure the perturbed matrix has this structure too. It is shown that when the structure comprises linear dependence on a set of parameters, the structured componentwise backward error is given by the solution of minimal cx)-norm to an underdetermined linear system; an explicit expression for the condition number in this linear case is also obtained. Applications to symmetric matrices, Toeplitz matrices and the least squares problem are discussed and illustrated through numerical examples.
, [25] for linear equation solvers provide bounds on the normwise relative backward error of computed solution.
A more stringent measure of backward error results if the components of the perturbations AA and Ab are measured individually, rather than together in a norm.
This way we obtain the componentwise backward error (1.4) w (y) where E _> 0 and f _> 0 contain arbitrary tolerances, and inequalities between matrices hold componentwise. The current trend of using componentwise error analysis and perturbation theory began with the 1979 paper of Skeel [20] . However, componentwise backward error was introduced and studied much earlier in a 1964 paper of Oettli and Prager [18] . Oettli and Prager obtained the explicit formula (1.5) w(y) max in which /0 is interpreted as zero if 0 and infinity otherwise. (A short proof of (1.5) is given in [15] and [20] .) Perturbations that achieve the minimum in (1.4) are (1.6) /kAmin blED2, /kbmin -Dlf where 91 diag(ri/(Z[y + f)) and 92 diag(sign(y)).
One reason for the current interest in componentwise backward error is that it provides a more meaningful measure of stability than the normwise version when the elements of A and b vary widely in magnitude. The most common choice of tolerances is E-IAI and f -Ibl, which yields the componentwise relative backward error. For this definition, zeros in A and b force zeros in the corresponding entries of AA and Ab in (1.4) , and so if w(y) is small, then y solves a problem that is relatively ,close to the original one and has the same sparsity pattern. Another attractive property of the componentwise relative backward error is that it is insensitive to the scaling of the system" if Ax b is scaled to (SIAS2)(Slx) Sb, where S and $2 are diagonal, and y is scaled to Sly, then w remains unchanged. Recent work that makes use of componentwise backward error includes [1] , [2] , [13] , [15] , [16] . [4] or Van Dooren [22] for more detailed discussion of the desirability of preserving matrix structure in definitions of backward error; Van Dooren also discusses structured condition numbers and describes various structured linear algebra problems that arise in signal processing.
In this work, we extend the notions of componentwise backward error and condition number to allow for dependence of the data on a set of parameters. In 2 we define the structured componentwise backward error and show how to compute it when the dependence is linear. In 3 we define a structured condition number that measures the sensitivity of a linear system to structured perturbations measured component- This is an underdetermined system of the form Cz r, with C ]R nx(t+n) and we seek the solution of minimal cx>norm, the minimal value being #(y).
Note that in the case where t n 2 and B I, the rows of C are "structurally independent," that is, there is at most one nonzero per column. Our minimization problem breaks into n independent problems of the form: minimize Ilxll subject to aTx a (which has the solution x (a/llalll)sign(a)). It is easy to see that we recover the Oettli-Prager formula (1.5).
If C is rank-deficient, then there may be no solution to Cz r, in which case the structured componentwise backward error #(y) may be regarded as being infinite.
Assume, therefore, that C has full rank. If C T has the QR factorization then Cz -r may be written [1] We can obtain an approximation to the desired cx>norm minimum by minimizing in the 2-norm, which amounts to setting 2 0 (and which yields z C+Tr, where C + is the pseudo-inverse of C). In view of the fact that n-1/211xl12 <_ [5] , to within a factor n.
(The factor n is a consequence of switching from using components to 2-norms.) A very similar argument shows that when D1 and D2 are identity matrices the condition number cond2(A, x) is the same when symmetry is imposed as when there is no structural constraint (cond2 (A, x) is defined as in (3.4) but with the 2-norm replacing the x>norm). We note that a condition number that respects symmetry has been derived in a different context by Fletcher [7] . Making statistical assumptions about the perturbations to a linear system, Fletcher shows that the expected condition number of a system is changed little by the imposition of symmetry.
To summarize, when perturbations to a symmetric matrix are measured using the 2-norm it makes little difference to the backward error or to the condition number whether symmetry is enforced or not. In computing the "Toeplitz componentwise backward error," we have to distinguish between unsymmetric and symmetric Toeplitz matrices, for which the number of parameters in A is t 2n-1 and t n, respectively. As in the previous section, it is easy to derive the relevant underdetermined system (2.7). Note that the coefficient matrix in (4.3) loses its Toeplitz structure when we carry out the column scaling necessary to reach (2.7) (cf. (4.2) ). Since the number of columns of C is t /n O(n) in both cases, the cost of computing the QR factorization of C is no more than O(n3) operations.
Note that if we set f 0, then in the symmetric case the system Cz r reduces to a square system, corresponding to the fact that the number of parameters in AA and Ab is the same as the number of equations. [13] and [21] ; here we make some progress on the problem.
Observe that the LS minimizer x satisfies the augmented system I A since this is simply a representation of the normal equations. Because this is a square system, the work in 2 can be exploited. he augmented system h a great deal of structure; to reflect this in the structured componentwise backward error (), it is sucient to impose symmetry and to take E (see (2.4)) and f of the form E= E 0 f= Let us denote this backward error by LS(r, Y). The main observation of this section is that PLS(r, Y) respects the structure of the augmented system (unlike 3(r, y) below) and can be computed using standard methods (as described for p(y) in 2).
A complicating factor is that r in (4.5) is effectively a vector of free parameters, so to obtain LS(Y) or WLS(Y) we have to minimize LS(r, Y) over all r. Fortunately, in the applications of interest the naturally arising r is often a good approximation to the minimizer [16] .
In [3] and [131 a "pseudo-componentwise backward error" (r,y) was defined for the augmented system in which different perturbations are allowed in the two occurrences of A. This quantity is simply w(y) of (1.4) applied to the augmented system with I rl 0 and so an explicit formula is available for it from (1.g). In [16] , is proved to be small after With manipulation similar to tha in 2, this linearied problem can be reduced to the computation of a minimum -norm solution to an underdetermined system. 5 . Numerical experiments. In the three applications discussed in 3 it is more expensive to compute #(y) or (y) than to solve the original linear equation problem (but it is inexpensive to estimate condo(A, x)). Thus, unlike the normwise and componentwise backward errors (y) and w(y), #(y) is not a quantity that we would compute routinely in the course of solving a problem. However, tt(y) is useful as a computational tool for studying the stability of a numerical algorithm for solving a structured linear equations problem. We describe some numerical experiments involving the applications of 3.
Our experiments were done using MATLAB, which has a unit roundoff u 2.2 10-16. Computing # involves finding the minimal cx-norm solution to the underdetermined system (2.7). To do this we used the QR factorization transformation to an overdetermined system described in 2, and solved this system in the cx>norm sense using the method of [6] . The cost of the method of [6] In the first test we solved the system Ax b using Gaussian elimination with partial pivoting (GEPP), where A is the 10 10 Hilbert matrix and b (1, 1,..., 1)T/3.
For several E and f, we evaluated the backward errors 7, w, and # for the computed vector , and the condition numbers cond(A,x) of (3.4) and cond(A,x) of (3.5);
we imposed the constraint of symmetry for # (symmetry is denoted by S in the first column of Table 5 .1, we see that requiring symmetry also has little or no effect on the componentwise backward error or the componentwise condition number in this example.
The reason why the numbers in the first two rows of It is perhaps surprising that the increase in the backward error #() between rows "S," "T," and "S,T" in Tables 5.3 We mention that in all the examples reported the approximation in (2.8) satisfied _< 2#.
In a further experiment we repeated some of the numerical tests from [16] , which involve fixed precision iterative refinement of the LS problem using a QR factorization.
We extended the testing of [16] [16, problem PR] (in which A is a 4 3 matrix with widely varying row norms) and problem set H (a parametrized set of problems involving a 6 5 submatrix of the inverse of the Hilbert matrix of order 6), we found that #LS(?, ) " /(, ) u in every case. Thus we can conclude that in these examples WLS() =--min #LS(r, ) U, that is, the computed solution obtained after iterative refinement is the exact solution to a small componentwise perturbation of the original LS problem.
6. Concluding remarks. The contribution of this work is to extend existing definitions of backward error and condition number in a way appropriate to structured linear systems and to show how these structure-respecting quantities can be computed in the important case of linear structure. Thus we have derived new theoretical and computational tools. Several questions merit further investigation:
(1) Are there any nonlinear structures for which #(y) can be computed more efficiently than if it is treated as a general nonlinear optimization problem (for example, 
