Modern cosmology predicts that a galaxy overdensity is associated to a large reservoir of the intergalactic gas, which can be traced by the Lyα forest absorption. We have undertaken a systematic study of the relation between Coherently Strong intergalactic Lyα Absorption systems (CoSLAs), which have highest optical depth (τ ) in τ distribution, and mass overdensities on the scales of ∼ 10-20 h −1 comoving Mpc. On such large scales, our cosmological simulations show a strong correlation between the effective optical depth (τ eff ) of the CoSLAs and the 3-D mass overdensities. In moderate signal-to-noise spectra, however, the profiles of CoSLAs can be confused with high column density absorbers. For z > 2.6, where the corresponding Lyβ is redshifted to the optical, we have developed the technique to differentiate between these two alternatives. We have applied this technique to SDSS-III quasar survey at z = 2.6-3.3, and we present a sample of five CoSLA candidates with τ eff on 15 h −1 Mpc greater than 4.5× the mean optical depth. At lower redshifts of z < 2.6, where the background quasar density is higher, the overdensity can be traced by intergalactic absorption groups using multiple sight lines. Our overdensity searches fully utilize the current and next generation of Lyα forest surveys which cover a survey volume of > (1 h −1 Gpc) 3 . In addition, systems traced by CoSLAs will build a uniform sample of the most massive overdensities at z > 2 to constrain the models of structure formation, and offer a unique laboratory to study the interactions between galaxy overdensities and the intergalactic medium.
INTRODUCTION
The most massive large-scale structures at the peak of cosmic star formation, i.e., z ∼ 2-3, are unique laboratories for understanding cosmic mass assembly. These structures are excellent sites to study the earliest clusters of galaxies, the formation of highly evolved galaxies at high-redshift, and the complex interactions between galaxies and the intergalactic medium (IGM). Also, the abundance of the extreme tails of the mass overdensity provides a particularly potent constraint on models of structure and galaxy formation. Nevertheless, the task of finding high redshift (z > 2) protoclusters is challenging. The majority of protoclusters have been found by targeting rare sources, such as quasars (e.g., Hu et al. 1996) , radio galaxies (e.g. Venemans et al. 2007 ), submm galaxies (e.g., Chapman et al. 2004) and Lyα "blobs" (e.g., ). The utility of these markers is limited by small duty cycles and strong selection biases, and thus the overdensities traced by these rare sources are highly incomplete. An alternative approach to identifying large-scale structures is by targeting blank fields in galaxy redshift surveys Ouchi et al. 2005; Chiang et al. 2013; . However, the current deep high-z galaxy redshift surveys are limited by small survey area (up to a few deg 2 ). Due to these 1 Email: zcai@ucolick.org difficulties, the overall number of confirmed protoclusters is still too low to allow for robust comparisons to hierarchical structure formation models or for environmental studies of galaxy properties at different redshifts Chiang et al. 2013) . A more complete search for galaxy overdensities from larger volume is highly desirable. We are thus motivated to develop systematic techniques to identify early protoclusters, especially to build a uniform sample of the most biased and evolved examples at z > 2. This sample will enable studying how these structures interact with cosmic web filaments, feedback to IGM, and transform into the present-day local clusters, as well as to provide stringent constraints to models of structure formation. Hydrogen in the intergalactic medium (IGM) maintains a high ionization fraction in the post-reionization epoch under a metagalactic ionizing background originating from star-forming galaxies and active galactic nuclei (AGN) (e.g. McQuinn 2015) . Lyman-alpha (Lyα) forest absorption marks locations where the quasar lineof-sight (LOS) intersects intergalactic neutral hydrogen (HI) at the wavelength of the redshifted Lyα resonance lines (e.g., Gunn & Peterson 1965; Lynds 1971; Bi 1993) . The optical depth of HI Lyα smoothly traces the dark matter distribution at scales larger than the Jeans scale of the photoionized IGM (Cen et al. 1994; MiraldaEscudé et al. 1996; Viel et al. 2012; Rauch 2006; . Thus, the Lyα forest has been used as a crucial probe of the IGM and underlying mass distribution of z > 2 over a sufficiently large scale, of densities ranging from the cosmic mean to highly overdense regions . Recently, Lyα forest has been used to measure clustering on large-scales of ∼ 100 h −1
Mpc, and the Baryonic Acoustic Oscillation (BAO) feature at z ∼ 2.5 was detected (Slosar et al. 2011 (Slosar et al. , 2013 Busca et al. 2013) .
A number of theoretical and observational studies have already probed the correlation between Lyα forest absorptions and galaxies on several comoving Mpc (coMpc) scales at z = 2 − 3. On the observational side, absorbers with H I column densities N HI 10 14.5 cm −2
are correlated with galaxy positions on ∼ Mpc scales, and the association is stronger for the higher column density systems (Rudie et al. 2012) . Meanwhile, point out that on still larger scales of 10 h −1
comoving Mpc, the mean transmission of the Lyα forest tends to be low in volumes that contain an overdensity of Lyman break galaxies (LBGs). On the theoretical side, McDonald et al. (2002) use several hydro-particlemesh simulations with box size of 40 h −1 comoving Mpc to demonstrate a strong correlation between the mass and the Lyα forest transmitted flux on 10 h −1 comoving Mpc scale. At higher redshift, Frye et al. (2008) discover a strong intergalactic Lyα absorption with the optical depth close to Gunn-Peterson absorption on 30 h −1 Mpc in the spectrum of a galaxy at z = 4.9. The Lyα optical depth is two times higher the mean optical depth at z = 4.9 on a large scale of 80 h −1 comoving Mpc. Matsuda et al. (2010) conducted deep narrow-band imaging centered on this unusual absorption, which indeed revealed a high concentration of Lyα galaxies at z = 4.87 on large-scale. The structure expands over a region of ∼ 20 comoving Mpc × 60 comoving Mpc on the sky with a galaxy overdensity of δ ∼ 4. All of the above are evidence that support the idea that on sufficiently large scales of 10 h −1 comoving Mpc, the IGM HI gas is a fair tracer of the underlying mass.
The correlation between Lyα optical depth and galaxies on large-scales can be naturally interpreted. At galaxy and cluster scales ( 1 − 2 h −1 comoving Mpc), hydrodynamical processes, such as AGN feedback, supernova (SN) winds, and shock-heating around cosmic web should significantly enhance the strength of the local ionizing radiation. Each of these mechanisms can complicate the relation between Lyα forest absorption and 3-D mass fluctuation. At the same time, on larger scales of 5 h −1 comoving Mpc, AGN feedback could only have small effects on the mean ionizing background (Kollmeier et al. 2003) , and other mechanisms, such as SN winds, shock heating, and metal-line cooling, generally have similar or smaller impacts on Lyα optical depth compared with AGN feedback (Viel et al. 2013) . Moreover, even at small scales, a few simulations suggest that galactic winds tend to escape into the voids, leaving the filaments responsible for the Lyα absorption largely intact (Theuns et al. 2002; Tepper-García et al. 2012) . Therefore, it is not a surprise that at scales larger than 5 h −1 comoving Mpc, the strong Lyα absorption is highly correlated with the underlying mass overdensity, which can too be traced by a galaxy overdensity.
Guided by the theoretical and observational arguments above, we have developed a new approach for identifying the extreme tail of the matter density distribution at the typical proto-cluster scale of 10 − 30 h −1 co-Mpc. This approach utilizes the largest library of quasar spectra currently available from the Baryon Oscillations Spectroscopic Survey (BOSS) (e.g., Dawson et al. 2013) . The BOSS project is part of the Sloan Digital Sky Survey III (SDSS-III) (Eisenstein et al. 2011 ). This largest spectroscopic quasar dataset enables one to locate extremely rare, high optical depth HI (Lyα) absorption due to IGM overdensities at scales of ∼ 10 − 30 h −1 co-Mpc. These IGM HI overdensities, in turn, are expected to trace the most massive early proto-clusters and overdense regions. This technique allows coverage of significantly larger survey volume and may be less biased, since HI density is correlated with the underlying dark matter density field over large scales.
This is the first of a series of papers presenting the selection technique of the high effective optical-depth, large-scale intergalactic HI (Lyα) absorption from the SDSS quasar spectral survey. These systems have coherently strong Lyα absorption on scales of ∼ 10 − 20 h −1
Mpc. Over these scales, we present the strong correlation between the transmitted flux of 1-D intergalactic Lyα absorption and 3-D mass overdensities. We give detailed procedures for selecting these absorption systems. They trace regions that are excellent candidates of the most massive large-scale structures at z = 2-3. In the following, we refer to these systems as the CoSLAs for "Coherently Strong Lyα Absorption systems". We refer to the whole project as MAMMOTH for MApping the Most Overdensity Through Hydrogen. This paper is structured as follows. In §2, we introduce the SDSS-III/BOSS Lyα forest sample and the cosmological simulations that are used for theoretical guidance of SDSS-III/BOSS Lyα forest sample. From simulations, we measure the cross-correlation between the Lyα transmitted flux and mass fluctuation. In §3, we make realistic mock spectra, by including the high column discrete absorbers (Lyman limit system and damped Lyα absorption systems) to our mock spectra and adding noise as well as considering the continuum fitting errors. In §4, we introduce the techniques for selecting coherently strong intergalactic absorption systems (CoSLAs), emphasizing the needs to eliminate high column density discrete absorbers (HCDs), such as damped Lyα systems (DLAs). In §5, we provide a discussion on Lyα absorption systems associated with previously confirmed overdensities. In §6, we present the sample of CoSLA candidates selected from SDSS-III/BOSS and the MMT high S/N spectroscopy. In §7, we discuss the implications of our observations and use our observational results to compare with cosmological simulations. Throughout this paper when measuring distances, we refer to comoving separations or distances, measured in Mpc, with H 0 = 100 h km s −1 Mpc −1 . We convert redshifts to distances assuming a ΛCDM cosmology with Ω m = 0.3, Ω Λ = 0.7 and h = 0.70.
CORRELATION BETWEEN MASS FLUCTUATION AND LYα TRANSMITTED FLUX AT LARGE SCALES
In the following, we explore the general statistical correlation between the transmitted flux (F = exp(−τ eff ))
of Lyα forest absorption and the 3-D mass fluctuation, and in particular, the scatter between the two.
To investigate this cross-correlation, we use two sets of large-scale cosmological simulations to model the Lyα forest. The large-scale Lyα forest simulations are designed to match the properties and guide the observations of large-scale Lyα forest surveys, e.g., the SDSS-III/BOSS Lyα forest sample.
SDSS-III/BOSS Lyα Forest Sample
We use the Lyα absorption spectra observed in SDSS-III Baryon Oscillation Spectroscopic Survey (BOSS) (Dawson et al. 2013; Ahn et al. 2014) . BOSS is one of the four spectroscopic surveys in SDSS-III taken with the 2.5-meter Sloan telescope (Gunn et al. 2006) . BOSS measures redshifts of 1.5 million luminous red galaxies and Lyα absorption towards 160,000 high redshift quasars (Bolton et al. 2012; Ross et al. 2012; Dawson et al. 2013) . The BOSS spectra have a moderate resolution of R ∼ 2, 000 from 3600Å − 10,400Å. With a total exposure time of 1-hour for each plate, the BOSS Lyα quasar sample (Lee et al. 2012 ) has a median signal-tonoise ratio (S/N) of ∼ 2 per pixel (1 pixel corresponds to ≈ 1Å) at rest-frame wavelength λ = 1041 − 1185Å.
The SDSSIII-BOSS/DR12 quasar catalog ) includes 160,000 quasars over 10,000 deg 2 , which yields a quasar average density of 1 per (15 arcmin) 2 , where (15 arcmin) 2 = (17 h −1 Mpc) 2 at z = 2.5. Assuming the typical mass overdensity extends a 15 h −1 Mpc, and assuming each quasar probes an average of ∆z ∼ 0.3 on the sight line, our survey volume for searching overdensities is approximately (1.8 h −1 Gpc) 3 . To measure Lyα optical depth, the mean-flux-regulated principal component analysis (MF-PCA) technique is applied for the continuum fitting (Lee et al. 2013) . In this technique, PCA fitting is performed redward of the quasar Lyα line in order to provide a prediction for the shape of the Lyα forest continuum. The slope and amplitude of this continuum prediction are then corrected using external constraints for the Lyα forest mean flux (Lee et al. 2012; Becker et al. 2013 ).
Large-scale Cosmological Simulations on Lyα
Forest We used two cosmological simulations to examine the correlation between the Lyα transmitted flux and the mass overdensity.
The first cosmological simulation has a box size of 1.5 h −1 Gpc and a Plummer equivalent smoothing of 36 h −1 kpc. It contains 1500 3 particles (White et al. 2011) . The initial particle spacing is 1.0 h −1 Mpc. This simulation was originally used for predicting the BAO feature at ≈ 100 h −1 Mpc. The deterministic fluctuating Gunn-Peterson approximation (FGPA) was used to generate skewers of optical depth with 4,096 pixels for each sight line (e.g., Slosar et al. 2011) . A temperature at the mean density of 2×10 4 K and an equation of state T (∆) = T 0 ∆ γ−1 with a γ = 1.5 is assumed, where ∆ is the overdensity (e.g., Lee et al. 2015) . The optical depth was scaled so that the median transmitted flux is F = exp(−τ ) = 0.78, with τ = 0.25 , consistent with observations at z ≈ 2.5 (e.g., Kirkman et al. 2005; Bolton et al. 2009 ). In the following, we refer to this simulation as the deterministic simulation.
The second simulation was performed with the N-body code GADGET-2 (Springel 2005) and used a box length of 1 h −1 Gpc and 1024 3 dark matter particles. The Plummer-equivalent force softening adopted is 5% of the mean inter-particle distance 48.8 h −1 kpc. From this simulation, we derived mock Lyα forest at z ∼ 2.5 using LyMAS (Lyα Mass Association Scheme). The detailed description of this code is given in (Peirani et al. 2014) . Contrary to the FGPA mapping which assumes a deterministic relation between dark matter overdensity and continuum normalized Lyα flux, LyMAS considers a stochastic relation described by a conditional probability distribution P (F s |δ s ) of the smoothed transmitted flux F s , on the smoothed dark matter density δ s . The conditional probability distribution has been previously derived from high-resolution hydrodynamic simulations of smaller volumes, including a full treatment of physical processes such as metal-dependent cooling, star formation, photoionization and heating from a UV background, supernova feedback and metal enrichment (Peirani et al. 2014) . Lochhaas et al. (2015) tested the cross-correlation of Lyα forest predicted by LyMAS simulation and found that LyMAS perfectly reproduces the correlation between dark matter and transmitted flux computed from the full hydrodynamic gas distribution. In this paper, we use the extended form of LyMAS which produces coherent spectra reproducing the 1-dimensional power spectrum and 1-point flux distribution of the hydro simulation spectra (in redshift-space). LyMAS is expected to be more accurate than a deterministic densityflux mapping; for instance, the deterministic mapping significantly overpredicts the flux correlation function relative to the LyMAS scheme (Peirani et al. 2014) . In the following, we refer to this simulation as LyMAS. We use both simulations to examine the correlation between Lyα absorption and mass overdensities at scales of ten to a few tens of Mpc.
Strong correlation between Mass and Lyα Forest
Transmitted Flux over 10 -40 h −1 Mpc
Using cosmological simulations, we study the largescale correlation between mass and Lyα transmitted flux as a function of different smoothing lengths (scales) from 3 h −1 Mpc -40 h −1 Mpc. We define the fluctuation of the transmitted flux δ F = 1 − F/F , where F is the transmitted flux in the Lyα forest after the spectrum smoothed with a top-hat filter, andF is the mean transmitted flux. We also define the mass perturbation δ m = m/m. The mass m is defined as the total mass of the particles inside the cubes (redshift-space) centered on the pixel of the δ F measurement. Each cube has a linear size equal to the smoothing length (scales). Figure 1 presents the cross-correlation coefficients of transmitted flux δ F and mass perturbation δ m as a function of different smoothing scales. The profile of correlation coefficients predicted by deterministic simulation is generally consistent with those calculated by the Ly-MAS simulation. Both simulations suggest a strong correlation between the mass overdensity and Lyα absorption on large scales. The correlation peaks at scales of The black curve is calculated from the deterministic simulation (deterministic scheme). Blue represents the LyMAS simulation. The deterministic simulation produces systematically higher correlations than LyMAS. Both cosmological simulations suggest the correlation has a broad peak over the scale of 15-40 h −1 Mpc.
10 − 40 h −1 Mpc. From the Figure 1 , the deterministic scheme gives generally higher correlation coefficients between δ F − δ m . For example, at 20 h −1 Mpc, the deterministic scheme presents a slightly (∼10%) stronger correlation.
The correlation coefficient on 10 h −1 Mpc derived by the LyMAS scheme is in excellent agreement with that calculated by Kollmeier et al. (2003) , who use a fully hydrodynamical simulation with a box size of 40 h Kollmeier et al. (2003) , this paper extends the crosscorrelation to scales from 3 h −1 Mpc to 40 h −1 Mpc. For the upcoming analysis, we mainly use the LyMAS simulation.
To better understand the δm − δ F correlation, we choose a specific scale, 15 h −1 Mpc, to examine the scatter between m and effective optical depth τ eff (τ eff = ln F , where F is the average transmitted flux on 15 h −1 Mpc). We choose the scale of 15 h −1 Mpc, because this scale gives a high correlation between the transmitted transmitted flux and mass overdensity (Fig. 1) . Further, the 15 h −1 Mpc is the typical extent of the largescale galaxy overdensities at z > 2 (e.g., Steidel et al. , 2005 Ouchi et al. 2005; Matsuda et al. 2010; Chiang et al. 2013) . We also provide the results on the scales of 10 h Mpc. Different colors represent relative number densities of points in the τ eff − m diagram, normalized to systems in regions with the highest density (brown color). The black dots indicate systems with highest effective optical depth. This figure demonstrates that most of the black points, with high τ eff , residing at the most massive end in the mass distribution.
In this figure, the median mass within (15 h −1 Mpc)
The relation between τ eff and mass on 15 h −1 Mpc derived using the LyMAS simulation. The filled circle with error bar represent the cosmic median mass within (15 h −1 Mpc) 3 and the 1-σ error. The colors represent the probability density of systems in this diagram. We normalised to the systems with the highest number density (brown) to unity. Black dots show the mass within 15 h −1 Mpc cubes traced by absorption with highest effective optical depth. Most of the black dots reside at the most massive end of the mass distribution. We adopt the mean optical depth of τ eff = 0.25 at z = 2.5 (e.g. Becker et al. 2013). in the LyMAS simulation is 2.6 × 10 14 M , denoted by the black horizontal line in Figure 2 .
The scatter of the mass-τ eff relation is primarily due to the 3-D geometrical configurations of large-scale structures, e.g., strong 1-D Lyα forest absorption is biased towards those lines of sight aligned with the major axis of the 3-D structures.
Coherently Strong Lyα Absorption Systems
In the previous subsection, we demonstrated that there exists a correlation between δ F (τ eff ) and mass on large scales of 10 -40 h −1 Mpc ( §2.2). In this subsection, we focus on the mass distribution traced by extreme systems with largest τ eff over 10 − 20 h −1 Mpc (15 -30Å in the spectra at z = 2.5). We compare the mass overdensities traced by strongest Lyα forest absorption to those traced by other methods (e.g., quasars) in the simulation.
First, let us define our Lyα absorption sample. We select systems from mock spectra that have intrinsically high effective optical depth. The red histogram in Figure 3 presents the distribution of τ eff on 15 h −1 Mpc scale. In the lognormal distribution, the mean optical depth is τ eff = 0.25, with a standard deviation of 0.20 on the logarithmic scale, which are consistent with observations (e.g., Bolton et al. 2009; Becker et al. 2013) . In MAMMOTH project, we focus on the strongest absorption systems with the highest effective optical depth with 4.5× τ eff (τ eff > 1.15 at z = 2.5). In the lognormal distribution of optical depth, these systems have τ eff 4-σ higher than the mean optical depth.
We focus on the systems that have τ eff > 1.15, which resides at the 4-σ tail of the lognormal distribution of effective optical depth. This threshold yields 200 systems in the (1 h −1 Gpc) 3 volume. This number is determined with considerations of observational follow-ups. In the following, we refer to the Lyα absorption systems having τ eff ≥ 4σ higher than τ eff as CoSLAs (Coherently Strong Lyα Absorption systems). Figure 27 ).
Mass Overdensities traced by CoSLAs
How effectively do they pinpoint large-scale overdensities compared with other tracers ? In the following, let us examine into these questions in simulations. (1) The first case we consider is the random distribution of the mass within (15 h −1 Mpc) 3 cubes. The black represents the cubes centered at random positions in the simulation box. The mass distribution follows a lognormal distribution, with a median mass of 2.6 × 10 14 M , and a standard deviation of 1.2 × 10 14 M on the logarithmic scale.
(2) The second case uses quasars as tracers of the overdensities. The yellow histogram represents the mass within 15 h −1 Mpc which is centered on quasar halos with M halo = 2 − 3 × 10 12 M (e.g., White et al. 2012): Note. -Summary of mass within 15 h −1 using different tracers in the LyMAS simulation. HI (no noise) represents mass traced by CoSLAs selected from the original mock spectra, no noise being added; CoSLA CNR=4 shows the mass traced by strongest absorption selected from noise-added spectra. CNR=4, the mass traced by CoSLAs selected from the noise-added spectra has a median mass of 6.7 × 10 14 M , with a standard deviation of 1.6 × 10 14 M (red histogram). Thus, the CoSLAs selected from the noiseadded (CNR=4) or noise-free mock spectra trace overdensities with similar mass distribution.
2 Similar results have been found at other scales ranging from 10 -20 h
Mpc (see Appendix).
The figure shows that the CoSLAs effectively trace the most massive overdensities. The overdensities traced by 2 We first set the continuum-to-noise ratio (CNR) = 4, because CNR ≥ 4 empirically provides a good equivalent width estimate for absorbers (e.g., DLAs) in BOSS dataset , Noterdaeme et al. 2012 , Cai et al. 2014 . For example, each 15 h −1 Mpc contains 20 pixels, with the CNR of 4 on each pixel, the error of mean transmitted flux over 15 h −1 Mpc is < 0.05, making the uncertainty of τ eff small. Therefore, we can see noise has a small effect of mass distribution (see last two lines of Table 1 ). Later in this paper, higher CNR = 8 is also presented according to the needs of target selection efficiency. CoSLAs selected from spectra with CNR > 4 should yield a mass distribution betweeen spectra with CNR=4 and noise-free mock spectra. 
MOCK SPECTRA − THE INCLUSION OF HIGH COLUMN DENSITY ABSORBERS
In §2, we demonstrated that mass overdensities can be effectively traced using the coherently strong Lyα absorption systems (CoSLAs) with τ eff ≥ 4.5 × τ eff on 15 h −1 Mpc. In real spectra, however, there will be contaminants like DLAs, sub-DLAs, clustered LLSs. In this section, we explore how we can effectively recover genuine CoSLAs from realistic spectra. We use the mock spectra to test the selection techniques, and apply these techniques to SDSS-III/BOSS data.
The original mock spectra generated by LyMAS simulations well predict the intergalactic low-density gas, which produces the optically-thin Lyα forest (Peirani et al. 2014) . However, this large-scale cosmological simulations lack sufficient resolution and gas self-shielding schemes to reproduce the number of high column density absorption systems (HCDs) with N HI > 10 17 cm −2
in fidelity (Miralda-Escudé et al. 1996; Cen et al. 2003) . These HCDs are self-shielded − the exterior absorbs the ionizing radiation and the interior remain mostly neutral (e.g., McDonald et al. 2005) . They are clumps of dense gas in galactic or circumgalactic environments (e.g., Rubin et al. 2014) , and are observed as damped Lyα systems (DLAs, N HI > 10 20.3 cm −2 ), and Lyman limit systems (LLSs, N HI > 10 17.2 cm −2 ). It is important to take into account the realistic impact of HCDs in the mock spectra for our target selection (McDonald et al. 2005 ; Font-Ribera et al. 2012). The CoSLAs, which trace massive overdensities, have profiles that resemble of DLAs, especially at moderate S/N. This effect is illustrated in Figure 9 , which compares a CoSLA in the LyMAS simulation to a DLA with N HI ∼ 10 20.3 cm −2 . A significant fraction of DLAs resides in low mass or modest mass halos with M < 10 12 M (e.g., Møller et al. 2013) , and most of these halos do not trace extremely massive large-scale overdensities. Thus, DLAs and strong sub-DLAs (e.g., N HI 10 19.5 cm −2 ) are contaminants. Also, we need to take into account the clustered LLSs that have the similar equivalent widths to that of CoSLAs, which is another population of contaminants.
In the following, we introduce our detailed procedures in generating realistic mock spectra, including inserting HCDs, adding continuum uncertainties, convolving spectra to the resolution of SDSS-III/BOSS, and adding noise. Similar procedures were adapted in previous works Slosar et al. 2013; Delubac et al. 2015) .
Procedures of inserting HCDs to the mock spectra
Below, we give detailed procedures to insert the high column density discrete absorbers (HCDs) into the mock spectra. The LyMAS simulation has 65,536 skewers, with the box size of 1 h −1 Gpc on a side. The simulation has a Lyα survey volume about the same as that of BOSS DR9, which contains about 30% of the total 
( 1) Following (Noterdaeme et al. 2009 ), at z ∼ 2.5, we as-
The total distance covered by our simulation is 9.4×10 
This is the number of DLAs we placed into the simulation, distributed randomly in the spatial direction along the sight lines. In reality, DLAs are clustered, but DLA host halos are still under debated. A number of cross-correlation studies measure the average mass of DLA host halos to be widely distributed around 10 9 -10 12 M (e.g., Cooke et al. 2006; Møller et al. 2013; Bird et al. 2014) . We argue that neglecting DLA clustering has negligible effects on the selection of CoSLAs:
(1) If the DLA clustering yields an overlapping DLA, the absorption from overlapping DLAs have wider width compared with CoSLAs and we can easily identify it as such (see Figure 9) .
(2) The probability of having a DLA in the same region as a CoSLA is small. From the simulation, we have checked that the 96% of CoSLAs do not associate with particles (M > 7 × 10 10 M ) within the projected distance of 100 kpc. Therefore, the majority of CoSLAs are not associated to DLAs with host halo with M > 7 × 10 10 M . However, DLAs with halo mass of M < 7 × 10 10 M cannot be resolved from our simulation. Nevertheless, these low-mass DLAs are expected to have small impact parameters 10 kpc . Even if one assumes the covering fraction of DLA clouds is 100% within 10 kpc around the halo center, we expect ∼ 0.2% of DLAs to be associated with CoSLAs 3 . Therefore, the DLA clustering does not affect our selection of CoSLAs.
Similarly, following the same procedures, we added LLSs to the simulation. From Prochaska et al. (2005) , assuming that f HI (N, X) is a single power law over the 10 17.2 cm −2 < N HI < 10 20.3 cm −2 interval:
At z ∼ 2.5, α LLS = −0.9, k LLS = 10 −21.43 from SDSS DR3 and DR4 samples (Prochaska et al. 2005) , and (4) This number yields ≈ 1.7 LLSs per 1 h −1 Gpc path length, which is consistent with the measurements of the mean free path of Lyman limit photons (Worseck et al. 2014; Prochaska et al. 2010) . We have inserted 112,007 LLSs and 11,899 DLAs to the mock spectra.
In this paper, we randomly inserted LLSs in the mock spectra. But LLSs are not randomly distributed. They prefer to reside in the overdense region. Thus, a fraction of CoSLAs should contain LLSs. This affects the selection of CoSLAs (see target selection in §4). If we assume a CoSLA traces an LLS overdenisty of 10 in a 15 h −1
Mpc, and assume in random fields, one can find 1 LLS per 600 h −1 path length at z ∼ 2.5 (e.g. Prochaska et al. 2010) , we expect 25% of CoSLAs contain at least 1 LLS within ±7.5 h −1 Mpc from the CoSLA center. About 75% of CoSLAs do not associate with LLSs, and the absorption is only due to superposition of intergalactic Lyα forest.
Effects of LLS clustering
The details of LLS clustering along the quasar sight lines are poorly constrained. For the mock spectrum, we treat LLSs to be randomly distributed. Nevertheless, we should note that the LLS clustering could yield the overlapping LLSs that have similar equivalent width and profiles with CoSLAs. Using 50 LLSs from the HD-LLS survey Fumagalli et al. 2015) , we roughly estimated how clustered LLSs affect our target selection efficiency. The median τ 15h −1 Mpc eff = 1.9 × τ eff , with a standard deviation of 0.7. Assuming the τ 15h −1 Mpc eff has a lognormal distribution, we estimate that the chance of clustered LLSs that have optical depth higher than CoSLA selection criterion is smaller than 0.3%. In §4, we will discuss how this fraction affects our target selection efficiency.
3.2. Convolve the mock spectra and add noise After inserting DLAs and LLSs, we convolved the spectra to BOSS resolution using the Gaussian kernel, with The τ eff differences of CoSLAs calculated using two sets of continua fitting. In the first set of continua, the optical depth of CoSLAs are calculated with CoSLA being masked in the continuum fitting process. In the second set, τ eff are calculated without the CoSLAs being masked in the continuum fitting. The presence of CoSLAs makes the MF-PCA fitted continua bias toward to a lower level by ≈ 2.5%. The results are based on the calculation of 2,000 mock spectra.
the FWHM equal to the actual dispersion of BOSS spectrum at λ ∼ 4250Å (z = 2.5). We then add the noise to the spectra. We produced two sets of mock spectra, one with a continuum-to-noise ratio (CNR) of 4, the other a higher S/N dataset with CNR = 8 for comparison and following discussions.
Uncertainties of Continuum-fitting
The uncertainties of continuum fitting need to be included to the mock spectra, because the observed optical depth of Lyα forest is calculated based on the continuum fitting. In practice, we use the mean-flux-regulated principal component analysis (MF-PCA) to fit the BOSS quasar continua (Lee et al. 2013) . Following the discussion in Lee et al. (2012) , the continuum residual δC(λ) is defined as
. The median r.m.s. continuum fitting error is 4.5%, for spectra with 6 < S/N < 10 at z = 2.5; a 5.5% for spectra with 4 < S/N < 6. Therefore, we put a 4.5% uncertainty around unity for mock spectra with CNR = 8, and a 5.5% uncertainty for mock spectra with CNR=4, to simulate the fitting errors of continua.
Also, the presence of CoSLAs biases the quasar continuum to lower amplitude, because the MF-PCA technique fits the amplitude based on the mean optical depth of Lyα forest (Lee et al. 2012) . Figure 11 presents the (∆τ eff ) of 2,000 simulated systems, where the (∆τ eff ) is defined as the optical depth difference using the continua with and without the CoSLAs being masked. Statistically, the CoSLAs reduce the amplitude of continua by an average level of ≈ 2.5%. In our target selection from a large dataset, we do not know in advance the exact positions of CoSLAs and so we need to take into account the continuum bias introduced by CoSLAs.
After inserting HCD, adding noise, and including the uncertainty of continua fitting, we compare the probability distribution function (PDF) of τ -The probability distribution function (PDF) of τ eff on 15 h −1 in BOSS data (red) and LyMAS simulation (blue), after adding noise, inserting HCDs and including the continnum fitting uncertainties in the LyMAS simulation. We choose 20,000 systems in both LyMAS simulation and BOSS simulation. The noise is included with bootstrap resamping on the data. The upper panel presents the PDF in a linear scale on the y-axis, and the lower panel presents the PDF in a logarithmic scale.
data have redshifts of z = 2.5 ± 0.2 to match the redshift of LyMAS simulation. The two PDFs are generally consistent with each other.
SELECTION OF COSLAS
Using these realistic mock spectra, we now present the detailed technique to select CoSLAs on 15 h −1 Mpc. The CoSLAs have high effective optical depth (τ eff ) due to the intergalactic HI overdensities. We need to find algorithms to differentiate them with the contaminants due to high column density absorbers (HCDs). The algorithms developed from these realistic mock spectra can be directly applied to SDSS-III/BOSS data to select CoSLAs ( §6).
Number of Targets and Contaminants
First, we define the cutoff for effective optical depth (τ eff ) of the CoSLAs. After this initial restriction, the number of contaminant HCDs is significantly higher than CoSLAs. The procedures are as follows:
(1) Count the number of targets: smooth the noiseadded, continuum-uncertainty included, but no LLSs-, DLAs-inserted mock spectra, and select absorption systems with τ 15h −1 Mpc eff greater than the CoSLA threshold of 4.5 × τ eff . In LyMAS simulation with (1 h −1 Gpc) 3 , a sample of 303 systems is selected using mock spectra with CNR = 4. For mock spectra with CNR = 8, 289 systems are selected. From Figure 5 , most of the systems selected from noise-added spectra (CNR=4) trace large-scale structures with mass > 2.6× that in random fields, representing > 3.3-σ mass overdensities. This distribution is similar to the CoSLAs selected from original mock spectra, without noise being added (Table 1) . We therefore define our targets as CoSLAs selected from the noise-added mock spectra, but no-HCD inserted.
(2) Count the number of contaminants: smooth the noise-added, LLSs-and DLAs-inserted spectra. We select the absorption systems with the transmitted flux (F t ) we determined in the step (1). A large number of absorption systems are selected; the vast majority of these systems are due to high column density absorbers (DLAs, sub-DLAs). For spectra with CNR= 4, 13,635 systems satisfy the τ eff cut proposed in step (1), where 310 of them are CoSLAs. For spectra with CNR= 8, 12,209 systems are selected (Table 2) , where 279 of them are CoSLAs. Because these high column density systems (HCDs) are most likely produced due to individual galaxies (Møller et al. 2013) rather than large-scale IGM overdensities, they are treated as contaminants.
After the cut in optical depth, the number of contaminants is two orders of magnitude higher than that of targets. We summarize the above results in Table 2 . The following of this section describes our attempts at removing the HCD contaminants.
4.2. Selection Criteria of the Strongest Lyα absorption due to IGM Overdensities We now describe the algorithm to remove the HCD contaminants and select CoSLAs.
From Figure 9 , at high S/N, one can identify DLAs by either using the presence of damping wings (Voigt profile) or low-ionization metal lines. However, this is not always possible using data with modest SNR. Our goal is to find selection criteria to eliminate DLAs and sub-DLAs without merely relying on fitting the Voigt profile.
We explored the following criteria that can effectively exclude a significant number of HCD contaminants and efficiently select CoSLAs on 15 h −1 Mpc: (a) w 0.8 < 70Å, where w 0.8 is denoted as the width at flux/continuum= 0.8.
(b) The mean flux of absorption trough (F trough ) > 0.15.
(c) Non-detection of low-ionization metal lines associated with the Lyα absorption systems.
(d1) For absorbers with z > 2.65: the Lyβ transition contains a series of absorbers and the equivalent width (EW) ratio of Lyβ to Lyα on 15 h −1 Mpc is greater than 0.6. (at this redshift range, Lyβ is covered in the optical spectroscopy).
(d2) For absorbers with z < 2.65: the presence of a group of absorption systems at z < 2.65 (at z < 2.4, the average BOSS quasar density reaches ≥ 15 per deg 2 ). We define absorption group as ≥ 4 absorption systems in a volume of (25 h −1 Mpc) 3 , with each absorption has a τ eff on 15 h −1 Mpc ≥ 3.5× mean optical depth τ (z) . In this paper, we mainly consider absorption systems at z > 2.65. In the next paper of this series, we focus on absorption group and the spectroscopic confirmation of an extremely overdense field.
In the following, we introduce details for each criterion:
Criterion(a):
Criterion (a) defines the width of the absorption systems. We use (a) to eliminate DLAs with column density N HI > 10 20.6 cm −2 . As shown in the simulation (Figure 4) , even the most extreme IGM Lyα absorbers selected from a 1 (h −1 Gpc) 3 volume have w 0.8 < 70Å. Wider absorbers are due to DLAs.
In practice, we define the absorption center as the wavelength giving the smallest transmitted flux within ±10Å (±7.5 h −1 Mpc at z = 2.5). For a given absorption system, the width at flux/continuum=0.8 (w 0.8 ) is calculated as follows: in the left wing, we calculate the median wavelength at flux continuum = 0.80 ± 0.01, and denote this wavelength as w l,0.8 . In the right wing, we also calculate the median wavelength that have flux to continuum = 0.80 ± 0.01, and denote this wavelength as w r,0.8 . The width of absorption at flux /continuum=0.8 (w 0.8 ) is then defined as w r,0.8 − w l,0.8 , and we require that w 0.8 < 60Å. Note. -The last two column data presents the number of the absorption systems selected in noise-added mock spectra and high column density (HCD)-inserted mock spectra. For data with CNR = 4 and CNR= 8, a significant number of contaminants are included. In this section, we focus on the CoSLA selection technique from a large number of contaminants. 
Criterion (b):
Criterion (b) is the constraint for the mean flux in the dark trough. For DLAs, the expected level in this trough is zero; however, for CoSLAs, the absorption trough has transmitted flux larger than 0.1.
In practice, we define the flux of absorption trough (F trough ) as the mean transmitted flux within the region of ±5Å from the absorption center. We only select the absorption systems with F trough > 0.15.
The criteria (a) and (b) are referred to width-trough (w-t) criteria. Figure 12 shows the separation between HCDs and CoSLAs in F trough -w 0.8 diagram. With a CNR of 4 per pixel, using these two criteria, we can exclude 70.8% of HCD contaminants. Only 25.3% of the CoSLAs are eliminated by applying same w-t criteria. For spectra with CNR = 8 per pixel, 79.4% of contaminants are ruled out, and 80.0% of the CoSLAs pass the criteria. Therefore, criteria (a) and (b) effectively eliminate contaminants, and also preserve high completeness for selecting targets. We summarize this result in the following Table  4 .
Criterion (c):
Low-ionization (low-ion) metal lines trace high column density neutral hydrogen (HI) systems in the interstellar and circumgalactic medium (e.g., Ford et al. 2013) . However, if the quasar sight line passes through the IGM overdensity, this HI overdensity should not be associated with detectable low-ion metal lines in typical BOSS spectra (e.g., Oppenheimer et al. 2012) .
Using low-ion metal absorption lines, we can eliminate a significant fraction of DLAs and sub-DLAs (Noterdaeme et al. 2012) . Specifically, we pay particular attention to OI λ1302, CII λ1334, Si II λ1304, Si II λ1526, AlIII λ1670. If we detect the low-ion metal lines associated with strong Lyα absorption systems, we designate this system as a contaminant due to discrete DLAs or sub-DLAs. In addition, we remove Broad Absorption Lines (BALs) by searching for the presence of strong NV or CIV. Noterdaeme et al. (2012) present the equivalent width (EW) measurements for metal lines associated with HI absorbers with column density N HI > 10 20 cm −2 in SDSS-III/BOSS quasars. Using this catalog, we can calculate the fraction of the DLAs and sub-DLAs having detectable low-ion metal lines.
For quasar spectra with a median CNR > 4, Figure 20.0 −10 20.4 cm −2 can be ruled out using CII absorption or Si II absorption line. Therefore, for spectra with CNR 4, we can remove 75% of DLAs; and for spectra with CNR 8, we can remove 82% of DLAs, simply by utilizing the presence of corresponding C II λ1334 and Si II λ1526 lines.
Furthermore, for those Lyα absorption systems with non-detected corresponding CII and Si II, we stacked the expected low-ion metal lines redward the quasar Lyα emission. If we still cannot detect the stacked metal absorption, this system passes the metal-line inspection. With this technique, we can remove 78% of DLAs for spectra with CNR= 4, and 84% DLAs with CNR = 8.
For sub-DLAs at z ∼ 2.5 with N HI = 10 19 −10 20 cm −2 , their metallicity increases as column density decreases (York et al. 2006; Khare et al. 2007; Péroux et al. 2008 ). We conservatively assume that the average metallicity increases 0.6 dex for N HI = 10 19 − 10 20 cm −2 compared with the metallicity for DLAs N HI = 10 20 − 10 20.5 cm −2 (e.g., Khare et al. 2007 ). For spectra with CNR=4, 50% sub-DLAs from 10 19 −10 20 cm −2 have low-ionization metal lines that can be detected by SDSS-III/BOSS. For spectra with CNR=8, 57% of sub-DLAs can be ruled out using low-ionization metal lines. For LLSs with column density N HI < 10 19 cm −2 , ≈ 20% of the LLSs have strong CII or Si II absorption with rest-frame EW > 0.2 A and can be detected by BOSS data with CNR > 8 Fumagalli et al. 2015) . In our Note. -Summary of DLAs and sub-DLAs that can be ruled out using low-ionization metal lines. Two sets of spectra are presented, one having continuum-to-noise ratio (CNR) = 4, the other having CNR = 8.
simulation, we conservatively assume that we cannot detect metal lines associated with LLSs with N HI < 10 19 cm −2 in BOSS data. In Table 3 and Table 4 , we summarize the results after applying the metal-line selection criteria to our data. From Table 4 , one can see that the number of unidentified DLAs, sub-DLAs and overlapping LLSs is significantly reduced, but remain more than one order of magnitude more than CoSLAs. More criteria are needed to improve selection efficiency and further eliminate these high column density absorbers.
Criterion (d1):
The corresponding Lyβ absorption can be used to further determine the nature of the systems at z > 2.65. At z > 2.65, Lyβ is covered by BOSS spectra. The comparison between Lyα and Lyβ can help to distinguish if the absorption system consists of DLAs or the superposition of Lyα forest.
Based on our simulation, the CoSLAs with largest τ eff on 15 h −1 Mpc contain the superposition of absorbers with N HI ∼ 10 15 − 10 17 cm −2 . The individual Lyα absorbers are in the modestly saturated part of the curve of growth. Using the mock spectra, we have calculated that CoSLAs have EW ratio of Lyβ to Lyα in the range of 0.70 − 0.85 (also see Figure 4) .
Conversely, without considering LLS clustering, the major contaminant is high column density absorbers with N HI > 10 19.5 cm −2 . The corresponding Lyβ is a single absorber with a much smaller equivalent width than the Lyα absorption (see Figure 15 ), since it lies on the damping part of the curve of growth. Therefore, even at the BOSS SNR and resolution, the measured EW ratio of Lyβ/Lyα provides a sensitive test on which part of the curve of growth the absorber lies, and whether it is a CoSLA or a DLA. Figure 15 presents that, when the column density N HI = 10 15.0 −10 18.0 cm −2 , the EW ratio of Lyβ to Lyα is greater than 0.6. When N HI > 10 19.5 cm −2 or N HI < 10 14.5 cm −2 , the EW ratio of Lyβ to Lyα significantly drops below 0.25. Based on the above discussions, we select systems with the ratio of EW Lyβ to EW Lyα greater than 0.6.
For contaminants with CNR= 4 that pass the criteria (a), (b), and (c), 72% can be ruled out using criterion (d1). However, there are still more contaminants than targets after using criteria (a) − (d1). At CNR = 4, the remaining contaminants have indistinguishable profiles with CoSLAs using our current criteria. For CNR = 8, over 83% of the systems with N HI > 10 20 can be identified. After applying criterion (a) − (d1), the number ratio between targets and contaminants is about 2 (see Table 4 ), without considering LLS clustering. The remaining 91 systems containing absorbers with When the column density is N HI = 10 15.5 − 10 18.0 cm −2 , the EW ratio is greater than 0.75. When N HI > 10 19 cm −2 or N HI < 14.5 cm −2 , the EW ratio drops below 0.25, regardless of the spectral resolution. This EW ratio can be used to significantly rule out absorbers with N HI > 10 19.0 cm −2 .
N HI ∼ 10 17 − 10 18 cm −2 are hard to rule out from moderate resolution data.
In Figure 16 , we plot the mass distribution traced by systems that meet criteria (a) -(d1). Most of the selected 1-D absorption systems trace large-scale structures with a median mass of ≥ 6.2×10
14 M , a factor of 2.4× that in random fields, representing 3σ mass overdensities. We summarize these results in Table 5 . This is the mass overdensities traced by CoSLAs using single sight lines, i.e., without additional 2-D information. Note that these results have not included the LLS clustering. The LLSs with N HI < 10 18.5 cm −2 have almost the same Lyβ to Lyα ratio compared with strong Lyα forests with N HI ∼ 10 16 cm −2 (Figure 15 ). These clustered LLSs with N HI < 10 18.5 cm −2 are hard to eliminate based on our current selection criteria. From §3.1.1, using high resolution spectra of 50 LLSs with N HI < 10 19 cm −2 , we roughly estimate that the LLS clustering yields 0.02% systems with τ eff higher than our CoSLA selection threshold. Although this is a small fraction, it includes ≈ 300 clustered LLSs with N HI <= 10 19 cm −2 that are hard to identify from moderate resolution spectra. These clustered LLSs may reduce our CoSLA selection efficiency to ≈ 40%. By collecting new data on LLSs, we are preparing a paper to probe the LLS clustering along the line-of-sight in details.
We apply the criteria (a) -(d1) to BOSS data to select the strongest absorption systems at z > 2.65. We summarize the sample selected from SDSS-III/BOSS in section §6.
Criterion(d2):
For absorbers at z < 2.65, Lyβ with good S/N is generally not available from the BOSS data. We apply criterion (d2): using groups of Lyα absorption systems to pinpoint mass overdensities.
From our simulation, a considerable fraction of CoSLAs is associated with other nearby IGM Lyα forest systems with τ eff > 0.8 (3.5 × τ z=2.5 ). This effect arises because true IGM overdensities trace filamentary structures that could extend a few tens of Mpc (see Figure 8) . However, DLAs or sub-DLAs, which are more Note. -The last two column present the number of absorption systems in noiseadded mock spectra and high column density (HCD)-inserted mock spectra, assuming LLSs are randomly distributed. For data with CNR = 4 and CNR= 8, we summarize our results after applying the w-t and metal-line selection criteria to our data. A significant number of DLA contaminants is excluded with applying these criteria. However, one can see that number of unidentified DLAs, sub-DLA remains one order of magnitude larger than that of CoSLAs. More criteria are needed to further rule out high column density absorbers. Note.
-Similar with Table 1 , summary of mass within 15 h −1 Mpc in different positions in LyMAS simulation. "CoSLAs from original mock" represents mass traced by CoSLAs selected from original mock spectra, no noise being added or HCDs being inserted; HCD inserted represents the CoSLAs selected from realistic mock spectra with HCD-inserted and noise added. We apply criteria (a)−(d1) to select CoSLAs from HCD-inserted realistic mock spectra, without LLSs clustering considered.
likely to trace field galaxies, normally have small HI cross sections (∼ 100 kpc × 100 kpc, e.g., Cai et al. (2014) ), and there is a small chance to find a group of HCDs on Mpc scales. For example, with sight-line separations of 15 h −1 Mpc, we estimate that the probability of having DLA pair is 0.05%.
4 For ≥ 3 DLAs within a 15 h −1
Mpc, the probability is further much smaller. At z < 2.35, the SDSS-III/BOSS has reached an average quasar density of 10 deg −2 . In some sub-regions of BOSS area (e.g., Stripe 82), the background quasar density exceeds 20 deg −2 . In a significant fraction of SDSS coverage, the background quasar density is sufficiently high to use criterion (d2) to select the most massive HI overdensities over a large scale.
In the LyMAS simulation, after reducing the density of sight lines to realistic 2-D BOSS quasar distribution, 17 groups of absorption systems are selected from a 1 (h −1
Gpc)
3 survey volume, which regions contain ≥ 4 absorption systems with 3.5 × τ < τ eff < 7 × τ in a volume of (25 h −1 Mpc) 3 . Each of these selected groups contains 4 We assume that the DLA covering fraction is 100% within the impact parameter of 10 kpc from the halo center. Cooke et al. (2006) report that the correlation function ξ DLA (r) is ≈ 30% at r = 15 h −1 Mpc. Based on this correlation strength and halo abundance function (Tinker et al. 2010) , the probability of finding two DLAs separated by 15 h −1 Mpc is approxmately 0.05%.
at least one CoSLA with τ eff > 4.5 × τ , and most of these group of absorption systems trace the large-scale structures. The 3-D mass distribution associated with these 17 groups of absorption systems are presented in the blue histogram of Figure 16 . This method currently works best for BOSS at z < 2.35. For z > 2.35, the overdensity searches using criterion (d2) could be considerably incomplete, because the 2-D quasar density is significantly lower.
In our next paper of this series, we will introduce our narrowband imaging results on overdense fields with a group of absorption systems selected from SDSS-III. In this paper, we mainly focus on the spectroscopy results of 1-D Lyα absorption systems in single sight lines, and therefore focus on systems at z > 2.65.
LYα ABSORPTION SYSTEMS AROUND CONFIRMED OVERDENSITIES
In this section, we examine the Lyα absorption signatures on two well-studied galaxy overdensities. There are a few other overdensities at z = 2 − 3 that can be utilized to conduct similar tests (e.g., protoclusters in COSMOS) (Chiang et al. 2014) . The complete results of Lyα absorption around confirmed overdensities will be summarized in the paper that is preparing (Mukae et al. 2016 in prep.). (d2)). These 17 groups contain strong IGM Lyα absorption, and effectively trace the mass overdensities.
5.1. SSA22 Protocluster at z = 3.1 SSA22 protocluster is the most intensively studied large-scale galaxy overdensity at high redshift. This overdense field was serendipitously discovered by through deep galaxy redshift survey. Further multiwavelength observations from optical to submm confirmed an overdensity of LBGs, LAEs, LABs and SMGs in this field on ∼ 30 h −1 Mpc (e.g., Chapman et al. 2004; Matsuda et al. 2005; Tamura et al. 2009 ). In the SDSS-III/BOSS quasar library, we found four background quasars within 30 h −1 Mpc from the center of SSA22.
In Figure 17 , we present that the Lyα absorption around the SSA22 overdense field. The upper left panel presents a background quasar 4.0 h −1 Mpc away from the field center: α = 22:17:34, δ = +00:17:01 (J2000.0). This strong absorption has also been observed using Keck/HIRES , and confirm that this absorption is consistent with the superposition of the intergalactic Lyα forest rather than LLSs or DLAs. The upper right panel present an absorption system at the similar redshift as the galaxy overdensity (z = 3.09), with an effective optical depth on 15 h −1 Mpc equals to ≈ 4.0 × τ eff . The lower left panel shows a background quasar ∼ 36.0 h −1 Mpc away from the center of SSA22, with a high τ eff ≈ 3.7 × τ eff on 15 h −1 Mpc. The lower right panel presents a modest Lyα absorption at 28.8 h −1 Mpc from the field center, with an optical depth 2.0 × τ eff . The SSA22 is traced by a group of Lyα absorption systems.
5.2.
A Large-scale Lyα Nebula Jackpot Quasar Quartet at z = 2.05 Giant Lyα nebulae (also known as Lyα blobs, LABs) are characterized by a high luminosity of Lyα line emission (L(Lyα) 10 43 erg s −1 ), and a spatially large Lyα emitting region from tens of kiloparsec (kpc) up to intergalactic scales of hundreds of kpc (e.g., Yang et al. , 2010 Yang et al. , 2014 Matsuda et al. 2005 Matsuda et al. , 2011 ). Previous studies suggest the giant Lyα blobs (LABs) are strongly clustered sources. They are living in massive dark matter halos (∼ 10 13 M ), and represent sites of most active galaxy formation and large-scale galaxy overdensities (Yang et al. , 2010 . Hennawi et al. (2015) reported a giant and ultraluminous Lyα nebula Jackpot which is associated with a rare quasar quartet at z = 2.05. This structure is embedded in a substantial overdensity of galaxies . At a large scale of 15 h −1 Mpc from this LAB, we found fix background quasars in SDSS-III. Most of these quasar continua have a significant excess of Lyα absorption at z = 2.05 (Figure 18) .
In Figure 18 , we present four Lyα absorption surrounding the quasar quartet. Upper left presents a background quasar 110 physical kpc away from the Lyα nebula, and an absorption at the redshift of the quasar quartet (z = 2.05, λ = 3710Å). Lower left shows another absorption system 3.9 h −1 Mpc away from the LAB. The upper right panel displays a background quasar 8.8 h
−1
Mpc away from the Lyα nebula, and lower right presents another strong absorption 12.5 h −1 Mpc away from the LAB. The τ 15h −1 Mpc eff of these four Lyα absorption range from 3.5 -4.2× τ eff . The group of absorption systems support the anticipation that a large-scale IGM overdensity is associated with this quasar quartet.
These results, found from overdensities selected from modest survey volume, encourage us to probe more extreme systems selected from larger survey volume using SDSS-III/BOSS (see §6). 6.1. A sample of candidate IGM absorption systems at z > 2.65 In this section, we introduce a sample of CoSLA candidates that are selected from the SDSS-III/BOSS quasar spectral library (see §2.1). For each quasar sight line, we search for CoSLAs over a redshift range between z min , defined as the redshift where the spectral continuum-tonoise ratio (CNR) per pixel reaches 8, and the z max , defined as 3000 km s −1 blueward of quasar redshift. The selected absorption systems have highest τ eff over a smoothing distance of 15 h −1 Mpc. We apply our selection criteria (a)− (d1) described in §5.2 to select absorbers with z abs > 2.65 where Lyβ is covered by SDSS-III/BOSS.
Survey Volume
Within the RA range (RA > 20 h and RA < 12 h) that we can reach with our scheduled time in Multiple Mirror Telescope (MMT), we probe the Coherently Strong Lyα Absorption systems (CoSLAs) from ≈ 6, 000 sight lines, a total distance (d sight line ) of 1.53 × 10 6 h −1 Mpc along the lines of sight. The significant overdensity of HI gas is expected to extend to at least ±5 h −1 Mpc (e.g., see Figure 8 ), so that each quasar probes a cylinder with a volume of ∼ 10 h −1 × 10 h −1 × d sight line Mpc 3 . Thus, overall, we have probed a volume of ∼ 10 × 10 × 1.53 h −3 Mpc 3 = 0.15 (h −1 Gpc) 3 . From this volume, applying selection criteria (a) − (d1), we select 12 CoSLA candidates from 947 absorption systems with τ eff (z abs ) > 4.5× τ eff (z abs ) on 15 h −1
Mpc. We briefly summarized our data in Figure 19 . We have obtained high SNR observations for 5 of these 12 absorption systems at Multple Mirror Telescope (MMT) (red points in Figure 19 , see §6.2). We do not find any CoSLA with τ eff > 7 × τ eff (z abs ) , where τ eff = 0.29 − 0.42 at z = 2.65 − 3.40 (Bolton et al. 2009; Faucher-Giguere et al. 2008 ). This result is consistent with the LyMAS simulation. Our studies support that there is an upper limit on τ eff of CoSLAs within 0.15 (h −1 Gpc) 3 , which is 6 × τ eff (z abs ) . Any absorbers with τ eff > 6 × τ eff (z abs ) are contaminated by HCDs.
In the following, we present high SNR spectra of 5 candidates of CoSLAs. Table 6 and Table 7 further present the properties of this sample.
6.2. MMT Spectroscopy of a sample of IGM absorption systems at z = 2.7 − 3.4 Spectroscopic observations of CoSLA candidates were obtained using the blue channel spectrograph onboard the 6.5 m MMT in 2012 − Jan. 2014. The MMT observations have higher SNR than that of the BOSS data, particularly in the Lyβ region of CoSLA candidates.
This section presents a sample of 5 CoSLA candidates at z = 2.7 − 3.4 that are strongly suggested by both BOSS and MMT spectra (also see Table 6 and Table 7) .
Depending on the central wavelength of the absorption, we either use the 800 lines mm −1 (R = 2, 000) or the 1200 lines mm −1 (R = 3, 000) gratings, with the selection made by the following reasons: (1) to match the central wavelength of the absorption with the most sensitive part of the grating and spectrograph; (2) some absorption systems need a higher resolution to better resolve the absorption features. Typically, 90 − 120 minutes onsource exposures were taken for each target, which varied according to the weather conditions and the quasar flux density. We divide long exposures into a series of single 20−30 min individual exposures. Data reduction was finished with the automatic pipeline during the observations in order to decide if more exposures were needed. The wavelength coverage varies according to the central wave-length of specific absorption system. The airmass of the observations were about 1.0 − 1.4, and we used positions angles close to the parallactic angle. Spectrophotometric standard stars were observed for flux calibration, and a CuAr arc lamp was used for wavelength calibration. We have reached a typical CNR of 10 in the absorption region. What is the underlying mass such strong absorption ? We define the mass overdensity within 15 h −1 comoving Mpc as
where M 15h −1 Mpc is 2.6 × 10 14 M , the average mass within a (15 h −1 Mpc) 3 box. The quantity δ m is the mass overdensity. On 15 h −1 Mpc scale, the effective optical depth of this absorption is about 4.8× τ eff (z = 3.1) The upper panel shows the BOSS spectrum, with absorption marked in yellow shaded area. Orange shows the continuum using mean optical depth regulated PCA fit (Lee et al. 2012) . The middel panel presents the τ eff over 15 h −1 Mpc centered on the absorption center. The blue horizontal lines indicate the threshold of CoSLAs, which is a 4.5× the mean optical depth. The lower panel presents MMT spectra (R = 3, 000), expanding the Lyα absorption. Black presents the Lyα absorption and blue indicates Lyβ absorption. From the equivalent width comparison between the Lyα (black) and Lyβ absorption (blue), this system contain multiple absorbers, with the column density of each absorber N HI ∼ 10 15 − 10 18 cm −2 . (Bolton et al. 2009; Faucher-Giguère et al. 2008) . From Figure 2 , the median mass traced by CoSLAs with τ eff = 4.8 × τ eff is around 6.5 × 10 14 M , equivalent to an overdensity of 1.5 on the large scale of 15 h −1 Mpc. Such large-scale overdensities contain sub-region density peaks that have high mass concentration. The high density peaks represent most overdense environments at high redshifts (e.g., Chiang et al. 2014; Steidel et al. 2005) . Figure 8 presents the projected matter distribution in the x-z plane, where the z-axis is along the line of sight direction. The density peaks have mass overdensities reaching δ m ≈ 10 on (5 h −1 Mpc) 3 volume. Note the overdensity is estimated with the assumption that J025252.07+025704.0 does not contain LLS. Our current observations cannot rule out the possibility that J025252.07+025704.0 may contain LLS absorbers with N HI ∼ 10 17 −10 18 cm −2 (see §4.2). The presence of LLSs should lower our estimates on the mass overdensity. centered at 4830Å, and has the effective optical depth of τ eff = 1.71 +0.10 −0.10 , a factor of 4.5× the mean optical depth at z = 3.17 (Bolton et al. 2009 & DallAglio et al. 2008 , Faucher-Giguere et al. 2008 . The mid-panel presents the effective optical depth on 15 h −1 Mpc
The lower panel displays the MMT observations on this target with 3 × 30 min exposures using 1200 lines mm −1 grating. On a 15 h −1 scale, this absorption has rest-frame EW ratio between the Lyβ to Lyα ( from the target. Both sight lines contain Lyα absorption with τ eff 3× the mean optical depth at z = 3.
J084259.37+365704.3, together with this rare absorption group at z = 3.1, is likely to trace a massive overdensity. The median mass overdensity traced by CoSLAs with τ eff = 4.5 × τ eff is 1.4 (Figure 2 ). and typical Doppler parameter does not reach the zero level (Pieri et al. 2014) . Combined with the EW ratio of Lyβ to Lyα, the most likely scenario is that this CoSLA Figure 25 presents the CoSLA candidate J113647.76+192633.9 at z = 3.03, which is associated with a rare quasar group at similar redshifts of z = 3.02 ± 0.02. The upper panel presents the BOSS spectrum, which contains a CoSLA candidate on 15 h −1
Mpc centered at 4912Å (yellow shaded area). Also, there is another strong Lyα absorption system centered at 4885Å. At 4912Å, from the BOSS data, the effective optical depth of this system is τ eff = 1.80 +0.10 −0.10 , a factor of 4.6× the mean optical depth at z = 3.0. The lower panel presents the follow-up MMT observations on this target with a 2 × 30 min exposure using 800 lines mm −1 grating (R = 2, 000).
The observed equivalent width ratio between the Lyβ to Lyα is 0.96
−0.06 . Also, the Lyα and Lyβ both reach transmitted flux below 0.1. As with the previous discussions, this system is highly likely to be consisting of the superposition of Lyα forest lines with HI column density N HI = 10 15 − 10 18 cm −2 . This absorption system is associated with a rare quasar group at same redshifts: J113630.91+194337.6 at z = 3.04 with an transverse separation of 2 h −1
Mpc; J113653.23+192346.3 at z = 2.99 with a transverse distance 6 h −1 Mpc from the absorption system, and J113602.86+193557.8 at z = 3.01, with a transverse separation of 16 h −1 Mpc. CoSLA candidate J113647.76+192633.9, together with this rare quasar group at z = 3, trace a massive overdensity. CoSLAs with 4.6× the mean optical depth trace structures with a median overdensity of 1.5 on 15 h −1 Mpc scale (Figure 2) . Our selection criteria impose an upper limit to the effective optical depth (see Table 4 ), it is mainly used for eliminating DLA contaminants. Also, from the simulation with (1 h −1 Gpc) 3 , the largest overdensity is traced by an IGM absorption with effective optical depth τ eff ∼ 1.6 on 15 h −1 Mpc scale, a factor of 7 × the mean optical depth at z = 2.5. Systems with τ eff > 7 × τ are most likely associated with HCDs rather than CoSLAs. Table 8 presents some of the contaminant absorption systems we have observed. From SDSS-III/BOSS spectra, these systems do not show evident DLA damping wings or corresponding low-ionization metal lines, but most of the systems have τ eff greater than that of the strongest IGM absorption system suggested by our cosmological simulation. Our follow-up MMT observations have confirmed that all of these absorbers contain DLA contaminants. We present an example in the appendix. Our observations on these contaminants are consistent with the predictions in the LyMAS simulation.
6.4. Requirements for Imaging Follow-up CoSLA candidates After identifying the CoSLA candidates, the next step is to confirm them with follow-up imaging observations. We use the star-forming galaxies to quantify the overdensities associated with the extreme IGM Lyα absorption systems. In this paper, we list a few observation requirements for the imaging follow-up. We introduce our imaging follow-up observations in the next paper of this series.
Through the multi-color broadband imaging with U , G, and R, we can select Lyman break galaxies (LBGs) at z = 2 − 3.5 (Steidel et al. 2004 ). Another followup strategy to select the Lyα emitting galaxies (LAEs) to map and quantify the overdensity. Compared with the broadband selection, the narrowband selected galaxy candidates normally have higher selection efficiency on mapping the structure. But narrowband selection usually produces smaller survey volume.
To obtain sufficient galaxies to map the overdensities, the depth of the broadband imaging should at least reach Reddy et al. 2008 , Bian et al. 2013 . Also, the depth of the narrowband (NB) imaging should reach NB ∼ 25 (L(Lyα) ∼ L * (Lyα)) at z ∼ 3 (Ciardullo et al. 2012) . Ideally, sufficiently wide field cameras with field of views of 30 are preferred for conducting the imaging observations to quantify the galaxy overdensity on 20 h −1 Mpc. After deep imaging, multi-slit spectroscopy (MOS) observations are needed to fully map and quantify the massive overdensities.
We have carried out narrowband (NB403)+ broadband (Bw) imaging on multiple fields traced by CoSLAs using the KPNO-4m Mayall and LBT/LBC. We have used LBT/MODS to spectroscopically confirm one of these overdense fields. We will present these observational results in the next paper of this series (Cai et al. 2016 in prep.) .
SUMMARY AND DISCUSSIONS
Local galaxy clusters are identified by overdensities of galaxies, dark matter and hot ICM (e.g., Fabian et al. 2006) . Galaxy kinematics and gravitational lensing studies show that clusters of galaxies are embedded in a massive halo of dark matter with mass 10 14 M (e.g., Carlberg et al. 1997) . The progenitors of such galaxy clusters can be identified at high redshifts at z > 2, given largescale (∼ 10 − 40 h −1 Mpc) density contrasts compared to random fields (e.g., Hu et al. 1996; Ouchi et al. 2005; Matsuda et al. 2005; Venemans et al. 2007; Matsuda et al. 2010) .
At high-redshift, galaxies are believed to interact with surrounding IGM, and galaxies assemble their gas from the intergalactic HI gas Frye et al. 2008; Matsuda et al. 2010; Rudie et al. 2012; Tejos et al. 2014) . A large-scale mass overdensity is associated with an HI reservoir in the IGM, which in turn traces a large galaxy overdensity.
In this paper, we systematically study the correlation between mass overdensities and Lyα absorption on scales of ∼ 10 -20 h −1 Mpc, which scales correspond to typical extents of the large-scale galaxy overdensities at z > 2 (e.g., Steidel et al. , 2005 Matsuda et al. 2005; Ouchi et al. 2008) .
(a) Our cosmological simulations suggest that a strong correlation exists between the mass and Lyα transmitted flux over large scales, and this correlation peaks at scales of 10-30 h −1 Mpc (see §3). Using the SDSS-III/BOSS quasar dataset, we have confirmed that the group of Lyα absorption systems exist in two well-studied overdense fields: SSA22 and Jackpot nebula fields.
(b) We focus on the study of Coherently Strong Lyα Absorption systems (CoSLAs). These CoSLAs have highest τ eff on ∼ 15 h −1 Mpc. These absorptions are due to intergalactic HI overdensity rather than high column density absorbers (e.g., DLAs and sub-DLAs) that arise from ISM/CGM of galaxies ( §3). show that the CoSLAs that have effective optical depths ≥ 4.5× the mean optical depth on 15 h −1 Mpc, corresponding to systems beyond 4σ in the optical depth distribution. Most of these absorption systems trace structures with mass overdensities of δ m > 1.6, > 3.3-σ beyond the density fluctuation in random fields ( Figure 5 , Figure 28 , Figure 16 ). From our simulations, the density peak regions in these systems have high mass overdensities of 10 over ∼ (5−6 h −1 ) Mpc 3 (Figure 8 ). In particular, suggested by simulation, the CoSLAs have an upper limit of τ eff ≈ 1.6, 7 − 8 × τ eff over the scale of 15 h −1
Mpc. In a (1 h −1 Gpc) 3 volume, any absorber with τ eff higher than this upper limit should be associated with high column density absorption systems (HCDs).
(d) Guided by our simulation, we have developed techniques to select these CoSLAs from BOSS spectra. With the absorption trough, absorption wing, corresponding metal lines and Lyβ absorption, we can effectively select the CoSLAs, and effectively rule out contaminant DLAs and sub-DLAs. These selection criteria work best for absorbers with z ≥ 2.65, where corresponding Lyβ absorption is covered with BOSS spectra ( §4). However, the clustered LLSs could also contribute a significant amount of contaminants. We estimate that the clustered LLSs could lower our CoSLA selection efficiency to ≈ 40%, and better technique to differentiate CoSLAs from clustered LLSs are needed in the future.
We also propose that with the selection of the Lyα absorption groups, one can effectively pinpoint massive galaxy protoclusters (Figure 16 ), without the examining the nature of Lyβ absorption. At z 2.35, the average quasar density at 2-D is high enough for us to search for overdensities using such technique (see §4).
(e) Based on the selection criteria we proposed in §4, we have selected a sample of CoSLA candidates from SDSS-III/BOSS, by examining the absorption spectra of ∼ 6, 000 sight lines provided by SDSS-III quasar survey at z = 2.6 -3.3 with CNR 8 (see §6). In this paper, we present a sample of 5 CoSLA candidates. 5 of them were observed using MMT observations with higher SNR and resolution. These absorption systems are consistent with the predictions in LyMAS simulation, and are expected to pinpoint massive overdensities over ∼ 15 h −1 Mpc. In this appendix, we present the mass traced by coherently strong Lyα absorption on 10 h −1 Mpc and 20 h −1 Mpc scales.
On 10 h −1 and 20 h −1 Mpc, mass overdensities can be effectively traced by coherently strong Lyα absorption. The Left and right panels of Figure 28 (Appendix) show mass distributions traced by strong Lyα absorption at the scales of 10 h −1 Mpc and 20 h −1 Mpc in the LyMAS simulation, respectively. Again, we choose systems with lowest transmitted flux defined in the second paragraph of §2.2 (systems beyond 4.5-σ in the τ eff distribution). Similar to Figure 5 , red represents mass traced by CoSLAs with highest τ eff selected from the original mock spectra (no noise added). Blue shows CoSLAs selected from noise-added mock spectra, with a CNR of 4 per pixel.
The deterministic simulation has a larger simulation box with 1.5 h −1 Gpc. In the deterministic scheme, Figure 29 presents similar results that IGM Lyα absorption systems most effectively trace the overdensities over a large scale. Using deterministic simulation, we study the mass overdensities traced by CoSLAs.
In Figure 29 , black represents the cubes centered at the random positions in the simulation box: the cosmic mean mass in a 20 h −1 Mpc cube is 5 × 10 14 M with a standard deviation of 2.3 × 10 14 M on the logarithmic scale. Yellow represents the mass within 20 h −1 Mpc which is centered on the most massive halo in a volume of (1.5 h −1
Gpc) 3 , with M halo > 10 13.8 M , 0.2 dex larger than the most massive halos in LyMAS simulation because of bigger box volume.
Red and blue lines present cases where masses are traced by the CoSLAs selected from (1.5 h −1 Gpc) 3 box. Red presents mass overdensities traced by CoSLAs at 20 h −1 Mpc selected from original mock spectra, without adding noise. More than half of the largest Lyα absorption traces the top 0.2% most massive overdensities (> 3.0-σ) on 20 h −1 Mpc scale. Similar to red, blue presents mass distribution traced by CoSLAs selected from noise-added mock spectra with CNR of 4 per pixel.
Therefore, both simulations support that extreme mass overdensities over ∼ 10 h −1 − 20 h −1 Mpc can be traced by largest Lyα absorption systems. Figure 30 presents an example of contaminants. The complete list of contaminants DLAs that satisfies criteria (a)-(c). The upper panel presents the SDSS-III spectrum. This absorption system in SDSS-III well satisfies the w-t criteria centered at 4520Å: (1) w 0.8 = 50Å, < the threshold of 70Å, and (2) the profile for absorption wing is sharp and w 0.5 /w 0.8 > 0.9, well meet the requirement of second criterion ( §4.1). From the SDSS-III spectra, the effective optical depth of this system τ eff = 1.8 +0.2 −0.2 , 6× the mean optical depth at z = 2.7. The mid-panel presents the spectrum using MMT blue channel with 800 lines/mm (R = 2, 000). Lower left shows the zoom-in of Lyα absorption. The high S/N MMT observation clearly indicate this absorption system is largely contributed by a sub-DLA with column density N col = 10 20.0 cm −2 . -Mass distribution within 20 h −1 Mpc scale from the deterministic simulation with (1.5 h −1 Gpc) 3 . x-axis is the mass within the 20 h −1 Mpc cube. The y-axis is the number of the cubes. Black histogram presents random distribution. Yellow shows mass distribution centered on the most massive halos (M halo > 10 13.8 M ). Red is the mass traced by the CoSLAs on 20 h −1 Mpc scale, selected from the original mock spectra without noise. Blue is largest Lyα absorption selected from the noise-added mock spectra. The noise is added according to a continuum-to-noise ratio (CNR) of 4. −0.2 , 6× the mean optical depth at z = 2.7. The mid-panel presents the spectrum using MMT blue channel with 800 lines/mm (R = 2, 000). Lower left shows the zoom-in of Lyα absorption. The high S/N MMT observation clearly indicate this absorption system is largely contributed by a sub-DLA with column density N HI = 10 20.0 cm −2 . Also, a strong Lyα absorption shows up in the left wing of this sub-DLA.
Example of the Contaminant DLAs

