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Abstract
In this paper we study the analytic solutions of Burgers type nonlinear fractional equations by means of
the Invariant Subspace Method. We first study a class of nonlinear equations directly related to the time-
fractional Burgers equation. Some generalizations linked to the forced time-fractional Burgers equations and
variable-coefficient diffusion are also considered. Finally we study a Burgers-type equation involving both
space and time-fractional derivatives.
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1 Introduction
The analysis and applications of fractional differential equations are object of an increasing interest in many
different fields from the viscoelasticity to the fluid mechanics (see for example [15]). In this framework much
work has to be done to find analytical methods to solve nonlinear fractional differential equations. In literature
there are different approximate and semi-analytical methods to treat these equations, but in few cases it is
possible to find exact solutions. A classical nonlinear equation is the Burgers equation, firstly introduced by
J.M Burgers in 1948 in the framework of the theory of turbulence [1]. It is well known that this equation is
linearizable to the heat equation by using the Cole-Hopf transform. The time-fractional Burgers equation was
firstly treated by Momani in [13] by the Adomian decomposition method. More recently, other authors studied
this equation by using novel semi-analytical methods such as the homotopy perturbation method [2] and the
Variational Iteration Method [8].
The aim of this paper is to show an analytic method to find exact solutions to nonlinear fractional Burgers-type
equation, involving time-derivatives in the Caputo sense.
Instead of directly studying the time-fractional Burgers equation, we study the following time-fractional non-
linear diffusion equation
∂αt u+
1
2
(∂xu)
2 − k∂xxu = 0. (1.1)
In fact, the relation between these two equations is quite immediate: it suffices to differentiate equation (1.1)
with respect to x to obtain
∂αt ∂xu+ ∂xu∂xxu− k∂xxxu = 0, (1.2)
then, by setting
f(x, t) := ∂xu(x, t), (1.3)
we get the time-fractional Burgers equation:
∂αt f + f∂xf − k∂xxf = 0. (1.4)
At this point we can find the exact solution to the time-fractional Burgers equation by (1.3).
In particular, we find exact solution to equation (1.1) by using the Invariant Subspace Method, firstly
introduced by Galaktionov [5] and recently used in the framework of nonlinear fractional equations by Gazizov
and Kasatkin [7]. A similar invariant analysis of the time-fractional Burgers equation was recently developed by
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Sahadevan and Bakkyaraj in [17]; in this paper the authors have shown, by means of similarity transformation,
the relation between time-fractional Burgers equation and nonlinear ordinary differential equations involving
Erderly-Kober operator.
We also study with the same method some generalizations of the time-fractional Burgers equation.
A first generalization is given by considering in the fractional equation an elastic forcing term.
Then, we study the fractional equation with time-dependent diffusion coefficient, i.e.
∂αt u+
1
2
(∂xu)
2 − k(t)∂xxu = 0. (1.5)
For the sake of completness, we show that the Invariant Subspace Method provides exact solutions also for a
Burgers-type equation involving both space and time-fractional Caputo derivatives.
2 Preliminaries
In this section we give some basic notions about fractional calculus, and then we discuss the invariant subspace
method as introduced by Galaktionov [5].
2.1 Notations about Fractional Calculus
Here we recall definition and basic results about fractional calculus, for more details we refer to [15].
Let γ ∈ R+, the Riemann-Liouville fractional integral is defined by
Jγt f(t) =
1
Γ(γ)
∫ t
0
(t− τ)γ−1f(τ)dτ, (2.1)
where
Γ(γ) =
∫ +∞
0
xγ−1e−xdx,
is the Euler Gamma function.
Note that, by definition, J0t f(t) = f(t). Moreover it satisfies the semigroup property, i.e. J
α
t J
β
t f(t) = J
α+βf(t).
There are different definitions of fractional derivative (see e.g. [15]). In this paper we used the fractional
derivatives in the sense of Caputo. Hereafter we denote by ACn([0, t]), n ∈ N, the class of functions f(x) which
are continuously differentiable in [0, t] up to order n−1 and with f (n−1)(x) ∈ AC([0, t]). We recall the following
Theorem [10, pag.92-93]
Theorem 2.1. Let m − 1 < γ < m, with m ∈ N. If f(t) ∈ ACn([0, t]), then the Caputo fractional derivative
exists almost everywhere on [0, t] and it is represented in the form
Dγt f(t) = J
m−γ
t D
m
t f(t) =
1
Γ(m− γ)
∫ t
0
(t− τ)m−γ−1
dm
dtm
f(τ) dτ, γ 6= m. (2.2)
It is clear by definition that the fractional derivative is a pseudodifferential operator given by the convolution
of the ordinary derivative of the function with a power law kernel. So the reason why fractional derivatives
introduce a memory formalism becomes evident.
It is simple to prove the following properties of fractional derivatives and integrals (see e.g. [15]) that will
be used in the analysis:
Dγt J
γ
t f(t) = f(t), γ > 0, (2.3)
Jγt D
γ
t f(t) = f(t)−
m−1∑
k=0
f (k)(0)
tk
k!
, γ > 0, t > 0, (2.4)
Jγt t
δ =
Γ(δ + 1)
Γ(δ + γ + 1)
tδ+γ γ > 0, δ > −1, t > 0, (2.5)
Dγt t
δ =
Γ(δ + 1)
Γ(δ − γ + 1)
tδ−γ γ > 0, δ > −1, t > 0. (2.6)
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2.2 Invariant subspace method
The invariant subspace method, as introduced by Galaktionov [5], allows to solve exactly nonlinear equations
by separating variables.
Only recently Gazizov and Kasatkin [7] suggested its application to nonlinear fractional equations.
We recall the main idea of this method: consider a scalar evolution equation
∂u
∂t
= F [u], (2.7)
where u = u(x, t) and F [u] is a nonlinear differential operator.
Given n linearly independent functions
f1(x), f2(x), ...., fn(x),
we call Wn, the n-dimensional linear space
Wn = 〈f1(x), ...., fn(x)〉.
This space is called invariant under the given operator F [u], if F [u] ∈ Wn for any u ∈ Wn. This means that
there exist n functions Φ1,Φ2, ...,Φn such that
F [C1f1(x) + ...+ Cnfn(x)] = Φ1(C1, ..., Cn)f1(x) + ...+Φn(C1, ..., Cn)fn(x),
where C1, C2, ..., Cn are arbitrary constants.
Once the set of functions fi(x) that form the invariant subspace is given, we search an exact solution of (2.7)
in the invariant subspace in the form
u(x, t) =
n∑
i=1
ui(t)fi(x). (2.8)
where fi(x) ∈ Wn. In this way, we arrive to a system of ODEs. In many cases this is a problem -simpler than
the original one- that allows to find exact solutions by just separating variables [5]. The same method can
be applied to nonlinear time-fractional equations (see [7]). In this case, when the invariant subspace has been
found, the nonlinear equation is reduced to a system of time-fractional ODEs.
3 The time-fractional Burgers equation
In this section we study the solution and the meaning of the time-fractional Burgers equation by means of
relation (1.3) with the non linear fractional diffusion equation (1.1).
3.1 Analytic solution of the nonlinear diffusion equation by Invariant Subspace
Method
Let us write again the time-fractional nonlinear diffusion equation (equation (1.1))
∂αt u+
1
2
(∂xu)
2
− k∂xxu = 0. (3.1)
Here u = u(x, t) is a ”good” function, that is derivable in the sense of Caputo (see Theorem 2.1), x ∈ I ⊆
R, t ≥ 0, α ∈ (0, 1)/
{
1
2
}
and ∂αt is the time-fractional derivative in the Caputo sense. The reason why we must
exclude α = 1/2 will be clear in the following.
It is possible to find an exact solution to (3.1) by using the Invariant subspace method. In (3.1) we have
F [u] = −
1
2
(∂xu)
2
+ k∂xxu.
In the following, we take k = 1 for simplicity. We consider the subspace W3 = 〈1, x, x
2〉. We have that W3 is
preserved by F [u], since
F (C1 + C2x+ C3x
2) = −
1
2
C22 − 2C
2
3x
2 − 2C2C3x+ 2C3 ∈W3, (3.2)
where the dimension of W3 is three. All this allows us to find an exact solution as
u(x, t) = a(t) + b(t)x+ c(t)x2. (3.3)
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By substitution of (3.3) in (3.1), we therefore obtain
∂αt a(t) + x∂
α
t b(t) + x
2∂αt c(t) = −
1
2
b(t)2 − 2x2c(t)2 − 2xb(t)c(t) + 2c(t). (3.4)
Hence we have a simple system of ODEs:

dαa(t)
dtα
= 2c(t)− 12b(t)
2,
dαb(t)
dtα
= −2b(t)c(t),
dαc(t)
dtα
= −2c(t)2.
(3.5)
By using the notions as given in section 2, we can find that a solution of the third equation is simply given
by
c(t) = −
1
2
Γ(1− α)
Γ(1− 2α)
t−α. (3.6)
By substituting in the second equation we find that
dαb(t)
dtα
= b(t)
Γ(1− α)
Γ(1− 2α)
1
tα
,
whose solution is simply given by
b(t) = t−α. (3.7)
Substituting in the first equation, we get
∂αt a(t) = −
1
2
t−2α −
Γ(1− α)
Γ(1 − 2α)
t−α,
and thus,
a(t) = −
1
2
Γ(1− 2α)
Γ(1− α)
t−α −
(
Γ(1− α)
Γ(1− 2α)
)2
. (3.8)
We finally find a complete exact solution
u(x, t) = t−α
(
−
1
2
Γ(1− 2α)
Γ(1 − α)
+ x−
1
2
Γ(1− α)
Γ(1− 2α)
x2
)
−
(
Γ(1− α)
Γ(1− 2α)
)2
. (3.9)
It is now clear that we must consider α 6= 1/2 to avoid the divergence due to the Gamma function singularity
in zero. Moreover, we observe that the sign of the solution depends on the range of variability of the fractional
parameter α appearing in the Gamma functions. Indeed, the sign is positive if α > 1/2 and negative if α < 1/2.
This analysis allows to find the autosimilarity solution of the time-fractional nonlinear diffusion equation.
Starting from this analysis we can find also a solution of the time-fractional Burgers equation in a similar way.
Indeed we can find an exact solution to (1.4), by using (3.9). We notice that the corresponding solution is the
inviscid selfsimilar solution of the time-fractional Burgers equation, previously discussed for example by Gazizov
and Kasatkin in [7].
In order to understand the meaning of this particular exact solution, we observe that it is strictly related to the
rarefaction wave solution of the Burgers equation. This suggests a similar interpretation of this solution as a
fractional rarefaction wave that solves a fractional Cauchy problem with an initial step condition (see Remark
4.1).
3.2 Fractional conservation of mass
In this subsection, we discuss the meaning of (1.4) with k = 0. In particular we show that the mass conservation
is preserved also by introducing a memory formalism in the Burgers equation by means of fractional operators.
First of all, we observe that
∂αt u(t) = J
1−α
t (∂tu(t)) ,
and
∂1−αt J
1−α
t = Id.
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Then by applying the Caputo fractional derivative of order 1−α on both the sides of equation (1.4) and taking
k = 0, we have
∂tu(x, t) = −∂
1−α
t ∂x
(
u2
2
)
. (3.10)
Hereafter, we assume the boundary conditions u(x→ ±∞, t) = 0. Hence we have
∂t
∫ +∞
−∞
u(x, t)dx = −∂1−αt
∫ +∞
−∞
∂x
(
u2
2
)
dx (3.11)
= −∂1−αt
[
u2
2
]+∞
−∞
= 0.
This proves that the mass conservation is preserved by the introduction of a fractional approach in the Burgers
equation.
4 Generalizations
4.1 Time-fractional Burgers equation with elastic forcing
We now consider the inviscid time-fractional Burgers equation, including in the master equation a forcing term
V (x, t), i.e.
∂αt u+ u∂xu = V (x, t), α ∈ (0, 1). (4.1)
We study, as a special case of (4.1), V (x, t) = K(t)x, that is an elastic type forcing term, with time-dependent
elasticity. On the basis of the previous analysis, we search the solution by separating variable method, as follows
u(x, t) = a(t) + b(t)x. (4.2)
We have
dαa(t)
dtα
+ x
dαb(t)
dtα
+ a(t)b(t) + xb2(t) = K(t)x. (4.3)
Hence we have again a system of ODEs 

dαa(t)
dtα
= −a(t)b(t),
dαb(t)
dtα
= −b2(t) +K(t).
(4.4)
The second equation is a fractional Riccati equation, whose solution clearly depends on K(t). There are many
recent studies about fractional Riccati equations (see for example [9] and references therein), but in few cases
it is possible to find an analytic exact solution.
In order to find an exact solution in a more general case, we will use the following auxiliary
Lemma 4.1. Let us consider a function
K(t) = h2(t) +
dαh(t)
dtα
, (4.5)
where h(t) ∈ AC([0, t]). Then, a solution of the Cauchy problem

dαb(t)
dtα
= −b2(t) +K(t),
b(0) = h(0),
(4.6)
is given by
b(t) = h(t). (4.7)
By means of this Lemma, we can find a wide class of solutions to the system (4.4), once fixed h(t).
Example 1. Let us consider the following Cauchy problem

dαb(t)
dtα
= −b2(t) +K(t),
b(0) = 1,
(4.8)
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with
K(t) = Eα(t
α)(1 + Eα(t
α)),
where
Eα(t) =
∞∑
k=0
(tα)k
Γ(kα+ 1)
,
is the Mittag-Leffler function. Then, its analytic solution is given by
b(t) = Eα(t
α).
4.2 Time-fractional Burgers equation with time-dependent diffusion coefficient
In some recent papers (see for example [14] and references therein), a generalized Burgers equation was consid-
ered, by taking a time-dependent diffusion coefficient in the master equation. In our framework this means to
consider the equation
∂αt u+
1
2
(∂xu)
2 − k(t)∂xxu = 0, (4.9)
where k(t) belongs to the set of nonvanishing smooth functions of t. Up to now we will always consider α 6= 1/2
for the same reason discussed above. In this case the subspace W3 = 〈1, x, x
2〉 is invariant and we can find the
solution as
u(x, t) = a(t) + b(t)x+ c(t)x2.
Then, by substitution we should study the following equation
∂αt a(t) + x∂
α
t b(t) + x
2∂αt c(t) = −
1
2
(b(t)2 − 2x2c(t)2 − 2xb(t)c(t) + 2k(t)c(t).
hence the problem is reduced to the analysis of a system of coupled nonlinear fractional ordinary differential
equations 

dαa(t)
dtα
= 2k(t)c(t)− 12b(t)
2,
dαb(t)
dtα
= −2b(t)c(t),
dαc(t)
dtα
= −2c(t)2.
(4.10)
The solutions of this system of equations are achieved by using essentially the same calculations of the previous
sections. Indeed solutions of the second and third equations are given by (3.6) and (3.7) above. The solution
of the first equation can be found by fractional integration, i.e., assuming that a(0) = 0,
a(t) = −
1
2
Jαb(t)2 + 2Jαk(t)c(t) (4.11)
= −
Γ(1− 2α)
2Γ(1− α)
t−α −
Γ(1− α)
Γ(1− 2α)
Jα
(
k(t)t−α
)
.
Again, the sign of the solution depends on α, as discussed above. Clearly the solution depends by the particular
choice of k(t). However it suffices that k(t) belongs to L1([0, t]), in order to be integrable in the sense of
Riemann-Liouville (see [10]) and the complete exact solution can be achieved.
4.3 Burgers-type equations involving space and time fractional derivatives
In recent papers space-fractional Burgers equations has been studied by different authors. For example in [12],
it was studied the following space-fractional Burgers equation
∂tu+
1
2
∂βx (∂
1−β
x u)
2 − k∂xxu = 0, β ∈ [0, 1].
This equation interpolates the classical Burgers equation for β = 1 and the nonlinear diffusion equation for
β = 0. It was shown that it is linearizable by means of a generalized Cole-Hopf transform.
In [6], the following equation was studied
∂tu+ ∂xu∂
β
xu = 0, β ∈ (0, 1), (4.12)
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in relation to the propagation of nonlinear thermo-elastic waves in porous media (see also [11] and references
therein for the model equations).
Here we consider a Burgers-type equation involving both the space and time-fractional Caputo derivatives, i.e.
∂αt u+ u∂
β
xu = 0, α ∈ (0, 1)/{1/2}, β ∈ (0, 1). (4.13)
It is simple to see that (4.12) admits an invariant subspace given by
W2 = 〈1, x
β〉
Then we can search an exact solution to (4.13) in the form
u(x, t) = a(t)xβ + const.
By substitution in (4.13), we have
xβ
dα
dtα
a(t) + a2(t)xβΓ(β + 1) = 0, (4.14)
and finally
dα
dtα
a(t) = −a2(t)Γ(β + 1). (4.15)
By simple calculations we conclude that
u(x, t) = −
Γ(1− α)
Γ(β + 1)Γ(1− 2α)
xβ
tα
+ const.
5 Final remarks
In this final section several remarks are discussed.
Remark 5.1. It is trivial to note that, in the limit α → 1, k → 0 in (1.4), the usual Burgers equation is
recovered:
∂tu+ u∂xu = 0. (5.1)
Consider now (5.1) with the following initial condition:
g(x) =
{
0 if x < 0
1 if x > 0.
(5.2)
A solution of (5.1), (5.2) can be obtained by using the method of characteristics (see e.g. [4]):
u(x, t) =


1 if x > t
x
t
if 0 < x < t
0 if x < 0.
(5.3)
This argument suggests to us that, assuming the same initial condition (5.2) for equation (1.4) with k = 0, we
have the same domain of validity for its solution simply by substituting t with tα, i.e.
u(x, t) =


1 if x > tα/Cα,
Cα
x
tα
if 0 < x < tα/Cα,
0 if x < 0,
(5.4)
where Cα = −Γ(1− α)/Γ(1− 2α), with α > 1/2.
Remark 5.2. We observe that the concern of the existence and uniqueness of the solution for the space and
time fractional Burgers equation
∂αt u+ u∂xu = ∂
β
xu, x > 0, t > 0,
was studied by Rodrigues in [16] by using Banach fixed point theorem. It is simple to prove that similar arguments
apply in our case.
Remark 5.3. In this paper, we provide some applications of the invariant subspace method to the fractional
Burgers-type equation. We observe that this method can be applied also to more complicated fractional equations
and the generator of the invariant subspace can be classical special functions of the fractional calculus.
The study of these equations will be the matter of further investigations.
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