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CALCULATING BAR-NATAN’S CHARACTERISTIC TWO KHOVANOV
HOMOLOGY
PAUL TURNER
ABSTRACT. We investigate Bar-Natan’s characteristic two Khovanov link homology the-
ory studying both the filtered and bi-graded theories. The filtered theory is computed
explicitly and the bi-graded theory analysed by setting up a family of spectral sequences.
The E2-pages can be described in terms of groups arising from the action of a certain
endomorphism on F2-Khovanov homology. Some simple consequences are discussed.
1. INTRODUCTION AND STATEMENT OF RESULTS
In his remarkable paper [2] Bar-Natan shows that any Frobenius algebra satisfying cer-
tain conditions gives rise to a homology theory in the sense of Khovanov’s homology for
links [3]. In particular he singles out a characteristic two theory which associates to each
link diagram a bi-graded F2[u]-module in such a way that any two diagrams representing
the same link give isomorphic modules. By setting u = 1 one loses the bi-grading obtain-
ing a singly graded theory with a filtration in place of the internal grading. The purpose of
the current paper is to investigate how to calculate both the filtered and bi-graded versions
of Bar-Natan’s characteristic two link homology theory.
In order to establish some notation let us briefly recall some things about Khovanov’s
homology. Let L be an oriented link and D a diagram for L. Let C∗,∗(D) be Khovanov’s
complex over F2 for the diagram D and let KH∗,∗F2 (L) be the resulting F2-Khovanov ho-
mology [3] (see also [1]). The differential in C∗,∗(D) will be denoted ∂ : Ci,j(D) →
C
i+1,j
(D). For v belonging to the vector space associated to the complete smoothing α
this is defined by
∂(v) =
∑
A(Se)(v)
where the summation is over all edges e in the cube of smoothings whose tail is α and Se
is the cobordism attached to that edge. The signs drop out because we are working mod 2.
A is the TQFT associated to the Frobenius algebra A = F2{1, x} with multiplication m
given by
m(1, 1) = 1 m(1, x) = x m(x, 1) = x m(x, x) = 0
and comultiplication ∆ given by
∆(1) = 1⊗ x+ x⊗ 1 ∆(x) = x⊗ x.
The unit and counit are given by
i(1) = 1 ǫ(1) = 0 ǫ(x) = 1.
Khovanov homology is bi-graded and we refer to the first grading as the homological
grading and the second grading as the q-grading. Given v ∈ KH∗,∗
F2
(L) we write q(v) for
its q-grading.
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Bar-Natan’s theory is defined over F2[u] where the bi-degree of u is (0,−2). This
theory is defined analogously to Khovanov’s using the TQFT associated to the Frobenius
algebra F2[u]{1, x} with multiplication m given by
m(1, 1) = 1 m(1, x) = x m(x, 1) = x m(x, x) = ux
comultiplication ∆
∆(1) = 1⊗ x+ x⊗ 1 + u1⊗ 1 ∆(x) = x⊗ x
and unit and counit
i(1) = 1 ǫ(1) = 0 ǫ(x) = 1.
The complex associated to the diagram D will be denoted C∗,∗(D) with differential d. We
denote the resulting bi-graded homology of the link L by BN∗,∗(L). This will be referred
to as graded Bar-Natan theory.
By setting u = 1 the underlying groups are those of Khovanov theory but the differential
d no longer respects the q-grading. Thus ignoring the second grading we can consider
C
∗
(D) as a complex with differential d. (We will suppress from the notation the fact that
d now has u set to 1). In fact while the second grading is not preserved under d it does
not decrease which gives rise to a filtration on (C∗(D), d). We denote the resulting link
homology by BN∗(L)′ referring to this as filtered Bar-Natan theory.
In this paper we define, in Section 2, an endomorphism β∗ : KH∗,∗F2 (L)→ KH
∗,∗
F2
(L) of
bi-degree (1, 2) on F2-Khovanov homology. Since β2∗ = 0 this means β∗ can be viewed as
a differential on KH∗,∗
F2
(L) and we can take homology to obtain secondary groups K∗,∗(L).
These secondary groups appear later in the E2-page of certain spectral sequences. In Sec-
tion 3 we study filtered Bar-Natan theory of an oriented link L. Following the work of Lee
[5] we calculate this explicitly and the first result is as follows.
Theorem 3.1 The dimension of BN∗(L)′ is 2k where k is the number of components in
L. Moreover if L1, . . . , Lk are the components then
dim(BNi(L)′) = Card{E ⊂ {1, 2, · · · , k} | 2
∑
l∈E,m/∈E
lk(Ll, Lm) = i}
where lk(Ll, Lm) is the linking number between component Ll and Lm.
The filtration of the filtered theory gives rise to a spectral sequence whose E2-page can
be identified.
Theorem 3.2 There is a spectral sequence withE1-page KH∗,∗F2 (L) converging to BN
∗(L)′.
The E2-page is given in terms of the secondary groups K∗,∗(L).
We end this section by showing that these results carry over to the setting of reduced
link homology theory.
In Section 4 we study the graded theory, where there is a spectral sequence for each
q-grading.
Theorem 4.2 Given j ∈ Z there is a spectral sequence with E1-page determined by the
mod 2 Khovanov homology of L converging to BN∗,j(L). The E2-page can be determined
using the endomorphism β∗.
We then show that graded Bar-Natan theory stabilises with respect to the q-grading
and prove that the singly graded stable limit is isomorphic to the singly graded (filtered)
theory. In fact the spectral sequence of Theorem 4.2 coincides with the spectral sequence
of Theorem 3.2 for j in the stable range.
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In Section 5 we discuss two elementary consequences of these results. We give a brief
discussion of the appearance of “shifted pawn moves” in graded Bar-Natan theory and
prove the following result about the form of the mod 2 Khovanov polynomial for thin
knots.
Theorem 5.2 If L is an F2H-thin knot with homology concentrated on diagonals j =
s− 1 + 2i and j = s+ 1 + 2i then there exists a polynomial Kh′(L) such that
KhF2(L) = q
s−1(1 + q2)(1 + (1 + tq2)Kh′(L))
where Kh′(L) is a polynomial in tq2.
Throughout we draw heavily on the techniques developed by Lee in [5] and in Sec-
tion 6 we include for completeness the details of the proof that the endomorphism β∗ is
independent of the chosen diagram.
2. AN ENDOMORPHISM ON F2-KHOVANOV HOMOLOGY
We will define an endomorphism β∗ : KH∗,∗F2 (L) → KH
∗,∗
F2
(L) of bi-degree (1, 2) in a
similar manner to the map Φ in rational Khovanov homology defined by Lee in [5]. Define
operations m˜ : A⊗A→ A and ∆˜ : A→ A⊗A by
m˜(1, 1) = 0 m˜(1, x) = 0 m˜(x, 1) = 0 m˜(x, x) = x
and
∆˜(1) = 1⊗ 1 ∆˜(x) = 0.
There is no compatible unit or counit so there is no Frobenius algebra structure. None the
less given a diagram D and an edge e of the cube of D we can define a map B(Se) for
the cobordism Se associated to e. This is possible since such a cobordism is made up of
cylinders and a pair-of-pants surface only. This allows us to define a map β : Ci,j(D) →
C
i+1,j+2
(D) in an analogous fashion to the differential: for v belonging to the vector space
associated to the complete smoothing α set
β(v) =
∑
B(Se)(v).
where as before the sum is over all edges whose tail is α.
Lemma 2.1. The map β is a map of complexes and β2 = 0.
Proof. The proof is identical to Lee’s proof in [5] for her mapΦ. For the first part it suffices
to show the following three equations.
m ◦ (m˜⊗ 1) + m˜ ◦ (m⊗ 1) +m ◦ (1⊗ m˜) + m˜ ◦ (1 ⊗m) = 0
(∆⊗ 1) ◦ ∆˜ + (∆˜⊗ 1) ◦∆+ (1⊗∆)⊗ ∆˜ + (1 ⊗ ∆˜)⊗∆ = 0
∆ ◦ m˜+ ∆˜ ◦m+ (m⊗ 1) ◦ (1⊗ ∆˜) + (m˜⊗ 1) ◦ (1⊗∆) = 0
These can almost instantly be verified.
The second part follows straightforwardly from the fact that m˜ (resp. ∆˜) is (co)commutative
and (co)associative and that ∆˜ ◦ m˜ = (m˜ ⊗ 1) ◦ (1 ⊗ ∆˜) all of which are again simply
verified. 
This means that β induces a map β∗ in homology, however a priori β∗ depends on the
diagram D. It turns out there is no such dependence and any diagram for L gives the same
induced map in homology. Or, more precisely, β∗ commutes with the isomorphisms in ho-
mology induced by Khovanov’s quasi-isomorphisms of complexes given by Reidemeister
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moves. This follows from the following proposition. (We chose to write Reidemeister I
with negative twist as a combination of other moves.)
Proposition 2.2. The map β commutes up to boundaries with Khovanov’s quasi-isomorphisms
for Reidemeister I positive twist, Reidemeister II and Reidemeister III.
Again the proof follows the work of Lee [5] almost verbatim. For completeness we give
the details in Section 6.
Thus, given an oriented link L there is a well defined map
β∗ : KHi,jF2 (L)→ KH
i+1,j+2
F2
(L).
The action of β∗ on the F2-Khovanov homology is additional information about the link.
Example 2.3. In this example we compute the action of β∗ when L = . The F2-
Khovanov homology is summarized in Figure 1.
0-1-3
-1
-3
-5
-7
-2
1
1 1
1
1
1
j
i
-9
FIGURE 1. F2-Khovanov homology of the trefoil
For dimensional reasons there are only two potentially non-zero maps to consider,
namely
β∗ : KH−3,−9F2 (L)→ KH
−2,−7
F2
(L)
and
β∗ : KH−3,−7F2 (L)→ KH
−2,−5
F2
(L).
A generating cycle for KH−3,−9
F2
(L) is given by x ⊗ x ⊗ x and noting that C−2,∗(L) =
A⊗2 ⊕A⊗2 ⊕A⊗2 we calculate
β(x ⊗ x⊗ x) = x⊗ x+ x′ ⊗ x′ + x′′ ⊗ x′′ ∈ C
−2,∗
(L)
where the primes indicate different copies of A⊗2. Furthermore, by looking at the F2-
Khovanov differential ∂ the element on the right is easily seen to be a generator and so
β∗ : KH−3,−9F2 (L)→ KH
−2,−7
F2
(L) is an isomorphism.
Similarly 1⊗ x⊗ x+ x⊗ 1⊗ x+ x⊗ x⊗ 1 is a generator of KH−3,−7
F2
(L) and
β(1 ⊗ x⊗ x+ x⊗ 1⊗ x+ x⊗ x⊗ 1) = x⊗ 1 + 1⊗ x′ + x′′ ⊗ 1 ∈ C
−2,∗
(L)
which is easily seen to be a generator of KH−2,−7
F2
(L). Thus β∗ : KH−3,−7F2 (L)→ KH
−2,−5
F2
(L)
is an isomorphism too.
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The action of β∗ may be encoded by regarding it as a differential on F2-Khovanov
homology and considering the associated homology groups. More precisely for each k
define a complexK(k)∗ by K(k)i = KHi,k+2i
F2
(L) with differential β∗. Set
K
i,j(L) = Hi(K(j − 2i)∗, β∗) =
Ker(β∗ : KHi,jF2 (L)→ KH
i+1,j+2
F2
(L))
Im(β∗ : KHi−1,j−2F2 (L)→ KH
i,j
F2
(L))
.
From the above we know that these groups are link invariants and they contain secondary
information about the link. One can take the associated Poincare´ polynomial to get a
secondary link polynomial, namely
P (t, q)(L) =
∑
i,j∈Z
tiqj dimF2(K
i,j(L)).
Example 2.4. Using the computation above for the trefoil we see
P (t, q)( ) =
1
q
+
1
q3
.
3. FILTERED BAR-NATAN THEORY: SETTING u = 1
By setting u = 1 in Bar-Natan theory the vector spaces in C∗ transform into the vector
spaces in C∗. While Bar-Natan’s differential d (setting u = 1) does not respect the second
grading in C∗ is it easy to see that it cannot decrease this grading and so a filtration on C∗
can be defined. This is analogous the to situation in Lee’s theory [5] (see also [6]) and
with minor adjustments the work of Lee carries over to this situation. We denote the singly
graded u = 1 Bar-Natan theory by BN∗(L)′. In this section we show that Lee’s methods
to compute her theory explicitly can be applied to BN∗(L)′. We also analyse the spectral
sequence arising from the filtration and show that in our case, in a departure from Lee’s
work, we can work with reduced homology as well.
3.1. Explicit calculation of BN∗(L)′. Lee has a clever argument for calculating her the-
ory explicitly, which we adapt to compute BN∗(L)′.
Theorem 3.1. The dimension of BN∗(L)′ is 2k where k is the number of components in L.
Moreover if L1, . . . , Lk are the components then
dim(BNi(L)′) = Card{E ⊂ {1, 2, · · · , k} | 2
∑
l∈E,m/∈E
lk(Ll, Lm) = i}
where lk(Ll, Lm) is the linking number between component Ll and Lm.
To prove this theorem we first perform a change of basis on the Frobenius algebra A by
setting
a = x+ 1 and b = x.
The new basis {a, b} diagonalises the Frobenius structure and we have:
aa = a ab = ba = 0 bb = b
with comultiplication
a 7→ a⊗ a b 7→ b⊗ b
and unit and counit
i(1) = a+ b ǫ(a) = ǫ(b) = 1.
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Given an orientation of L one can choose the unique orientation-preserving complete
smoothing and partition the circles of such a smoothing into two groups, Group A and
Group B (see [5] or [6]). By assigning the element a to those circles in Group A and b to
those circles in Group B we obtain an element of C∗(L) and it is easy to see this element is
a cycle for the differential d. As there are 2k possible orientations of L this gives 2k cycles.
Using the fact that C∗ is constructed from a Frobenius algebra there is an inner product
on C
∗ from which we can define an adjoint differential d∗ and a simple computation shows
that the 2k cycles above are also cycles with respect to this adjoint differential. Using
the duality properties of this adjoint one can identify BN∗(L)′ with {z ∈ Ci(D) | dz =
0 and d∗z = 0}. From here on Lee’s argument given in [5] works almost verbatim show-
ing that the 2k classes above generate the homology and moreover that their homological
degree is as given in the theorem.
3.2. A spectral sequence. An arbitrary element of Ci is not homogeneous with respect to
the second grading but may be written as a sum
∑
λ∈Λ vλ of homogeneous elements vλ
for some indexing set Λ. Let γ be the mod 2 number of components of the link and recall
that Ci,j = 0 unless j = γ mod 2. We filter C∗ by setting
F kC
i
= {
∑
λ∈Λ
vλ ∈ C
i
| q(vλ) ≥ 2k + γ for λ ∈ Λ}.
We have dF k ⊂ F k and since only finitely many Ci,j are non-trivial it follows that the
filtration is bounded and so there is a spectral sequence converging to BN∗(L)′. The E0-
page of this spectral sequence is given by
Ek,l0 =
F kC
k+l
F k+1C
k+l
= C
k+l,2k+γ
.
Notice that Bar-Natan’s differential d can be written as the sum of Khovanov’s differential
∂ and the map β. From this we see that the zero’th differential in the spectral sequence
d0 : E
k,l
0 → E
k,l+1
0 agrees with ∂. Thus the E1-page is given by
Ek,l1 = H
k+l(C
∗,2k+γ
) = KHk+l,2k+γ
F2
(L).
The first differential d1 : Ek,l1 → E
k+1,l
1 is given by the boundary map in the long exact
sequence associated to the following short exact sequence of complexes.
0→
F k+1
F k+2
→
F k
F k+2
→
F k
F k+1
→ 0
Since d = ∂ + β it follows that the boundary map is given by x 7→ β∗(x) showing that
d1 = β∗. Thus Ek,l2 = Kk+l,2k+γ(L).
In summary we have:
Theorem 3.2. There is a spectral sequence withE1-page KH∗,∗F2 (L) converging to BN
∗(L)′.
The E2-page is given in terms of the secondary groups K∗,∗(L).
3.3. Reduced homology for knots. The results above carry over to reduced homology
and I am grateful to J. Rasmussen and to the referee for pointing this out to me. We first
recall the definition of reduced mod 2 Khovanov homology of a knot L (see [4]). Let D
be a diagram of L and choose a preferred point on D referring to this as the basepoint.
Letting U denote the unknot we consider the cobordism from the disjoint union U ⊔ D
to D given by the Morse 1-handle move fusing the unknot to D at the base point. This
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induces a map of complexes A ⊗ C∗,∗(D) → C∗,∗(D) turning C∗,∗(D) into complex of
A-modules. Khovanov argues that the homotopy type of this complex is an invariant of
L. Now let Q = A/xA ∼= F2 be the one dimensional representation of A and form the
reduced chain complex by setting
C˜∗,∗(D) = C
∗,∗
(D)⊗A Q.
The reduced mod 2 Khovanov homology K˜H
∗,∗
F2
(L) is the homology of this complex. Up to
isomorphism this does not depend on the diagram chosen nor on the choice of base point.
One can easily check that Bar-Natan’s differential d (setting u = 1) is also well defined
on C˜∗(D) though again this does not respect the second grading. This leads in a similar
manner to reduced filtered Bar-Natan theory B˜N∗(L)′. Furthermore, the map β of Sec-
tion 2 induces a map β˜ on C˜∗,∗(D). This is very different to the situation with Lee’s theory
where her map Φ does not descend to the reduced rational theory. The spectral sequence
of the previous section can now be constructed in the reduced setting too. That is to say by
using the filtration of (C˜∗(D), d) which is induced by the second grading in C˜∗,∗(D) there
is a spectral sequence with E1-page given by
Ek,l1 = H
k+l(C˜∗,2k+γ+1) = K˜H
k+l,2k+γ+1
F2
(L).
converging to reduced Bar-Natan theory B˜N
∗
(L)′. The differential d1 can be identified
with β˜.
4. GRADED BAR-NATAN THEORY
4.1. Spectral sequences. In this subsection we set up spectral sequences for computing
the graded Bar-Natan theory BN∗,∗(L) of a link L. A different spectral sequence is needed
to compute each fixed q-grading of the Bar-Natan theory, that is, given j ∈ Z there is a
spectral sequence which computes BN∗,j(L). These spectral sequences will be along the
lines of that constructed in Khovanov [3] starting with Khovanov theory over Z converging
to Khovanov theory over Z[c].
Now we fix j ∈ Z for the rest of the section. To abbreviate notation a little we will
omit L writing C∗,∗ for C∗,∗(L). Since C∗,∗ is defined over F2[u] we can consider the
multiplication by u map which we will write u : C∗,∗ → C∗,∗−2. We can use this to filter
C∗,j by setting
F kC∗,j = ukC∗,∗ ∩ C∗,j .
Equivalently there is an isomorphism of groups
C∗,j ∼=
⊕
p≥0
C
∗,j+2p
and the filtration on C∗,j is given by
F kC∗,j =
⊕
p≥k
C
∗,j+2p
.
Since only finitely many groups in C∗,∗ are non-trivial it follows that this gives a bounded
filtration. Moreover it is easy to see that dF k ⊆ F k. Associated to this filtration we get a
spectral sequence which converges to H∗(C∗,j) = BN∗,j(L). There are no problems with
convergence since the filtration is bounded. More precisely there is a filtration on H∗(C∗,j)
induced by the above filtration by setting
F kBN∗,j(L) = Im(H∗(F kC∗,j)→ H∗(C∗,j))
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and the spectral sequence has E∞-term given by
Ek,l∞ =
F kHk+l(C∗,j)
F k+1Hk+l(C∗,j)
=
F kBNk+l,j(L)
F k+1BNk+l,j(L)
and so
BNi,j(L) ∼=
⊕
k+l=i
Ek,l∞ .
We will now identify the E1-page, the differential d1 and hence the E2-page of this
spectral sequence. We will require the following Lemma.
Lemma 4.1. If v ∈ Ci,j+2p ⊂ Ci,j then
d(v) = ∂(v) + β∗(v) ∈ C
i+1,j+2p
⊕ C
i+1,j+2(p+1)
⊂ Ci+1,j .
Proof. This is immediate after observing that m = m+ um˜ and ∆ = ∆+ u∆˜. 
The E0-page of the spectral sequence is given by
Ek,l0 =
{
FkCk+l,j
Fk+1Ck+l,j = C
k+l,j+2k
k ≥ 0
0 k < 0
It is immediate from the lemma above that the differential d0 : Ek,l0 → E
k,l+1
0 which is
induced from d agrees with ∂. Thus the E1-term is given by
Ek,l1 =
{
Hk+l(C
∗,j+2k
) = KHk+l,j+2k
F2
(L) k ≥ 0
0 k < 0
We now claim that the differential d1 : Ek,l1 → E
k+1,l
1 agrees with β∗ defined in Sec-
tion 2. The differential d1 is given by the boundary map in the long exact sequence associ-
ated to the following short exact sequence of complexes:
0→ C
∗,j+2(k+1)
→ C
∗,j+2(k+1)
⊕ C
∗,j+2k
→ C
∗,j+2k
→ 0.
Using the lemma above it is easy to see that the boundary map of the associated long exact
sequence is given by x 7→ β∗(x) showing that d1 = β∗. Thus we can identify the E2-page
as follows.
Ek,l2 =

K
k+l,j+2k(L) k > 0
Ker(β∗ : KHl,jF2 (L)→ KH
l+1,j+2
F2
(L)) k = 0
0 k < 0
To summarize:
Theorem 4.2. Given j ∈ Z there is a spectral sequence with E1-page determined by the
mod 2 Khovanov homology of L converging to BN∗,j(L). The E2-page can be determined
using the endomorphism β∗.
Example 4.3. We now use the spectral sequence to compute the Bar-Natan theory for
the trefoil in Example 2.3. The E1-pages for the spectral sequences corresponding to
j = −1,−3, −5, −7, −9 are given in Figure 2.
Using the computations in Example 2.3 this gives E2-pages as shown in Figure 3.
From this we can read off the Bar-Natan homology of the trefoil using the fact that for
dimensional reasons the spectral sequence collapses atE2 and that BNi,j(L) ∼=
⊕
k+l=i E
k,l
∞ .
Thus, for example, when j = −5 we have E∞-term given in Figure 4.
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-5
k
l
k
l
k
l
k
l
k
l
1
1
1 1
1 1 1 1
1 11
1 1
1
0 1 2 3 4
1 1
1
0
-1
-2
-3
-4
FIGURE 2. E1-pages of the spectral sequence for j = −1,−3,−5,−7,−9
-5
k
l
k
l
k
l
k
l
k
l
1
1
1 1
1
1
1
1
0 1 2 3 4
1 1
1
0
-1
-2
-3
-4
FIGURE 3. E2-pages of the spectral sequence for j = −1,−3,−5,−7,−9
k + l = −2
1
1
1
k + l = 0
FIGURE 4. E∞-term for j = −5
As there are only two non-trivial groups which lie on the lines k+ l = −2 and k+ l = 0
we have BNi,j(L) = 0 unless i = −2 or i = 0 in which case BN−2,−5(L) = F2 and
BN0,−5(L) = F2 ⊕ F2.
Note that for j < −9 the E∞-page will simply be a shifted version of the picture above.
Thus we can summarize the graded Bar-Natan homology of the trefoil in the table in Figure
5.
0-1-3
-1
-3
-5
-7
-2
1
1j
i
j ≤ 9
2
2
2
2
1
FIGURE 5. Bar-Natan homology of the trefoil
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4.2. The stable range. It is possible to identify a stable range of Bar-Natan theory, stable
with respect to the q-grading. The stable range can be seen in Example 4.3 as the infinite
tower of 2’s. To define the stable range we use the following lemma.
Lemma 4.4. There exists js ∈ Z such that the multiplication by u map u : C∗,j → C∗,j−2
is an isomorphism for j ≤ js.
Proof. The multiplication by u map is clearly injective for all j.
Let js ∈ Z be such that C
∗,j
L = 0 for all j ≤ js. We claim that u : C∗,j → C∗,j−2
is surjective for j ≤ js. An element of z ∈ C∗,j−2(L) can be written in the form z =∑
λ u
lλyλ where yλ ∈ C
∗,∗
(L) and lλ ∈ N. Since q(z) = j − 2 we have j − 2 =
q(ulλyλ) = −2lλ + q(yλ) for all λ in the indexing set. Thus lλ − 1 = q(yλ)−j2 ≥ 0
since q(yλ) ≥ js ≥ j. Thus
∑
λ u
lλ−1yλ is an element of C∗,j(L) which hits z under
multiplication by u. 
Since multiplication by u is a chain map it follows that for j ≤ js we have an isomor-
phism u∗ : BNi,j(L) → BNi,j−2(L). Recalling that γ is the number of components of L
modulo 2 we now define the singly graded stable Bar-Natan theory as the direct limit
BNis(L) = lim(u∗ : BNi,2k+γ(L)→ BNi,2k+γ−2(L))
Note that there is an isomorphism BNi,j(L) ∼= BNis(L) for each j ≤ js.
As we shall see that stable theory is isomorphic to the filtered (u = 1) Bar-Natan theory
of Section 3. In fact the spectral sequence in Subsection 4.1 for j ≤ js is isomorphic to
the spectral sequence in Subsection 3.2 for the filtered theory.
Recalling that an element of C∗,j(L) can be written in the form
∑
λ u
lλyλ we define
η : (C∗,j(L), d)→ (C
∗
(L), d) by η(
∑
λ u
lλyλ) = yλ. This is clearly a chain map.
Proposition 4.5. Let 2j + γ ≤ js. Up to an overall shift in filtration degree by j the map
η : (C∗,2j+γ(L), d)→ (C
∗
(L), d) is an isomorphism of filtered complexes.
Proof. It is clear that η is an injective chain map. To see it is surjective let∑ yλ ∈ C∗(L).
Then for each λ we have q(yλ) ≥ js ≥ 2j + γ. Setting lλ = q(yλ)−2j−γ2 ≥ 0 we see∑
ulλyλ ∈ C
∗,2j+γ and this hits
∑
yλ ∈ C
∗
(L) under η.
We now claim that η mapsF kC∗,2j+γ(L) isomorphically toF j+kC∗(L). Let
∑
ulλyλ ∈
F kC∗,2j+γ(L). Then by the definition of the filtration lλ ≥ k for all λ in the indexing set.
We have 2j+γ = q(
∑
ulλyλ) = −2lλ+q(yλ) and so q(yλ) = 2j+γ+2lλ ≥ 2(j+k)+γ
showing that
∑
yλ ∈ F
j+kC
∗
(L).
Conversely, if
∑
yλ ∈ F
j+kC
∗
(L) then q(yλ) ≥ 2(j + k) + γ and since 2j + γ =
−2lλ + q(yλ) we have lλ = q(yλ)−2j−γ2 ≥
2(j+k)+γ−2j−γ
2 = k and so
∑
ulλyλ ∈
F kC∗,2j+γ(L). 
It follows that η induces a map of spectral sequences and up to an shift of bi-degree
(j,−j) the E0-pages of these two spectral sequences are isomorphic, namely they are both
given by the mod 2 Khovanov chain complex. It follows that the higher pages of the two
spectral sequences are also isomorphic. Since the shift does not effect the total degree we
have the following corollary.
Corollary 4.6.
BNis(L) ∼= BNi(L)′
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Thus the total dimension dimBN∗(L)′ = 2k where k is the number of components and
the homological degree of the generators is given by the explicit calculation of Theorem
3.1.
5. APPLICATIONS
In this section we discuss two applications of the spectral sequences defined above. We
examine the appearance of “shifted pawn moves” in Bar-Natan theory and describe the
form of the mod 2 Khovanov polynomial for thin knots.
5.1. Tetris pieces and shifted pawn moves. Bar-Natan has observed empirically that in
many cases a tetris pieces in F2-Khovanov homology is replaced in his theory by a shifted
pawn move.
1
1
1
1
Shifted pawn move
1
1
Tetris piece
Using the spectral sequence in Section 4.1 we can see why this phenomenon occurs in
certain circumstances. Suppose we have the tetris piece in F2-Khovanov homology with
gradings as indicated in Figure 6.
11
1
1
ii−1
j
j−2
j−4
FIGURE 6. Tetris piece with β∗ an isomorphism
Suppose further that β∗ indicated by arrows are isomorphisms. Then we claim that this
tetris piece contributes a shifted pawn move.
The E1-pages for the spectral sequences corresponding to j, j − 2 and j − 4 are given
in Figure 7.
l
k0
i 1
l l
k k
i
i−1 i−1
i−2
1
1 1 1 1
1 1
FIGURE 7. E1-pages of the spectral sequence for j, j − 2 and j − 4
Using the fact that d1 = β∗ is an isomorphism on the relevant groups we get E2-pages
as in Figure 8.
From the E2 page for j we see we have a contribution of F2 to BNi,j(L). From the E2
page for j−2 we get an F2 in BNi,j−2(L) = F2 and no contribution to BNi−1,j−2(L) and
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l
k0
i 1
l l
k k
i
i−1 i−1
i−2
1
FIGURE 8. E2-pages of the spectral sequence for j, j − 2 and j − 4
finally from the E2 page for j − 4 we see there is no contribution at all. Assuming further
that these groups we have identified at E2 survive to E∞ we get the situation summarized
in Figure 9.
1
1
ii−1
j
j−2
j−4
FIGURE 9.
5.2. The mod 2 Khovanov polynomial for thin knots. In this case, by reverse engineer-
ing, knowledge of the explicit calculation of the filtered theory and the spectral sequence
allows us to deduce the form of the mod 2 Khovanov polynomial for thin knots.
Proposition 5.1. LetL be an oriented link. If the spectral sequence of Section 3.2 collapses
at E2 then for each k there is a sequence of groups
// KHi−1,2k+γ+2(i−1)
F2
(L)
β∗
// KHi,2k+γ+2i
F2
(L)
β∗
// KHi+1,2k+γ+2(i+1)
F2
(L)
β∗
//
which is exact at KHi,2k+γ+2i
F2
(L) whenever BNi(L)′ = 0.
Proof. If BNi(L)′ = 0 then Ki,2js+γ+2p(L) = 0 for all p. This follows from the explicit
calculation of the filtered theory and by the assumption that the spectral sequence collapses
at E2. In other words if BNi(L)′ = 0 then Ki,j(L) = 0 for all j, from which it follows
that
Ker(β∗ : KHi,jF2 (L)→ KH
i+1,j+2
F2
(L))
Im(β∗ : KHi−1,j−2F2 (L)→ KH
i,j
F2
(L))
= 0.

For a knot L the above sequence is exact except possibly at the 0’th group. There is a
similar sequence for the spectral sequence of reduced theory.
Theorem 5.2. If L is an F2H-thin knot with homology concentrated on diagonals j =
s− 1 + 2i and j = s+ 1 + 2i then there exists a polynomial Kh′(L) such that
KhF2(L) = q
s−1(1 + q2)(1 + (1 + tq2)Kh′(L))
where Kh′(L) is a polynomial in tq2.
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Proof. We work with reduced theory which has homology concentrated on the single di-
agonal j = s + 2i. For dimensional reasons the spectral sequence for reduced theory
collapses at the E2-page and by the reduced version of Proposition 5.1 we have a sequence
// K˜H
i−1,s+2(i−1)
F2
(L)
βi−1
∗
// K˜H
i,s+2i
F2
(L)
βi
∗
// K˜H
i+1,s+2(i+1)
F2
(L)
βi+1
∗
//
which is exact except when i = 0. For i 6= 0 we have
dim K˜H
i,s+2i
F2
(L) = dim Imβi∗ + dimKerβ
i
∗
= dimKerβi+1∗ + dimKerβ
i
∗
=: Ki+1 +Ki.
When i = 0 the deviation from exactness is given by knowledge of the (reduced) filtered
theory, which tells us there is one additional generator. Thus the reduced mod 2 Khovanov
polynomial K˜hF2(L) is of the form
qs +
∑
i
tiqs+2i(Ki+1 +Ki) = q
s +
∑
i
qs(ti−1q2(i−1) + tiq2i)Ki
= qs(1 +
∑
i
(ti−1q2(i−1) + tiq2i)Ki)
= qs(1 + (1 + tq2)
∑
i
ti−1q2(i−1)Ki)
= qs(1 + (1 + tq2)
∑
i
(tq2)i−1Ki).
Using results of Shumakovitch [8] (see also [7]) in the mod 2 case we have KH∗,∗
F2
(L) ∼=
K˜H
∗,∗
F2
(L)⊗A from which it follows that
KhF2(L) = K˜hF2(L)(q + q
−1) = (q + q−1)qs(1 + (1 + tq2)
∑
i
(tq2)i−1Ki)
as claimed. 
The formula in the proposition above first appeared in [1] where Kh′ is the polynomial
calculated in that paper for rational Khovanov theory1. Here we do not claim that the
polynomial Kh′(L) of the proposition is the same as Bar-Natan’s.
6. PROOF OF PROPOSITION 2.2
As we have already mentioned the proof of Proposition 2.2 is very similar to the proof
given by Lee in [5]. For convenience we include the details here. This section, however,
may be seen as an exposition of her work in a slightly modified context. The reader worried
about any sign discrepancies with Lee’s work should remember we are working over F2.
We will use the following notation and conventions given a link diagram D. Firstly,
throughout this subsection we are going to omit all shifts of the various complexes involved
which will unclutter the notation a little. If ǫ is a string of k 0’s and 1’s then we can
consider the subcube (of the cube of smoothings) consisting of all smoothings where the
1It appeared in the context that in an earlier version of his paper he conjectured that for any prime knot there
existed an integer s making the above hold true. However, knot 819 provided a counter example.
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last k entries are given by ǫ. Denote the associated complex by C(D(∗ǫ)). Given k then
C(D) may be decomposed as (a graded group but not as a complex)
C(D) ∼=
⊕
ǫ
C(D(∗ǫ))
where ǫ runs over all strings of 0’s and 1’s of length k. With respect to this decomposition
the differential ∂ (or the map β) may be decomposed as well. Supposing v ∈ C(D(∗ǫ))
then we write
∂(v) = ∂ǫ(v) +
∑
ǫ′
∂ǫ
′
ǫ (v)
where ǫ′ has one more 1 than ǫ and ∂ǫ′ǫ : C(D(∗ǫ)) → C(D(∗ǫ′)) and ∂ǫ : C(D(∗ǫ)) →
C(D(∗ǫ)) are induced by the differential ∂.
6.0.1. Reidemeister I positive twist. We refer to Figure 10 below.
D
*0 *1
~
D
FIGURE 10. Reidemeister I
There are isomorphisms of complexes
(1) C(D˜) ∼= C(D(∗1)) and C(D(∗1))⊗A ∼= C(D(∗0))
and these will be used throughout.
Khovanov’s quasi-isomorphism for this move is defined as follows. C(D) decomposes
into a direct sum of subcomplexes
C(D) ∼= X1 ⊕X2
where X2 is contractible. These two subcomplexes are defined by
X1 = Ker(∂
1
0) ⊂ C(D(∗0))
X2 = {a⊗ 1 + b | a, b ∈ C(D(∗1))} ⊂ C(D(∗0))⊕ C(D(∗1))
Note that using the isomorphism (1) any element of C(D(∗0)) (and hence of X1) can be
written in the form a⊗ 1+ b⊗x for a, b ∈ C(D(∗1)). There is a map ρ : X1 → C(D(∗1))
defined by
ρ(a⊗ 1 + b⊗ x) = b
and the composite
φ : C(D) ∼= X1 ⊕X2
pr
// X1
ρ
// C(D(∗1)) ∼= C(D˜)
is a quasi-isomorphism (an isomorphism on homology).
Now let a⊗1+b⊗x be a cycle in X1. In a moment we will need the following identity:
(2) ∂10(β1a⊗ 1) + ∂10(β1b⊗ 1) + ∂1β10(b⊗ x) = 0.
This can be shown to hold by recalling that β is a map of complexes so ∂β = β∂ and then
expanding the right hand side of 0 = β(0) = β(∂(a⊗ 1+ b⊗ x)) = ∂(β(a⊗ 1+ b⊗ x)).
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Now we compute
β(a⊗ 1+b⊗ x) = β0(a⊗ 1) + β0(b⊗ x) + β
1
0(a⊗ 1) + β
1
0(b⊗ x)
= β1a⊗ 1 + β1b⊗ x+ β
1
0(b ⊗ x)
= (β1a+ ∂1β
1
0(b⊗ x))⊗ 1 + β1b⊗ x+ ∂1β
1
0(b⊗ x)⊗ 1 + β
1
0(b⊗ x).
Using (2) on can show that ∂10((β1a + ∂1β10(b ⊗ x)) ⊗ 1 + β1b ⊗ x) = 0 and hence
(β1a+∂1β
1
0(b⊗x))⊗1+β1b⊗x ∈ X1. Note also that ∂1β10(b⊗x)⊗1+β10(b⊗x) ∈ X2.
Thus we have
φβ(a⊗ 1 + b⊗ x) = ρ((β1a+ ∂1β
1
0(b⊗ x)) ⊗ 1 + β1b⊗ x) = β1b.
More easily we see
βφ(a ⊗ 1 + b⊗ x) = β(b) = β1b
and so β and φ commute.
6.0.2. Reidemeister II. We refer to Figure 11 below.
D
*00
*10
*01
*11
~ D
FIGURE 11. Reidemeister II
There are isomorphisms of complexes
(3) C(D˜) ∼= C(D(∗01)) and C(D(∗11))⊗A ∼= C(D(∗10)).
There is a decomposition
C(D) = X1 ⊕X2 ⊕X3
where X2 and X3 are contractible. The complex X1 is defined by
X1 = {a+ ∂
11
01a⊗ 1 | a ∈ C(D(∗01))} ⊂ C(D(∗01))⊕ C(D(∗10))
There is a map ρ : C(D(∗01))→ X1 defined by
ρ(a) = a+ ∂1101a⊗ 1
where the right hand side uses the second isomorphism in 3. The composite
C(D˜) ∼= C(D(∗01))
ρ
// X1


// C(D)
is a quasi-isomorphism.
Let a be a cycle in C(D(∗01)) so ∂01a = 0. Regarding a ∈ C(D) we use the equality
∂β + β∂ = 0 to deduce
(4) β11∂1101a+ ∂1101β01a = ∂11β1101a.
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Also note that for any z ∈ C(D(∗11)) we have
∂1110(z ⊗ 1) = z,(5)
β1110(z ⊗ 1) = 0,(6)
β10(z ⊗ 1) = β11z ⊗ 1.(7)
Now
βρ(a) = β(a+ ∂1101a⊗ 1) = β01a+ β
11
01a+ β10(∂
11
01a⊗ 1) + β
11
10(∂
11
01a⊗ 1)
= β01a+ β
11
01a+ β11∂
11
01a⊗ 1 by (6) and (7)
Hence we have
βρ(a) + ρβ(a) = (β01a+ β
11
01a+ β11∂
11
01a⊗ 1) + (β01a+ ∂
11
01β01a⊗ 1)
= β1101a+ β11∂
11
01a⊗ 1 + ∂
11
01β01a⊗ 1
= β1101a+ ∂11β
11
01a⊗ 1 by (4)
= ∂1110(β
11
01a⊗ 1) + ∂01(β
11
01a⊗ 1) by (5)
= ∂(β1101a⊗ 1).
Thus β and ρ commute up to boundaries.
6.0.3. Reidemeister III. We refer to Figure 12 below.
D~
D
*000
*100
*001 *011
*101
*110
*111*010
*000
*100
*001 *011
*101
*110
*111*010
FIGURE 12. Reidemeister III
There are isomorphisms of complexes
(8) C(D˜(∗110)) ⊗A ∼= C(D˜(∗010)) and C(D(∗110))⊗A ∼= C(D(∗100))
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and also
(9) C(D˜(∗100))
f
∼=
// C(D(∗010)) and C(D˜(∗1)) g
∼=
// C(D(∗1))
There are decompositions
C(D˜) = X˜1 ⊕ X˜2 ⊕ X˜3 and C(D) = X1 ⊕X2 ⊕X3
where X2, X3, X˜2 and X˜3 are contractible. The complexes we are required to know in
detail are
X˜1 = {a+ ∂
110
100a⊗ 1 + b | a ∈ C(D˜(∗100)), b ∈ C(D˜(∗1))}
X˜3 = {a⊗ 1 + ∂(b⊗ 1) | a, b ∈ C(D˜(∗110))}
X1 = {a+ ∂
110
010a⊗ 1 + b | a ∈ C(D(∗110)), b ∈ C(D(∗1))}
There is a map ρ : X˜1 → X1 defined by
ρ(a+ ∂110100a⊗ 1 + b) = f(a) + ∂
110
010f(a)⊗ 1 + g(b)
and the composite
φ : C(D˜)
pr
// X˜1
ρ
// X1


// C(D)
is a quasi-isomorphism.
Let a+ ∂110100a⊗ 1 + b be a cycle in X˜1. In particular this implies ∂100a = 0. Looking
at the C(D˜(∗110)) component of (∂β + β∂)(a) = 0 we get the following identity.
(10) β110∂110100a = ∂110100β100a+ ∂110β110100a
Also for z ∈ C(D˜(∗110)) we have
(11) β010(z ⊗ 1) = β110z ⊗ 1
In order to calculate φβ we need to first get an expression for β(a+ ∂110100a⊗ 1 + b) in
terms of the decomposition of C(D˜) above.
β(a+ ∂110100a⊗ 1 + b)
= β100a+β
101
100a+β
110
100a+β010(∂
110
100a⊗ 1)+β
110
010(∂
110
100a⊗ 1)+β
011
010(∂
110
100a⊗ 1)+β1b
= β100a+ β
101
100a+ β
110
100a+ β010(∂
110
100a⊗ 1) + β1b
= β100a+ β
101
100a+ β
110
100a+ β110∂
110
100a⊗ 1 + β1b by (11)
= β100a+ β
101
100a+ β
110
100a+ ∂
110
100β100a⊗ 1 + ∂110β
110
100a⊗ 1 + β1b by (10)
= β100a+ ∂
110
100β100a⊗ 1 + β
101
100a+ β1b+ ∂
011
010(β
110
100a⊗ 1) + ∂(β
110
100a⊗ 1)
The first five summands give an element of X˜1 and the last an element of X˜3.
A similar computation gives that
β(f(a)+∂110010f(a)⊗ 1 + g(b))
= β010f(a) + β
011
010f(a) + ∂
110
010β010f(a)⊗ 1 + ∂
101
100(β
110
010f(a)⊗ 1) + β1g(b)
+ ∂(β110010f(a)⊗ 1).
From the above we can now see that
φβ(a+∂110100a⊗ 1 + b))
= f(β100a) + ∂
110
010f(β100a)⊗ 1 + g(β
101
100a+ β1b+ ∂
011
010(β
110
100a⊗ 1)).
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Keeping the definitions of β and ∂ in mind, looking at Figure 12 we see that
f(β100a) = β010f(a), f(β
110
100a) = β
110
010f(a), g(β1b) = β1g(b),
g(β101100a) = ∂
101
100(β
110
010f(a)⊗ 1), g(∂
011
010(β
110
100a⊗ 1)) = β
011
010f(a),
so that
φβ(a+∂110100a⊗ 1 + b))
= β010f(a) + β
011
010f(a) + ∂
110
010β010f(a)⊗ 1 + ∂
101
100(β
110
010f(a)⊗ 1) + β1g(b).
Hence we finally get
(φβ + βφ)(a + ∂110100a⊗ 1 + b)
= φβ(a + ∂110100a⊗ 1 + b) + β(f(a) + ∂
110
010f(a)⊗ 1 + g(b))
= ∂(β110010f(a)⊗ 1)
and so β and φ commute up to boundaries.
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