Introduction
Let F q denote the nite eld of order q = p m , p a prime, and let f(x) and g(x) be monic polynomials in F q x]. The In both cases the product runs through all roots of f and of g, including multiplicities.
In 1] these compositions are generalized as follows. Let G be a nonempty subset of the algebraic closure ? q of F q with the property that G is invariant under the Frobenius automorphism ! ( ) = q , and suppose there is de ned on G a binary operation satisfying ( ) = ( ) ( ) (1.3) F q 1]. Further, under the additional assumption that G is a group under , the composition (1.4) has the following property which allows for the construction of irreducibles over F q of a relatively large degree from irreducibles over F q of relatively small degrees. (1.5)
Our main goal is to show how to compute f g e ciently. In lieu of this, (1.5) shows that given the factorization of f and g, to nd f g one needs only to compute the compositions of the individual irreducible factors. Consequently, we shall focus on methods of computing compositions of irreducible polynomials.
In Section 2, we discuss the representation of the operation, as well as show a connection between elliptic curve groups and the composed product. In Section 3, we show how to e ciently compute the general composed product. In Section 4, we specialize to f g and f g. We rst determine how to e ciently compute them using (1.1) and (1.2) directly, and then give formulas for f g and f g which are de ned as determinants of matrices whose entries are polynomials. For these, we demonstrate how to nd f g and f g e ciently using fast interpolation. We also show how to compute f g and f g using linear recurring sequences. We conclude with a brief summary.
Recall that if h(x); k(x) 2 F q x] with degrees at most n, then the number of F q -operations needed to compute h + k or h ? k is O(n), while the time needed to multiply h by k is O(M(n)). Here M(n) = n 2 for classical multiplication and nL(n) for fast multiplication (Sch onhage & Strassen 1971, Sch onhage 1977, and Cantor & Kaltofen 1991), where we use L(n) in place of log n log log n, as used by Shoup 13 ]. If we operate in the ring F q x]= < f(x) > (and so reduce the product of h and k modulo f, where deg f = n), then the number of F q -operations needed is O(M r (n)). For classical multiplication, M r (n) = n 2 ; for fast multiplication, M r (n) = nL(n) log n. The additional log n term is needed when using fast multiplication because the time needed to do long division of f into hk is O(nL(n) log n). In this paper, if we are given two polynomials f and g of degrees m and n respectively, we will always assume (for ease of exposition) that m n when discussing the running times. 
Properties of the
where q i = (i) and q j = (j) . But since induces a permutation on the elements in G, and since the sum is taken over all (i; j), we have h(x; y)] q = X (i;j)
So each coe cient of h(x; y) belongs to F q . Note that G does not have to be nite in order for us to represent composed products as polynomials in F q x; y], as seen in Section 1 for f g and f g. Also note that if G is not nite, the operation may not have a polynomial representation 3].
In this paper we are concerned only with polynomial representations of composed products.
We can also go the other way; that is, if we are given h(x; y) 2 F q x; y], we can use h(x; y) to de ne a operation on a suitable subset G of the closure, where by \suitable" we mean that G is closed under . Theorem 2.3. If (E; +) is an elliptic curve group over the eld F q (consisting of F q -rational points), q > 3 odd, then there exists a nite -invariant subset G of ? q and a group operation on G such that (G; ) is isomorphic to (E; +) and is an automorphism of (G; ).
Proof. Let E = f(x; y)g S f 0]g denote the points on an elliptic curve over F q , q > 3 odd, and let a 2 F q be a quadratic nonresidue. Then (x 2 ? a) 2 F q x] is irreducible and if 2 F q 2 is a root of x 2 ? a, then satis es q = ? . Let e 2 F q have the property that the point (e; 0) is not on the curve. Such a point must exist since at most three points on E have the form (x; 0). Consider the mapping : E ! F q 2 de ned as follows:
(P ) = e if P = 0] x + y if P = (x; y). Clearly is a one-to-one correspondence between E and a subset G of ? q , and further, the elliptic curve addition induces an operation on G which makes G isomorphic to E; namely, (P ) (Q) = (P + Q):
It remains to show that G is -invariant and that is an automorphism of (G; ). Now if P = (x; y) is on E, then so is its negative, ?P = (x; ?y). Thus, we may write ( (P )) q = (x + y ) q = x + y q = x + y(? ) = x ? y = (?P ).
Also, by choice of e, the relation ( (P )) q = (?P ) (2.2) holds when P = 0] so (2.2) is valid for all P on E, implying that G is -invariant.
Using both (2.1) and (2.2), we have ( (P )) ( (Q)) = (?P ) (?Q) = (?(P + Q)) which by (2.2) is ( (P + Q)) q . But then (2.1) gives us ( (P + Q)) q = ( (P ) (Q)) q = ( (P ) (Q)), which shows that is an automorphism of the group G.
Computing the General Composed Product
Suppose that f g is de ned as in (1.4), and suppose the diamond product is represented by h(x; y) 2 F q x; y], i.e. = h( ; ) for all ; 2 G. Our goal is to compute f g e ciently. We assume by (1.5) that f and g are irreducible of degrees m and n respectively. By the de nition (1.4), one needs to construct an extension eld of F q that contains the roots of f and g. When gcd(m; n) = 1, the smallest such eld is F q mn , and it can be constructed as When gcd(m; n) > 1, the smallest eld that contains the roots of f and g is F q mn=d where d = gcd(m; n). One can still construct F q m = F q x]= < f(x) >, but F q m y]= < g(y) > is no longer a eld. In fact, g(y) factors over F q m as a product of d irreducibles of degree n=d. We will prove below that factoring is not necessary, and the same algorithm that is used for the case where gcd(m; n) = 1 works for all m and n. OUTPUT: f g.
Step 0: Form the ring R = F q x; y]=I, where I =< f(x); g(y) > and each class is represented by a unique polynomial of degree m ? 1 in x and degree n ? 1 in y.
Step 1: Compute the polynomials u i x q i modf(x), 0 i m ? 1 and v j y q j modg(y), 0 j n ? 1.
Step 2: In R, compute h ij = h(u i ; v j ), 0 i m ? 1 and 0 j n ? 1.
Step 3 F q -operations, where E is the largest degree of x or y in h(x; y) and T is the number of nonzero terms in h(x; y).
Proof. The correctness follows from Lemma 3.4 below. We give the time needed to compute f g. In Step 1, u i and v j can be computed iteratively by raising to the q th power using O(nM r (n) log q) F q -operations. In
Step 2, the h ij are computed using O(n 2 M r (n)T log E) F q -operations. In
Step 3, the product polyno- O(n 3 log q + n 4 T log E + n 8 ); using fast multiplication, the time is O(n 2 L(n) log n log q + Tn 3 L(n) log n log E + n 6 (L(n)) 2 (log n) 2 ), where L(n) = log n log log n. Corollary 3.3. Algorithm 3.1 computes f g and f g correctly using O(nM r (n) log q + n 4 M 2 r (n)) F q -operations. 
This proves the lemma.
Computing f g and f g
In this section, we explore alternate methods of computing (1.1) and (1.2), and improve the running times given in Corollary 3.3. To multiply the f(x ? j ), 0 j n ? 1, we require log n iterations. At the k th iteration (0 k d(log n)e ? 1), we multiply (n=2 k+1 ) pairs of polynomials in F q n x], each of degree at most 2 k m. The k th iteration needs O((n=2 k+1 )M r (2 k m)) = O(M r (mn)) = O(M r (n 2 )) F q n -operations. All the iterations need O(M r (n 2 ) log n) F q n-operations, or O(M r (n 2 )M r (n) log n) F q -operations. The total time needed to nd f g is stated in Theorem 4.1. We can compute f g similarly by pairing factors, but each factor m f(x= ) can be found directly, without using Taylor series. The number of F q -operations needed to nd all the m j f(x= j ) is O(mnM r (n)) = O(n 2 M r (n)). O(n 4 + M r (n)M r (n 2 ) log n + nM r (n) log q) F q -operations. Likewise, the composed multiplication f g can be computed with the formula f g = Y m f(x= ) using O(M r (n)M r (n 2 ) log n + nM r (n) log q) F q -operations.
Using classical multiplication, the time given in Theorem 4.1 is O(n 6 log n + n 3 log q) for both f g and f g; using fast multiplication, the time is O(n 4 + n 3 L(n)L(n 2 )(log n) 3 + n 2 L(n) log n log q) for f g, and O(n 3 L(n)L(n 2 )(log n) 3 + n 2 L(n) log n log q) for f g. These times improve upon the time given in Corollary 3.3.
COMPUTING COMPOSED PRODUCTS OF POLYNOMIALS 9 4.2. Matrix Methods. The methods below are matrix-oriented, and stem from the use of the tensor, or Kronecker, product operation to calculate f g 1].
We will specialize to f g and f g following a presentation of the general approach.
Recall that if A and B are square matrices over F q of sizes m and n respectively, then the Kronecker product of A and B is the square matrix over F q of size mn where I n denotes the n-square identity matrix. While we now have the advantage of working in F q , the sizes of the tensor product matrices can quickly become huge, so we prefer to use a method that employs matrices of smaller size. The formulas presented below accomplish this by building on the formulas given above, using matrix theory and symmetric function theory to obtain better formulas for f g and f g. Use Schwartz's algorithm 11] for fast resultant calculation to compute (f g)(c i ) = res z (f(c i ? z); g(z)) in O(n log 2 n) F q e -operations, where c i has the same meaning as above. Then the number of F q e -operations needed to nd the values (f g)(c i ) (similarly, (f g)(c i )) is O(mn(n log 2 n)) = O(n 3 log 2 n). The time needed to recover the polynomial is absorbed into the above running time, so that the time needed to nd f g and f g using F q -operations is O((n 3 log 2 n)M r (e)), the best of the times given yet. As with the method which uses (4.1) and (4.2), its time is independent of the size of q. We summarize these results in the next theorem. Theorem 4.3. The composed products f g and f g can be computed with formulas (4.1) and (4.2), respectively, using O(n 5 M r (e)) F q -operations. If (4.3) and (4.4) are used instead, the number of F q -operations required to compute f g and f g is O((n 3 log 2 n)M r (e)). In both cases, e = O(log q n).
Note in closing that the method used to nd (4.1) and (4.2) can be extended to the case where either or is linear in the polynomial representation of . The steps taken to nd f g are as follows. First we select nonzero starting states for fa k g and fb k g; the simplest such states are ones with zeros for the rst m ? 1 terms (n ? 1, respectively), and with a one for the m th term of the sequence (n th term, respectively). We use these starting states to generate a m through a 2mn?1 and b n through b 2mn?1 (via f and g respectively) using O(mn(m + n)) = O(n 3 ) F q -operations. The number of F q -operations needed to nd the subsequence c 0 ; :::; c 2mn?1 using componentwise multiplication is O(n 2 ). The number of F qoperations required for the Berlekamp-Massey Algorithm is O((mn) 2 ) = O(n 4 ) 9]. So the total time needed to nd f g is O(n 4 ) F q -operations. This time, while slower than the running time given in Section 4.1 (using fast multiplication), does not depend upon the value of q. It is also slower than the resultant-based interpolation method. The advantage in using this method, though, is that we work entirely in the ground eld F q .
We turn our attention to nding a linear recursive sequence whose minimal polynomial is f g, where f; g 2 F q x] are irreducible and of coprime degree. To prove this, we show that the elements of any nonzero LRS of a given polynomial can be written in terms of the trace function (this was stated in 10] but not proven), and then use the fact that the degrees of f and g are coprime to obtain (4.5). So under the conditions set forward for f, we can generate any nonzero LRS by using the trace function on an appropriate multiple of the elements of the basis corresponding to f. Similar statements can be made for the irreducible g of degree n over F q mentioned above. For this polynomial, we use the notation for its roots, fb k g for its associated nonzero LRS, and let 2 F q n play the same role as above.
We require one more result before proving Theorem 4.4. The results of this portion of the paper are summarized in the following theorem.
Theorem 4.8. Suppose that fa k g, fb k g are nonzero linear recurring sequences whose elements come from F q , with irreducible minimal polynomials f(x); g(x) 2 F q x] respectively. Suppose further that the degrees of f and g are relatively prime.
Then the composed products f g and f g can be computed with the sequences fa k g and fb k g using O(n 4 ) F q -operations.
Summary
We have shown that a general composition f g can be computed in O(nM r (n) log q + n 2 M r (n)T log E + n 4 M 2 r (n)) F q -operations. In the special cases of f g and f g, we presented several fast methods for computing them. All of the methods given in Section 4 were shown to be faster than the general method in Section 3. The fastest method is the interpolation method as applied to (4.3) and (4.4), with the running time being O((n 3 log 2 n)M r (e)) F q -operations, where e = O(log q mn) = O(log q n). While the LRS method costs more (it requires O(n 4 ) F q -operations), it is better than the resultant method in that we operate entirely within the ground eld F q . The resultant method requires us to work in an appropriate extension of F q so that fast interpolation can be done.
Recall that the running time for the method of Section 4.1 (as applied to f g) is O(n 3 L(n)L(n 2 )(log n) 3 + n 2 L(n) log n log q) when fast multiplication is used. This method is ine cient for large q (in comparison with the LRS method, the Section 4.1 method is ine cient for values of q such that log q n 2 ). We conclude that the most e cient methods for computing f g and f g are the resultant-based interpolation method and the LRS method.
