We propose a scheme to reduce the overhead associated with channel state information (CSI) feedback required for opportunistic scheduling in multicarrier access networks. We study the case where CSI is partially overheard by mobiles and one can suppress transmitting CSI reports for time varying channel of inferior quality. As a means to assess channel quality and exploit multiuser diversity we adopt maximum quantile (MQ) scheduling. We show that the problem of minimizing the average feedback overhead can be formulated as a Bayesian network problem. A greedy heuristic using probabilistic inference is proposed to deal with the NP-hardness of the problem. Leveraging properties of MQ scheduling we first show that networks having tree-like overhearing graphs admit simple inference.
Thus CSI feedback from a node to an AP may be overheard at other nodes. In these networks APs may deal with tens, if not hundreds, of users and thus when a large number of shared spectral bands are used, proportionally many bits of feedback information to track channels' variations would be required. Since requirements for supported data rates are expected to grow in the future, feedback reduction in these networks has become a crucial issue.
The following describes how users' CSI can be shared among a subset of users. We refer to the smallest unit of resource consisting of subcarriers allocatable to an individual user as a resource block (RB). Suppose there is an AP and a set of nodes within its coverage. If the AP intends to transmit to a group of nodes, it requests CSI for all the RBs from the group. Consider a subset of nodes in the group which are within transmission range of each other, say node A and B. Suppose A has provided CSI for all of the RBs. If B overhears the CSI fed back from A it can choose to transmit CSI only for the RBs which have 'superior' SINR values to those of A since all 'inferior' RBs would in principle be ignored upon reception at the AP. We study a scheme where each node makes binary decisions on whether or not to send feedback by comparing its RBs' CSI to those previously overheard. Due to the causal structure of feedback we name the scheme sequential feedback.
Given the SINR value of a neighbors' RB, how does a node decide if its RB quality is 'better' than its neighbors'? If the decision were to be based on the absolute level of SINRs, the heterogeneity in channel conditions over the links of the network may cause rate starvation to some nodes. As a fair resource allocation we adopt max-quantile (MQ) scheduling in determining how 'opportunistic' a SINR is, as proposed in a series of work [1] [2] [3] . In these papers the MQ scheduler is shown to have a number of desirable properties over contemporary multi-user schedulers. It attempts to maximize opportunism among users in a fair manner by providing a homogenized measure of opportunism, i.e., the quantile, across users with heterogeneous channel statistics. This follows from the fact that the distribution function F X (·), applied to any continuous random variable X, results in a uniform random variable U ∼ F X (X).
Furthermore MQ scheduling is robust to fluctuations in channel characteristics and changes in the number of participating users.
Motivated by this work we will compare RBs' CSI based on quantiles of their associated SINR values.
For this reason we shall refer to our proposed method as quantile-based sequential feedback (QBSF) scheme. We assume each node keeps track of the SINR distribution, or just the mean and variance [1] , of the RBs of its neighbors. It has been shown in [3] that the storage overhead associated with measurements of channel distributions grows only linearly with the number of users (and RBs). Although this is likely to be an affordable overhead for modern mobiles with advanced memory architectures, we propose a modified scheme with reduced measurement overheads in Section VII.
Our goal is to minimize the feedback overhead: specifically we define an objective function which is the weighted average of the feedback transmission probability at each node. Suppose there are n nodes where under a given scheme the probability of feedback transmission p k per RB and the set of nonnegative weights associated with each user w k for k = 1, . . . , n, then the objective is given by
Note the probabilities p k depend on the feedback mechanism, and in particular how feedback gets suppressed through overheard CSI feedback. The weights can have different meanings, e.g., if identical across users and RBs then the objective is proportional to the average total number of bits used in feedback, otherwise the weight may represent different numbers of bits per transmission required in describing respective SINR information for each user, e.g., the number of bits used for quantizing channel gains in [4] .
Contributions. The key problem addressed in this paper is finding an optimal sequence for feedback,
i.e., one minimizing this objective function. We show that the problem can be formulated in the framework of Bayesian networks (BNs). A BN is a graphical model describing causal dependencies via a directed acyclic graph (DAG) where each vertex is associated with a random variable representing the nature of an event [5] . BNs have been extensively used in the learning and artificial intelligence community. Our problem turns out to be that of determining the BN structure minimizing (1), which we show unfortunately is NP-hard. Recognizing the hardness of the problem we propose a greedy heuristic that requires probabilistic inference over BN structures. We first show that inference can be performed efficiently if the BN is singly connected. A DAG is singly connected, or a polytree, if there exists at most one directed path between any two nodes. Note that it was known that inference is simple for BNs having polytree structure with discrete random variables [6] . However this may not apply to our case since we must deal with continuous variables (i.e., quantiles), which we investigate in this paper. Subsequently we show that exact inference is tractable for certain classes of multiply connected networks. We characterize this class of structures exploiting the stochastic ordering nature of the problem of selecting the best quantile.
Based on these findings we present an approximation algorithm for general networks, and demonstrate the efficacy of the proposed heuristics via simulations.
Related work. There has been substantial amount of research devoted to feedback overhead reduction in wireless access networks using adaptive OFDMA, e.g., [7] [8][9] [4] . A set of papers have proposed contention-based feedback reduction based on optimal thresholds. Notably using opportunistic splitting one can achieve a constant overhead in terms of the time consumed for feedback [10] . The work in [11] , and then [12] in the max quantile scheduling setup, propose schemes to eliminate coordination overheads incurred at the basestation through optimizing thresholds associated with contention probability. Although for a given fixed number of users the proposed scheme is meant for achieving full diversity gain by default, the framework in this paper can be simply extended to other suboptimal strategies, e.g., threshold-based or contention-based schemes, offering further reduction in overheads to existing schemes: see [13] . None of the above mentioned work deals with networks leveraging overhearing users' CSI.
This paper is organized as follows: In Section II we describe the system model. The QBSF scheme and the potential gains are discussed in Section III. The problem formulation as a BN model is discussed in Section IV. Section V characterizes computationally tractable structures for inference, then a greedy heuristic leveraging such structures is proposed. Section VI covers issues associated with measurement biases. Section VII presents simulation results for our heuristic. Section VIII concludes the paper.
II. SYSTEM MODEL
We assume a block-fading model where the channel gain of an RB is fixed during a common coherence time T c . The channel gain is renewed in an i.i.d. manner at every T c time units where the AP requests CSI feedback at the beginning of each coherence time. We make a similar assumption as [4] in that the time required for feedback transmissions is proportional to the total amount of feedback information reported to the AP, which resulting in a proportional reduction of time for data transmission. Namely the time spent on feedback encroaches upon the time for data transmission. Our goal is thus to one of minimize the average amount of feedback.
The total number of RBs per transmission time interval (TTI) is denoted by m. For simplicity we assume the AP has infinitely backlogged queues serving a total of n users. We model the overhearing graph among the nodes by an undirected graph G = (V, E) where V = {1, 2, . . . , n} and E ⊆ V × V denote the set of vertices and edges respectively. An edge e ∈ E between two nodes captures the fact that these nodes can overhear each other's feedback. Note that we assume reciprocity, i.e., roughly that channels are reciprocal and interference on feedback is cleared out. The AP is assumed to be fully aware of the overhearing graph of its associated nodes. For each RB every node can decode CSI feedback transmitted by adjacent nodes and make immediate decisions on whether to transmit its own CSI feedback by comparing the quantiles of SINRs with those previously overheard. The node transmits feedback for an RB only if its SINR's quantile is superior to that of the currently overheard SINRs. We assume the channel distributions between nodes and AP are independent across users and RBs and modeled by a continuous random variable Γ j i
for user i and RB j. Max quantile scheduling for a given RB operates as follows: in the time duration (k − 1)T c < t ≤ kT c for any integer k, and some RB index j where 1 ≤ j ≤ m, the following user is scheduled: III. THE QBSF SCHEME Our quantile based sequential feedback mechanism operates as follows.
BEGIN QBSF PROCEDURE
1) The AP notifies the nodes of the order in which feedback transmissions are to be made. The details on obtaining such an ordering will be discussed in the next section.
2) The nodes respond, if at all, in the specified order, transmitting their SINRs for RBs over the entire frequency band. Each turn of SINR reporting is called a stage.
3) Nodes transmit feedback only for the RBs that have larger quantile values than those overheard earlier in the feedback sequence.
4) Based on the overheard SINR reports from the neighbors, every node updates its estimate for the SINR distribution of the corresponding neighbors. The issue of how to properly perform such updates is discussed in Section VI.
END QBSF PROCEDURE
This procedure is depicted in Fig 
Lemma 1:
The expected total overhead (1) under QBSF is lowered bounded by
Proof: Note that the best case is where the overhearing graph induced by n nodes is fully connected.
Since for each RB we compare quantiles, we are interested in the stochastic ordering of i.i.d. uniform random variables. In the case where nodes overhear all other nodes, for a given RB of a neighbor at k-th
, the probability that the RB will have better quantile than the previously overheard k − 1 RBs is given by P(U > U k−1 ) where the random variable U k denotes the maximum of k i.i.d.
uniform random variables. It is well known that U k has the following probability density function:
Thus we have that, for k ≥ 2,
and the result follows. Suppose w k are identical across users and given by b which is the fixed number of bits required for feedback per RB. The bound implies that one roughly needs mb · log(n) bits as opposed to mbn for full diversity gain when G is a fully connected graph.
The lemma suggests that one may reap substantial gains when G is dense as n increases by exploiting overheard information.
IV. PROBLEM FORMULATION
Unless all nodes overhear each other, the order of feedback transmissions will affect the average amount of feedback for QBSF. We investigate this next. Let π denote an ordered set representing a feedback order, i.e., a permutation of V , and π(i) denote the ith element of π, i.e., the index of the node associated with the ith feedback stage. Given π a directed graph G(π) is constructed based on G such that directions are assigned to each edge (u, v) ∈ E, a directed arc from u to v is included if u transmits feedback earlier than v according to π. The set of arcs induced by π is denoted by E(π) so G(π) = (V, E(π)). For a given directed graph D let us define I i (D) as a random variable indicating whether node i will transmit feedback. We formally define the problem of determining the optimal feedback order that minimizes (1) as follows.
Problem 1: Define c(·) as the cost function that maps a directed graph to average overhead, i.e., for a given directed graph D,
Denote the set of all possible permutations of n nodes representing feedback orderings by P. Our objective is to find π that minimizes the average transmission overhead for a typical RB, or find a feedback sequence such that
Next we show that Problem 1 for general overhearing graphs is in fact NP-hard.
Lemma 2: Determining the optimal order of feedback for the QBSF scheme is NP-hard in general.
Proof: Clearly G(π) is a directed acyclic graph (DAG) due to the strict ordering nature of π. For a given DAG D we have the following notation:
• Π(i, D) : set of parents of node i in D.
• Λ(i, D) : set of children of node i in D.
• I i , Π(i), Λ(i) will be used as shorthand for
Without loss of generality assume that π = (1, 2, . . . , n). With i ∈ V we associate a pair of random variables (I i , Γ i ) where Γ i is the SINR of a typical RB (for simplicity we only consider a typical RB).
We can write I i as
where F Γ i (·) denotes the distribution of the SINR of the typical RB for node i, and Π(i) denotes the set of parents of i in G(π). Note that an probabilistic inference problem [5] which is known to be NP-hard in general [14] , thus finding the optimal ordering is also NP-hard.
V. OPTIMIZATION AND APPROXIMATIONS
The difficulty associated with Problem 1 is twofold: (a) given a permutation determining the cost (3) which we refer to as the inference problem, (b) determining the optimal permutation. We begin by discussing the inference problem. Specifically we characterize a class of DAGs which admit a computationally tractable inference. Based on our findings we propose a greedy heuristic to find an optimal feedback order.
A. Networks with tractable structures for inference
Our goal is to compute the probability of transmission at each vertex. This requires marginalization of dependent variables in the associated BN. There has been much research on efficient computations of marginalizations for dependency structures having 'generalized distributive laws' [15] using message passing. For example one can use the junction tree algorithm (JTA) [5] to estimate P(I j (G(π)) = 1).
Depending on the underlying overhearing structure, the complexity involved in exact inference via JTA can be exponential [5] . Here we examine a class of tractable BN structures. With Pearl's belief propagation (BP) it is known that exact inference can be done efficiently for singly connected networks [6] : the complexity is linear in the number of nodes, in the case of BN with discrete random variables. Inference involving continuous random variables can be hard [16] even for simple dependency structures like polytrees.
However in the following we show that the computational overhead is still low in our problem. The main computational effort lies in polynomial multiplication which can be carried out efficiently, e.g., using FFT.
This is due to the uniformity of the quantile distribution, and the stochastic ordering nature of our setup.
As mentioned earlier we denote
respectively for simplicity.
Lemma 3: Without loss of generality assume π = (1, 2, . . . , n) . Suppose the DAG associated with the BN induced by a given transmission sequence π is singly connected. Then the probability of transmission for node i can be iteratively computed as follows:
with the distribution function F G i (x) = P(G i ≤ x) given by
where F G 1 (x) = x and P(I 1 = 1) = 1. Further the integrands in (5) and (6) are products of polynomial functions with rational coefficients.
Proof: The singly connectedness of BN up to node i ensures that the observed quantiles G j of the parents of node i are mutually independent. Also note G j is a mixture of a continuous and a discrete random variable since F G i (x) has a probability mass at x = 0, i.e., F G i (0) = P(I i = 0). Hence we have that
where
Thus we have that
As for the distribution function F G i (x) we have the following:
For any i the distribution function F G i (x) is a polynomial function. This can be shown by induction as follows. For distribution function of the first transmitter, i.e., Node 1, it clearly holds that F G 1 (x) = x. Now suppose F G k (x) is a polynomial function for some k ≥ 1. Then from (6) F G k+1 (x) is a constant plus integration of product of polynomial functions up to stage-k nodes, thus clearly this is a polynomial function. For example if Node 2 is a neighbor of Node 1, then using (6),
and so on.
Using this result we show that for the following class of multiply connected networks exact inference can be performed efficiently.
Assumption 5.1: Consider a DAG G(π) such that the following assumptions hold for every node i.
1) For any two nodes in Π(i), there are no common ancestors in V \Π(i).
2) There are no other directed paths between any two nodes in Π(i) except through the arcs in the subgraph induced by Π(i).
Roughly speaking this assumption represents a configuration where there are dense clusters of nodes, e.g., a clique, but the clusters themselves are sparsely connected, e.g., a forest. This may serve as an approximation to connectivity in mobiles with bursty spatial distributions, e.g., similar to what is reported in [17] for social networks where connectivity graphs induced by locality exhibit self-similarity and thus have bursty spatial densities. Note that these assumptions subsume the case where the whole system is singly connected, in which each adjacent node pair corresponds to a clique.
For any node i in G(π), letG i (π) denote the DAG obtained by removing all arcs in G(π) which belong to the directed subgraph induced by i ∪ Π(i) except those which are directed towards i. We denote the observable quantile of k ∈ V underG i (π) byG k (G i (π)), which below for brevity we denote byG k .
Lemma 4: Suppose Assumption 5.1 holds, then for any i ∈ V , the distribution of the maximum of the observable quantiles of the parents of i is given by
Proof: Assume without loss of generality that i ∪ Π(i) = {1, 2, . . . , k} and the transmission order is 1, 2, . . . , k. We consider the case k ≥ 3 since otherwise the system reduces to singly connected network due to Assumption 5.1. InG i (π), since the connections among the parents of i are severed, i's parents (or nodes in Π(i,G i (π)) will transmit CSI independent of each other. Since i takes only the maximum quantile out of those i − 1 transmissions, the probability of transmission at node i is determined by
where by definitionG 1 is identical to G 1 . Since the observed quantiles in the expression (8) are mutually independent due to the second part of Assumption 5.1, we have the factorization in (7).
Let us compare the distribution of (8) to that involving Π(i) in the original DAG G(π). Our goal is to
show that
Consider some j ∈ {1, 2, . . . , i − 1} and let its direct parents be j 1 , j 2 , . . . , j l . Firstly G j andG j are related such that, since the quantile G j observed by others corresponds toG j if and only ifG j is greater than those of j's parents, or
Due to the first part of Assumption 5.1 clearly j's parents are also parents of i, or Π(j) ⊆ Π(i). Thus we have that
This shows that we can replace G j in (10) byG j one by one as in (11) for all j ∈ Π(i) so that we get (9) . This implies that under G(π) the observed quantiles of Π(i) are identical to those under Π(i,G i (π)), which yields (7).
Thus in networks satisfying Assumption 5.1 one can use the computation presented in Lemma 3 for exact inference. In the example of Fig. 3 the probability of transmission at node i can be computed by substituting the product form distributions in (5) with the factorization in Lemma 4 usingG 1 ,G 2 andG 3 .
B. Greedy Heuristics to Determine a Good Permutation
In the previous subsection we considered the inference problem, i.e., computing (3) given a permutation.
In this subsection we consider the problem of finding a good permutation, i.e., approximating (4) . Even for networks where the average overhead can be easily computed, the problem of determining an optimal ordering of feedback remains difficult. If the problem possessed a tractable structure, e.g., polymatroid
as in successive decoding problem in fading channels [18] a greedy approach would yield a solution.
Unfortunately it appears that this problem does not have matroidal structure. Meanwhile if we regard the objective as a score assigned to the associated BN structure, the problem reduces to a search problem to find the BN structure with the best score given by (3) which is similar to score-based learning [5] . However unlike the commonly used score metrics, such as mutual information, our objective is not decomposable, i.e., factorizable into pairwise costs, nor score equivalent, i.e., the scores of different DAGs describing the same dependence structure are identical [5] . Thus as an approximation we resort to greedy heuristics.
Let π k denote the feedback order up to stage k ≤ n, i.e., a k-permutation of {1, 2, . . . , n} where we let π n = π by default. Also let ⊕ denote the binary operator for i ∈ V and a permutation π k such
denote the DAG associated with the feedback order up to stage k represented by π k where E(π k ) denotes the set of directed arcs which are constructed by assigning directions to edges in E associated with the permutation π k . Namely for all
. . , π k (j − 1)}, the arc which is directed from u to v is added to E(π k ). An example is illustrated in Fig. 2 for the case where π 1 = (1) and 
where P(I j (D) = 1) = 1 if j does not have any incoming arcs in D, e.g., c (D) = |V | if A = ∅. Hence (12) corresponds to the decrease in the total overhead resulting from appending i to the feedback sequence.
At each stage we greedily choose the node that offers the maximum reduction in cost at its children, i.e., (12) , by appending it to the current feedback sequence, e.g., we are interested in finding i that minimizes
Based on the findings from the previous section we present an approximation algorithm to determine . This is an attempt to search for a dense DAG upon which inference is simple. From a different point of view, knowingD proves to be useful for another purposes, which will be discussed in the next section.
VI. MEASUREMENT DISTORTIONS
In QBSF the distribution of the observed SINRs does not match the true distribution of SINRs, since high SINRs are more likely to have been transmitted due to comparison of the quantiles of neighboring nodes' SINR. Thus it is necessary to undo such biases in order to correct measured SINR distributions.
This can be simply achieved provided that a child node knows the distribution of the observed quantile of the corresponding parent node as follows.
Suppose node i is a parent of node j and F G i (x) is known to j. Suppose nodes make measurements only if its parent's observed quantile is nonzero, i.e., the parent's feedback is not suppressed. To model this let us consider a random variable H i which has the distribution function F H i (x) = P (G i ≤ x|G i > 0). Denote the random variable representing the measured SINR value byΓ i and denote its distribution function by
for all v ∈ V \V do 5:
for all e ∈ E(π ⊕ v) outward from v do 7: if (V,Ê ∪ E (v)) satisfies Assumption 5.1 then 8:
else 10:
Remove the undirected edge associated with e from E
11:
end if 12: end for 13:
14:
end for 16 :
Lemma 5: We have that
Proof: Note that F H i (x) represents the quantile ofΓ i measured in terms of the distribution function of Γ i , i.e.,
so (13) follows.
Now suppose a node has independently measured (e.g., at times with intervals greater than the coherence time) node i's SINR values k times where the measurements at l th time is denoted byΓ
From (13) it is clear that we would like to use the following simple estimator for the distribution of Γ i :
By using the estimator (15) we mean that, when we overhear an SINR sample from i, we first compute the empirical quantile given by (14) , and then we apply F −1 H i (·) to it so as to estimate the true quantile. From
is a smooth polynomial function with an inverse, thus the second step involves solving a polynomial equation, which can be easily carried out using, e.g., Newton's method.
From the smoothness of F −1 H i (·) the functional law of large numbers dictates that (15) will converge pointwise to F Γ i (x) as k tends to infinity [19] .
If the network does not meet Assumption 5.1 exact distributions of the observed quantiles {G i } will be difficult to find. In that case we may have two phases for the feedback: measurement phase and normal phase. We determine certain integer l ≥ 1 and let the measurement phase be at every lT c . The rest of the time normal QBSF is performed. At each measurement phase we let the feedback be based onD, i.e., each node ignore feedback from an arc that is not inD. Hence we can reduce unnecessary burdens as opposed to, e.g., a naive scheme such that at every measurement phase all the nodes transmit feedback merely for measurement purposes.
VII. SIMULATIONS
In our simulations we generated random overhearing graphs G such that, the adjacency between pairs of nodes was determined by i.i.d. Bernoulli random variables with probability 0.5. We associates an i.i.d.
uniform random variable with each node representing its quantile for the SINR of a typical RB.
1) Greedy QBSF:
We applied a multi-start method, specifically Greedy Randomized Adaptive Search Procedure (GRASP) [20] to G-QBSF compensating for 'bad' starts often made by greedy heuristics. We consider two cases where uniform and nonuniform weights are assigned to users. Nonuniform weights are selected randomly from {1, 2, 3, 4} which is the set representing the number of bits required to describe the SINR of typical RB of users in heterogeneous channel environments. Users may undergo different degrees of fading thus the proportional number of bits is assumed to be required to describe CSI of the typical RB depending on the current channel condition. For instance for a user in deep fading for which the modulation scheme of most of the RBs is QPSK will likely spend fewer bits for feedback than one often using 256 QAM.
The plot in Fig. 4 exhibits the performance in terms of the average overhead. Since the true optimal is hard to find, we set a baseline for the best possible performance through an extensive search using simulated annealing represented by the curve labelled 'SA'. Using G-QBSF the savings as compared to full feedback range from 63-81% and 70-83% with uniform and nonuniform weights respectively. The gain increases with n, which is similar to what we have observed from the lower bound result for QBSF,
i.e., the overhead grows at slower rates than that for full feedback as n increases. The savings relative to random ordering (labelled 'Rand') is on the order of 24-26% for G-QBSF and 24-36% for SA. With nonuniform weights the gains relative to random ordering span 33-36% and 34-48% for G-QBSF and SA respectively: we observe that G-QBSF is more effective with nonuniform weights which introduce more variability into the system, and thus careful ordering of feedback becomes crucial.
2) Measurement Overhead Reduction by Branching QBSF: If G is dense measuring quantiles from all neighbors can be burdensome. To alleviate this we propose Branching QBSF (B-QBSF) algorithm which we describe next. A branching is a DAG where each node has at most one parent. We would like to find a branching which has an undirected version of its subgraph of G so that at most one neighbor is selected for every node to make measurements from, and all other neighbors are ignored. The problem reduces to finding the minimum cost branching of G. However unlike Chow-Liu trees [21] our objective is not decomposable, thus the problem remains hard. Hence in B-QBSF we heuristically construct a branching which maximizes the myopic cost reduction in a similar way to Algorithm 1: we simply modify Step 7 such that we check if an arc assignment to candidate node v preserves the branching property ofD.
The performance of the B-QBSF algorithm is shown in Fig 5. B-QBSF incurs 28%-60% more overhead than G-QBSF ('vs. G-QBSF' curve), and this relative performance degrades with increasing n. This is partly because in our simulations the number of edges in G grows quadratically in n whereas the output of B-QBSF is a branching whose number of arcs grows at most linearly in n. By contrast the number of neighbors which overhear by B-QBSF is 61-87% less than that by G-QBSF ('Reduction ratio' curve) whereas about 50% gain relative to full feedback can be still achieved ('Savings' curve), which renders B-QBSF an attractive lightweight alternative to G-QBSF.
VIII. CONCLUSION
In this paper we have proposed the QBSF algorithm to reduce feedback overhead via opportunistic overhearing for multicarrier access networks using max-quantile opportunistic scheduling. We have shown that the problem of finding an optimal order for feedback can be formulated as a Bayesian Network problem. We proposed a greedy heuristic based on the conditions under which probabilistic inference becomes tractable, which we have identified by exploiting the stochastic properties of max quantile scheduling. Future work includes extensions to data fusion in sensor networks, e.g., central station collecting maximum value among readings among a group of sensors of which the local traffic has dependency possibly from multi-hop relaying to which a BN model may be applicable. 1, 2) . Fig. 3 . The original DAG G(π) on the left and a derived DAGGi(π) on the right where i corresponds to the index of the black node. In the latter all arcs among i's parents are removed except those are directed towards i: see the dotted region in which nodes constitute a clique in G(π) on the left. 
