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Modélisation de paroi et traitement aux interfaces des maillages
non conformes pour les simulations aéroacoustiques avec une
approche numérique d’ordre élevé
Cette thèse est consacrée au développement de méthodes numériques pour la prévision du bruit des jets
par la simulation des grandes échelles (LES). L’approche LES suivie s’appuie sur l’utilisation de schémas de
discrétisation spatiale implicites d’ordre élevé peu dissipatifs et peu dispersifs en volumes finis. Elle permet
de calculer directement les sources acoustiques dans les écoulements turbulents et de propager les ondes
sonores avec précision. Deux méthodes numériques sont développées en vue de faciliter la réalisation des
simulations. La première méthode est la mise en œuvre d’une modélisation de paroi pour s’affranchir des
contraintes liées à la résolution des couches limites qui se développent près des parois. Un modèle de paroi
analytique est couplé aux schémas d’ordre élevé de discrétisation spatiale. Une discrétisation spatiale par-
ticulière, s’appuyant sur la reconstruction de cellules fictives, est proposée près des parois. Sa performance
est évaluée en simulant un écoulement turbulent de canal à un nombre de Mach de 0.2 et un nombre de
Reynolds de frottement de 2000, puis un écoulement de jet simple subsonique et isotherme à un nombre de
Mach de 0.6 et un nombre de Reynolds basé sur le diamètre du jet de 570 000. Les caractéristiques aérodyna-
miques et acoustiques des écoulements sont comparées avec succès aux résultats des simulations numériques
directes et aux mesures expérimentales de la littérature. La seconde méthode porte sur le développement
d’un traitement aux interfaces des maillages non conformes. Ces maillages présentent des discontinuités aux
interfaces entre les blocs ce qui permet l’utilisation de maillages plus simples pour les calculs. Le traitement
proposé assure la compatibilité entre les schémas de discrétisation spatiale et les maillages non conformes,
tout en répondant aux exigences de précision imposées par les simulations aéroacoustiques. Ce traitement
s’appuie sur la réalisation d’interpolations de type meshless. Sa validité est examinée en simulant la convec-
tion d’un tourbillon et le développement d’une couche de mélange en 2-D. Les résultats obtenus montrent
que le traitement proposé ne génère pas d’oscillations parasites d’amplitude significative et ne perturbe pas
le développement de l’écoulement au voisinage des raccords de bloc.
This thesis is devoted to the development of numerical methods to predict jet noise using Large-Eddy
Simulation (LES). The LES approach used in this work relies on high-order low-dissipation and low-dispersion
implicit finite-volume schemes for spatial discretization. It allows the direct calculation of acoustic sources in
turbulent flows and the propagation of sound waves with accuracy. Two numerical methods are developed in
order to facilitate the LES computations. The first method focuses on using wall modeling in the near-wall
regions instead of resolving the boundary layers. An analytical wall model is combined with the high-order
schemes for spatial discretization. A specific spatial discretization, based on a ghost cell reconstruction, is
proposed near the walls. Its performance is assessed by performing the LES of a turbulent channel flow at a
Mach number of 0.2 and a friction Reynolds number of 2,000, and the LES of an isothermal subsonic round
jet at a Mach number of 0.6 and a Reynolds number based on the jet diameter of 570,000. The aerodynamic
and the acoustic properties of the flows are in agreement with the direct numerical simulation data and the
experimental results of the literature. The second method deals with the development of a treatment at the
non-conforming grid interfaces. Non-conforming grids involve discontinuous block interfaces, allowing the use
of simplified meshes for the computations. The proposed treatment ensures the compatibility between the
spatial discretization schemes and non-conforming meshes. Particular attention is paid to meet the accuracy
requirements imposed in computational aeroacoustics. This treatment relies on meshless interpolations. Its
validity is evaluated by simulating a vortex convection and a mixing layer development in two dimensions.
The results show that the treatment does not produce significant spurious numerical waves nor disturb the
flow development near the grid interfaces.

Remerciements
Ce travail, entamé en octobre 2012, s’est déroulé au Centre Européen de Recherche et de For-
mation Avancée en Calcul Scientifique (CERFACS) à Toulouse. Il a été financé par Airbus.
Je tiens tout d’abord à exprimer ma grande gratitude à mon directeur de thèse, Christophe
Bogey, pour ses conseils avisés, sa disponibilité et sa confiance tout au long de ce travail. Je le
remercie pour les heures/jours qu’il a passé à relire ce manuscrit, afin de le rendre conforme à la
norme iso-CB2 mondialement reconnue. Je remercie chaleureusement Hugues Deniau pour m’avoir
guidé et soutenu au quotidien, et ce même après son départ du CERFACS. Son aide précieuse dans
les abysses du code m’a permis d’économiser un temps considérable.
Je remercie également les membres du jury pour avoir accepté de juger cette thèse, les rap-
porteurs Xavier Gloerfelt et Eric Serre pour la relecture du manuscrit et la pertinence de leurs
questions, Monsieur le président Eric Lamballais et Sébastien Deck pour le vif intérêt qu’ils ont
porté à ce travail.
Je remercie Yann Colin, initiateur de cette thèse, pour son enthousiasme et ses encouragements.
J’exprime également ma reconnaissance à Fabien Wlassow, Bastien Caruelle et Guillaume Daviller
pour leur aide et pour avoir fait en sorte que la thèse se déroule dans les meilleures conditions
possibles.
Je remercie l’ensemble des membres du CERFACS que j’ai cotoyé au cours de ces années, en
particulier les thésards et anciens thésards Flore et François, JC, Benji, Bill, Xavier, Yannis, Majd,
Romain B., Carlos, Julien, les permanents Jean-François, Guillaume P., Marc, Chantal, Michèle,
Lydia, Marie, Nicole ainsi que CSG.
Enfin, je remercie ma famille et Ugo pour leur soutien.

Table des matières
Introduction 1
Cadre de l’étude 9
1 Simulations du bruit des jets 9
1.1 Introduction aux écoulements de jets subsoniques . . . . . . . . . . . . . . . . . . . . 9
1.1.1 Aérodynamique des jets libres . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.1.2 Acoustique des jets libres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Stratégie pour la simulation numérique du bruit de jet : les méthodes hybrides . . . 12
1.3 Méthodes de prévision du bruit de jet en champ proche . . . . . . . . . . . . . . . . 13
1.3.1 Equations de Navier-Stokes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.2 Simulation RANS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.3 Simulation Numérique Directe . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.4 Simulation des Grandes Échelles . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4 Méthodes de prévision du bruit de jet en champ lointain . . . . . . . . . . . . . . . . 18
1.4.1 Analogie de Lighthill . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.4.2 Analogie de Ffowcs Williams et Hawkings (FW-H) . . . . . . . . . . . . . . . 20
1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
i
Table des matières
2 Méthodes numériques d’ordre élevé dans le code de calcul elsA 23
2.1 Méthode des volumes finis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Discrétisation spatiale pour les flux convectifs . . . . . . . . . . . . . . . . . . . . . . 25
2.2.1 Cas linéaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.2 Extension au cas non linéaire . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3 Discrétisation spatiale pour les flux diffusifs . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Discrétisation spatiale aux frontières du domaine de calcul . . . . . . . . . . . . . . . 32
2.4.1 Discrétisation spatiale aux parois . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.2 Discrétisation spatiale aux interfaces de blocs et aux conditions de périodicité 36
2.5 Discrétisation temporelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6 Conditions aux limites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.6.1 Conditions de type caractéristiques . . . . . . . . . . . . . . . . . . . . . . . . 41
2.6.2 Conditions de rayonnement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.6.3 Zones éponges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.7 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Modélisation de paroi pour la LES avec une approche numérique d’ordre élevé 49
3 Ecoulements pariétaux et modèles de paroi 49
3.1 Introduction aux écoulements pariétaux . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.1.1 Equations du mouvement moyen . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.1.2 Description de la couche limite turbulente en régime incompressible . . . . . 51
3.1.3 Vers la modélisation de paroi . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2 Introduction à la modélisation de paroi . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2.1 Principes de la modélisation de paroi pour la LES . . . . . . . . . . . . . . . 57
3.2.2 Modèles de paroi pour la LES . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2.3 Limitations de la modélisation de paroi pour la LES . . . . . . . . . . . . . . 63
ii
Table des matières
3.2.4 Modèles de paroi pour la LES à nombres de Reynolds élevés pour des géo-
métries complexes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2.5 Vers les calculs LES de jets subsoniques à nombres de Reynolds élevés avec
elsA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3 Modélisation de paroi dans le code elsA . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.1 Les équations du modèle de paroi . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.2 Couplage avec l’approche LES d’ordre élevé . . . . . . . . . . . . . . . . . . . 67
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4 Simulations d’écoulements turbulents dans un canal 75
4.1 Simulation des grandes échelles résolue à la paroi . . . . . . . . . . . . . . . . . . . . 75
4.1.1 Paramètres numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1.2 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.1.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.2 Simulations des grandes échelles avec un modèle de paroi . . . . . . . . . . . . . . . 96
4.2.1 Paramètres numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.2.2 Résultats pour des parois adiabatiques . . . . . . . . . . . . . . . . . . . . . . 98
4.2.3 Résultats pour des parois isothermes . . . . . . . . . . . . . . . . . . . . . . . 101
4.2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5 Simulation d’un jet subsonique à nombre de Reynolds élevé 105
5.1 Définition du jet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.2 Paramètres numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.2.1 Domaine de calcul et maillage . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.2.2 Paramètres initiaux et excitation . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.3 Etude du développement du jet dans la tuyère . . . . . . . . . . . . . . . . . . . . . 109
5.3.1 Paramètres des simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.3.2 Visualisation du champ de la vorticité . . . . . . . . . . . . . . . . . . . . . . 110
5.3.3 Développement de la turbulence à l’intérieur de la tuyère . . . . . . . . . . . 111
iii
Table des matières
5.3.4 Résultats en sortie de la tuyère . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.4 Etude du jet et de son rayonnement . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.4.1 Conditions en sortie de la tuyère . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.4.2 Développement du jet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.4.3 Champ acoustique lointain . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Traitement aux interfaces des maillages non conformes pour la LES avec une
approche numérique d’ordre élevé 129
6 Traitement aux interfaces des maillages non conformes 129
6.1 Discrétisation spatiale aux interfaces des maillages non conformes . . . . . . . . . . . 130
6.1.1 Etat de l’art dans le code de résolution elsA . . . . . . . . . . . . . . . . . . 130
6.1.2 Discrétisation pour le schéma numérique de Fosso et al. [56] . . . . . . . . . . 131
6.1.3 Discrétisation pour le filtre sélectif de Visbal et Gaitonde [123] . . . . . . . . 133
6.1.4 Interpolation meshless avec la technique RBF (Radial Basis Function) . . . . 134
6.2 Etude monodimensionnelle des propriétés de l’interpolation RBF . . . . . . . . . . . 139
7 Etude des effets d’un raccord conforme dans l’écoulement 143
7.1 Convection d’un tourbillon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
7.2 Simulation d’une couche de mélange . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
7.2.1 Champ de pression dans la région aérodynamique près du raccord . . . . . . 149
7.2.2 Champ de pression dans la région acoustique . . . . . . . . . . . . . . . . . . 150
7.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
8 Etude de la qualité du traitement pour les raccords non conformes 155
8.1 Justification du choix de la discrétisation spatiale aux raccords non conformes . . . . 155
8.2 Etude des effets d’un raccord non conforme dans l’écoulement . . . . . . . . . . . . . 159
8.2.1 Convection d’un tourbillon . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
8.2.2 Simulation d’une couche de mélange . . . . . . . . . . . . . . . . . . . . . . . 162
iv
Table des matières
8.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
Conclusion 169
Références 173
v

Introduction
Face à la croissance du trafic aérien dans le monde, la réduction du bruit des avions constitue un
enjeu essentiel pour l’industrie aéronautique. En particulier, afin de limiter les impacts des nuisances
sonores sur notre environnement, les normes européennes et les procédures de certification des
avions civils sont de plus en plus strictes. Le groupe ACARE (Advisory Council for Aeronautics
Research in Europe) prévoit en effet de réduire le bruit ressenti de 65% entre 2000 et 2050 [3].
Avionneurs et motoristes sont donc contraints de concevoir des avions de plus en plus silencieux.
Pour la grande majorité des avions commerciaux, les moteurs constituent une source de bruit
majeure. Le bruit de jet, résultant des interactions entre les gaz chauds éjectés à l’arrière du
moteur et l’air extérieur, est la principale source de bruit en configuration de décollage. Il est
donc primordial de le réduire en vue de diminuer les nuisances sonores aux abords des aéroports.
Dans les turboréacteurs de dernière génération comme sur la figure 1, l’augmentation du taux de
dilution a permis de diminuer la vitesse de l’air expulsé en sortie de la tuyère et donc le bruit de
jet. Néanmoins, les moteurs à forts taux de dilution > 12 (Ultra High Bypass Ratio (UHBR) en
anglais) présentent de plus grands diamètres par rapport aux technologies précédentes et doivent
par conséquent être installés plus près de l’aile de l’avion. La proximité entre le moteur et la voilure
conduit à de fortes interactions entre l’écoulement du jet, l’aile et les dispositifs hypersustanteurs.
Ces interactions créent de nouvelles sources de bruit et modifient le rayonnement acoustique du jet.
De la même façon, la géométrie des tuyères coaxiales qui sont parfois équipées d’un corps central
ou de dispositifs réducteurs de bruit tels que des chevrons, a une influence considérable sur le
rayonnement sonore. Dans ce contexte, le bruit rayonné ne peut pas être estimé en étudiant le jet
seul. Il est également nécessaire de considérer la présence de la tuyère, de l’aile et du mât moteur.
Aussi, les méthodes numériques de prévision du bruit de jet simplifiées utilisées jusqu’à présent dans
l’industrie ne sont pas adaptées pour calculer le bruit des moteurs installés. En effet, ces méthodes
s’appuient sur des modèles empiriques obtenus pour des jets isolés et ne sont donc pas capables
d’évaluer les effets des géométries complexes et des interactions entre les différents éléments autour
du moteur. Par conséquent, des outils numériques efficaces pour estimer le rayonnement acoustique
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des jets installés doivent être développés.
Figure 1 – Airbus A350 XWB équipé du turboréacteur Trent XWB de Rolls-Royce présentant
un taux de dilution de 9.5 (https ://www.flickr.com/photos/rolls-royceplc).
Les simulations numériques constituent une voie d’investigation attractive et complémentaire
aux méthodes expérimentales pour l’étude du bruit de jet. Depuis une trentaine d’années, l’aug-
mentation des ressources informatiques a favorisé le développement de codes de calcul performants
permettant de représenter fidèlement les propriétés des écoulements aérodynamiques. Néanmoins,
les codes CFD (Computational Fluid Dynamics en anglais) ne sont pas toujours capables de calcu-
ler le champ acoustique produit par les écoulements turbulents. Cela est tout particulièrement vrai
pour les écoulements de jet. La simulation numérique du bruit de jet présente en effet plusieurs
difficultés liées à ses propriétés. Le bruit de jet résulte d’interactions entre les structures turbulentes
qui mettent en jeu des mécanismes instationnaires et non linéaires. Par ailleurs, le rayonnement des
jets est caractérisé par des fluctuations de pression acoustiques de nature oscillante et d’amplitude
de quatre ordres de grandeur plus faible que la pression dans l’écoulement [43]. Enfin, le bruit de jet
est un phénomène physique large bande qui met en jeu une grande disparité d’échelles spatiales et
temporelles. Des algorithmes numériques suffisamment précis pour capturer les sources acoustiques
et propager les ondes sonores dans les jets sont donc requis.
Parmi les approches CFD de la littérature, la simulation des grandes échelles (LES) effectuée avec
des schémas numériques d’ordre élevé peu dissipatifs et peu dispersifs est une approche attractive
pour satisfaire les exigences imposées par les simulations aéroacoustiques de jet. La LES repose sur
la résolution des équations de Navier-Stokes compressibles en 3-D. Elle consiste à calculer les grandes
échelles turbulentes et à reproduire les effets des petites structures turbulentes avec un modèle de
sous-maille. Elle est tout particulièrement bien adaptée pour l’étude des écoulements de jet car elle
permet de représenter la dynamique des structures turbulentes à l’origine du bruit. Un filtre sélectif
peut être employé pour jouer le rôle de modèle de sous-maille [21], dissipant l’énergie turbulente aux
hautes fréquences. L’utilisation de schémas de discrétisation spatiale d’ordre élevé offre l’avantage
de résoudre une large gamme d’échelles de longueur. La faible dispersion et la faible dissipation des
schémas assurent une bonne propagation des ondes. Dans ce cadre, des schémas numériques d’ordre
élevé [55] ont été implémentés en volumes finis dans le code CFD elsA [36] développé par l’Onera
et le Cerfacs. Ils s’appuient sur une formulation implicite permettant d’obtenir de bonnes propriétés
spectrales en utilisant un nombre de points réduit par rapport à des formulations explicites. Leur
utilisation a été validée pour des configurations de jets simples isolés, sans prendre en compte la
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géométrie de la tuyère. Pour les configurations envisagées à l’avenir, le rayonnement sonore étant
fortement influencé par la proximité entre le jet et l’aile ainsi que par la géométrie des tuyères, il est
nécessaire d’inclure la tuyère et la voilure dans les calculs. Cela rend problématique la réalisation
de calcul de bruit de jet. En effet, ces calculs requièrent de représenter fidèlement la dynamique
de l’écoulement à proximité des parois de la tuyère et de l’aile. La résolution des couches limites
qui se développent près des parois est cependant extrêmement délicate pour les écoulements à des
nombres de Reynolds élevés considérés dans l’industrie, typiquement pour ReD > 106 où ReD est
le nombre de Reynolds basé sur le diamètre du jet D. L’augmentation du nombre de Reynolds
accentuant considérablement les disparités d’échelles dans les écoulements, il devient alors très
difficile de résoudre toutes ces échelles tout en conservant un coût de calcul acceptable. De plus, la
présence de géométries complexes complique fortement l’étape de génération du maillage pour ces
simulations.
Objectifs de la thèse
Ce travail de thèse, réalisé en collaboration avec Airbus Operations SAS, porte sur le dévelop-
pement de méthodes numériques permettant de lever les difficultés précédemment citées et, in fine,
d’être capable de traiter des configurations de jets installés. En particulier, une modélisation de
paroi a été implémentée pour s’affranchir des problèmes liés à la résolution des écoulements près
des parois. Un traitement aux interfaces des maillages non conformes a également été développé
pour permettre l’utilisation de maillages plus simples pour les calculs.
Modélisation de paroi
Pour les simulations aéroacoustiques, l’intégration temporelle et la discrétisation spatiale re-
quièrent un soin particulier. Dans l’approche suivie dans le code elsA, l’intégration temporelle est
réalisée au moyen d’un schéma numérique explicite [20] qui impose des restrictions sur le pas de
temps des simulations afin d’assurer la stabilité des calculs. Ces restrictions, appelées conditions de
CFL (Courant–Friedrichs–Lewy), imposent de petits pas de temps pour les maillages fins, ce qui est
très pénalisant pour les simulations de phénomènes physiques large bande pour lesquelles des temps
physiques longs sont nécessaires. Les mailles de petites tailles sont habituellement localisées dans
les couches limites qui se développent près des parois. C’est notamment le cas pour les écoulements
de jet installés à des nombres de Reynolds élevés, pour lesquels des maillages très fins doivent être
utilisés pour capturer les structures turbulentes dans les régions pariétales.
Afin de simuler de tels écoulements sans être pénalisé par la résolution des couches limites, une
solution consiste à utiliser un modèle de paroi comme illustré sur la figure 2. Ce modèle permet de
représenter les propriétés de l’écoulement moyen près des frontières solides. Les petites structures
turbulentes ne sont plus calculées avec la LES mais modélisées. Ainsi, un maillage grossier peut être
employé au voisinage des parois. La contrainte sur le pas de temps près des parois est donc moins
stricte. De plus, cette approche permet également de réduire la taille des maillages et donc le coût
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du calcul. Dans cette thèse, un modèle de paroi analytique est combiné avec les schémas d’ordre
élevé employés pour la discrétisation spatiale. Le couplage proposé s’appuie sur la reconstruction
de cellules fictives près de la paroi. Il est suffisamment robuste pour ne pas dégrader la stabilité des
calculs en termes de restriction CFL. La présente étude s’inscrit dans la continuité des travaux de
Bocquet [11] qui a proposé une modélisation de paroi pour la LES avec des méthodes numériques
de bas ordre en volumes finis.
Figure 2 – Principe de la modélisation de paroi avec la LES pour un profil d’aile.
Interfaces du maillage non conformes au raccord de bloc
Pour la simulation de configurations d’écoulement complexes, les domaines de calcul sont sou-
vent découpés en plusieurs sous-domaines. Cela facilite notamment la génération des maillages en
permettant de mailler indépendamment le jet et la voilure par exemple. Pour des codes structurés,
le maillage est généralement continu aux interfaces entre les blocs qui composent le domaine de
calcul, comme il est illustré sur la figure 3(a). Cependant, lorsque que des géométries complexes
sont considérées, il n’est pas toujours possible de construire de tels maillages. En effet, pour les
calculs de bruit de jet, il n’est pas facile de raccorder les parties du maillage correspondant au jet,
à l’aile, au mât moteur sans discontinuité aux raccords des blocs.
(a) (b)
Figure 3 – Représentation de maillages (a) conforme et (b) non conforme composés de deux blocs.
L’interface entre les blocs est représentée en trait gras.
Par ailleurs, afin de capturer des phénomènes physiques très localisés, il est parfois nécessaire de
raffiner le maillage localement. C’est notamment le cas pour les calculs de bruit de jet en sortie de la
tuyère. Dans cette région, le maillage doit en effet être suffisamment fin pour représenter fidèlement
les conditions initiales du jet qui ont une forte influence sur les résultats acoustiques [23, 26]. Pour
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des maillages structurés continus aux interfaces des blocs, le raffinement du maillage ainsi obtenu
va alors se propager inutilement dans tout le domaine de calcul.
Pour permettre de faciliter le déraffinement du maillage et le raccordement entre différents blocs
du maillage, une solution consiste à utiliser des maillages non conformes. Une représentation d’un
maillage non conforme est donnée sur la figure 3(b). Les lignes de maillage présentent la particularité
d’être discontinues aux interfaces entre les blocs. Il est ainsi plus facile d’augmenter ou de réduire
localement la résolution du maillage tout en évitant les raffinements inutiles. Dans cette thèse, un
traitement aux interfaces des maillages non conformes est proposé pour rendre compatible notre
approche LES avec de tels maillages. Ce traitement consiste à modifier la formulation des schémas
de discrétisation spatiale d’ordre élevé près des raccords de bloc non conformes. Il constitue une
extension de la discrétisation spatiale au voisinage des raccords conformes proposée par Fosso [55].
Un soin particulier est apporté afin de ne pas perturber le développement de l’écoulement ni générer
d’oscillations parasites près des raccords.
Les méthodes numériques développées pendant la thèse seront implémentées dans le code de
résolution elsA [36].
Organisation du manuscrit
Le manuscrit s’articule autour de trois parties. Dans la première partie, le chapitre 1 décrit les
propriétés des écoulements de jets subsoniques et les méthodes numériques implémentées pour la
LES dans le code elsA. La stratégie mise en oeuvre pour la réalisation des calculs de bruit de jet
par LES dans le code elsA est exposée dans le chapitre 2.
La seconde partie porte sur la modélisation de paroi pour la LES. Elle comporte trois chapitres.
Dans le chapitre 3, une introduction aux écoulements pariétaux et aux modèles de paroi de la
littérature est tout d’abord proposée en vue de sélectionner une modélisation compatible avec
notre approche LES. Le modèle retenu et son implémentation dans le code elsA sont ensuite
présentés. Dans le chapitre 4, la capacité de notre approche numérique, basée sur l’utilisation d’un
filtre sélectif comme modèle de sous-maille, à prédire les propriétés des écoulements pariétaux est
évaluée. Pour cela, un écoulement de canal plan turbulent à faible nombre de Reynolds est simulé
sans modèle de paroi. La performance de la LES avec modèle de paroi est ensuite examinée pour un
écoulement de canal plan turbulent avec des parois adiabatiques et isothermes, et dans le chapitre
5 pour un jet mono-flux subsonique isotherme, avec prise en compte de l’écoulement à l’intérieur
de la tuyère du jet.
La troisième partie, composée de trois chapitres, porte sur le traitement développé pour assurer
la compatibilité entre notre approche LES et les maillages non conformes. Le chapitre 6 est dédié
à la présentation de ce traitement. Dans le chapitre 7, la qualité de la discrétisation spatiale pour
les raccords conformes est évaluée en simulant la convection d’un tourbillon et le développement
d’une couche de mélange en 2-D. Les résultats obtenus serviront de références pour examiner la
performance du traitement proposé aux raccords non conformes dans le chapitre 8.
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Chapitre 1
Simulations du bruit des jets
1.1 Introduction aux écoulements de jets subsoniques
1.1.1 Aérodynamique des jets libres
Un écoulement de jet libre correspond à un fluide qui sort d’une conduite à une vitesse supérieure
à celle du milieu ambiant, comme c’est le cas au niveau de la tuyère d’un turboréacteur d’avion
par exemple. La représentation d’un jet est donnée sur la figure 1.1.
Figure 1.1 – Représentation d’un jet rond subsonique à un nombre de Reynolds ReD = 5500,
d’après Liepmann et Gharib [86]. La flèche montre une structure cohérente à z = 3.5D en aval de
la tuyère du jet.
Un jet est un écoulement cisaillé caractérisé par la vitesse d’éjection uj du fluide sur l’axe à la
sortie de la tuyère, le diamètre de la tuyère D et la viscosité du jet ν. Ces grandeurs permettent
définir le nombre de Reynolds du jet ReD = ujD/ν. Dans le cadre de cette thèse, on s’intéresse
exclusivement aux jets subsoniques c’est-à-dire aux écoulements pour lesquels le nombre de Mach
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du jet M = uj/cj est inférieur à 1, où cj est la vitesse du son en sortie de la buse.
On distingue généralement trois régions dans un jet subsonique, comme il est illustré sur la
figure 1.2. La première région est la zone potentielle qui s’étend sur quelques diamètres en aval de
la tuyère. Cette région est caractérisée par la présence d’un cône potentiel délimité par les couches
de mélange du jet. Dans ce cône, la vitesse moyenne est constante et égale à la vitesse uj . Le
mélange des couches de mélange sur l’axe du jet détermine la fin du cône potentiel et le début de
la région de transition. Plus en aval, à une distance proche de 15D [6], on se trouve dans la région
où le jet est pleinement développé. Dans cette troisième région, les profils moyens et fluctuants de
la vitesse peuvent être décrits en utilisant des lois de similitudes [100].
Figure 1.2 – Représentation d’un jet subsonique.
Depuis la fin des années 1970, il est admis que deux types de structures turbulentes coexistent
dans les jets [47, 82]. On observe d’une part des structures cohérentes dans les couches de cisaille-
ment entre la sortie de la tuyère et quelques diamètres en aval [6, 19], comme sur la figure 1.1.
Ces structures cohérentes contrôlent le développement aérodynamique du jet, favorisent le mé-
lange et influencent la production de petites échelles de la turbulence [111]. D’autre part, on note
la présence de fines structures turbulentes, qui interagissent entre elles de manière aléatoire. Ces
structures constituent la turbulence de petite échelle dans la littérature (fine-scale turbulence en
anglais) [113].
1.1.2 Acoustique des jets libres
1.1.2.1 Sources de bruit
Le bruit rayonné par les jets est intimement lié à la dynamique des structures turbulentes dans
l’écoulement. A ce jour, la compréhension des mécanismes de génération de bruit dans les jets
subsoniques reste encore imparfaite [71]. Depuis les années 1990, selon des travaux expérimentaux
et numériques [19, 113, 116], deux composantes de bruit ont été identifiées dans les jets subsoniques.
La première composante est basse fréquence et prédomine dans la direction du jet. Elle est associée
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à la dynamique des structures cohérentes. La seconde composante est liée à la turbulence fine dans
le jet et à l’origine d’un rayonnement large bande multidirectionnel qui tend à disparaître lorsque
le nombre de Reynolds ReD décroit [19]. La région de transition, et plus précisément la fin du cône
potentiel, a été identifiée comme une zone de production sonore dominante [22, 74, 116].
1.1.2.2 Caractéristiques du rayonnement acoustique
Les caractéristiques du rayonnement acoustique d’un jet subsonique peuvent être mises en évi-
dence à partir de l’expression de l’intensité acoustique I émise par le jet au niveau d’un observateur
situé à une distance r de la sortie de la tuyère [46] :
I(r, φ) = < p
′2 >
ρ0c0
∝ ρ0u
8
jD
2
c50(1−Mccosφ)5r2
(1.1)
où < · > représente un opérateur de moyenne statistique, p′ les fluctuations de pression, ρ0 et c0
sont la masse volumique et la vitesse du son dans le milieu ambiant, φ est l’angle de l’observateur
par rapport à la direction du jet, et Mc = uc/c0 est le nombre de Mach défini à partir de la vitesse
de convection uc des structures turbulentes. La relation (1.1) est obtenue à partir d’une analyse
dimensionnelle du champ de pression acoustique donné par l’analogie de Lighthill [46]. L’intensité
acoustique I décroît en fonction de la distance r entre le jet et l’observateur comme 1/r2. De
plus, elle varie en fonction de la vitesse du jet comme u8j . Il s’agit là de la célèbre loi démontrée
par Lighthill [87]. Cette loi montre l’intérêt de diminuer la vitesse uj pour réduire le bruit de jet,
comme c’est le cas dans les moteurs à fort taux de dilution. La directivité acoustique du jet est
donnée par (1 −Mccosφ)−5. Elle est d’autant plus marquée que le nombre de Mach Mc est élevé.
Les directivités obtenues expérimentalement et par la théorie de Lighthill pour des jets subsoniques
à différents nombres de Mach M = uj/c sont représentées sur la figure 1.3 en fonction de l’angle
φ. Le rayonnement acoustique est particulièrement fort dans la direction de l’écoulement avec des
niveaux maximum à φ = 25◦ environ. Pour φ ≥ 25◦, l’amplitude du bruit rayonné décroît de façon
monotone avec l’angle d’observation.
Les difficultés rencontrées pour identifier les mécanismes de génération de bruit dans les jets
sont tout d’abord liées aux caractéristiques du bruit de jet. L’amplitude des fluctuations de pression
acoustique est inférieure à la pression ambiante de quatre ordres de grandeur [43]. L’énergie associée
au rayonnement acoustique ne représente donc qu’une part infime de l’énergie turbulente contenue
dans les jets. Par ailleurs, le bruit de jet subsonique est large bande. Généralement, les nombres de
Strouhal StD = fD/uj considérés pour l’étude du bruit de jet sont compris entre 0.05 et 30 [112],
ce qui conduit à un rapport de 600 entre la plus petite et la plus grande fréquences temporelles
considérées. Le caractère large bande du bruit de jet est illustré sur la figure 1.4 présentant les
spectres de pression obtenus à φ = 90◦ par rapport à la direction du jet pour différents jets
subsoniques en fonction du nombre de Strouhal. Les niveaux sonores sont mesurés pour 0.04 ≤
St ≤ 10. On peut noter que les niveaux acoustiques maximum sont obtenus pour St = 1.
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Figure 1.3 – Directivité acoustique mesurée pour différents jets subsoniques en fonction de l’angle
φ par rapport à la direction du jet en degré [64, 94]. Les résultats obtenus par la théorie de Lighthill
sont représentés en pointillés.
Figure 1.4 – Spectres de pression normalisés obtenus pour différents jets subsoniques pour un
angle de φ = 90◦ par rapport à la direction du jet en fonction du nombre de Strouhal St [64].
1.2 Stratégie pour la simulation numérique du bruit de jet : les
méthodes hybrides
Pour les simulations du bruit de jet, des méthodes numériques précises, peu dispersives et peu
dissipatives sont requises pour capturer et propager les ondes sonores de faibles amplitudes. De
plus, des domaines de calcul de grande taille doivent être considérés pour calculer le rayonnement
acoustique en champ lointain. Enfin, le rayonnement étant large bande, les simulations doivent être
réalisées pendant des temps physiques suffisamment longs pour étudier les phénomènes physiques
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basses fréquences. Il est donc souvent difficile de simuler la génération du bruit et la propagation des
ondes sonores dans les jets en réalisant un seul calcul. Aussi, en pratique, les simulations aéroacous-
tiques de jet sont souvent réalisées en plusieurs étapes en utilisant des méthodes dite hybrides. Dans
ces méthodes, le domaine de calcul est généralement divisé en deux régions. On distingue la région
de production du bruit et celle où s’effectue la propagation acoustique. Le terme hybride provient
du fait que l’approche numérique utilisée dans chaque région est différente. Ces approches sont
adaptées aux caractéristiques de l’écoulement. Dans la région source, un calcul CFD (Computatio-
nal Fluid Dynamics en anglais) instationnaire permet de simuler l’écoulement aérodynamique et la
génération des ondes sonores. Pour cela, des approches s’appuyant sur la résolution des équations de
Navier-Stokes compressibles telles que la DNS (Direct Numerical Simulation), la LES (Large-Eddy
Simulation) ou le RANS instationnaire (Reynolds Averaged Navier-Stokes Simulation) peuvent être
utilisées. Ces trois méthodes présentent des coûts de calcul et des temps de restitution différents
selon le degré de modélisation de la turbulence souhaité. Dans la région de propagation, le rayon-
nement acoustique est extrapolé à partir des résultats du calcul CFD, en utilisant un opérateur
de propagation comme par exemple les équations d’Euler linéarisées [7] ou des méthodes intégrales
telles que la méthode de Kirchhoff, l’analogie de Lighthill [87, 88] ou celle de Ffowcs Williams
et Hawkings [51]. Les méthodes hybrides sont très largement employées dans la littérature pour
l’étude du bruit rayonné par les jets car le calcul de propagation est nettement moins coûteux que
le calcul CFD. La précision d’un calcul hybride dépendra de la capacité du calcul CFD à capturer
les sources sonores et des propriétés de l’opérateur de propagation.
Par la suite, trois grandes méthodes de résolution des équations de Navier-Stokes sont présentées.
Les analogies de Lighthill [87, 88] et de Ffowcs Williams et Hawkings [51] pour l’extrapolation en
champ lointain dans la région de propagation sont ensuite décrites.
1.3 Méthodes de prévision du bruit de jet en champ proche
1.3.1 Equations de Navier-Stokes
Les équations de Navier-Stokes sont des relations pour la conservation de la masse, de la quantité
de mouvement et de l’énergie. En coordonnées cartésiennes, pour une géométrie tridimensionnelle,
elles s’écrivent :
∂U
∂t
+ ∂Ec
∂x
+ ∂Fc
∂y
+ ∂Gc
∂z
− ∂Ed
∂x
− ∂Fd
∂y
− ∂Gd
∂z
= 0, (1.2)
où U = (ρ, ρu, ρv, ρw, ρe)t représente le vecteur d’état aussi appelé vecteur des variables conserva-
tives, (u, v, w) sont les composantes de la vitesse, ρ est la masse volumique, ρe est l’énergie totale,
Ec, Fc et Gc sont les flux convectifs, et Ed, Fd, Gd sont les flux diffusifs. L’énergie totale ρe pour
un gaz parfait est définie par l’équation :
ρe = p
γ − 1 +
1
2ρ(u
2 + v2 + w2) (1.3)
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où γ est le rapport des capacités calorifiques et p est la pression statique. Les flux convectifs sont
donnés par : 
Ec = (ρu, ρu2 + p, ρuv, ρuw, (ρe+ p)u)t
Fc = (ρv, ρuv, ρv2 + p, ρvw, (ρe+ p)v)t
Gc = (ρw, ρuw, ρvw, ρw2 + p, (ρe+ p)w)t
(1.4)
et les flux diffusifs par :
Ed = (0, τ11, τ12, τ13, τ11u+ τ12v + τ13w + Φ1)t
Fd = (0, τ21, τ22, τ23, τ21u+ τ22v + τ23w + Φ2)t
Gd = (0, τ31, τ32, τ33, τ31u+ τ32v + τ33w + Φ3)t
(1.5)
où τi,j est le tenseur des contraintes visqueuses, et Φ = (Φ1,Φ2,Φ3)t est le vecteur du flux de
chaleur. Le tenseur des contraintes visqueuses τi,j est défini par τi,j = 2µSi,j , où µ est la viscosité
moléculaire dynamique et Si,j est le tenseur des déformations :
Si,j =
1
2
(
∂ui
∂xj
+ ∂uj
∂xi
− 23
∂uk
∂xk
δi,j
)
(1.6)
Le vecteur du flux de chaleur Φ est calculé à partir de la loi de Fourier :
Φ = −λ∇T (1.7)
où ∇T représente le gradient de température, λ = Cpµ/Pr est la conductivité thermique, Cp est
la chaleur spécifique à pression constante, et Pr est le nombre de Prandtl.
1.3.2 Simulation RANS
La méthode RANS (Reynolds-Averaged Navier-Stokes equations) consiste à appliquer un opéra-
teur de moyenne statistique aux équations de Navier-Stokes. Le système d’équations ainsi obtenu
est fermé par un modèle de turbulence [100]. Cette méthode permet de décrire la dynamique des
grandeurs moyennes de l’écoulement. Initialement réservée aux écoulements stationnaires, une ex-
tension de la méthode RANS, appelée URANS (Unsteady-Reynolds-Averaged Navier-Stokes equa-
tions), existe pour les écoulements instationnaires. L’approche RANS est très intéressante pour
obtenir le champ moyen dans les écoulements en des temps de restitution très courts. De ce fait,
elle est très utilisée dans l’industrie pour simuler des écoulements turbulents. Toutefois, la méthode
RANS n’est pas capable de représenter les interactions entre les structures qui sont à l’origine du
bruit de jet. Il est donc nécessaire d’utiliser un modèle supplémentaire. Par exemple, les méthodes
regroupées sous l’appellation SNGR (Stochastic Noise Generation and Radiation en anglais) [8]
peuvent être utilisées. Elles consistent à déterminer un champ de vitesse turbulent à partir du
spectre d’énergie turbulente de la simulation RANS. Ce champ de vitesse est ensuite employé pour
construire les sources acoustiques.
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1.3.3 Simulation Numérique Directe
La Simulation Numérique Directe, ou Direct Numerical Simulation (DNS) en anglais, a pour
objectif de calculer toutes les échelles de la turbulence jusqu’à l’échelle de Kolmogorov lη qui
caractérise la taille des plus petits tourbillons dissipant l’énergie mécanique. Pour une turbulence
isotrope, l’échelle lη peut être reliée à l’échelle intégrale L par la relation suivante [125] :
L
lη
= Re3/4L (1.8)
où l’échelle L est la taille des larges structures de l’écoulement et ReL = UL/ν est le nombre de
Reynolds défini par la longueur L et la vitesse statistique U = (0.5u′iu′i)1/2. Ainsi, pour réaliser
la DNS d’une turbulence isotrope dans une boîte de volume égal à L3, le nombre de points N
nécessaire dans le maillage varie en fonction du nombre de Reynolds comme :
N ' Re9/4L (1.9)
Lorsque le nombre de Reynolds devient plus élevé, le rapport L/lη augmente et le nombre de points
N requis pour la DNS croît alors très rapidement. En pratique, la taille des maillages est limitée par
les ressources informatiques disponibles. Par conséquent, la méthode DNS n’est applicable qu’aux
écoulements à faible nombre de Reynolds. A l’heure actuelle, le nombre de Reynolds maximal
pour une DNS de jet simple flux est de l’ordre de ReD = 104 [24], où ReD = ujD/ν. Pour des
configurations industrielles, pour lesquelles les nombres de Reynolds des écoulements considérés
sont généralement supérieurs à ReD = 106, la DNS est par conséquent hors d’atteinte.
1.3.4 Simulation des Grandes Échelles
Une alternative aux deux approches précédentes est la simulation des grandes échelles, appelée
Large-Eddy Simulation (LES) en anglais. Contrairement à la DNS qui résout toutes les échelles de
turbulence, la LES ne représente que les grandes structures turbulentes. L’approche LES repose
sur les hypothèses de similitudes de Kolmogorov [78]. Selon ces hypothèses, les grandes structures
turbulentes porteuses d’énergie caractérisent l’écoulement et doivent donc être calculées, alors que
le comportement des petites structures turbulentes responsables de la dissipation visqueuse peut
être modélisé. En pratique, un filtre passe-bas G est appliqué aux équations de Navier-Stokes
pour séparer les échelles de l’écoulement qui sont calculées par les équations de celles qui sont
modélisées. Les effets dissipatifs des petites échelles qui ne sont pas résolues par la LES sont pris
en compte en utilisant un modèle dit "de sous-maille". Ainsi, comme la LES ne calcule pas toutes
les échelles de la turbulence, le nombre de points nécessaire dans le maillage est moins important
par rapport à une DNS. Pour une turbulence isotrope dans une boîte de volume égal à L3, il
varie en fonction du nombre de Reynolds comme Re3/2L [6]. La LES permet donc de considérer des
écoulements à des nombres de Reynolds plus élevés que la DNS, de l’ordre de ReD = 105 pour les
jets simples flux [16, 25]. En revanche, compte tenu des ressources de calcul disponibles, la LES
reste hors d’atteinte pour les écoulements de jets double-flux installés à ReD = 106 considérés dans
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l’industrie. Les développements numériques réalisés dans cette thèse visent à rendre réalisable la
LES pour de tels écoulements.
1.3.4.1 Filtrage LES
Le filtre passe-bas G employé pour la LES est caractérisé par une échelle de coupure ∆c. Pour
une quantité f , le champ filtré f¯ est défini par le produit de convolution :
f¯ =
∫
Ω
f(x’)G∆c(x’− x)dx’ (1.10)
oùG∆c est le noyau du filtre de convolution. Pour l’étude des écoulements compressibles, la moyenne
de Favre f˜ = ρf/ρ¯ est généralement introduite pour exprimer les équations sous une forme plus
simple. En pratique, le filtre G n’est pas toujours explicitement défini [6]. Dans de nombreux
travaux, le rôle du filtre passe-bas résulte de l’application des schémas de discrétisation spatiale.
Par la suite, on supposera que les schémas de discrétisation représentent bien les échelles turbulentes
jusqu’à un nombre d’onde noté ksc . Ce nombre d’onde ksc s’écrit :
ksc =
2pi
Ns∆
(1.11)
où Ns est le nombre de points par longueur d’onde à partir duquel les échelles sont bien résolues
par les schémas de discrétisation spatiale, et ∆ est le pas d’espace du maillage.
En appliquant le filtre G aux équations de Navier-Stokes, et en utilisant la décomposition f =
f˜ + f ′′ où f ′′ est la partie de f non résolue par le calcul, on obtient un système d’équations qui
met en jeu un problème de fermeture [6]. Ce système d’équations fait apparaître un tenseur de
sous-maille τ sgsij :
τ sgsij = ρ¯(u˜iu˜j − u˜iuj) = ρ¯(u˜iu˜j − ˜˜uiu˜j)︸ ︷︷ ︸
lij
−ρ¯(˜˜uiu′′j + u˜′′iu˜j)︸ ︷︷ ︸
cij
−ρ¯u˜′′i u′′j (1.12)
où lij est le tenseur de Léonard, cij représente le tenseur des termes croisés traduisant les interactions
entre les échelles résolues et non résolues. Les tenseurs lij et cij sont généralement négligeables [6]
devant le tenseur τ sgsij , ce qui permet d’écrire :
τ sgsij ' −ρ¯u˜′′i u′′j (1.13)
Le problème de fermeture est alors résolu grâce à un modèle de sous-maille.
1.3.4.2 Modèles de sous-maille
Le modèle de sous-maille permet en général de représenter les effets dissipatifs des échelles de
la turbulence qui ne sont pas calculés par la LES. Il existe deux grandes catégories de modèles
de sous-maille [6]. Dans la première catégorie, une viscosité de sous-maille est introduite. Dans la
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seconde catégorie, un filtre sélectif est utilisé pour introduire de la dissipation tout en préservant
les grandes échelles turbulentes résolues par la LES.
MODÈLES À VISCOSITÉ DE SOUS-MAILLE Ces modèles reposent sur l’utilisation d’une viscosité de sous-
maille µsgs et d’une énergie résiduelle de sous-maille ksgs permettant de calculer τ sgsij et ainsi de
résoudre le problème de fermeture. Le tenseur de sous-maille s’écrit en fonction de µsgs et ksgs de
la manière suivante :
τ sgsij = 2µsgsS˜ij −
2
3 ρ¯ksgsδij (1.14)
où ksgs = u˜′′i u′′i /2 et le tenseur S˜ij s’écrit :
S˜i,j =
1
2
(
∂u˜i
∂xj
+ ∂u˜j
∂xi
− 23
∂u˜k
∂xk
δi,j
)
(1.15)
Dans la littérature, il existe une grande variété de modèles de sous-maille basés sur l’introduction
d’une viscosité turbulente µsgs [85, 107, 61, 92]. Le plus ancien modèle et l’un des plus utilisés est
celui de Smagorinsky [107]. Dans ce modèle, la viscosité de sous-maille µsgs est obtenue à partir de
la relation suivante :
µsgs = ρ¯(Cs∆c)2
√
2S˜ijS˜ij (1.16)
où Cs est la constante de Smagorinsky, et ∆c est la longueur caractéristique du filtre. L’énergie
résiduelle de sous-maille ksgs peut être exprimée à partir du nombre de Mach de sous-maille Msgs
par :
2
3 ρ¯ksgs =
γ
3M
2
sgsp¯ (1.17)
où Msgs = 2ksgs(γp¯/ρ¯). Erlebacher et al. [49] ont montré que l’énergie ksgs est négligeable devant
p¯ lorsque le nombre de Mach Msgs est inférieur à 0.4. Quand un modèle à viscosité de sous-maille
est utilisé, la viscosité ν est remplacée par ν + νt. Cela présente le désavantage de diminuer le
nombre de Reynolds effectif de l’écoulement. Par exemple, pour un écoulement de jet à un nombre
de Reynolds ReD = 4 × 105, le nombre de Reynolds effectif peut décroître de plus d’un ordre de
grandeur lorsqu’un modèle à viscosité de sous-maille est employé [21] . Aussi, dans le cadre de cette
thèse, nous utiliserons la seconde catégorie de modèles de sous-maille basée sur un filtrage sélectif.
MODÈLES DE SOUS-MAILLE BASÉS SUR UN FILTRAGE SÉLECTIF Dans la seconde catégorie de modèles, un filtre
sélectif est employé pour relaxer l’énergie de sous-maille. Les filtres proposés dans la littérature
par Visbal et Gaitonde [122], Rizzetta et al. [102] et Bogey et Bailly [29] peuvent notamment être
employés. Il s’agit de filtres passe-bas initialement associés aux schémas centrés de discrétisation
spatiale afin de garantir la stabilité des calculs [122]. Chaque filtre est défini par une fonction de
transfert SF caractérisée par un nombre de coupure kc à partir duquel les échelles turbulentes sont
mal résolues par la LES [50].
En pratique, la valeur de kfc est choisie de façon à être proche du nombre de coupure ksc du
schéma utilisé pour la discrétisation spatiale. Par ailleurs, il est important de s’assurer que la
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dissipation numérique induite par le filtre reste faible par rapport à la dissipation moléculaire pour
la gamme d’échelles bien résolue. Afin de vérifier cette condition, il est possible de calculer les
taux de dissipation relatifs au filtre et à la viscosité moléculaire pour un pas d’espace donné ∆ en
fonction du nombre d’onde k et du pas de temps ∆t de la simulation [30, 80]. Le taux de dissipation
associé au filtre peut être exprimé comme D(k∆)/∆t, où D(k∆) s’écrit en fonction de la fonction
de transfert SF du filtre comme 1 − |SF |. Celui associé à la viscosité moléculaire est donné par
ν(k∆)2/∆2. Ces grandeurs sont ensuite tracées en fonction du nombre d’onde k∆. On vérifie alors
que la courbe représentative de la dissipation moléculaire est dessus de celle relative au filtre pour
les nombres d’onde k ≤ ksc . Une telle analyse est proposée dans le chapitre 4 à la section 4.1.2.4.
1.4 Méthodes de prévision du bruit de jet en champ lointain
Une analogie acoustique peut être utilisée pour décrire le problème de propagation de bruit d’ori-
gine aérodynamique. Pour cela, l’espace est divisé en une région source et une région de propagation
où se situe l’observateur, comme il est présenté sur la figure 1.5. Les équations de Navier-Stokes
sont recombinées de façon à faire apparaître une équation d’onde inhomogène avec un terme source
dans le membre de droite.
Figure 1.5 – Représentation de l’espace pour une analogie acoustique : la région source de volume
Vs est en bleu ; la région de propagation dans laquelle se trouve l’observateur M correspond à la
partie grisée.
1.4.1 Analogie de Lighthill
Lighthill [87, 88] est l’un des premiers à proposer en 1952 une formulation pour relier la géné-
ration et la propagation du bruit. Un milieu en l’absence de source de masse et de force extérieure
agissant sur le fluide est considéré. Les équations de conservation de la masse et de la quantité de
mouvement s’écrivent alors : 
∂ρ
∂t
+ ∂(ρuj)
∂xj
= 0
∂(ρui)
∂t
+ ∂(ρuiuj + pδi,j − τi,j)
∂xj
= 0
(1.18)
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En combinant ces deux équations, on obtient l’équation d’onde inhomogène suivante :
∂2ρ
∂t2
− c20∇2ρ =
∂2Ti,j
∂xixj
(1.19)
où c0 est la vitesse du son et Ti,j représente le tenseur de Lighthill défini par :
Ti,j = ρuiuj + (p− c20ρ)δi,j − τi,j (1.20)
En considérant que le milieu de propagation est au repos, qu’il est caractérisé par une pression p0
et une masse volumique ρ0 uniformes, et en supposant que dans ce milieu les fluctuations de masse
volumiques sont purement acoustiques soit Ti,j = 0, alors les valeurs de ρ et p dans l’équation
d’onde (1.19) peuvent être remplacées par ρ′ = ρ− ρ0 et p′ = p− p0 :
∂2ρ′
∂t2
− c20∇2ρ′ =
∂2Ti,j
∂xixj
(1.21)
On obtient donc une équation d’onde pour les fluctuations de masse volumique avec un terme
source s’exprimant sous la forme d’une dérivée seconde. Ce terme source correspond à une distribu-
tion quadripolaire [69]. L’utilisation d’une fonction de Green associée à l’opérateur de propagation
permet d’obtenir une solution intégrale de cette équation d’onde (1.21) :
ρ′(x, t) = 14pic20
∫
Vs
1
r
∂2Ti,j
∂xixj
(
y, t− r
c0
)
dy (1.22)
où x est la position de l’observateur M sur la figure 1.5, r = |x − y| est la distance séparant
l’observateur du point source S, et Vs est le volume contenant les sources acoustiques.
Il est donc possible calculer le rayonnement acoustique à partir de la connaissance du champ
hydrodynamique. En pratique, le tenseur de Lighthill (1.20) est généralement simplifié. En effet,
pour des écoulements à nombres de Reynolds élevés où les effets de température sont négligeables,
le tenseur des contraintes visqueuses τi,j et le terme d’entropie (p − c20ρ)δi,j peuvent être négligés
devant le tenseur des contraintes de Reynolds ρuiuj . Le tenseur de Lighthill s’écrit alors :
Ti,j ' ρuiuj (1.23)
L’analogie de Lighthill présente des limitations. En particulier, le milieu de l’observateur est consi-
déré au repos et sans frontière solide. Cette hypothèse n’est plus vérifiée pour des écoulements de
jet où la propagation acoustique a lieu en présence d’un écoulement porteur aussi appelé co-flow
en anglais. De plus, d’après la relation (1.22), l’utilisation de l’analogie de Lighthill nécessite le
stockage de l’ensemble des dérivées secondes de Ti,j dans le volume Vs. De ce fait, elle reste très
difficile à mettre en oeuvre. Afin de pallier ces limitiations, il existe plusieurs extensions à l’analogie
de Lighthill [62]. Dans la suite, l’analogie de Ffowcs Williams et Hawkings [38, 51], utilisée dans
cette thèse, est présentée.
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1.4.2 Analogie de Ffowcs Williams et Hawkings (FW-H)
L’analogie acoustique de Ffowcs Williams et Hawkings [51] permet de prendre en compte des
surfaces solides immobiles ou en mouvement. Dans cette analogie, on considère une surface S en
partie incluse dans la région source comme il est montré sur la figure 1.6.
Figure 1.6 – Représentation de l’espace selon l’analogie acoustique de Ffowcs Williams et Haw-
kings [51] : la région source de volume Vs est en bleu, la région de propagation dans laquelle se
trouve l’observateur M correspond à la partie grisée, une surface S de normale n, définie par la
fonction f , est partiellement incluse dans la région source [62].
La surface S se déplace à la vitesse uS . Sa position est indiquée par la fonction f(x, t) qui est
nulle pour les points appartenant à la surface f , négative pour les points à l’intérieur de la surface
et positive pour les points à l’extérieur. On introduit également la fonction de Heaviside H(f) : H(f) = 0 si f < 0H(f) = 1 si f ≥ 0 (1.24)
En multipliant les équations de conservation de masse et de quantité de mouvement (1.18) par
H(f) et en les combinant, on obtient l’équation de Ffowcs Williams et Hawkings :
∂2
∂t2
((ρ− ρ0)H(f))−c20∇2 (ρ− ρ0)H(f)) =
∂2
∂xi∂xj
(Ti,jH(f))+
∂
∂xi
(Liδ(f))+
∂
∂t
(Qδ(f)) (1.25)
où Ti,j est le tenseur de Lightill défini par l’équation (1.20), et les termes Li et Q sont donnés par
les relations :  Li = −(ρui(uj − uSj ) + (p− p0)δij − τij)njQ = (ρ(ui − uSi ) + ρ0uSi )ni (1.26)
où n est la normale unitaire à la surface S dirigée vers l’extérieur. On obtient ainsi une équa-
tion d’onde pour les fluctuations de (ρ − ρ0)H(f). Le formalisme des fonctions de Green permet
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d’exprimer les variations de la masse volumique par la relation :
4pic20(ρ− ρ0)H(f) =
(
∂2
∂xi∂xj
∫
f>0
1
r|1−Mr|Ti,j
(
y, t− r
c0
)
dy
+ ∂
∂xi
∫
f=0
1
r|1−Mr|Li
(
y, t− r
c0
)
dS
+ ∂
∂t
∫
f=0
1
r|1−Mr|Q
(
y, t− r
c0
)
dS
) (1.27)
où Mr est le nombre de Mach défini par Mr = (u · r)/(rc0). Les développements permettant
l’obtention de cette équation sont détaillés dans la référence [62].
On peut remarquer que les variations de la masse volumique s’expriment dans l’équation (1.27)
comme la somme de trois contributions. La première contribution, associée au tenseur Ti,j , corres-
pond à un terme source quadripolaire. Elle comprend tous les quadripoles se trouvant à l’extérieur
de la surface S. La seconde contribution, contenant le terme Li, représente une composante dipo-
laire qui correspond aux contraintes qui s’exercent sur la surface S. Enfin, la troisième contribution,
associée au terme Q, est une composante monopolaire due au passage du fluide à travers la surface
S. En l’absence de la surface S, l’analogie de FW-H est équivalente à celle de Lighthill. On peut
également remarquer que le problème de stockage de données volumiques relatif à l’analogie de
Lighthill est résolu avec l’analogie FW-H si la surface S englobe le volume source Vs. En effet, dans
ce cas, l’intégrale volumique contenant le terme Ti,j est nulle. Le volume des données à manipuler
est alors nettement moins coûteux car le champ LES est uniquement stocké sur la surface S. Pour
les calculs de bruit de jet réalisés dans cette thèse, l’extrapolation en champ lointain sera réalisée
à partir du champ LES enregistré sur une surface S de forme cylindrique englobant le jet. Une
représentation de cette surface est donnée sur la figure 5.12 du chapitre 5.
1.5 Conclusion
Dans ce chapitre, les principales caractéristiques des écoulements de jets subsoniques ainsi que
les méthodes de prévision du bruit de jet basées sur la résolution des équations de Navier-Stokes
ont été présentées. Dans cette thèse, la LES combinée à une analogie acoustique de Ffowcs Williams
et Hawkings [38] sera utilisée. Dans le prochain chapitre, les méthodes numériques implémentées
pour la LES dans le code de calcul elsA [36] sont décrites.
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Chapitre 2
Méthodes numériques d’ordre élevé dans le code de calcul elsA
Dans cette thèse, le code de calcul elsA [36] développé par l’ONERA et le Cerfacs est utilisé.
Ce code est dédié à l’étude des écoulements internes et externes pour des applications multidisci-
plinaires. Il est notamment employé par des acteurs majeurs dans le domaine aérospatial tels que
Airbus ou Safran pour l’étude et la conception des avions et des turbomachines. Le code elsA est
un code de résolution multiblocs structuré de type volumes finis. Il repose sur une implémentation
orientée objet et utilise trois langages de programmation, à savoir le C++, le fortran et le python.
Dans ce chapitre, les méthodes numériques implémentées dans le logiciel elsA et utilisées dans
cette thèse pour réaliser des simulations LES et aéroacoustiques sont présentées. Tout d’abord,
la méthode des volumes finis est introduite. Une description des schémas d’ordre élevé employés
pour la discrétisation spatiale est ensuite proposée. Enfin, l’algorithme utilisé pour la discrétisation
temporelle ainsi que les conditions limites appliquées aux frontières des domaines de calcul sont
décrits.
2.1 Méthode des volumes finis
Dans une approche de type volumes finis, le domaine de calcul est partitionné en volumes de
contrôle Ω, définis par les noeuds du maillage, et les équations de Navier-Stokes (1.2) sont intégrées
sur chaque volume élémentaire Ω :
∫
Ω
∂U
∂t
dV +
∫
Ω
(
∂Ec
∂x
+ ∂Fc
∂y
+ ∂Gc
∂z
)
dV −
∫
Ω
(
∂Ed
∂x
+ ∂Fd
∂y
+ ∂Gd
∂z
)
dV = 0 (2.1)
oùU est le vecteur des variables conservatives, Ec, Fc,Gc sont les flux convectifs et Ed, Fd,Gd sont
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les flux diffusifs donnés par les expressions (1.4) et (1.5) dans le chapitre précédent. L’utilisation
du théorème de la divergence permet d’obtenir :
d
dt
∫
Ω
UdV + Fc − Fd = 0 (2.2)
où
Fc =
∫
∂Ω
(Ec(U),Fc(U),Gc(U))t · ndS (2.3)
et
Fd =
∫
∂Ω
(Ed(U,∇U),Fd(U,∇U),Gd(U,∇U))t · ndS (2.4)
où ∇U représente le gradient de U, ∂Ω correspond à la frontière du volume élémentaire Ω, et n
est le vecteur normal unitaire à la frontière δΩ dirigé vers l’extérieur. Dans le cas d’un maillage
structuré, les volumes de contrôle Ω peuvent être repérés par des triplets (i, j, k). On désigne par
Ωi,j,k un tel volume de contrôle. Les interfaces des volumes de contrôle sont repérées par la lettre I.
Une représentation de cette indexation est donnée sur figure 2.1 pour un maillage 2D.
Figure 2.1 – Représentation d’un domaine de calcul bidimensionnel.
Dans ce contexte, les volumes de contrôle sont des hexahèdres dont les interfaces sont supposées
planes. Les composantes du vecteur normal n sont donc constantes le long de chaque interface du
volume. En considérant l’hexahèdre Ωi,j,k, l’équation (2.2) s’écrit alors :
d
dt
∫
Ωi,j,k
UdV +
(
F
i+1/2,j,k
c − Fi+1/2,j,kd
)
−
(
F
i−1/2,j,k
c − Fi−1/2,j,kd
)
+
(
F
i,j+1/2,k
c − Fi,j+1/2,kd
)
−
(
F
i,j−1/2,k
c − Fi,j−1/2,kd
)
+
(
F
i,j,k+1/2
c − Fi,j,k+1/2d
)
−
(
F
i,j,k−1/2
c − Fi,j,k−1/2d
)
= 0
(2.5)
où Fi+1/2,j,kc et Fi+1/2,j,kd sont les expressions des flux convectifs et diffusifs au travers de l’interface
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Ii+1/2,j,k :
Fi+1/2,j,kc =
∫
Ii+1/2,j,k
Ec(U)nx dS +
∫
Ii+1/2,j,k
Fc(U)ny dS +
∫
Ii+1/2,j,k
Gc(U)nz dS (2.6)
et
F
i+1/2,j,k
d =
∫
Ii+1/2,j,k
Ed(U,∇U)nx dS +
∫
Ii+1/2,j,k
Fd(U,∇U)ny dS +
∫
Ii+1/2,j,k
Gd(U,∇U)nz dS
(2.7)
où n = (nx, ny, nz) sont les composantes du vecteur normal dirigé du volume Ωi,j,k vers le volume
Ωi+1,j,k. L’objectif est donc de calculer la valeur moyenne des flux sur les interfaces situées entre les
volumes de contrôle. Dans la suite, les schémas de discrétisation spatiale employés pour le calcul
des flux convectifs et des flux diffusifs sont présentés.
2.2 Discrétisation spatiale pour les flux convectifs
2.2.1 Cas linéaire
Pour une raison de clarté, le calcul des flux convectifs est présenté en considérant l’équation de
convection linéaire :
∂U
∂t
+∇ · f(U) = 0 (2.8)
où f représente la fonction flux que l’on cherche à calculer. En intégrant l’équation (2.8) dans le
volume élémentaire Ωi,j,k et en appliquant le théorème de divergence, on obtient :
d
dt
∫
Ωi,j,k
UdV +
∫
∂Ωi,j,k
f(U) · n dS = 0 (2.9)
En utilisant la linéarité de f et le fait que la normale n est constante le long de chaque interface
du volume, la relation (2.9) devient :
d
dt
∫
Ωi,j,k
UdV + f
(∫
∂Ωi,j,k
UdS
)
· n = 0 (2.10)
Dans la suite, la valeur moyenne du champ U sur le volume de contrôle Ω est définie par :
U = 1|Ω|
∫
Ω
UdV (2.11)
et la valeur moyenne de U sur l’interface I d’un volume par :
U˜ = 1|I|
∫
I
UdS (2.12)
En utilisant ces notations, la relation (2.10) devient :
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|Ωi,j,k| d
dt
Ui,j,k +
(
(|I|f(U˜) · n)i+1/2,j,k − (|I|f(U˜) · n)i−1/2,j,k
+ (|I|f(U˜) · n)i,j+1/2,k − (|I|f(U˜) · n)i,j−1/2,k
+ (|I|f(U˜) · n)i,j,k+1/2 − (|I|f(U˜) · n)i,j,k−1/2
)
= 0
(2.13)
Par conséquent, le calcul du gradient du flux f correspond à calculer la fonction f à partir des
valeurs moyennes de U sur les interfaces des cellules du maillage. Un schéma numérique d’inter-
polation est alors utilisé pour déterminer les valeurs du vecteur U˜ aux interfaces des volumes. Le
schéma numérique employé dans cette étude est présenté dans la section suivante.
2.2.1.1 Schéma numérique compact
Pour la réalisation de simulations aéroacoustiques, les flux convectifs sont calculés par une pro-
cédure d’ordre élevé. Pour cela, une interpolation d’ordre élevé des valeurs moyennes U˜ sur les
interfaces du maillage est réalisée. D’après les travaux de Fosso et al. [56], la valeur interpolée du
vecteur U˜ sur la grille monodimensionnelle de la figure 2.2 peut être approchée à l’interface i+ 1/2
avec le schéma numérique implicite centré :
αi+1/2U˜i−1/2 + U˜i+1/2 + βi+1/2U˜i+3/2 =
2∑
j=−1
ajUi+j (2.14)
où αi+1/2, βi+1/2 et aj sont les coefficients d’interpolation calculés à partir de développements de
Taylor jusqu’à l’ordre 5. Ce schéma est qualifié d’implicite car son application nécessite l’inver-
sion d’un système matriciel. Sa formulation est dite "compact" car il permet d’atteindre l’ordre 6
en utilisant un nombre de points relativement réduit par rapport à d’autres schémas comme les
formulations explicites.
Figure 2.2 – Représentation d’un domaine de calcul monodimensionel.
Pour étudier la précision du schéma (2.14) dans l’espace de Fourier, on considère l’équation de
convection linéaire monodimensionnelle donnée par la relation :
∂u
∂t
+ ∂u
∂x
= 0 (2.15)
où u représente la variable que l’on cherche à calculer. Un champ initial harmonique est appliqué
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à l’équation de convection linéaire (2.15) :
u(k, t) = A exp(j(kx− wt)) (2.16)
où A est l’amplitude de l’onde, k est le nombre d’onde, et w la pulsation temporelle. Les pulsations
spatiale et temporelles k et w sont liées par la relation de dispersion w = k. Pour une grille uniforme
de pas ∆, comme il est illustré sur la figure 2.2, la solution harmonique est donnée par :
ui(k, t) = u(k, xi, t) = A exp(j(kxi − wt)) (2.17)
où xi = i∆. La valeur moyenne de la dérivée spatiale de u sur la cellule i du domaine de calcul
s’écrit :
u¯′i =
1
∆
(
u˜i+1/2 − u˜i−1/2
)
= jku¯i (2.18)
Comme l’interpolation de u˜ à partir de schémas numériques tels que (2.14) n’est généralement pas
exacte, la dérivée u¯′i peut être exprimée en fonction du nombre d’onde effectif k∗ :
u¯′i = jk∗u¯i (2.19)
On va chercher à obtenir l’expression de k∗ donnée par le schéma (2.14). Pour cela, on considère
une grille uniforme infinie ou périodique. Le schéma (2.14) est utilisé pour interpoler les quantités
u˜i−1/2 et u˜i+1/2 :
1
3 u˜i−3/2 + u˜i−1/2 +
1
3 u˜i+1/2 =
1
36ui−2 +
29
36ui−1 +
29
36ui +
1
36ui+1
1
3 u˜i−1/2 + u˜i+1/2 +
1
3 u˜i+3/2 =
1
36ui−1 +
29
36ui +
29
36ui+1 +
1
36ui+2
(2.20)
En calculant la différence de ces deux expressions et en utilisant la relation (2.18), on peut écrire
une relation implicite pour la dérivée u¯′i calculée à partir du schéma numérique (2.14) :
1
3 u¯
′
i−1 + u¯′i +
1
3 u¯
′
i+1 =
1
9
(
u¯i+2 − u¯i−2
4∆
)
+ 149
(
u¯i+1 − u¯i−1
2∆
)
(2.21)
La relation (2.21) correspond à la formulation obtenue en différences finies qui relie les valeurs de
u et de ses dérivées aux points xi. En particulier, cette relation est équivalente au schéma compact
tridiagonal d’ordre 6 de Lele [84]. La transformée de Fourier de l’équation (2.21) et la relation (2.19)
permettent d’exprimer le nombre d’onde effectif k∗ :
k∗ = 1∆
14
9 sin(k∆) +
1
18 sin(2k∆)
1 + 23 cos(k∆)
(2.22)
où k∆ est le nombre d’onde normalisé par le pas d’espace ∆. La dispersion induite par le schéma
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peut être évaluée en calculant la différence entre la partie réelle de k∗∆ et k∆, ie |Re(k∗∆)− k∆|.
La dissipation et l’amplification générées par le schéma sont quant à elles obtenues à partir de la
partie imaginaire de k∗∆, Im(k∗∆). Les propriétés dissipatives et dispersives du schéma de Fosso
et al. [56] sont présentées sur les figures 2.3(a) et 2.3(b) en fonction du nombre d’onde k∆. Le
schéma étant défini par une formulation centrée, le nombre d’onde k∗ est donc réel. C’est pourquoi,
ce schéma ne produit ni dissipation, ni amplification, comme il est indiqué sur la figure 2.3(b).
La figure 2.3(a) montre par ailleurs que le schéma est peu dispersif pour les petites valeurs du
nombre d’onde. Plus précisément, pour des nombres d’onde inférieurs à pi/3, correspondant à plus
de 6 points par longueur d’onde, l’erreur de dispersion |Re(k∗∆)− k∆|/pi du schéma est faible, et
inférieure à 5× 10−4.
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Figure 2.3 – Erreurs (a) de dispersion et (b) de dissipation pour le schéma de Fosso et al. [56]
d’ordre 6, en fonction du nombre d’onde k∆.
2.2.1.2 Filtre sélectif
Le schéma de discrétisation spatiale n’est pas en mesure de résoudre les hautes fréquences. Ces
hautes fréquences peuvent conduire à des phénomènes d’aliasing par effets non-linéaires. De ce fait,
il est nécessaire d’associer au schéma un filtre pour dissiper les fréquences qui sont mal résolues
par le maillage et assurer ainsi la stabilité des calculs. Pour cela, le filtre de Visbal et Gaitonde
[123] est utilisé. Dans notre approche LES, ce filtre joue également le rôle de modèle de sous-maille,
dissipant l’énergie turbulente aux hautes fréquences. Les grandeurs filtrées Û sont obtenues à partir
des quantités moyennes U au centre des cellules grâce à la relation suivante :
αfÛi−1 + Ûi + αfÛi+1 =
N∑
j=0
βj
2 (Ui−j + Ui+j) (2.23)
où βj sont les coefficients du filtre et N est un entier définissant l’ordre du filtre égal à 2N et αf
est une constante prise entre 0 et 0.5 qui caractérise l’intensité du filtrage. En particulier, lorsque
αf = 0.5, aucun filtrage n’est réalisé. Le filtre est appliqué dans le plan transformé à la fin de
chaque itération temporelle dans les directions i, j et k successivement.
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Sur une grille uniforme de pas ∆, la transformée de Fourier de l’équation (2.23) permet d’écrire
la fonction de transfert du filtre en fonction du nombre d’onde sans dimension k∆ :
SF (k∆) =
∑N
j=0 βj cos(jk∆)
1 + 2αf cos(k∆)
(2.24)
Les coefficients du filtre βj sont déterminés à partir de développements de Taylor jusqu’à l’ordre
2N . De plus, le filtre supprime complètement les oscillations maille à maille. Autrement dit, la
fonction de transfert est telle que SF (pi) = 0. Les coefficients βj pour les filtres d’ordre 6 et 8 sont
donnés dans le tableau 2.1 en fonction du paramètre αf . Dans cette étude, le paramètre de filtrage
αf est égal à 0.47, comme dans des travaux précédents [55].
ordre du filtre β0 β1 β2 β3 β4
6 1116 +
5αf
8
15
32 +
17αf
16
−3
16 +
3αf
8
1
32 − αf16 0
8 93128 +
35αf
64
7
16 +
9αf
8
−7
32 +
7αf
16
1
16 − αf8 −1128 + αf64
Table 2.1 – Coefficients des filtres de Visbal et Gaitonde d’ordre 6 et 8, où αf est la constante de
filtrage [123].
Le taux de dissipation 1−|SF (k∆)| et l’erreur de dispersion | arg(SF (k∆))|/pi des filtres d’ordre 6
et 8 sont présentés sur les figures 2.4(a) et 2.4(b), en échelles logarithmiques, en fonction du nombre
d’onde k∆, où |SF | et arg(SF ) sont le module et l’argument de la fonction de transfert du filtre.
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Figure 2.4 – (a) Taux de dissipation et (b) erreur de dispersion pour les filtres de Visbal et
Gaitonde d’ordre 6 et d’ordre 8 avec αf = 0.47, en fonction du nombre d’onde k∆.
Les deux filtrages n’affectent pas significativement l’amplitude des petits nombres d’onde, comme
il est illustré sur la figure 2.4(a). Par exemple, pour le filtre d’ordre 6, le taux de dissipation vaut
3×10−8 pour les nombres d’onde proches de pi/16. Les niveaux de dissipation demeurent inférieurs
à 10−3 jusqu’à k∆ = pi/3, ce qui correspond à des longueurs d’onde discrétisées par au moins 6
points. Le filtre d’ordre 8 est moins dissipatif que celui d’ordre 6. Pour ce filtre, le taux de dissipation
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est de l’ordre de 3 × 10−10 lorsque les nombres d’onde sont proches de pi/16. Il reste inférieur à
5× 10−4 jusqu’à k∆ = pi/3. L’erreur de dispersion, présentée sur la figure 2.4(b), est nulle quelque
soit le nombre d’onde k∆ car les filtres sont définis par des formulations centrées.
2.2.2 Extension au cas non linéaire
Dans le cas non linéaire, de la même façon que dans le cas linéaire, la méthode consiste à calculer
les flux à partir des valeurs moyennes du vecteur d’étatU interpolées aux interfaces. L’équation (2.6)
s’écrit alors :
Fi+1/2,j,kc ' Ec
(∫
Ii+1/2,j,k
UdS
)
nx + Fc
(∫
Ii+1/2,j,k
UdS
)
ny + Gc
(∫
Ii+1/2,j,k
UdS
)
nz (2.25)
Le schéma numérique d’interpolation de Fosso et al. (2.14) est utilisé pour calculer les valeurs
moyennes du vecteur des variables conservatives U sur les interfaces des volumes de contrôle.
L’interpolation de U peut être réalisée à partir des variables conservatives (ρ, ρu, ρv, ρw, ρe)t ou
des variables (u, v, w, p, T )t. Par la suite, le vecteur W est employé pour désigner le jeu de variables
considéré.
L’approximation (2.25) est d’ordre 2. En effet, dans le cas non linéaire, le calcul des flux à partir
de la valeur moyenne de U aux interfaces revient à approcher la moyenne du produit u˜v par le
produit des moyennes u˜v˜, qui sont des approximations d’ordre 2. Des corrections existent pour
augmenter l’ordre de l’approximation à un coût de calcul raisonnable [81]. Cependant, d’après les
travaux de Fosso [55], ces corrections n’ont pas apporté d’améliorations notables dans les cas tests
étudiés. Elles ne sont pas appliquées dans cette thèse.
2.3 Discrétisation spatiale pour les flux diffusifs
Le calcul des flux diffusifs est réalisé à partir des valeurs moyennes du vecteur d’état U et de son
gradient interpolées aux interfaces. De façon similaire au calcul des flux convectifs, l’équation (2.7)
est approximée par la relation :
F
i+1/2,j,k
d ' Ed
(∫
Ii+1/2,j,k
UdS,
∫
Ii+1/2,j,k
∇UdS
)
nx
+Fd
(∫
Ii+1/2,j,k
UdS,
∫
Ii+1/2,j,k
∇UdS
)
ny
+Gd
(∫
Ii+1/2,j,k
UdS,
∫
Ii+1/2,j,k
∇UdS
)
nz
(2.26)
Afin de calculer les flux diffusifs à partir de la relation (2.26), il est nécessaire de reconstruire
les valeurs moyennes du gradient ∇U à l’interface des cellules du maillage. Afin de réaliser cette
tâche, la méthode 5p-cor d’ordre 2 est utilisée dans le code elsA [67, 54]. Pour les écoulements à
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nombres de Reynolds modérés ou élevés que nous considérons dans cette thèse, les effets visqueux
sont limités. Le calcul des flux diffusifs à l’ordre 2 est donc en général suffisant.
La méthode 5p-cor est présentée en considérant le domaine de calcul bidimensionnel de la
figure 2.5. L’objectif est de calculer le gradient ∇Ui−1/2,j à l’interface (i − 1/2, j) représentée en
pointillés entre les volumes Ωi−1,j et Ωi,j . Pour cela, aux interfaces entre les volumes, la normale
sera notée n. On désignera les normales moyennes aux interfaces par n1 dans la direction i et n2
dans la direction j, comme il est indiqué sur la figure pour le volume Ωi,j . Par exemple, l’expression
de n1(i, j) est définie par :
n1(i, j) =
∫
Ii−1/2,j
ndS (2.27)
Figure 2.5 – Représentation d’un domaine de calcul bidimensionel.
Dans une première étape, les valeurs du gradient de U dans les volumes Ωi−1,j et Ωi,j sont
déterminées. Ces valeurs sont obtenues en calculant l’intégrale de U sur les bords des volumes de
contrôle à l’aide de la formulation de Green :
∇Ui,j,k = 1|Ωi,j,k|
∫
Ωi,j,k
∇UdV = 1|Ωi,j,k|
6∑
m=1
∫
∂Ωm
U⊗ ndS (2.28)
où | · | correspond au volume de la cellule considérée. Pour un domaine de calcul bidimensionnel,
en utilisant les notations de la figure 2.5, la valeur de ∇U dans le volume Ωi,j est donnée par :
|Ωi,j |∇Ui,j = 12
(
(Ui,j + Ui+1,j)⊗ n1(i+ 1, j)− (Ui,j + Ui−1,j)⊗ n1(i, j)
)
+12
(
(Ui,j + Ui,j+1)⊗ n2(i, j + 1)− (Ui,j + Ui,j−1)⊗ n2(i, j))
) (2.29)
Une relation similaire permet d’obtenir la valeur de ∇Ui−1,j . Dans une deuxième étape, un gradient
moyen sur l’interface Ii−1/2 est calculé par une somme pondérée par les volumes :
∇Uinterface = |Ωi,j |∇Ui,j + |Ωi−1,j |∇Ui−1,j (2.30)
Dans une troisième et dernière étape, des corrections de gradient sont appliquées. L’ajout de ces cor-
rections permet d’assurer la stabilité de la formule centrée (2.30). Une première correction consiste
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à soustraire les flux dans la direction normale i sur les interfaces opposées :
Fcor1 =
1
2
(
Ui+1,j + Ui,j
)
⊗ n1(i+ 1, j)
Fcor2 = −12
(
Ui−1,j + Ui−2,j
)
⊗ n1(i− 1, j)
(2.31)
Un seconde correction consiste à ajouter le flux passant par le centre des cellules dans la direction
normale i :
Fcor3 =
1
2Ui,j ⊗
(
n1(i, j) + n1(i+ 1, j)
)
Fcor4 = −12Ui−1,j ⊗
(
n1(i, j) + n1(i− 1, j)
) (2.32)
Ces corrections reviennent à calculer le gradient sur l’interface Ii−1/2,j en considérant un volume
de contrôle centré sur cette interface. Ce volume correspond à la partie grisée sur la figure 2.5.
L’expression du gradient de U à travers l’interface Ii−1/2,j est finalement donnée par :
∇Ui−1/2,j =
1
2V ol (∇Uinterface − Fcor1 − Fcor2 + Fcor3 + Fcor4) (2.33)
où V ol = (|Ωi,j |+ |Ωi−1,j |)/2 est le volume de la partie grisée sur la figure 2.5.
2.4 Discrétisation spatiale aux frontières du domaine de calcul
Les schémas numériques d’ordre élevé considérés dans notre approche LES pour le calcul des flux
convectifs s’appuient sur des formulations implicites employant un nombre de points relativement
important. Au voisinage des frontières du domaine de calcul, le nombre de points disponibles
est réduit et les schémas utilisés à l’intérieur du domaine ne peuvent plus être appliqués. Plus
précisément, le schéma compact sur 4 points de Fosso et al. [56] de l’équation (2.14) ne peut
plus être utilisé pour calculer les variables conservatives ou primitives W au niveau des interfaces
représentées par des triangles sur la figure 2.6. De même, le filtre sélectif d’ordre 6 sur 7 points de
Visbal et Gaitonde [123] donné par l’équation (2.23) n’est pas applicable au niveau des trois premiers
points au dessus de la frontière, symbolisés par des carrés sur la figure. Afin de surmonter cette
difficulté, la discrétisation spatiale est traitée de manière particulière au voisinage des frontières.
Figure 2.6 – Représentation des interfaces et des points pour lesquels les schémas d’ordre élevé
ne peuvent pas être appliqués à proximité d’une frontière : 4 interfaces concernées pour le schéma
de Fosso et al. [56],  points concernés pour le filtre d’ordre 6 de Visbal et Gaitonde [123].
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2.4.1 Discrétisation spatiale aux parois
Les discrétisations spécifiques aux parois pour les schémas compacts d’ordre élevé ont large-
ment été étudiées dans de nombreux travaux en différences finies [37, 105]. Cependant, à notre
connaissance, aucune formulation n’a été proposée pour les volumes finis dans la littérature. Par
conséquent, une nouvelle discrétisation spatiale adaptée à la méthode des volumes finis est présen-
tée pour reconstruire les composantes de la vitesse, de la température et de la pression au niveau
des symboles de la figure 2.6. Les variables W=(u, v, w, p, T ) sont considérées car elles permettent
de caractériser la nature de la paroi. En effet, à la paroi, la vitesse satisfait une condition de Di-
richlet, soit une vitesse nulle. La pression suit une condition de Neumann, avec un gradient nul
dans la direction normale à la paroi ∂p/∂n|paroi = 0. Une paroi isotherme est caractérisée par une
condition de Dirichlet pour la température avec T = Tw, tandis que pour une paroi adiabatique,
une condition de Neumann ∂T/∂n|paroi = 0 est considérée. Les discrétisations aux parois pour le
schéma et le filtre sélectif d’ordre 6 sont décrites par la suite.
2.4.1.1 Discrétisation à la paroi pour le schéma numérique de Fosso et al.
Une façon de reconstruire les états u, v, w, p et T aux parois est d’imposer directement la
condition limite à la frontière, notée I1/2 sur la figure 2.6, et d’appliquer une formulation décentrée
pour calculer W˜3/2 à l’interface I3/2. Un exemple de formulation décentrée est donnée par la
relation :
α′3/2W˜1/2 + W˜3/2 + β′3/2W˜5/2 =
4∑
l=1
a′lWl (2.34)
où α′3/2, β′3/2 et a′l sont les coefficients du schéma déterminés à partir de développements en séries
de Taylor à l’ordre 5. Malheureusement, une telle discrétisation spatiale conduit à l’apparition
d’oscillations numériques près des parois. Cela peut être dû au fait qu’il n’est pas évident d’imposer
la valeur de la pression ou de la température à la paroi à partir d’une condition de Neumann. En
effet, pour la pression par exemple, une relation supplémentaire f est dans ce cas nécessaire pour
calculer la valeur de p˜1/2 à la paroi à partir de la valeur du gradient :
∂p
∂n
|frontière = f(p˜1/2, p¯1, p¯2, ...) = 0 (2.35)
Le schéma numérique supplémentaire (2.35) associé au schéma implicite de Fosso et al. [56] peut
dégrader la stabilité globale de la discrétisation spatiale et être à l’origine des oscillations parasites
observées près des parois. La discrétisation spatiale près des parois est donc traitée différemment.
Dans l’approche retenue, les valeurs de u, v, w, p et T ne sont pas imposées à la paroi, mais
calculées par le schéma de Fosso et al. (2.14). Afin d’appliquer ce schéma implicite sur 4 points
jusqu’à la paroi, le domaine de calcul est étendu au delà de la paroi en introduisant deux cellules
fictives et une interface fictive, comme il est illustré sur la figure 2.7. Les cellules et l’interface
fictives sont disposées symétriquement par rapport à la paroi.
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Figure 2.7 – Discrétisation à la paroi pour le schéma de Fosso et al. [56].
Les valeurs de u, v, w, p et T dans ces cellules sont déterminées de manière à spécifier les conditions
limites désirées à la paroi. Plus précisément, afin d’avoir une vitesse nulle à la paroi, la vitesse est
considérée comme une fonction impaire suivant la direction normale à la paroi. Cela revient à définir
la vitesse dans les cellules supplémentaires à partir de la vitesse au niveau des points P1 et P2 et
de l’interface 1/2 de la manière suivante :

u¯i = −u¯1−i
v¯i = −v¯1−i pour i=0, -1, et -1/2
w¯i = −w¯1−i
(2.36)
L’application du schéma de Fosso et al. (2.14) et des relations (2.36) conduit à une valeur de la
vitesse égale à zéro à la paroi. Pour une paroi isotherme, les valeurs fictives sont définies de manière
à imposer la valeur de la température Tw à la paroi :
T i = 2Tw − T 1−i pour i=0, -1 et -1/2 (2.37)
Enfin, la température dans le cas d’une paroi adiabatique et la pression sont caractérisées par
une condition de Neumann, avec un gradient nul dans la direction normale à la paroi. Une manière
simple de tenir compte de cette condition est de considérer la température et la pression comme des
fonctions paires suivant la direction normale à la paroi. Dans ce cas, les valeurs de la température
dans les cellules supplémentaires sont définies par :
T i = T 1−i pour i=0, -1 et -1/2 (2.38)
et les valeurs de la pression par :
p¯i = p¯1−i pour i=0, -1 et -1/2 (2.39)
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2.4.1.2 Discrétisation à la paroi pour le filtre sélectif
La discrétisation spatiale pour le filtre d’ordre 6 de l’équation (2.23) est proche de celle décrite
précédemment pour le schéma de différentiation. La formulation sur 7 points de Visbal et Gaitonde
est appliquée jusqu’au premier point au-dessus de la paroi (P1), symbolisé par un carré sur la figure
2.8. Pour cela, trois rangées de cellules fictives, représentées par des étoiles, sont introduites. Les
valeurs de la vitesse, de la pression et de la température dans les cellules fictives P0 et P−1 sont
reconstruites de la même manière que pour le schéma. Le point P3 est utilisé pour spécifier les
valeurs des variables dans la troisième rangée de cellules fictives (P−2). De plus, il est également
nécessaire de connaître les valeurs filtrées uˆ0, vˆ0, wˆ0, pˆ0 et Tˆ0 dans la cellule fictive P0 afin de
respecter la formule implicite du filtre (2.23). Ces valeurs sont calculées à partir des variables
filtrées au point P1. Par exemple, cela revient à écrire pour les composantes de la vitesse :

uˆ0 = −uˆ1
vˆ0 = −vˆ1
wˆ0 = −wˆ1
(2.40)
Figure 2.8 – Discrétisation à la paroi pour le filtre sélectif d’ordre 6 de Visbal et Gaitonde [123].
Pour le filtre d’ordre 8 sur 9 points, une procédure similaire s’appuyant sur l’utilisation de quatre
rangées de cellules fictives et d’une rangée de cellules fictives filtrées permet d’appliquer le filtre
près de parois.
L’ordre global du schéma de discrétisation spatiale en présence de paroi n’a pas été analysé dans
cette étude. La performance de cette discrétisation spatiale aux parois a été évaluée en réalisant
des calculs LES d’un écoulement de canal plan turbulent à Reτ = 395 dans le chapitre 4. Pour le
calcul des flux diffusifs, une discrétisation spatiale particulière est également implémentée dans le
35
chapitre 2. Méthodes numériques d’ordre élevé dans le code de calcul elsA
code elsA. Elle est présentée en détail dans la référence [67].
2.4.2 Discrétisation spatiale aux interfaces de blocs et aux conditions de pério-
dicité
Le code elsA permet de réaliser des simulations numériques sur des calculateurs à architecture
parallèle. Pour cela, les domaines de calculs sont découpés en sous-domaines appelés blocs. Les blocs
sont ensuite répartis sur plusieurs processeurs permettant ainsi de réduire les temps de restitution
des simulations. Lors de ces calculs, un système d’équations est donc résolu dans chaque bloc du
domaine. Des échanges d’informations sur l’écoulement et la topologie du maillage sont réalisés
entre les différents blocs. Une représentation d’un domaine de calcul monodimensionnel constitué
de deux blocs A et B séparés par une interface I1/2 est donnée sur la figure 2.9. Les échanges de
données entre les blocs permettent notamment d’étendre artificiellement la taille de chaque bloc en
utilisant des cellules fictives. Par exemple, d’après la figure, le bloc A est prolongé par les cellules
représentées par des étoiles qui correspondent à des cellules du bloc B.
Figure 2.9 – Représentation de l’interface et du point pour lesquels les schémas d’ordre élevé
ne peuvent pas être appliqués dans le bloc A à proximité du raccord de bloc : 4 interface pour
le schéma de Fosso et al. [56],  point pour le filtre de Visbal et Gaitonde [123]. Les étoiles ?
représentent des cellules du bloc B utilisées pour étendre artificiellement la taille du bloc A.
A proximité des interfaces entre les blocs, les schémas numériques d’ordre élevé ne peuvent
plus être appliqués du fait de leur formulation implicite. Plus précisément, le schéma implicite de
Fosso et al. [56], présenté dans la section 2.2, ne peut pas être utilisé pour calculer le vecteur W
à l’interface I1/2 représentée par un triangle sur la figure 2.9. En effet, à l’interface I1/2, ce schéma
s’écrit :
α1/2W˜−1/2 + W˜1/2 + β1/2W˜3/2 =
2∑
j=−1
ajWj (2.41)
Pour le bloc A, d’après la figure 2.9, l’introduction des cellules fictives P0 et P−1 n’est pas suffisante
pour permettre d’appliquer le schéma implicite (2.41) à l’interface I1/2. Cela est dû au fait que ce
schéma fait intervenir la valeur de W à l’interface I−1/2 située dans le bloc B. Le bloc B ne peut
pas communiquer au bloc A les états W aux interfaces des cellules puisque ces grandeurs sont les
inconnues que l’on cherche à déterminer. De la même façon, la relation implicite (2.23) pour le
filtre de Visbal et Gaitonde ne peut pas être employée pour calculer le champ filtré au niveau du
point P1 symbolisé par un carré sur la figure. En effet, lorsqu’elle est appliquée au point P1, cette
relation fait intervenir les valeurs filtrées Ŵ0 en P0 dans le bloc B qui sont inconnues.
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Par conséquent, des discrétisations spatiales particulières pour le schéma et pour le filtre ont été
développées [55] afin de ne pas dégrader les propriétés spectrales du schéma de Fosso et al. [56] et du
filtre de Visbal et Gaitonde [123] à proximité des raccords de bloc. Ces discrétisations s’appliquent
également lorsque des conditions de périodicité sont implémentées aux frontières des domaines de
calcul.
DISCRÉTISATION AUX RACCORDS POUR LE SCHÉMA DE FOSSO ET al. [56] D’après la figure 2.9, dans le bloc A, il
est possible d’appliquer le schéma implicite de l’équation (2.14) jusqu’à l’interface I3/2. A l’interface
I1/2, Fosso propose d’employer un schéma décentré d’ordre 5 pour calculer l’état W˜1/2 :
W˜1/2 + β′′1/2W˜3/2 =
2∑
j=−1
a′′jWj (2.42)
où β′′1/2 et a′′j sont des coefficients d’interpolation déterminés à partir de développements de Taylor à
l’ordre 5. Lorsqu’un schéma décentré est utilisé à l’interface I1/2 entre les blocs A et B, l’étatW1/2A
reconstruit dans le bloc A est différent de l’état W1/2B déterminé dans le bloc B. Afin d’assurer la
conservativité du flux à travers l’interface I1/2, un solveur de Riemann [119] est appliqué. Il définit
une valeur unique du flux à l’interface I1/2 à partir des quantités W1/2A et W1/2B.
D’après les travaux d’analyse spectrale de Fosso et al. [56], il est possible d’étudier la stabilité
du schéma numérique global au voisinage d’un raccord entre deux blocs. L’objectif est de s’assurer
que la combinaison des schémas (2.14) et (2.42) ne dégradent pas les propriétés peu dispersives
et peu dissipatives du schéma de discrétisation. Pour cela, on se place dans le cas de l’équation
de convection linéaire 1D donnée par la relation (2.15). On considère alors une grille uniforme
périodique monodimensionnelle de 100 points s’étendant entre x = 0 et x = 1 sur laquelle se
propage un champ harmonique caractérisé par la relation (2.16).
Dans le domaine monodimensionel, un raccord de bloc est défini comme il est illustré sur la
figure 2.9. Les relations de dispersion et de dissipation sont calculées pour les points proches du
raccord, en utilisant la méthode décrite dans [56]. Les niveaux de dispersion et de dissipation obtenus
pour les points situés au voisinage du raccord sont présentés sur les figures 2.10(a) et 2.10(b) en
échelles logarithmiques en fonction du nombre d’onde normalisé k∆. D’après la figure 2.10(a), la
discrétisation spatiale au raccord proposée ci-dessus a pour effet d’augmenter la dispersion pour
les points à proximité du raccord. Pour des nombres d’onde proches de pi/3, l’erreur de dispersion
|Re(k∗∆) − k∆|/pi présente un maximum de l’ordre de 3 × 10−3 au point P0. Pour des nombres
d’onde inférieurs à pi/3 correspondant à des longueurs d’onde λ = 2pi/k discrétisées par plus de
λ/∆ = 6 points, les niveaux de dispersion sont plus faibles. Pour le point le plus éloigné du raccord
P3, l’erreur de dispersion tend vers celle obtenue pour le schéma de Fosso et al. [56] représentée
par un trait continu sur la figure 2.10(a). L’erreur de dissipation présentée sur la figure 2.10(b)
pour les points proches du raccord est peu élevée pour les nombres d’onde inférieurs à k∆ = pi/2.
D’après la définition du champ harmonique donnée par l’expression (2.16), le niveau de dissipation
maximal est égal à 2 et est atteint en k∆ = pi au point P2. Le niveau d’anti-diffusion maximum est
de l’ordre de 5. Il est obtenu en k∆ = pi au point P0.
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Figure 2.10 – Niveaux de (a) dispersion et de (b) dissipation pour le schéma de Fosso et al. [56]
aux points proches du raccord de bloc, en fonction du nombre d’onde normalisé k∆.
DISCRÉTISATION AUX RACCORDS POUR LE FILTRE Pour les points situés à proximité des raccords, Gaitonde
et Visbal [60] proposent d’appliquer des formulations décentrées pour le filtre. Toutefois, Fosso [55]
a observé que ces formulations décentrées introduisent une importante dispersion, responsable de
l’apparition d’oscillations parasites au niveau des raccords. C’est pourquoi, il a proposé de conserver
la formulation implicite centrée du filtre donnée par l’expression (2.23). D’après les notations de la
figure 2.11, les formulations pour le filtre au voisinage du raccord dans le bloc A s’écrivent :

αfŴi−1 + Ŵi + αfŴi+1 =
3∑
j=0
βj
2
(
Wi+j + Wi−j
)
pour i ≥ −1
Ŵ−2 = W−2
(2.43)
Figure 2.11 – Représentation du point  pour lequel le filtre de Visbal et Gaitonde [123] ne
peut pas être appliqué dans le bloc A à proximité du raccord de bloc. Les étoiles ? représentent les
cellules du bloc B utilisées pour étendre artificiellement la taille du bloc A.
Plus précisément, on peut remarquer que le filtre d’ordre 6 à 7 points est appliqué jusqu’au
point fictif P−1 dans le bloc A. Pour cela, le champ W obtenu au niveau de cinq cellules du bloc
B, représentées par des étoiles sur la figure 2.11, est communiqué au bloc A. Afin de respecter
la formule implicite du filtre, le champ obtenu au point P−2 n’est pas filtré. Les relations (2.43)
reviennent donc à écrire une formulation décentrée pour filtrer le point P−1 :
Ŵ−1 + αfŴ0 =
3∑
j=0
βj
2
(
W−1+j + W−1−j
)
− αfW−2 (2.44)
38
2.4. Discrétisation spatiale aux frontières du domaine de calcul
L’intérêt d’appliquer le filtre dans les cellules fictives est de limiter les effets du décentrement
induits par la formulation (2.44) au niveau des cellules adjacentes au raccord. On peut remarquer
que Visbal et Gaitonde proposent également d’appliquer leurs formules décentrées pour le filtre
dans des cellules fictives pour réduire les instabilités près des raccords [60].
A partir d’une analyse semblable à celle réalisée pour le schéma, il est possible de tracer les fonc-
tions de transfert du filtre au niveau des points proches du raccord de bloc en fonction du nombre
d’onde. Le taux de dissipation 1−|SF (k∆)| et l’erreur de dispersion | arg(SF (k∆))|/pi sont présen-
tés en échelles logarithmiques sur la figure 2.12, et en échelles linéaires sur la figure 2.13. D’après les
figures 2.12(a) et 2.13(a), l’amplitude des petits nombres d’onde n’est pas significativement affectée
par les modifications de la formule de filtrage au niveau du raccord de bloc. En particulier, le taux
de dissipation reste inférieur à 10−3 jusqu’à k∆ = pi/3 pour tous les points. Pour les nombres d’onde
supérieurs à pi/3, les niveaux de dissipation augmentent. Les taux de dissipation les plus élevés sont
obtenus en k∆ ' pi sur la figure 2.13(a). En revanche, pour les points situés près du raccord, les
taux de dissipation sont plus faibles que celui du filtre de Visbal et Gatonde [60] représenté en trait
continu. Cet effet tend à diminuer au fur et à mesure que l’on s’éloigne du raccord de bloc, mais
reste visible au-delà du cinquième point P5 après le raccord. L’erreur de dispersion est présentée sur
les figures 2.12(b) et 2.13(b). Initialement nulle dans la formulation centrée donnée dans l’équation
(2.23), elle reste inférieure à 5×10−4 jusqu’à k∆ = pi/3 à proximité d’un raccord. Pour des nombres
d’ondes plus élevés, l’erreur de dispersion est plus grande. D’après la figure 2.13(b), elle atteint un
maximum | arg(SF (k∆))| de l’ordre de 0.11pi pour le point P5.
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Figure 2.12 – (a) Taux de dissipation et (b) erreur de dispersion pour les points Pi à proximité
du raccord de bloc pour le filtre de Visbal et Gaitonde d’ordre 6 avec αf = 0.47, en fonction du
nombre d’onde k∆, en échelles logarithmiques. La courbe F6 représente la fonction de transfert du
filtre de Visbal et Gaitonde d’ordre 6 [60] de l’équation (2.24).
La performance de la discrétisation spatiale près des raccords a été évaluée en simulant la
convection d’un tourbillon et le développement d’une couche de mélange dans le chapitre 7. Pour
le calcul des flux diffusifs avec des méthodes d’ordre 2, comme les valeurs du gradient de W sont
communiquées au niveau des raccords, la présence du raccord est transparente.
39
chapitre 2. Méthodes numériques d’ordre élevé dans le code de calcul elsA
0
0.2
0.4
0.6
0.8
1
0 pi/4 pi/3 pi/2 3pi/4 pi
1
−
|S
F
(k
∆
)|
k∆
P1
P2
P3
P4
P5
P10
F6
(a)
−0.025
0
0.025
0.05
0.075
0.1
0.125
0 pi/4 pi/3 pi/2 3pi/4 pi
|ar
g
(S
F
(k
∆
))
|/pi
k∆
P1
P2
P3
P4
P5
P10
F6
(b)
Figure 2.13 – (a) Taux de dissipation et (b) erreur de dispersion pour les points Pi à proximité
du raccord de bloc pour le filtre de Visbal et Gaitonde d’ordre 6 avec αf = 0.47, en fonction du
nombre d’onde k∆, en échelles linéaires. La courbe F6 représente la fonction de transfert du filtre
de Visbal et Gaitonde d’ordre 6 [60] de l’équation (2.24).
2.5 Discrétisation temporelle
Pour des calculs aéroacoustiques, au même titre que la discrétisation spatiale, la discrétisation
temporelle requiert elle aussi un soin particulier. Dans ces travaux, l’intégration temporelle est
assurée au moyen d’un schéma explicite de type Runge-Kutta. Ces algorithmes sont très utilisés
pour les calculs de bruit de jet avec une approche LES [16]. En particulier, l’algorithme RK6
à stockage réduit, développé par Bogey et Bailly [20], est employé. Le schéma à 6 étapes pour
intégrer une équation de la forme ∂u/∂t = f(u) est donné par les relations :

u0 = un
um = un + αm∆tf(um−1), m = 1, ..., 6
un+1 = u6
(2.45)
où ∆t est le pas de temps et αm sont les coefficients du schéma :

α1 = 0.117979901657
α2 = 0.184646966491
α3 = 0.246623604309
α4 = 0.331839542736
α5 = 0.5
α6 = 1.0
(2.46)
Ce schéma présente la particularité d’être optimisé dans l’espace spectral. En effet, les coefficients
(2.46) ont été déterminés afin de minimiser les erreurs de dissipation et de dispersion du schéma
jusqu’à la fréquence angulaire w∆t = pi/2. Ce schéma, d’ordre formel égal à 2, offre un très bon
compromis entre précision et stabilité.
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2.6 Conditions aux limites
La résolution numérique des équations de Navier-Stokes est réalisée sur un domaine fini de l’es-
pace. Des conditions limites sont donc imposées aux frontières du domaine. Un soin particulier
doit cependant être apporté à la définition des conditions limites pour les simulations aéroacous-
tiques. Celles-ci doivent en effet permettre l’entrée et la sortie des fluctuations aéroacoustiques sans
introduire d’ondes parasites dans le domaine de calcul. Les conditions aux caractéristiques et les
conditions de radiation sont les deux grandes catégories de conditions limites utilisées.
2.6.1 Conditions de type caractéristiques
La première catégorie s’appuie sur une décomposition des équations de Navier-Stokes en variables
caractéristiques. Initialement introduite par Thompson [118] pour les équations d’Euler, cette mé-
thode a ensuite été étendue aux écoulements visqueux par Poinsot et Lele [99]. La méthode est
présentée en considérant les équations d’Euler bidimensionnelles en coordonnées cartésiennes :
∂W
∂t
+A∂W
∂x
+B∂W
∂y
= 0 (2.47)
où W = (ρ, u, v, p)t est le vecteur des variables primitives, et A et B sont les matrices :
A =

u ρ 0 0
0 u 0 1/ρ
0 0 u 0
0 pγ 0 u

et B =

v 0 ρ 0
0 v 0 0
0 0 v 1/ρ
0 0 pγ v

(2.48)
On considère une frontière dont la direction normale est suivant x. Pour simplifier l’exposé, on
suppose que le terme B∂W/∂y est constant dans la direction x. Le système d’équations (2.49)
s’écrit alors :
∂W
∂t
+A∂W
∂x
+ K = 0 (2.49)
D’après l’approche proposée par Thompson [118], la matrice A est diagonalisée et peut être exprimée
en fonction de la matrice des vecteurs propres S :
D = S−1AS (2.50)
où S est la matrice des vecteurs propres de A et D est la matrice diagonale des valeurs propres
de A :
D =

u− c 0 0 0
0 u 0 0
0 0 u 0
0 0 0 u+ c

(2.51)
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L’équation (2.49) peut alors être écrite sous la forme :
∂W
∂t
+ SL+ K = 0 (2.52)
où Li = λilti
∂W
∂x
avec : 
lt1 =
(
0 −ρc 0 1
)
lt2 =
(
c2 0 0 −1
)
lt3 =
(
0 0 1 0
)
lt4 =
(
0 ρc 0 1
)
(2.53)
L’équation (2.52) s’exprime alors :
∂p
∂t
− ρc∂u
∂t
= −L1 −K4 + ρcK2 = R1
∂ρ
∂t
− ∂p
∂t
= −L2 − c2K1 +K4 = R2
∂v
∂t
= −L3 −K2 = R3
∂p
∂t
+ ρc∂u
∂t
= −L4 −K4 − ρcK2 = R4
(2.54)
Soit

∂ρ
∂t
= 1
c2
(R2 +
1
2(R1 +R4))
∂u
∂t
= 12ρc(R4 −R1)
∂v
∂t
= R3
∂p
∂t
= 12(R1 +R4)
(2.55)
Afin d’appliquer les conditions de non réflexion, il est nécessaire de déterminer si les ondes L1, L2,
L3 et L4 sont entrantes ou sortantes. Par exemple, dans le cas où la frontière considérée se trouve
en aval d’un écoulement de jet subsonique dirigé selon la direction x, seule l’onde L1 est entrante
(U−c < 0) et les trois ondes L2, L3 et L4 sont sortantes. L’amplitude de l’onde L1 est donc imposée
nulle, ce qui permet d’écrire les conditions limites suivantes :

L1 = 0
L2 = u
(
c2
∂ρ
∂x
− ∂p
∂x
)
L3 = u
(
∂v
∂x
)
L4 = (u+ c)
(
∂p
∂x
+ ρc∂u
∂x
)
(2.56)
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Les dérivées spatiales dans les expressions de L2, L3 et L4 sont obtenues à partir de schémas de
discrétisation décentrés amont. Les dérivées temporelles pour les points aux frontières sont calculées
en utilisant le système d’équations (2.55). Une procédure similaire est mise en oeuvre pour obtenir
les conditions limites dans la direction y.
2.6.2 Conditions de rayonnement
La seconde catégorie de conditions aux limites a été élaborée à partir des expressions asympto-
tiques des équations d’Euler obtenues en champ acoustique lointain. Tam et Webb [115] ont ainsi
proposé une formulation pour les équations d’Euler linéarisées en 2D. La condition de rayonnement
a été établie en supposant que les fluctuations de pression sont de nature purement acoustique et
se comportent comme des ondes sphériques qui proviennent d’une source ponctuelle située dans
le domaine de calcul. Cette formulation s’exprime donc en coordonnées polaires (r, θ), l’origine
étant un point source. L’approche a ensuite été étendue aux équations d’Euler en présence d’un
écoulement quelconque par Tam et Dong [114], et généralisée en 3D par Bogey et Bailly [18].
En utilisant les coordonnées sphériques comme illustré sur la figure 2.14, les conditions de rayon-
nement [18] s’écrivent : 
∂
∂t

ρ′
u′
p′
+ vg
(
∂
∂r
+ 1
αr
)
ρ′
u′
p′
 = 0 (2.57)
où u′ est le vecteur des fluctuations de vitesse, α est une constante égale à 2 en 2D et à 1 en 3D,
et vg est la vitesse de groupe des ondes acoustiques définie par :
vg = uer +
√
c2 − (ueθ)2 − (ueΦ)2 (2.58)
où (er, eθ, eΦ) sont les trois vecteurs unitaires dans les directions r, θ, Φ d’après la figure 2.14.
Figure 2.14 – Repère des coordonnées sphériques
Pour une condition de sortie, il est nécessaire de tenir compte des perturbations acoustiques et
aérodynamiques à la frontière. Les modes entropique et de vorticité sont donc pris en compte et les
équations de rayonnement s’écrivent alors :
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
∂ρ′
∂t
+ u.∇ρ′ = 1
c2
(
∂p′
∂t
+ u.∇p′
)
∂u′
∂t
+ u.∇u′ = −1
ρ
(∇p′)
∂p′
∂t
+ vg
(
∂
∂r
+ 1
αr
)
p′ = 0
(2.59)
En pratique, une des principales difficultés de la méthode est de fournir un champ moyen pour
calculer les fluctuations (ρ′,u′, p′). Ce champ moyen peut être obtenu à partir d’un calcul RANS
préliminaire ou en réalisant une moyenne évolutive au cours du calcul.
Des comparaisons entre les conditions de rayonnement et les conditions de type caractéristiques
ont été effectuées [57, 68]. Il a été notamment observé que les conditions de radiation donnent de très
bons résultats pour des cas de propagation acoustique [57]. Dans les simulations aéroacoustiques de
jets avec le code elsA, les conditions de radiation sont généralement appliquées aux frontières du
domaine de calcul. Les conditions aux caractéristiques sont parfois utilisées en sortie du domaine.
2.6.3 Zones éponges
Les conditions limites ne garantissent pas l’abscence de réflexions siginificatives d’ondes à l’inté-
rieur du domaine lorsque l’amplitude des fluctuations aérodynamiques est trop importante. Aussi,
il est donc nécessaire de définir des régions dans lesquelles les fluctuations de l’écoulement vont être
dissipées avant d’atteindre les conditions limites. Ces régions sont connues sous le nom de zones
éponges. Deux techniques sont généralement utilisées pour élaborer une zone éponge. La première
technique consiste à étirer le maillage. Cette méthode présente également l’intérêt de diminuer le
nombre de points dans le maillage. En revanche, l’étirement du maillage peut conduire à la gé-
nération d’ondes parasites qui peuvent se propager dans le domaine de calcul. Aussi, dans une
zone éponge, il est courant d’associer une seconde technique à la première méthode. Elle consiste à
introduire de la dissipation artificielle par le biais d’opérateurs de stabilisation. Pour cela, dans le
code elsA, un filtre d’ordre 2 ou un terme source peuvent être utilisés de manière non exclusive.
Le filtre d’ordre 2 est donné par la relation explicite suivante :
ufi,j,k = ui,j,k − σf
(
xf − x
xf − xd
)p (1
4ui−1,j,k −
1
2ui,j,k +
1
4ui+1,j,k
)
(2.60)
où u est le champ avant filtrage, uf correspond à la grandeur filtrée, σf est la constante de filtrage,
xd et xf sont les coordonnées du début et de la fin de la zone éponge, et p est un indice égal à 2.
L’utilisation d’un opérateur de stabilisation sous la forme d’un terme source s’effectue en ajoutant
une fonction de rappel dans les équations :
∂u
∂t
+ ... = σr
c
∆x
(
xf − x
xf − xd
)p
(u− Utar) (2.61)
où Utar la valeur de cible de rappel pour le champ u, σr est la constante de rappel, ∆x est la taille
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de la cellule considérée et p est un indice égal à 2.
2.7 Perspectives
Les méthodes numériques présentées dans ce chapitre seront utilisées dans cette thèse pour
réaliser des calculs LES. En particulier, la performance de la discrétisation spatiale proposée au
voisinage des parois sera examinée dans la partie 2 en simulant un écoulement turbulent dans
un canal à un faible nombre de Reynolds de Reτ = 395. Dans cette même partie, les schémas
de discrétisation spatiale seront associés à une modélisation de paroi pour l’étude d’écoulements
pariétaux pour des nombres de Reynolds plus élevés. Enfin, dans la partie 3, la discrétisation
spatiale particulière aux raccords de bloc proposée par Fosso et al. [56] sera étendue aux interfaces
des maillages non conformes.
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Chapitre 3
Ecoulements pariétaux et modèles de paroi
Ce premier chapitre porte sur les propriétés et la modélisation des écoulements pariétaux. Dans
une première partie, les propriétés de ces écoulements sont présentées. L’objectif est d’introduire
les éléments fondamentaux qui ont servi à l’établissement des modèles de paroi. Dans une seconde
partie, les principes de la modélisation des écoulements près des parois sont décrits. Une revue
des principaux modèles de paroi utilisés pour la LES dans la littérature est également proposée
afin de sélectionner un modèle compatible avec l’approche LES d’ordre élevé développée dans le
code de calcul elsA. Enfin, dans une troisième partie, le couplage réalisé entre un modèle de paroi
analytique et l’approche LES d’ordre élevé dans le logiciel elsA est détaillé.
3.1 Introduction aux écoulements pariétaux
Les propriétés des écoulements pariétaux sont très différentes de celles des écoulements libres car
les parois solides ont une forte influence sur la turbulence qui s’y développe. Dans cette section, les
équations du mouvement moyen pour les écoulements pariétaux incompressibles sont tout d’abord
présentées. Une description des propriétés de ces écoulements est ensuite proposée.
3.1.1 Equations du mouvement moyen
3.1.1.1 Nombre de Reynolds et couche limite
Un écoulement peut être caractérisé par un nombre sans dimension ReL, appelé nombre de
Reynolds, défini comme :
ReL =
UeL
ν
(3.1)
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où L et Ue sont des échelles de longueur et de vitesse représentatives de l’écoulement. Ce nombre de
Reynolds ReL permet d’évaluer le rapport entre les forces d’inertie et les forces visqueuses, et ainsi
de déterminer la nature du régime d’un écoulement, à savoir laminaire, transitoire ou turbulent. Un
écoulement est généralement laminaire pour de faibles valeurs de ReL. Le régime devient turbulent
lorsque le nombre de Reynolds dépasse une certaine valeur, qui varie selon le type d’écoulement
considéré. Entre les phases laminaire et turbulente, le régime est transitoire.
La couche limite est la zone mince d’un écoulement située le long d’une paroi. Une représentation
d’une couche limite se développant le long d’une plaque est donnée sur la figure 3.1, où Ue représente
la vitesse moyenne à l’extérieur de la couche limite dans la direction de l’écoulement, δ est l’épaisseur
de la couche limite et L est la longueur de la plaque.
Figure 3.1 – Représentation d’une couche limite se développant le long d’une plaque, où Ue est
la vitesse à l’extérieur de la couche limite, δ représente l’épaisseur de la couche limite et L est la
longueur de la plaque.
Au sein d’une couche limite, de grandes variations de la valeur de la vitesse longitudinale sont
observées dans la direction normale à la paroi. Pour une couche limite turbulente, la forme et la
taille des structures turbulentes sont fortement influencées par la condition de non glissement à la
paroi qui impose un point de vitesse nulle. Ces interactions entre l’écoulement et la paroi conduisent
à des profils de vitesse très particuliers, différents de ceux observés pour les écoulements turbulents
libres.
La majorité des travaux sur le développement de la turbulence pariétale ont été réalisés en régime
incompressible et ont permis de décrire le profil moyen de vitesse au sein des couches limites.
3.1.1.2 Equations de couche limite
Les couches limites peuvent être étudiées à partir des équations de Navier Stokes sous forme
simplifiée. Pour un fluide newtonien, en régime incompressible, les équations de Navier Stokes, pour
le bilan de masse et de quantité de mouvement, s’écrivent :

∂uj
∂xj
= 0
∂ui
∂t
+ uj
∂ui
∂xj
+ 1
ρ
∂p
∂xi
− ν ∂
2ui
∂xj∂xj
= 0, pour i = 1, 2, 3
(3.2)
où xi i=1,2,3 est le système de coordonnées spatiales, t est le temps, ui i=1,2,3 sont les composantes
de la vitesse, p est la pression, et ν est la viscosité cinématique. Il est possible de décomposer chaque
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quantité instantanée présente dans les équations (3.2) sous la forme f = f¯+f ′, où f¯ est la moyenne
statistique de f et f ′ représente la partie fluctuante de f . En supposant que l’écoulement est
stationnaire en moyenne, bidimensionnel, et suivant l’hypothèse de couche limite mince (δ << x),
la diffusion transversale devient prépondérante devant la diffusion longitudinale, et le système (3.2)
s’écrit :
∂u¯
∂x
+ ∂v¯
∂y
= 0 (3.3)
u¯
∂u¯
∂x
+ v¯ ∂u¯
∂y
+ 1
ρ
∂p
∂x
− ν ∂
2u¯
∂y2
+ ∂u
′v′
dy
= 0 (3.4)
∂p
∂y
= 0 (3.5)
où x et y sont les coordonnées spatiales dans la direction de l’écoulement et dans la direction
normale à la paroi respectivement. La composante longitudinale de la vitesse est notée u, et v est la
composante de la vitesse normale à la paroi. L’équation (3.5) indique que la pression est constante
dans la couche limite. Pour une couche limite sans gradient de pression longitudinal, en négligeant
la convection, l’équation (3.3) devient :
∂
∂y
(ρu′v′ − µ∂u¯
∂y
) = 0 (3.6)
où µ = νρ représente la viscosité dynamique. L’expression du taux de cisaillement total τ dans la
couche limite peut ainsi être établie sous la forme :
τ(y) = −ρu′v′ + µ∂u¯
∂y
= τw (3.7)
Celui-ci est constant dans la couche limite et égal au cisaillement à la paroi τw. Il est formé à partir
de deux contributions : la première provenant de la contrainte de Reynolds −ρu′v′ et la seconde
étant liée aux tensions visqueuses µ∂u¯/∂y. L’amplitude de ces deux contributions varie selon la
position au sein de la couche limite. L’étude de leur évolution permet de décrire le profil de vitesse
dans la couche limite, comme on le verra par la suite.
3.1.2 Description de la couche limite turbulente en régime incompressible
3.1.2.1 Nombre de Reynolds de frottement
Pour les écoulements au voisinage des parois, les forces visqueuses sont prédominantes par rap-
port aux forces inertielles. Par conséquent, les échelles de longueur et de vitesse L et Ue, représentées
sur la figure 3.1, ne sont pas adaptées pour caractériser le comportement de l’écoulement au niveau
des parois. L’utilisation du nombre de Reynolds ReL, défini dans l’équation (3.1), n’est donc plus
pertinente pour caractériser les écoulements pariétaux près des parois. Aussi, un nombre de Rey-
nolds dit de frottement, noté Reτ , est généralement introduit pour évaluer les effets de la viscosité,
et plus particulièrement l’importance relative de la diffusion moléculaire par rapport à la diffusion
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turbulente dans cette région. Ce nombre de Reynolds Reτ s’exprime en fonction de la viscosité ciné-
matique ν, de la masse volumique ρ, de l’épaisseur de la couche limite δ et du taux de cisaillement
pariétal τw comme suit :
Reτ =
uτδ
ν
(3.8)
où uτ =
√
τw/ρ est appelée la vitesse de frottement.
L’expression de Reτ , donnée par l’équation (3.8), peut également s’écrire sous la forme Reτ =
δ/lν , où la longueur visqueuse s’écrit lν = ν/uτ . Ainsi, le nombre de Reynolds Reτ représente
le rapport entre une échelle de longueur propre à l’écoulement externe de la couche limite δ et
une échelle de longueur relative à l’écoulement interne lν . Lorsque que la valeur de Reτ croît, la
différence entre ces deux échelles devient plus grande, soit δ >> lν .
Deux régions apparaissent alors au sein d’une couche limite turbulente : une zone interne à
proximité des parois, et une zone externe plus éloignée des parois. La figure 3.2 présente les dif-
férentes zones de la couche limite. En particulier, les régions interne et externe sont représentées
ainsi que leurs échelles caractéristiques de longueur et de vitesse respectives, à savoir lν et uτ pour
la zone interne, et δ et Ue pour la zone externe. La position de ces zones dépend de la distance à
la paroi y normalisée par l’épaisseur de couche limite δ. La limite entre ces deux zones se trouve
généralement vers y/δ = 0.2. Dans la suite de ce chapitre, les propriétés de ces deux régions seront
présentées.
Figure 3.2 – Les différentes zones dans une couche limite turbulente.
3.1.2.2 Région interne de la couche limite
Dans une couche limite, au voisinage des parois, les effets visqueux prédominent. Le profil de
vitesse et son gradient sont donc supposés ne dépendre que de uτ , ν et y. Ces quantités sont alors
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utilisées pour exprimer des grandeurs en unités de paroi sans dimension. Pour la distance et la
vitesse, on obtient :
y+ = uτy
ν
= uτ
lν
(3.9)
u+ = u(y)
uτ
(3.10)
Pour les effets thermiques, le flux de chaleur Φw et la température Tw à la paroi sont utilisés pour
définir la température T+ sans dimension :
T+ = −(T − Tw)ρwCpuτΦw (3.11)
où ρw représente la masse volumique à la paroi, et Cp est la chaleur spécifique à pression constante.
Ces notations en unités de paroi sont employées pour caractériser l’écoulement dans la région interne
de la couche limite. Au sein de cette région, plusieurs sous-domaines peuvent apparaître selon
l’importance des contraintes visqueuses par rapport aux tensions de Reynolds. Ils correspondent à
la sous-couche visqueuse, la sous-couche inertielle et la zone tampon, et sont représentés en fonction
de l’échelle de longueur y+ sur la figure 3.2.
SOUS-COUCHE VISQUEUSE La sous-couche visqueuse s’étend de la paroi jusqu’à une distance y+ proche
de 5. Dans cette très petite zone, les effets d’inertie sont négligeables par rapport aux effets visqueux.
Il est donc possible de montrer que le profil de vitesse moyen suit une loi linéaire dans cette couche.
En effet, d’après l’équation (3.7), le cisaillement à la paroi s’écrit τw ∼ µ∂u¯/∂y, ce qui donne :
u¯+ = y+ (3.12)
La figure 3.3 présente le profil de la vitesse moyenne en unités de paroi pour une couche limite
turbulente. La sous-couche visqueuse est située entre la paroi et y+ = 5. Le profil de vitesse y suit
la loi linéaire définie par l’équation (3.12).
SOUS-COUCHE INERTIELLE OU ZONE LOGARITHMIQUE Suffisamment loin des parois, les effets visqueux de-
viennent négligeables par rapport aux effets inertiels, et l’équation (3.7) se réduit à τw ' −ρu′v′.
On se trouve dans ce cas dans la sous-couche inertielle. Cette zone s’étend entre des valeurs de
y+ ' 30 et y+ ' 500, selon que l’on considère un écoulement de canal, de conduite ou de couche
limite. Grâce à l’hypothèse de Boussinesq et en utilisant le modèle de longueur de mélange de
Prandtl, les tensions de Reynolds s’écrivent :
− ρu′v′ ' ρ
(
κy
∂u¯
∂y
)2
(3.13)
où κ représente la constante de Von Karman. Le profil de vitesse s’exprime alors sous la forme
d’une loi logarithmique universelle, représentée par des tirets sur la figure 3.3 et définie comme
suit :
u¯+ = 1
κ
ln(y+) +B (3.14)
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où les valeurs des constantes κ et B sont déduites de l’expérience. Cette loi constitue une des
propriétés les plus importantes des couches limites turbulentes. Une zone logarithmique n’apparaît
que pour des valeurs du nombre de Reynolds suffisamment élevées. Elle est généralement observée
pour des valeurs Reτ > 300 [45].
Figure 3.3 – Schématisation du profil de la vitesse moyenne dans une couche limite turbulente,
normalisée en unités de paroi, profil dans toute la couche limite, profil linéaire valable
dans la sous-couche visqueuse, profil logarithmique valable dans la sous-couche inertielle.
SOUS-COUCHE TAMPON Pour des distances à la paroi comprises entre y+ = 5 et y+ = 30, les effets
visqueux et les effets turbulents sont tous les deux significatifs. On se trouve alors dans une zone de
recouvrement, appelée zone tampon, qui est représentée sur les figures 3.2 et 3.3 entre la sous-couche
visqueuse et la zone logarithmique. Dans cette zone, la production d’énergie cinétique turbulente est
importante, comme le montre la figure 3.4 sur laquelle les tensions de Reynolds u′+, v′+ et w′+ sont
tracées en unités de paroi pour un écoulement de canal plan à Reτ = 2000 [70]. L’énergie cinétique
atteint son maximum dans la zone tampon. Un pic d’intensité de turbulence est notamment observé
aux alentours de y+ = 12.
3.1.2.3 Région externe de la couche limite
La région externe représente entre 80 et 90% de l’épaisseur de la couche limite [41]. Cette zone
est située loin des parois, au-delà de la zone logarithmique, comme le montrent les figures 3.2 et
3.3. Dans cette région, les effets des contraintes visqueuses sont négligeables par rapport aux effets
des contraintes turbulentes. L’écoulement y est caractérisé par l’échelle de vitesse Ue et l’échelle de
longueur δ.
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Figure 3.4 – Profils de vitesse rms pour un écoulement de canal plan à Reτ = 2000, compo-
sante longitudinale, composante normale à la paroi, composante transverse à l’écou-
lement, d’après les résultats DNS de Hoyas et Jiménez [70].
3.1.3 Vers la modélisation de paroi
Etant donné de fortes disparités d’échelles entre la zone interne et la zone externe de la couche
limite, les structures turbulentes qui se développent au sein de chaque région ont des propriétés
très différentes. En particulier, la sous-couche interne de la couche limite contient des structures
de bien plus petites tailles que la sous-couche externe. C’est une des raisons pour lesquelles, lors
d’une simulation numérique, pour résoudre correctement une couche limite, le maillage doit être
plus fin au voisinage de la paroi que dans les régions plus éloignées. Lorsque la valeur du nombre
de Reynolds augmente, la différence de tailles entre les échelles internes et externes devient plus
marquée, ce qui impose des contraintes sur la résolution du maillage à la paroi plus importantes.
Aussi, pour les simulations numériques d’écoulements pariétaux à nombres de Reynolds élevés, la
résolution de la région interne des couches limites devient rapidement problématique.
La figure 3.5 illustre ce problème. Elle fournit une estimation du nombre de points nécessaires
à la résolution d’une couche limite en fonction du nombre de Reynolds ReL, défini par l’équation
(3.1). Pour la région interne, ce nombre de points est représenté par la courbe mixte. Pour la région
externe, il est donné par tirets. Le coût de résolution total de la couche limite est également présenté
en trait gras. Ces valeurs sont comparées aux capacités de calculs actuelles, qui sont représentées
par un trait fin. Quand la valeur du nombre de Reynolds augmente, le nombre de points nécessaires
à la résolution de la couche limite interne croît et devient rapidement supérieur au nombre de points
permis par les ressources informatiques. C’est le cas en particulier pour ReL = 106, pour lequel
on note également qu’un total de 99% des points du maillage se situe dans la zone interne, qui ne
représente que 10% de la couche limite [98]. Par conséquent, pour des simulations de configurations
réelles, pour lesquelles les nombres de Reynolds considérés sont de l’ordre du ou supérieurs au
million, la résolution de la région interne devient impossible.
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Figure 3.5 – Nombre de points nécessaires à la résolution d’une couche limite, résolution
de la couche limite entière, résolution de la région interne, résolution de la région
externe, ressources de calcul actuellement disponibles. D’après Piomelli et Balaras [98].
3.2 Introduction à la modélisation de paroi
Lorsque que la couche limite ne peut pas être résolue numériquement, une modélisation à la paroi
est alors nécessaire. Pour ce faire, des modèles de paroi ont été mis au point. Ils ont été définis
à partir des propriétés des écoulements pariétaux présentées précédemment et s’appliquent dans
la région interne de la couche limite, comme il est illustré sur la figure 3.6 où la région modélisée
correspond à la partie grisée. Ces modèles sont présentés dans la suite.
Figure 3.6 – Représentation d’une couche limite calculée avec un modèle de paroi.
A l’origine, les modèles de paroi ont été développés pour les simulations RANS afin de réduire
le coût de calcul associé à la résolution des couches limites et pour améliorer les performances et
la robustesse de l’approche RANS à proximité de parois. La modélisation de paroi a ensuite été
étendue à l’approche LES. De nombreux modèles de paroi pour la LES sont ainsi recensés dans
la littérature [98]. Cette grande variété est d’une part due au fait que les modèles sont plus ou
moins complexes selon les types d’écoulements étudiés. D’autre part, de nombreuses variantes d’un
même modèle existent en général selon que l’on utilise une approche numérique de type différences
finies, éléments finis ou volumes finis. Toutefois, les modèles de paroi sont le plus souvent élaborés
selon les mêmes principes. Dans cette section, ces principes sont tout d’abord introduits, puis les
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principaux modèles de paroi pour la LES sont présentés. L’objectif final est alors de sélectionner
un modèle compatible avec l’approche LES d’ordre élevé dans le code elsA.
3.2.1 Principes de la modélisation de paroi pour la LES
Au début de ce chapitre, nous avons introduit des relations simples qui donnent l’évolution de
la vitesse et de la température dans la région interne de la couche limite (voir section 3.1.2.2).
Ces relations constituent la base de la modélisation de paroi. Elles permettent d’obtenir les profils
moyens de vitesse et de température à proximité des parois sans avoir besoin de résoudre numéri-
quement les structures turbulentes qui s’y trouvent. Ainsi, les structures turbulentes près des parois
sont modélisées, et n’ont plus besoin d’être capturées par le maillage. Par conséquent, un maillage
relativement grossier à la paroi peut être utilisé, ce qui permet de réduire significativement le coût
de la simulation. Les différences entre les maillages généralement utilisés pour une LES résolue à
la paroi et pour une LES avec un modèle de paroi sont illustrées sur la figure 3.7.
Figure 3.7 – Maillages utilisés pour une LES résolue à la paroi (à gauche), et pour une LES avec
un modèle de paroi (à droite).
En pratique, le modèle de paroi fournit une estimation du cisaillement τw et du flux de chaleur
Φw au niveau de l’interface paroi, comme il est montré sur la figure 3.8.
Figure 3.8 – Principe d’un modèle de paroi pour la LES, adapté de Cabrit [35]. Le taux de
cisaillement et le flux de chaleur à la paroi, respectivement notés τw et qw, sont calculés à partir de
grandeurs issues du champ LES notées uLES , pLES , TLES et uw, Tw à la paroi.
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Pour cela, des valeurs des composantes de vitesse, de pression et de température issues du
champ LES sont utilisées par le modèle de paroi. Elles sont respectivement notées uLES , pLES ,
TLES sur la figure 3.8. La détermination de τw et Φw par le modèle de paroi implémenté dans le
code elsA est présentée dans ce chapitre à la section 3.3.
L’utilisation d’un maillage grossier proche des parois présente l’intérêt de réduire le coût de
calcul de la LES, mais il s’avère aussi nécessaire pour pouvoir appliquer les modèles de paroi.
En effet, la plupart des modèles sont construits à partir des équations du mouvement moyen de
la couche limite turbulente, présentées dans le chapitre 1. Ils renseignent donc sur les évolutions
moyennes de la vitesse et de la température qui ne reflètent en rien le développement instationnaire
de la turbulence proche des parois. Pour appliquer ces modèles, il convient donc de réaliser une
moyenne (spatiale ou temporelle) sur l’ensemble des structures turbulentes présentes dans cette
région. Une méthode simple pour réaliser cette tâche consiste à employer un maillage LES pour
lequel les tailles des cellules situées à proximité des parois sont grandes par rapport aux échelles
relatives à la turbulence pariétale, comme c’est le cas pour le maillage de droite de la figure 3.7. Pour
ce maillage, la cellule adjacente à la paroi est suffisammment grande pour contenir un échantillon
représentatif des structures turbulentes pariétales. Par conséquent, la vitesse moyenne u¯LES et la
température moyenne T¯LES dans cette cellule sont proches des grandeurs moyennes statistiques.
Ces considérations permettent ainsi de formuler des recommandations pour la construction des
maillages pour les calculs LES avec loi de paroi. Des estimations des dimensions des cellules du
maillage proches de la paroi pour une LES résolue et pour une LES avec un modèle de paroi
sont fournies dans le tableau 3.1 [125]. Les tailles des mailles dans les directions longitudinale,
normale et transverse à la paroi, sont respectivement notées ∆x+, ∆y+ et ∆z+. Pour une LES
résolue, les structures turbulentes de la région interne de la couche limite doivent être discrétisées,
ce qui conduit à des tailles de mailles à la paroi qui sont généralement de l’ordre de ∆x+ = 100,
∆y+ = 1 et ∆z+ = 30. Pour une LES avec loi de paroi, c’est la résolution des structures turbulentes
caractéristiques de la région externe de la couche limite qui importe. Ces structures sont de grandes
tailles par rapport à celles de la région interne. Les dimensions des cellules adjacentes à la paroi
sont dans ce cas de l’ordre de ∆x+ = 250, ∆y+ = 100 et ∆z+ = 200.
approche numérique ∆x+ ∆y+ ∆z+
LES avec un modèle de paroi 100-600 30-150 100-300
LES résolue à la paroi 50-150 1 10-40
Table 3.1 – Dimensions des cellules du maillage en unités de paroi pour des écoulements de couche
limite simulés par LES, avec et sans modèle de paroi, selon Sagaut [125].
D’après Piomelli [97], le coût d’une LES de couche limite résolue à la paroi varie comme Re0.6δ
pour la zone externe de la couche limite, et comme Re2.4δ pour la zone interne, où Reδ est le nombre
de Reynolds basé sur l’épaisseur de couche limite. Ces estimations tiennent compte du nombre
de points requis et du temps de simulation nécessaire pour obtenir une bonne convergence des
grandeurs statistiques. Pour une LES avec modèle de paroi, comme nous l’avons vu, seule la région
externe de la couche limite doit être résolue. Le coût total d’une telle simulation varie donc comme
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Re0.6δ . La modélisation de paroi représente ainsi un véritable atout pour réduire le coût de calcul.
Dans la prochaine section, les modèles de paroi les plus couramment rencontrés dans la littérature
pour la LES sont présentés.
3.2.2 Modèles de paroi pour la LES
Les modèles de paroi ont été introduits dès la réalisation des premières simulations LES, no-
tamment grâce aux travaux de Deardorff en 1969 [48], Schumann en 1975 [104] et Grötzbach en
1987 [65]. Ils peuvent être classés de plusieurs manières, comme le montrent les travaux de Sa-
gaut [125], Piomelli et Balaras [98], Fröhlich et Von Terzi [58] et Cabrit [35]. Dans cette étude,
l’objectif n’est pas de dresser une liste exhaustive des modèles pariétaux de la littérature, mais
d’identifier les modèles potentiellement compatibles avec l’approche LES d’ordre élevé développée
dans le code de calcul elsA. Un classement en trois catégories est proposé : les modèles de paroi
analytiques, les modèles de paroi numériques s’appuyant sur les équations de couche limite RANS,
et les modèles hybrides.
3.2.2.1 Modèles de paroi analytiques
Ce type de modèles est le plus répandu et aussi le plus ancien. En effet, les premiers modèles de
paroi pour la LES, comme ceux développés par Deardorff [48] et Schumann [104], appartiennent
à cette catégorie. Comme leur nom l’indique, ces modèles sont élaborés à partir des relations ana-
lytiques introduites dans la section 3.1.2.2, régissant l’évolution de la vitesse et de la température
dans la région interne des couches limites. En particulier, ces modèles sont construits en supposant
que l’on recherche une solution moyenne stationnaire d’un écoulement incompressible mono-espèce
établi, pour un fluide newtonien, sous des gradients de pression longitudinaux négligeables. Ils per-
mettent d’obtenir des relations directes entre les composantes de l’écoulement et les flux pariétaux.
MODÈLES DE PAROI ANALYTIQUES POUR LA VITESSE Les principales lois de paroi pour la vitesse ainsi que leur
domaine de validité sont présentés en fonction de la distance à la paroi dans le tableau 3.2. Les
lois linéaire et logarithmique s’appliquent respectivement dans la sous-couche visqueuse et dans
la zone logarithmique de la couche limite. De par sa simplicité, la loi logarithmique est le modèle
le plus utilisé pour la LES. Afin d’étendre le domaine de validité de cette loi à toute la région
interne la couche limite, les lois de Reichardt [101] et de Spalding [110] peuvent être utilisées. Ces
formulations, également représentées dans le tableau 3.2, sont des combinaisons de la loi linéaire
u+ = y+ et de la loi logarithmique. Souvent plébiscités pour leur facilité d’utilisation, les modèles
analytiques possèdent néanmoins deux principales lacunes : la non prise en compte des effets de
compressibilité et des variations du gradient de pression longitudinal.
59
chapitre 3. Ecoulements pariétaux et modèles de paroi
loi de paroi équation domaine de validité
linéaire u+ = y+ 0 ≤ y+ < 5
sous-couche visqueuse
logarithmique u+ = 1
κ
ln y+ +B 30 ≤ y+ < 500
où B ' 5 zone logarithmique
Reichardt [101] u+ = 1
κ
ln(1 + κy+) +
(
B − 1
κ
ln κ
)(
1− exp(−y
+
11 )−
y+
11 exp(−0.33y
+)
)
0 ≤ y+ < 500
où B ' 5 couche limite interne
Spalding [110] y+ = u+ + exp(−κB) (exp(κu+)− 1− (κu+)− (κu+)2/2− (κu+)3/6) 0 ≤ y+ < 500
couche limite interne
Table 3.2 – Lois de paroi analytiques à la paroi pour la vitesse, d’après Sagaut [125] et Bocquet
[11].
– Extension aux écoulements compressibles
Les lois de paroi présentées ci-dessus sont valides pour des écoulements (quasi)incompressibles,
c’est-à-dire pour des nombres de MachM inférieurs à 0.3 et sans source de chaleur. Lorsque la
température, la masse volumique ou la viscosité moléculaire varie significativement, le profil
de vitesse change lui aussi. Les modèles de paroi doivent être modifiés en conséquence pour
tenir compte des effets de compressibilité. Les méthodes développées en ce sens consistent
généralement à utiliser des variables transformées. La transformée de Van Driest [121] peut
ainsi être utilisée afin d’étendre le domaine de validité des modèles précédemment cités aux
écoulements compressibles.
– Variations du gradient de pression
Le gradient de pression longitudinal a une influence considérable sur l’évolution des écoule-
ments pariétaux. Un gradient de pression adverse, obtenu pour ∂p/∂x > 0, tend à favoriser un
décollement de la couche limite alors qu’un gradient de pression favorable, pour ∂p/∂x < 0,
peut conduire à une relaminarisation de l’écoulement. Les modèles de paroi analytiques re-
portés ci-dessus ne tiennent pas compte des variations du gradient de pression. Cela peut être
problématique lorsque de forts gradients de pression sont présents au sein de l’écoulement.
Les modèles analytiques rencontrent actuellement un franc succès au sein de la communauté
scientifique. Ceci est notamment dû à sa mise en oeuvre relativement simple. A titre d’exemples,
Aikens et al.[4] ont réalisé un calcul LES d’un écoulement incompressible de couche limite sans
gradient de pression pour un nombre de Reynolds Reθ = 13000 avec une loi logarithmique, où Reθ
est le nombre de Reynolds basé sur l’épaisseur de quantité de mouvement δθ. Lee et al. [83] ont
également utilisé une loi logarithmique pour simuler des écoulements incompressibles de canal plan
à Reτ = 2× 108 et de couche limite à Reθ = 107.
MODÈLE DE PAROI ANALYTIQUE POUR LA TEMPÉRATURE L’évolution de la température peut être modélisée
par la loi de Kader [72], donnée dans le tableau 3.3. Cette loi est valide dans la partie interne
de la couche limite. Elle s’applique aux écoulements incompressibles ou faiblement compressibles
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à faibles nombres de Mach. Tout comme pour les modèles de paroi pour la vitesse, elle ne prend
pas en compte les variations du gradient de pression longitudinal. De plus, la transformée de Van
Driest peut être utilisée pour étendre son domaine de validité à des nombres de Mach plus élevés.
loi de paroi équation domaine de validité
Kader [72] T+ = Pr y+ exp(Γ) +
(
2.12 ln(1 + y+) + β(Pr)
)
exp ( 1Γ) 0 ≤ y
+ < 500
où Γ = −10−2(Pry+)4/(1 + 5Pr3y+) couche limite interne
et β(Pr) = (3.85Pr1/3 − 1.3)2 + 2.12 lnPr
Table 3.3 – Loi de paroi analytique de Kader pour la température, où Pr représente le nombre
de Prandtl.
3.2.2.2 Modèles de paroi numériques s’appuyant sur les équations de couche limite
Une modélisation de paroi plus élaborée que celles s’appuyant sur les lois de paroi consiste à
résoudre un jeu d’équations dans la zone interne de la couche limite. Les modèles ainsi mis au
point sont appelés modèles TBLE (Turbulent Boundary Layer Equations en anglais). Le principe
d’une telle approche est illustré sur la figure 3.9. Les équations RANS simplifiées sont généralement
résolues dans la région près des parois, représentée par une zone grisée. Pour ce faire, un maillage
secondaire est créé dans cette zone. Les pionniers de cette méthodologie pour la LES sont Balaras et
Benocci (1996) [9]. Celle-ci a ensuite été adaptée pour tenir compte des effets du gradient de pression
longitudinal à la paroi. Un modèle TBLE a notamment été utilisé par Cabot et Moin (1999) [33]
pour calculer un écoulement sur une marche descendante à un nombre de Reynolds élevé. Wang et
Moin (2002) [127] ont également réalisé une simulation LES avec l’approche TBLE pour évaluer le
bruit rayonné par le bord de fuite d’un profil d’aile. Plus récemment, de nouveaux modèles TBLE
ont été construits par Kawai et Larsson [77] pour simuler un écoulement se développant autour d’un
profil d’aile dans une configuration proche du décrochage [75]. L’introduction d’un jeu d’équations
supplémentaires à résoudre entraîne cependant une augmentation du coût du calcul de 10% à 20%
par rapport à l’utilisation des modèles de paroi analytiques [97].
Figure 3.9 – Principe de l’approche TBLE. Un jeu d’équations simplifiées est résolu dans la région
proche de la paroi, au moyen d’un maillage secondaire.
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3.2.2.3 Modèles de paroi hybrides
L’application de tels modèles conduit à la résolution de deux jeux distincts d’équations au sein
d’une même région du domaine de calcul, d’où leur dénomination de modèles hybrides. Le principe
des modèles hybrides, combinant des approches RANS et LES, est présenté sur la figure 3.10.
Figure 3.10 – Principe de l’approche hybride avec les jeux d’équations RANS et LES. Proche de
la paroi, l’approche RANS est utilisée. Loin des parois, les équations LES s’appliquent.
Proche de la paroi, les équations RANS s’appliquent alors que partout ailleurs dans le domaine,
les équations LES sont résolues. Une interface explicite apparaît ainsi entre les zones RANS et
LES. Cette interface assure le couplage entre les deux jeux d’équations de natures différentes. Plus
précisément, pour le passage d’informations de la zone LES vers la zone RANS, une opération de
moyenne ou de filtrage doit être réalisée afin d’assurer la compatibilité des grandeurs LES transmises
avec les hypothèses relatives à l’approche RANS. Pour le passage de la zone RANS à la zone LES,
il convient d’enrichir les grandeurs moyennes statistiques issues du champ RANS en introduisant
des fluctuations qui doivent traduire un certain niveau d’énergie cinétique de turbulence, dont la
valeur est fournie par le modèle RANS.
Toutefois, avec cette méthode, le choix de la position des interfaces RANS/LES peut s’avérer
délicat. Aussi, de nouvelles approches, appelées "méthodes hybrides RANS-LES unifiées" ont été
développées afin de déterminer plus facilement les zones où les méthodes RANS ou LES s’appliquent.
Le principe est d’utiliser la distance à la paroi pour activer les méthodes RANS ou LES, et ainsi
contrôler la taille des structures turbulentes modélisées. L’approche hybride RANS-LES unifiée la
plus connue fut introduite par Spalart en 1997 [109] sous le nom de Detached Eddy Simulation
(DES). Travin [120] définit la DES comme suit : "a three-dimensional unsteady numerical solution
using a single turbulence model, which functions as a sub-grid-scale model in regions where the grid
density is fine enough for a large-eddy simulation, and as a Reynolds-averaged model in regions
where it is not". Plusieurs versions de la DES existent dans la littérature [108]. Un des inconvénients
majeurs de cette approche est l’apparition d’instabilités numériques au sein de l’équation de quantité
de mouvement [66]. En termes de temps de restitution et de stockage de données, les approches
LES avec un modèle hybride sont plus coûteuses que celles utilisant des modèles TBLE. Leur coût
varie comme Re0.6δ logReδ pour une couche limite [97].
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D’autres modèles de paroi, reposant sur des méthodes d’optimisation existent. Ils ne sont pas
décrits par la suite. Le lecteur peut se reporter aux travaux de Nicoud [93] et de Templeton [117]
pour de plus amples informations sur ce sujet.
3.2.3 Limitations de la modélisation de paroi pour la LES
La réalisation de calculs LES avec une modélisation à la paroi est soumise à certaines contraintes
qui, si elles ne sont pas prises en compte, peuvent conduire à l’apparition d’erreurs. Deux catégories
de contraintes peuvent être identifiées : les limitations liées à la construction du modèle de paroi et
les limitations liées au couplage entre le modèle de paroi et le code de résolution LES.
3.2.3.1 Limitations liées à la construction du modèle de paroi
Un modèle de paroi ne représente pas toujours de manière réaliste la physique de l’écoulement
au sein de la couche limite. Par exemple, la loi logarithmique pour le profil de vitesse ne tient
pas compte des gradients de pression longitudinaux proche des parois. L’utilisation d’un modèle
inadapté à l’écoulement conduit inévitablement à des résultats imprécis.
Par ailleurs, pour une LES avec un modèle de paroi, des contraintes sont à respecter pour
la construction du maillage. Compte tenu de ce qui a été mentionné dans la section 3.2.1, il est
conseillé d’utiliser de grandes mailles à proximité des parois. Ces cellules doivent en effet contenir un
échantillon statistique moyen de l’écoulement considéré afin de respecter les hypothèses formulées
lors de l’établissement des modèles de paroi.
3.2.3.2 Limitations liées au couplage entre le modèle de paroi et le code de résolution LES
Un modèle de paroi n’est pas toujours compatible avec les méthodes numériques utilisées pour
la LES. Des erreurs numériques peuvent alors apparaître. Elles peuvent être liées à la modélisation
de sous-maille de LES ou dues à des incompatibilités entre le modèle de paroi et les schémas
numériques employés pour la discrétisation spatiale.
LIMITATIONS LIÉES AU MODÈLE DE SOUS-MAILLE Pour les calculs LES, une fréquence de coupure relative aux
dimensions des cellules du maillage est définie. Les modèles de sous-maille sont souvent construits
en considérant que cette fréquence de coupure se situe au niveau de la plage inertielle décrite
par Kolmogorov. En d’autres termes, cela présuppose que les petites échelles de la turbulence
qui ne sont pas résolues par la LES sont considérées comme universelles. Pour une LES avec
modèle de paroi, un maillage délibérément grossier est considéré proche de la paroi. A la fréquence
de coupure définie par ce maillage, l’hypothèse d’universalité des échelles n’est pas vérifiée. Par
conséquent, les estimations du tenseur de sous-maille fournies par les modèles classiques peuvent
être erronées dans les zones proches de la paroi. Pour pallier ce problème, plusieurs auteurs
proposent d’apporter des corrections aux modèles de sous-maille. Par exemple, Cabot et Moin [33]
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suggèrent de modifier la constante de sous-maille du modèle de Smagorinsky dynamique [61, 89] au
niveau des trois premiers points au-dessus de la paroi. Kalitzin et Medic [73] proposent de spéci-
fier la valeur de la viscosité de sous-maille à partir d’un modèle de turbulence à longueur de mélange.
LIMITATIONS LIÉES AUX INCOMPATIBILITÉS ENTRE LE MODÈLE DE PAROI ET LES SCHÉMAS NUMÉRIQUES L’existence
d’incompatibilités entre le modèle de paroi et les schémas numériques utilisés pour assurer la dis-
crétisation spatiale de la région proche de la paroi constitue une source d’erreurs multiples. Trois
principaux aspects peuvent notamment être relevés : les performances des schémas numériques
pour des maillages grossiers à la paroi, la compatibilité entre le modèle de paroi et les schémas de
discrétisation spatiale, et enfin, la nature des données échangées entre le modèle de paroi et le code
de résolution LES.
– Qualité de la discrétisation proche de la paroi
Les maillages utilisés pour la LES avec modèle de paroi sont le plus souvent choisis en fonction
de la taille des structures de la région externe de la couche limite. Ils sont donc trop grossiers
pour capturer les plus petites structures turbulentes de la région externe. La LES est donc
sous-résolue dans la région pariétale et les structures turbulentes sont mal discrétisées au
niveau des premiers points de calcul situés au-dessus de la paroi [76]. Cet aspect peut s’avérer
problématique car les grandeurs LES calculées au niveau de ces points sont ensuite employées
par le modèle de paroi pour le calcul des flux pariétaux.
– Interactions entre le modèle de paroi et les schémas numériques
Des incompatibilités entre la modélisation de paroi et les schémas numériques peuvent appa-
raître. Cabot et Moin [33] mentionnent notamment que certains schémas, utilisés avec succès
pour le calcul des flux convectifs avec une LES résolue à la paroi, peuvent s’avérer inadaptés
pour réaliser des calculs LES avec modèle de paroi. Le couplage entre les schémas numériques
et le modèle de paroi doit par conséquent être réalisé de telle sorte que les propriétés spec-
trales des schémas numériques utilisés ne soient pas dégradées. En particulier, il faut veiller
à ce que des ondes parasites ne soient pas générées proche des parois en raison de ce couplage.
– Nature des données échangées entre le modèle de paroi et le code de résolution LES
Au cours du calcul, le code LES transfère des informations sur la vitesse, la pression et la
température au modèle de paroi pour l’estimation des flux pariétaux. Le choix des données
échangées, instantanées ou moyennes selon les cas, reste discutable.
Face aux nombreux modèles de paroi, et compte tenu des limitations liées à la modélisation
de paroi pour la LES, il convient maintenant de s’intéresser aux approches LES avec loi de paroi
proposées dans la littérature pour simuler des écoulements à nombres de Reynolds élevés en présence
de configurations géométriques réalistes.
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3.2.4 Modèles de paroi pour la LES à nombres de Reynolds élevés pour des
géométries complexes.
Peu de calculs LES s’appuyant sur une modélisation de paroi et des méthodes d’ordre élévé
ont été réalisés pour des écoulements à nombres de Reynolds élevés en présence de configurations
géométriques complexes. Le tableau 3.4 propose une liste de simulations LES avec modèles de paroi
réalisées pour ce type d’écoulement.
modèle de paroi modèle de sous-maille méthode numérique application nombre de Reynolds
Wang et Moin [127] TBLE Smagorinsky ordre 3 écoulement Rec = 2.15× 106
(2002) dynamique [61, 89] de bord de fuite
Kawai et Larsson [75] TBLE[77] Smagorinsky ordre 6 profil Rec = 2.1× 106
(2012) dynamique proche décrochage
Bodart [15] TBLE Smagorinsky ordre 2 profil hypersustenté Rec = 9.6× 106
(2012) dynamique
Bocquet [13] analytique WALE [92] ordre 2 jet chaud ReD = 9.3× 104
(2014) en écoulement rasant
Brés et al. [31] TBLE Vreman [124] ordre 2 jet chaud ReD = 1.3× 106
(2013) supersonique
Brés et al. [32] TBLE Vreman [124] ordre 2 jet chaud ReD = 1.0× 106
(2014) subsonique
Aikens et al. [5] analytique ILES (filtre sélectif) ordre 6 jet supersonique ReD = 1.6× 106
(2015)
Table 3.4 – Travaux LES utilisant un modèle de paroi pour des géométries complexes à nombres
de Reynolds élevés, où Rec = U∞c/ν est le nombre de Reynolds basé sur la corde du profil c et la
vitesse de l’écoulement moyen U∞, et ReD = ujD/ν est le nombre de Reynolds basé sur le diamètre
en sortie de tuyère D et la vitesse du jet uj .
Seuls deux travaux du tableau [5, 75] utilisent des schémas numériques d’ordre élevé. Concernant
le modèle de paroi, l’approche TBLE est la plus représentée. Par ailleurs, différents modèles de sous-
mailles sont implémentés. Enfin, la plupart des études présentent des résultats aérodynamiques,
mais peu de prévisions acoustiques [5, 31, 127]. En particulier, relativement peu de LES avec
modèle de paroi ont été réalisées pour des jets subsoniques, avec prise en compte de la tuyère, pour
des écoulements à nombres de Reynolds élevés [32].
3.2.5 Vers les calculs LES de jets subsoniques à nombres de Reynolds élevés
avec elsA
Dans la présente étude, une modélisation de paroi s’appuyant sur les lois analytiques de Reichardt
pour la vitesse et de Kader pour la température a été adoptée pour la réalisation de LES avec des
schémas d’ordre élevé dans le code elsA. Plusieurs raisons ont motivé ce choix. Premièrement,
la simplicité des modèles analytiques facilite la mise au point d’un couplage avec les schémas
numériques pour la LES. De plus, la compatibilité des schémas d’ordre élevé avec les modèles de
paroi les plus simples doit tout d’abord être évaluée. Deuxièmement, les lois analytiques semblent
être adaptées à la réalisation de LES avec le code elsA. En particulier, ces lois ont déjà été combinées
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à une approche LES de bas ordre dans le code et validées avec succès pour simuler des écoulements
compressibles à nombres de Reynolds élevés en présence de géométries complexes [13]. Elles ont
donc de bonnes chances de fournir des résultats satisfaisants avec une discrétisation spatiale d’ordre
plus élevé. Troisièmement, les modèles analytiques conduisent à un faible coût de calcul par rapport
aux modèles de type TBLE ou hybrides. Enfin, parmi les modèles analytiques pour la vitesse, la
loi de Reichardt est sélectionnée car elle est valide dans toute la région interne de la couche limite,
contrairement à la loi logarithmique classique. Ce dernier point est tout particulièrement intéressant
lorsque que les propriétés de l’écoulement varient très fortement à la paroi, et qu’il est alors difficile
de s’assurer que l’échange de données entre le modèle de paroi et le code de résolution LES a bien
lieu dans la zone logarithmique.
Enfin, on peut remarquer qu’un modèle de paroi peut être assimilé à une boîte au sein du code
de calcul, comme il est illustré sur la figure 3.8. Cela implique que par la suite le modèle de paroi
pourra être modifié relativement facilement. En effet, le contenu de la boîte pourra évoluer sans
pour autant changer radicalement la structure du code de calcul. Par exemple, les lois analytiques
pourront être remplacées par un modèle de paroi de type TBLE. Cet aspect ne sera pas abordé au
cours de cette thèse.
Dans la suite de ce travail, une modélisation de paroi s’appuyant sur l’utilisation de lois ana-
lytiques est adoptée. Alliant simplicité de mise en oeuvre, précision et faible coût de calcul, elle
constitue un très bon compromis dans le cadre d’une première tentative de couplage avec l’approche
LES d’ordre élevé avec le code de calcul elsA.
3.3 Modélisation de paroi dans le code elsA
Dans cette section, la modélisation de paroi implémentée dans le code elsA est présentée. Les
équations du modèle de paroi sont tout d’abord rappelées. Le couplage mis en oeuvre entre le
modèle de paroi et l’approche LES d’ordre élevé est ensuite décrit.
3.3.1 Les équations du modèle de paroi
Le modèle de paroi s’appuie sur l’utilisation des lois analytiques de Reichardt et de Kader. La
loi de Reichardt donne l’évolution de la vitesse moyenne U en fonction de la distance à la paroi y,
en unités de paroi :
u+ = U
uτ
= U√
τw/ρw
= 1
κ
ln(1 + κy+) +
(
B − 1
κ
ln κ
)(
1− exp(−y
+
11 )−
y+
11 exp(−0.33y
+)
) (3.15)
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où y+ = ρwuτy/µw, la constante B est égale à 5.25. La loi de Kader fournit les variations de la
température en unités de paroi :
T+ = −(T − Tw)ρwCpuτΦw
= Pr y+ exp(Γ) +
(
2.12 ln(1 + y+) + (3.85Pr1/3 − 1.3)2 + 2.12 lnPr
)
exp ( 1Γ)
(3.16)
où Γ est définie par :
Γ = −10
−2(Pr y+)4
1 + 5Pr3y+
(3.17)
De plus, dans la couche limite, les variations de la pression sont supposées négligeables dans la
direction normale à la paroi, ce qui permet d’écrire :
∂p
∂y
= 0 (3.18)
Comme nous l’avons vu dans le chapitre précédent, les lois de Reichardt et de Kader sont valables
dans toute la région interne de la couche limite. Ces lois s’appliquent aux écoulements incompres-
sibles, pour de faibles gradients de pression longitudinaux. Dans notre approche, la transformation
de Van Driest [121] peut être utilisée afin d’étendre la validité du modèle de paroi aux écoulements
compressibles. Ce modèle est couplé à l’approche LES d’ordre élevé dans le code elsA.
3.3.2 Couplage avec l’approche LES d’ordre élevé
Nous avons montré dans le chapitre 2 que dans le code elsA, la résolution des équations de
Navier-Stokes est réalisée en utilisant une approche de type volumes finis. Plus précisément, les
flux convectifs et les flux diffusifs sont déterminés à partir d’une interpolation du vecteur d’état U
et de son gradient ∇U sur les interfaces des volumes de contrôle du maillage. Lorsque le maillage
est relativement grossier près des parois, la valeur de ∇U à la paroi n’est pas bien évaluée par la
LES. En particulier, les gradients de température et de vitesse ne sont pas correctement calculés par
les schémas numériques. C’est donc le modèle de paroi qui fournit une estimation de ces gradients
à chaque itération temporelle. Il permet d’obtenir le cisaillement pariétal τw = µw∂U/∂y|y=0 et le
flux de chaleur à la paroi Φw = −λ∂T/∂y|y=0.
3.3.2.1 Estimation des gradients de vitesse et de température
La procédure pour estimer les gradients de vitesse et de température est illustrée sur la figure
3.11. Pour obtenir les valeurs de τw et de Φw à partir des lois de Reichardt et de Kader, les valeurs
de la vitesse U et de la température T qui apparaissent dans les équations (3.15) et (3.16) doivent
être déterminées. Pour cela, un point de raccordement R, situé à une distance yR de la paroi, est
choisi. Il doit correspondre au centre d’une des cellules situées le long de la direction normale à la
paroi. Il doit également appartenir à la région interne de la couche limite, de manière à vérifier les
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conditions d’application des lois de paroi. Sur la figure 3.11, le point R correspond au troisième
point au-dessus de la paroi, noté P3. Le choix de la position du point R est discuté dans ce chapitre
à la section 3.3.2.3. Afin d’obtenir les valeurs de U et de T , les données LES instantanées au point
R sont collectées. Elles sont notées uLES et TLES sur la figure 3.11.
Figure 3.11 – Application du modèle de paroi. Le cisaillement pariétal τw et le flux de chaleur à
la paroi Φw sont calculés par le modèle de paroi, grâce à des données LES collectées au niveau du
point R situé à une distance y = yR de la paroi.
La vitesse scalaire U est calculée par projection du vecteur uLES à la paroi :
U = uLES · x’ (3.19)
où x’ est le vecteur unitaire orthogonal à la normale à la paroi n, aligné avec la direction de
l’écoulement. Le vecteur x’ est représenté sur la figure 3.12 et est défini comme suit :
x’ = uLES − (uLES · n)n||uLES − (uLES · n)n|| (3.20)
où || || est la norme Euclidienne.
x0
uLES
n
uLES   (uLES · n)n
paroi
R
 
mercredi 26 août 15
Figure 3.12 – Définition du vecteur x’
La température T au point R est égale à TLES . Afin d’obtenir les valeurs de τw et Φw en résolvant
les équations (3.15) et (3.16), il est aussi nécessaire de connaître les valeurs de la température Tw, de
la viscosité dynamique µw, de la masse volumique ρw à la paroi. La détermination de ces grandeurs
et des valeurs de τw et Φw est différente selon que l’on considère une paroi isotherme ou adiabatique.
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PAROI ISOTHERME Dans le cas d’une paroi isotherme, la température à la paroi Tw est imposée et
donc connue. Par conséquent, la viscosité dynamique à la paroi µw est calculée grâce à la loi de
Sutherland, pour la température Tw :
µw = µref
Tref + S
Tw + S
(
Tw
Tref
)1.5
(3.21)
où µref et Tref représentent respectivement la viscosité dynamique de référence et la température
de référence, et S est la constante de Sutherland égale à 110.4 K. La masse volumique ρw est ensuite
obtenue à partir de l’équation des gaz parfaits et de l’équation (3.18) :
ρw =
pLES
RTw
(3.22)
où pLES est la valeur de la pression issue du champ LES au point R, et R est la constante des gaz
parfaits. A partir des quantités Tw, µw, ρw, U et T , les lois de parois peuvent désormais être utilisées
pour prédire les gradients de vitesse et de température. La vitesse de frottement à la paroi uτ est
déterminée grâce la loi de Reichardt (3.15), en utilisant un algorithme de Newton. Le cisaillement
pariétal τw = ρwu2τ est alors calculé. Quant au flux de chaleur Φw, il est obtenu à partir de la loi
de Kader et de T = TLES .
PAROI ADIABATIQUE Dans le cas d’une paroi adiabatique, le flux de chaleur Φw est nul, ce qui conduit
à Tw = TLES . Le taux de cisaillement τw est alors calculé de la même manière que pour une paroi
isotherme. Les valeurs de τw et Φw sont ensuite utilisées par le code de résolution LES, comme il
est indiqué sur la figure 3.11.
Il est important de noter qu’une loi de paroi est stationnaire par construction. Il semblerait donc
à priori logique que les quantités uLES , TLES and pLES utilisées dans le modèle de paroi soient des
grandeurs stationnaires. Comme nous l’avons vu dans le chapitre précédent, les cellules à proximité
des parois sont généralement de tailles importantes, de telle sorte que les grandeurs uLES , TLES
et pLES sont représentatives de l’évolution moyenne de l’écoulement dans la couche limite. Cela
n’est cependant pas suffisant pour considérer que ces données LES sont stationnaires. Aussi, deux
techniques pourraient être appliquées pour obtenir des données stationnaires à partir des champ
LES fluctuants. La première méthode consiste à réaliser une moyenne spatiale du champ LES
dans les directions d’homogénéité de l’écoulement, dans lesquelles les propriétés aérodynamiques
moyennes ne varient pas. Par exemple, pour un écoulement dans une conduite cylindrique, la di-
rection azimuthale constitue une direction d’homogénéité. Cette approche n’a pas été suivie car
elle est difficile à mettre en oeuvre informatiquement lorsque le domaine de calcul est partitionné
en plusieurs sous-domaines. De plus, elles n’est pas généralisable aux écoulements complexes pour
lesquels il n’existe pas forcément de direction d’homogénéité. La seconde méthode vise à effectuer
une moyenne temporelle glissante sur le champ LES, basée sur un fenêtrage en temps. Cette ap-
proche semble intéressante, car elle est applicable à tout écoulement. Cette voie n’a cependant pas
été retenue car dans la littérature, de bons résultats sont obtenus en employant des grandeurs LES
instantanées pour le calcul de τw et Φw [12, 76].
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3.3.2.2 Couplage du modèle de paroi avec les schémas d’ordre élevé
Comme nous l’avons vu dans le chapitre 2, les schémas numériques d’ordre élevé ne peuvent
pas être appliqués à proximité des parois compte tenu du nombre réduit de points disponibles. En
particulier, pour le calcul des flux convectifs, le vecteur d’état au niveau des interfaces représentées
par des triangles sur la figure 3.13 ne peut pas être calculé par le schéma à 4 points de Fosso et
al. [56]. De la même façon, le filtre sélectif à 7 points de Visbal et Gaitonde [123] ne peut pas être
appliqué au niveau des points représentés par des carrés. Par conséquent, comme dans le cas de la
LES résolue à la paroi, une discrétisation spatiale spécifique est proposée pour le schéma et pour
le filtre à proximité des parois. Elle consiste à calculer différemment les composantes de la vitesse
u, v et w, la pression p et la température T au niveau des symboles représentés sur la figure 3.13.
Le modèle de paroi intervient dans cette nouvelle discrétisation.
Figure 3.13 – Représentation des interfaces et des points à proximité des parois pour lesquels
les schémas d’ordre élevé ne peuvent pas être appliqués : 4 interfaces concernées pour le schéma
d’ordre 6,  points concernés pour le filtre d’ordre 6.
COUPLAGE POUR LE SCHÉMA NUMÉRIQUE UTILISÉ POUR LE CALCUL DES FLUX CONVECTIFS Pour le schéma numérique,
la discrétisation spatiale à la paroi est différente selon les variables considérées. Une première
discrétisation est proposée pour les variables qui vérifient une condition de Dirichlet à la paroi.
C’est le cas de la vitesse, qui est caractérisée par une condition de non-glissement uw = 0, ainsi que
de la température pour une paroi isotherme pour laquelle Tw = TLES . Une seconde discrétisation
est utilisée pour les variables qui respectent une condition de Neumann à la paroi. C’est le cas de la
température si la paroi est adiabatique et de la pression, pour lesquelles le gradient est égal à zéro
dans la direction normale à la paroi. Pour la clarté de l’exposé, les discrétisations correspondant aux
conditions de Dirichlet et de Neumann seront présentées pour la vitesse et la pression uniquement.
La température suivra l’une ou l’autre des approches suivant la nature de la paroi.
– Discrétisation pour les variables vérifiant une condition de Dirichlet à la paroi
La condition de non-glissement uw = 0 est imposée à la paroi, comme il est indiqué sur la
figure 3.14(a). La valeur à l’interface située entre les points P1 et P2, notée q˜3/2, est calculée
à partir du schéma explicite centré d’ordre 2 suivant :
q˜3/2 = α′′3/2q¯1 + β′′3/2q¯2 (3.23)
où α′′3/2 et β′′3/2 sont des coefficients d’interpolation, déterminés à partir de développements
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de Taylor au second ordre. L’utilisation d’un schéma d’ordre 2 proche des parois est égale-
ment proposée par plusieurs auteurs [76, 4]. Dans notre approche, ce choix est lié au fait
que les dimensions des cellules du maillage sont grandes à la paroi. La vitesse varie donc
fortement entre la paroi où uw = 0 et les premiers points situés dans la direction nor-
male à la paroi. De ce fait, il est difficile d’appliquer un schéma d’interpolation d’ordre élevé
en utilisant ces points pour calculer q˜3/2, car cela pourrait générer des oscillations numériques.
– Discrétisation pour les variables vérifiant une condition de Neumann à la paroi
Pour les variables qui vérifient une condition de Neumann à la paroi comme la pression,
la discrétisation spatiale est similaire à celle utilisée pour un calcul LES résolu à la paroi, et
présentée dans le chapitre 2. Le schéma implicite centré à quatre points est appliqué jusqu’à la
paroi. Pour cela, des cellules fictives sont utilisées afin d’étendre la taille du domaine de calcul.
En particulier, deux cellules et une interface fictives sont introduites, comme il est illustré sur
la figure 3.14(b). Leur position est déterminée par symétrie avec la paroi. Les valeurs de la
pression au niveau de ces points sont calculées de manière à imposer ∂p/∂y|y=0 = 0. Cela
revient à définir la pression comme une fonction paire de la distance à la paroi y.
(a) (b)
Figure 3.14 – Discrétisation à la paroi pour le schéma numérique : (a) pour une condition de
Dirichlet à la paroi, et (b) pour une condition de Neumann à la paroi.
COUPLAGE POUR LE FILTRE SÉLECTIF On choisit d’appliquer le filtre de Visbal et Gaitonde sur sept points
dans tout le domaine de calcul, comme pour une LES résolue à la paroi. Pour cela, trois rangées
de cellules supplémentaires sont nécessaires. L’obtention des valeurs au niveau des cellules supplé-
mentaires est différente selon que l’on considère une condition de Dirichlet ou une condition de
Neumann à la paroi.
– Discrétisation pour les variables vérifiant une condition de Neumann à la paroi
Pour une condition de Neumann, trois cellules fictives sont introduites au-delà de la paroi.
Elles sont représentées sur la figure 3.15(b), et reconstruites de la même manière que pour le
schéma.
71
chapitre 3. Ecoulements pariétaux et modèles de paroi
(a) (b)
Figure 3.15 – Discrétisation à la paroi pour le filtre sélectif : (a) pour une condition de Dirichlet
à la paroi, et (b) pour une condition de Neumann à la paroi.
– Discrétisation pour les variables vérifiant une condition de Dirichlet à la paroi
Pour les composantes qui vérifient une condition de Dirichlet à la paroi comme la vitesse,
trois nouvelles cellules sont définies entre la paroi et le premier point P1 au-dessus de la paroi,
comme il est illustré sur la figure 3.15(a). L’introduction de ces trois cellules supplémentaires
permet d’appliquer le filtre jusqu’au point P1. La méthode utilisée pour définir la vitesse dans
ces cellules est présentée sur la figure 3.16. Les cellules à reconstruire sont numérotées 0, -1,
-2. Leur position est définie par yi = h1/di −2≤i≤0, où h1 est la distance entre la paroi et le
point P1, et di vaut respectivement 1.3, 1.5 and 2 pour les cellules 0, -1 and -2. Les valeurs
de di ont été arbitrairement choisies. L’influence de la position de ces cellules n’a pas été
étudiée ici. Afin de déterminer la vitesse en ces points, le modèle de paroi est utilisé. En effet,
le cisaillement à la paroi τw est calculé à partir de la loi de Reichardt et de grandeurs LES
collectées au point R, comme il a été présenté dans la section 3.3.2.1. Une fois la valeur τw
obtenue, la loi de Reichardt fournit une relation pour la vitesse moyenne U en fonction de la
distance à la paroi y, ce qui permet de tracer la courbe représentée sur la figure 3.16. Cette
courbe est alors utilisée pour calculer les valeurs de la vitesse moyenne Ui pour i = 0, -1 et -2.
Une reconstruction similaire permet de déterminer la température dans ces cellules grâce à la
loi de Kader, lorsqu’une paroi isotherme est considérée. Les vecteurs vitesse ui sont ensuite
calculés à partir des valeurs Ui. Ils sont supposés colinéaires avec le vecteur vitesse u1 au point
P1 :
ui = Ui
u1
||u1|| (3.24)
Enfin, afin de pouvoir appliquer le filtre implicite centré (2.23) au point P1, il est nécessaire
de tenir compte de l’état filtré qˆ0 au point P0. On considère que le filtre n’a pas d’effet au
niveau du point P0, ce qui conduit à l’approximation suivante qˆ0 = q¯0. Cette approximation
est justifiée par le fait que le champ LES au point P0 est déterminé en utilisant les lois de
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paroi. Il est donc représentatif d’un état moyen, et ne devrait donc pas être significativement
modifié par le filtre sélectif.
Figure 3.16 – Reconstruction des valeurs de la vitesse dans les cellules supplémentaires grâce à
la loi de Reichardt. Les cellules supplémentaires sont indexées 0, -1, -2.
3.3.2.3 Influence de la position du point de raccordement R
Le point de raccordement R, représenté sur les figures 3.11 et 3.16, joue un rôle considérable
dans l’approche LES avec loi de paroi. En effet, comme nous venons de le voir, les valeurs de τw
and Φw sont estimées à partir du champ LES en ce point. Il convient donc de s’interroger sur le
choix de la position de ce point. Habituellement, le point R correspond au premier point au-dessus
de la paroi. Néanmoins, de récents travaux [76, 4] démontrent que sélectionner un point de raccor-
dement plus éloigné de la paroi améliore les résultats. Deux raisons majeures peuvent expliquer de
telles tendances. Premièrement, les plus petites structures turbulentes que le maillage capture sont
nécessairement sous-résolues, car elles ne sont pas discrétisées par suffisamment de points. Comme
ces petites structures ont une influence significative sur le développement de l’écoulement proche
de la paroi, le champ LES n’est pas calculé avec précision au niveau du premier point au-dessus
de la paroi. Deuxièmement, comme nous l’avons vu précédemment, les schémas de discrétisation
spatiale ne peuvent pas être appliqués à proximité des parois. La discrétisation spatiale doit donc
être modifiée dans cette zone. Ces modifications peuvent produire des erreurs numériques au niveau
des premiers points au-dessus de la paroi. Par conséquent, une meilleure résolution des structures
turbulentes et une plus faible influence de la discrétisation spatiale pariétale sont attendues pour
un point de raccordement situé plus loin des parois. Ainsi, les grandeurs τw et Φw devraient être
estimées avec une plus grande précision. C’est pourquoi, sur la figure 3.11, le point P3 est choisi
comme point de raccordement au lieu du point P1. La position physique du point de raccordement
R est susceptible de varier selon le code de calcul utilisé, l’écoulement étudié et le maillage consi-
déré. Par exemple, le tableau 3.5 donne la position y+R du point R pour différents maillages utilisés
dans la littérature pour simuler un canal turbulent à Reτ ' 2000, avec une approche LES et un
modèle de paroi. Le tableau inclut également les dimensions des cellules des maillages en unités de
paroi dans les directions longitudinale, normale et transverse ∆x+, ∆y+ et ∆z+. Bien qu’il n’y ait
pas de consensus sur le choix de la position du point de raccordement, la valeur de y+R est supérieure
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à 2∆y+ pour les trois études recensées dans le tableau.
∆x+ ∆y+ ∆z+ position du point de raccordement y+R
Bodart [14] (2011) 200 125 40 300
Lee [83] (2013) 200 125 135 312
Park et Moin [95] (2014) 200 40 125 200
Table 3.5 – Travaux LES avec un modèle de paroi pour un écoulement de canal turbulent à
Reτ ' 2000, réalisés avec un point de raccordement R situé au-dessus du premier point au-dessus
de la paroi.
Dans le code elsA, il est possible de choisir la position du point R. L’influence de ce choix
sur les performances de l’approche LES sera étudiée dans le chapitre 4. Des calculs LES seront
notamment réalisés pour un écoulement de canal similaire à celui du tableau 3.5 avec un point de
raccordement R correspondant au premier point puis au troisième point au-dessus de la paroi.
3.4 Conclusion
La modélisation de paroi offre une solution intéressante pour contourner les limitations liées aux
coûts de résolution des couches limites pour les simulations LES. La revue sur les modèles de paroi
proposée dans ce chapitre donne un aperçu de la large gamme de modèles aujourd’hui disponibles
dans la littérature. Dans ce travail, une modélisation de paroi s’appuyant sur l’utilisation de lois
analytiques est adoptée. Ce modèle a été couplé avec les méthodes d’ordre élevé pour la LES dans
le code de calcul elsA. Dans les prochains chapitres, les performances de l’approche LES d’ordre
élevé avec loi de paroi sont évaluées pour un canal turbulent et un jet simple subsonique.
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Chapitre 4
Simulations d’écoulements turbulents dans un canal
L’objectif de cette partie est d’évaluer la capacité de notre approche de simulation des grandes
échelles à prédire les propriétés des écoulements se développant à proximité des parois solides. Pour
cela, un écoulement turbulent de canal est tout d’abord simulé en réalisant une LES résolue à la
paroi pour un nombre de Reynolds relativement faible et égal à Reτ = 395. Une LES avec modèle
de paroi est ensuite effectuée pour calculer un écoulement de canal à un nombre de Reynolds plus
élevé, valant Reτ = 2000.
4.1 Simulation des grandes échelles résolue à la paroi
Un canal plan bi-périodique turbulent est simulé avec la LES en utilisant des maillages suffi-
samment fins pour résoudre les petites structures turbulentes à la paroi. Il est présenté sur la figure
4.1. Il est composé de deux plaques infiniment larges séparées d’une distance 2h.
Figure 4.1 – Représentation d’un canal plan bi-periodique.
L’écoulement est caractérisé par un nombre de MachM = Ub/c = 0.2 et un nombre de Reynolds
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de frottement Reτ = uτh/νw ' 395, où c est la vitesse du son, uτ est la vitesse de frottement
pariétale, νw est la viscosité cinématique moléculaire à la paroi, et Ub est la vitesse de mélange
aussi appelée vitesse bulk en anglais. La vitesse Ub est définie en fonction de la vitesse longitudinale
u et de la masse volumique ρ par :
Ub =
1
h
∫ h
0 ¯¯ρ(y)¯¯u(y)dy
ρb
(4.1)
où · représente une moyenne statistique dans les directions homogènes de l’écoulement x et z, et
ρb est la masse volumique de mélange donnée par la relation :
ρb =
1
h
∫ h
0
¯¯ρ(y)dy (4.2)
L’utilisation de variables intégrales permet de tenir compte des variations des propriétés de l’écou-
lement dans la direction normale à la paroi y.
Un écoulement de canal similaire à Reτ = 395 a été simulé par Abe et al. [1, 2] et Moser et
al. [91] par la DNS. Les résultats obtenus serviront de référence pour évaluer les performances de
notre approche LES. Dans cette étude, les coordonnées spatiales dans les directions longitudinale,
normale et transverse sont respectivement notées x, y et z, conformément à ce qui est indiqué
sur la figure 4.1. Les dimensions du canal sont égales à Lx = 2pih, Ly = 2h et Lz = pih, comme
dans la DNS de Abe et al. [1]. Des conditions adiabatiques sont imposées aux parois haute et
basse du canal, et des conditions de périodicité sont appliquées dans les directions longitudinale
et transverse. Afin de compenser les effets de la dissipation visqueuse et d’imposer le régime de
l’écoulement dans le canal, un terme source Sx [34], représentant un gradient de pression, est ajouté
dans l’équation de quantité de mouvement selon la direction longitudinale. Une résultante uSx est
également introduite dans l’équation de l’énergie. Le terme source Sx permet de faire tendre le
débit volumique dans le canal vers le débit ρbUb. Il est défini par :
Sx =
τwref
h
+ ρbUb − 1
V
∫ ∫ ∫
Ω
ρudV (4.3)
où ρ et u sont des grandeurs LES instantanées, Ω est le domaine de calcul et V est son volume, et
τwref est un cisaillement pariétal de référence dont la valeur est estimée à partir du cisaillement τw
de la DNS de Abe et al. [1]. Dans la pratique, il n’est pas facile d’imposer à la fois le cisaillement à
la paroi τw = ρu2τ et le débit ρbUb, car les vitesses uτ et Ub ne sont pas indépendantes. Nous avons
notamment constaté que dans l’équation (4.3), le terme qui fixe le débit ρbUb − 1V
∫ ∫ ∫
Ω ρudV est
prépondérant par rapport à la quantité τwref /h. De ce fait, nous avons observé que la valeur cible
τwref n’était pas toujours atteinte dans les LES, et de légers écarts ont été obtenus entre la valeur
de Reτ calculée par la LES et celle donnée par la DNS.
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4.1.1 Paramètres numériques
4.1.1.1 Maillages
L’influence de la résolution spatiale du canal sur nos résultats est évaluée en réalisant trois
simulations sur des maillages différents, notés M1, M2 et M3, du plus grossier au plus raffiné. Les
paramètres liés à la résolution des maillages, incluant le nombre de points dans chaque direction
nx, nx et nz, ainsi que les dimensions des mailles dans les directions longitudinale, normale et
transverse en unités de paroi ∆x+, ∆y+ et ∆z+, sont présentés dans le tableau 4.1.
simulation nx × ny × nz ∆x+ ∆z+ ∆y+w ∆y+max
LES maillage M1 101× 181× 121 25 10 1 8
LES maillage M2 161× 181× 121 15 10 1 8
LES maillage M3 161× 181× 241 15 5 1 8
DNS [1] 256× 192× 256 10 5 0.2 9.6
DNS [91] 256× 193× 192 10 6.5 0.15 6.5
Table 4.1 – Paramètres des maillages utilisés pour simuler un canal turbulent à Reτ = 395, avec
la LES et pour des DNS de la littérature : nombres de points dans chaque direction nx, ny et nz,
dimensions des mailles en unités de paroi dans les directions longitudinale ∆x+, transverse ∆z+,
et normale au niveau de la paroi ∆y+w et au centre du canal ∆y+max.
Dans la direction normale à la paroi, la résolution des maillages M1, M2 et M3 est identique. La
position yi des points du maillage sur la hauteur du canal est définie comme suit :
yi = h+
tanh
(
2i− 1− ny
2(ny − 1) K1
)
tanh (0.5K1)
h avec 1 ≤ i ≤ ny (4.4)
où K1 est une constante égale à 3.42. L’évolution de la taille des mailles dans la direction normale
à la paroi est représentée en unités de paroi sur la figure 4.2 en fonction de la distance y/h. En
particulier, à la paroi, le pas d’espace vaut ∆yw+ = 1. L’utilisation d’une telle valeur de ∆yw+ est
nécessaire afin de tenir compte des petites échelles se développant près des parois. Afin de réduire le
coût de la résolution spatiale, le maillage est ensuite étiré dans la direction y jusqu’à une valeur de
∆ymax+ = 8 au centre du canal. Le taux de déraffinement est inférieur à 4% pour éviter l’apparition
d’ondes parasites dues à un étirement trop brutal du maillage.
Dans les directions longitudinale et transverse, la taille des mailles est uniforme. Plus précisé-
ment, d’après le tableau 4.1, pour le maillage M1, elles valent ∆x+ = 25 et ∆z+ = 10. Le maillage
M2 est plus raffiné que le maillage M1 dans la direction longitudinale avec ∆x+ = 15 et ∆z+ = 10.
Le maillage M3 est deux fois plus fin que le maillage M2 dans la direction transverse avec ∆x+ = 15
et ∆z+ = 5. A titre de comparaison, les paramètres des maillages pour les DNS de canaux tur-
bulents à Reτ = 395 de Abe et al. [1] et de Moser et al. [91] figurent également dans le tableau
4.1. Les maillages DNS sont plus fins que ceux utilisés pour la LES, notamment dans la direction
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normale à la paroi où ∆y+w est proche de 0.2 pour les DNS alors qu’il vaut 1 pour les LES.
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Figure 4.2 – Représentation de la dimension des mailles ∆y+ dans la direction normale à la paroi
en unités de paroi en fonction de la distance y/h.
4.1.1.2 Initialisation des simulations
A l’instant initial t = 0, la composante de vitesse longitudinale u dans le canal est imposée grâce
à un profil analytique turbulent, défini sur la demi-hauteur du canal par :
u(y) = 87Ub(
y
h
)1/7 (4.5)
Les composantes du champ de vitesse dans les directions y et z sont nulles. La pression statique
p0 et la température statique T0 sont uniformes dans le domaine, avec p0 = 105 Pa et T0 = 273 K.
La transition de l’écoulement vers un état turbulent est provoquée en ajoutant des perturbations
au profil de vitesse initial à t = 0 [79]. Ces perturbations ont la forme d’anneaux tourbillonnaires,
et s’expriment de la manière suivante :
upert = αUb
(y − y0)
b
exp
(
−a
2 ln 2
b2
)(
1 + 0.5| sin(4piz
Lz
)|
)
vpert = −αUb (x− x0)
b
exp
(
−a
2 ln 2
b2
)(
1 + 0.5| sin(4piz
Lz
)|
)
wpert = 0
(4.6)
où x0 et y0 = 0.3h sont les coordonnées du centre des anneaux, α = 0.6 est une constante relative
à l’amplitude des perturbations, a =
√
(x− x0)2 + (y − y0)2 et b = 4∆x. Les anneaux tourbillon-
naires sont espacés de 20∆x dans la direction longitudinale. Les perturbations de vitesse (4.6) sont
à divergence nulle afin de minimiser les rayonnements acoustiques parasites.
Le pas de temps ∆t des simulations est choisi de manière à imposer un nombre de CFL =
c∆t/∆yw+ proche de 0.7, afin d’assurer la stabilité de l’intégration temporelle. Le pas de temps est
le même pour les trois simulations. Il est en effet lié à la valeur de ∆yw+, qui est identique pour
les trois maillages. La période transitoire nécessaire à l’établissement du régime turbulent dans le
canal s’étend sur une durée t∗ = tUb/h = 102 qui correspond à 15 passages de l’écoulement dans
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le canal. Les données statistiques sont ensuite collectées sur une période t∗stat ' 100. Les résultats
obtenus sont moyennés en temps et en espace selon les directions homogènes x et z, et comparés
aux résultats DNS [2, 91].
4.1.2 Résultats
4.1.2.1 Principaux paramètres de l’écoulement
Les principaux paramètres de l’écoulement, à savoir le nombre de Mach M , le nombre de Rey-
nolds de frottement Reτ et le coefficient de frottement Cf = 2τw/(ρbU2b ), ainsi que la durée d’ac-
quisition des données statistiques t∗stat, sont présentés dans le tableau 4.2 pour chaque LES. Pour
les trois simulations, le nombre de Mach est égal à 0.2, comme désiré, ce qui signifie que débit de
l’écoulement dans le canal est correctement imposé par le terme source Sx. De plus, la valeur du
nombre de Reynolds de frottement est proche de la valeur cible Reτ = 395. Dans chacun des cas,
le coefficient de frottement Cf diffère de moins de 10% par rapport à la valeur de la DNS égale à
Cf = 6.23× 10−3. La meilleure estimation de Cf est obtenue pour le maillage le plus raffiné M3,
avec 4% d’écart par rapport à la DNS.
LES M Reτ Cf t∗stat = tUb/h
maillage M1 0.2 384 5.64× 10−3 102
maillage M2 0.2 391 5.86× 10−3 102
maillage M3 0.2 411 6.48× 10−3 94
Table 4.2 – Caractéristiques de l’écoulement de canal obtenues dans les LES avec les maillages M1,
M2 et M3 : nombre de Mach M , nombre de Reynolds de frottement à la paroi Reτ et coefficient de
frottement pariétal Cf . Paramètres calculés à partir de données LES statistiques collectées pendant
la durée t∗stat.
4.1.2.2 Profils des vitesses moyenne et fluctuantes
Les profils moyens de la vitesse longitudinale obtenus dans les trois LES sont représentés sur la
figure 4.3 en unités de paroi u+ =< u > /uτ , en fonction de la distance à la paroi y+, où < · >
représente une moyenne temporelle et spatiale dans les directions homogènes de l’écoulement. Ces
profils sont comparés au profil de vitesse de la DNS de Abe et al. [2]. Dans la région interne de la
couche limite, entre la paroi et y+ = 20, les profils LES et DNS se superposent parfaitement. Pour
des valeurs de y+ supérieures à 20, des différences entres les profils LES sont visibles. Les écarts les
plus importants avec la DNS sont observés pour la LES avec le maillage le moins raffiné M1, pour
lequel le profil de vitesse est situé au-dessus de la courbe DNS. L’amélioration de la résolution du
maillage tend à réduire les différences entre les résultats LES et DNS.
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Figure 4.3 – Représentation du profil moyen de la vitesse longitudinale en fonction de la distance
à la paroi en unités de paroi, pour la LES avec le maillage M1, le maillage M2, le
maillage M3, et pour la DNS de Abe et al. [2].
Pour un écoulement de canal turbulent, l’existence d’une zone logarithmique au sein de la couche
limite est généralement admise pour des valeurs de Reτ supérieures à 200 [91]. Elle devrait donc
être observée pour l’écoulement considéré à Reτ ' 395. La région logarithmique peut être montrée
en traçant la fonction diagnostic γd = y+du+/dy+ en fonction de la distance à la paroi y+. Dans
cette région, la fonction γd est constante et égale à 1/κ. L’évolution de la fonction γd est présentée
sur la figure 4.4 en fonction de la distance à la paroi y+ pour les LES avec les maillages M1, M2
et M3, et pour la DNS de Moser et al. [91]. D’après le profil DNS, la région logarithmique est peu
étendue et est comprise entre des valeurs de y+ entre 40 et 80. Dans cette zone, pour les profils LES,
la valeur de γd varie peu et est seulement légèrement inférieure à 1/κ. Cela signifie que dans cette
région, la vitesse suit bien une loi logarithmique, mais que son évolution n’est pas parfaitement
décrite à partir de la valeur κ = 0.41. D’après la figure 4.4, on peut aussi noter que plus proche de
la paroi, pour des distances à la paroi environ égales à y+ = 15, un très bon accord est obtenu entre
la DNS et la LES avec le maillage le plus fin M3. En revanche, dans cette zone, les courbes LES
tracées pour les maillages M2 et M1 surestiment la valeur de γd de 10% et 20% respectivement par
rapport aux valeurs DNS.
Les profils rms obtenus pour les composantes de la vitesse u′+ =< u′u′ >1/2 /uτ , v′+ =<
v′v′ >1/2 /uτ , w′+ =< w′w′ >1/2 /uτ , −u′v′+ = − < u′v′ >1/2 /uτ et pour la pression p′+ =<
p′p′ >1/2 /(ρwu2τ ), sont présentés en unités de paroi sur les figures 4.5 et 4.6 en fonction de la distance
à la paroi y+. Les plus grands écarts avec la DNS sont observés pour la LES avec le maillage le plus
grossier M1, qui surestime l’amplitude maximale des fluctuations de la vitesse longitudinale u′+
et de la pression p′+, et sous-estime l’intensité des composantes v′+, w′+ et −u′v′+. Les résultats
obtenus avec les maillages M2 et M3 montrent que l’utilisation d’une meilleure résolution spatiale
dans les directions longitudinale x puis transverse z permet de réduire les différences avec la DNS.
En particulier, la LES avec le maillage M3 estime correctement l’amplitude et la position du pic
d’intensité de turbulence du profil u′+, et fournit de très bonnes tendances pour les profils v′+, w′+,
−u′v′+ et p′+.
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Figure 4.4 – Représentation de la fonction diagnostic γd = y+du+/dy+ en fonction de la distance
à la paroi en unités de paroi, pour la LES avec le maillage M1, le maillage M2, le
maillage M3, et pour la DNS de Moser et al. [91]. La zone logarithmique est située dans la
région où γ ' 1/κ avec κ = 0.41.
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Figure 4.5 – Représentation des profils rms de la vitesse dans le canal dans les directions (a) lon-
gitudinale, (b) normale à la paroi, et (c) transverse et pour (d) −u′v′+ : pour la LES avec le
maillage M1, le maillage M2, le maillage M3, et pour la DNS de Abe et al. [2], en
fonction de la distance à la paroi et exprimés en unités de paroi.
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Figure 4.6 – Représentation du profil rms de pression dans le canal : pour la LES le
maillage M1, le maillage M2, le maillage M3, et pour la DNS de Abe et al. [2], en
fonction de la distance à la paroi et exprimés en unités de paroi..
4.1.2.3 Contraintes de cisaillement
Le cisaillement total dans le canal, défini comme la somme des contraintes visqueuses < µ ><
du/dy > et de la tension de Reynolds − < ρ >< u′v′ >, est représenté sur la figure 4.7 pour la
LES avec le maillage le plus raffiné M3, en fonction de la distance y/h. Un très bon accord entre
les résultats LES et DNS est observé. Proche de la paroi, les contraintes visqueuses prédominent.
Lorsque y/h devient supérieur à 0.04, ce qui correspond à y+ > 15, le niveau des tensions de
Reynolds devient plus élevé que celui de la contribution visqueuse, et devient très proche de celui du
cisaillement total. Ces observations sont en accord avec les travaux de Chassaing [42] sur l’évolution
du cisaillement dans les écoulements turbulents de canaux.
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Figure 4.7 – Représentation des profils des contraintes de cisaillement dans le canal normalisées
par le taux de cisaillement τw pour la LES avec le maillage M3 : cisaillement total τ =< µ ><
du/dy > − < ρ >< u′v′ >, (a) ◦ ◦ ◦ cisaillement visqueux < µ >< du/dy >, (b) ◦ ◦ ◦ contrainte
de Reynolds − < ρ >< u′v′ >, et pour les résultats de la DNS de Moser et al. [91], en
fonction de la distance à la paroi y normalisée par la demi-hauteur du canal h.
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La figure 4.8 présente l’évolution du cisaillement visqueux et de la contrainte de Reynolds − <
ρ >< u′v′ > pour les maillages M1, M2 et M3. Les profils LES sont très proches les uns des autres.
L’amélioration de la résolution du maillage tend cependant à diminuer légèrement l’amplitude du
cisaillement visqueux proche de la paroi pour y < 0.2h, et à augmenter l’amplitude de la tension
de Reynolds sur toute la hauteur du canal.
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Figure 4.8 – Représentation des profils des contraintes de cisaillement dans le canal normalisées
par le taux de cisaillement τw pour (a) le cisaillement visqueux < µ >< du/dy > et (b) la contrainte
de Reynolds − < ρ >< uv′ >, en fonction de la distance à la paroi y normalisée par la demi-hauteur
du canal h : pour le maillage M1, pour le maillage M2, et pour le maillage
M3, en fonction de la distance à la paroi y normalisée par la demi-hauteur du canal h.
4.1.2.4 Influence de la résolution du maillage au voisinage de la paroi
Nous venons de voir que l’amélioration de la résolution du maillage dans les directions x et
z permet de représenter plus fidèlement les propriétés de l’écoulement dans le canal. Un intérêt
parti-culier est à présent porté à la dynamique de l’écoulement dans la zone tampon car cette
dynamique a une forte influence sur le développement de la turbulence pariétale. L’objectif est
d’évaluer la capacité de notre approche LES à simuler numériquement les structures turbulentes
représentatives de la zone tampon, située à des distances à la paroi comprises entre y+ = 5 et
y+ = 30. Cette étude s’inspire des travaux réalisés par Kremer [79] au cours de sa thèse. Il sera
notamment question d’estimer la taille de ces structures afin de savoir si celles-ci sont capturées
par les maillages LES du tableau 4.1.
CORRÉLATIONS EN DEUX POINTS Une première étape consiste à vérifier que la taille du canal est suffisam-
ment grande pour contenir les échelles de la turbulence de l’écoulement. En effet, si les dimensions
du domaine de calcul sont trop petites, les conditions de périodicité peuvent influencer les propriétés
des grandes structures spatiales dans le canal et fausser les résultats LES. En pratique, on cherche à
s’assurer que les fluctuations de vitesse u′, v′ et w′ sont bien décorrélées sur des distances inférieures
à Lx/2 dans la direction longitudinale x et inférieures à Lz/2 dans la direction transverse z. Ces
deux longueurs correspondent à la taille des plus grandes structures turbulentes que le canal peut
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contenir. Les corrélations pour les fluctuations de la vitesse sont calculées à partir des fonctions
suivantes :

Ruu(x, yp = d, z) =
u′(xp, d, zp)u′(xp + x, d, zp + z)
u′2(d)
Rvv(x, yp = d, z) =
v′(xp, d, zp)v′(xp + x, d, zp + z)
v′2(d)
Rww(x, yp = d, z) =
w′(xp, d, zp)w′(xp + x, d, zp + z)
w′2(d)
(4.7)
où (xp, yp = d, zp) est un point quelconque situé dans le plan x − z à une distance d de la paroi.
Comme la turbulence est homogène dans les directions x et z, les coefficients Ruu, Rvv et Rww
sont moyennés dans ces deux directions. Le symbole · dans les équations (4.7) représente donc
une moyenne temporelle et spatiale dans le plan x− z considéré. Les coefficients Ruu, Rvv et Rww
sont calculés dans le plan au centre du canal en yp = h, ainsi que dans un plan situé dans la zone
tampon en yp+ ' 15, à une position proche du pic d’intensité de turbulence pour la composante
longitudinale de la vitesse u (voir figure 4.5(a)). Pour cela, 1500 échantillons séparés d’une période
de 30∆t sont collectés au cours de la LES effectuée avec le maillage M3, ce qui correspond à une
durée d’acquisition de t∗ = tUb/h = 2.5. Parmi les différentes grilles LES du tableau 4.1, le maillage
M3 est choisi car il représente le plus fidèlement les propriétés de l’écoulement au vu des résultats
LES présentés précédemment.
Les coefficients Rii(x, 0) et Rii(0, z) obtenus dans la zone tampon pour des valeurs de x allant
de 0 à Lx/2 et des valeurs de z allant de 0 à Lz/2, où i correspond aux composantes u, v, et w de
la vitesse, sont tracés sur la figure 4.9. L’évolution de ces coefficients au centre du canal est donnée
par la figure 4.10. Dans la zone tampon, les fonctions de corrélation tendent vers 0 au fur et à
mesure que les distances de séparation augmentent. La décroissance des fonctions est plus rapide
dans la direction transverse, ce qui laisse présager l’existence de structures de forme allongée dans
la direction de l’écoulement. En particulier, les coefficients de corrélation pour les composantes de
la vitesse u, v et w valent respectivement 3.7%, 0.9% et 2.5% pour x = Lx/2, et 0.01%, 0.32% et
−0.08% pour z = Lz/2. Au centre du canal, les fonctions de corrélation tendent également vers
0 lorsque les distances de séparation augmentent, de la même façon que dans la zone tampon.
En revanche, dans la direction transverse z, la décroissance est moins rapide. Cela est dû au fait
que les structures sont plus larges au milieu du canal que dans la zone tampon. En y = h, les
coefficients sont ainsi égaux à 3.8%, 1.3% et 4.3% pour x = Lx/2, et à 0.6%, −1.3% et −4.9% pour
z = Lz/2. Pour les distances de séparation maximales, les valeurs des fonctions de corrélation sont
donc faibles dans la zone tampon, et restent négligeables au centre du canal où elles sont inférieures
à 5%. Ces valeurs non nulles peuvent également être attribuées à une insuffisance de convergence
des fonctions de corrélation, notamment au centre du canal dans la direction de l’écoulement au
delà de Lx/4.
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Figure 4.9 – Fonctions de corrélation obtenues pour les fluctuations de la vitesse à y+ = 15 pour la
LES avec le maillage M3, (a) dans la direction de l’écoulement et (b) dans la direction transverse :
— Ruu, −− Rvv, et · · · Rww.
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Figure 4.10 – Fonctions de corrélation obtenues pour les fluctuations de la vitesse au centre du
canal pour la LES avec le maillage M3, (a) dans la direction de l’écoulement et (b) dans la direction
transverse : — Ruu, −− Rvv, et · · · Rww.
VISUALISATION DE L’ÉCOULEMENT Afin de caractériser la forme et la taille des structures turbulentes
présentes dans la zone tampon, les composantes de la vitesse instantanée u et v du champ LES
obtenues dans un plan de coupe x− z situé à une distance y+ = 15 de la paroi sont présentées sur
les figures 4.11, 4.12 et 4.13 pour les maillages M1, M2 et M3 respectivement. Les composantes de
la vitesse sont normalisées par la vitesse Ub, et sont représentées en fonction de la largeur et de la
longueur du canal en unités de paroi. L’écoulement évolue de la gauche vers la droite.
Les vues de la figure 4.11, obtenues pour le maillage le plus fin M3, défini par ∆x+ = 15 et
∆z+ = 5, sont tout d’abord discutées. Sur la figure 4.11(a), montrant la vitesse longitudinale, des
structures étirées dans la direction de l’écoulement sont visibles. Ces structures sont appelées des
streaks [103]. Elles sont alternativement colorées de blanc et de noir, ce qui indique des zones de
haute et basse vitesse. Elles s’étendent sur des distances de l’ordre de λ+x = 1000 dans la direction
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longitudinale x et sont espacées d’environ λ+z = 100 dans la direction transverse z. Le champ de
la vitesse normale à la paroi v, présenté sur la figure 4.11(b), est caractérisé par la présence de
structures de forme allongée dans la direction de l’écoulement, et de taille environ égale à λ+x = 300
dans la direction x et de l’ordre de λ+z = 100 dans la direction z. Chaque structure est formée par
l’association d’une zone de fluide à vitesse normale négative colorée en noir et d’une région à vitesse
positive représentée en blanc.
(a) (b)
Figure 4.11 – Vues de (a) la vitesse longitudinale u et de (b) la vitesse normale v, au même instant
à une distance y+ = 15 de la paroi, normalisées par la vitesse Ub, pour la LES avec le maillage M3.
Niveaux de gris du noir au blanc : 0.2 ≤ u ≤ 1 et −0.1 ≤ v ≤ 0.1.
Des résultats similaires sont observés sur les coupes de la figure 4.12 pour la LES avec le maillage
M2, qui est deux fois moins résolu que M3 dans la direction transverse z, avec ∆x+ = 15 et
∆z+ = 10 au lieu de ∆z+ = 5. Sur le champ de vitesse longitudinale u de la figure 4.12(a), des
streaks deux fois plus larges que ceux observés pour le maillage M3 sont visibles dans la direction z.
Pour la composante normale du champ de la vitesse sur la figure 4.12(b), les structures turbulentes
sont également plus larges que celles obtenues pour la LES avec le maillage M3. Ces résultats
montrent que l’augmentation de la taille de maille dans la direction transverse de ∆z+ = 5 à
∆z+ = 10 a de l’influence sur la discrétisation des structures de la zone tampon.
(a) (b)
Figure 4.12 – Vues de (a) la vitesse longitudinale u et de (b) la vitesse normale v, au même instant
à une distance y+ = 15 de la paroi, normalisées par la vitesse Ub, pour la LES avec le maillage M2.
Niveaux de gris du noir au blanc : 0.2 ≤ u ≤ 1 et−0.1 ≤ v ≤ 0.1.
La figure 4.13 présente enfin les résultats obtenus avec le maillage M1, pour lequel la résolution
spatiale dans la direction longitudinale vaut ∆x+ = 25, alors qu’elle est égale à ∆x+ = 15 pour le
maillage M2. Le champ de vitesse longitudinale est peu impacté par le déraffinement du maillage
dans la direction x. En effet, les différences sont faibles entre les streaks représentés sur les figures
4.12(a) et 4.13(a). Cela peut s’expliquer par le fait que les streaks sont de taille suffisamment impor-
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tante dans la direction x pour être capturés par le maillage M1. En revanche, pour la composante
normale v, deux fois moins de structures sont visibles sur la figure 4.13(b) par rapport à la coupe
obtenue avec le maillage M2 sur la figure 4.12(b). Les structures visibles sur la composante v étant
de plus petites tailles que les streaks, il est fort probable qu’elles ne soient pas bien discrétisées par
le maillage dès que ce dernier devient plus grossier dans la direction x.
(a) (b)
Figure 4.13 – Vues de (a) la vitesse longitudinale u et de (b) la vitesse normale v, au même instant
à une distance y+ = 15 de la paroi, normalisées par la vitesse Ub, pour la LES avec le maillage M1.
Niveaux de gris du noir au blanc : 0.2 ≤ u ≤ 1 et −0.1 ≤ v ≤ 0.1.
ECHELLES INTÉGRALES DE LONGUEUR La taille des structures turbulentes présentes dans la zone tampon
peut être estimée en calculant des échelles intégrales de longueur dans cette région. Ces échelles
sont définies à partir des fonctions de corrélation données dans le système d’équations (4.7). Pour
la vitesse longitudinale, elles sont exprimées par les relations suivantes : Lxuu =
∫∞
0 Ruu(x, 0)dx
Lzuu =
∫∞
0 Ruu(0, z)dz
(4.8)
Pour la vitesse normale v, elles sont définies par : Lxvv =
∫∞
0 Rvv(x, 0)dx
Lzvv =
∫∞
0 Rvv(0, z)dz
(4.9)
et pour la vitesse transverse w par : Lxww =
∫∞
0 Rww(x, 0)dx
Lzww =
∫∞
0 Rww(0, z)dz
(4.10)
En pratique, les fonctions de corrélation sont intégrées sur des distances comprises en 0 et lmax,
où lmax correspond à l’abscisse minimale à laquelle la fonction de corrélation considérée s’annule.
Cela permet de ne pas réduire artificiellement la valeur des échelles intégrales de longueur. Les
échelles de longueur ainsi obtenues dans la zone tampon sont présentées en unités de paroi dans
le tableau 4.3 pour la simulation avec le maillage M3. Dans la direction x, la taille caractéristique
des structures est comprise entre 89 et 229, alors qu’elle varie entre 12 et 28 dans la direction z.
Cela signifie que pour discrétiser les structures turbulentes dans la zone tampon, il faut davantage
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de points dans la direction transverse que dans celle de l’écoulement. Le rapport entre les échelles
de longueur calculées pour les composantes u et v sont aussi en accord avec la forme allongée des
structures visibles sur la figure 4.11. En revanche, il est intéressant de noter que les valeurs de
ces échelles sont plus petites que les tailles des structures observées sur les champs instantanés de
vitesse.
Lxuu
+ Lxvv
+ Lxww
+ Lzuu
+ Lzvv
+ Lzww
+
229 92 89 21 12 28
Table 4.3 – Echelles intégrales de longueur en unités de paroi dans la zone tampon (y+ = 15) pour
le canal turbulent à Reτ = 395 avec le maillage M3.
Les échelles intégrales sont ensuite comparées aux pas de discrétisation ∆x et ∆z des maillages
LES dans le tableau 4.4. Dans l’approche LES utilisée dans cette étude, on considère générale-
ment qu’il faut au minimum 6 points pour discrétiser correctement une structure turbulente avec
les schémas d’ordre élevé. Or, comme nous l’avons vu précédemment, les échelles intégrales ont
tendance à sous-estimer la taille effective des structures turbulentes. Aussi, d’après les travaux de
Bogey et al. [30], nous considèrerons que les structures turbulentes ne sont pas capturées par une
taille de maille ∆ lorsque L/∆ < 2. D’après les résultats du tableau 4.4, la condition Lx/∆x > 2
est vérifiée dans la direction longitudinale x pour les maillages M1, M2 et M3. En particulier, les
maillages M2 et M3 respectent la contrainte de résolution sur 6 points. En revanche, dans la direc-
tion transverse, les grilles M1 et M2, pour lesquelles Lzvv/∆z < 2, ne sont pas suffisamment raffinées
dans la direction z pour capturer les structures de la zone tampon. Seul le maillage M3 apparaît
suffisamment fin dans cette direction. Il est donc probable qu’avec les maillages M1 et M2, une
partie des structures caractéristiques de la zone tampon, mal résolue par le schéma numérique, soit
dissipée par le filtrage sélectif. Cela peut expliquer les différences observées précédemment entre les
LES utilisant ces deux maillages et les DNS de la littérature.
maillage Lxuu/∆x Lxvv/∆x Lxww/∆x Lzuu/∆z Lzvv/∆z Lzww/∆z
M1 9.2 3.7 3.6 2.1 1.2 2.8
M2 15.3 6.2 6.0 2.1 1.2 2.8
M3 15.3 6.2 6.0 4.2 2.4 5.6
Table 4.4 – Rapports entre les échelles intégrales de longueur et les tailles de maille pour les
maillages M1, M2 et M3, calculés à partir des échelles de longueur obtenues en y+ = 15 avec le
maillage M3 pour le canal turbulent à Reτ = 395.
ANALYSE SPECTRALE Afin d’estimer la taille des structures turbulentes les plus énergétiques de la zone
tampon, des densités spectrales de puissance pour la composante longitudinale u de la vitesse sont
calculées. Pour cela, un spectre bidimensionnel est tout d’abord obtenu à partir de la transformée
de Fourier de la fonction de corrélation Ruu :
Φuu(kx, kz) =
u2rms
(2pi)2
∫ ∞
−∞
∫ ∞
−∞
Ruu(x, y+ = 15, z) exp(−i(kxx+ kzz))dxdz (4.11)
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Ce spectre est ensuite intégré selon kx ou kz pour déterminer les densités spectrales monodimen-
sionnelles suivantes :  Φuu(kx) =
∫∞
−∞Φuu(kx, kz)dkz
Φuu(kz) =
∫∞
−∞Φuu(kx, kz)dkx
(4.12)
Pour le calcul des spectres, les résolutions en nombre d’onde dans les directions x et z sont
données par les dimensions du canal et valent respectivement ∆kx = 2pi/Lx et ∆kz = 2pi/Lz. Les
nombres d’onde maximum sont égaux à kxmax = pi/∆x et kzmax = pi/∆z. En considérant que le
filtrage sélectif affecte les longueurs d’onde discrétisées par moins de 6 points, il est possible de
définir des nombres d’onde de coupure dans les directions x et z par kxcut−off = pi/(3∆x) et par
kz
cut−off = pi/(3∆z). Les valeurs de ces paramètres sont données dans le tableau 4.5 en unités de
paroi pour les maillages M1, M2 et M3.
LES ∆k+x ∆k+z k+xmax k+zmax k+xcut-off k+zcut-off
maillage M1 0.0025 0.0051 0.13 0.30 0.042 0.10
maillage M2 0.0025 0.0051 0.20 0.30 0.068 0.10
maillage M3 0.0025 0.0051 0.20 0.60 0.068 0.20
Table 4.5 – Paramètres de résolution pour les maillages M1, M2 et M3 dans les directions longitu-
dinale x et transverse z, en unités de paroi : nombres d’onde de résolution ∆k+x et ∆k+z, nombres
d’onde maximum dans le canal k+xmax et k+zmax, et nombres d’onde de coupure liés au filtrage
sélectif k+xcut-off et k+zcut-off.
Les spectres monodimensionnnels Φuu obtenus en y+ = 15 avec les maillages M1, M2 et M3,
normalisés par les échelles internes, sont présentés sur la figure 4.14(a) en fonction du nombre
d’onde k+x et sur la figure 4.14(b) en fonction du nombre d’onde k+z .
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Figure 4.14 – Densités spectrales de puissance des fluctuations de la vitesse longitudinale normali-
sées par les échelles internes en fonction des nombres d’ondes (a) k+x et (b) k+z , obtenues à y+ = 15,
avec la LES utilisant le maillage M1, le maillage M2 et le maillage M3.
Les spectres Φuu(kx) sont caractérisés par une décroissance plus rapide pour les nombres d’onde
k+x supérieurs à 0.006, notamment pour le spectre représenté en pointillés, obtenu avec le maillage
M1 qui présente une résolution spatiale plus faible que que les maillages M2 et M3 dans la direction
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longitudinale x. Les effets du filtre sélectif pour les nombres d’onde supérieurs à k+xcut-off ne sont
pas clairement identifiables.
Les spectres Φuu(kz), représentés sur la figure 4.14(b), sont relativement plats pour les nombres
d’onde compris entre 0.005 et 0.01. Les niveaux des spectres augmentent ensuite avec le nombre
d’onde pour atteindre un maximum pour k+z ' 0.03, c’est-à-dire pour des longueurs d’onde λ+z =
2pi/k+z = 209 discrétisées par environ λz/∆z = 42 points dans la direction transverse pour le
maillage M3, et sur 21 points pour les maillages M2 et M1. Cette longueur correspond à la taille
des structures les plus énergétiques contenues dans l’écoulement dans la direction z. Ces structures,
discrétisées par plus de 20 points, sont bien capturées par les différents maillages. Pour des nombres
d’onde plus grands, les niveaux des spectres commencent à décroître. La décroissance s’accentue
pour k+z > 0.06 pour les spectres obtenus avec les maillages M1 et M2, qui présentent la même
résolution dans la direction z. Pour le maillage M3, deux fois plus raffiné dans cette direction,
la pente devient plus raide au delà de k+z = 0.12. Pour les trois maillages, ces nombres d’onde
correspondent à des longueurs d’onde discrétisées par environ 10 points. La décroissance plus rapide
des spectres au delà de ces nombres d’onde peut être liée au filtrage sélectif.
FONCTION DE DISSIPATION Une manière d’étudier l’importance de la dissipation introduite par le filtre
consiste à tracer les fonctions de transfert de dissipation associées au filtre sélectif et à la viscosité
moléculaire. L’objectif est de savoir si, pour une discrétisation spatiale donnée, les échelles bien
résolues par le maillage sont principalement dissipées par la viscosité ou par le filtrage sélectif.
Comme précédemment, on va considérer que les longueurs d’onde discrétisées par plus de 6 points
sont bien représentées par les schémas numériques d’ordre élevé. Il est souhaitable que ces longueurs
d’onde soient peu affectées par la dissipation liée au filtrage sélectif, susceptible d’introduire des
niveaux de dissipation trop élevés.
D’après Bogey et al. [30], la fonction de transfert relative à la viscosité moléculaire peut être
exprimée en fonction du nombre d’onde k∆ et du pas d’espace ∆ par ν(k∆)2/∆2. Celle associée
au filtre est donnée, pour un pas de temps ∆t, par D(k∆)/∆t, où D(k∆) représente le taux de
dissipation du filtre 1 − |SF (k∆)| introduit dans le chapitre 2. Les fonctions de transfert pour la
viscosité moléculaire et les filtres de Visbal et Gaitonde d’ordre 6 et 8 utilisés dans la présente étude
sont représentées sur la figure 4.15 en fonction du nombre d’onde normalisé k∆, pour différentes
discrétisations spatiales, valant respectivement ∆+ = 5, ∆+ = 10, ∆+ = 15 et ∆+ = 25. Pour le
filtrage sélectif, la fonction de transfert ne dépend pas de la valeur de ∆, mais uniquement de l’ordre
du filtre. Par conséquent, pour un ordre donné, la fonction de transfert du filtre est représentée par
un trait unique. Pour un pas d’espace ∆+ = 5, l’intersection entre la fonction de transfert pour
la viscosité moléculaire et celle associée au filtre sélectif d’ordre 6 a lieu pour un nombre d’onde
de pi/3.3. Pour des nombres d’onde plus faibles, la dissipation induite par la viscosité moléculaire
est plus importante que celle associée au filtre d’ordre 6. Cela signifie que les longueurs d’onde
discrétisées par plus de 6 points, censées être bien résolues, sont principalement dissipées par la
viscosité, tandis que les longueurs d’onde plus petites sont atténuées par le filtre sélectif. Lorsque
que le pas d’espace ∆+ augmente, la dissipation par viscosité moléculaire devient plus faible, car
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sa fonction de transfert varie selon 1/∆. Par conséquent, la valeur du nombre d’onde indiquant la
limite entre les zones de prédominance de la dissipation par viscosité moléculaire et par filtrage
sélectif diminue. Pour le filtre d’ordre 6, cette limite est de pi/4.7, pi/5.8 et pi/7.6 pour les tailles de
maille ∆+ valant 10, 15 et 25 respectivement. La dissipation numérique devient donc prédominante
pour les longueurs d’onde discrétisées par moins de 9, 11 et 15 points pour ∆+ = 10, 15 et 25. Le
filtrage à l’ordre 6 dissipe ainsi des longueurs d’onde bien discrétisées par le schéma numérique.
Pour un nombre d’onde donné, le filtre d’ordre 8 induit quant à lui une dissipation beaucoup
plus faible que le filtre d’ordre 6. En effet, pour les discrétisations spatiales ∆+ = 5, ∆+ = 10,
∆+ = 15 et ∆+ = 25, l’intersection entre la fonction de transfert du filtre et les courbes de la
viscosité moléculaire a respectivement lieu pour des valeurs de k∆ égales à pi/2.5, pi/3.2, pi/3.7,
pi/4.3. Cela signifie que pour le maillage M3, les longueurs d’onde discrétisées par plus de 6 points
sont principalement dissipées par la viscosité comme désiré. Pour le maillage M2, cette limite se
situe à 8 points et pour la grille M1 à 9 points. Le filtre d’ordre 8 possède par conséquent des
propriétés spectrales plus avantageuses que le filtre d’ordre 6 pour nos LES d’un canal turbulent à
Reτ = 395.
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Figure 4.15 – Représentation des fonctions de transfert de dissipation en fonction du nombre
d’onde sans dimension k∆, dans un écoulement de canal à Reτ = 395 pour un maillage de pas
d’espace ∆ et un pas de temps ∆t = 0.7∆w/c, avec ∆+w = 1 : pour les filtres sélectifs de Visbal
et Gaitonde avec αf = 0.47 [123] d’ordre 6 et d’ordre 8, et pour la viscosité moléculaire
avec : ∆+ = 5, ∆+ = 10, ∆+ = 15 et ◦ ◦ ◦ ∆+ = 25.
4.1.2.5 Influence de l’ordre du filtre sélectif
Afin d’examiner l’influence de l’ordre du filtre sélectif sur les résultats LES pour le canal
turbulent à Reτ = 395, une simulation numérique est réalisée en utilisant le filtre implicite d’ordre
8 de Visbal et Gaitonde [123]. Le calcul est effectué avec le maillage M2, dont les paramètres
figurent dans le tableau 4.1. L’initialisation du calcul est similaire à celle présentée dans la section
4.1.1.2. Les données statistiques sont collectées sur une période t∗stat = 97.
Les principaux paramètres de l’écoulement, incluant le nombre de Mach M , le nombre de Rey-
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LES M Reτ Cf
F6 0.2 391 5.86× 10−3
F8 0.2 403 6.22× 10−3
Table 4.6 – Caractéristiques de l’écoulement dans le canal pour les LES avec le maillage M2 en
utilisant les filtres d’ordre 6 (F6) et d’ordre 8 (F8) : nombre de Mach M , nombre de Reynolds de
frottement Reτ et coefficient de frottement Cf .
nolds de frottement Reτ et le coefficient de frottement Cf à la paroi, sont présentés dans le tableau
4.6. Les résultats obtenus avec le filtre d’ordre 6 et le maillage M2 sont rappelés dans le tableau à
titre de comparaison. Dans les deux cas, le nombre de Mach égal à 0.2, comme voulu. La valeur
du nombre de Reynolds est également proche de la valeur cible Reτ = 395. L’utilisation du filtre
d’ordre 8 permet d’obtenir une valeur du coefficient de frottement Cf quasiment égale à celle la
DNS Cf = 6.23×10−3, alors qu’avec le filtre d’ordre 6, la valeur du coefficient de frottement diffère
de 6% par rapport à celle de la DNS.
PROFILS DES VITESSES MOYENNES ET FLUCTUANTES Le profil moyen de la vitesse longitudinale est présenté
en unités de paroi sur la figure 4.16(a) en fonction de la distance à la paroi. Le profil obtenu avec
la LES utilisant le filtre d’ordre 8 est en très bon accord avec la courbe DNS. Plus précisément,
le fait d’utiliser le filtre d’ordre 8 plutôt que celui d’ordre 6 permet de réduire les écarts avec les
résultats DNS pour les valeurs de y+ supérieures à 20. La figure 4.16(b) présente le tracé de la
fonction diagnostic γd pour les LES avec les filtres d’ordre 6 et d’ordre 8 et pour la DNS de Abe et
al. [2]. Un meilleur accord entre les résultats LES et DNS est observé avec le filtre d’ordre 8.
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Figure 4.16 – Représentation (a) du profil moyen de la vitesse longitudinale et (b) de la fonction
diagnostic γd = y+du+/dy+ en fonction de la distance à la paroi en unités de paroi : pour la LES
avec le maillage M2 et le filtre d’ordre 6, le filtre d’ordre 8, et pour la DNS de
Abe et al. [2].
Les profils rms des composantes u, v et w de la vitesse sont présentés en unités de paroi sur les
figures 4.17(a), 4.17(b) et 4.17(c) pour les LES avec les filtres d’ordre 6 et d’ordre 8, en fonction de
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la distance à la paroi y+. Ils sont comparés aux résultats de la DNS de Abe et al. [2]. Sur toute la
hauteur du canal, les profils déterminés pour u+ et v+, obtenus avec la LES utilisant le filtre d’ordre
8, présentent un bon accord avec les courbes DNS. Pour la composante de vitesse w+, la simulation
avec le filtre d’ordre 8 surestime légèrement le niveau des fluctuations de vitesse par rapport à
la DNS proche de la paroi pour y+ < 30. En revanche, elle fournit une très bonne estimation de
l’intensité maximale de w+, contrairement à la LES avec le filtre d’ordre 6 qui sous-estime la valeur
de ce maximum.
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Figure 4.17 – Représentation des profils rms des vitesses (a) longitudinale, (b) normale à la paroi,
et (c) transverse : pour la LES avec le maillage M2 et le filtre d’ordre 6, le filtre
d’ordre 8, et pour la DNS de Abe et al. [2], en fonction de la distance à la paroi et exprimés
en unités de paroi.
CONTRAINTES DE CISAILLEMENT Les profils du cisaillement visqueux et de la contrainte de Reynolds
obtenus dans la LES avec le filtre d’ordre 8 et dans la DNS de Moser et al. [91] sont présentés
sur les figures 4.18(a) et 4.18(b) en fonction de la distance à la paroi y/h. Pour le cisaillement
visqueux, les profils LES et DNS se superposent parfaitement sur toute la hauteur du canal. Pour
le cisaillement turbulent, les niveaux obtenus avec la LES et la DNS sont également très proches.
En particulier, pour y/h ' 0.04, l’accord entre la LES et la DNS est très satisfaisant.
RÉSOLUTION DES STRUCTURES TURBULENTES DANS LA ZONE TAMPON Les champs de vitesse instantanés u et v,
dans le plan x− z situé à une distance y+ = 15 de la paroi, sont présentés sur la figure 4.19 pour
la LES avec le filtre d’ordre 8 et le maillage M2.
Pour la vitesse u, les structures visibles sur la figure 4.19(a) sont beaucoup moins larges que
celles de la figure 4.12(a), obtenues pour la LES effectuée avec le même maillage et le filtre d’ordre
6. A maillage identique, l’ordre du filtre semble donc avoir une influence sur la discrétisation
des structures dans la direction transverse z. Il est intéressant de remarquer que les structures
observées sur la figure 4.19(a), sont très similaires à celles visibles dans le plan de coupe 4.11(a)
pour la simulation effectuée avec le maillage plus fin M3 et le filtre d’ordre 6.
Sur la figure 4.19(b), le champ de vitesse v contient également des structures turbulentes plus
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Figure 4.18 – Représentation des profils des contraintes de cisaillement dans le canal normalisées
par le taux de cisaillement τw pour la LES avec le filtre sélectif d’ordre 8 et le maillage M2 :
cisaillement total τ =< µ >< du/dy > − < ρ >< uv′ >, (a) ◦ ◦ ◦ cisaillement visqueux
< µ >< du/dy >, (b) ◦ ◦ ◦ contrainte de Reynolds − < ρ >< uv′ >, résultats de la DNS
de Moser et al. [91], en fonction de la distance à la paroi y normalisée par la demi-hauteur du canal
h.
fines que celles capturées par la simulation avec filtre d’ordre 6 sur la figure 4.12(b). Ces structures
sont cependant moins nombreuses que celles observées pour le calcul avec le filtre d’ordre 6 et le
maillage plus fin M3 sur la figure 4.11(b).
(a) (b)
Figure 4.19 – Vues de (a) la vitesse longitudinale u et de (b) la vitesse normale v, au même instant
à une distance y+ = 15 de la paroi, normalisées par la vitesse Ub, pour la LES avec le filtre d’ordre
8 et le maillage M2. Niveaux de gris du noir au blanc : 0.2 ≤ u ≤ 1 et−0.1 ≤ v ≤ 0.1.
Afin d’examiner les effets du filtre d’ordre 8 sur la taille des structures les plus énergétiques
de la zone tampon, les densités spectrales de puissance monodimensionnelles, normalisées par les
échelles internes, sont présentées en pointillés sur les figures 4.20(a) et 4.20(b) pour la LES avec
le filtre d’ordre 8 et le maillage M2, en fonction des nombres d’onde k+x et k+z . Ces spectres sont
comparés aux spectres obtenus avec le filtre d’ordre 6.
Sur la figure 4.20(a), le spectre Φuu(kx), calculé avec le maillage M2 et le filtre d’ordre 8, est très
proche du spectre obtenu avec le maillage fin M3 et le filtre d’ordre 6. Pour les spectres Φuu(kz),
des tendances similaires sont observées. En effet, pour les nombres d’onde inférieurs à kz = 0.04,
l’utilisation du filtre d’ordre 8 permet d’obtenir des niveaux d’énergie semblables à ceux calculés
avec le filtre d’ordre 6 et le maillage M3. Pour des nombres d’onde kz supérieurs à 0.04, pour les
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LES avec le maillage M2, l’utilisation du filtre d’ordre 8 conduit à une décroissance moins rapide
du spectre par rapport au filtre à l’ordre 6. En particulier, avec le filtre d’ordre 8, la décroissance
devient plus rapide à partir de kz = 0.12 alors qu’elle s’accentue à partir de kz = 0.06 lorsque
l’ordre du filtre est de 6. Cela est lié au fait que la fréquence de coupure du filtre d’ordre 8 est plus
élevée que celle du filtre d’ordre 6.
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Figure 4.20 – Densités spectrales de puissance des fluctuations de la vitesse longitudinale normali-
sées par les échelles internes en fonction des nombres d’ondes (a) k+x et (b) k+z , obtenues à y+ = 15,
avec la LES utilisant le filtre d’ordre 8 et le maillage M2, et avec la LES utilisant le filtre
d’ordre 6 et le maillage M2 et le maillage M3 .
Dans la zone tampon, l’utilisation du filtre d’ordre 8 permet donc d’avoir des niveaux d’énergie
comparables à ceux obtenus avec le filtre d’ordre 6 et un maillage deux fois plus fin dans la direction
transverse.
4.1.3 Conclusion
Un canal turbulent à Reτ = 395 a été simulé avec succès par notre approche LES résolue à
la paroi et basée sur l’utilisation d’un filtrage sélectif comme modèle de sous-maille. Les résultats
obtenus avec les maillages M1, M2 et M3 et le filtre sélectif de Visbal et Gaitonde d’ordre 6
ont montré que le raffinement du maillage dans les directions x et z permet de représenter plus
fidèlement les propriétés de l’écoulement dans l’écoulement. De plus, nous avons montré que le filtre
sélectif de Visbal et Gaitonde d’ordre 8, couplé au schéma d’ordre 6 de Fosso et al., apparaît comme
un outil intéressant pour simuler les écoulements turbulents à proximité des parois avec la LES.
En effet, ce filtre est capable d’estimer avec précision les propriétés physiques d’un écoulement de
canal turbulent à un nombre de Reynolds Reτ ' 395. En particulier, pour un maillage donné, il
fournit de meilleures estimations que le filtre sélectif d’ordre 6, pour le profil moyen de la vitesse et
pour les niveaux de turbulence dans le canal. Toutefois, le filtre d’ordre 8 ne sera pas utilisé pour
la LES d’écoulements à nombres de Reynolds plus élevés pour lesquels une modélisation de paroi
est employée. En effet, dans le cadre d’une première tentative de couplage entre une modélisation
de paroi et notre approche LES avec des méthodes d’ordre élevé, les performances du filtre d’ordre
6 sont tout d’abord examinées.
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4.2 Simulations des grandes échelles avec un modèle de paroi
4.2.1 Paramètres numériques
L’approche de simulation des grandes échelles avec modèle de paroi, présentée dans le chapitre 3
à la section 3.3, est utilisée pour calculer un écoulement turbulent de canal à un nombre de Mach
M = 0.2 et un nombre de Reynolds de frottement Reτ ' 2000. Cette valeur de Reτ est la même
que celle spécifiée dans la DNS de Hoyas et Jiménez [70]. Les dimensions du canal sont égales à
Lx = 2pih, Ly = 2h et Lz = pih, comme pour les simulations précédentes à Reτ ' 395. Aux parois du
canal, des conditions adiabatiques ou isothermes sont imposées. Des conditions de périodicité sont
implémentées dans les directions longitudinale et transverse. Afin de fixer le régime de l’écoulement
dans le canal, comme pour les LES à Reτ ' 395, le terme source Sx défini dans l’équation (4.3) et
sa résultante uSx, sont employés pour prescrire le débit ρbUb. Pour une paroi isotherme, un terme
source supplémentaire Qx est ajouté dans l’équation de l’énergie pour imposer la température de
mélange Tb dans le canal. La température Tb est obtenue à partir des valeurs moyennes de ρ, u et
T dans les directions homogènes de l’écoulement x et z en utilisant la relation :
Tb =
∫ h
0 ¯¯ρ(y)¯¯u(y)
¯¯T (y)dy∫ h
0 ¯¯ρ(y)¯¯u(y)dy
(4.13)
où · représente une moyenne statistique dans les directions homogènes de l’écoulement. Le terme
source Qx est défini par :
Qx = −
Φwref
h
+ Tb −
1
V
∫ ∫ ∫
Ω ρuTdV
1
V
∫ ∫ ∫
Ω ρudV
(4.14)
où ρ, u et T sont des grandeurs LES instantanées, et Φwref représente un flux de chaleur pariétal de
référence dont la valeur est estimée à partir des corrélations empiriques de Sleicher et Rouse [106],
de manière à imposer un gradient de température à la paroi caractérisé par Tb/Tw = 1.1.
Deux maillages cartésiens et uniformes, notés M1 et M2, sont utilisés pour réaliser des calculs
LES avec modèle de paroi. Les paramètres des maillages, à savoir le nombre de points nx, ny et
nz dans chaque direction ainsi que les dimensions des mailles en unités de paroi ∆+, sont donnés
dans le tableau 4.7. Les caractéristiques du maillage de la DNS de Hoyas et Jiménez [70] ainsi que
celles d’un maillage qui serait nécessaire pour réaliser une LES résolue jusqu’à la paroi pour cet
écoulement figurent également dans le tableau.
Le maillage M1 est construit pour satisfaire les contraintes liées à la résolution spatiale des LES
avec loi de paroi. Plus précisément, les dimensions des mailles sont choisies de manière à capturer les
larges structures turbulentes de la région externe des couches limites. Ces structures ont une forme
allongée dans la direction de l’écoulement et sont observées pour des distances à la paroi y+ > 100.
Par conséquent, la taille des cellules du maillage M1 dans la direction normale à la paroi est égale
à 100 en unités de paroi. Dans les directions longitudinale et transverse, elles sont respectivement
égales à 260 et 160 en unités de paroi. De cette façon, le maillage M1 contient environ 80 000 points.
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Le maillage M2, plus raffiné que le maillage M1, est défini pour obtenir des tailles de maille ∆+
comprises entre 60 et 80 dans les directions x, y et z. Il est constitué d’environ un million de points.
Les maillages M1 et M2 contiennent ainsi respectivement 15 000 fois et 1 400 fois moins de points
que le maillage de la DNS de Hoyas et Jiménez [70]. Ils nécessitent respectivement 4 000 fois et 300
fois moins de points par rapport à une LES résolue à la paroi, comme indiqué dans le tableau 4.7.
simulation nx × ny × nz ∆x+ ∆z+ ∆y+w ∆y+max
LES maillage M1 49× 41× 41 261 157 100 100
LES maillage M2 153× 67× 101 82 62 60 60
LES résolue à la paroi (estimations) 840× 630× 630 15 10 1 8
DNS [70] 1536× 633× 1536 8.2 4.1 0.3 8.9
Table 4.7 – Paramètres des maillages pour simuler un canal plan turbulent à Reτ = 2000, avec
la LES avec ou sans modèle de paroi et pour la DNS de Hoyas et Jiménez [70] : nombre de points
dans chaque direction nx × ny × nz, dimensions des mailles en unités de paroi dans les directions
longitudinale ∆x+, transverse ∆z+, et normale au niveau de la paroi ∆y+w et au centre du canal
∆y+max.
Les performances de notre approche LES avec modèle de paroi sont évaluées en réalisant 8
simulations, pour des parois adiabatique ou isotherme, avec les maillages M1 ou M2, et une position
du point de raccordement R situé à une distance yR de la paroi qui varie. Les paramètres relatifs
à chaque simulation sont donnés dans le tableau 4.8. Afin d’étudier l’influence de la position du
point de raccordement, la valeur de y+R varie entre 30 et 250 en unités de paroi. Plus précisément,
le point de raccordement correspond soit au centre de la première cellule au-dessus de la paroi noté
P1, soit au centre de la troisième cellule noté P3, comme il est indiqué sur la figure 4.21. On peut
remarquer que la position du point R dépend de la résolution du maillage dans la direction y. Par
exemple, d’après le tableau 4.8, le point P1 est situé à une hauteur y+P1 = 50 pour le maillage M1
alors que pour le maillage M2, sa position vaut y+P1 = 30.
simulation nature de la paroi maillage point de raccordement R y+R
A-M1P1 adiabatique M1 P1 50
A-M1P3 adiabatique M1 P3 250
A-M2P1 adiabatique M2 P1 30
A-M2P3 adiabatique M2 P3 150
I-M1P1 isotherme M1 P1 50
I-M1P3 isotherme M1 P3 250
I-M2P1 isotherme M2 P1 30
I-M2P3 isotherme M2 P3 150
Table 4.8 – Paramètres des LES avec modèle de paroi réalisées pour le canal à Reτ ' 2000, où
y+R représente la position du point de raccordement R dans la direction normale à la paroi en unités
de paroi.
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Figure 4.21 – Choix du point de raccordement R : centre de la première cellule au-dessus de la
paroi, noté P1, ou centre de la troisième cellule au-dessus de la paroi, noté P3.
A l’instant initial t = 0, la vitesse longitudinale dans le canal est imposée en utilisant le profil
analytique turbulent et les anneaux tourbillonnaires respectivement définis dans les équations (4.5)
et (4.6). Les composantes v et w du champ de vitesse sont nulles. La pression et la température
statiques sont égales à p0 = 105 Pa et T0 = 293 K. Le pas de temps ∆t est déterminé de manière
à imposer un nombre de CFL = c∆t/∆y proche de 0.7. La période transitoire s’étend sur une
durée t∗ = tUb/h = 200 pour toutes les simulations, ce qui correspond à environ 30 passages de
l’écoulement dans le canal. Une base de données statistiques est ensuite générée à partir des données
LES collectées pendant une période t∗stat = 200. Les résultats LES, moyennés dans le temps et dans
l’espace selon les directions homogènes x et z, sont comparés aux résultats de la DNS de Hoyas
et Jiménez [70]. Pour les LES avec des parois isothermes, les courbes de vitesse et de température
sont confrontées aux profils donnés par les lois analytiques de Reichardt [101] et de Kader [72].
4.2.2 Résultats pour des parois adiabatiques
Le nombre de Mach M et le coefficient de frottement pariétal Cf obtenus pour des parois
adiabatiques sont présentés dans le tableau 4.9.
simulation M Cf
A-M1P1 0.20 4.6× 10−3
A-M1P3 0.20 4.3× 10−3
A-M2P1 0.20 4.6× 10−3
A-M2P3 0.20 4.2× 10−3
Table 4.9 – Caractéristiques de l’écoulement de canal obtenues dans les LES avec modèle de paroi,
pour des parois adiabatiques : nombre de Mach M et coefficient de frottement à la paroi Cf .
Pour les quatre LES, le nombre de Mach vaut 0.2, comme désiré. Les valeurs de Cf sont proches
de la valeur donnée par la DNS égale à 4.2× 10−3. Le plus grand écart avec la DNS est noté pour
les simulations utilisant le point de raccordement P1, pour lesquelles Cf = 4.6× 10−3. Le meilleur
accord avec la DNS est observé pour le calcul réalisé avec le point de raccordement P3 en utilisant
le maillage raffiné M2.
Les profils moyens de la vitesse longitudinale obtenus avec des parois adiabatiques sont présentés
sur la figure 4.22(a) pour les LES utilisant le maillage M1 et sur la figure 4.22(b) pour les LES avec
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le maillage M2.
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Figure 4.22 – Représentation des profils de la vitesse longitudinale moyenne obtenus par LES avec
modèle de paroi, pour des parois adiabatiques, en utilisant (a) le maillage M1 et (b) le maillage
M2, avec le point de raccordement P1 et P3 ; résultats de la DNS of Hoyas et
Jiménez [70], et loi logarithmique, en fonction de la distance à la paroi en unités de paroi.
Les symboles indiquent la position des points de raccordement.
Les profils de vitesse sont tracés en unités de paroi, en fonction de la distance à la paroi y+
et comparés aux profils DNS. Le point de raccordement P1 est symbolisé par un rond noir et le
point P3 par un carré gris. Ils sont localisés dans la région logarithmique de la couche limite entre
y+ = 30 et y+ = 250, conformément aux valeurs de y+R dans le tableau 4.8. Pour les deux maillages,
sélectionner le point de raccordement P3 plutôt que le point P1 permet d’améliorer l’accord entre
les résultats LES et DNS. Une explication possible est que l’écoulement est mieux résolu par la
LES au niveau des points situés loin des parois, compte tenu des maillages grossiers employés et des
modifications des schémas numériques dans la région pariétale. Par conséquent, le modèle de paroi
calcule plus précisément le frottement pariétal en utilisant le champ LES au point P3 plutôt que
celui au niveau du point P1. Pour les deux simulations réalisées avec le point de raccordement P3, le
meilleur accord avec les résultats DNS est observé pour celle effectuée avec le maillage le plus fin M2.
Deux raisons peuvent expliquer cette meilleure tendance. Premièrement, une meilleure résolution
du maillage permet de représenter plus fidèlement les structures turbulentes de la région externe
de la couche limite. Deuxièmement, comme nous l’avons remarqué précédemment, la position du
point R dépend du raffinement du maillage dans la direction normale à la paroi. Pour la simulation
avec le maillage M2 et le point P3, la valeur de y+R est égale à 150, ce qui est en accord avec les
recommandations pour les calculs LES avec loi de paroi dans le code elsA [11]. En revanche, pour
le maillage M1, le point P3 est situé à une distance y+R = 250 de la paroi, ce qui est peut-être
trop proche de la fin de la région interne de la couche limite et donc de la limite de validité du
modèle de paroi. Enfin, il est également intéressant de noter que pour les quatre simulations, les
points de raccordement sont situés sur le profil de vitesse donné par la loi logarithmique, représenté
en pointillés sur les figures 4.22. Cela est dû au fait que, par construction du modèle de paroi, le
point de raccordement se trouve sur la courbe donnée par la loi de Reichardt et, donc sur le profil
logarithmique. On peut aussi remarquer que lorsque le point P3 est le point de raccordement, le
point P1 reste malgré tout sur le profil logarithmique. Ce n’est pas toujours le cas comme on peut
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le voir dans des travaux de la littérature [4] pour lesquels des écarts entre les résultats LES et les
profils de référence sont visibles pour les premiers points au-dessus de la paroi. Dans notre étude,
cela peut être dû à la reconstruction des cellules fictives pour l’application du filtre de Visbal et
Gaitonde jusqu’à la paroi, présentée dans le chapitre 3 à la section 3.3.2.2.2.
Les profils rms de vitesse u′+, v′+ et w′+ fournis par les LES avec les maillages M1 et M2 sont
représentés sur les figures 4.23 et 4.24 en unités de paroi en fonction de la distance y+. Les meilleurs
accords avec la DNS sont obtenus lorsque le point de raccordement correspond au point P3. En
particulier, des niveaux de turbulence plus élevés sont observés, et ce tout particulièrement dans la
région logarithmique de la couche limite pour des valeurs de y+ comprises entre 200 et 500. Avec le
maillage M2, les profils des vitesses v′+ et w′+ sont en bon accord avec les courbes DNS lorsque le
point de raccordement est P3. Cependant, le profil pour la composante longitudinale u′+ est situé
sous la courbe DNS pour y+ > 300. Par ailleurs, les écarts entre les résultats DNS et LES sont
plus importants pour le maillage M1 que pour le maillage M2. Comme pour les profils moyens de
la vitesse, ces différences peuvent être attribuées à la faible résolution spatiale du maillage M1.
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Figure 4.23 – Représentation des profils rms de vitesse (a) longitudinale, (b) normale à la paroi
et (c) transverse obtenus par LES avec modèle de paroi, pour des parois adiabatiques, en utilisant
le maillage M1 et les points de raccordement P1, P3, et résultats de la DNS de
Hoyas et Jiménez [70], en fonction de la distance à la paroi en unités de paroi.
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Figure 4.24 – Représentation des profils rms vitesse (a) longitudinale, (b) normale à la paroi et
(c) transverse obtenus par LES avec modèle de paroi, pour des parois adiabatiques, en utilisant
le maillage M2 et les points de raccordement P1, P3, et résultats de la DNS de
Hoyas et Jiménez [70], en fonction de la distance à la paroi en unités de paroi.
Les profils LES des contraintes cinématiques turbulentes en unités de paroi −uv′+ sont tracés
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sur la figure 4.25(a) pour les simulations avec le maillage M1 et sur la figure 4.25(b) pour celles
avec le maillage M2, en fonction de la distance à la paroi y+. Les centres des cellules des maillages
sont représentés par des symboles. Les profils sont comparés aux résultats de la DNS de Hoyas et
Jiménez [70]. Une fois encore, un meilleur accord avec la DNS est obtenu en choisissant le point P3
comme point de raccordement. De plus, le raffinement du maillage permet d’obtenir des niveaux de
turbulence plus élevés et plus proches de ceux de la DNS. En particulier, pour la LES réalisée avec
le maillage le plus fin M2 et le point de raccordement P3, le profil −uv′+ est très similaire au profil
DNS à partir du troisième point au-dessus de la paroi. Ces résultats démontrent que la turbulence
est mieux résolue par la LES dans cette simulation.
0
0.25
0.5
0.75
1
1.25
1 10 100 1000
−u
v
′+
y+
(a)
0
0.25
0.5
0.75
1
1.25
1 10 100 1000
−u
v
′+
y+
(b)
Figure 4.25 – Représentation des contraintes cinématiques de turbulence obtenues par LES avec
modèle de paroi, pour des parois adiabatiques, en utilisant (a) le maillage M1, (b) le maillage M2, et
les points de raccordement P1, P3, et résultats de la DNS de Hoyas et Jiménez [70],
en fonction de la distance à la paroi en unités de paroi. Les symboles représentent les centres des
cellules du maillage.
4.2.3 Résultats pour des parois isothermes
Afin d’évaluer la qualité des simulations réalisées avec des parois isothermes, aucune donnée
DNS n’est malheureusement disponible dans la littérature pour l’écoulement considéré. Cepen-
dant, l’écoulement dans le canal est à faible nombre de Mach et le gradient de température est
suffisamment petit pour considérer que le régime de l’écoulement est quasi incompressible. Par
conséquent, les valeurs du coefficient de frottement obtenues avec la LES ne devraient pas être
influencées par le gradient de température imposé aux parois et pourront donc être comparées au
résultat issu de la DNS Cf = 4.2× 10−3 pour des parois adiabatiques. Le coefficient de frottement
pariétal estimé à partir de la corrélation empirique de Petukhov [96], égal à Cf = 4.0 × 10−3, est
aussi utilisé pour comparaison. Les valeurs du nombre de Mach M et du coefficient de frottement
à la paroi Cf sont données dans la table 4.10. Le nombre de Mach est proche de 0.2 pour les quatre
simulations. Les valeurs de Cf sont légèrement plus grandes que celles estimées par la DNS et la
corrélation empirique de Petukhov. La LES effectuée avec le maillage le plus raffiné M2 et le point
de raccordement P3 fournit la meilleure estimation de Cf , comme pour les LES avec des parois
adiabatiques.
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simulation M Cf
I-M1P1 0.22 4.7× 10−3
I-M1P3 0.21 4.6× 10−3
I-M2P1 0.21 4.8× 10−3
I-M2P3 0.20 4.5× 10−3
Table 4.10 – Caractéristiques de l’écoulement de canal obtenues dans les LES avec modèle de
paroi, pour des parois isothermes : nombre de Mach M et coefficient de frottement à la paroi Cf .
Les profils moyens de la vitesse longitudinale obtenus dans les LES avec les maillages M1 et M2
sont représentés en unités de paroi sur les figures 4.26(a) et 4.26(b), en fonction de la distance y+.
Ils sont comparés aux résultats de la DNS of Hoyas et Jiménez [70], et au profil de vitesse donné
par la loi de Reichardt, calculé à partir de la valeur de Cf fournie par la corrélation de Petukhov.
On peut remarquer que le profil de vitesse de la DNS et celui donné par la loi de paroi sont très
similaires, sauf dans la région externe de la couche limite pour y+ > 103, hors du domaine de
validité de la loi de Reichardt. Les tendances LES sont proches de celles obtenues pour le canal
avec des parois adiabatiques. En effet, le fait de choisir le troisième point au-dessus de la paroi
comme point de raccordement permet de réduire les écarts entre les résultats LES et DNS. De plus,
l’utilisation du maillage M2, plus raffiné que le maillage M1, améliore la qualité des résultats. En
particulier, les meilleurs résultats sont observés avec la LES employant le maillage M2 et le point
de raccordement P3. Enfin, comme dans le cas du canal avec des parois adiabatiques, les points de
raccordement, symbolisés par des ronds et des carrés sur la figure 4.26, se trouvent sur le profil de
vitesse fourni par la loi de Reichardt.
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Figure 4.26 – Représentation du profil de la vitesse longitudinale moyenne obtenus par LES avec
modèle de paroi, pour des parois isothermes, en utilisant (a) le maillage M1 et (b) le maillage
M2, avec les points de raccordement P1 et P3 ; résultats de la DNS de Hoyas et
Jiménez [70], et loi de Reichardt, en fonction de la distance à la paroi en unités de paroi.
Les symboles indiquent les positions du point de raccordement.
L’évolution de la température moyenne en fonction de la distance à la paroi est présentée en
unités de paroi sur la figure 4.27. Le profil de température estimé par la loi de Kader est aussi repré-
senté en pointillés pour comparaison. Il est obtenu à partir de la loi de paroi donnée par la relation
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(3.16) en utilisant les valeurs des coefficients de frottement et du flux de chaleur respectivement
fournis par les coefficients empiriques de Petukhov [96] et de Sleicher et Rouse [106]. L’influence
de la position du point de raccordement est visible sur la figure 4.27(a) pour les LES effectuées
avec le maillage M1 et sur la figure 4.27(b) pour les simulations avec le maillage M2. Les résultats
les moins satisfaisants par rapport à la loi de Kader sont obtenus avec le maillage M2 et le point
de raccordement P1. Dans ce cas, la position du point de raccordement vaut y+R = 30, position
qui correspond au début de la région logarithmique. Dans ces conditions, le point de raccordement
pourrait être trop proche de la paroi pour prédire correctement les effets thermiques avec la LES.
Par ailleurs, pour les deux maillages, choisir le point de raccordement P3 permet d’améliorer l’ac-
cord entre le profil LES et le profil donné par loi de Kader. En particulier, la simulation avec le
point de raccordement P3 et le maillage M2 présente le meilleur résultat. Pour prédire les effets
thermiques près des parois, il semble donc avantageux d’utiliser un maillage suffisamment raffiné
pour assurer la résolution des structures de la région externe de la couche limite, et de choisir un
point de raccordement différent du point P1. Enfin, les points de raccordement sont tous situés sur
la courbe de température donnée par loi de Kader, comme dans le cas de la vitesse. Il est également
intéressant de noter que pour toutes les simulations, le point P1 se trouve sur le profil fourni par
la loi de paroi, et ce même si P1 n’est pas le point de raccordement.
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Figure 4.27 – Représentation du profil moyen de la température obtenu par LES avec modèle de
paroi, pour des parois isothermes en utilisant (a) le maillage M1 et (b) le maillage M2, avec les
points de raccordement P1 et P3 ; et loi de Kader, en fonction de la distance à la
paroi en unités de parois. Les symboles indiquent les positions du matching point.
4.2.4 Conclusion
Notre approche LES combinant des schémas d’ordre élevé et un modèle de paroi analytique a
été appliquée avec succès pour simuler un écoulement de canal plan bi-périodique à Reτ = 2000.
Les calculs ont été réalisés en employant des maillages LES uniformes, évitant ainsi la génération
d’éventuelles erreurs numériques liées à l’étirement du maillage. Des résultats très satisfaisants
par rapport à une DNS ont été obtenus pour un canal avec des parois adiabatiques. De bonnes
tendances ont également été observées dans un canal avec des parois isothermes. Pour simuler
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des écoulements pariétaux pour des nombres de Reynolds élevés, cette étude a mis en évidence
l’intérêt de la modélisation de paroi pour réduire la taille des maillages par rapport aux calculs
résolus à la paroi. Il n’en reste pas moins que l’utilisation d’un maillage suffisamment fin pour
discrétiser correctement les structures de la région externe des couches limites est préférable. Cette
étude a également démontré que choisir un point de raccordement situé au-dessus de la première
cellule adjacente à la paroi permet d’obtenir de meilleures tendances. D’une part, cela assure un
découplage numérique avec la discrétisation spatiale proposée pour appliquer les schémas d’ordre
élevé jusqu’aux parois, qui est susceptible de générer des erreurs numériques. D’autre part, cela
permet de s’assurer que le point de raccordement se trouve dans la région logarithmique de la
couche limite, et ce même lorsque le maillage est relativement fin près des parois.
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Chapitre 5
Simulation d’un jet subsonique à nombre de Reynolds élevé
5.1 Définition du jet
Un jet subsonique isotherme issu d’une tuyère est simulé par la méthode LES utilisant la mo-
délisation de paroi présentée dans le chapitre 3.3. Le jet a un nombre de Mach M = uj/c = 0.6
et un nombre de Reynolds ReD = ujD/ν = 5.7 × 105, d’après les conditions de l’expérience de
Cavalieri et al. [39], où D et uj représentent le diamètre et la vitesse du jet en sortie de tuyère, c
est la vitesse du son et ν est la viscosité cinématique moléculaire. Dans le milieu ambiant, la vitesse
est nulle, la pression statique p0 est égale à 105 Pa et la température statique T0 est égale à 298 K.
La tuyère considérée pour la simulation est présentée sur la figure 5.1. Il s’agit de l’extrémité avale
de la tuyère utilisée dans l’expérience de Cavalieri et al. [39]. Elle est relativement courte dans la
direction axiale avec une longueur de seulement L = 0.75D.
(a) (b)
Figure 5.1 – Représentation de la tuyère (a) dans le plan (z − r) et (b) en trois dimensions, où
D et uj sont le diamètre et la vitesse du jet, L est la longueur de la tuyère, et δ est l’épaisseur de
couche limite.
En sortie de la tuyère, située en z = 0, d’après l’expérience [39], l’écoulement est caractérisé par
une épaisseur de couche limite δ = 8.5×10−2D et un nombre de Reynolds Reθ = ujδθ/ν = 4.5×103,
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calculé à partir de l’épaisseur de quantité de mouvement δθ = 7.9× 10−3D. L’épaisseur de la lèvre
de la tuyère en z = 0 est de dLIP = 0.006D.
5.2 Paramètres numériques
5.2.1 Domaine de calcul et maillage
Le domaine de calcul considéré pour la simulation numérique est présenté sur la figure 5.2.
Il s’étend de z = −0.75D jusqu’à z = 33D axialement, et de r = 0 à r = 12D radialement.
Les conditions de rayonnement de Tam et Webb [115] sont utilisées en entrée du domaine et
au niveau des frontières latérales. En sortie du domaine, des conditions caractéristiques de type
NSCBC [99] sont spécifiées. Des zones éponges sont également ajoutées pour dissiper les fluctuations
aérodynamiques et réduire les réflexions aux frontières du domaine. Pour cela, à proximité des
frontières, un accroissement de la taille des mailles est appliqué et les opérateurs de dissipation (2.60)
et (2.61) sont employés. Le domaine physique défini pour la simulation est délimité par des pointillés
sur la figure. Il prend fin en z = 25D dans la direction axiale, et entre r = 6D et r = 8.9D dans
la direction radiale. La modélisation de paroi développée pour des parois adiabatiques dans le
chapitre 3 à la section 3.3 est appliquée à l’intérieur de la tuyère. En particulier, le centre de la
troisième cellule à partir de la paroi est choisi pour être le point de raccordement R.
Figure 5.2 – Représentation du domaine de calcul dans le plan (z − r). Le domaine physique
correspond à la zone délimitée par le rectangle en pointillés.
Les tailles des mailles dans le maillage LES dans les directions axiale et radiale, notées ∆z et ∆r,
sont respectivement illustrées sur les figures 5.3(a) et 5.3(b). Les tailles de maille minimales ∆rmin
et ∆zmin se trouvent au niveau de la lèvre de la tuyère, et sont égales à ∆rmin = dLIP /4 = 0.0015D,
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et à ∆zmin = 0.0079D. Dans la direction radiale, la valeur minimale du pas d’espace est environ
de ∆r+min = 40 en unités de paroi. Dans ces conditions, le point de raccordement R utilisé pour la
modélisation de paroi est positionné à une distance de la paroi r+R proche de 100 en unités de paroi.
A partir de la lèvre de la tuyère, le maillage est progressivement étiré avec des taux de déraffinement
qui restent inférieurs à 4 % dans le domaine physique, afin d’éviter l’apparition d’ondes numériques
parasites. Dans la direction radiale, l’épaisseur de la couche limite est discrétisée par environ 20
points à la sortie de la tuyère. Dans le domaine physique, les tailles de maille maximales dans les
directions axiale et radiale sont égales à ∆rmax = 0.086D et à ∆zmax = 0.097D. La valeur de
∆zmax est choisie de manière à ce que la fréquence f associée aux longueurs d’onde discrétisées
par 8 points de maillage corresponde à un nombre de Strouhal St = fD/uj = 2. Dans la direction
azimutale, 272 points sont répartis de manière uniforme. De cette façon, le maillage contient 83
millions de points, dont 2.4 millions de points à l’intérieur de la tuyère du jet.
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Figure 5.3 – Représentation des tailles de maille dans le maillage LES : (a) discrétisation axiale
∆z/D en r = 0 et (b) discrétisation radiale ∆r/D en z = 0.
5.2.2 Paramètres initiaux et excitation
A l’instant initial t = 0, les composantes de la vitesse dans les directions azimutale et radiale
sont nulles, et la pression est égale à la pression ambiante p0. Dans la tuyère, la vitesse axiale uz est
donnée par le champ de vitesse issu d’un calcul 3D RANS préliminaire. Dans le reste du domaine
de calcul, le profil de vitesse RANS en sortie de la tuyère est imposé. Les paramètres du calcul
RANS ont été ajustés de façon à obtenir un profil de vitesse axiale en sortie de tuyère proche de
celui mesuré dans l’expérience de Cavalieri et al. [39]. Le champ RANS de la vitesse axiale dans
le plan (z − r) est montré sur la figure 5.4(a). Les profils de la vitesse axiale moyenne en sortie de
la tuyère obtenus dans le calcul RANS et dans l’expérience de Cavalieri et al. [39] sont présentés
sur la figure 5.4(b) en fonction de la distance radiale. On peut noter que le profil RANS est en très
bon accord avec le profil de vitesse expérimental.
Le profil moyen de la température est défini par la relation de Crocco-Busemann [10] suivante :
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T
T0
= Tparoi
T0
+
(
1− Tparoi
T0
)
u
uj
+ (γ − 1)2 M
2 u
uj
(
1− u
uj
)
(5.1)
où Tparoi est la température à la paroi égale à Tparoi =
(
1 + γ−12 M2
)
T0.
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Figure 5.4 – Représentation de la vitesse axiale RANS uz/uj (a) dans le plan (z − r) et (b) en
sortie de la tuyère en fonction de la distance radiale r/D : RANS,  résultats expérimentaux
de Cavalieri et al. [39].
Comme mentionné précédemment, la longueur L de la tuyère dans la direction axiale est infé-
rieure à un diamètre pour limiter le nombre de points du maillage. Elle n’est donc pas suffisamment
longue pour permettre à l’écoulement de transitionner naturellement vers un état turbulent. Par
conséquent, afin d’accélérer la transition vers la turbulence dans la tuyère, des anneaux tourbillon-
naires sont introduits dans les couches limites à l’intérieur de la conduite, à chaque itération tem-
porelle au cours de la simulation [28]. Les anneaux tourbillonnaires sont définis par les fluctuations
de vitesse suivantes :
u′z = 2ujα
r
r0
r − r0
∆ exp
(
− ln 2((z − z0)
2 + (r − r0)2
∆2 )
)
u′r = −2ujα
r
r0
z − z0
∆ exp
(
− ln 2((z − z0)
2 + (r − r0)2
∆2 )
) (5.2)
où (z0, r0) indique la position à laquelle les anneaux tourbillonnaires sont injectés, α = 0.01 est
l’amplitude des perturbations, et ∆ est la demi-largeur du profil gaussien définissant les anneaux.
Les perturbations de vitesse (5.2) sont à divergence nulle afin de réduire la production de rayonne-
ments acoustiques parasites. Elles sont ajoutées au champ de vitesse à chaque itération temporelle
de la manière suivante : 
uz = uz + u′z
N∑
n=N0
n cos(nθ + ϕn)
ur = ur + u′r
N∑
n=N0
n cos(nθ + ϕn)
(5.3)
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où cos(nθ)N0≤n≤N permettent d’imposer différents modes azimutaux, n correspond à un numéro
de mode compris entre N0 = 4 et N = 16, et n et ϕn sont des variables aléatoires en temps, avec
n ∈ [−1, 1] et ϕn ∈ [0, 2pi]. Les variables aléatoires n et ϕn définissent l’amplitude et la phase de
chaque mode. Les modes les plus énergétiques, compris entre 0 et N0, n’ont pas été pris en compte
dans la définition des anneaux tourbillonnaires en vue d’une transition rapide vers la turbulence.
5.3 Etude du développement du jet dans la tuyère
La fin de la tuyère du moteur est incluse dans le calcul afin de reproduire le plus fidèlement
possible les propriétés de l’écoulement de jet en sortie de la conduite, et ainsi obtenir de bonnes
estimations du champ acoustique rayonné par le jet [23, 26]. Afin d’évaluer la capacité de notre
approche LES avec modèle de paroi à représenter fidèlement la couche limite en sortie de tuyère en
utilisant une méthode de forçage avec des anneaux tourbillonnaires synthétiques, quatre LES du
jet défini ci-dessus sont réalisées.
5.3.1 Paramètres des simulations
Les quatre simulations sont notées Jet1, Jet2, Jet3 et Jet4. La quatrième LES est réalisée sans
forçage à l’intérieur de la tuyère. Les trois autres simulations sont définies par les paramètres utilisés
pour le forçage dans la tuyère, à savoir la position (z0, r0) à laquelle les anneaux tourbillonnaires
sont introduits, et la demi-largeur des anneaux ∆. Les valeurs de ces paramètres sont données dans
le tableau 5.1. Pour les trois calculs, les anneaux sont injectés en z0 = −0.5D, le plus près possible
de l’entrée de la tuyère située en z0 = −0.75D tout en restant hors de la zone dans laquelle les
conditions de rayonnement de Tam et Webb [115] s’appliquent. Pour Jet1 et Jet2, les anneaux sont
introduits à une distance δ/2 de la paroi de la conduite alors que pour Jet3, l’injection a lieu plus
près de la paroi, à une distance de δ/3. Le demi-largeur ∆ des anneaux est égale à 0.014D ' δ/6
pour Jet1 et Jet3. Cela revient à discrétiser la largeur du tourbillon par 4∆/∆zmin = 7 points
environ dans la direction axiale. Pour Jet2, la valeur de ∆ est égale à 0.021D ' δ/4 et les anneaux
sont discrétisés par 10 points.
LES z0 r0 ∆
Jet1 -0.5D D2 − δ2 0.014D
Jet2 -0.5D D2 − δ2 0.021D
Jet3 -0.5D D2 − δ3 0.014D
Table 5.1 – Paramètres du forçage appliqué dans la tuyère : positions du centre des tourbillons
dans les directions axiale et radiale z0 et r0, demi-largeur du tourbillon ∆.
Afin de réduire le coût des calculs, comme l’objectif est ici d’examiner l’écoulement se dévelop-
pant à proximité de la tuyère du jet, les quatre simulations sont réalisées sur un domaine réduit par
rapport à celui représenté sur la figure 5.2. Plus précisément, le domaine s’étend de z = −0.75D
à z = 2D axialement, et de r = 0 à r = D radialement. Les tailles des mailles dans les directions
109
chapitre 5. Simulation d’un jet subsonique à nombre de Reynolds élevé
axiale et radiale sont représentées sur les figures 5.5(a) et 5.5(b) respectivement. Elles sont très
proches de celles du maillage utilisé pour le domaine de calcul complet pour −0.75D ≤ z ≤ D et
0 ≤ r ≤ 6D. Au voisinage des frontières du domaine réduit, le maillage est étiré dans les directions
z et r pour former des zones éponges. Des coupes axiale et radiale du maillage ainsi obtenu sont
présentées sur les figures 5.6(a) et 5.6(b). Pour les quatre simulations, la période d’initialisation est
égale à t = 17D/c. Le champ LES est ensuite enregistré sur une durée de t = 17D/c. Les grandeurs
statistiques ainsi obtenues sont moyennées dans la direction azimutale et comparées aux résultats
de l’expérience de Cavalieri et al. [39].
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Figure 5.5 – Représentation des tailles de maille du maillage LES pour le domaine de calcul réduit :
(a) discrétisation axiale ∆z/D en r = 0, et (b) discrétisation radiale ∆r/D en z = 0.
(a) (b)
Figure 5.6 – Représentation du maillage utilisé pour les LES sur le domaine de calcul réduit : (a)
coupe axiale en r = 0, et (b) coupe radiale en z = 0.
5.3.2 Visualisation du champ de la vorticité
Le développement de la couche de mélange du jet au voisinage de la tuyère est illustré sur la
figure 5.7, où le champ instantané du module de la vorticité est présenté pour chaque LES. Dans
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Jet4 sur la figure 5.7(d), où aucun forçage n’est appliqué, l’écoulement est laminaire jusqu’à la sortie
de la tuyère. La transition vers la turbulence a lieu plus en aval dans la couche de mélange suite à
des appariements de tourbillons. Pour Jet1, Jet2 et Jet3, les anneaux tourbillonnaires introduits en
z0 = −0.5D sont visibles et semblent permettre le développement d’une couche limite turbulente
au niveau des parois de la tuyère. La valeur du paramètre ∆, liée à la taille des anneaux injectés,
a une influence sur la forme des structures turbulentes qui se développent dans la conduite. En
effet, dans la simulation Jet2 réalisée avec la valeur de ∆ la plus élevée, les structures turbulentes
observées sur la figure 5.7(b) sont plus grandes que celles de la simulation Jet1 sur la figure 5.7(a).
En revanche, l’influence de la position radiale r0 à laquelle les anneaux tourbillonnaires sont injectés
n’est pas clairement identifiable sur les champs de vorticité. En effet, d’après les figures 5.7(a) et
5.7(c), le champ de vorticité obtenu dans Jet1 à l’intérieur de la tuyère est très similaire à celui de
Jet3 où les anneaux sont introduits plus près de la paroi.
(a) (b)
(c) (d)
Figure 5.7 – Vue instantanée du champ de vorticité à t = 34D/c dans le plan (z− r) pour les LES
(a) Jet1, (b) Jet2, (c) Jet3 et (d) Jet4, avec des niveaux de couleur compris entre 0 et 20uj/D, du
beige au rouge.
5.3.3 Développement de la turbulence à l’intérieur de la tuyère
Afin d’examiner le développement de la turbulence dans la tuyère du jet, l’évolution de la
valeur maximale de la vitesse rms axiale dans la conduite est présentée sur la figure 5.8. Dans
la simulation Jet4, les niveaux de turbulence restent très faibles, avec une amplitude maximale
inférieure à 1.5% de la vitesse du jet dans toute la tuyère. Cela indique d’une part que l’utilisation
d’un modèle de paroi élaboré à partir d’un profil analytique de vitesse moyenne pour une couche
limite turbulente (voir chapitre 3 section 3.3) n’est pas suffisant pour obtenir une couche limite
turbulente. D’autre part, cela montre que ce modèle de paroi ne génère pas de perturbations
numériques près de la paroi. Enfin, les faibles niveaux turbulents dans Jet4 démontrent que pour
l’écoulement étudié, en raison de la tuyère relativement courte, l’implémentation d’une méthode
de forçage est nécessaire pour obtenir une couche limite turbulente en sortie de buse. Aussi, par la
111
chapitre 5. Simulation d’un jet subsonique à nombre de Reynolds élevé
suite, seuls les résultats obtenus dans Jet1, Jet2 et Jet3 seront présentés. Dans ces trois simulations,
d’après la figure 5.8, les niveaux de turbulence augmentent rapidement dans la zone d’injection des
anneaux tourbillonnaires en z0 = −0.5D. Ils diminuent ensuite sur une distance axiale proche
de 0.25D, qui pourrait correspondre à la distance nécessaire pour amorcer la transition vers la
turbulence. Enfin, pour z ≥ −0.25D, l’amplitude de la vitesse rms augmente à nouveau jusqu’à
la sortie de la tuyère. Des profils comparables ont été obtenus par Bogey et Marsden [27] en
utilisant une méthode de forçage [30] proche de celle employée dans cette étude. Par ailleurs, sur
la figure 5.8, l’augmentation de la taille des tourbillons du forçage et le fait de les injecter plus près
des parois de la tuyère conduit à des niveaux de turbulence plus élevés. Les niveaux maximum sont
relevés dans la simulation Jet2 utilisant les anneaux les plus grands. Au vu des différences entre
les pics de vitesse rms en sortie de tuyère, il aurait été intéressant d’examiner le développement
de la turbulence en considérant une tuyère plus longue. Cela nous aurait notamment permis de
déterminer si l’amplitude du pic de turbulence en sortie de la conduite converge vers une même
valeur dans les différents cas.
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Figure 5.8 – Représentation de la valeur rms maximale des fluctuations de la vitesse axiale u′z
dans la tuyère : Jet1, Jet2, Jet3 et Jet4.
Les profils rms de la vitesse axiale à différentes positions axiales z = −0.3D, z = −0.2D,
z = −0.1D et en sortie de tuyère dans Jet1, Jet2 et Jet3 sont présentés sur la figure 5.9. Ils
sont comparés au profil rms mesuré en sortie de tuyère dans l’expérience de Cavalieri et al. [39].
Dans les trois calculs, la trace des tourbillons injectés est nettement visible sur les profils rms pour
z = −0.3D. Plus en aval, des profils rms plus proches de la courbe expérimentale et présentant des
niveaux de turbulence plus élevés sont observés. En particulier, l’intensité du pic augmente, comme
il a été montré sur la figure 5.8. Les meilleurs accords avec l’expérience sont obtenus pour Jet1 et
Jet 3, où ∆ = 0.014D.
5.3.4 Résultats en sortie de la tuyère
Les variations des valeurs moyennes et rms de la vitesse axiale sont représentées pour Jet1,
Jet2 et Jet3, ainsi que pour l’expérience de Cavalieri et al. [39] sur les figures 5.10(a) et 5.10(b),
en fonction de la distance radiale. Les caractéristiques de la couche limite en sortie de la tuyère,
à savoir l’épaisseur de couche limite δ99, l’épaisseur de quantité de mouvement δθ, et la valeur
maximale de la vitesse rms axiale, sont aussi données dans le tableau 5.2.
112
5.3. Etude du développement du jet dans la tuyère
0
0.025
0.05
0.075
0.1
0.125
0.15
0.3 0.35 0.4 0.45 0.5
√ <
u
′ zu
′ z
>
/u
j
r/D
z = −0.3D
z = −0.2D
z = −0.1D
z = 0
EXP
(a)
0
0.025
0.05
0.075
0.1
0.125
0.15
0.3 0.35 0.4 0.45 0.5
√ <
u
′ zu
′ z
>
/u
j
r/D
z = −0.3D
z = −0.2D
z = −0.1D
z = 0
EXP
(b)
0
0.025
0.05
0.075
0.1
0.125
0.15
0.3 0.35 0.4 0.45 0.5
√ <
u
′ zu
′ z
>
/u
j
r/D
z = −0.3D
z = −0.2D
z = −0.1D
z = 0
EXP
(c)
Figure 5.9 – Représentation des profils de la vitesse rms axiale à différentes positions axiales dans
la tuyère obtenues dans (a) Jet1, (b) Jet2, (c) Jet3 et  dans l’expérience de Cavalieri et al. [39].
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Figure 5.10 – Représentation (a) de la vitesse axiale moyenne et (b) des fluctuations rms de vitesse
axiale, en sortie de tuyère à z = 0 en fonction de la distance radiale : Jet1, Jet2,
Jet3, et  résultats expérimentaux de Cavalieri et al. [39].
δ99/D δθ/D max(< u′zu′z >1/2 /uj)
Jet1 0.082 0.0080 0.11
Jet2 0.084 0.0083 0.14
Jet3 0.078 0.0083 0.12
expérience [39] 0.085 0.0079 0.11
Table 5.2 – Conditions en sortie de tuyère à z = 0, où δ99 est l’épaisseur de couche limite, δθ
est l’épaisseur de quantité de mouvement, et max(< u′zu′z >1/2 /uj) correspond à la valeur rms
maximale de la vitesse axiale.
Pour les trois simulations, les profils moyens sont quasiment superposés et sont en très bon accord
avec la courbe expérimentale. D’après le tableau 5.10, les épaisseurs de couche limite dans les LES
sont proches de celle de l’expérience. Les épaisseurs de quantité de mouvement diffèrent également
de moins de 5 % par rapport à la mesure. Le meilleur accord avec l’expérience est obtenu dans
Jet1, où l’épaisseur de couche limite est de δ99 = 0.082D et l’épaisseur de quantité de mouvement
est de δθ = 0.0080D, deux valeurs très proches des valeurs expérimentales égales à δ = 0.085D et
à δθ = 0.0079D.
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Pour la vitesse rms, des différences entre les trois profils LES sont observées sur la figure 5.10(b).
Le meilleur accord avec l’expérience est obtenu pour Jet1 qui prédit correctement la forme du profil
et l’intensité du pic à 11% de la vitesse du jet. Les résultats des simulations Jet2 et Jet3 surestiment
les niveaux par rapport aux données expérimentales. En effet, pour Jet3, dans laquelle les anneaux
tourbillonnaires sont injectés très proche de la paroi, le profil est similaire à celui de l’expérience
mais l’intensité du pic, égale à 12% de la vitesse du jet, est légèrement surévaluée. Pour Jet2, dans
laquelle des anneaux plus grands sont considérés, des écarts importants par rapport à l’expérience
sont visibles sur une large zone entre r = 0.3D et r = 0.5D. Dans ce cas, les tourbillons du forçage
sont peut-être trop grands pour obtenir des structures turbulentes réalistes en sortie de la conduite.
Afin d’examiner le développement aérodynamique du jet en aval de la tuyère, les profils des
vitesses axiales moyenne et rms à z = 0.5D sont présentés sur les figures 5.11(a) et 5.11(b) en
fonction de la distance radiale. Les profils LES sont comparés aux données expérimentales de
Cavalieri et al. [39]. Les résultats des trois simulations sont très similaires, ce qui suggère que les
différentes valeurs des paramètres ∆ et r0 utilisées pour le forçage dans la tuyère ont une faible
influence sur les propriétés du jet à z = 0.5D. Par ailleurs, les profils de la vitesse moyenne sont
en bon accord avec les mesures. Les profils de la vitesse fluctuante sont également proches des
données expérimentales et présentent une valeur maximum de 0.175uj . Une légère surestimation
de la largeur du pic rms est cependant observée par rapport à l’expérience.
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Figure 5.11 – Représentation (a) de la vitesse axiale moyenne et (b) des fluctuations de vitesse
axiale, à z = 0.5D en fonction de la distance radiale : Jet1, Jet2, Jet3, et 
résultats expérimentaux de Cavalieri et al. [39].
Les résultats des simulations sur le domaine de calcul réduit ont montré que la méthode d’in-
jection d’anneaux tourbillonnaires permet de forcer la transition vers la turbulence à l’intérieur de
la conduite, et ce même si la tuyère est relativement courte. En particulier, il a été observé que
l’introduction de tourbillons de demi-largeur ∆ = 0.014D à une position axiale de z0 = −0.5D
et radiale de r0 = D/2 − δ/2 permet d’obtenir des niveaux turbulents en très bon accord avec
les mesures expérimentales. Pour un calcul avec un modèle de paroi, compte tenu du fait que le
maillage utilisé n’est pas résolu dans la région pariétale, la demi-largeur ∆ = 0.014D permet de
discrétiser le tourbillon par au moins 7 points dans les directions axiale et radiale. L’injection des
tourbillons du forçage à une distance r0 = D/2− δ/2 de la paroi permet d’assurer que les anneaux
tourbillonnaires sont introduits dans l’épaisseur de couche limite. Ces valeurs de r0 et ∆ seront
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donc utilisées pour la LES du jet dans le domaine de calcul complet.
Il aurait également été intéressant de réaliser des simulations en considérant une longueur L
de tuyère plus grande. Il est probable que cela aurait permis un meilleur développement de la
turbulence à l’intérieur de la conduite et peut-être conduit à des résultats LES en sortie de tuyère
plus proches des résultats expérimentaux, en particulier pour les profils rms de la vitesse axiale.
5.4 Etude du jet et de son rayonnement
Pour la LES du jet complet, la période d’initialisation de la simulation est égale à t = 300D/c. Ce
temps correspond à neuf passages d’ondes acoustiques dans le domaine de calcul dans la direction
axiale. Les composantes de la vitesse et la pression sont ensuite enregistrées pendant une durée
de Ts = 240D/c, ce qui fournit un nombre de Strouhal minimal de D/(Tsuj) = 6.9 × 10−3. La
fréquence d’échantillonnage est choisie pour permettre le calcul des spectres jusqu’à un nombre de
Strouhal de 10. Les spectres de vitesse sont obtenus en subdivisant l’enregistrement de durée Ts
en 8 échantillons temporels de durée 42D/c se recouvrant à 33%. La propagation acoustique en
champ lointain est effectuée en utilisant l’analogie acoustique de Ffowcs-Williams et Hawking [38]
(FW-H). Pour l’extrapolation en champ lointain, des données LES sont collectées sur une surface
cylindrique, représentée sur la figure 5.12. Elle s’étend axialement de z = −0.5D jusqu’à la fin du
domaine physique située à z = 25D. Radialement, elle est définie par un rayon de 2D au niveau
de la sortie de la tuyère, et suit ensuite les lignes du maillage. Les données LES enregistrées sur
cette surface FW-H sont ensuite propagées pendant une période de 50D/c jusqu’à une distance de
35D de la sortie de la buse. Des microphones sont positionnés à cette distance pour des angles φ
compris entre 20◦ et 120◦ relativement à la direction du jet. Pour chaque angle, 20 microphones
sont répartis autour de l’axe du jet. L’acquisition des fluctuations de pression au niveau de ces
points d’observation est effectuée pendant une durée de TFW−H = 200D/c donnant un nombre de
Strouhal minimal de D/(TFW−Huj) = 8.3× 10−3, à une fréquence d’échantillonnage permettant le
calcul des spectres jusqu’à un nombre de Strouhal de 10. Les spectres de pression sont calculés en
subdivisant les enregistrements en 6 échantillons temporels de durée 46D/c se recouvrant à 33%.
Enfin, les spectres de vitesse et de pression sont moyennés dans la direction azimutale.
Figure 5.12 – Représentation de la surface FW-H entourant le jet, située en r = 2D en sortie de
la tuyère.
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5.4.1 Conditions en sortie de la tuyère
Afin d’évaluer l’influence de la modélisation de paroi, les résultats LES obtenus pour le même
jet sans modèle de paroi sont également présentés pour comparaison avec les résultats de la LES
avec modèle. Les deux LES ont été réalisées avec le maillage présenté dans la section 5.2. De
plus, le même forçage est appliqué à l’intérieur de la tuyère pour déclencher la turbulence. Pour la
simulation sans modèle de paroi, une condition de glissement est imposée à la paroi dans la tuyère,
car la résolution des couches limites n’est pas assurée par le maillage. Pour ce calcul, les données
LES ont été enregistrées pendant une période de 150D/c, et les fluctuations de pression en champ
lointain pendant une durée de 200D/c.
Afin de caractériser les conditions initiales du jet, les profils moyen et rms de la vitesse axiale
en sortie de la conduite sont représentés sur les figures 5.13(a) et 5.13(b) en fonction de la distance
radiale. Les paramètres de l’écoulement à la sortie, à savoir l’épaisseur de couche limite δ99, l’épais-
seur de quantité de mouvement δθ, et la valeur maximale rms de la vitesse axiale, sont également
présentés dans le tableau 5.3.
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Figure 5.13 – Représentation de (a) la vitesse axiale moyenne et de (b) la vitesse axiale rms en
sortie de la tuyère : LES avec modèle de paroi, LES sans modèle de paroi,  résultats
de l’expérience de Cavalieri et al. [39].
δ99/D δθ/D max(< u′zu′z >1/2 /uj)
LES avec loi de paroi 0.082 0.0081 0.14
LES sans loi de paroi 0.086 0.0084 0.20
expérience [39] 0.085 0.0079 0.11
Table 5.3 – Conditions en sortie de la tuyère à z = 0, où δ99 est l’épaisseur de couche limite, δθ
est l’épaisseur de quantité de mouvement, et max(< u′zu′z >1/2 /uj) correspond à la valeur rms
maximale de la vitesse axiale.
Comme attendu, les profils moyens de vitesse sont en bon accord avec les données expérimentales
pour les simulations avec et sans modèle à la paroi avec les paramètres de forçage r0 = D/2− δ/2
et ∆ = 0.014D. En effet, d’après le tableau 5.3, les épaisseurs de couche limite diffèrent de moins
de 5% par rapport aux mesures. La LES avec un modèle de paroi fournit une épaisseur de quantité
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de mouvement de δθ = 0.0081D, très proche de la valeur expérimentale de δθ = 0.0079D, et prédit
correctement la vitesse axiale fluctuante. Plus précisément, la forme du profil rms est comparable
à celle de la courbe expérimentale [39]. Un pic d’environ 14% de la vitesse du jet est obtenu. Il est
comparable à la valeur de 11% mesurée. En revanche, dans la LES sans modèle de paroi dans la
tuyère, l’intensité du pic rms est égale à 0.20uj , surestimant de près de 50% la valeur expérimentale.
Le fait d’imposer une condition de glissement à l’intérieur de la tuyère, faute de pouvoir résoudre
la couche limite, n’est donc pas adaptée pour reproduire le développement de la turbulence dans
la tuyère.
Il est intéressant de noter que comme attendu les conditions obtenues en sortie de la tuyère
dans la LES avec un modèle de paroi sont très similaires aux tendances fournies par la LES Jet1
réalisée sur un domaine de calcul restreint au voisinage de la tuyère. Ces résultats mettent en
évidence l’intérêt de réaliser un calcul LES préliminaire sur un domaine réduit afin de s’assurer que
le méthode de forçage de la couche limite amont permet d’obtenir des conditions réalistes en sortie
de la tuyère.
5.4.2 Développement du jet
Le développement aérodynamique du jet dans la LES avec modèle de paroi est illustré sur la
figure 5.14 où un champ instantané du module de la vorticité est représenté au centre dans un plan
(z − r).
Figure 5.14 – Vue instantanée du module de la vorticité pour des niveaux de couleur compris
entre 0 et 10uj/D, du bleu au rouge, et des fluctuations de pression pour des niveaux de gris entre
-50 Pa et 50 Pa du blanc au noir, dans le plan (z − r).
Les fluctuations de pression y sont aussi montrées en dehors de l’écoulement. En sortie de la
tuyère, de fines structures turbulentes représentées en rouge, caractéristiques des écoulements à
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nombre de Reynolds élevé, sont présentes. Les couches de mélange fusionnent aux alentours de
z = 6D, indiquant la fin du cône potentiel. Par ailleurs, des ondes de pression sont émises depuis
la sortie de la tuyère pour des angles compris entre φ = 60◦ et φ = 90◦ par rapport à la direction
du jet.
5.4.2.1 Résultats sur l’axe du jet
Des résultats plus quantitatifs sur le développement du jet sont donnés sur la figure 5.15 présen-
tant les vitesses axiales moyennes obtenues sur l’axe du jet dans la LES avec loi de paroi et dans
les expériences de Cavalieri et al. [39] et de Fleury et al. [53]. En définissant la région potentielle
de l’écoulement comme la zone où la vitesse axiale est supérieure à 0.95uj , la longueur du cône
potentiel obtenue dans la LES est égale à Lc = 6.9D, ce qui est légèrement supérieur à la valeur de
Lc = 6.5D trouvée dans l’expérience de Fleury et al. [53].
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Figure 5.15 – Représentation la vitesse axiale moyenne sur l’axe du jet en r = 0 : LES avec
modèle de paroi, et résultats expérimentaux de  Cavalieri et al. [39] et • Fleury et al. [53].
Les niveaux rms des fluctuations de vitesse axiale u′z et radiale u′r obtenus sur l’axe du jet
dans la LES avec modèle de paroi sont représentés sur les figures 5.16(a) et 5.16(b). Les niveaux
maximum sont atteints en z = 10D environ. Cependant, dans l’expérience de Cavalieri et al. [39],
la turbulence dans le jet se développe plus rapidement et le pic de turbulence est alors situé en
z = 7.5D.
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Figure 5.16 – Représentation des valeurs rms des fluctuations de vitesse (a) axiale et (b) radiale
sur l’axe du jet en r = 0 : LES avec modèle de paroi,  résultats expérimentaux de Cavalieri
et al. [39].
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Les spectres des fluctuations de la vitesse axiale sont calculés sur l’axe du jet pour les positions
axiales z = 2D et z = 4D. Ils sont représentés sur les figures 5.17(a) et 5.17(b) en fonction du nombre
de Strouhal St, et comparés à des résultats expérimentaux [39]. Ils permettent de caractériser les
propriétés spectrales de l’empreinte sur l’axe des structures axisymétriques de l’écoulement jusqu’à
z = 4D environ [39, 47]. La forme des spectres obtenus dans la LES est en accord avec celle des
profils expérimentaux. En particulier, un pic centré autour de St = 0.5 est observé. Les résultats
LES surestiment cependant légèrement l’amplitude des spectres par rapport aux mesures.
10−8
10−6
10−4
10−2
0.01 0.1 1 10
P
S
D
(u
′ z/
u
j
)
(S
t−
1
)
St = fD/uj
(a)
10−8
10−6
10−4
10−2
0.01 0.1 1 10
P
S
D
(u
′ z/
u
j
)
(S
t−
1
)
St = fD/uj
(b)
Figure 5.17 – Représentation des densités spectrales de puissance (PSD) des fluctuations de vitesse
axiale en r = 0 pour (a) z = 2D et (b) z = 4D : LES avec modèle de paroi, résultats
expérimentaux de Cavalieri et al. [39].
Les variations des niveaux des fluctuations de vitesse axiale à nombre de Strouhal donné obtenues
sur l’axe du jet dans la LES avec modèle de paroi et dans l’expérience de Cavalieri et al. [40] sont
présentées sur la figure 5.18 en fonction de la distance axiale. Les résultats sont montrés pour des
nombres de Strouhal de 0.2, 0.4, 0.6 et 0.8. A nombre de Strouhal donné, le profil LES présente une
forme assez similaire à celle du profil expérimental. Un très bon accord est noté pour des distances
axiales supérieures à 6D. Dans la région potentielle de l’écoulement, entre z = 0 et z = 6D,
l’amplitude des profils obtenus dans la LES est cependant plus forte par rapport à l’expérience.
5.4.2.2 Résultats dans le prolongement des lèvres de la tuyère
Afin d’examiner le développement des couches de mélange du jet, les variations de la vitesse
axiale moyenne en r = 0.5D et pour 0 ≤ z ≤ 15D sont représentées sur la figure 5.19 pour la LES
avec modèle de paroi et pour l’expérience de Cavalieri et al. [39]. Les variations des niveaux rms de
vitesse u′r et u′z dans cette zone sont tracées sur les figures 5.20(a) et 5.20(b). Le profil moyen de la
vitesse axiale dans la LES est en bon accord avec la courbe expérimentale. Quant aux profils rms
estimés par la LES, ils présentent un pic situé à environ z = 1D d’amplitude égale à 0.175uj pour
la vitesse axiale et à 0.14uj pour la vitesse radiale. Ce pic n’a pas été observé expérimentalement.
D’après les travaux de Bogey et al. [30], son existence pourrait être due à un manque de résolution
du maillage LES dans la direction azimutale.
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Figure 5.18 – Variations des niveaux des fluctuations de la vitesse axiale en r = 0 pour des nombres
de Strouhal de (a) St=0.2, (b) St=0.4, (c) St=0.6 et (d) St=0.8 : LES avec modèle de paroi,
 résultats expérimentaux de Cavalieri et al. [40].
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Figure 5.19 – Variations de la vitesse axiale moyenne en r = 0.5D : LES avec modèle de paroi,
 résultats expérimentaux de Cavalieri et al. [39].
Le spectre des fluctuations de la vitesse axiale est calculé en aval de la lèvre de la tuyère en
r = 0.5D à une position axiale de z = 2D. Le résultat issu de la LES avec modèle de paroi est
présenté sur la figure 5.21 en fonction du nombre de Strouhal et comparé à un spectre expérimen-
tal [39]. Le spectre obtenu est large bande et les niveaux sont plus importants que sur les spectres
déterminés sur l’axe, tracés sur les figures 5.17(a) et 5.17(b). Pour des nombres de Strouhal infé-
rieurs à 0.4, le spectre est relativement plat et son amplitude est légèrement inférieure à celle du
spectre expérimental. Pour des nombres de Strouhal supérieurs, le spectre montre une décroissance
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selon une pente en −5/3, et un bon accord est obtenu entre la LES et l’expérience.
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Figure 5.20 – Variations des niveaux rms des fluctuations de vitesse (a) axiale et (b) radiale en
r = 0.5D : LES avec modèle de paroi,  résultats expérimentaux de Cavalieri et al. [39].
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Figure 5.21 – Représentation de la densité spectrale de puissance (PSD) des fluctuations de la
vitesse axiale en r = 0.5D et z = 2D : LES avec modèle de paroi, résultats expérimentaux
de Cavalieri et al. [39], pente en -5/3.
5.4.2.3 Résultats en z = 1D et en z = 5D
Les profils radiaux moyens et rms de la vitesse axiale obtenus à z = 1D et z = 5D dans les
LES avec et sans modèle de paroi et dans l’expérience de Cavalieri et al. [39] sont présentés sur les
figures 5.22 et 5.23. Les propriétés du jet à z = 1D et à z = 5D sont comparables dans les LES
avec et sans modèle de paroi. Les profils moyens de vitesse sont en bon accord avec les mesures
expérimentales. A z = 1D, les profils rms sont proches des données expérimentales et atteignent
une valeur maximale d’environ 0.175uj . Une très légère surestimation de la largeur du pic rms par
rapport à l’expérience est observée sur la figure 5.22(b). A z = 5D, les niveaux rms estimés par les
LES sont comparables aux mesures de Cavalieri et al. [39] pour r ≤ 0.3D, mais ils sont plus faibles
pour r ≥ 0.3D.
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Figure 5.22 – Représentation des profils (a) moyen et (b) rms de la vitesse axiale à z = 1D :
LES avec modèle de paroi, LES sans modèle de paroi,  résultats de l’expérience de
Cavalieri et al. [39].
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Figure 5.23 – Représentation des profils (a) moyen et (b) rms de la vitesse axiale à z = 5D :
LES avec modèle de paroi, LES sans modèle de paroi,  résultats de l’expérience de
Cavalieri et al. [39].
5.4.3 Champ acoustique lointain
5.4.3.1 Influence de la modélisation de paroi dans la tuyère
Afin d’évaluer le bruit rayonné par le jet en champ lointain, les spectres de pression calculés à
une distance de 35D de la tuyère sont présentés sur la figure 5.24. Les résultats LES avec et sans
modèle de paroi y sont comparés aux données expérimentales de Cavalieri et al. [39] pour des angles
de φ = 20◦, φ = 30◦, φ = 40◦ et φ = 90◦ relativement à la direction du jet. Dans la LES avec
modèle de paroi, un bon accord avec les mesures est observé pour les angles φ de 20◦, 30◦ et 40◦.
Pour φ = 90◦, les niveaux de bruit calculés par la LES sont inférieurs à ceux de l’expérience pour
des nombres de Strouhal inférieurs à 1. Les résultats LES avec et sans modèle de paroi présentent
peu de différences pour des nombres de Strouhal inférieurs à 2. Pour St > 2, des composantes de
bruit hautes fréquences sont par contre visibles sur les spectres obtenus sans loi de paroi. Compte
tenu du fait que les deux simulations sont réalisées avec le même maillage et les mêmes paramètres
numériques hormis la condition imposée à la paroi dans la tuyère, il est possible que l’apparition
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de ces contributions hautes fréquences soit due au développement de la turbulence dans la tuyère
du jet lorsqu’une condition de glissement est imposée sur les parois internes de cette tuyère.
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Figure 5.24 – Représentation des spectres de pression obtenus à partir de la surface FW-H à
r = 2D, à une distance de 35D de la tuyère pour des angles de (a) φ = 20◦, (b) φ = 30◦,
(c) φ = 40◦ et (d) φ = 90◦ par rapport à la direction du jet, en fonction du nombre de Strouhal St :
LES avec modèle de paroi, LES sans modèle de paroi, résultats de l’expérience de
Cavalieri et al. [39].
La directivité acoustique pour la LES avec loi de paroi est calculée en intégrant les spectres de
pression entre des nombres de Strouhal de 0.1 et 10. Elle est présentée sur la figure 5.25 en fonction
de l’angle φ par rapport à la direction du jet, et comparée à la directivité obtenue expérimentalement
par Cavalieri et al. [39]. Dans l’expérience, un niveau sonore maximal proche de 96 dB est atteint
pour un angle de 30◦ environ. Le niveau dimininue légèrement lorsque l’on se rapproche de l’axe
du jet. Plus en amont, pour des angles φ supérieurs à 30◦, la décroissance du niveau sonore est
plus marquée. Les résultats LES sont en accord avec les mesures pour φ < 40◦. Pour des angles φ
supérieurs, les niveaux de bruit sont plus élevés, avec une écart maximum de 2 dB par rapport à
l’expérience.
123
chapitre 5. Simulation d’un jet subsonique à nombre de Reynolds élevé
80
85
90
95
100
20 40 60 80 100 120
O
A
P
S
L
(d
B
)
φ
Figure 5.25 – Représentation de la directivité acoustique du jet obtenue à 35D de la tuyère de jet,
en intégrant les spectres entre St = 0.1 et St = 10 : 4 LES avec modèle de paroi, résultats de
l’expérience de Cavalieri et al. [39].
5.4.3.2 Influence de la position de la surface FW-H
Afin d’évaluer l’influence de la position de la surface FW-H sur les résultats acoustiques, la
propagation en champ lointain a été réalisée en utilisant deux autres surfaces FW-H. Celles-ci sont
situées plus loin de l’axe du jet, et caractérisées par des rayons de r = 3D et r = 4D au niveau de
la tuyère en z = 0. Seuls les résultats de la LES avec loi de paroi sont considérés ici. Les spectres
calculés avec les trois surfaces de FW-H sont représentés par des triangles, des pointillées et des
carrés sur la figure 5.26 pour des angles φ de 20◦, 30◦, 40◦ et 90◦ par rapport à la direction du jet.
Pour ces trois derniers angles, les spectres LES présentent peu de différences pour des nombres de
Strouhal inférieurs à 3. Pour φ = 20◦, plus la surface FW-H est éloignée de l’axe du jet et plus les
niveaux acoustiques sont faibles en basses fréquences. Cela est certainement dû au fait que la surface
FW-H est ouverte en sortie du domaine, ce qui conduit à la perte de contributions acoustiques pour
de petits angles. Par ailleurs, pour St > 3, les niveaux décroissent, et cette décroissance est d’autant
plus rapide que la surface FW-H est éloignée de l’axe du jet. Cela est lié à la fréquence de coupure
du maillage au niveau de la surface FW-H, qui diminue au fur et à mesure que la position radiale
de la surface augmente en raison de l’étirement du maillage en dehors du jet. En conclusion, le
meilleur accord avec l’expérience est observé en utilisant la surface FW-H la plus proche du jet.
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Figure 5.26 – Représentation des spectres de pression obtenus à une distance de 35D de la tuyère
pour des angles φ de (a) 20◦, (b) 30◦, (c) 40◦ et (d) 90◦ par rapport à la direction du jet, en fonction
du nombre de Strouhal : résultats LES avec la surface FW-H à 4 2D, 3D et  4D,
expérience de Cavalieri et al. [39].
5.5 Conclusion
Un jet subsonique isotherme à un nombre de Mach M = 0.6 et à un nombre de Reynolds
ReD = 5.7×105 a été simulé par LES en utilisant un modèle de paroi à l’intérieur de la tuyère. Les
résultats obtenus démontrent que la méthode de forçage employée pour déclencher la turbulence
dans la tuyère, consistant à injecter des anneaux tourbillonnaires, permet le développement d’une
couche limite turbulente à la sortie de la tuyère présentant des propriétés en très bon accord avec
les mesures expérimentales. De plus, notre approche LES combinant un modèle de paroi et des
méthodes d’ordre élevé permet d’obtenir un développement aérodynamique du jet comparable à
celui de l’expérience, ainsi que des niveaux du bruit rayonné en champ lointain en accord avec les
mesures.
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Traitement aux interfaces des maillages
non conformes pour la LES avec une
approche numérique d’ordre élevé
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Chapitre 6
Traitement aux interfaces des maillages non conformes
Dans les simulations numériques, les domaines de calcul sont généralement multiblocs c’est-à-dire
découpés en plusieurs sous-domaines. Aux interfaces entre les blocs, les lignes du maillage peuvent
être continues comme c’est le cas sur la figure 6.1(a) où un domaine de calcul bidimensionnel
composé de deux blocs L et R séparés par une interface est présenté. Ce type d’interface est appelé
un raccord conforme dans la suite. Dans d’autres cas, le maillage peut être discontinu aux interfaces
comme il est illustré sur la figure 6.1(b). Ces interfaces seront nommées raccords non conformes
dans cette étude.
Comme montré dans le chapitre 2, les schémas numériques de discrétisation spatiale employés
dans notre approche LES ne peuvent pas être appliqués à proximité des raccords de bloc. Au
voisinage des raccords conformes, une discrétisation spatiale spécifique a été présentée dans la
section 2.4.2. Elle n’est en revanche pas valide pour des raccords non conformes. Aussi, une nouvelle
discrétisation spatiale est développée pour pouvoir appliquer le schéma de Fosso et al. [56] et le
filtre de Visbal et Gaitonde d’ordre 6 [123] à proximité des raccords non conformes. La méthode
consiste à modifier les formulations du schéma numérique et du filtre localement au voisinage des
raccords. Une interpolation dite meshless est également réalisée pour reconstruire l’écoulement dans
des cellules fictives et au raccord de bloc.
Dans ce chapitre, la nouvelle discrétisation spatiale pour les raccords non conformes ainsi que
la technique d’interpolation sont tout d’abord présentées. La qualité de l’interpolation est ensuite
évaluée pour la reconstruction d’une fonction sinusoïdale monodimensionnelle.
129
chapitre 6. Traitement aux interfaces des maillages non conformes
(a) (b)
Figure 6.1 – Représentation d’un domaine de calcul bidimensionnel divisé en 2 blocs L et R séparés
par un raccord au travers duquel le maillage est (a) continu et (b) discontinu. L’interface est indexée
IN+1/2 dans le bloc L et I−1/2 dans le bloc R.
6.1 Discrétisation spatiale aux interfaces des maillages non conformes
L’intérêt est ici porté sur la reconstruction des flux convectifs près des raccords. En effet, pour
les écoulements à nombre de Reynolds modérés ou élevés considérés dans cette thèse, les effets
visqueux sont limités. La reconstruction des flux diffusifs aux raccords non conformes est traitée
avec une approche de bas ordre similaire à celle présentée dans la section 6.1.1.1 [52].
6.1.1 Etat de l’art dans le code de résolution elsA
Dans le code elsA, un traitement pour les raccords non conformes a été déjà implémenté pour la
réalisation de calculs avec des approches numériques de bas ordre. Dans cette section, les caractéris-
tiques de ce traitement pour le calcul du flux convectif et la construction de cellules fictives au rac-
cord sont brièvement présentées. La méthode est décrite plus en détails dans les références [52, 90].
6.1.1.1 Calcul du flux convectif au raccord
La méthode pour déterminer le flux convectif FN+1/2,jc à l’interface IN+1/2,j est présentée à
partir des notations de la figure 6.2. Elle consiste tout d’abord à subdiviser l’interface IN+1/2,j ,
notée AB, en sous-interfaces AM et MB. Les flux FAMc et FMBc sur chaque sous-interface sont
calculés à partir du champ U = (1/|Ω|) ∫Ω UdV dans les cellules adjacentes Ω au raccord. Pour la
face AM par exemple, en utilisant une rangée de cellules de part et d’autre du raccord, le champ
moyen U˜AM = (1/|AM |)
∫
∂Ω UdS est calculé par demi-somme de Ui=N,j et Ui′=0,j′ . Une fois que
la valeur du champ U˜AM à l’interface est connue, le flux FAMc peut être déterminé comme il a été
présenté dans le chapitre 2 (cf. éq. (2.25)). De la même façon, le flux FBMc est obtenu à partir des
champs Ui=N,j et Ui′=0,j′+1. Le flux FN+1/2,jc à l’interface AB est ensuite déterminé en sommant
les contributions calculées sur chaque sous-interface :
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FN+1/2,jc = FABc =
|AM |
|AB| F
AM
c +
|BM |
|AB| F
MB
c (6.1)
Cette reconstruction du flux au raccord présente l’avantage d’être identique dans les blocs L
et R. Elle est dite conservative. La conservativité du flux au raccord est une propriété importante
pour certaines applications comme dans les turbomachines pour assurer la conservation du débit.
Figure 6.2 – Représentation d’un domaine de calcul bidimensionnel divisé en 2 blocs L et R séparés
par un raccord non conforme. L’interface IN+1/2,j , dénotée AB, est divisée en deux sous-interfaces
AM et MB. La cellule fictive (i′ = 0, j) est représentée en pointillés.
6.1.1.2 Construction de cellules fictives
Il est également possible de construire le champU dans des cellules fictives pour la discrétisation
spatiale près du raccord. Cette construction est décrite pour la cellule fictive (i′ = 0, j) représentée
en pointillés sur la figure 6.2. Le champ Ui′=0,j est défini comme une somme pondérée des valeurs
de U dans les cellules du bloc R adjacentes à l’interface IN+1/2,j :
Ui′=0,j =
|AM |
|AB|Ui′=0,j′ +
|BM |
|AB| Ui′=0,j′+1 (6.2)
Le calcul du flux à l’interface et celui des variables de l’écoulement dans les cellules fictives sont
réalisées à partir de méthodes numériques de bas ordre. Nous verrons dans le chapitre 8 qu’elles
ne conviennent pas pour notre approche LES qui s’appuie sur des méthodes d’ordre élevé. C’est
pourquoi un nouveau traitement aux raccords non conformes est proposé dans la section suivante.
6.1.2 Discrétisation pour le schéma numérique de Fosso et al. [56]
Au voisinage des raccords conformes, une discrétisation spatiale particulière a été présentée
dans le chapitre 2 dans la section 2.4.2 [55]. En utilisant les notations du chapitre 2 et celles de la
figure 6.1(a), dans le bloc L, elle consiste à calculer le vecteur d’état U˜N+1/2,j à l’interface IN+1/2
en utilisant un schéma décentré qui fait intervenir la valeur du vecteur U dans deux cellules du
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bloc R :
α′N+1/2U˜N−1/2,j + U˜N+1/2,j = a′0Ui=N−1,j + a′1Ui=N,j︸ ︷︷ ︸
cellules du bloc L
+ a′2Ui′=0,j + a′3Ui′=1,j︸ ︷︷ ︸
cellules du bloc R
(6.3)
où α′N+1/2 and a′i sont les coefficients d’interpolation du schéma calculés à partir de développements
de Taylor jusqu’à l’ordre 5. Les cellules indexées (i′ = 0, j) et (i′ = 1, j) sont des cellules fictives
pour le bloc L. Les valeurs de U en ces points sont connues grâce à des échanges de données entre
les blocs.
Dans le bloc R, le vecteur U˜−1/2,j à l’interface I−1/2 est calculé de façon similaire en écrivant :
α′′−1/2U˜1/2,j + U˜−1/2,j = a′′0Ui=N−1,j + a′′1Ui=N,j︸ ︷︷ ︸
cellules du bloc L
+ a′′2Ui′=0,j + a′′3Ui′=1,j︸ ︷︷ ︸
cellules du bloc R
(6.4)
où α′′−1/2 and a′′i sont les coefficients d’interpolation calculés à partir de développements de Taylor
jusqu’à l’ordre 5. Pour un raccord conforme, les interfaces I−1/2 et IN+1/2 coïncident. En revanche,
les valeurs de U˜N+1/2,j et U˜−1/2,j , obtenues à partir des schémas décentrés (6.3) et (6.4), sont
généralement différentes. L’unicité du flux convectif à l’interface IN+1/2 est donc garantie par la
résolution d’un problème de Riemann R [119] :
R(U˜N+1/2,j , U˜−1/2,j) (6.5)
Pour les raccords de bloc non conformes comme il est illustré sur la figure 6.1(b), le schéma (6.3)
ne peut plus être appliqué dans le bloc L. En effet, comme les lignes du maillage ne sont pas continues
de part et d’autre du raccord, les vecteurs Ui′=0,j et Ui′=1,j ne sont pas définis. De la même façon,
dans le bloc R, la relation (6.4) ne peut pas être utilisée car les vecteurs Ui=N−1,j′ et Ui=N,j′
n’existent pas.
Par conséquent, dans cette étude, on propose de reconstruire les champs Ui′=0,j et Ui′=1,j
dans le bloc R et les champs Ui=N−1,j′ et Ui=N,j′ dans le bloc L pour permettre d’appliquer les
schémas (6.3) et (6.4) et ainsi déterminer le flux aux interfaces des raccords non conformes. La
procédure est présentée pour le calcul du flux à l’interface IN+1/2 dans le bloc L en utilisant les
notations de la figure 6.3. Elle se compose de 4 étapes :
1. Tout d’abord, le vecteur U˜N+1/2,j à l’interface IN+1/2 est calculé dans le bloc L. Pour cela,
les cellules fictives représentées par des étoiles sur la figure 6.3 sont construites. Le champ U
dans ces cellules est déterminé en utilisant une interpolation dite meshless, décrite dans la
section 6.1.4.2. Une fois que les cellules fictives sont définies, le schéma numérique (6.3) peut
être utilisé pour obtenir U˜N+1/2,j .
2. De la même façon, les vecteurs (..., U˜−1/2,j′ , U˜−1/2,j′+1, ...) sont calculés à l’interface I−1/2
dans le bloc R. Cette fois, les cellules fictives sont définies dans le bloc L.
3. Pour un raccord non conforme, les interfaces IN+1/2 et I−1/2 ne coïncident pas, comme il
est montré sur la figure 6.4. Le champ U˜−1/2,j n’est donc pas défini et le problème de Rie-
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mann (6.5) ne peut pas être appliqué. Un vecteur équivalent U˜−1/2,j est donc construit à
partir des valeurs de U˜ dans le bloc R obtenues dans l’étape 2. Pour cela, une autre interpo-
lation meshless est réalisée. La technique d’interpolation est proche de celle employée dans
l’étape 1 pour reconstruire les cellules fictives. Elle est présentée à la section 6.1.4.3.
4. Enfin, le flux convectif à l’interface IN+1/2 est obtenu en résolvant le problème de Rie-
mann (6.5).
Figure 6.3 – Représentation d’un domaine de calcul bidimensionnel divisé en 2 blocs L et R
séparés par un raccord au travers duquel le maillage est discontinu. L’interface est dénotée IN+1/2
dans le bloc L et I−1/2 dans le bloc R. Les cellules fictives, symbolisées par des étoiles et numérotées
(i′ = 0, j) et (i′ = 1, j), étendent la taille du bloc L.
Figure 6.4 – Représentation d’un domaine de calcul bidimensionnel divisé en 2 blocs L et R
séparés par un raccord au travers duquel le maillage est discontinu. Au raccord, les interfaces sont
indexées par IN+1/2,j dans le bloc L et par I−1/2,j′ dans le bloc R.
6.1.3 Discrétisation pour le filtre sélectif de Visbal et Gaitonde [123]
Comme pour le schéma numérique, le filtre sélectif de Visbal et Gaitonde d’ordre 6 [123] ne peut
pas être utilisé près des raccords, et sa formulation doit donc être modifiée dans ces régions. Aussi,
dans le chapitre 2, les relations (2.43) ont été proposées pour appliquer le filtre au voisinage des
raccords conformes. Ces relations, basées sur une technique de recouvrement consistant à appliquer
le filtre dans les cellules fictives, sont particulièrement intéressantes car elles ne détériorent pas
significativement les propriétés spectrales du filtre de Visbal et Gaitonde [123] près des raccords
(voir section 2.4.2). En revanche, elles nécessitent d’utiliser cinq cellules fictives.
Dans le cas d’un raccord conforme, les cellules fictives correspondent aux cellules situées de
part et d’autre du raccord de bloc. Pour un raccord non conforme en revanche, les cellules fictives
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nécessitent d’être reconstruites au moyen d’interpolations. De ce fait, l’utilisation de cinq cellules
fictives induit un coût de calcul supplémentaire par rapport à un raccord conforme. Le nombre
de cellules fictives utilisées pour la discrétisation spatiale près des raccords non conformes sera
donc limité à deux. D’après la figure 6.3, dans le bloc L, avec deux cellules fictives, il est possible
d’appliquer le filtre de Visbal et Gaitonde [123] d’ordre 6 (cf. éq. (2.23)) jusqu’au point (i = N−1, j).
Le champ filtré Ûi=N,j dans la cellule (i = N, j) adjacente au raccord est alors obtenu à partir du
schéma décentré :
αfÛi=N−1,j + Ûi=N,j + αfÛi′=0,j =
4∑
k=0
β′kUN−4+k,j + β′5Ui′=0,j + β′6Ui′=1,j (6.6)
Les variables de l’écoulement dans les cellules fictives (i′ = 0, j) et (i′ = 1, j) sont également filtrées
en utilisant les formulations décentrées :
αfÛi=N,j + Ûi′=0,j + αfÛi′=1,j =
4∑
k=0
β′′kUN−4+k,j + β′′5Ui′=0,j + β′′6Ui′=1,j
αfÛi′=0,j + Ûi′=1,j =
4∑
k=0
β′′′k UN−4+k,j + β′′′5 Ui′=0,j + β′′′6 Ui′=1,j
(6.7)
où αf = 0.47 et β′k, β′′k et β′′′k sont les coefficients des filtres décentrés [59].
La performance des formules décentrées (6.6) et (6.7) est comparée à celle des formulations (2.43)
pour les raccords conformes dans le chapitre 8 à la section 8.1 en simulant la convection d’un
tourbillon à travers un raccord conforme.
6.1.4 Interpolation meshless avec la technique RBF (Radial Basis Function)
Dans cette section, la technique d’interpolation pour construire les cellules fictives est présentée.
6.1.4.1 Choix de la technique d’interpolation
Une interpolation RBF [126] (Radial Basis Function en anglais) est employée pour reconstruire
le champ de l’écoulement dans les cellules fictives. Il s’agit d’une interpolation dite meshless, c’est-
à-dire qu’elle est réalisée à partir d’un nuage de points et ne nécessite d’aucune information relative
à la topologie du maillage. Cette technique d’interpolation est intéressante en raison du fait qu’au
travers d’un raccord non conforme, toute information topologique est perdue. En effet, pour des
maillages multiblocs, il n’est pas toujours évident de connaître la topologie aux interfaces entre les
blocs. Par ailleurs, l’interpolation meshless a été choisie car elle est particulièrement bien adaptée à
la structure de données existante dans le code elsA pour le traitement des interfaces des maillages
non conformes [90].
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6.1.4.2 Reconstruction des cellules fictives
La méthode pour calculer le champ Ui′=0,j dans la cellule fictive (i′ = 0, j), représentée par une
étoile sur la figure 6.3, est décrite.
DÉFINITION DE LA POSITION DES CELLULES FICTIVES Il convient tout d’abord de déterminer la position de
la cellule fictive que l’on cherche à reconstruire. Elle est définie comme l’intersection entre le plan
i′ = 0 et la droite passant par les centres de cellules (i = N − 1, j) et (i = N, j), comme illustré sur
la figure 6.5. On notera x = (x, y, z) la position de la cellule fictive en coordonnées cartésiennes.
Ainsi, dans le cas d’un raccord de bloc conforme où les lignes du maillage conservent la même
direction à travers l’interface, la cellule fictive correspond à la cellule du bloc R indexée par (i′ = 0,
j).
Figure 6.5 – Définition de la position de la cellule fictive (i′ = 0, j) représentée par une étoile.
INTERPOLATION RBF L’interpolation est réalisée à partir des valeurs de U dans les cellules du bloc R
situées dans un voisinage autour de la cellule fictive à reconstruire. Ce voisinage est représenté en
gris sur la figure 6.6.
Figure 6.6 – Représentation du voisinage pour l’interpolation du champ dans la cellule fictive en
(i′ = 0, j).
Ce voisinage contient les points positionnés le long de la ligne i′ = 0 pour un maillage 2-D et
les points inclus dans le plan i′ = 0 en 3-D. Dans le cas où le raccord n’est pas plan, il s’agit de
l’isosurface i′ = 0. La taille du voisinage est définie par un rayon Rv = nvrmin, où nv est un entier
naturel non nul et rmin correspond à la distance entre le centre de la cellule fictive à reconstruire
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et le point du voisinage le plus proche de cette cellule, comme il est montré sur la figure 6.7. Dans
la suite, le nombre de points contenus dans le voisinage sera noté np. L’influence du choix du
paramètre nv sur la précision de l’interpolation sera étudiée dans la section 6.2.
Figure 6.7 – Représentation dans le plan i′ = 0 du voisinage pour reconstruire la cellule fictive
symbolisée par une étoile. La distance entre le centre de la cellule fictive et celui de la l-ième cellule
du voisinage est notée rl. Le voisinage est de rayon Rv = nvrmin, où rmin est la plus petite valeur
de rl et nv est un entier naturel non nul.
On désigne par u la variable du champ U que l’on cherche à reconstruire pour la cellule fictive
située en x. L’interpolation RBF consiste à déterminer une fonction d’approximation u(x) à partir
des valeurs de u qui sont connues pour les np points du voisinage. La fonction u(x) recherchée est
définie comme une combinaison linéaire de fonctions de base Φl(x) et de polynômes Pq(x) :
u(x) =
np∑
l=1
λlΦl(x) +
m∑
q=1
βqPq(x) (6.8)
où λl and βq sont les coefficients d’interpolation inconnus etm est le nombre de polynômes employés
pour l’interpolation. Dans cette étude, les fonctions de base de Wendland [44, 128] à support
compact sont utilisées :
Φl(x) = Φ(rl) = (1− rl
Rv
)4+(4
rl
Rv
+ 1) 1 ≤ l ≤ np (6.9)
où rl est la distance Euclidienne entre le point x et le noeud xl (cf. figure 6.7), et (1 − rlRv )+
correspond à :
(1− rl
Rv
)+ =

(1− rl
Rv
) si 0 ≤ rl ≤ Rv
0 si rl > Rv
(6.10)
Le terme polynomial dans la fonction d’interpolation (6.8) s’écrit :
P T (x) = (1, x, y, z, x2, xy, y2, ...) (6.11)
Son utilisation permet d’assurer que l’approximation a une solution unique [63, 126]. Le choix du
nombre de polynôme m est examiné dans la section 6.2. Il est à noter que P T (x) = 1 permet de
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préserver l’état d’un écoulement uniforme. Les coefficients λl et βq sont déterminés de façon à ce
que l’approximation u(x) soit exacte pour les np points du voisinage. Cela revient à écrire que la
fonction d’interpolation (6.8) satisfait les relations suivantes :
u(xk) = uk =
np∑
l=1
λlΦl(xk) +
m∑
q=1
βqPq(xk) pour 1 ≤ k ≤ np (6.12)
où uk correspond à la valeur de u au k-ième point du voisinage. La valeur de uk est supposée connue.
L’unicité de l’approximation est garantie en imposant les contraintes d’orthogonalité suivantes :
np∑
l=1
Pq(xl)λl = 0 pour 1 ≤ q ≤ m (6.13)
Ainsi, les valeurs de λl et βq sont obtenues en résolvant le système matriciel : Φ P
PT 0
λ
β
 =
uset
0
 (6.14)
où λ = (λ1, ..., λnp)T et β = (β1, ..., βm)T sont les vecteurs des coefficients d’interpolation que l’on
cherche à déterminer, uset = (u1, ..., unp)T , et Φ ∈ Rnp×np et P ∈ Rnp×m sont les matrices définies
à partir des fonctions de base par :
Φkl = Φl(xk) 1 ≤ k, l ≤ np
Pkq = Pq(xk) 1 ≤ k ≤ np et 1 ≤ q ≤ m
(6.15)
Il est important de noter que pour un raccord conforme comme sur la figure 6.1(a), l’interpolation
permet de retrouver la valeur du champ U dans la cellule du bloc R située en i′ = 0 et j. En effet,
dans ce cas, la cellule fictive correspond à un point du voisinage et l’interpolation est donc exacte
par définition d’après la relation (6.12).
La valeur de U dans la seconde cellule fictive située en i′ = 1 et j sur la figure 6.3 est définie de
la même façon, en utilisant un voisinage de np points situés dans le plan i′ = 1.
6.1.4.3 Reconstruction à l’interface de bloc
Grâce à la construction de deux cellules fictives, le schéma (6.3) peut être appliqué pour calculer
les valeurs de (..., U˜N+1/2,j , U˜N+1/2,j+1, ...) à l’interface IN+1/2 dans le bloc L. Le schéma (6.4)
permet quant à lui d’obtenir les champs (..., U˜−1/2,j′ , U˜−1/2,j′+1, ...) à l’interface I−1/2 dans le bloc
R. Cependant, comme présenté dans la section 6.1.2, pour un raccord non conforme, les interfaces
IN+1/2 et I−1/2 ne coïncident pas. Une méthode doit donc être mise en oeuvre pour calculer le
champ U˜−1/2,j . Connaissant U˜−1/2,j , on pourra utiliser un solveur de Riemann pour calculer le
flux à l’interface IN+1/2. Pour déterminer U˜−1/2,j , une seconde interpolation est réalisée à partir
des valeurs de U˜ dans le bloc R. Cette seconde interpolation est proche de celle effectuée pour
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construire les cellules fictives. Elle s’en démarque cependant par le fait que l’on cherche à calculer
la valeur du champ moyen U˜−1/2,j à l’interface et non une valeur ponctuelle de U. L’interpolation
est donc réalisée à partir de np valeurs (U˜−1/2,1, ..., U˜−1/2,j′ , ..., U˜−1/2,np) connues à l’interface I−1/2.
Comme précédemment, la taille du voisinage contenant les np interfaces est fixée par la valeur de
Rv. A nouveau, on utilise une reconstruction de u par une interpolation RBF :
u(x) =
np∑
l=1
λ′lΦl(x) +
m∑
q=1
β′qPq(x) (6.16)
où λ′l et β′q sont coefficients d’interpolation à déterminer. La composante u˜−1/2,j du champ U˜−1/2,j
que l’on cherche à calculer résulte de l’intégration de u sur la face IN+1/2,j . En intégrant la rela-
tion (6.16), on obtient :
u˜−1/2,j =
1
|IN+1/2,j |
∫
IN+1/2,j
udS
=
np∑
l=1
λ′l
(
1
|IN+1/2,j |
∫
IN+1/2,j
Φ(rjl)dS
)
+
m∑
q=1
β′q
(
1
|IN+1/2,j |
∫
IN+1/2,j
PqdS
) (6.17)
où rjl est la distance Euclidienne entre le centre de la face I−1/2,l et le point courant de la face
IN+1/2,j où l’intégrale est calculée. Les coefficients λ′l et β′q sont déterminés en intégrant la fonc-
tion d’interpolation (6.16) sur np interfaces (I−1/2,1, ..., I−1/2,j′ , ..., I−1/2,np), et en imposant que
les intégrales obtenues correspondent aux vecteurs (U˜−1/2,1, ..., U˜−1/2,j′ , ..., U˜−1/2,nP ). D’après les
notations de la figure 6.4, cela revient à écrire pour l’interface I−1/2,k :
u˜−1/2,k =
np∑
l=1
λ′l
(
1
|I−1/2,k|
∫
I−1/2,k
Φ(rkl)dS
)
+
m∑
q=1
β′q
(
1
|I−1/2,k|
∫
I−1/2,k
PqdS
)
pour 1 ≤ k ≤ np
(6.18)
où u˜−1/2,k est une composante du champ moyen U˜−1/2,k à l’interface I−1/2,k. En pratique, les
coefficients λ′l et β′q sont calculés en résolvant le système matriciel : Φ′ P′
P′T 0
λ′
β′
 =
u˜set
0
 (6.19)
où λ′ = (λ′1, ..., λ′np)T et β′ = (β′1, ..., β′m)T sont les vecteurs des coefficients d’interpolation que
l’on cherche à déterminer, u˜set = (u˜−1/2,1, ..., u˜−1/2,np)T , et Φ′ ∈ Rnp×np et P′ ∈ Rnp×m sont les
matrices définies à partir des fonctions de base par :
Φ′kl =
1
|I−1/2,k|
∫
I−1/2,k
Φ(rkl)dS 1 ≤ k, l ≤ np
P′kq =
1
|I−1/2,k|
∫
I−1/2,k
PqdS 1 ≤ k ≤ np et 1 ≤ q ≤ m
(6.20)
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Il est à noter que le traitement proposé n’assure pas rigoureusement la conservativité du flux au
raccord de bloc, comme évoqué dans la section 6.1.1.1.
6.2 Etude monodimensionnelle des propriétés de l’interpolation
RBF
La performance de l’interpolation RBF est évaluée en une dimension pour la reconstruction d’une
fonction sinusoïdale pour un ensemble de points. Il s’agit ici d’interpoler des valeurs ponctuelles en
appliquant la méthode présentée dans la section 6.1.4.2. On considère le maillage monodimensionnel
uniforme de pas ∆x présenté sur la figure 6.8.
Figure 6.8 – Maillage monodimensionnel. Notations : xi = i∆x sont les points du maillage, ∆x
est le pas d’espace, fi sont les valeurs de la fonction f à reconstruire avec l’interpolation RBF.
Ce maillage contient N=100 points. La position des points est définie par xi = i∆x, où i est un
entier compris entre 1 et N . En chacun de ces points, la fonction sinusoïdale f est appliquée :
f(xi) = sin(kxi) (6.21)
où k est le nombre d’onde spatial avec k∆x qui varie entre 0 et pi. L’interpolation RBF est utilisée
pour reconstruire la fonction f pour un échantillon de Nr = 30 points. La position des points de
l’échantillon dans le domaine 1-D est donnée par la relation :
x′j =
(
37.5 + j + j − 1
Nr + 1
)
∆x (6.22)
où j est un entier compris entre 1 et Nr. Cela revient à écrire :
(x′0, x′1, x′2, ..., x′Nr) = (38.5, 39.53225806, 40.56451613, ..., 68.43548387) (6.23)
De cette façon, les points de l’échantillon diffèrent des points du maillage xi. Il s’agit d’un prérequis
nécessaire afin d’évaluer la performance de l’interpolation RBF. En effet, si un point de l’échantillon
correspond à un point du maillage xi, l’interpolation RBF sera par construction exacte en ce point.
De plus, les points x′j sont relativement éloignés des limites du domaine pour éviter une éventuelle
influence des frontières lors de la définition du voisinage de points pour l’interpolation. D’après
les notations introduites dans la section 6.1.4.2, la fonction d’interpolation recherchée pour le jème
point de l’échantillon s’écrit sous la forme :
fj =
np∑
l=1
λlΦl(x′j) + P (x′j) (6.24)
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où np est le nombre de points contenu dans le voisinage de rayon Rv = nvrmin, Φl sont les fonctions
de base de Wendland [44, 128], P (x) = ∑mk=1 βkxk est la fonction polynomiale, et λl et βk sont les
coefficients d’interpolations à déterminer. Une première interpolation est réalisée avec un voisinage
défini par nv = 5 et la fonction polynomiale P (x) = β1 + β2x. Les résultats obtenus sont comparés
à la fonction analytique (6.21) sur la figure 6.9 pour les nombres d’onde tels que k∆x = pi/3 et
k∆x = 3pi/4. Pour k∆x = pi/3, les points interpolés sont tous situés sur la courbe de la fonction
sinus. Cela signifie que les longueurs d’onde discrétisées par λ/∆x = 6 points sont bien reconstruites
par interpolation. Dans notre approche LES, on considère généralement que les longueurs d’onde
résolues par au minimum 6 points sont bien représentées par les schémas de dicrétisation spatiale.
On vérifie donc que pour le nombre d’onde k = pi/3 correspondant à cette limite, l’interpolation
RBF est performante. Lorsque la valeur du nombre d’onde augmente, les écarts avec la fonction
analytique sont plus grands. Pour k∆x = 3pi/4, certains points ne sont pas positionnés sur la courbe
analytique.
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Figure 6.9 – Reconstruction RBF avec nv = 5 et le polynôme P (x) = β1 + β2x. • Interpolation
RBF (a) k∆x = pi/3 et (b) k∆x = 3pi/4 ; fonction analytique.
La performance de l’interpolation RBF est à présent examinée en faisant varier la taille du
voisinage. Des calculs avec des voisinages de points pour lesquels nv est égal à 3, 5, 7 et 10 sont
réalisés. De plus, on s’intéresse au choix de la fonction polynomiale P utilisée pour l’interpolation en
effectuant des calculs sans la fonction P , avec P (x) = β1, P (x) = β1+β2x et P (x) = β1+β2x+β3x2.
L’erreur d’interpolation est évaluée en fonction du nombre d’onde k à partir de la différence entre
la valeur de la fonction interpolée fj et la valeur de la fonction exacte (6.21) en chacun des points
de l’échantillon [44] :
Erreur(k) =
√√√√ 1
Nr
Nr∑
j=1
(
fj − sin(kx′j)
)2
(6.25)
Pour comparaison, une interpolation est également réalisée avec un polynôme de degré 3 :
Po3(x) = ax3 + bx2 + cx+ d (6.26)
où a, b, c et d sont des coefficients d’interpolation déterminés en imposant que la relation (6.26)
soit vérifiée pour les 4 points du maillage les plus proches du point x′j où l’on cherche à calculer fj .
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L’influence du paramètre nv qui fixe la taille du voisinage de points est montrée sur la fi-
gure 6.10 où l’erreur d’interpolation (6.25) obtenue pour nv = 3, 5, 7 et 10 est représentée en
fonction du nombre d’onde k∆x. Les différentes interpolations ont été réalisées avec la fonction
P (x) = β1 + β2x. Les erreurs les plus importantes sont obtenues dans le calcul avec nv = 3.
On peut remarquer que dans ce cas, l’erreur d’interpolation est supérieure à celle calculée avec
l’interpolation polynomiale Po3 pour les nombres d’onde k∆x < pi/3. Lorsque la taille du voisinage
de points croît, l’erreur d’interpolation diminue, comme attendu. Le passage de nv = 3 à nv = 5
réduit la valeur de l’erreur d’un ordre de grandeur pour les nombres d’onde k∆ < pi/3. L’erreur la
plus faible est obtenue dans le calcul avec la valeur de nv la plus élevée. Dans ce cas, l’erreur est
inférieure à celle obtenue dans l’interpolation avec Po3 pour pi/10 < k∆x < pi. Pour k∆x < pi/10,
elle est supérieure à l’erreur de l’interpolation polynomiale, mais reste plus petite que 10−4.
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Figure 6.10 – Erreur d’interpolation sur l’échantillon de Nr points avec P (x) = β1 + β2x en
fonction du nombre d’onde sans dimension k∆x en utilisant nv = 3, nv = 5,
nv = 7, nv = 10, et l’interpolation polynomiale avec Po3.
L’influence du choix de la fonction polynomiale P pour l’interpolation RBF est montrée sur
la figure 6.11, où l’erreur d’interpolation est tracée en fonction du nombre d’onde sans dimension
pour des interpolations sans fonction polynomiale et avec P (x) = β1, P (x) = β1 + β2x et P (x) =
β1 + β2x + β3x2. Les calculs sont effectués avec nv = 5. L’erreur la plus élevée est obtenue avec
l’interpolation n’utilisant pas de fonction polynomiale. En particulier, elle est de l’ordre de 10−4
pour k∆x = pi/32. L’utilisation de P (x) = β1 ou P (x) = β1 + β2x ne permet pas de diminuer
l’erreur d’interpolation par rapport à celle obtenue sans polynôme. Les erreurs sont identiques dans
ces trois cas. En revanche, l’utilisation d’une fonction polynomiale du second degré permet d’obtenir
une erreur d’interpolation inférieure à celle calculée avec l’interpolation polynomiale Po3 quelque
soit le nombre d’onde considéré.
Les résultats de cette étude montrent qu’il est nécessaire de considérer un voisinage de points
suffisamment grand pour obtenir des erreurs d’interpolation faibles. De plus, il apparaît intéressant
d’utiliser une fonction polynomiale de degré 2 afin de réduire l’erreur d’interpolation pour les petits
nombres d’onde bien résolus par les schémas de discrétisation spatiale. Pour des interpolations en
2-D et 3-D, le nombre de points contenus dans le voisinage peut être élevé lorsque nv ≥ 5. En
pratique, on utilisera nv = 5 par la suite et on pourra être amené à limiter le nombre de points du
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voisinage employés pour l’interpolation afin de réduire le coût de calcul. Un paramètre np max > 0
est en effet introduit pour spécifier le nombre de points maximum considérés pour l’interpolation.
De plus, nous réaliserons des interpolations avec une fonction polynomiale de degré maximal égal à
1, soit P (x) = β1 +β2x. En effet, en 3-D, les fonctions polynomiales de degré supérieur contiennent
un nombre important de coefficients d’interpolation à calculer. Au second degré par exemple, en
3-D, la fonction polynomiale fait intervenir 10 coefficients, et s’écrit alors :
P (x) = β1 + β2x+ β3y + β4z + β5x2 + β6y2 + β7z2 + β8xy + β9yz + β10xz (6.27)
10−6
10−5
10−4
10−3
10−2
10−1
100
pi/32 pi/8 pi/4 pi/3 pi/2 pi
E
rr
eu
r
k∆x
Figure 6.11 – Erreur d’interpolation sur l’échantillon de Nr points avec nv = 5 en fonction
du nombre d’onde sans dimension k∆x : interpolation sans polynôme, ◦ P (x) = β1,
P (x) = β1 + β2x, P (x) = β1 + β2x+ β3x2, et avec Po3.
La performance du traitement aux interfaces des maillages non conformes sera évaluée dans le
chapitre 8 en simulant en 2-D la convection d’un tourbillon et le développement d’une couche de
mélange.
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Chapitre 7
Etude des effets d’un raccord conforme dans l’écoulement
Ce chapitre porte sur l’étude des raccords conformes, c’est-à-dire des raccords de bloc au travers
desquels les lignes du maillage sont continues. La performance de la discrétisation spatiale pour
les raccords conformes présentée dans le chapitre 2 à la section 2.4.2 est évaluée. L’objectif est
de s’assurer que la modification du schéma de Fosso et al. [56] et du filtre d’ordre 6 de Visbal et
Gaitonde [123] près des raccords n’affecte pas significativement le développement de l’écoulement
dans ces régions. Pour cela, la convection d’un tourbillon et le développement d’une couche mélange
sont simulés en deux dimensions en présence d’un raccord de bloc.
7.1 Convection d’un tourbillon
Un tourbillon rond est convecté dans un écoulement moyen caractérisé par un nombre de Mach
M de 0.5, une pression p0 de 105 Pa et une température T0 égale à 300 K. Un domaine de calcul
bidimensionnel est considéré pour la simulation. Il s’étend de x = 0 à x = 3L dans la direction de
l’écoulement, et de y = 0 à y = L dans la direction transverse, où L = 0.1 m. L’écoulement est
dirigé de la gauche vers la droite. Aux frontières du domaine, les conditions de rayonnement de Tam
et Webb [115] sont imposées. Le maillage utilisé pour la simulation est cartésien et uniforme. Il
contient 382 points dans la direction x et 128 points dans la direction y. Le pas d’espace du maillage
est égal à ∆ = L/127 dans chaque direction. Le tourbillon est caractérisé par les fluctuations de
vitesse et de pression suivantes [56] :
u′ = − Γ
R2
(y − yc) exp
(
−(x− xc)
2 + (y − yc)2
2R2
)
v′ = Γ
R2
(x− xc) exp
(
−(x− xc)
2 + (y − yc)2
2R2
)
p′ = − ρΓ
2
2R2 exp
(
−(x− xc)
2 + (y − yc)2
R2
) (7.1)
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où (xc = 0.5L, yc = 0.5L) représente la position du tourbillon à t = 0, R = L/20 est son rayon et
Γ correspond à son intensité donnée par la relation :
ρΓ2
2R2 = 10
3 Pa (7.2)
Le tourbillon est discrétisé par 10 points dans sa demi-largeur. Les fluctuations (7.1) sont su-
perposées à l’écoulement moyen pour obtenir les conditions initiales. Le pas de temps ∆t de la
simulation est égal à 2×10−7s de façon à imposer un nombre de CFL = (1 +M)c∆t/∆ ' 0.2 où c
est la vitesse du son. Comme on s’intéresse aux propriétés de la discrétisation spatiale, le nombre de
CFL est volontairement choisi faible pour limiter les effets éventuels de la discrétisation temporelle.
Le domaine de calcul est divisé en deux blocs séparés par une interface en x = L, comme il est
illustré sur la figure 7.1. Lorsque le tourbillon traverse cette interface, des ondes d’origine numérique
sont susceptibles d’être produites car on modifie localement les schémas de discrétisation spatiale
près des raccords. Dans cette simulation, le maillage est identique des deux côtés du raccord. Si
ce n’était pas le cas, des ondes supplémentaires liées au (dé)raffinement du maillage au raccord
pourraient être générées.
Figure 7.1 – Représentation de la position du raccord de bloc par un trait vertical en x = L, et
de la position des points du maillage où le champ de pression est enregistré par des carrés.
L’objectif du calcul est de s’assurer que l’amplitude des ondes produites au raccord est faible
par rapport aux fluctuations de pression dans le tourbillon. Pour cela, nous proposons de comparer
le champ de pression obtenu dans cette simulation au champ de pression issu d’un calcul identique
sans raccord de bloc. Ces deux champs sont respectivement notés praccord et psans raccord dans la
suite. Cette technique permet de mesurer le bruit numérique uniquement dû à l’ajout du raccord
de bloc dans le domaine de calcul, contrairement à une comparaison avec la fonction analytique du
tourbillon (7.1) qui tient aussi compte des approximations réalisées par les schémas numériques de
discrétisation spatiale. Le champ de pression ∆p = praccord − psans raccord calculé aux instants où le
tourbillon traverse le raccord et où il se trouve en x = 1.25L est présenté sur la figure 7.2. A ces
deux instants, l’amplitude des fluctuations de pression ∆p est faible par rapport à la dépression de
103 Pa dans le tourbillon. Les niveaux les plus élevés de ces fluctuations sont en effet environ égaux
à 0.01 Pa. Ils sont observés dans le tourbillon.
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(a) (b)
Figure 7.2 – Représentation du champ de pression ∆p = praccord − psans raccord obtenu : (a) à
l’instant où le tourbillon traverse le raccord de bloc, (b) quand le tourbillon est situé en x = 1.25L.
Les niveaux de couleur sont donnés en Pa.
Des résultats plus quantitatifs sont obtenus en enregistrant l’évolution temporelle de ∆p =
praccord − psans raccord en des points du maillage situés en amont du raccord de bloc en x = 0.8L et
y = 0.75L, près du raccord en x = L et y = 0.5L et en aval du raccord en x = 1.2L et y = 0.75L.
La position de ces points dans le domaine de calcul est indiquée par des carrés sur la figure 7.1.
L’écart de pression ∆p = praccord − psans raccord obtenus en ces trois points est tracé sur les
figures 7.3. Une ligne verticale en pointillés indique l’instant où le tourbillon traverse le raccord.
Au raccord en x = L et y = 0.5L, d’après la figure 7.3(b), le champ ∆p présente des amplitudes
maximales d’environ 0.01 Pa. Ces valeurs sont atteintes lorsque le tourbillon franchit l’interface
de bloc. Une fois que le tourbillon a traversé le raccord, l’amplitude du champ de pression décroît
rapidement. En amont du raccord du bloc en x = 0.8L et y = 0.75L, les écarts de pression ∆p sur
la figure 7.3(a) restent inférieurs à 0.005 Pa. Ils sont deux fois plus faibles que les écarts enregistrés
au raccord. En aval du raccord en x = 1.2L et y = 0.75L, l’amplitude des ondes numériques est
inférieure à 0.001 Pa sur la figure 7.3(c). Les écarts entre les champs de pression issus des simulations
avec et sans raccord de bloc sont donc très faibles par rapport aux fluctuations de pression de 103
Pa dans le tourbillon. Ces résultats démontrent que la présence du raccord de bloc n’affecte pas
significativement la convection du tourbillon.
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Figure 7.3 – Evolution temporelle des fluctuations de pression ∆p = praccord− psans raccord en Pa :
(a) en amont du raccord de bloc en x = 0.8L et y = 0.75L, (b) au raccord en x = L et y = 0.5L,
et (c) en aval du raccord en x = 1.2L et y = 0.75L. La ligne en pointillés indique l’instant où le
tourbillon traverse le raccord.
7.2 Simulation d’une couche de mélange
Une couche de mélange bidimensionnelle est à présent simulée en utilisant le traitement pour
les raccords de bloc conformes présenté dans le chapitre 2. Les paramètres de l’écoulement et le
domaine de calcul sont similaires à ceux utilisés par Bogey et Bailly [17]. La vitesse longitudinale
moyenne dans la couche de mélange est définie par le profil en tangente hyperbolique suivant :
u(x, y) = U1 + U22 +
U2 − U1
2 tanh
( 2y
δw(0)
)
(7.3)
où U1 = 40 m/s et U2 = 160 m/s sont les vitesses faible et élevée, et δw(0) = 1.6 × 10−3 m est
l’épaisseur de vorticité initiale. La vitesse dans la direction y est initialement nulle. L’écoulement
est caractérisé par un nombre de Reynolds Rew = δw(0)(U2 − U1)/ν = 1.28 × 104, où est ν est la
viscosité cinématique moléculaire. Dans le milieu ambiant, la pression p0 est égale à 105 Pa.
Le domaine de calcul considéré pour la simulation est présenté sur la figure 7.4(a). Il s’étend de
0 à 280δw(0) dans la direction x et de -320δw(0) à 320δw(0) dans la direction y. En entrée, en sortie
et sur les frontières latérales du domaine, les conditions de rayonnement de Tam et Webb [115] sont
imposées. Le maillage contient 441 points dans chaque direction. Il est montré sur la figure 7.4(a).
En amont, dans la couche de cisaillement en x = 0 et en y = 0, les tailles de maille dans les
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directions x et y sont égales à ∆x0 = 0.32δw(0) et ∆y0 = 0.16δw(0). Le maillage est alors étiré
dans la direction y avec un taux de déraffinement de 1.8% jusqu’à ∆ymax = 3δw(0). Dans la
direction de l’écoulement, la taille des mailles est constante et égale à ∆x0 pour x ≤ 110δw(0).
Pour x > 110δw(0), un taux de déraffinement de 2.8% est appliqué pour former une zone éponge
et ainsi dissiper les fluctuations aérodynamiques à l’approche de la frontière de sortie du domaine
de calcul. Le pas de temps ∆t de la simulation est égal à 0.52∆y0/c, où c est la vitesse du son.
(a) (b)
Figure 7.4 – Représentation : (a) du domaine de calcul, du maillage et de l’emplacement du raccord
de bloc en x = xr indiqué par un trait pointillé vertical, (b) du champ instantané de dilatation
avec des niveaux de couleur compris entre -2 s−1 et 2 s−1 du rouge au bleu.
La couche de mélange est excitée aux deux fréquences f0 et f0/2, où la valeur de f0 est égale
à 0.132(U1 + U2)/(2δw(0)) [17]. Cette excitation est appliquée à chaque itération temporelle en
x = 15∆x0 = 4.8δw(0) et y = 0. Elle a pour effet d’organiser le développement tourbillonnaire dans
la couche de mélange, et de provoquer un appariement proche de x = 70δw(0), comme il est illustré
sur le champ de vorticité de la figure 7.5. Cet appariement s’accompagne d’une émission d’ondes
acoustiques. Ces ondes sont visibles sur la figure 7.4(b) présentant une vue du champ instantané
de dilatation.
La performance de la discrétisation spatiale à proximité des raccords conformes est évaluée en
réalisant une simulation dans laquelle le domaine de calcul est divisé en deux blocs séparés par une
interface verticale en xr = 60δw(0), comme il est montré sur les figures 7.4(a) et 7.5. Cette interface
est située à proximité de l’endroit où l’appariement tourbillonnaire a lieu. Elle est perpendiculaire
à la direction de l’écoulement car lors de tests, nous avons observé que cette configuration générait
davantage d’ondes parasites au raccord qu’une interface alignée avec la direction de l’écoulement.
Dans cette configuration, la taille des mailles est identique des deux côtés du raccord de bloc.
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Figure 7.5 – Représentation du champ instantané de la vorticité dans la couche de mélange avec
des niveaux de couleur compris entre 0 et 6.5× 104 s−1.
L’objectif est à présent de vérifier que la présence de ce raccord ne perturbe pas le développement
de la couche de mélange et le rayonnement acoustique produit par l’appariement tourbillonnaire.
Afin de mesurer l’amplitude des ondes numériques dues à la présence du raccord de bloc, le champ
de pression praccord obtenu dans la simulation est comparé au champ de pression psans raccord issu
d’un calcul identique sans raccord.
L’écart ∆p = praccord−psans raccord calculé à l’instant t = 40000∆t est montré sur la figure 7.6(a).
Les fluctuations de pression numériques ont des magnitudes faibles dans tout le domaine de calcul.
Elles présentent des valeurs maximales de quelques Pa à proximité du raccord de bloc au voisinage
de y = 0. Ces niveaux sont très inférieurs à ceux des fluctuations de pression p′ = praccord − p0
représentées au même instant sur la figure 7.6(b). En effet, des fluctuations de pression d’amplitude
supérieure à 100 Pa sont observées dans la couche de mélange autour de y = 0. Dans la région
acoustique, pour y ≥ 50δw(0), l’amplitude du champ p′ est plus faible et atteint quelques dizaines
de Pa. Le développement de la couche de mélange et le champ acoustique rayonné par l’appariement
des tourbillons ne semblent pas être significativement affectés par la présence du raccord de bloc.
(a) (b)
Figure 7.6 – Représentation (a) de la différence entre les champs de pression obtenus dans les
simulations avec et sans raccord de bloc ∆p = praccord − psans raccord et (b) des fluctuations de
pression p′ = praccord − p0, à l’instant t = 40000∆t . Les niveaux de couleur sont donnés en Pa.
Pour le vérifier, le champ de pression p est enregistré dans la région aérodynamique près du
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raccord en x = 59δw(0) et y = 0 pour les simulations avec et sans raccord de bloc. Les valeurs de la
pression sont également relevées en deux points de la région acoustique situés à proximité du raccord
en x = 59δw(0) et y = 70δw(0) et en amont du raccord en x = 29δw(0) et y = 70δw(0). La position
des trois points de mesure dans le domaine de calcul est représentée sur la figure 7.7. L’acquisition du
champ de pression en ces trois points est réalisée pendant une durée de T = 40000∆t correspondant
une fréquence minimale de 7.6 × 10−3f0. La fréquence d’échantillonnage est choisie pour calculer
des spectres jusqu’à une fréquence de 7.5f0.
Figure 7.7 – Représentation de la position des points du maillage où le champ de pression est
enregistré par des carrés : dans l’écoulement près du raccord de bloc au point (x = 59δw(0), y = 0),
et dans la région acoustique aux points (x = 29δw(0), y = 70δw(0)) et (x = 59δw(0), y = 70δw(0)).
Le champ instantané de la vorticité dans la couche de mélange est également présenté avec des
niveaux de couleur compris entre 0 et 6.5× 104 s−1.
7.2.1 Champ de pression dans la région aérodynamique près du raccord
L’évolution temporelle des fluctuations de pression p′ = p − p0 obtenues dans les simulations
avec et sans raccord de bloc dans la région aérodynamique en x = 59δw(0) et y = 0 est montrée
sur la figure 7.8(a). Les champs de pression présentent des amplitudes de l’ordre de 103 Pa. Les
courbes avec et sans raccord sont superposées.
Les spectres des signaux temporels de la figure 7.8(a) sont donnés sur la figure 7.8(b) en fonction
de la fréquence f normalisée par f0. Les deux spectres ont des formes similaires et sont caractérisés
par la présence de deux pics principaux en f0/2 et f0 correspondant aux fréquences d’excitation
de la couche de mélange. L’amplitude des pics visibles sur les spectres en f = f0/2 et f = f0
semble très proche dans les deux simulations. Pour f > 3f0, des écarts de quelques dizaines de dB
sont observés entre les deux spectres. Ces différences sont négligeables car elles surviennent à des
fréquences où l’énergie contenue dans le signal est très faible.
L’évolution temporelle de la pression ∆p = praccord − psans raccord est présentée sur la figure 7.9.
Elle correspond à la différence des signaux de la figure 7.8(a). Les écarts entre les deux champs de
pression sont inférieurs à 5 Pa et sont donc très faibles par rapport à l’amplitude des fluctuations
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p′ en ce point.
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Figure 7.8 – Représentation : (a) de l’évolution temporelle des fluctuations de la pression p′ = p−p0
en x = 59δw(0) et y = 0, (b) du spectre correspondant : simulation sans raccord de bloc et
simulation avec raccord de bloc.
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Figure 7.9 – Représentation de l’évolution temporelle de la différence de pression ∆p = praccord −
psans raccord entre les simulations avec et sans raccord de bloc en x = 59δw(0) et y = 0.
Les résultats observés sur les figures 7.8 et 7.9 démontrent que la présence du raccord ne modifie
pas significativement l’évolution de la pression dans cette région de l’écoulement.
7.2.2 Champ de pression dans la région acoustique
Les effets du raccord de bloc dans la région acoustique en y = 70δw(0) sont à présent examinés.
7.2.2.1 A proximité du raccord de bloc
Le champ des fluctuations de pression acoustique enregistré dans les simulations avec et sans
raccord de bloc près du raccord en x = 59δw(0) et y = 70δw(0) est présenté sur la figure 7.10(a)
en fonction du temps. Les fluctuations ont des magnitudes plus faibles que dans la région aéro-
dynamique et atteignent au maximum 25 Pa environ. Les deux courbes sont superposeés, comme
en y = 0 sur la figure 7.8(a). La proximité du raccord de bloc ne semble pas affecter le champ
de pression en ce point. La figure 7.10(b) représente les spectres correspondant en fonction de la
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fréquence f/f0. Pour f ≤ 2f0, les amplitudes des modes obtenues dans les deux simulations sont
très proches. Lorsque f > 2f0, l’amplitude des pics est plus grande de 25 dB dans la simulation
avec un raccord de bloc. Ces différences restent négligeables en raison du fait que l’énergie contenue
dans le signal est faible pour f > f0.
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Figure 7.10 – Représentation : (a) de l’évolution temporelle des fluctuations de la pression p′ =
p− p0 en x = 59δw(0) et y = 70δw(0), (b) du spectre correspondant : simulation sans raccord
de bloc et simulation avec raccord de bloc.
La figure 7.11 présente l’évolution temporelle de l’écart ∆p = praccord − psans raccord entre les
simulations avec et sans raccord de bloc en x = 59δw(0) et y = 70δw(0). L’amplitude maximale des
fluctuations de pression est égale à 0.05 Pa environ, ce qui est 500 fois plus faible que l’amplitude
des ondes acoustiques produites par l’appariement tourbillonnaire sur la figure 7.10(a).
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Figure 7.11 – Représentation de l’évolution temporelle de la différence de pression ∆p = praccord−
psans raccord entre les simulations avec et sans raccord de bloc en x = 59δw(0) et y = 70δw(0).
7.2.2.2 Loin du raccord de bloc
Dans la région acoustique en y = 70δw(0) à une distance de 30δw(0) du raccord de bloc, l’évo-
lution temporelle et le spectre des champs de pression obtenus dans les simulations avec et sans
raccord de bloc sont montrés sur la figure 7.12. Les résultats sont sensiblement les mêmes que
ceux obtenus en y = 70δw(0) près du raccord. Les deux champs de pression sont superposés sur
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la figure 7.12(a). Les spectres correspondant sur la figure 7.12(b) sont très proches pour f < 2f0.
Pour des fréquences plus élevées, des différences d’environ 25 dB sont observées. Ces différences
n’affectent pas significativement le champ de pression car l’énergie contenue dans le signal à ces
fréquences est très faible.
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Figure 7.12 – Représentation : (a) de l’évolution temporelle des fluctuations de la pression p′ =
p− p0 en x = 29δw(0) et y = 70δw(0), (b) du spectre correspondant : simulation sans raccord
de bloc et simulation avec raccord de bloc.
L’écart ∆p = praccord − psans raccord entre les deux champs de pression de la figures 7.12(a) est
tracé sur la figure 7.13. La présence du raccord de bloc induit un écart maximal sur la pression de
0.05 Pa environ, ce qui est 200 fois que faible que l’amplitude des ondes acoustiques enregistrée en
ce point.
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Figure 7.13 – Représentation de l’évolution temporelle de la différence de pression ∆p = praccord−
psans raccord entre les simulations avec et sans raccord de bloc en x = 29δw(0) et y = 70δw(0).
7.3 Conclusion
Les résultats obtenus dans les simulations de convection du tourbillon et de couche de mélange
montrent que la présence d’un raccord de bloc conforme n’affecte pas significativement le déve-
loppement de l’écoulement. Pour la convection du tourbillon, nous avons observé que les écarts de
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pression dus à la présence du raccord atteignent au maximum 0.01 Pa, ce qui est faible par rapport
aux fluctuations de 103 dans le tourbillon. Dans le cas de la couche de mélange, les différences
entre les champs de pression des simulations avec et sans raccord de blocs sont de quelques Pascal
dans la région de l’écoulement en y = 0 et de 0.05 Pa dans la région acoustique en y = 70δw(0).
Ces niveaux sont faibles par rapport aux fluctuations de la pression dans ces régions. Ces résultats
démontrent que la discrétisation spatiale pour les raccords conformes présentée dans le chapitre 2
est performante pour représenter avec précision l’écoulement près des raccords.
Il est à noter que ces simulations ont été réalisées avec des maillages pour lesquels la taille des
mailles est uniforme dans la direction x normale au raccord. Nous n’avons pas étudié les effets d’un
déraffinement du maillage ou d’un saut de maille au niveau du raccord dans la direction normale
à l’interface. Il est fort possible que des niveaux de bruit numérique différents soient mesurés dans
ces cas. Les effets de la résolution spatiale du tourbillon sur le bruit numérique rayonné au raccord
de bloc n’ont pas non plus été évalués dans cette étude.
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Chapitre 8
Etude de la qualité du traitement pour les raccords non conformes
Au voisinage des raccords de bloc, la discrétisation spatiale est traitée de manière particulière.
Pour les raccords non conformes, comme montré dans le chapitre 6, cette discrétisation s’effectue en
deux temps. La première étape consiste à reconstruire des cellules fictives près du raccord à l’aide
d’interpolations. Dans la seconde étape, des formulations du schéma de Fosso et al. [56] et du filtre
de Visbal et Gaitonde [123] modifiées sont appliquées au voisinage des raccords. Dans ce chapitre,
la qualité de ces deux étapes est examinée. Pour évaluer la performance des schémas développés
dans l’étape 2, la convection d’un tourbillon à travers un raccord conforme est tout d’abord simulée.
En effet, pour un raccord conforme, comme les cellules fictives existent, l’étape 2 peut être étudiée
indépendamment de l’étape 1. L’intérêt d’utiliser des interpolations pour la discrétisation spatiale
près des raccords non conformes est ensuite mis en évidence dans la section 8.2 en simulant la
convection d’un tourbillon et le développement d’une couche de mélange.
8.1 Justification du choix de la discrétisation spatiale aux raccords
non conformes
Pour évaluer la qualité des schémas de discrétisation aux raccords non conformes, trois simula-
tions de convection de tourbillon à travers un raccord de bloc conforme en 2-D sont réalisées. Elles
sont notées NoConf, Conf et Dec. Les paramètres de l’écoulement et du maillage, donnés dans
le chapitre 7 à la section 7.1, sont identiques pour les trois calculs. La discrétisation spatiale au
raccord est différente dans chaque simulation et présentée dans le tableau 8.1.
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simulation discrétisation spatiale au raccord
NoConf traitement pour les raccords non conformes
Conf traitement pour les raccords conformes
Dec schémas numériques décentrés sans cellule fictive
Table 8.1 – Simulations de convection d’un tourbillon à travers un raccord conforme.
Pour NoConf, la discrétisation pour les raccords non conformes décrite dans le chapitre 6 est
utilisée. Dans la simulation Conf, celle pour les raccords conformes, présentée dans le chapitre 2,
est employée. Cette simulation correspond au calcul de la section 7.1. Pour Conf et NoConf, la
même formulation pour le schéma de Fosso et al. [56] aux raccords est employée. En revanche,
pour le filtre de Visbal et Gaitonde [123], les traitements près des raccords sont différents. Pour
Conf, les formules décentrées (2.43) incluant cinq cellules fictives sont utilisées, alors que pour
NoConf, des formulations décentrées différentes (cf. éq. (6.6) et (6.7)) avec deux cellules fictives
sont implémentées. Cela est lié au fait que pour les raccords non conformes deux points fictifs sont
reconstruits pour limiter le coût d’interpolation. Enfin, dans Dec, des schémas de discrétisation
spatiale décentrés sans cellule fictive sont mis en oeuvre au raccord. En utilisant les notations de la
figure 6.1(b) du chapitre 6, dans le cas Dec, les vecteurs d’état U˜−1/2,j′ et U˜1/2,j′ aux interfaces I−1/2
et I1/2 près du raccord dans le bloc R sont calculés en utilisant les schémas implicites décentrés :
U˜−1/2,j′ + α−1/2U˜1/2,j′ = a0Ui′=0,j′ + a1Ui′=1,j′︸ ︷︷ ︸
cellules du bloc R uniquement
α′1/2U˜−1/2,j′ + U˜1/2,j′ + β′1/2U˜3/2,j′ = a′0Ui′=0,j′ + a′1Ui′=1,j′ + a′2Ui′=2,j′︸ ︷︷ ︸
cellules du bloc R uniquement
(8.1)
où α−1/2, ai, α′1/2, β′1/2 et a′i sont les coefficients d’interpolation des schémas déterminés à partir
de développements de Taylor. Les formules pour appliquer le filtre de Visbal et Gaitonde [123] sans
utiliser de cellules fictives près du raccord dans le bloc R s’écrivent :
Ûi′=0,j′ + αfÛi′=1,j′ =
6∑
k=0
β′kUk,j′
αfÛi=0,j′ + Ûi′=1,j′ + αfÛi′=2,j′ =
6∑
k=0
β′′′k Uk,j′
...
(8.2)
où αf = 0.47, β′′k et β′′′k sont les coefficients des filtres décentrés [59]. Ces schémas décentrés sont
particulièrement intéressants pour les calculs avec des raccords non conformes car ils ne nécessitent
pas de reconstruire de cellules fictives. Ainsi, la simulation Dec va permettre d’évaluer l’intérêt
d’inclure des points fictifs au voisinage des raccords. Pour chaque simulation, l’amplitude des ondes
d’origine numérique produites au raccord est estimée en enregistrant le champ de pression en trois
points du maillage situés en amont du raccord de bloc en x = 0.8L et y = 0.75L, près du raccord sur
la trajectoire du tourbillon en x = L et y = 0.5L, et en aval du raccord en x = 1.2L et y = 0.75L.
La position de ces points ainsi que celle du raccord en x = L sont montrées sur la figure 8.1. Pour
156
8.1. Justification du choix de la discrétisation spatiale aux raccords non conformes
rappel, le tourbillon est situé en x = 0.5L et y = 0.5L à t = 0. Comme pour l’étude des raccords
conformes dans le chapitre 7, le champ de pression praccord obtenu est comparé à un champ de
pression psans raccord issu d’un calcul sans raccord de bloc.
Figure 8.1 – Représentation de la position du raccord de bloc par un trait vertical en x = L, et
de la position des points du maillage où le champ de pression est enregistré par des carrés.
Les évolutions temporelles des fluctuations de pression ∆p = praccord−psans raccord obtenues dans
les trois simulations sont présentées sur la figure 8.2. L’instant où le tourbillon traverse le raccord
est indiqué par un trait vertical.
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Figure 8.2 – Evolution temporelle des fluctuations de pression praccord−psans raccord : (a) en amont
du raccord en x = 0.8L et y = 0.75L, (b) près du raccord de bloc en x = L et y = L/2, et (c) en
aval du raccord en x = 1.2L et y = 0.75L : NoConf, Conf et Dec. La ligne verticale
grisée indique l’instant où le tourbillon traverse le raccord.
Près du raccord, d’après la figure 8.2(b), le signal obtenu dans Dec, tracé en pointillés, présente
un extremum de -0.65 Pa. Des oscillations parasites persistent après le passage du tourbillon. Ces
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oscillations sont fortement atténuées pour le signal issu de NoConf représenté par des tirets, où
une amplitude maximale de 0.25 Pa est relevée. Des tendances similaires sont observées pour les
signaux enregistrés en amont et en aval du raccord sur les figures 8.2(a) et 8.2(c), où l’amplitude des
ondes d’origine numérique dans NoConf est réduite de plus de 50% par rapport à Dec. L’utilisation
de cellules fictives pour la discrétisation spatiale au raccord permet par conséquent de réduire
l’amplitude des ondes parasites. L’amplitude des ondes d’origine numérique obtenues dans NoConf
est néanmoins plus élevée que celle estimée dans Conf en amont, en aval et à proximité du raccord.
Comme il n’est pas évident de quantifier l’amplitude des oscillations produites dans Conf sur la
figure 8.2, les résultats obtenus dans cette simulation sont tracés séparément sur la figure 8.3. Les
amplitudes des ondes dans NoConf sont plus de dix fois supérieures à celles de Conf. Cela montre
que l’augmentation du nombre de points fictifs et l’utilisation des formules de filtrage de Conf
permettent de minimiser l’amplitude des ondes parasites près du raccord.
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Figure 8.3 – Evolution temporelle des fluctuations de pression ∆p = praccord−psans raccord obtenue
dans la simulation Conf : (a) en amont du raccord de bloc en x = 0.8L et y = 0.75L, (b) au raccord
en x = L et y = 0.5L, et (c) en aval du raccord en x = 1.2L et y = 0.75L. La ligne en pointillés
indique l’instant où le tourbillon traverse le raccord.
Parmi les trois discrétisations spatiales au raccord examinées dans cette section, celles qui uti-
lisent des schémas avec cellules fictives sont donc plus performantes pour réduire les oscillations
parasites par rapport à celle avec des schémas sans cellule fictive. Cela justifie donc pourquoi une
reconstruction de cellules fictives a été mise en oeuvre dans le chapitre 6 pour la discrétisation
spatiale près des raccords non conformes.
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8.2 Etude des effets d’un raccord non conforme dans l’écoulement
La performance de la discrétisation spatiale pour les raccords non conformes est à présent éva-
luée. Il s’agit notamment de mettre en évidence l’intérêt d’utiliser la technique d’interpolation RBF
pour construire le champ dans les cellules fictives et au raccord de bloc.
8.2.1 Convection d’un tourbillon
La convection d’un tourbillon 2-D est simulée en présence d’un raccord de bloc non conforme.
Les paramètres de l’écoulement sont donnés dans le chapitre 7 à la section 7.1. Le domaine de
calcul considéré pour la simulation s’étend de x = 0 à x = 3L dans la direction de l’écoulement, et
de y = 0 à y = L dans la direction transverse. Il est divisé en deux blocs séparés par une interface
en x = L. Le maillage utilisé est cartésien et contient 382 points uniformément répartis dans la
direction x, ce qui conduit à une taille de maille ∆x = L/127. Dans la direction y, afin de créer une
discontinuité du maillage au raccord, 128 points et 88 points sont respectivement utilisés à gauche
et à droite de l’interface de bloc, avec des tailles de maille égales à ∆yg = L/127 et ∆yd = L/87.
Le maillage ne présente pas de discontinuité au raccord dans la direction x.
Trois simulations notées C-RBFfict+racc, C-RBFfict et C-NoRBF sont réalisées. La discrétisa-
tion spatiale au raccord est différente dans les trois calculs. Elle est donnée dans le tableau 8.2.
Dans C-RBFfict+racc, la discrétisation spatiale pour les raccords non conformes présentée dans
le chapitre 6 est utilisée. Les valeurs prises aux cellules fictives et au raccord sont calculées à
partir d’interpolations RBF. Un voisinage de points défini par nv = 5 et une fonction polynomiale
de degré 1 sont utilisés pour réaliser les interpolations. Dans C-RBFfict, l’interpolation RBF
est utilisée pour les cellules fictives uniquement. L’état à interface est reconstruit à partir du
traitement [90] habituellement utilisé dans le code elsA pour les approches numériques de bas
ordre et présenté dans le chapitre 6 à la section 6.1.1. Dans C-NoRBF, l’interpolation RBF n’est
pas employée. Les cellules fictives et l’état à l’interface sont reconstruits avec le traitement pour
les approches numériques de bas ordre dans le code elsA.
simulation discrétisation spatiale au raccord
C-RBFfict+racc traitement pour les raccords non conformes : interpolations RBF pour reconstruire
les cellules fictives et le champ au raccord
C-RBFfict interpolations RBF pour les cellules fictives uniquement
C-NoRBF traitement sans interpolation RBF
Table 8.2 – Simulations de convection d’un tourbillon à travers un raccord non conforme.
Le champ de pression praccord obtenu dans chaque simulation est comparé au champ psans raccord
issu d’un calcul identique sans raccord de bloc. Pour un raccord non conforme, l’obtention du champ
psans raccord est plus complexe que dans le cas d’un raccord conforme. En effet, pour pouvoir être
comparés, les champs praccord et psans raccord doivent être calculés sur le même maillage. Dans ces
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conditions, le seul moyen d’obtenir psans raccord est de réaliser deux calculs sans raccord, notés S1 et
S2 dans la suite. La procédure pour déterminer psans raccord est présentée sur la figure 8.4. A partir
du maillage non conforme initial, deux maillages cartésiens et sans raccord de bloc sont créés. Le
maillage pour S1 est défini à partir du maillage initial en utilisant la partie située à gauche du
raccord non conforme. Le maillage pour S2 est obtenu de la même façon en considérant la partie du
maillage initial à droite du raccord. Le champ psans raccord est obtenu à partir du champ de pression
obtenu dans les simulations S1 et S2, comme il est montré en gris sur la figure. Le calcul de la
différence ∆p = praccord−psans raccord permet d’évaluer l’influence de la discrétisation spatiale et les
effets de la discontinuité du maillage au raccord non conforme. Cette technique, contrairement à
une comparaison avec la fonction analytique du tourbillon, permet de tenir compte du fait que le
tourbillon n’est pas représenté de la même façon sur les maillages à gauche et à droite du raccord.
Figure 8.4 – Calcul du champ de pression psans raccord pour un maillage non conforme.
Des cartographies de la différence de pression ∆p = praccord − psans raccord obtenue dans les trois
simulations à l’instant où le tourbillon se trouve en x = 1.25L sont présentées sur la figure 8.5.
Dans les trois calculs, le passage du tourbillon à travers le raccord produit une onde qui se propage
dans le domaine de calcul. L’amplitude des fluctuations de pression est de l’ordre de quelques Pa.
Ces niveaux sont plus élevés que ceux obtenus pour un raccord conforme qui atteignent environ
0.01 Pa (voir figure 7.2(b)). En revanche, ils sont faibles par rapport aux variations de 103 Pa dans
le tourbillon. Les ondes parasites les plus fortes sont obtenues sur la figure 8.5(c) pour C-NoRBF.
Dans C-RBFfict, la reconstruction des cellules fictives à partir d’interpolations RBF tend à réduire
l’amplitude de l’onde produite au raccord sur la figure 8.5(b). L’amplitude des ondes parasites est
significativement plus faible sur la figure 8.5(a) que dans les deux autres calculs. Cela démontre
l’intérêt d’utiliser l’interpolation RBF pour reconstruire l’état à l’interface et pas uniquement les
cellules fictives.
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(a) (b)
(c)
Figure 8.5 – Représentation des fluctuations de pression ∆p = praccord − psans raccord dues à la
présence du raccord de bloc à l’instant où le tourbillon est situé en x = 1.25L : (a) C-RBFfict+racc,
(b) C-RBFfict et (c) C-NoRBF. Les niveaux sont donnés en Pa.
Dans les trois simulations, l’évolution temporelle de ∆p = praccord − psans raccord est enregistrée
en trois points du maillage situés en amont du raccord de bloc en x = 0.8L et y = 0.75L, près du
raccord en x = L et y = 0.5L, et en aval du raccord en x = 1.2L et y = 0.75L. La position de
ces points est montrée sur la figure 8.1. Les signaux sont présentés sur la figure 8.6. L’instant où le
tourbillon traverse le raccord est indiqué par un trait vertical. Le passage du tourbillon à travers
le raccord génère des oscillations parasites dans le domaine de calcul. L’amplitude de ces ondes est
plus élevée que celle estimée dans le cas d’un raccord conforme sur la figure 8.2. Pour C-NoRBF,
le champ ∆p aux trois points atteint des pics de 1.5 Pa, -3 Pa et 0.8 Pa. Dans C-RBFfict, ces
niveaux sont réduits de 30 % en amont et en aval du raccord. La reconstruction des cellules fictives
par interpolation permet donc de diminuer l’amplitude des ondes parasites en amont et en aval du
raccord. En revanche, près du raccord, des niveaux plus élevés atteignant -4 Pa sont observés au
passage du tourbillon dans C-RBFfict. Dans C-RBFfict+racc, l’amplitude des ondes parasites est
significativement réduite par rapport aux deux autres calculs. Ces résultats démontrent l’intérêt de
la discrétisation spatiale pour les raccords non conformes présentée dans le chapitre 6.
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Figure 8.6 – Evolution temporelle des fluctuations de pression praccord−psans raccord : (a) en amont
du raccord de bloc en x = 0.8L et y = 0.75L, (b) au raccord en x = L et y = L/2, et (c) en aval
du raccord en x = 1.2L et y = 0.75L : C-RBFfict+racc, C-RBFfict et C-NoRBF.
La ligne verticale grisée indique l’instant où le tourbillon traverse le raccord.
8.2.2 Simulation d’une couche de mélange
Trois simulations de couche de mélange en 2-D notées M-RBFfict+racc, M-RBFfict et M-NoRBF
sont réalisées en présence d’un raccord non conforme. Les paramètres de l’écoulement et le maillage
sont identiques pour les trois calculs. Ils sont donnés dans le chapitre 7 à la section 7.2. Le raccord
est positionné en x = 60δw(0) à proximité de l’endroit où l’appariement tourbillonnaire a lieu dans
la couche de mélange. Afin de créer un raccord non conforme, la partie du maillage située du côté
droit du raccord est décalée de ∆y0/2 = 0.08δw(0) vers le haut. Dans la direction de l’écoulement
x, le maillage ne présente pas de discontinuité au raccord. La discrétisation au raccord, différente
pour chaque simulation, est donnée dans le tableau 8.3. Pour M-RBFfict+racc, la discrétisation
spatiale pour les raccords non conformes présentée dans le chapitre 6 est employée. Pour les in-
terpolations RBF, un voisinage de points défini par nv = 5 et une fonction polynomiale de degré
1 sont utilisés. Dans M-RBFfict, l’interpolation RBF est appliquée pour la définition des cellules
fictives uniquement. Enfin, dans la simulation M-NoRBF, l’interpolation RBF n’est pas utilisée.
Les cellules fictives et l’état à l’interface sont reconstruits à partir du traitement pour les approches
numériques de bas ordre dans le code elsA [90].
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simulation discrétisation spatiale au raccord
M-RBFfict+racc traitement pour les raccords non conformes : interpolations RBF pour reconstruire
les cellules fictives et le champ au raccord
M-RBFfict interpolations RBF pour les cellules fictives uniquement
M-NoRBF traitement sans interpolation RBF
Table 8.3 – Simulations d’une couche de mélange à travers un raccord non conforme.
Pour évaluer le bruit produit par le raccord non conforme, le champ de pression praccord obtenu
dans chaque simulation est comparé au champ de pression psans raccord issu d’un calcul sans raccord
de bloc. L’écart ∆p = praccord − psans raccord n’est calculé que dans la partie du domaine de calcul
située à gauche du raccord de bloc. En effet, il n’est pas possible de déterminer le champ psans raccord
dans tout le domaine de calcul à partir de deux simulations sans raccord, comme il a été réalisé
pour la convection du tourbillon sur la figure 8.4. Cela nécessiterait d’appliquer la méthode d’exci-
tation [17] de la couche de mélange sur deux maillages différents. Or, cette excitation est définie à
partir des paramètres du maillage. Le développement de la couche de mélange sera par conséquent
différent si les maillages ne sont pas identiques. Dans ce cas, les champs praccord et psans raccord ne
peuvent pas être comparés du côté droit du raccord.
Des cartographies de ∆p = praccord − psans raccord calculé dans les trois simulations à gauche du
raccord non conforme sont présentées sur la figure 8.7.
(a) (b) (c)
Figure 8.7 – Représentation des fluctuations de pression ∆p = praccord − psans raccord à l’instant
t = 40000∆t : (a) M-RBFfict+racc, (b) M-RBFfict et (c) M-NoRBF. Les niveaux sont donnés en
Pa.
Dans les trois calculs, la présence du raccord non conforme conduit à des écarts de pression
de quelques dizaines de Pa dans la région du cisaillement proche de y = 0. Ces écarts sont plus
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faibles et de l’ordre de quelques Pa dans la région acoustique pour y > 50δw(0). Les amplitudes
de ∆p les plus élevées sont observées sur les figures 8.7(b) et 8.7(c) pour M-RBFfict et M-NoRBF.
Les niveaux les plus faibles sont obtenus dans M-RBFfict+racc où des interpolations RBF sont
réalisées pour définir les cellules fictives et l’état interpolé au raccord. Comme pour la convection
du tourbillon à la section 8.2.1, ces résultats montrent l’intérêt d’utiliser la méthode proposée pour
le traitement des raccords non conformes dans le chapitre 6. Par la suite, seuls les résultats obtenus
dans M-RBFfict+racc sont présentés.
Des résultats plus quantitatifs concernant le développement de la couche de mélange dans M-
RBFfict+racc et dans la simulation sans raccord de bloc sont obtenus en enregistrant la pression
p près du raccord en x = 59δw(0) et y = 0. Les valeurs de la pression sont également relevées à
proximité du raccord en x = 59δw(0) et y = 70δw(0) et en amont du raccord en x = 29δw(0) et
y = 70δw(0). La position de ces points de maillage dans le domaine de calcul est symbolisée par
des carrés sur la figure 8.8. Ces positions sont les mêmes que dans les calculs de couche de mélange
réalisés avec un raccord conforme dans le chapitre 7 pour permettre la comparaison des résultats.
La pression en ces points est enregistrée pendant une durée de T = 40000∆t conduisant à une
fréquence minimale de 7.6 × 10−3f0. La fréquence d’échantillonnage est choisie pour calculer des
spectres jusqu’à f = 7.5f0.
Figure 8.8 – Représentation de la position des points du maillage où le champ de pression est
enregistré par des carrés : dans l’écoulement près du raccord de bloc au point (x = 59δw(0), y = 0),
et dans la région acoustique aux points (x = 29δw(0), y = 70δw(0)) et (x = 59δw(0), y = 70δw(0)).
Le champ instantané de la vorticité dans la couche de mélange est également présenté avec des
niveaux de couleur compris entre 0 et 6.5× 104 s−1.
8.2.2.1 Champ de pression dans la région aérodynamique près du raccord
L’évolution temporelle des fluctuations de pression p′ = p − p0 dans la région du cisaillement
près du raccord en x = 59δw(0) et y = 0 est présentée sur la figure 8.9(a) pour les simulations
avec et sans raccord de bloc. Les deux courbes sont superposées. Les spectres correspondants,
tracés sur la figure 8.9(b), présentent des formes très similaires. Les pics principaux en f0/2 et
f0 ont en particulier des amplitudes très proches. Des différences de quelques dizaines de dB sont
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cependant visibles pour f > 2f0. Elles sont négligeables compte tenu des faibles niveaux d’énergie
à ces fréquences. Ces résultats sont très proches de ceux obtenus dans le cas d’un raccord conforme
sur la figure 7.8.
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Figure 8.9 – Représentation : (a) de l’évolution temporelle des fluctuations de la pression p′ = p−p0
en x = 59δw(0) et y = 0, (b) du spectre correspondant : simulation sans raccord de bloc et
M-RBFfict+racc.
L’évolution temporelle de la différence de pression ∆p = praccord − psans raccord donnée par dif-
férence des signaux de pression de la figure 8.9(a) est montrée sur la figure 8.10. Cette différence
atteint au maximum une quinzaine de Pa. Elle est trois fois plus élevée que celle obtenue dans la
simulation avec un raccord conforme (voir figure 7.9). L’amplitude du champ ∆p est néanmoins
faible par rapport à celle des fluctuations de pression p′ de la figure 8.9(a). Ainsi, la présence du
raccord non conforme n’affecte pas significativement le développement de couche de mélange dans
la région aérodynamique.
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Figure 8.10 – Représentation de l’évolution temporelle de la différence de pression ∆p = praccord−
psans raccord entre les simulations avec et sans raccord de bloc au point situé en x = 59δw(0) et
y = 0.
8.2.2.2 Champ de pression dans la région acoustique
A PROXIMITÉ DU RACCORD DE BLOC Les signaux p′ = p−p0 enregistrés en x = 59δw(0) et y = 70δw(0) dans
les simulations avec et sans raccord sont présentés sur la figure 8.11(a). Des fluctuations de pression
165
chapitre 8. Etude de la qualité du traitement pour les raccords non conformes
d’amplitude égale à 25 Pa environ sont obtenues. Les deux signaux sont similaires mais leur valeur
moyenne est légèrement différente. Cette dérive du champ moyen peut être due aux conditions
limites appliquées aux frontières du domaine de calcul. Les spectres correspondants, tracés sur la
figure 8.11(b), ont des formes très proches pour f < 2f0. Pour des fréquences supérieures à 2f0,
l’amplitude des pics est plus élevée de 30 dB dans la simulation avec le raccord non conforme. De
telles différences ont également été observées dans le cas d’un raccord conforme dans le chapitre 7.
Elles n’impactent pas considérablement le rayonnement acoustique dans la couche de mélange car
l’énergie contenue dans le signal est faible pour f > 2f0.
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Figure 8.11 – Représentation : (a) de l’évolution temporelle des fluctuations de la pression p′ =
p− p0 en x = 59δw(0) et y = 70δw(0), (b) du spectre correspondant : simulation sans raccord
de bloc et M-RBFfict+racc.
L’évolution temporelle de l’écart ∆p = praccord − psans raccord correspondant à la différence des
champs de pression de la figure 8.11(a) est montrée sur la figure 8.12. Un écart crête à crête de
1 Pa environ est obtenu. Cela signifie que la présence du raccord non conforme ne modifie pas
significativement le champ acoustique en x = 59δw(0) et y = 70δw(0).
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Figure 8.12 – Représentation de l’évolution temporelle de la différence de pression ∆p = praccord−
psans raccord entre les simulations avec et sans raccord de bloc au point situé en x = 59δw(0) et
y = 70δw(0).
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LOIN DU RACCORD DE BLOC Les signaux des fluctuations de pression p′ = p − p0 enregistrés dans la
région acoustique en x = 29δw(0) et y = 70δw(0) dans les simulations avec et sans raccord de bloc
sont présentés sur la figure 8.13(a). Les spectres correspondants sont tracés sur la figure 8.13(b).
Les résultats sont très similaires à ceux enregistrés dans la région acoustique près du raccord sur la
figure 8.11(a). En effet, le champ de pression p′ obtenu dans le calcul avec un raccord non conforme
présente un écart d’amplitude par rapport au champ p′ calculé sans raccord. Les spectres de ces
signaux sont très proches pour f < 2f0. Des différences de 30 dB sont observées entre les deux
signaux pour f > 2f0.
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Figure 8.13 – Représentation : (a) de l’évolution temporelle des fluctuations de la pression p′ =
p − p0 en x = 29δw(0) et y = 70δw(0), (b) du spectre correspodant : simulation sans raccord
de bloc et M-RBFfict+racc.
La différence de pression ∆p = praccord − psans raccord est présentée en fonction du temps sur la
figure 8.14. Un écart de 1 Pa environ est obtenu crête à crête entre les simulations avec et sans
raccord de bloc.
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Figure 8.14 – Représentation de l’évolution temporelle de la différence de pression ∆p = praccord−
psans raccord entre les simulations avec et sans raccord de bloc au point situé en x = 29δw(0) et
y = 70δw(0).
Des ondes parasites plus fortes sont observées par rapport à la simulation avec un raccord
conforme dans le chapitre 7. Ce résultat peut être attribué à la discrétisation spatiale près du
raccord ainsi qu’au changement de la résolution du maillage à l’interface.
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8.3 Conclusion
Dans ce chapitre, la performance du traitement aux interfaces des maillages non conformes
proposé au chapitre 6 a été évaluée en simulant la convection d’un tourbillon et le développement
d’une couche de mélange en 2-D. Ce traitement, s’appuyant sur une technique d’interpolation et
l’utilisation de cellules fictives, permet de réduire le rayonnement numérique près des raccords par
rapport à une discrétisation spatiale sans cellule fictive. Les ondes d’origine numérique produites
aux raccords sont d’amplitude relativement faible par rapport aux fluctuations de pression dans
l’écoulement. Ces simulations 2-D constituent une étape de validation nécessaire avant de considérer
des configurations d’écoulement plus complexes. Le traitement aux interfaces des maillages non
conformes sera à terme appliqué pour simuler des écoulements de jet en 3-D avec la LES.
Comme dans l’étude des raccords conformes, il est à noter que ces simulations été effectuées avec
des maillages pour lesquels la taille des mailles est uniforme dans la direction x normale au raccord.
Il serait intéressant d’étudier les effets de la résolution du maillage près du raccord en raffinant le
maillage du côté droit de l’interface, en introduisant un saut de maille dans la direction x ou en
augmentant la taille des mailles dans la direction y. Ces aspects n’ont pas été abordés dans cette
étude.
168
Conclusion
Conclusion générale
Ce travail de thèse est consacré au développement de méthodes numériques pour la réalisation
de calculs aéroacoustiques d’écoulements complexes par simulation des grandes échelles (LES). Ces
développements visent à permettre d’estimer avec précision le bruit des jets installés des moteurs
d’avion à un coût de calcul acceptable. L’approche LES s’appuie sur l’utilisation d’un filtre sélectif
pour modéliser les effets des échelles turbulentes non résolues. Des schémas d’ordre élevé peu
dispersifs et peu dissipatifs en volumes finis sont employés pour capturer et propager les ondes
sonores.
La simulation des écoulements de paroi a tout d’abord été considérée. Pour les écoulements à des
nombres de Reynolds suffisamment faibles, les couches limites peuvent être résolues numériquement.
Une nouvelle discrétisation spatiale, s’appuyant sur la reconstruction de cellules fictives, a été
proposée pour appliquer les schémas implicites de discrétisation spatiale de Fosso et al. [56] et le
filtre de Visbal et Gaitonde [123] près des parois. Un écoulement de canal turbulent à un nombre
de Mach de M = 0.2 et à un nombre de Reynolds de frottement de Reτ = 395 a été simulé avec
succès par notre approche LES résolue à la paroi et basée sur l’utilisation d’un filtrage sélectif
comme modèle de sous-maille. Le très bon accord obtenu entre les profils de vitesse turbulents et
les données des simulations numériques directes (DNS) de la littérature démontre la capacité de
notre approche LES à estimer les propriétés des écoulements pariétaux.
Pour les écoulements à des nombres de Reynolds plus élevés, la résolution des couches limites
est problématique. Les maillages très fins utilisés pour simuler les écoulements de paroi conduisent
en effet à une forte diminution du pas de temps des simulations pour une intégration temporelle
explicite, et à des grandes tailles de maillage. Une modélisation de paroi a donc été développée
pour permettre de s’affranchir de la résolution de l’intégralité des couches limites. Elle vise à repro-
duire l’évolution de l’écoulement moyen dans la région interne de la couche limite. Par conséquent,
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l’écoulement n’a plus besoin d’être résolu par la LES près des parois, et un maillage grossier peut
être utilisé dans ces régions limitant ainsi les restrictions sur le pas de temps. Un modèle de paroi
analytique a été combiné aux schémas implicites utilisés pour la discrétisation spatiale en volumes
finis. Une discrétisation spatiale particulière a été proposée pour tenir compte de la modélisation
de paroi. Elle est inspirée de celle proposée pour la LES résolue à la paroi en se basant sur la
reconstruction de cellules fictives. Elle présente la particularité de définir la vitesse et la tempéra-
ture dans les cellules fictives à partir des lois d’évolution de ces grandeurs fournies par le modèle
de paroi. Cette discrétisation est appliquée pour calculer un écoulement turbulent de canal plan
à M = 0.2 et à Reτ = 2000 en présence de parois adiabatiques et isothermes. Les résultats sont
en bon accord avec les données DNS de la littérature. Un jet simple subsonique et isotherme à
M = 0.5 et à un nombre de Reynolds basé sur le diamètre du jet D de ReD = 5× 105 est ensuite
simulé, en appliquant la modélisation de paroi à l’intérieur de la tuyère du jet. La LES avec loi
de paroi estime avec une bonne précision le développement du jet et le bruit rayonné en champ
lointain. En particulier, les conditions initiales et le développement aérodynamique du jet sont très
similaires aux données expérimentales. Un bon accord est enfin observé entre les spectres calculés
en champ lointain et les mesures.
Dans un deuxième temps, un traitement aux interfaces des maillages non conformes a été dé-
veloppé pour permettre d’utiliser des maillages plus simples pour les géométries complexes. Le
traitement proposé dans cette étude assure la compatibilité entre les schémas de discrétisation
spatiale et les maillages non conformes. Un soin particulier a été apporté pour que ce traitement
réponde aux exigences de précision imposées les simulations aéroacoustiques. Une technique d’in-
terpolation RBF (Radial Basis Functions en anglais) [126], de type meshless, a été mise en oeuvre
pour reconstruire des cellules fictives afin de pouvoir appliquer les schémas de discrétisation près
des raccords de bloc. Elle consiste à interpoler les variables de l’écoulement dans les cellules fic-
tives à partir d’un voisinage de points en utilisant des fonctions de base et des polynômes [44]. La
précision de la technique d’interpolation a été estimée à partir d’une analyse monodimensionnelle.
Les résultats ont montré que l’utilisation d’une fonction polynomiale de degré 0 et d’un voisinage
contenant une dizaine de points permet de reconstruire des fonctions sinusoïdales avec une bonne
précision. La qualité de la discrétisation spatiale aux raccords non conformes a ensuite été évaluée
à l’aide de cas tests bi-dimensionnels. En particulier, des cas de convection de tourbillon et de
développement de couche de mélange ont été simulés en présence de raccords non conformes. Afin
de quantifier le rayonnement numérique généré près des raccords, les champs de pression obtenus
ont été comparés avec ceux issus de calculs identiques sans raccord de bloc. L’amplitude des ondes
parasites produites près des raccords non conformes est très faible par rapport à celle des fluc-
tuations de pression d’origine aérodynamique et acoustique. La présence de raccord non conforme
n’affecte donc pas significativement le développement de l’écoulement.
Perspectives
Plusieurs perspectives à ce travail peuvent être envisagées.
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La modélisation de paroi proposée s’inscrit dans le cadre d’une première tentative de couplage
avec des méthodes d’ordre élevé. Elle s’appuie sur des lois analytiques qui ne tiennent pas compte
des gradients de pression longitudinaux près des parois. La simulation d’écoulements pariétaux en
présence de forts gradients de pression peut donc être problématique dans ce cas. Il serait donc
intéressant de considérer des modèles de parois plus élaborés tels que l’approche TBLE (Turbulent
Boundary Layer Equations en anglais) qui permettent de tenir compte des effets du gradient de
pression [77].
En ce qui concerne le traitement pour les maillages non conformes, sa performance reste à évaluer
pour les écoulements de jets en 3-D. De plus, l’étude de l’influence de la résolution du maillage près
des raccords non conformes mérite d’être plus approfondie. En effet, pour les maillages utilisés
dans cette étude, près des raccords, la taille des mailles dans la direction normale au raccord est
uniforme. Il serait par exemple intéressant d’examiner les effets d’un saut de maille au travers du
raccord. Par ailleurs, le choix des schémas de discrétisation spatiale au raccord pourrait être étudié
plus en détails. En particulier, il a été observé dans ce travail que l’application de formulations
décentrées pour le filtre de Visbal et Gaitonde près du raccord tend à augmenter l’amplitude des
oscillations parasites produites. Il est ainsi probable que l’utilisation de formulations différentes
pour le filtre permette de réduire ces oscillations près des raccords.
De manière plus générale, les méthodes développées dans cette étude peuvent également être
appliquées aux maillages mobiles rencontrés pour l’étude des écoulements dans les turbomachines.
Enfin, la mise en oeuvre d’une méthode d’intégration temporelle implicite pour les simulations
aéroacoustiques serait intéressante pour permettre de relâcher les fortes restrictions imposées sur
le pas de temps.
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