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We propose the indirect inference estimator as a consistent method to estimate the
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the indirect inference estimates are asymptotically biased if the error is neglected.
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error parameters can be consistently estimated. The issues of identification and
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1 Introduction
A common feature of many economic and financial time series is that they are recorded
with errors or frictions. In macroeconomics, most series are the result of complicated
processes of aggregation and are not observed exactly. For instance, the error in the mea-
surement of GDP is a well-known problem, see Aruoba et al. (2016). In financial markets
the transaction prices differ from the efficient ones when sampled at high frequency due to
the features of the trading process. Regressions for time series models with errors in mea-
surement have been discussed by Hannan (1963), Grether and Maddala (1973), Robinson
(1986) and Tanaka (2002) among others. Identifiability problems for such models ap-
pear in Maravall (1979), Anderson and Deistler (1984), Nowak (1985), Solo (1986) and
Chanda (1995). Staudenmayer and Buonaccorsi (2005) study the estimation of parame-
ters in autoregressive models when measurement error (ME) is uncorrelated but possibly
heteroskedastic. Hansen and Lunde (2014) study the properties of instrumental variables,
such as the lagged observed series, showing that they are very weak when the signal is not
persistent. Recently, more general hypotheses on ME have been considered, see Komunjer
and Ng (2014) and Song et al. (2015).
In this paper, we focus on the estimation of the parameters of pure time series models
when the data are observed with errors. Our methodology to deal with the errors-in-
variables problem is based on indirect inference (II henceforth) and is valid also when the
likelihood function (or any other criterion function that might form the basis of estimation)
is analytically intractable or too difficult to evaluate. II consists of two stages. First,
an auxiliary model is estimated on the observed data. Then an analytical or simulated
mapping, called binding function, of the structural model parameters to the auxiliary
statistic is calculated. II calibrates the parameters of the structural model to minimize
the distance between the estimated parameters of the auxiliary models. The methodology
has been introduced in the econometric literature by Smith (1993), Gourie´roux et al.
(1993), Bansal et al. (1995), Gallant and Tauchen (1996), and is surveyed in Gourie´roux
and Monfort (1996) and Jiang and Turnbull (2004). For example, the II methods have
been successfully employed in the estimation of continuous-time models for asset prices
and volatility where the transition density functions are often unknown and the stochastic
volatility (SV ) process is not directly observable, see among others Gallant et al. (1997),
Chernov et al. (2003), and, more recently, Gagliardini et al. (2017).
We first characterize the asymptotic bias of the II estimator, which would arise if we
neglect the presence of ME in the observed time series. Indeed, the noise produces an
inconsistent functional estimator of the theoretical binding function and consequently an
inconsistent estimator of the structural parameters. The asymptotic bias is a function
of the distance between the true binding function and the pseudo binding function that
results from neglecting ME parameters. In general, the econometric techniques dealing
with ME do not consider the latter as a structural feature, but, rather, as a disturbance
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caused by the noisy observation of the economic variables, whose impact on the estimates
of the model parameters must be made asymptotically negligible by means of a robust
estimator. For instance, the robust estimator of SV models based on noisy squared returns
studied in Hurvich et al. (2005) explicitly accounts for the impact of the noise by adding
an extra parameter in the semi-parametric estimation of the long-memory parameter.
Instead, our contribution is to directly model ME by treating it as a structural feature.
The solution is to consider the nuisance parameters of the noise distribution among those
to be estimated. This requires to simulate trajectories from the structural model and to
perturb them by ME. This represents a straightforward solution to the inconsistency of
structural parameters estimates caused by the contamination of ME. The main advantage
of this approach is that it is fully built within the II framework, so that consistency
and asymptotic normality of the estimator are guaranteed under correct specification of
ME process and identification. The issues of identification and misspecification of ME
are discussed in detail. First, based on the encompassing principle, we show that II can
still be consistent for the parameters of interest when the conditional distribution of ME
is misspecified, as long as the structural model for the observed series encompasses the
auxiliary. Second, we stress that, while the II framework provides a general setup to tackle
the problem of ME, choosing an auxiliary model able to identify both the structural and
the noise parameters may be non trivial and must be assessed on a case by case basis.
The proposed methodology is potentially valid in a very large number of situations, see
for repeated events models Jiang et al. (1999), and it also provides a formal justification
for the application of II to panel data with ME as in Guvenen and Smith (2014). The II
method adopted in Pastorello et al. (2000) could be extended to account for ME associated
with the fact that only the bid and ask option prices are available. Alternatively, the II
estimator could be adopted when the structural model relates currently observed economic
variables with the expectations formed in the previous periods, which are subject to ME by
construction. For instance, if we are interested in studying how the expectations of future
inflation can stimulate current consumption, we would need to account for ME and tackle
the associated endogeneity problem. Thus, the robust II technique outlined in this paper
could represent a valid alternative to the classic limited-information econometric methods
outlined in Mavroeidis et al. (2014) for the study of the role of inflation expectations in
the New Keynesian Phillips curve.
In this study, we employ II to estimate continuous-time SV models based on realized
variance (RV ) where the efficient price is possibly contaminated by the microstructure
noise (MN). When the variance is generated by the Heston (1993) model, then the binding
function relative to the HAR-RV model of Corsi (2009) can be written in terms of the SV
parameters so that the identification condition can be formally verified. The analysis is
further extended to the case of leverage, drift and price jumps. We show that all param-
eters, including those of MN, are identifiable by a multivariate auxiliary model for daily
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returns, RV and signed jump variations. In general, ARMA(r, l) with r > l contaminated
by i.i.d. noise with non-zero variance, the condition for local identification is satisfied by
an autoregressive auxiliary model with m > r + l lags.
Finally, we present an empirical study based on the RV series of JP Morgan to see how
the technique so far discussed works in practice. The analysis corroborates the evidence
emerged in the theoretical study and highlights the advantages and limits of the proposed
methodology. In particular, neglecting MN makes the estimates of the SV parameters
highly dependent on the choice of the sampling frequency adopted in the construction
of RV . Indeed, it is not possible to reconcile the estimates of the auxiliary parameters
obtained with RV based on log-returns sampled at 5 seconds and 5 minutes, unless MN
is explicitly modeled. Moreover, the advantage of using the data at very high frequency
is that they are informative on the generation of financial prices including the trading
mechanism which is responsible for MN (e.g. bid-ask bounds and decimalization). On
the contrary, sampling at lower frequencies does not provide sufficient information on the
price generation mechanism and makes the identification of price jumps very difficult.
This might also explain why in previous studies, based on daily returns only, the jump
parameters were weakly identified, and hence were constrained, see e.g. Chernov et al.
(2003). It turns out that, when the signed jump variation is adopted to disentangle price
jumps from volatility dynamics and MN is in the form of a bid-ask spread, the fit of the
model is dramatically improved.
The paper is organized as follows. Section 2 discusses the effect of ME on the II
estimates of the structural parameters in the pure time series case and illustrates the
conditions for consistency. Section 3 deals with the relevant issue of misspecification of the
conditional distribution of ME, providing a condition for the consistency of the II estimator
under misspecified ME. In order to illustrate the practical implication of the results in
Sections 2 and 3, we characterize the bias of the II estimator of the Ornstein-Uhlenbeck
process parameters and the conditions for consistency also under misspecification. In
Section 5, we theoretically study the local identification conditions for the II estimator of
continuous-time SV models by means of auxiliary models based on RV . Section 6 reports
the results of the II estimation of SV models on JP Morgan high-frequency prices. Finally,
Section 7 concludes. Appendix A contains the proofs of the propositions outlined in the
paper. The Supplementary document contains additional theoretical results and examples.
Moreover, it presents and discusses the results of the Monte Carlo simulations.
2 The effect of ME
Following the framework and notation of Gourie´roux et al. (1993), we first present the
properties of the II method in presence of ME. The parameters of interest are those in the
vector θ which characterizes the data-generating process of the unobserved series yt. Here
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we consider the case of a discrete-time process yt which is contaminated by an error term.
To simplify the notation and the exposition of the results, we consider only the dependence
on past values of yt, i.e. the pure time series case.
Assumption 1 The process {yt} is a strictly stationary and ergodic process with transition
density f 0y (yt|yt−1; θ), where yt−1 = (yt−1, . . . , yt−l), that is difficult or impossible to evaluate
analytically. The vector containing the true structural parameters is θ0 ∈ Θ ⊆ Rp. The
parametric structural model for yt is correctly specified.
Assumption 2 A sample of T observations {xt}Tt=1 is generated as xt = g(yt, ut), t =
1, 2, . . . , T .
Assumption 3 The ME term ut is supposed to be covariance stationary with a known
conditional distribution, i.e. f 0u(ut|ut−1, ut−2, . . . ;ψ0), where ψ0 ∈ Ψ ⊆ Rh.
Assumption 1 is rather standard in this framework, as II requires the process yt to be
stationary with constant moments to be asymptotically valid. The parametric structural
model for yt (conditional parametric model) is a set of conditional distributions indexed
by a parameter θ, i.e.
Mθ(y) = {fy(yt|yt−1, . . . , yt−k; θ), θ ∈ Θ}.
The correct specification assumption means that the true conditional p.d.f. given the past
of y, i.e. f 0y (yt|yt−1, . . . , yt−l; θ), belongs to Mθ(y) and is identifiable. Assumption 2 is
quite general, it allows a non-linear mapping between the observed series xt, the signal
yt and ut. Generally g(·) is a linear/additive function or can be reduced to be linear, i.e.
xt = yt + ut. For example, suppose that the observed stock price Pt is equal to a latent
efficient price times an error term with positive support, Pt = P
∗
t · ǫ˜t, then the efficient
log-price, p∗t , is contaminated by an additive ME term, i.e. pt = p
∗
t + ǫt, where ǫt = log(ǫ˜t).
Assumption 3 characterizes the dynamic features of ME, which depends on a number of
true nuisance parameters, contained in the vector ψ0, and it does not exclude correlation
between the signal and the noise and autocorrelation in ut. In the following, we denote
by p0y = p
0
y(θ), p
0
u = p
0
u(ψ) and p
0
x = p
0
x(θ, ψ), the true probability distributions associated
with yt, ut and xt.
2.1 An inconsistent estimator
We first investigate the impact of neglecting the possible presence of ME when carrying
out II on θ0 employing observations of the contaminated process xt. The indirect inference
consists of two steps: the estimation of the auxiliary (or instrumental) model and the
calibration. The number of parameters in the auxiliary model, denoted by β, is q, i.e.
β ∈ B ⊆ Rq, with q ≥ p. The auxiliary model is, in general, incorrectly specified, i.e.
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need not describe accurately the conditional distribution of xt. The parameters in β can
be estimated by maximizing a criterion function, QT (xT ; β), which satisfies some technical
assumptions, see Gourie´roux and Monfort (1996, p.85), i.e.
βˆT = argmax
β
QT (x1, . . . , xT ; β).
The criterion is assumed to tend asymptotically (and uniformly almost certainly) to a
non-stochastic limit (see Gourie´roux et al., 1993, Assumption 2)
p0x lim
T→∞
QT (x1, . . . , xT ; β) = Q∞(θ0, ψ0, β).
1
When the series is measured without noise, this limit depends only on the unknown aux-
iliary parameter β and on the true parameter of interest θ0 ∈ Θ ⊆ Rp. However when
the series at hand is contaminated by noise this limit depends also on the true nuisance
parameter vector, ψ0 ∈ Ψ ⊆ Rh, where h is the dimension of ψ0. For example, when ut is
assumed to be an i.i.d.N(0, σ2u), then ψ0 = σ
2
u,0 and h = 1. As in Gourie´roux et al. (1993)
we assume that this limit criterion is continuous in β and has a unique maximum
β0 = argmax
β∈B
Q∞(θ0, ψ0, β).
The binding function, i.e. the link between the auxiliary model parameters and the struc-
tural parameters, is given by
b(θ, ψ) = argmax
β∈B
Q∞(θ, ψ, β). (1)
It follows that β0 = b(θ0, ψ0), and βˆT is a consistent estimator of b(θ0, ψ0) which is an
unknown function of θ0 and ψ0. In the second step of the procedure, we simulate S
trajectories from the DGP of yt and the estimation of the auxiliary model is carried out
on each simulated series. The auxiliary estimator based on the s-th simulated path of the
signal’s DGP for some θ is
βˆsT (θ) = argmax
β∈B
QT (y
(s)
1 (θ), . . . , y
(s)
T (θ); β).
When T →∞, βˆsT (θ) converges to the solution of the limit problem
b˜(θ) = argmax
β∈B
Q∞(θ, β),
whereQ∞(θ, β) is the limit under p
0
y ofQT (y
(s)
1 (θ), . . . , y
(s)
T (θ); β), so that p
0
y limT→∞ βˆ
s
T (θ) =
b˜(θ). Therefore, βˆsT (·) is an inconsistent functional estimator of b(θ, ψ). The indirect in-
1We denote by p0x limT→∞ the limit in probability (with respect to p
0
x) when T goes to infinity.
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ference estimator of θ is found by minimizing the distance between βˆT and
1
S
∑S
s=1 βˆ
s
T (θ)
under a metric given by the positive definite matrix ΩT , as θˆST = argminθ ΞT (θ), where
ΞT (θ) = argminθ
∥∥∥βˆT − βˆST∥∥∥2
ΩT
, where βˆST =
1
S
∑S
s=1 βˆ
s
T (θ). The estimator θˆST depends
on the data via βˆT , and thus on the nuisance parameter ψ. Indeed, the limit of βˆT as
T → ∞ is b(θ0, ψ0). Instead, βˆST
p0y−→ b˜(θ). This discrepancy induces an asymptotic bias
in the indirect inference estimator. The following proposition establishes the inconsistency
of θˆST and shows the components of the asymptotic bias, where the short-hand notation
∂b˜(θ0)
∂θ′
indicates ∂b˜(θ)
∂θ′
∣∣∣∣
θ=θ0
.
Proposition 1 If Assumptions 1-3 hold and ΩT
p−→ Ω, a deterministic positive definite
matrix; ∂βˆST
∂θ′
p0x→ ∂b˜(θ)
∂θ′
as S →∞ uniformly in Nǫ = {θ; ‖θ − θ0‖ < ǫ}; then:
p0x lim
T→∞
θˆST (ΩT ) = θ0 +
[∂b˜′(θ0)
∂θ
Ω
∂b˜(θ0)
∂θ′
]−1∂b˜′(θ0)
∂θ
Ω(b(θ0, ψ0)− b˜(θ0)). (2)
where ∂b˜(θ0)
∂θ′
is full column rank.
When p = q, p0x lim θˆST = θ0 +
[
∂b˜(θ0)
∂θ′
]−1
[b(θ0, ψ0) − b˜(θ0)]. This makes clear that the
term responsible for the distortion and the inconsistency of θˆST , i.e.
[
∂b˜(θ0)
∂θ′
]−1
[b(θ0, ψ0)−
b˜(θ0)], does not vanish asymptotically since b(θ0, ψ0) depends also on ψ0. Section 1.1 in
the Supplementary document provides more details on the first and second order bias of
the II estimator when ME is neglected and p = q. Notably, this result is general and
it holds for any misspecification that involves nuisance parameters, ψ. The solution to
this inconsistency is therefore based on the idea of treating ME as a potential source of
misspecification, thus considering it as a structural feature, see Section 2.2.
2.2 A consistent estimator
So far, we have shown that neglecting ME generates a bias in the II estimator, as a result of
an inconsistent functional estimation of the binding function. Therefore, a straightforward
solution to the inconsistency caused by the presence of ME is to consider the nuisance
parameters ψ among the structural parameters that need to be estimated. The (p+h)× 1
parameter vector to be estimated is now denoted by ζ = (θ′, ψ′)′. The parameter space
of ζ is Z. The auxiliary model is characterized by a criterion function QT (xT , β), where
β ∈ B with B compact subset of Rq, with q ≥ p + h. The proposed II procedure requires
that we simulate y
(s)
t from the structural model and ME from its conditional density. The
contaminated artificial series, i.e. x
(s)
t = y
(s)
t + u
(s)
t , are used in place of y
(s)
t , thus
βˆsT (ζ) = argmin
β
QT (x
(s)
1 (ζ), . . . , x
(s)
T (ζ); β).
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so that the knowledge of the functional form of the conditional distribution of ut is crucial
when we want to simulate from it. The estimated binding function, bˆ(ζ), which now
explicitly depends on θ and ψ, is used to match both sets of parameters.
Similarly to Gourie´roux et al. (1993), we assume the following regularity conditions,
Assumption 4 i. The normalized function QT (x
(s)
T (ζ), β) uniformly converges in (ζ, β)
to a deterministic function Q∞(ζ, β) when T diverges.
ii. The limit function Q∞(ζ, β) has a unique maximum with respect to β. The maximum
is b(ζ) = argmaxβ∈BQ∞(ζ, β).
iii. The functions QT (x
(s)
T (ζ), β) and Q∞(ζ, β) are differentiable with respect to β.
iv. The only solution of the asymptotic first order condition is associated with β0 = b(ζ0).
v. ∂b(ζ0)
∂ζ′
is a full-column rank matrix (local identification).
Assumption 4.v guarantees that ζ is locally identified, when ζ is such that ||ζ − ζ0|| < ǫ.
To have global identification b(ζ) must be a one-to-one (injective) function, see Dhaene
et al. (1998), so that the equation β = b(ζ) admits a unique solution at the true parameter
value, ζ0. The indirect estimator of ζ, i.e. of the structural and nuisance parameters, is
obtained as
ζˆST = argmin
ζ
Ξ(ζ) (3)
with Ξ(ζ) =
∥∥∥βˆT − βˆST (ζ)∥∥∥2
ΩT
. Under Assumptions 1-4 the II estimator ζˆST is consistent.
Moreover, under the conditions in Gourie´roux and Monfort (1996, p.86), for T → ∞ and
S fixed, the II estimator ζˆST is asymptotically normal, with
√
T (ζˆST − ζ0) d→ N
(
0,W (S,Ω)
)
(4)
where W (S,Ω) is given in Gourie´roux and Monfort (1996, p.70). This follows directly
from the results in Gourie´roux et al. (1993). In other words, II provides asymptotically
unbiased and normal estimates in presence of ME, if the parameters governing the latter
are considered among the structural ones and pseudo-data can be simulated from the
contaminated structural model. If the auxiliary model is such that it locally identifies
all structural parameters, i.e. Assumption 4.v is satisfied, then standard theory applies.
In Section A.4.1 of Appendix A, we analyze the local identification condition for ARMA
models which is instrumental to the identification condition for the Heston SV model as
discussed in Section 5.
8
3 Misspecification of ME
In this section, we study the conditions for the consistency of the II estimator when the
conditional distribution of ME is misspecified, i.e. Assumption 3 no longer holds. In gen-
eral, we don’t have any knowledge of the statistical properties of ut. ME is often modeled
in such a way that can accommodate for features of the data not completely captured by
the structural model. As a consequence of the misspecification of the conditional density of
{ut, t ∈ Z}, also the conditional p.d.f. of xt can be misspecified. We denote by p∗u = p∗u(ψ)
the misspecified distribution of ut, and consequently with p
∗
x = p
∗
x(θ, ψ) the misspecified
distribution of xt. We are interested in determining the conditions which ensure a con-
sistent estimation of the parameters of interest θ0 despite a misspecified simulator. We
focus on pseudo-true values of the parameters of p∗x, i.e. θ0 and ψ¯, where θ0 is the true
unknown value of the parameters of interest. The notion of pseudo-true value is an ex-
tension of Gourieroux and Monfort (1995) terminology, since the objective criterion of the
auxiliary model can be different from the log-likelihood. As in Dridi and Renault (2000),
we define the encompassing condition. Given the structural model for yt, endowed with
the true unknown value θ0, and a model for ut parametrized with ψ ∈ Ψ ⊂ Rh∗ , denoted
by p∗u = p
∗
u(ψ), then the selected structural model for xt encompasses the auxiliary model
if there exists a ψ¯ ∈ Ψ such that b(θ0, ψ0) = b˜(θ0, ψ¯). The following proposition states the
consistency of θˆST for θ0 when the model for ME is misspecified.
Proposition 2 Under Assumptions 1, 2, 4.i-iii, ΩT
p∗x→ Ω, a deterministic positive definite
matrix, ∂βˆST
∂ζ′
p∗x→ ∂b˜(θ,ψ¯)
∂ζ′
as S → ∞ uniformly in Nǫ = {θ; ‖θ − θ0‖ < ǫ} where ∂b˜(θ0,ψ¯)∂ζ′ has
full rank, and assuming that there exists a ψ¯ ∈ Ψ such that b(θ0, ψ0) = b˜(θ0, ψ¯) with
b˜(θ, ψ¯) = b˜(θ0, ψ¯)⇒ θ = θ0 (partial local identification), then θˆST p→ θ0.
Following Dridi and Renault (2000) and extending the encompassing principle by Mi-
zon and Richard (1986) to the II framework, Proposition 2 shows that even when ME is
misspecified, II can produce consistent estimates of the parameters of interest θ, if the
structural model encompasses the moments to match. An obvious consequence of Proposi-
tion 2 is that when the model pu(ψ) is correctly specified, i.e. it nests p
0
u(ψ0), then ψ¯ = ψ0.
Finally, from Dridi and Renault (2000, Proposition 4.1), as T → +∞
√
T
[
θˆST − θ0
ψˆST − ψ¯
]
d−→ N(0,W (S,Ω∗(S)))
where W (S,Ω∗(S)) = β˜(θ0,ψ¯)
′
∂ζ
(Φ∗0)
−1 β˜(θ0,ψ¯)
∂ζ′
under the optimal choice Ω∗(S) = Φ∗0(S)
−1 of Ω.
Section 1.2 in the Supplementary document reports the expression for Φ∗0.
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4 An illustration
In this section, we illustrate the theoretical results outlined in Sections 2 and 3 in the
case of the II estimation of the Ornstein-Uhlenbeck (OU) process under ME. This choice
is motivated by the possibility of obtaining results in closed-form. The OU process is the
solution of the following differential equation
dz(t) = k(ω − z(t))dt+ σdW (t), t > 0 (5)
where k, ω, σ ≥ 0 and W (t) is a standard Brownian motion on R. The initial value of z(0)
is a given random variable (possibly, a constant) taken to be independent of {W (t)}t≥0.
Denote with yt the discrete-time realizations of the continuous-time process z(t), i.e. yt =
h(z(t);∆), where h(·; ∆) is a known function and ∆ is the discretization step. Let assume
without loss of generality that ∆ = 1 so that yt = zt is the discrete realization of z(t) on the
unit interval. It is well known that when yt is observed in place of z(t) standard indirect
inference procedures correct for the discretization error, see Gourie´roux et al. (1993) and
Broze et al. (1998). The observed series, xt, is given by xt = yt + ut, where ut is supposed
to be i.i.d. with Var[ut] < ∞ and Var[ut] = σ2u, independent of all leads and lags of yt.
Hence xt is the result of the interaction between the latent continuous-time signal, z(t), ut,
the function h(·; ∆) and the discretization step, ∆. As in Gourie´roux and Monfort (1996),
the chosen auxiliary model is the following AR(1)
xt = xt−1 + β1(β2 − xt−1) + β3et, et ∼ i.i.d.N(0, 1), (6)
where the set of auxiliary parameters is β = (β1, β2, β3)
′. Let θ0 = (k0, ω0, σ0)
′ be the
vector of unknown true model parameters and ψ0 = σ
2
u,0. The probability limit of βˆ is
b(θ0, ψ0) =


1− e−k0σ20
σ2
0
+2k0σ2u,0
ω[(
σ2
0
2k0
+ σ2u,0
)[
1 +
(
e−k0σ2
0
σ2
0
+2k0σ2u,0
)2]
−
(
e−k0σ2
0
σ2
0
+2k0σ2u,0
)
e−k0
σ2
0
k0
]1/2

 . (7)
The detailed derivation is in Appendix A.3.
4.1 Neglecting ME
When the noise is neglected, the function b˜(θ) is
b˜(θ) =


1− e−k
ω
[σ
2
2k
(1− e−2k)]1/2

 .
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Therefore, the leading term of the asymptotic bias in (2), c(θ0, ψ0) = b(θ0, ψ0) − b˜(θ0), of
the II estimator θˆST is given by
c(θ0, ψ0) =


e−k0 − e−k0σ20
σ2
0
+2k0σ2u,0
0{(
σ2
0
2k0
+ σ2u,0
)[
1 +
(
e−k0σ2
0
σ2
0
+2k0σ2u,0
)2]
−
(
e−k0σ2
0
σ2
0
+2κ0σ2u,0
)
e−k0
σ2
0
k0
}1/2
− [( σ20
2k0
(1− e−2k0))]1/2

 ,
which is non null when σ2u,0 > 0. Interestingly, the estimator of the long-run mean param-
eter ω is not affected by ME. This is a consequence of the fact that ut is an additive i.i.d
process with zero mean, so that xt and yt have the same long-run mean. When σ
2
u,0 = 0,
i.e. ME is absent, the vector c(θ0, ψ0) is zero and θˆST is consistent.
4.2 Correct specification of ME
We now explicitly consider ME in the II estimation and consequently the variance of ME
is included among the structural parameters, i.e. ζ = (k, ω, σ, σ2u)
′. We assume correct
specification of ut, i.e. f
0
u(ut|ut−1, ut−2, · · · ;ψ) is known. The binding function results to
be
b(ζ) =


1− e−kσ2
σ2+2kσ2u
ω[(
σ2
2k
+ σ2u
)[
1 +
(
e−kσ2
σ2+2kσ2u
)2]
−
(
e−kσ2
σ2+2kσ2u
)
e−k σ
2
k
]1/2
σ2
2k
+ σ2u


, (8)
where the last element of b(ζ) is Var(xt). The order condition is satisfied, since q = p+ 1.
The Jacobian matrix ∂b(ζ0)
∂ζ′
has full rank for any ζ0 in Ψ. Indeed, the discretized OU process
plus noise is an AR(1) and therefore satisfies the condition of Proposition 4 in Appendix
A.4.1. Hence, the auxiliary model identifies all the parameters in ζ (including the variance
of ME) and II provides consistent estimates of ζ.
4.3 Misspecification of ME
In the specification process of fu(ut|ut−1, ut−2, · · · ;ψ) we can incur in different types of
errors. First, we could misspecify fu. For instance, suppose that the true distribution
of ME is ut
iid∼ Γ∗(ν, 1
ν
), where Γ∗ denotes a Gamma distribution centered around 0, i.e.
ut
d
= wt − 1, with wt iid∼ Γ(ν, 1ν ). The shape parameter is ν > 0 and the scale is 1ν , so
that Var[ut] =
1
ν
. Let’s assume that the chosen distribution of ut in the simulations is
misspecified, e.g. ut
iid∼ N(0, σ2u). If there exists a σ¯2u ∈ Ψ such that σ¯2u = 1ν (encompassing
condition), then Proposition 2 applies.
Alternatively, we could misspecify the dynamics of ut. Suppose that the true ME
follows an AR(1) process, i.e. ut = ρut−1+vt with vt ∼ i.i.d.(0, σ2v), then σ2u = σ2v/(1−ρ2),
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ψ0 = (ρ0, σ
2
v,0)
′ with σ2u,0 = σ
2
v,0/(1 − ρ20). The simulator of the ME is an MA(1), i.e.
ut = wt + γ1wt−1 with σ
2
u = (1 + γ
2)σ2w. The true binding function is
b(θ0, ψ0) =


1− e−k0σ20+2k0ρ0σ2u,0
σ2
0
+2k0σ2u,0
ω[(
σ2
0
2k0
+ σ2u,0
)[
1 +
(
e−k0σ2
0
+2k0ρ0σ2u,0
σ2
0
+2k0σ2u,0
)2]
−
(
e−k0σ2
0
+2k0ρ0σ2u,0
σ2
0
+2k0σ2u,0
)(
e−k0
σ2
0
k0
+ ρ0σ
2
u,0
)]1/2
σ2
0
2k0
+ σ2u,0


,
while the approximated one given by the MA(1) error is
b˜(θ, ψ) =


1− e−kσ2+2kγσ2w
σ2+2kσ2u
ω[(
σ2
2k
+ σ2u
)[
1 +
(
e−kσ2+2kγσ2w
σ2+2kσ2u
)2]
−
(
e−kσ2+2kγσ2w
σ2+2kσ2u
)(
e−k σ
2
k
+ γσ2w
)]1/2
σ2
2k
+ σ2u


The model for xt encompasses the auxiliary since the condition b0(θ0, ψ0) = b˜(θ0, ψ¯) is
satisfied for values of γ¯ and σ¯2w such that
ρ0 =
γ¯
1 + γ¯2
, σ2v,0 =
( γ¯4 + γ¯2 + 1
1 + γ¯2
)
σ¯2w.
Finally, both fu and the dynamics can be misspecified. For instance, if ut = ρut−1 + vt
with vt
iid∼ Γ∗(ν, 1
ν
) and the simulator of ME is an MA(1), i.e. ut = wt + γ1wt−1 with
wt
iid∼ N(0, σ2w), the encompassing condition is again satisfied since ν0 =
(
γ¯4+γ¯2+1
1+γ¯2
σ¯2w
)−1
.
Monte Carlo simulations, reported in Section 2.1 of the Supplementary document, confirm
the theoretical results outlined in this section. Notably, the loss of efficiency of the II
estimator when ME is included is marginal compared to the unfeasible II estimator based
on the signal.
5 Indirect estimation of SV models with RV
Originally, II has been successfully applied to the estimation of continuous-time SV pro-
cesses with daily data, e.g. Gallant et al. (1997), Broze et al. (1998) and Pastorello et al.
(2000) among others. The recent results in the theory of RV open the door to the esti-
mation of continuous-time SV models based on high frequency data. Under unrealistic
assumptions, e.g. the absence of microstructure noise (MN), the RV is an asymptotically
unbiased and efficient estimator of integrated volatility (IV ). However, the presence of
MN, which is generated by structural features of financial markets (like trading rules, the
bid-ask spread and the discreteness of price changes), can dramatically affect the asymp-
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totic properties of the RV estimator. Indeed, when the sampling frequency shrinks to zero,
MN obscures the IV signal, see Hansen and Lunde (2006). Consequently, the choice of the
sampling frequency has important consequence on the SV estimation.
The problem of the estimation of the parameters of SV models with RV under the
presence of MN has been already discussed. Corradi and Distaso (2006) derive a set
of sufficient conditions for the asymptotic negligibility of ME, when the moments of the
unobservable IV are replaced by the moments of the RV . In a GMM setup, Todorov (2009)
discusses both the possibility of neutralizing the noise by sampling at low frequencies and
of adopting an estimator of IV robust to MN using returns at higher frequencies, see
Zhang et al. (2005) and Barndorff-Nielsen et al. (2008) among others. More recently, Creel
and Kristensen (2015) explicitly deal with the problem of accounting for the intradaily
sampling error when realized measures are used in the estimation of continuous-time SV
models. They propose a limited information method, based on the Approximate Bayesian
Computation, which is an alternative to II. Finally, Kanaya and Kristensen (2016) develop
a semiparamtric estimator of SV that is theoretically robust to the contamination of MN.
In what follows, we aim at estimating SV models with high-frequency data and evaluate
the adequacy of jump-diffusion SV models for returns sampled at different frequencies.
Consistently with the general approach outlined in this paper, this can be carried out
without neutralizing the impact of MN by using noise-robust volatility measures. Instead,
we can rely on the information contained in potentially distorted but efficient estimators
of IV , like RV , BPV or signed jump variation as in Barndorff-Nielsen et al. (2010) and
Patton and Sheppard (2015), since we implement II with simulated trajectories from the
SV model contaminated by MN. In Section 5.1 we show the local identification for different
specification of the Heston SV model plus MN. This result is possible since the simulation
of contaminated trajectories allows us to separately deal with the component of ME due
to the discretization error (i.e. the one emerging in the asymptotic distribution involving
quarticity, see e.g. Barndorff-Nielsen and Shephard, 2002b) and the one generated by MN.
At low frequencies MN can be neglected and the discretization error is neutralized by II
when the number of simulated trajectories diverges. However, at very high frequencies, MN
cannot be ignored. The need for employing very high frequency prices is dictated by the
features of the structural model. Indeed, prices at these frequencies unveil characteristics
that could be hardly observable at lower frequencies. For instance, they convey relevant
information to disentangle the total return variation into a diffusive and a jump component.
II is particularly appealing in this context since, similarly to the GMM, it provides a
distance-based criterion to evaluate if the restrictions imposed by the jump-diffusion plus
MN model is compatible with returns observed at very high frequency. Moreover, it forces
us to think about which features of the data (moments, auxiliary statistics) we would like
to match, and to what extent these features are able to identify the structural parameters.
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5.1 Local Identification
5.1.1 Baseline Heston model with MN
The Heston (1993) model is a well known continuous-time stochastic process used to de-
scribe the evolution of the volatility of an underlying asset and widely used in option
pricing. Assume that σ2(t) follows a square root process as in Heston (1993), then
dp∗(t) = σ(t)dW1(t) (9)
dσ2(t) = κ(ω − σ2(t))dt+ ςσ(t)dW2(t) (10)
where κ > 0 governs the speed of mean reversion, ς > 0 is the volatility of volatility parame-
ter, while ω > 0 is the long run mean of σ2(t), where the latter is the instantaneous volatility
and it is independent of the processW1(t). The assumption that Corr[dW1(t), dW2(t)] = 0,
i.e. absence of leverage, is relaxed in Section 5.1.2. The condition 2κω ≥ ς2 guarantees
that the volatility process is stationary and it can never reach zero.
Now, we focus on the properties of the ex-post estimates of IV , defined as IVt =∫ t
t−1
σ2(s)ds, which cumulates the instantaneous volatility over periods of unit length. A
non-parametric estimator of IVt is RVt(∆) =
∑n
i=1 r
2
t−1+i∆, where n = 1/∆, and rt−1+i∆
are the intradaily returns over the intervals [t− 1 + (i− 1)∆; t− 1 + i∆], for i = 1, . . . , n.
Hence, ∆ defines the sampling frequency. When MN is present and contaminates the
high-frequency returns the observed intradaily price is observed with error, i.e.
pt,i(∆) = p
∗
t,i(∆) + ǫt,i for t = 1, ..., T and i = 1, ..., n (11)
where p∗t,i(∆) is the i-th latent efficient log-price on day t. The term ǫt,i is the noise
around the true price, with mean 0 and finite fourth moment and it is assumed i.i.d. and
independent of the efficient price. Over periods of length ∆, the log-return rt,i(∆) ≡ rt−1+i∆
is given by
rt,i(∆) =
(
p∗t,i(∆)− p∗t,i−1(∆)
)
+ (ǫt,i − ǫt,i−1) = r∗t,i(∆) + ut,i (12)
with σ2u = Var [ut,i] < ∞. When there is no drift in prices, the RVt is observed with ME,
that is due both to the discretization error and MN:
RVt(∆) = IVt + νt(∆), (13)
where
νt(∆)
L
= ηt(∆) +
n∑
i=1
u2t,i + 2
n∑
i=1
σt,i(∆)zt,iut,i, (14)
and ηt(∆) =
∑n
i=1 ηt−1+i∆ is the discretization error. Meddahi (2002) proves that ηt(∆)
has a zero mean (under no-drift in prices) and is heteroskedastic. The correlation between
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IV and ηt(∆) is zero when there is no leverage effect (Barndorff-Nielsen and Shephard,
2002b and Meddahi, 2002). When both the drift and the leverage effect are assumed to
be zero, Barndorff-Nielsen and Shephard (2002a) show that the discretization error for the
interval [t− 1 + (i− 1)∆, t− 1 + i∆] can be written as
ηt−1+i∆
L
= σ2t,i(∆)
(
z2t,i − 1
)
for ∆ > 0, (15)
where zt,i is i.i.d.N(0, 1) and independent of σ
2
t,i(∆) =
∫ t−1+i∆
t−1+(i−1)∆
σ2(s)ds, the integrated
variance over the i-th subinterval of length ∆. Meddahi (2003) proves that when the
instantaneous volatility is a square-root process, like in the Heston (1993) model, then
both IV and RV have an ARMA(1,1) representation. Bollerlsev and Zhou (2002) exploit
this property to estimate the Heston parameters by GMM, without explicitly modeling the
MN term. For a given ∆ > 0, the mean and the variance of RV are equal to
E[RVt(∆)] = E[IVt] + E[νt(∆)], Var[RVt(∆)] = Var[IVt] + Var[νt(∆)] (16)
with E[IVt] = ω, E[νt(∆)] = ∆
−1σ2u, and Var[νt(∆)] = 2∆
−1E
[(
σ2t,i(∆)
)2]
+ 4ωσ2u +
∆−1
(
κu − σ4u
)
, κu = E[ut,i(∆)
4], see Rossi and Santucci de Magistris (2014). A closed
form expression of the term 2∆−1E
[(
σ2t,i(∆)
)2]
as a function of the structural param-
eters is derived in Meddahi (2002, 2003). It follows that the variance of RVt(∆) is
γ(0) = Var[RVt(∆)] = 2
a2
1
κ2
[exp(−κ) + κ − 1] + Var[νt(∆)], where a1 = −ς
√
ω
2κ
, and the
autocovariances of RVt(∆) are γ(j) = a
2
1
[1−exp (−κ)]2 exp (−κ(j−1))
κ2
j > 0.
The parameter vector of the structural model is ζ = (κ, ω, ς, σ2u)
′. A candidate auxiliary
model is the HAR-RV of Corsi (2009), which is
xt = φ1 + φ2xt−1 + φ3x
w
t−1 + φ4x
m
t−1 + et, (17)
where xt = RVt(∆), x
w
t =
1
5
∑4
t=0 xt−j and x
m
t =
1
22
∑21
t=0 xt−j, and φ = [φ1, φ2, φ3, φ4]
′.
The following proposition establishes that ζ is locally identified when the auxiliary model
is the HAR-RV.
Proposition 3 (Identification of Heston model with MN) Let the structural model be the
Heston model in (9) and (10), with the RV (∆) and ME as in (13) and (14), respectively
with ∆ > 0. The auxiliary model is the HAR-RV in (17), which is an AR(22) with
restrictions contained in the (23× 4) matrix, R. The binding function results to be
b(ζ) =
[
[R′QZZR]
−1R′QZX
QXX − [QXZR(R′QZZR)−1R′QZX ]
]
(18)
where QZZ, QXX , QXZ are the moment matrices of RV and are function of ζ = (κ, ω, ς, σ
2
u)
′.
The Jacobian matrix ∂b(ζ)
∂ζ′
has full column rank for any ζ0 ∈ Z.
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At a first sight, this result seems to contradict the evidence reported in Section A.4.1
about the non-identifiability of an ARMA(r, l) plus noise when l ≤ r. On the contrary,
despite RV is the sum of an ARMA(1,1) and a noise term, identification is guaranteed in
this case. The reason is that, as noted by Barndorff-Nielsen and Shephard (2002b) and
Meddahi (2003), the MA parameter is restricted and dependent on the autoregressive root.
The consequence is that the AR and MA parameters of the ARMA(1,1) representation of
RV are no more functionally independent, which means that the parameter space dimension
is reduced by one. For what concerns the choice of the auxiliary model, the HAR-Q
of Bollerslev et al. (2016) could be an alternative solution to explicitly account for the
quarticity, although not strictly necessary since II asymptotically corrects the distortion
induced by the discretization error. As noted by Meddahi (2003), in absence of MN, the
moving average roots of the RV converge to those of IV when ∆ → 0 and hence the
ARMA representations of IV and RV coincide. However, when MN is present, then the
mean and the variance of ME diverge as ∆ → 0, thus completely obscuring the volatility
signal. Taking the limits of E[RVt], Var[RVt] and Cov[RVt, RVt−j] for ∆→ 0, we get
lim
∆→0
E[RVt(∆)] = +∞, lim
∆→0
Var[RVt(∆)] = +∞ lim
∆→0
Cov[RVt, RVt−j ] = Cov[IVt, IVt−j ].
Consequently, the limit in T → ∞ of the binding function in (18) diverge as ∆ → 0.
Instead, as stated in Proposition 3, II with ME only requires that T diverges for any
∆ > 0. This also represents the most realistic scenario in practice. Indeed, the sampling
frequency of high-frequency data has a lower bound, so that the binding function is always
associated to a finite limit in empirical applications. Clearly, choosing a small ∆ would
convey more information about MN, in line with Zhang et al. (2005), while the volatility
signal dominates as ∆ increases. Due to this trade-off, it might be recommended to adopt
an auxiliary model based on realized measures obtained from returns sampled at different
frequencies, as discussed below.
5.1.2 Leverage
Now, we assume that in the Heston SV model (9)-(10), Corr[dW1(t), dW2(t)] = ρdt,
namely the presence of leverage. In this case, Var[RVt(∆)] = Var[IVt] + Var[νt(∆)] +
2Cov[IVt, νt(∆)]. Meddahi (2002, Proposition 4.2) shows that
Var[ηt−1+i∆] = 4
(ω2∆2
2
+
a21
κ2
(exp (−κ∆)−1+κ∆)
)
+8ρ2a1e1,1
e1,0
κ
[
∆
κ
+
exp (−κ∆)(κ∆)
κ2
]
where e1,0 =
√
2κω, e1,1 = ς. The additional term in Var[RVt(∆)] is the covariance between
IVt and νt(∆) which is equal to Cov(IVt, νt(∆)) = 2∆
−1ρa1e1,1
e1,0
κ
[
∆
κ
+ exp (−κ∆)(κ∆)
κ2
]
.
As noted by Meddahi (2002), the correlation between the noise and the integrated
volatility tends to zero very quickly as one increases the frequency of intra-daily obser-
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vations. Therefore, similarly to Bandi and Reno` (2012, p.110), we suggest to identify
the contemporaneous leverage parameter by exploiting the contemporaneous covariance
between the daily returns and RVt(∆), that is given by
Cov(rt, RVt(∆)) = ρ
a1e1,0
κ2
[exp (−κ)− 1 + κ] + ρ
∆
a1e1,0
κ2
[exp (−κ∆)− 1 + κ∆],
since Cov(rt,
∑n
i=1 u
2
t,i) = 0 as daily observed returns can be assumed unaffected by MN,
without loss of generality, while for a small ∆, [exp (−κ∆) − 1 + κ∆] ∼ κ2∆2/2 so that
the second term doesn’t depend on ρ when ∆ → 0. Since the parametric expression of
Cov(rt, RVt(∆)) doesn’t involve any MN parameter, the leverage parameter ρ can be iso-
lated from the noise and separately identified by the contemporaneous covariance between
daily returns and RV , while the other SV parameters and the variance of MN can be
identified by a HAR type auxiliary model as in (17), as shown in Proposition 3.
5.1.3 Drift and price jumps
We consider an extension of the Heston SV model that allows for non-zero drift and jumps
in prices. We assume that the efficient price process p∗(t) follows an Itoˆ semimartingale,
see Bates (1996), namely
dp∗(t) = m(t)d(t) + σ(t)dW1(t) + τ(t)dN(t), (19)
which implies that the efficient log-return over an interval of length ∆ is r∗t,i(∆) = µt,i+vt,i+
Jt,i, where µt,i =
∫ t−1+i∆
t−1+(i−1)∆
m(s)d(s), vt,i =
∫ t−1+i∆
t−1+(i−1)∆
σ(s)dW1(s) and Jt,i =
∑Nt,i
j=1 τj.
Nt,i = N(t − 1 + i∆) − N(t − 1 + (i − 1)∆) denotes the number of jumps in the i -
th subinterval of day t. The jump size τ(t) is assumed time invariant and for the j-th
jump arrival is distributed as N(µτ , σ
2
τ ), while the jump arrival process, N(t) is Poisson
distributed, uncorrelated withW1(t) andW2(t), with λ, which is the average jump intensity
on the unit interval [t − 1, t]. It follows that Nt,i is Poisson with intensity λ∆. We
maintain the assumption of no leverage. If the efficient return is measured with MN,
then rt,i(∆) = µt,i + vt,i + Jt,i + ut,i, so that r
2
t,i(∆) =
∫ t−1+i∆
t−1+(i−1)∆
σ2(s)ds + ξt,i(∆), where
ξt,i(∆) = J
2
t,i + µ
2
t,i +
[
v2t,i −
∫ t−1+i∆
t−1+(i−1)∆
σ2(s)ds
]
+ u2t,i + 2µt,ivt,i + 2µt,iJt,i + 2µt,iut,i +
2vt,iJt,i + 2vt,iut,i + 2Jt,iut,i. Assuming that the drift is constant, m(t) = µ ∀t, and that
ut,i ∼ i.i.d.N(0, σ2u), the expected value and variance of the daily return are E[rt] = µ+λµτ
and Var[rt] = ω + σ
2
u + λ(σ
2
τ + µ
2
τ ). The mean and variance of RVt are functions of the
structural parameters, as long as the variance of the realized signed jump variation of
Barndorff-Nielsen et al. (2010). The latter is defined as SJt(∆) = [RS
+
t (∆) − RS−t (∆)],
where RS+t (∆) =
∑n
i=1 r
2
t−1+i∆1(rt−1+i∆ > 0), RS
−
t (∆) =
∑n
i=1 r
2
t−1+i∆1(rt−1+i∆ < 0)
where 1(·) denotes the indicator function. The moments of RVt(∆), SJt(∆) and of the
squared jump component are reported in Section 1.5 of the Supplementary document.
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Using these results, we can study the identification of the Heston model with jump
prices and non-zero drift. We consider the following multivariate auxiliary model based on
daily returns, RVt and SJt
rt = α + er,t,
RVt(∆1) = φ1 + φ2RVt−1(∆1) + φ3RVt−2(∆1) + eRV,t,
SJt(∆1) = eSJ1,t, SJt(∆2) = eSJ2,t,
where ∆1 and ∆2 are two distinct sampling frequencies. The (8 × 1) vector of structural
parameters with i.i.d. Gaussian MN is ζ = (κ, ω, ς, σ2ν , µ, λ, µτ , σ
2
τ )
′. The number of auxil-
iary parameters is q = 8, i.e. we are in the exactly identified case. Proving that the rank
of the Jacobian matrix of the binding function is full for any ζ0 in Ψ is unfeasible as it
would require an analysis in R8. Since we are interested in the identification of the jump
parameters, we first compute the closed-form determinant of the Jacobian as a function
of the structural parameters, adopting the MATLAB routines for symbolic calculus. We
then set κ0, ω0, ς0, σ
2
u,0 to the values adopted in the Monte Carlo study in Section 2.3 of
the Supplementary document, with µ equal to 0.2, which corresponds to a 5% drift on
annual basis. We then evaluate the determinant of the Jacobian of the binding function
only for varying λ0, µτ,0 and σ
2
τ,0. See for an analogous analysis Canova and Sala (2009).
We fix one of the three at a time to obtain the value of the determinant of the Jacobian
for each combination of the other two parameters. The results are displayed in Figure 1
in the Supplementary document. From Panel a) it emerges that, for a given µτ,0 = −0.1,
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Figure 1: Determinant of the Jacobian matrix of the binding function of model (20) for
different values of λ ∈ (0, 1), σ2τ,0 ∈ (0, 1) and µτ ∈ (−0.3, 0.3). Panel a) plots the
determinant when µτ,0 = −0.1, Panel b) plots the determinant when σ2τ,0 = 0.5 and Panel
c) plots the determinant when λ0 = 0.3.
both λ0 and σ
2
τ,0 need to be different from zero to guarantee identification. Not surpris-
ingly, as both λ0 and σ
2
τ,0 increase, the determinant moves away from zero. Identification is
easier if the jump term has a greater impact on the return total variability. When instead
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σ2τ,0 = 0.5 in Panel b), the determinant is zero for any µτ,0 ∈ (−0.3, 0.3) when λ0 = 0. On
the contrary, the determinant is larger than zero when µτ = 0 and it increases with λ0.
Similarly in Panel c) with λ0 = 0.3, the determinant is zero for any µτ,0 ∈ (−0.3, 0.3) when
σ2τ,0 = 0, while it increases (in absolute value) as σ
2
τ,0 increases. In other words, variability
in the jumps is required for identification purposes, that is both λ0 and σ
2
τ,0 need to be
larger than zero to guarantee a non-singular Jacobian matrix, while µτ,0 can be equal to
0. Notably, the results do not qualitatively change when varying the values of the other
SV parameters, κ0, ω0, ς0, σ
2
u,0.
6 Empirical application
The empirical application presented in this section is meant to highlight both the relevance
of the trade-off between sampling frequency and MN and the information content of high-
frequency returns in the estimation of the SV parameters. This information is relevant
when we are interested in specific features like jumps, which cannot be easily identified
at low sampling frequencies. We estimate the parameters of the two-factor Heston model
(TFSV henceforth) on the RV series of JPMorgan (JPM) from July 2, 2003 to June 29,
2007 using intradaily returns sampled at 5-seconds frequency, i.e. n = 4680. The choice
of the sample period is motivated by the evidence of parameter instability for the TFSV
model during the sub-prime crisis, between June-2007 until June 2009, as shown in Grassi
and Santucci de Magistris (2015). The RV series is computed with returns sampled at
two frequencies, 5-seconds and 5-minutes, RV 5s and RV 5m respectively. Table 1 reports
the sample statistics of realized measures and daily returns. The long run mean of RV 5s
is higher than that of RV 5m. Moreover, RV 5m is more noisy than RV 5s, meaning that the
discretization error, denoted by ηt(∆) in equation (14) seems to have a higher impact on the
variance of ME while MN mainly impacts on the mean of RV 5s. The moments of the daily
Mean SD SK KU AR(1) AR(20)
r˜t 0.0516 0.9019 0.0572 2.8371 -0.0074 0.0030
RV 5st 1.4073 0.6656 2.1826 11.454 0.6423 0.2861
RV 5mt 1.0266 0.7381 2.9010 16.415 0.5204 0.0900
BPV 5st 0.6408 0.3464 2.7453 19.273 0.5558 0.0949
BPV 5mt 0.9691 0.7239 3.0619 18.300 0.5148 0.0381
SJ5st -0.0102 0.1151 -1.2384 22.312 0.0632 0.0284
SJ5mt 0.0025 0.3473 -1.7984 31.585 0.0223 0.0481
Table 1: Sample statistics of r˜t = rt/
√
RV 5mt , and realized measures of JPM.
de-volatized returns, r˜t = rt/
√
RV 5mt , are rather close to those of the standard Gaussian
distribution. Notably, the autocorrelation function of RV 5s is much higher than that of
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RV 5m, as a consequence of the smaller impact of the discretization error on the variance of
ME. The BPV computed from returns sampled at 5-seconds is clearly downward biased,
as its mean and variance are much lower than those of BPV 5m. Conversely, the moments
of BPV 5m are very close to those of RV 5m. The reason for the bias in BPV 5s is the
decimalization effect, which induces discontinuities in the trajectories of returns sampled
at very high-frequencies, so that the product |rt,i−1|×|rt,i| is often equal to 0, see the recent
contribution of Bandi et al. (2017). For what concerns the signed jump variation, both
SJ5st and SJ
5m
t are centered around 0 and display little autocorrelation, while SJ
5m
t has
more variability than SJ5st .
6.0.1 A TFSV model with drift, jumps and leverage
We estimate the following TFSV Heston model, with drift, leverage and price jumps:
dp∗(t) = µdt+ σ1(t)dW1(t) + σ2(t)dW2(t) + τ(t)dN(t)
dσ21(t) = κ1(ω − σ21(t))d(t) + ς1σ1(t)dW3(t)
dσ22(t) = κ2(ω − σ22(t))d(t) + ς2σ2(t)dW4(t),
(20)
where the parameters κ1 and κ2 govern the speed of mean reversion, while ς1 and ς2
determine the volatility of the volatility innovations. The parameter ω is the long-run
mean of each volatility component and, as in Corsi and Reno` (2012), it is assumed to be
the same for both σ21(t) and σ
2
2(t), in order to guarantee identification. {W1(t) : t ≥ 0},
{W2(t) : t ≥ 0}, {W3(t) : t ≥ 0},{W4(t) : t ≥ 0} are standard Brownian motions and
p∗(t) denotes the efficient log-price. The leverage effect depends on the parameters ρ1 and
ρ2 such that Corr(dW1(t), dW3(t)) = ρ1dt and Corr(dW2(t), dW4(t)) = ρ2dt. Similarly
to Section 5.1.3, we assume that N(t) ∼ Pois(λ) and τ(t) is time invariant with τj ∼
N(µτ , σ
2
τ ). The MN term is modeled either as an i.i.d Gaussian variable or as the bid-
ask spread, generated as pt,i = p
∗
t,i +
ξ
2
1It,i, where ξ is the spread, and the order-driven
indicator variables 1It,i are independently across t and i and identically distributed with
Pr{1It,i = 1} = Pr{1It,i = −1} = 12 . This variable takes value 1 when the transaction is
buyer-initiated, and −1 when it is seller-initiated.
The parameters of model (20) are collected in θ = (κ1, κ2, ω, ς1, ς2, µ, ρ1, ρ2, λ, µτ , σ
2
τ )
′
.
Depending on the contamination scheme adopted, the structural parameters are collected
in the vectors ζG = (θ
′, σ2u)
′
and ζBA = (θ
′, ξ)′, where both ζG and ζBA are (12× 1) vectors.
Several restrictions of model (20) are considered, as well as alternative specifications for the
auxiliary models. Table 2 reports the parameter estimates. The left part of Table 2 reports
the parameter estimates for the baseline TFSV Heston model with no drift, no leverage
and no jumps. If we neglect MN, the vector of structural parameter is θ = (κ1, κ2, ω, ς1, ς2)
′.
The auxiliary model adopted in this case is the univariate HARV model in (17) based on
RV computed with returns sampled at 5 minutes (Model I) and 5 seconds (Model II).
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Baseline TFSV Heston Drift, Leverage and Jumps
I II III III III III IV IV IV
κ1 2.331
a 2.971a 2.466a 2.678a 2.692a 2.706a 5.002a 2.377a 3.708a
κ2 0.056
a 0.028b 0.023a 0.040a 0.039a 0.037a 0.017a 0.011a 0.015a
ω 0.491a 0.685a 0.624a 0.470a 0.470a 0.496a 0.351a 0.488a 0.415a
ς1 1.769
a 1.430a 1.312a 1.776a 1.780a 1.717a 4.076a 2.035a 3.064a
ς2 0.193
a 0.135a 0.139a 0.167a 0.167a 0.177a 0.222a 0.223a 0.256a
ρ1 * * * * * * 0.017 -0.262
a -0.124a
ρ2 * * * * * * -0.124
a -0.001 -0.016b
µ * * * * * * 0.050a 0.050a 0.050a
λ * * * * * * 0.217a 0.062a 0.085a
µτ * * * * * * -0.430
a -0.344a -0.505a
σ2τ * * * * * * 0.0198
a 0.1063a 0.0446a
ξ * * * 0.0001a * * * 0.0005a *
σ2u * * * * 0.0001
a 0.0001a * * 0.0001a
γ * * * * * -0.403 * * *
Ξˆ 0.000 0.000 126.9a 10.94c 11.06c 11.01 63.55a 25.20a 51.17a
df 0 0 6 5 5 4 3 2 2
Table 2: II estimates of the TFSV model with jumps and leverage under MN in (20). Several
restrictions on the full model are considered. The asterisk indicates that the parameter is not estimated.
The auxiliary model adopted for each structural specification is indicated in the first column. a, b and c
stand for significance at 1%, 5% and 10% respectively. The last rows report the value of the criterion
function in ζˆ, Ξˆ, and the difference df = q − p − h, which represents the degrees of freedom of the χ2
distribution. The auxiliary models are:
• I: Univariate HAR-RV (5-minutes):
log(RV 5mt ) = β0,m + β1,m log(RV
5m
t−1) + β2,m log(RV
5m
t−1,w) + β3,m log(RV
5m
t−1,m) + e
m
t
with β =
(
β0,m, β1,m, β2,m, β3,m, σ
2
e,m
)′
, q = 5.
• II: Univariate HAR-RV (5-seconds):
log(RV 5st ) = β0,s + β1,s log(RV
5s
t−1) + β2,s log(RV
5s
t−1,w) + β3,s log(RV
5s
t−1,m) + e
s
t
with β =
(
β0,s, β1,s, β2,s, β3,s, σ
2
e,s
)′
, q = 5.
• III: Bivariate HAR-RV
log(RV 5mt ) = β0,m + β1,m log(RV
5m
t−1) + β2,m log(RV
5m
t−1,w) + β3,m log(RV
5m
t−1,m) + e
m
t
log(RV 5st ) = β0,s + β1,s log(RV
5s
t−1) + β2,s log(RV
5s
t−1,w) + β3,s log(RV
5s
t−1,m) + e
s
t
with β = (β0,m, β1,m, β2,m, β3,m, β0,s, β1,s, β2,s, β3,s, vech(Σ)
′)
′
with Σ = Cov([emt , e
s
t ]), q = 11.
• IV: HAR-RV with returns equation, and SJ at different frequencies:
rt = φ0 + er,t,
RV 5mt = β0 + β1RV
5m
t−1 + β2RV
5m
t−1,w + β3RV
5m
t−1,m + eRV,t,
SJ5mt = eSJm,t,
SJ5st = eSJs,t,
Σ = Cov([er,t, eRV,t, eSJm,t, eSJs,t]).
The vector of auxiliary parameters is β = (φ0, β0, β1, β2, β3, vech(Σ)
′)
′
, q = 15.
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In this case, there are 5 auxiliary parameters and 5 structural parameters, so that
the model is exactly identified. The estimates of the parameters strongly depend on the
sampling frequency selected to compute RV . Indeed, the long-run mean, ω, is approxi-
mately 30% higher for RV 5s than RV 5m, reflecting the differences observed in the sample
statistics. The speed of mean reversion κ2 is two times lower when RV
5s is used instead
of RV 5m accommodating the higher persistence of RV 5s. We also consider a bivariate
HAR-RV model as auxiliary (Model III), where the dependent variables are RV 5m and
RV 5s. The caption of Table 2 contains details on all auxiliary specifications adopted in
this section. If the presence of MN is neglected, the criterion function is minimized at
Ξ = 126.9, which is statistically significant different from zero. This means that it is not
possible to match the moments of RV 5m and RV 5s unless MN is explicitly incorporated
in the model. Indeed, when the noise is modeled as an i.i.d. Gaussian random variable
or with bid-ask spread, the adherence of the simulated processes to both RV 5m and RV 5s
series improves significantly. In this case, the criterion function Ξ only leads to a marginal
rejection of the model. Looking at the estimates of the parameters, they are almost identi-
cal both under i.i.d. Gaussian noise and bid-ask spread. As noted by Creel and Kristensen
(2015), the two contamination schemes have an identical impact on the RV since, by a
central limit theorem argument, they are approximately normally distributed. In partic-
ular, the long-run mean ω is around 0.46 and the other TFSV parameters are generally
within the estimates obtained when the HAR model on RV 5m and RV 5s are estimated
separately. Moreover, the estimates of σ2u and ξ are almost identical, indicating that the
two perturbation schemes have similar effects in the contamination of the latent efficient
process. We have also considered the case of a MN following MA(1) dynamics. The point
estimate of the MA coefficient, γ, is -0.403, but the coefficient is not significant, while the
other Heston coefficients are qualitatively the same as those obtained under the i.i.d. MN
scheme. Moreover, the criterion function Ξˆ is minimized in the same point as in the i.i.d.
case, thus signaling the low statistical significance of the dynamics of MN for 5-seconds
returns in the sample under investigation.
The right panel of Table 2 reports the estimation results when drift, leverage and jumps
are included in the model, which requires extended auxiliary models for the estimation with
II. In line with the theoretical results obtained in Section 5.1.3, we consider the following
multivariate specification (Model IV),
rt = φ0 + er,t,
RV 5mt = β0 + β1RV
5m
t−1 + β2RV
5m
t−1,w + β3RV
5m
t−1,m + eRV,t,
SJ5mt = eSJm,t, SJ
5s
t = eSJs,t, Σ = Cov([er,t, eRV,t, eSJm,t, eSJs,t])
so that the set of auxiliary parameters is β = (φ0, β0, β1, β2, β3, vech(Σ)
′)′, which is a
15 × 1 vector. Based on this auxiliary model, the estimates of the structural parameters
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are generally significant, thus signaling good overall identification. For what concerns the
parameters governing the jump term, we find that λ, µτ and σ
2
τ are highly significant in
all cases, while the estimates of the other SV parameters are not much affected by the
inclusion of jumps compared to the values obtained in absence of jumps. Interestingly, the
estimates of the average jump size, µτ , is large and negative in all cases, meaning that price
jumps are typically associated to bad news.When instead we look at the estimated second
moment of the jumps, that is E[J(t)2] = λµ2τ + λ(σ
2
τ + µ
2
τ ), we note that it is quite low
and equal to 0.0143 and 0.0275, when MN is included in the structural model. In turns,
this implies that the average jump contribution to the total return variability of the jump
term is estimated between 1.47% and 3.31%.
Interestingly, when MN is modeled as a bid-ask spread, the estimated jump variability
is close to zero, while the parameter ξ is very high, meaning that the variability that
otherwise would be attributed to the jumps is instead due to the bouncing between bid
and ask prices. Indeed, in absence of MN, the estimate of E[J(t)2] is 0.0529, which is
associated to a relative jump contribution to return variability of 7.54%, a result in line
with the values reported in Table 16 of Huang and Tauchen (2005). In this case, the
jump component is responsible for a significant portion of the total return variation so
that the estimates of the long-run mean, ω, are much smaller than those obtained without
jumps. This implies that part of the gap between the unconditional mean of BPV 5s and
RV 5s is attributed to the jump term, see Table 1. On the other hand, the fit of the
model is not optimal in all cases, i.e. the criterion function is still too large compared
to the χ2 critical values. Notably, when MN is modeled as bid-ask spread, the criterion
function is minimized at 25.20, while when it is modeled as i.i.d. Gaussian noise, the
criterion function is minimized at 51.17. An explanation for this difference in the model
fit is due to the inability of the contamination method based on i.i.d. Gaussian noise to
provide a realistic setup for the generation of high frequency returns under the presence
of jumps. The log-prices at very high frequencies are characterized by discreteness, due
to the decimalization and rounding effects, making difficult to disentangle the volatility
signal from MN and jumps. This misspecification is responsible for the fact that the
criterion function is minimized far from zero, and its value is only marginally lower for
the i.i.d. Gaussian noise than that obtained when noise is completely neglected, while
the bid-ask spread seems to be more coherent with a realistic data generating process for
the high-frequency returns. This evidence confirms the importance of correct specification
of the contamination term to guarantee a good fit. Unfortunately, generating log-prices
under a decimalization scheme induces discreteness in the observed log-price thus hiding
the impact of changes in the SV parameters on the continuous dynamics of returns and
volatility. Further, numerical problems arise in the estimation of the parameters covariance
matrix. Finally, these results suggest that alternative structural models, for example the
pure-jump Le´vy processes of Barndorff-Nielsen and Shephard (2001) or trawl processes
23
of Barndorff-Nielsen et al. (2014), may be better suited to model stock returns at very
high-frequencies. This is left to future research.
7 Conclusions
This paper studies the inconsistency problem of the II estimator caused by measurement
error in the observed series. We show that this inconsistency is originated by a mismatch
between the binding function implied by the observed data and that obtained by simu-
lation. We propose a general method to deal with this error-in-variable problem in the
II framework. The solution is to jointly estimate the nuisance parameters of the error
term distribution and the structural ones. Hence, the simulated series used to match the
auxiliary parameters must be contaminated by the noise. Under standard assumptions,
this estimator is consistent and asymptotically normal. Under misspecification of ME,
we show that II can still be consistent, as long as the structural model for the observed
series encompasses the auxiliary. A detailed analysis of the robustness/sensitivity of the II
estimation to different misspecifications of ME is performed for the OU model. We prove
the local identification of Heston SV model and extensions to leverage and jumps, when
auxiliary models based on RV are adopted. Monte Carlo simulations show the viability of
the proposed method in this framework and highlights the trade-off between bias reduction
and efficiency as the sampling frequency changes. The empirical application illustrates the
relevance of the proposed methodology when returns sampled at very high frequencies (e.g.
5 seconds) are used. Our empirical study highlights the limits of classical jump-diffusion
SV models in fitting high-frequency data. This is not surprising since price variations at
high-frequencies are discrete (due to the tick structure of the market) and are inflated by
zeros.
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A Proofs
A.1 Proof of Proposition 1
The II estimator is defined as:
θˆST = argmin
θ
ΞT (θ) = argmin
θ
(βˆT − βˆST (θ))′ΩT (βˆT − βˆST (θ)) (A.1)
with βˆST (θ) =
1
S
∑S
s=1 βˆ
s
T . The first order condition for θˆST is
∂βˆ′ST (θˆST (ΩT ))
∂θ
ΩT (βˆT − βˆST (θˆST (ΩT ))) = 0. (A.2)
Expanding (A.2) around the limit value θ0,
∂βˆ′ST (θ0)
∂θ
ΩT (βˆT − βˆST (θ0))− ∂βˆ
′
ST (θ0)
∂θ
ΩT
∂βˆST (θ0)
∂θ′
(θˆST (ΩT )− θ0) = op(1).
Under ΩT
p0x→ Ω,
θˆST (Ω)− θ0 =
[∂βˆ′ST (θ0)
∂θ
Ω
∂βˆST (θ0)
∂θ′
]−1∂βˆ′ST (θ0)
∂θ
Ω(βˆT − βˆST (θ0)) + op(1).
Letting S →∞, then ∂βˆST
∂θ′
p0x→ ∂b˜(θ)
∂θ′
with ∂b˜(θ0)
∂θ′
full column rank. It follows that
p0x lim
T→∞
θˆST (Ω) = θ0 +
[∂b˜′(θ0)
∂θ
Ω
∂b˜(θ0)
∂θ′
]−1∂b˜′(θ0)
∂θ
Ω(b(θ0, ψ0)− b˜(θ0)), (A.3)
where b˜(θ0) = p
0
x limT→∞ βˆST (θ0) = p
0
y limT→∞ βˆST (θ0), since p
0
x = p
0
y when ut = 0, as in
the simulated trajectories.
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A.2 Proof of Proposition 2
We follow the proof of Proposition 1. Let ζ = (θ′, ψ′)′, and expand (A.2) around the point
ζ¯0 = (θ0, ψ¯)
∂βˆ′ST (θ0, ψ¯)
∂ζ
ΩT (βˆT − βˆST (θ0, ψ¯))− ∂βˆ
′
ST (θ0, ψ¯)
∂ζ
ΩT
∂βˆST (θ0, ψ¯)
∂ζ ′
((θˆ′ST , ψˆ
′
ST )
′ − (θ′0, ψ¯′)′).
Since ΩT
p∗x→ Ω and ∂βˆST
∂ζ′
p∗x→ ∂b˜(θ,ψ¯)
∂ζ′
as S →∞,
p∗x lim
T→∞
[
θˆST (ΩT )
ψˆST (ΩT )
]
= (θ′0, ψ¯
′)′ +
[∂b˜′(θ0, ψ¯)
∂ζ
Ω
∂b˜(θ0, ψ¯)
∂ζ ′
]−1∂b˜′(θ0, ψ¯)
∂ζ
Ω(b(θ0, ψ0)− b˜(θ0, ψ¯)).
Premultiplying both sides by [Ip, 0h×h] we get
p∗x lim
T→∞
θˆST (ΩT ) = θ0 + Λ
∂b˜′(θ0, ψ¯)
∂ζ
Ω(b(θ0, ψ0)− b˜(θ0, ψ¯)). (A.4)
where Λ = [Ip, 0h×h]
[
∂b˜′(θ0,ψ¯)
∂ζ
Ω∂b˜(θ0,ψ¯)
∂ζ′
]−1
. Provided that ∂b˜(θ0,ψ¯)
∂ζ′
has full-column rank, the
encompassing condition implies that there exists a ψ¯ ∈ Ψ such that b(θ0, ψ0) = b˜(θ0, ψ¯).
The consistency of θˆST (ΩT ) follows.
A.3 Binding function of the OU model
The auxiliary model can be written as
xt = γ1 + γ2xt−1 + γ3et, et ∼ i.i.d.N(0, 1) (A.5)
with β1 = 1 − γ2, β2 = γ1/(1 − γ2) and γ3 = β3. To obtain the binding function we start
with the exact discretized process of z(t), which is
yt = ω(1− e−k) + e−kyt−1 + σ
(
1− e−2k
2k
)1/2
ǫt ǫt ∼ N(0, 1),
with E[yt] = ω, Var[yt] =
σ2
2k
and E[ytyt−1] = ω
2 + σ
2e−k
2k
. The maximum likelihood
estimators of γ1, γ2 and γ3 based on xt, are γˆ1 =
1
T−1
∑
t xt − γˆ2 1T−1
∑
t xt−1, γˆ2 =∑
t xtxt−1−
∑
t xt
∑
t xt−1∑
t x
2
t−1−(
∑
t xt−1)
2 , and γˆ3 =
1
T−1
∑
t(xt − γˆ1 − γˆ2xt−1)2. The probability limit of βˆT =
(βˆ1,T , βˆ2,T , βˆ3,T )
′ is readily obtained from γˆ. Consider p lim γˆ2 = p lim
∑
t xtxt−1−
∑
t xt
∑
t xt−1∑
t x
2
t−1−(
∑
t xt−1)
2 .
The limit in probability of the terms in the numerator is p lim 1
T
∑
t xtxt−1 = p lim
1
T
∑
t ytyt−1 =
ω2+e−k σ
2
2k
and p lim 1
T
∑
t xt
1
T
∑
t xt−1 = ω
2, while the limit of the denominator is p lim 1
T
{∑
t(yt−1+
ut−1)
2 −
[∑
t(yt−1 + ut−1)
]2}
= Var[yt + ut] = Var[yt] + σ
2
u. Combining the two we ob-
tain p lim βˆ1 = 1 − p lim γˆ2 = 1 − e−kσ2σ2+2kσ2u . Now, for βˆ2 =
γˆ1
βˆ1
, we have p lim γˆ1 = ωβ1,
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so that p lim βˆ2 =
γˆ1
βˆ1
= ω. Noting that E[xt] = ω, E[x
2
t ] = Var[yt] + ω
2 + σ2u and
E[xtxt−1] = e
−k Var(yt) + ω
2 and keeping in mind that p lim βˆ1 = 1 − e−kσ2σ2+2kσ2u , we get the
plim of βˆ3, that is p lim βˆ3 =
(
σ2
2k
+ σ2u
)
(1 + (1− β1)2)− (1− β1)e−k
(
σ2
k
)
.
A.4 Proof of Proposition 3
Before discussing the proof of Proposition 3, we present the local identification condition
for an ARMA plus noise model which is closely related to the local identification of the
Heston SV model with RV .
A.4.1 Local identification of ARMA models
Chanda (1995) proposes an estimator for the ARMA plus ME model, and discusses the
identification conditions. The estimator relies on preliminary estimates of the autoregres-
sive coefficients, which make the implementation of the recursive and nonlinear conditions
of the estimator computationally involved. The implementation of the II estimator is
instead rather straightforward, once the condition for local identification are satisfied.
Therefore, this section discusses the identification condition for a stationary ARMA(r, l)
signal observed with additive ME:
xt = yt + ut ut ∼ i.i.d.N(0, σ2u)
α(L)yt = c+ ϕ(L)εt εt ∼ i.i.d.N(0, σ2ε). (A.6)
We assume that the roots of α(L) = 1−α1L− . . .−αrLr and ϕ(L) = 1+ϕ1L+ . . .+ϕlLl
all lie outside the unit circle, and there are no common roots. Note that
α(L)xt = c+ ϕ(L)εt + α(L)ut (A.7)
is an ARMA(r,max {r, l}). The parameter vector is ζ = (c, α1, . . . , αr, ϕ1, . . . , ϕl, σ2ε , σ2u)′.
The auxiliary model is an AR(m), i.e.
φ(L)xt = φ0 + et, (A.8)
where E(et) = 0, E(e
2
t ) = σ
2
e and φ(L) = (1 − φ1L − . . . − φmLm). The (q × 1) vector of
auxiliary parameters is β = (φ0, φ1, . . . , φm, σ
2
e)
′, with q = (m+ 2) ≥ p+ 1 = 3 + r + l.
Lemma 2.5 in Chanda (1995) makes clear that the identifiability of ϕ1, . . . , ϕl, σ
2
ε and
σ2u is possible if and only if r > l. In the following proposition we explicit the identification
condition of ζ0 (Assumption 4.v) when the auxiliary model is an AR(m).
Proposition 4 Let the structural model be the stationary ARMA(r,l) in (A.6) with ME
ut ∼ WN(0, σ2u) and the auxiliary model be the AR(m) in (A.8) with m > r + l. The
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binding function is
b(ζ) =
[
Q−1ZZQZX
QXX −QXZQ−1ZZQZX
]
where QZZ, QXX and QZX contain the mean, the variance and the autocovariances of the
process for xt in (A.7) up to lag m. Then the Jacobian matrix
∂b(ζ)
∂ζ ′
=
[
−(Q′ZXQ−1ZZ ⊗Q−1ZZ)∂vecQZZ∂ζ′ +Q−1ZZ ∂QZX∂ζ′
∂QXX
∂ζ′
− vec(QZXQXZ)′(Q−1ZZ ⊗Q−1ZZ)∂vecQZZ∂ζ′ − 2QXZQ−1ZZ ∂QZX∂ζ′
]
has full column rank in ζ0 ∈ Z if r > l.
Proof 1 Let q = m + 2 and p + 1 = 3 + r + l, with q ≥ p + 1. Given the AR(m) model
in (A.8), the OLS estimates of β = (φ0, φ1, . . . , φm)
′ converges in probability, when T
diverges, to Q−1ZZQZX (see Proposition 8.10.1 and Theorem 8.1.1 in Brockwell and Davis,
1991), while
p lim
T→∞
σˆ2e = QXX −QXZQ−1ZZQZX
where
QZZ =


1 µx µx . . . µx
µx γx(0) + µ
2
x γx(1) + µ
2
x . . . γx(m− 1) + µ2x
µx γx(1) + µ
2
x γx(0) + µ
2
x . . . γx(m− 2) + µ2x
...
...
µx γx(m− 1) + µ2x γx(m− 2) + µ2x . . . γx(0) + µ2x


(A.9)
and QXZ = [µx, γx(1)+µ
2
x, . . . , γx(m)+µ
2
x] = Q
′
ZX . Since we assume that E(ut) = 0, then
µx = µ ≡ E[yt]. The variance and the autocovariances of xt are QXX ≡ γx(0) = γ(0) + σ2u
and γx(k) = γ(k) when k 6= 0, where γ(k) = Cov[yt, yt−k]. Thus the binding function is
b(ζ) =
[
Q−1ZZQZX
QXX −QXZQ−1ZZQZX
]
. (A.10)
In order to find the Jacobian matrix of b(ζ) consider the differential for each compo-
nent of b(ζ). Since d(Q−1ZZQZX) = −(Q−1ZZdQZZQ−1ZZ)QZX + Q−1ZZdQZX , and given that
vec(ABCD) = (D′C ′ ⊗ A)vec(B) for suitably dimensioned matrices, where the vec opera-
tor transforms a matrix into a vector by stacking the columns of the matrix one underneath
the other,
dvec(Q−1ZZQZX) =
[
−(Q′ZXQ−1ZZ ⊗Q−1ZZ)
∂vec(QZZ)
∂ζ ′
+Q−1ZZ
∂QZX
∂ζ ′
]
dζ.
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The differential of the second component of b(ζ) is
d[QXX ]− d[QXZQ−1ZZQZX ] = d[QXX ]−
{
QXZd[Q
−1
ZZ ]QZX
}− 2{QXZQ−1ZZd[QZX ]}
where d[QXX ] =
∂QXX
∂ζ′
dζ, QXZd[Q
−1
ZZ ]QZX = −vec(QZXQXZ)′(Q−1ZZ ⊗Q−1ZZ)∂vecQZZ∂ζ′ dζ, and
{
QXZQ
−1
ZZd[QZX ]
}
= QXZQ
−1
ZZ
∂(QZX)
∂ζ ′
dζ.
Finally, the Jacobian matrix can be written as
∂b(ζ)
∂ζ ′
=
[
0
∂QXX
∂ζ′
]
+
[
−(Q′ZXQ−1ZZ ⊗Q−1ZZ) Q−1ZZ
vec(QZXQXZ)
′(Q−1ZZ ⊗Q−1ZZ) −2QXZQ−1ZZ
][
∂vecQZZ
∂ζ′
∂QZX
∂ζ′
]
= A+ BC
The rank of A is p + 1 no matter what is the value of l and r. The rank of B is m + 2
which is larger by assumption than p + 1. It follows that the rank of ∂b(ζ0)/∂ζ
′ depends
on the column rank of the ((m + 1)2 + (m + 1)) × (p + 1) matrix C. The rows of the
matrix C contain the partial derivatives of µ2 + γ(k), k = 0, 1, . . . ,m with respect to c,
α = (α1, . . . , αl)
′, ϕ = (ϕ1, . . . , ϕr)
′, σ2ε and σ
2
u, i.e.[
∂(µ2+γx(k))
∂c
∂(µ2+γx(k))
∂α′
∂(µ2+γx(k))
∂ϕ′
∂(µ2+γx(k))
∂σ2ε
∂(µ2+γx(k))
∂σ2u
]
where
∂(µ2x + γx(k))
∂c
=
2c
(1−∑ri=1 αi)2 ,
∂(µ2x + γx(k))
∂α′
= 2µ
∂µ
∂α′
+
∂γ(k)
∂α′
,
∂(µ2x + γx(k))
∂ϕ′
=
∂γ(k)
∂ϕ′
,
∂(µ2x + γx(k))
∂σ2ε
=
∂γ(k)
∂σ2ε
,
∂(µ2x + γx(k))
∂σ2u
=
∂γx(k)
∂σ2u
=

1 k = 00 k 6= 0 .
First, consider the case of ARMA(1,0). The rows of C have the following expression
ck =
[
∂(µ2+γx(k))
∂c
∂(µ2+γx(k))
∂α1
∂(µ2+γx(k))
∂σ2ε
∂(µ2+γx(k))
∂σ2u
]′
.
If C has reduced rank then Cw = 0 for w 6= 0, i.e. there exists a vector w = [w1, w2, w3w4]′
such that c′kw = 0 for all rows of C. The partial derivatives in ck are
∂(µ2 + γx(k))
∂c
=
2c
(1− α1)2 ,
∂(µ2 + γx(k))
∂α1
= 2µ
∂µ
∂α1
+
(
kαk−11 γ(0) + α
k
1
∂γ(0)
∂α1
)
,
∂(µ2 + γx(k))
∂σ2ε
= αk1
∂γ(0)
∂σ2ε
.
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For k = 0, the reduced rank condition implies
w1
(∂(µ2 + γx(0))
∂c
)
+ w2
(∂(µ2 + γx(0))
∂α1
)
+ w3
(∂(µ2 + γx(0))
∂σ2ε
)
+ w4 = 0
while for k > 0
w1
(∂(µ2 + γx(k))
∂c
)
+ w2
(∂(µ2 + γx(k))
∂α1
)
+ w3
(∂(µ2 + γx(k))
∂σ2ε
)
= 0.
Equating the two expressions above
w2
[
kαk−11 γ(0) + α
k
1
(∂γ(0)
∂α1
− ∂γx(0)
∂α1
)]
+ w3
∂γx(0)
∂σ2ε
(ak − 1) = w4.
It is easy to see that w4 varies with k which implies that cannot exist any vector w 6= 0
which lies in the null column subspace of C, hence in the ARMA(1,0) case the column rank
of C is full. On the contrary, when r = l = 1, the rank of C is smaller than p+1. Indeed,
we can show that there exists a vector w 6= 0 such that Cw = 0. For ARMA(1,1) the rows
of ∂b(ζ)/∂ζ ′ consist of
[
∂(µ2+γx(k))
∂c
∂(µ2+γx(k))
∂α1
∂(µ2+γx(k))
∂ϕ1
∂(µ2+γx(k))
∂σ2ε
∂(µ2+γx(k))
∂σ2u
]
, where
the variance and the autocovariances are
γx(0) = σ
2
ε
1 + ϕ21 + 2α1ϕ1
1− α21
+ σ2u, γ(k) = σ
2
εα
k−1
1
(α1 + ϕ1)(1 + α1ϕ1)
1− α21
k > 1
with ∂γ(k)
∂ϕ1
= σ2εα
k−1
1
(1+α1ϕ1)+α1(α1+ϕ1)
1−α2
1
, ∂γ(k)
∂σ2ε
= αk−11
(α1+ϕ1)(1+α1ϕ1)
1−α2
1
. The vector w that is
orthogonal to the rows of C is
w = (0, 0, 1,−σ2ε
(1 + α1ϕ1) + α1(α1 + ϕ1)
(α1 + ϕ1)(1 + α1ϕ1)
, w5)
′,
w5 = σ
2
ε
(1 + α1ϕ1) + α1(α1 + ϕ1)
(α1 + ϕ1)(1 + α1ϕ1)
∂γ(0)
∂σ2ε
− ∂γ(0)
∂ϕ1
.
For the case r < l an analogous argument shows that the column rank of C is reduced.
Thus when r ≤ l the rank of C is smaller than p+ 1.
A.4.2 Local Identification of Heston SV model
The HAR-RV model can be written as an AR(22) with linear restrictions on the autore-
gressive parameters
xt = α0 + α1xt−1 + α2xt−2 + . . .+ α22xt−22 + et (A.11)
where α0 = φ1, α1 = (φ2+φ3/5+φ4/22), {α2, ..., α5} = (φ3/5+φ4/22) and {α6, ..., α22} =
(φ4/22). Let R be the 23×4 matrix with the linear restrictions, then a compact expression
for α is α = Rφ. The restricted AR(22) model in (A.11) can be estimated by OLS imposing
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the restriction contained in the matrix R. The OLS estimate of φ is
φˆT =
[
R′
(∑
t
ztz
′
t
)
R
]−1
R′
∑
t
(ztxt),
where zt = (1, xt−1, . . . , xt−22)
′. Under standard assumptions, it can be shown that
1
T
∑
t(ztz
′
t)
p→ E[ztz′t] ≡ QZZ , where QZZ is given in (A.9) with m = 22, and µ = E[xt].
Therefore, p limT→∞ αˆT = Q
−1
ZZQZX , QZX = E[ztxt] = [µ, µ
2 + γ(1), . . . , µ2 + γ(22)]′ and
QXX = E[x
2
t ] = γ(0) + µ
2. The limit of φˆT
p lim
T→∞
φˆT =
[
R′p lim
T→∞
(∑
t
ztz
′
t
)
R
]−1
R′p lim
T→∞
∑
t
(ztxt) = [R
′QZZR]
−1
R′QZX ,
The matrix QZZ and the vector QZX both depend on the structural parameters ζ. The
estimator of the variance of et is
σˆ2e,T =
∑
t eˆ
2
t
T
, p lim
T→∞
σˆ2e,T = QXX −QXZR(R′QZZR)−1R′QZX .
Then the binding function results to be b(ζ) =
[
[R′QZZR]
−1R′QZX
QXX − [QXZR(R′QZZR)−1R′QZX ]
]
. To
calculate the derivative of b(ζ) with respect to ζ we use the differential of b(ζ):
d{[R′QZZR]−1R′QZX} = d{[R′QZZR]−1}R′QZX + [R′QZZR]−1R′d{QZX} (A.12)
The differential of first term in the RHS of (A.12)
d{[R′QZZR]−1}R′QZX = −(R′QZZR)−1R′d{QZZ}R(R′QZZR)−1R′QZX ,
taking the vec of both sides
vec
[
d{[R′QZZR]−1}R′QZX
]
= −
[
QXZR(R
′QZZR)
−1R′ ⊗ (R′QZZR)−1R′
]∂vecQZZ
∂ζ ′
dζ.
Thus, denoting QR = (R
′QZZR)
−1,
d{QRR′QZX} =
{
−
[
QXZRQRR
′ ⊗QRR′
]∂vecQZZ
∂ζ ′
+QRR
′∂QZX
∂ζ ′
}
dζ.
Now, the differential of the second block of rows in b(ζ)
d{QXX − [QXZRQRR′QZX ]} = d{QXX} − d{[QXZRQRR′QZX ]}
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with d{QXX} = ∂QXX∂ζ′ dζ, and
d{[QXZRQRR′QZX ]} = 2[QXZRQRR′d{QZX}]−QXZRQRR′d{QZZ}RQRR′QZX .
The second term on the RHS of the previous expression can be rewritten, using the trace
operator, as
QXZRQRR
′d{QZZ}RQRR′QZX = vec(QZXQXZ)′[(RQRR′)⊗ (RQRR′)]dvec(QZZ).
The Jacobian matrix of b(ζ)
∂b(ζ)
∂ζ ′
=

 −
[
QXZRQRR
′ ⊗QRR′
]
∂vecQZZ
∂ζ′ +QRR
′ ∂QZX
∂ζ′
∂QXX
∂ζ′ + vec(QZXQXZ)
′[(RQRR
′)⊗ (RQRR′)]∂vecQZZ∂ζ′ − 2[QXZRQRR′]∂QZX∂ζ′

 .
In order to prove that the Jacobian matrix has full-column rank, i.e. equal to 4, we focus
on the matrix (as in the Proof of Proposition 4) C =
[
∂vecQZZ
∂ζ′
∂QZX
∂ζ′
]
. This matrix contains the
partial derivatives of the variance and the autocovariances of the RVt in the case of the
Heston model. Let denote cj the row of C which contains the partial derivative of γ(j),
i.e. cj =
[
∂γ(j)
∂κ
2µ+ ∂γ(j)
∂ω
∂γ(j)
∂ς
2µ∆+ ∂γ(j)
∂σ2u
]′
. The matrix C has reduced column rank
if there exists a vector w = [w1, w2, w3, w4]
′ 6= 0 such that c′jw = 0, and this must hold for
all rows of C, that is Cw = 0. Since ∂γ(j)
∂σ2u
= 0 for j > 0, we have that for j > 0
w1
∂γ(j)
∂κ
+ w2
(
2µ+
∂γ(j)
∂ω
)
+ w3
(
2µ∆+
∂γ(j)
∂ς
)
= 0 (A.13)
and for j = 0
w1
∂γ(0)
∂κ
+ w2
(
2µ+
∂γ(0)
∂ω
)
+ w3
∂γ(0)
∂ς
+ w4
(
2µ∆+
∂γ(0)
∂ς
)
= 0. (A.14)
Now equating (A.13) and (A.14), we get
w1
[∂γ(j)
∂κ
− ∂γ(0)
∂κ
]
+ w2
[∂γ(j)
∂ω
− ∂γ(0)
∂ω
]
+ w3
[∂γ(j)
∂ς
− ∂γ(0)
∂ς
]
− w4∂γ(0)
∂σ2u
= 0, (A.15)
where the expressions in parenthesis are functions of j. This means that the value of w4
which satisfies (A.15) is
w4 =
[∂γ(0)
∂σ2u
]−1{
w1
[∂γ(j)
∂κ
− ∂γ(0)
∂κ
]
+ w2
[∂γ(j)
∂ω
− ∂γ(0)
∂ω
]
+ w3
[∂γ(j)
∂ς
− ∂γ(0)
∂ς
]}
,
which is obviously not constant since it depends on j. Thus the only vector w which
satisfies (A.15) is the null vector. We can conclude that the matrix C has full column
rank.
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