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DISCONTINUITY OF THE LYAPUNOV EXPONENT
ZHENG GAN AND HELGE KRU¨GER
Abstract. We study discontinuity of the Lyapunov exponent. We construct
a limit-periodic Schro¨dinger operator, of which the Lyapunov exponent has a
positive measure set of discontinuities. We also show that the limit-periodic
potentials, whose Lyapunov exponent is discontinuous, are dense in the space
of limit-periodic potentials.
1. Introduction
In this paper, we construct examples of ergodic Schro¨dinger operatorsHω, whose
Lyapunov exponent L(E) is discontinuous. In addition to being a result of interest
of its own, we were motivated by the following observation. Denote by
(1.1) Z = {E : L(E) = 0}
the set where the Lyapunov exponent vanishes. It was shown by Deift and Simon
in [5] that the measure of this set satisfies
(1.2) |Z| ≤ 4.
Introduce the essential closure of Z by
(1.3) Zess = {E : ∀ε > 0 : |Z ∩ (E − ε, E + ε)| > 0}.
Denote by σac(Hω) the absolutely continuous spectrum of Hω : ℓ
2(Z)→ ℓ2(Z). By
Kotani theory, we have that for almost every ω
(1.4) σac(Hω) = Zess.
This result can for example be found in [3], [10], or Theorem 5.17 in [11]. Being
naive, one might assume that from these two statements that
(1.5) |σac(Hω)| ≤ 4
holds for almost every ω. However, we do not know if this is true and trying to
show this was a big motivation to write this paper. To see that (1.5) cannot be a
simple consequence of (1.2) and (1.4) let Z be the complement of a Cantor set of
measure > 4 in [−4, 4]. Then (1.2) holds, but Zess = [−4, 4] is a set of measure 8.
Let us now discuss our main result and its relevance to this conjecture. We begin
by introducing some notation. Let (Ω, µ) be a probability space, T : Ω → Ω an
invertible ergodic transformation, and f : Ω → R a bounded measurable function.
For ω ∈ Ω we introduce the potentials Vω(n) = f(T nω). Hω = ∆+ Vω denotes the
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Schro¨dinger operator with potential Vω. Here ∆u(n) = u(n+1)+u(n− 1) denotes
the discrete Laplacian. We introduce the transfer matrices
(1.6) AN (E, Vω) =
N∏
n=1
(
E − Vω(N − n) −1
1 0
)
.
The Lyapunov exponent is then defined by
(1.7) L(E) = lim
N→∞
1
N
∫
Ω
log ‖AN(E, Vω)‖dµ(ω).
Our main result is
Theorem 1.1. There exists (Ω, T, f) such that L(E) vanishes for generic E ∈
[−4, 4]. Furthermore for every ω ∈ Ω, we have that [−4, 4] ⊆ σ(Hω).
Our proof does not give any control on the measure of the set Z, where the
Lyapunov exponent vanishes. However, it is sufficient to show that
Corollary 1.2. We have that L(E) is discontinuous on a set of E of positive
Lebesgue measure.
Proof. Denote by A the set of E0 ∈ [−4, 4] such that L(E) is continuous at E0.
By Theorem 1.1, we have that A ⊆ Z. Hence by (1.2), we have that |A| ≤ 4. In
particular, the Lyapunov exponent is discontinuous on B = [−4, 4]\A with measure
|B| ≥ 4. 
Our proof of Theorem 1.1 is done by constructing a limit-periodic potential
explicitly with these properties. We will discuss the details in the next section,
where we also show that for a dense set of limit-periodic potentials the Lyapunov
exponent has at least one discontinuity. This is achieved by adapting the argument
of Johnson [7] to the discrete setting.
We furthermore wish to point out that Thouvenot has constructed in [12] dis-
continuity points of the Lyapunov exponent for matrix-valued cocycles.
Let us now discuss the relevance to whether (1.5) holds. One can show that if A
is a closed set, then |Aess| = |A|. Now, the existence of large sets of discontinuity of
the Lyapunov exponent stops us from concluding that Z is closed and thus (1.5).
Artur Avila has informed us of an alternative proof of Theorem 1.1, which is
based on the work of Bochi and Viana [2]. The main idea is that if T has plenty of
periodic points, then one can ensure that |σ(∆ + f(T nω))| > 4 for almost every ω.
Then one uses to show the results of [2] to conclude that by perturbing f slightly
the Lyapunov exponent L(E) vanishes on a dense set in σ(∆ + f(T nω)), and still
|σ(∆ + f(T nω))| > 4. Then discontinuity of the Lyapunov exponent follows as in
the proof of Corollary 1.2.
2. Limit-periodic potential and further results
We will begin this section by discussing some basics about limit-periodic poten-
tials. For further informations, we refer to the appendix of the paper [1] of Avron
and Simon, and to the survey by Gan [6].
DISCONTINUITY OF THE LYAPUNOV EXPONENT 3
Given a bounded sequence V : Z→ R, we denote by ΩV the hull of its translates.
That is
(2.1) ΩV = {Vm, m ∈ Z}
ℓ∞(Z)
,
where Vm(n) = V (n−m). If ΩV is compact in the ℓ∞(Z) topology, then V is called
almost-periodic. The shift map on ℓ∞(Z) becomes a translation on the group ΩV
and it is uniquely ergodic with respect to the Haar measure of ΩV .
V is called limit-periodic, if there exists a sequence of periodic potentials V k such
that
(2.2) V = lim
k→∞
V k
in the ℓ∞(Z) topology. It should be remarked that limit-periodic V are almost-
periodic. In fact, then ΩV has the extra structure of being a Cantor group, see [6]
for details.
The proof of Theorem 1.1 will proceed by explicitly constructing such sequences
of V k. We will furthermore denote by L(E, V k) the Lyapunov exponent of such a
sequence of periodic potentials.
Let us recall some properties of a pk periodic potentials V
k.
(i) The spectrum σ(∆ + V k) is a finite union of intervals. That is
(2.3) σ(∆ + V k) =
g⋃
j=1
[αj , βj],
where g ≥ 2 and αj < βj .
(ii) The Lyapunov exponent L(E, V k) is continuous and vanishes on L(E, V k).
It should furthermore be pointed out that, one always has |σ(∆ + V k)| ≤ 4.
Let us now comment further on Theorem 1.1.
Remark 2.1. The potential constructed in Theorem 1.1 is limit-periodic. In par-
ticular, we provide an example of a limit-periodic potential whose spectrum contains
an interval.
This is not the first known example with this property, since Po¨schel provided
some in [9]. However, our construction has the advantage of being relatively ele-
mentary in comparison to Po¨schel’s KAM-type proof.
In order to state our other result, we denote by L the space of all limit-periodic
potentials. We have
Theorem 2.2. There is a dense set of V in L for which the Lyapunov exponent
L(E) is discontinuous.
Here the dense set cannot be improved to a generic set, since Damanik and Gan
in [4] show that there is a generic set of V in L such that the Lyapunov exponent
is continuous.
Furthermore, we should point out that the proof of the previous theorem largly
parallels the construction of Johnson in [7] of similar examples in the continuum
setting. However, the observation of denseness is new.
Define the individual Lyapunov exponent by
(2.4) L(E,ω) = lim sup
N→∞
1
N
log ‖AN (E, Vω)‖.
4 Z. GAN AND H. KRU¨GER
An important aspect of our construction will be to replace the Lyapunov exponent
L(E) defined in (1.7) by L(E,ω). This is possible by the following result.
Proposition 2.3. Assume that T : Ω → Ω is uniquely ergodic. For each ω ∈ Ω,
there exists a set Eω of zero Lebesgue measure such that for E ∈ R \ Eω
(2.5) L(E) = L(E,ω).
Proof. This is a consequence of Theorem 2.1. in [8]. 
Thus, we obtain that for fixed ω
(2.6) L(E) = lim
N→∞
1
N
log ‖AN(E, Vω)‖
for almost every E. We will furthermore need Thouless’ formula
(2.7) L(E) =
∫
log |t− E|dN(t),
where N(t) is the integrated density of states. See for example Theorem 5.15 in
Teschl’s book [11].
3. Proof of Theorem 1.1
In order to simplify the notation, we introduce
Definition 3.1. A collection of open intervals Σ is called ε-dense in [−4, 4] if for
E ∈ [−4, 4], there exists I ∈ Σ such that I ⊆ [E − ε, E + ε].
We will construct a sequence of periodic potentials V k with the following prop-
erties:
(i) V k is pk periodic and ‖V k − V k−1‖∞ ≤ 12k−1 .
(ii) V k(n) = V k−1(n) for 0 ≤ n ≤ pk−1.
(iii) For 1 ≤ l ≤ k and E ∈ σ(∆ + V l)
(3.1)
1
pk
log ‖Apk(E, V k)‖ ≤
k+1∑
s=l+1
1
2s
.
(iv) There is a set Σk consisting of open intervals I ⊆ σ(∆ + V k) which is
2−k-dense in [−4, 4].
(v) For each Ik−1 ∈ Σk−1 there exists Ik ∈ Σk such that Ik ⊆ Ik−1.
We begin by showing that the existence of such V k implies Theorem 1.1. From
(i), one obtains that the limit
(3.2) V (n) = lim
k→∞
V k(n)
exists uniformly and is bounded.
Lemma 3.2. Let l ≥ 1, then for E ∈ σ(∆ + V l)
(3.3) lim inf
N→∞
1
N
log ‖AN(E, V )‖ ≤ 1
2l
.
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Proof. By (ii), we have 1
pk
log ‖Apk(E, V )‖ = 1pk log ‖Apk(E, V k)‖. By (iii), we
obtain that for E ∈ σ(∆ + V l) and k ≥ l
1
pk
log ‖Apk(E, V )‖ ≤
k+1∑
s=l+1
1
2s
≤ 1
2l
,
which implies the claim. 
Combining this lemma with (2.6), we obtain that for almost every E ∈ σ(∆+V l)
(3.4) L(E) ≤ 1
2l
.
We also have
Proposition 3.3. For E0 ∈ [−4, 4] we have
(3.5) lim inf
E→E0
L(E) = 0.
Proof. Pick any E0 ∈ [−4, 4] and k ≥ 1. By (iv), we can choose Ik ∈ Σk such that
Ik ⊆ [E0 − 12k , E0 + 12k ]. By (v), we can choose a sequence of intervals
Ik ⊇ Ik+1 ⊇ . . .
Let Eˆ ∈ ⋂l≥k Il. Since Eˆ ∈ Ik, we have |E0 − Eˆ| < 12k . By (3.4), we can choose
El ∈ Il with |El − Eˆ| ≤ 12l and L(El) ≤ 12l . Hence
0 ≤ lim inf
E→Eˆ
L(E) ≤ lim
l→∞
L(El) = 0,
showing (3.5). Since k ≥ 1 was arbitary, the claim follows. 
We now come to
Proof of Theorem 1.1. Let
LN (E) =
1
2N
∫
Ω
log ‖A2N (E, Vω)‖dµ(ω).
LN(E) is continuous in E and decreasing in N . In particular, this implies
L(E) = inf
N≥1
LN (E).
Introduce
Ul =
⋃
N≥1
{
E : LN(E) <
1
l
}
.
Since LN (E) is continuous, Ul is open. Let us now show that Ul is also dense.
Let E0 ∈ [−4, 4] and ε > 0. By the previous proposition, there exists E ∈ [E0 −
ε, E0 + ε] such that L(E) <
1
2l . Furthermore, there must be an N0 ≥ 1 such that
|L(E)−LN0(E)| < 12l and thus that L(E) < 1l . This implies E ∈ Ul and thus that
Ul is dense.
Introduce
U =
⋂
l≥1
Ul.
Since each of the Ul is open and dense, we have by the Baire category theorem that
also U is dense. The claim follows. 
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In the following subsections, we will explain how to construct V k given V k−1.
In the next subsection, we will construct a sequence of potentials Vˆm such that
properties (i), (ii), (iv), and (v) hold. Then, we will show in Subsection 3.2 that
(iii) holds if m is chosen large enough.
3.1. A sequence of potentials such that (i), (ii), (iv) and (v) hold. We will
need the following lemma, describing the generalized eigenfunctions of a periodic
operator. A proof can be given using that Ap(E, V ) has an eigenvalue of modulus
1 for E ∈ σ(∆ + V ) and we omit it for brevity.
Lemma 3.4. Let V be a p periodic potential and E ∈ σ(∆+V ). There is a bounded
solution ψ of (∆ + V )ψ = Eψ such that for every m ∈ Z
(3.6)
p∑
k=1
|ψ(m+ k)|2 = 1.
Let I1, . . . , IL be an enumeration of the intervals in Σk−1. For each I l, we choose
a subinterval I˜ l of length < 1
2k+1
. Denote by Σ˜k−1 the collection of intervals I˜ l.
Introduce δ by
(3.7) δ = min
I∈Σ˜
|I|.
Clearly, 0 < δ < 1
2k+1
.
Choose m0 so large that δ
√
m0 > 4 and let p˜k−1 = m0pk−1. We will treat V k−1
as a p˜k−1 periodic potential. Write
(3.8) Λj,m = [mp˜k−1 + (j + 4)p˜k−1,mp˜k−1 + (j + 5)p˜k−1 − 1].
Introduce the potentials Vˆm by
(3.9) Vˆm(n) =
{
V k−1(n), 0 ≤ n ≤ mp˜k−1 − 1;
V k−1(n) + j
2k+1
, n ∈ Λj,m − 4 ≤ j ≤ 3.
Note that Vˆm will be pˆm = mp˜k−1 + 8p˜k−1 periodic. We will later let V k = Vˆm for
some large m.
We see that the claimed properties (i) and (ii) are straightforward. It remains
to prove (iv) and (v).
Lemma 3.5. For each I ∈ Σ˜k−1 and −4 ≤ j ≤ 3, there exists an open interval J
such that
(3.10) J ⊆ I + j
2k+1
and J ⊆ σ(∆ + Vˆm).
Proof. Let I = (E−, E+) and Eˆ =
E−+E+
2 . By Lemma 3.4, there exists a function
ψ such that
(∆ + V k−1)ψ = Eˆψ, and
pk−1∑
n=1
|ψ(n)|2 = 1.
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Let ϕ be the restriction of ψ to Λj,m. A computation shows ‖ϕ‖ = √m0 and
(∆+Vˆm−Eˆ− j
2k+1
)ϕ(n) =

ψ(mp˜k−1 + (j + 4)p˜k−1), n = mp˜k−1 + (j + 4)p˜k−1 − 1;
−ψ(mp˜k−1 + (j + 4)p˜k−1 − 1), n = mp˜k−1 + (j + 4)p˜k−1;
−ψ(mp˜k−1 + (j + 5)p˜k−1), n = mp˜k−1 + (j + 5)p˜k−1 − 1;
ψ(mp˜k−1 + (j + 5)p˜k−1 − 1), n = mp˜k−1 + (j + 5)p˜k−1;
0, otherwise.
So we have
(3.11)
‖(∆ + Vˆm − Eˆ − j2k+1 )ϕ‖
‖ϕ‖ ≤
2√
m0
<
δ
2
.
The above inequality implies that
dist(Eˆ +
j
2k+1
, σ(∆ + Vˆm)) <
δ
2
.
Hence, we see that σ(∆+ Vˆm)∩ (I + j2k+1 ) is non empty since |I + j2k+1 | ≥ δ. Since
σ(∆ + Vˆm) consists of bands, we may choose an open interval J such that (3.10)
holds. 
We denote by Σk the collection of open intervals J obtained from the previous
lemma for all possible choices of I and j. It is clear that property (v) holds.
Proof of Property (iv). Given any E ∈ [−4, 4], we may find an I ∈ Σ˜k−1 such that
I ⊆ [E − 1
2k−1
, E +
1
2k−1
].
Let I = (E−, E+) and Eˆ =
E−+E+
2 . Since Eˆ ∈ I and
[E − 1
2k−1
, E +
1
2k−1
] =
3⋃
j=−4
[
E +
j
2k+1
, E +
j + 1
2k+1
]
,
we can find −4 ≤ j ≤ 3 such that
Eˆ ∈
[
E − j
2k+1
, E − j + 1
2k+1
]
By the construction of Σk in Lemma 3.5, there exists J ∈ Σk such that J ⊆ I+ j2k+1 .
By |I| ≤ 1
2k+1
, we obtain
J ⊆ I + j
2k+1
⊆
[
Eˆ +
j − 1
2k+1
, Eˆ +
j + 1
2k+1
]
⊆
[
E − 1
2k
, E +
1
2k
]
,
which finishes the proof. 
3.2. Ensuring (iii).
Lemma 3.6. Let V be a p periodic potential. For any µ > 0, there exists M ≥ 1
such that for E ∈ σ(∆ + V ) and N ≥M , we have
(3.12)
1
N
log ‖AN (E, V )‖ ≤ µ.
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Proof. Introduce the continuous functions
fi(E) =
1
2i
log ‖A2i(E, V )‖.
One can easily check that fi+1(E) ≤ fi(E) and that for E ∈ σ(∆ + V ), we have
limi→∞ fi(E) = L(E, V ) = 0. Hence, we obtain by Dini’s therorem that there
exists M1 ≥ 1 such that for i ≥M1 and E ∈ σ(∆ + V )
1
2i
log ‖A2i(E, V )‖ ≤
µ
2
.
Let N = q2M1 + r, where q ≥ 1 and 0 ≤ r ≤ 2M1 − 1. For E ∈ σ(∆ + V ), we get
1
N
log ‖AN(E, V )‖ ≤ 1
q2M1 + r
(
log ‖Aq2M1 (E, V )‖+ log ‖Ar(E, V )‖
)
≤ µ
2
+
log ‖Ar(E, V )‖
q2M1 + r
.
Choose M2 ≥ 1 so large that for E ∈ σ(∆ + V ) and 0 ≤ r ≤ 2M1 − 1
log ‖ Ar(E, V ) ‖
M22M1 + r
≤ µ
2
.
The claim follows by taking q ≥M2 or equivalently N ≥M =M2 · 2M1 . 
By this lemma, we can ensure (iii) for l = k as long as m large enough. Let
1 ≤ l ≤ k − 1. By assumption,
1
pk−1
log ‖Apk−1(E, V k−1)‖ ≤
k∑
s=l+1
1
2s
.
By submultiplicativity, we get
1
p˜k−1
log ‖Ap˜k−1(E, V k−1)‖ ≤
k∑
s=l+1
1
2s
.
We recall that Vˆm is a pˆm = (m + 8)p˜k−1 periodic potential, such that Vˆm(n) =
V k−1(n) for 0 ≤ mp˜k−1 − 1. Thus, we have
(3.13) Apˆm(E, Vˆm) = (Ap˜k−1 (E, V
k−1))m · A˜,
where A˜ is some fixed matrix, whose norm is independent of m. Hence, we obtain
1
pˆm
log ‖Apˆm(E, Vˆm)‖ ≤
k∑
s=l+1
1
2s
+
1
pˆm
log ‖A˜‖.
The claim now follows by choosing m large enough.
3.3. Construction of the initial potential. Last, we construct an initial poten-
tial V 0. Define for L ≥ 1, the potential V˜L by
(3.14) V˜L(n) =
{
2, 0 ≤ n ≤ L− 1;
−2, L ≤ n ≤ 2L− 1
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and continue it to be 2L periodic. For k ∈ [0, π] the function ϕ(n) = eikn solves
∆ϕ = 2 cos(k)ϕ. Set E = 2 cos(k) and
(3.15) ψ(n) =
{
ϕ(n), 0 ≤ n ≤ L− 1;
0, otherwise.
Clearly, ‖ψ‖ = √L, and
‖(∆ + V 0 − E − 2)ψ‖ ≤ 2.
This implies that dist(E + 2, σ(∆ + V 0)) ≤ 2√
L
. When L > 4, we have
dist(E + 2, σ(∆ + V 0)) < 1.
So for any E0 ∈ [0, 4] we can find an interval I ⊂ σ(∆ + V 0) such that I ⊆
[E0 − 1, E0 + 1].
Similarly, we conclude that for any E0 ∈ [−4, 0] there is an interval I ⊂ σ(∆+V 0)
such that I ⊆ [E0− 1, E0+1]. Thus, for V 0 we can find a collection Σ0 of intervals
I ⊂ σ(∆ + V 0) which is 1-dense in [−4, 4]. (iv) follows.
By Lemma 3.6, (iii) follows since we can treat V0 as a p0 periodic where p0 =
2Lm, and m ∈ Z+ is large. There is nothing to check for (i), (ii), and (v).
4. Proof of Theorem 2.2
The first step in the proof of Theorem 2.2 is to prove the following proposition,
which we postpone to a later subsection.
Proposition 4.1. Let V0 be a p0 periodic potential such that
(4.1) E0 = inf(σ(∆ + V0)) > 0.
Introduce γ = 12L(0, V
0). There exists a limit-periodic potential V such that ‖V −
V0‖ ≤ 5E0, inf(σ(∆ + V )) = 0, and
(4.2) lim sup
E→0
L(E) ≥ γ > lim inf
E→0
L(E) = 0.
In particular, the Lyapunov exponent L(E, V ) is discontinuous at 0.
We are now ready for
Proof of Theorem 2.2. First note that the periodic potentials are dense in the space
L of all limit periodic potentials.
Let V0 be any periodic potential and ε > 0. Introduce the potential
V˜0 = V0 − inf(∆ + V0) + ε
5
.
One can check that V˜0 satisfies the assumptions of the previous proposition, and we
thus obtain a potential V˜ such that the Lyapunov exponent of V˜ is discontinuous
and ‖V˜0 − V˜ ‖ ≤ ε.
We now see that V = V˜ +inf(∆+V0)− ε5 satisfies that its Lyapunov exponent is
discontinuous and ‖V −V0‖ ≤ ε. Hence, the potentials with discontinuous Lyapunov
exponent are dense. 
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4.1. Proof of Proposition 4.1. In the following subsection, we will construct a
sequence of potentials V k with the following properties.
(i) V k is pk periodic and satisfies
(4.3) ‖V k − V k−1‖ ≤ 2
5
Ek−1,
and V k(n) = V k−1(n) for 0 ≤ n ≤ pk−1.
(ii) The bottom of the spectrum Ek = inf σ(∆ + V
k) satisfies
(4.4)
(
3
5
)k
E0 ≤ Ek ≤
(
4
5
)k
E0.
(iii) The Lyapunov exponent at energy 0 satisfies
(4.5) L(0, V k) ≥
(
2−
k∑
s=1
1
2s
)
γ.
(iv) For 1 ≤ l ≤ k and every E ∈ σ(∆ + V l)
(4.6)
1
pk
log ‖Apk(E, V k)‖ ≤
k+1∑
s=l+1
1
2s
.
From properties (i) and (ii), we see that
(4.7) ‖V k − V k−1‖ ≤
(
4
5
)k
E0.
Hence the limit
(4.8) V = lim
k→∞
V k,
exists in ℓ∞(Z) and ‖V − V 0‖ ≤ 5E0.
Lemma 4.2. We have that
(4.9) L(0) ≥ γ.
Proof. By (ii), we have that inf(σ(∆+V k)) > 0. Hence by Thouless’ formula (2.7)
L(E, V k) =
∫
log |t− E|dNk(t),
we have that E 7→ L(E, V k) is decreasing in E ≤ 0.
This and property (iii) imply for E < 0 and k ≥ 1 that
L(E, V k) ≥ γ.
Since Nk → N weakly and log |t − E| is a bounded and continuous function for
E < 0, we also obtain
L(E) ≥ γ
for E < 0. Thouless formula even implies that
L(0) = lim
E↑0
L(E).
This implies the claim. 
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Similarly as for (3.4) in the previous section, we have that properties (i) and (iv)
imply that
(4.10) L(E) ≤ 1
2k
for almost every E ∈ σ(∆ + V k). Hence, we have that
(4.11) lim sup
E→0
L(E) > lim inf
E→0
L(E) = 0.
This finishes the proof of Proposition 4.1.
4.2. Construction of the sequence of potentials. In order to construct the
sequence of potentials V k, we will prove the following lemmas. These imply the
existence of V k given V k−1 by applying them to V = V k−1.
Lemma 4.3. Let V be a p periodic potential and E0 = inf σ(∆+ V ). Let p˜ = m0p
for sufficiently large m0. Define for 1 ≤ l ≤ h the intervals Il by
(4.12) Il = [mp˜+ (l − 1)p˜,mp˜+ lp˜− 1].
Define the pˆ = (m+ h)p˜ periodic potential Vˆm,h by
(4.13) Vˆm,h(n) =
{
V (n) [0,mp˜− 1];
V (n)− 2E05 n ∈ Il, 1 ≤ l ≤ h.
Then we have
(4.14)
3E0
5
≤ inf σ(∆ + Vˆm,h) ≤ 4E0
5
.
Proof. As in the proof of Lemma 3.5, let E− = E0 and δ = E05 . Pick Eˆ in the first
band of σ(∆ + V ) such that Eˆ − E0 < E0/10. Also, m0 will be picked sufficiently
large so that δ
√
m0 > 4. Then, we will get
(4.15) dist(Eˆ − 2E0
5
, σ(∆ + Vˆm,h)) ≤ δ
2
=
E0
10
.
The lemma follows. 
We can view the pˆ period of Vˆm,h as a concatenation of two parts:
• m pieces of the p˜ period of V .
• h pieces of the p˜ period of V˜ , where V˜ = V − 2E05 .
Denote A˜ = Ap˜(E, V˜ ), then we have
(4.16) Apˆ(E, Vˆm,h) = (A˜)
h · (Ap˜(E, V ))m.
Let E /∈ inf(σ(∆+V )). Then we can chose two normalized vectors v, u ∈ C2, such
that
(4.17) Ap˜(E, V )v = e
p˜L(E,V )v, Ap˜(E, V )u = e
−p˜L(E,V )u.
Denote by v⊥ = av + bu a vector orthonormal to v. We will first show
Lemma 4.4. There exists h ∈ {1, 2} such that
(4.18) 〈v, A˜hv〉+ a〈v⊥, A˜hv〉 6= 0.
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Proof. From the Cayley–Hamilton theorem, we have that A˜2 − tr(A˜)A˜ + I = 0.
Taking 〈v, .v〉 and 〈v⊥, .v〉, we obtain
〈v, A˜2v〉 − tr(A˜)〈v, A˜v〉+ 1 = 0,
〈v⊥, A˜2v〉 − tr(A˜)〈v⊥, A˜v〉 = 0.
Multiplying the second equation by a and adding the two together, we obtain(
〈v, A˜2v〉+ a〈v⊥, A˜2v〉
)
− tr(A˜)
(
〈v, A˜v〉+ a〈v⊥, A˜v〉
)
= −1.
Hence, the claim follows. 
We now come to
Lemma 4.5. Let E /∈ σ(∆ + V ). Then there exists h ∈ {1, 2} such that
(4.19) L(E, Vˆm,h)→ L(E, V )
as m→∞.
Proof. Let h be as in the previous lemma. The lower bound can be obtained by a
similar argument as in Subsection 3.2.
By (7.10) in [11] and a computation, we have
L(E, Vˆm,h) =
1
pˆ
log

∣∣∣∣∣ tr(Apˆ(E, Vˆm,h))2
∣∣∣∣∣+
√√√√( tr(Apˆ(E, Vˆm,h))
2
)2
− 1

≥ 1
pˆ
log
∣∣∣tr(A˜h(Ap˜(E, V ))m)∣∣∣ − log(2)
pˆ
.
Let us now evaluate tr(A˜h(Ap˜(E, V ))
m). We have
tr(A˜h(Ap˜(E, V ))
m) = 〈v, A˜h(Ap˜(E, V ))mv〉+ 〈v⊥, A˜h(Ap˜(E, V ))mv⊥〉
= emp˜L(E,V )〈v, A˜hv〉+ aemp˜L(E,V )〈v⊥, A˜hv〉
+ be−mp˜L(E,V )〈v⊥, A˜hu〉
= emp˜L(E,V )
(
〈v, A˜hv〉+ a〈v⊥, A˜hv〉
)
+ o(1).
Combining this with the previous formula, we obtain that
L(E, Vˆm,h) ≥ L(E, V ) + o(1).
Hence, we see that the claim holds, if we choose m large enough. 
In order to show the existence of V k such that (i) to (iv) hold. Use Lemma 4.3
to find a sequence of potentials Vˆm,h such that properties (i) and (ii) hold. The
previous lemma implies the existence of h ∈ {1, 2} such that property (iii) form ≥ 1
large enough. Finally, by arguments similar to the ones in Subsection 3.2, we can
show that property (iv) holds for m ≥ 1 large enough. This finishes the proof of
the existence of the sequence V k and so also of Proposition 4.1.
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