Abstract: Diseases in agricultural production systems represent one of the main reasons of losses and poor-quality products. For coffee production, experts in this area suggest that weather conditions and crop physical properties are the main variables that determine the development of coffee rust. This paper proposes an extraction of rules to detect coffee rust from induction of decision trees and expert knowledge. In order to obtain a model with greater expressiveness and interpretability, a graph-based representation is proposed. Finally, the extracted rules are evaluated using an expert system supported on graph pattern matching.
Introduction
Coffee rust is a disease caused by the fungus Hemileia vastatrix, producing greater negative impact on coffee production. In order to minimise this impact, many experts have studied the coffee rust development process obtaining different variables that influence it. On the other hand, several researches propose the development of expert systems for the detection and treatment of crops diseases, which have a knowledge base obtained from one or more specialists in a specific area (Derwin Suhartono et al., 2013; Mansingh et al., 2007) . These systems handle large amounts of data describing the environment where they are applied. To take advantage of this information, the Data Mining is a computing area that can be used to the analysis of agriculture variables measured in crops. Precisely, the Decision Tree Induction aims to generate models (classifiers) that relate the different variables and classes contained in a data set, using symbolic and interpretable representations for understanding decision limits and implicit logic in existing data (Apté and Weiss, 1997) . Furthermore, it is possible to reexpress complex decision trees as small sets of rules that outperform the original trees when is required to classify a new data set (Quinlan, 1986) . Some approaches have been used to generate decision trees for coffee rust detection (Meira et al., 2008; Meira and Rodrigues, 2009; Corrales et al., 2014; Lasso et al., 2015) . These approaches are based on identifying the variables associated with coffee rust disease from expert knowledge.
Additionally, it is necessary to consider a structure that represents the diversity of information in complex environments, such as plant diseases in agriculture. Graphs are presented as a data structure and knowledge representation, enabling greater expressiveness through specification of attributes in nodes and edges, keeping essential properties of modelled objects and representing structures of reasoning by themselves (Baget and Mugnier, 2002) . Also, there are some problems in large rule sets (integrity, conflicting rules, missing rules, duplication, and subsumption) that can be addressed through its representation based on graphs (Higa and Lee, 1998) . This data structure is exploited in many areas of knowledge, since they can be used to model dynamic processes within each area. In order to include the variety of semantics contained in real-life problems, a Data Graph is defined as G (V, E, L) (Wang, 2013) , where V denotes a finite set of nodes that represent entities within an environment, connected by direct links or vertices E, such that E VxV  correspond to the relationships between nodes of the graph and L is a function defined in V so that for each v in V, L(v) is the label of v. Indeed, L(v) may indicate semantic variety mentioned as types of relationships, properties of nodes, etc. Furthermore, research carried out in Lasso-Sambony et al. (2013) , Baget and Mugnier (2002) , and Buche et al. (2014) have made use of labelled graphs and semantic concepts in order to improve reasoning and modelling tasks in different areas of knowledge. Thus, a graph-based representation of weather and agronomic conditions in crops is a powerful structure in terms of the variables related with coffee rust development.
Graph Pattern Matching is a technique of graph mining, defined as: given a data graph G, and a pattern of graph Q, find all matches in G to Q (Wang, 2013) . This process finds entities with specific characteristics in their attributes and relationships defined by graph patterns. In this sense, the searched pattern can be seen as a series of conditions within the attributes of graph elements, similar to the evaluation made by decision trees. However, this technique has not yet been applied in the identification of diseases in the agricultural sector.
This paper presents a continuity of research conducted by Lasso et al. (2015) , proposing the development of an expert system that makes use of Decision Trees and Graph Pattern Matching to identify favourable conditions for coffee rust in Colombian crops. Initially, the extraction of rules to detect coffee rust from decision tree induction and expert knowledge is addressed. Secondly, a graph-based representation of these rules in order to obtain a model with greater expressiveness and interpretability is presented. Finally, the expert system is proposed and evaluated. The remainder of this paper is organised as follows: Section 2 describes rules extraction; Section 3 refers to rules as graph patterns and graph pattern matching task; Section 4 presents the expert system approach; Section 5 shows evaluation results; and Section 6 relates the discussion and conclusions.
Rules extraction
The coffee rust epidemic is closely linked to the crop physiological development, production level and management. Also, the disease incidence corresponds to the distribution of some climate variables such as rainfall, temperature and relative humidity (Rivillas et al., 2011; Waller et al., 2007) . Our objective was to extract rules that correlate these factors with the development of rust in a specific period and it was taken as a process of knowledge discovery in databases (Fayyad et al., 1996) , carried out through data mining methodology CRISP-DM (Chapman et al., 2000) . The stages of data preparation, modelling and evaluation for this process are described below.
Data preparation
The data set used was obtained by Corrales et al. (2014) at the experimental farm Los Naranjos, belonging to the company Supracafé which is located in Cajibío (Cauca), Colombia. This data set contains information from different lots of the farm, such as weather data, crop properties and coffee rust incidence measures for several months between 2011 and 2013. The dependent variable was obtained from the disease behaviour analysis, according to the impact value of coffee rust existing in the data set between consecutive months. Thus, the infection rate was calculated by evaluating the increase or decrease in the incidence among two consecutive months, getting three classes or categories:
 TI1 ( 0): reduction or latency. Negative or none rates of infection.
 TI2 (> 0  2): moderate growth. Positive infection rates greater or equal to 2 percentage points (pp).
 TI3 (> 2): accelerated growth. Infection rates higher than 2pp.
The predictive attributes were built from expert knowledge, identifying the variables most related to disease development.
Crop Density determines the competition between plants for nutrients, spore interception and coverage of fungicides on the foliage (Rivillas et al., 2011) ; excessive Shade increases the infection intensity (Nutman et al., 1963) . At the same time, the fungus requires splatter rain to begin the process of dispersion, as well as the presence of a layer of water on the underside of leaves to germinate (Rivillas et al., 2011) . The number of rainy days (accumulated rainfall  1 mm (Kushalappa et al., 1983) ) (RDAYS), average daily rainfall (AV_R) and average daily accumulated rainfall are taken into account (AVA_R). To estimate the period of leaf wetness, the number of hours with relative air humidity above a specific limit, usually 90% or 95% (Sutton et al., 1984) , is measured. Moreover, 6 hours of leaf wetness was established as the minimum time required to an infection occurs (Kushalappa et al., 1983) . We define HORHR90 and HORHRN90 (average number of daily and evening hours respectively, with relative humidity  90%); SUMHR90 and SUMHRN90 (sum of number of daily and night hours respectively, with relative humidity  90%); and RH (mean daily average relative humidity) attributes. Similarly, once the leaf surface is wet, the temperature is the main factor that determines the percentage of spore germination and penetration (Kushalappa et al., 1983) , resulting in T_HR90 and T_HRN90 attributes (mean average temperature during day and night hours respectively, with relative humidity  90%). Temperatures between 16°C and 28°C directly influence the development of coffee rust (Rivillas et al., 2011) , leaving as attributes to consider the mean maximum, average and minimum daily temperature (TMAX, TMED, TMIN). Finally, it is defined WSPEED attribute, representing mean daily average wind speed as a required element of the fungus dispersion (Becker, 1977) .
Therefore, a data set with 124 instances was built. We applied the SMOTE algorithm (Chawla et al., 2002) (available in Weka Software [Hall et al., 2009] ) in order to balance and improve the discriminant capacity of the classes (Castillo et al., 2016) . As a result, 161 instances were obtained with 63 instances for TI1, 50 for TI2 and 48 for TI3. 
Modelling
A decision tree induction was made using the C4.5 algorithm (Quinlan, 1993, p.5) , available in Weka as J48 implementation, with a minimum of instances per leaf 2 and a confidence factor of 0.25. This algorithm constructs the decision tree with a divide and conquer strategy. Each node in a tree is associated with a set of cases and each path from the root to a leaf of the decision tree can be followed based on the attribute values described in the node. The class specified at the leaf is the one predicted by the decision tree.
Results and evaluation
The decision tree generated is presented in Figure 1 , where circles represent nodes that evaluate the predictive attributes and grey boxes represent the predicted classes. In this way, from the 16 predictive attributes found in the data set, the algorithm relates to only eight of these.
The performance evaluation of the classification algorithm, applying cross-validation of order 10, left as result 131 instances correctly classified (81.4%) and 30 instances incorrectly classified (18.6%). The confusion matrix, where diagonal represents the correct classifications made by the model while the other elements represent errors related to each class, can be seen in Table 1 . From this matrix we obtained some additional measures as precision, recall and F-measure, shown in Table 2 . Precision values show that TI1 class (precision = 0.9) is better able to avoid the noise, as it is the class with a greater number of instances in the training set. Meanwhile, TI2 is the class with the highest proportion of errors (F-measure = 0.725), which can be caused by a greater dispersion of instances of this class in the training set. Finally, IT3 is the class that classifies a greater number of relevant instances (recall = 0.938). The measures obtained present high percentage of correct classification, but it is ideal to have a larger training set so that the result can be more reliable. 
Decision tree interpretation
To analyse the decision tree generated (Figure 1 ), we start from the root node, where it is evaluated HORHRN90. As an example, for leaf labelled as 7, the path to reach TI3 begins when HORHRN90 is greater than 6.35. In this case, the next variable to be evaluated is PRE_MED (mean daily average rainfall). If PRE_MED is less than or equal to 0.57 mm, SHADE variable must be analysed. If the crop has a shade percentage less than 5.28%, TMED variable should be evaluated (mean of daily average temperatures). Finally, for TMED equal to or less than 16.63°C, the predicted class is TI3. Consequently, the path from the root node to each of the predicted classes was taken as a set of conditions or rules in order to predict a particular situation.
3 Graph pattern matching for coffee rust detection
Graph-based representation
The rules obtained in the previous section can be expressed using graph patterns. Thus, these patterns should be modelled according to the variables related to coffee rust (predictive attributes). Some of relevant entities corresponding to nodes of a graph pattern are:
 Instance: Entity related to predictive attributes registration for a timescale, which in this case is monthly.
 Crop property: Entity that contains information of crop properties as shade and density, related to a particular instance.
 Weather parameter: Entity that contains information of weather monitoring, expressed as predictive attributes.
Besides, based on Fan et al. (2010) , we define a graph pattern as
 V p is a set of nodes and E p is a set of directed edges, as they were defined for a Data Graph.
 f e () is a function defined in E p , so for each edge (u, u) in E p , f e (u, u) is a label of the relationship between nodes (u, u).
The functions mentioned can be used to specify semantic search conditions or variables ranges, defined by labels in terms of Boolean predicates. Given the above, there were generated ten graph patterns corresponding to each decision tree leaf obtained above. Taking the tree from the root node (HORHRN90), there are several possible routes to reach one of the classes (grey frames) conditioned by variables evaluation in nodes. Each class at the end of leaf is related to a predicted infection rate. Therefore, the generated graph patterns are divided into three groups: four patterns for TI1 (infection rate less than or equal to 0pp), four patterns for TI2 (infection rate between 0 and 2pp) and two patterns for TI3 (infection rate greater than 2pp). In Figure 2 can be seen a graph pattern generated for TI3, which was obtained from the leaf labelled as 7 in the decision tree. Each node in the graph pattern is associated with a unit of classification (Instance, Crop Property, etc.) of coffee crops environment. This classification allows grouping predictive variables for coffee rust appearance, according to their nature (crop physical property or weather variables) and representing evaluation ranges as node labels. Nodes are connected with labelled edges establishing the semantic context of their environment. Additionally, a graph-based representation has advantages for management information systems, considering that, as users, we infer semantic dependencies between entities, but the data models are blind to these connections. Setting properties to nodes and relationships is useful for providing additional metadata and semantics to these elements (Robinson et al., 2013) .
A Data Graph containing monitoring and crop properties information was created. Thus, the matches found for each pattern in this graph correspond to instances where a crop is susceptible to the infection rate that it represents. The construction of the Data Graph is done by querying a database containing information of weather monitoring and crop agronomic properties. For weather data, the variables defined in Section 2 were taking into account. This information is represented as tags within the graph entities, as was done for the patterns.
Graph pattern matching task
The use of graph pattern matching (GPM) techniques aims to find subgraphs or structures that meet certain conditions in its nodes and relationships. Thereby, it is necessary to use an algorithm for this task that considers labelled graphs. The most relevant GPM algorithms are Ullman's algorithm (Ullmann, 1976) and VF2 (Cordella et al., 2004) , taken by most research in this area as theoretical foundations for the development of new algorithms and modifications that improve their performance. These two algorithms were originally designed to match a topological structure within the graph, without considering labels on nodes and relationships. Saltz (Saltz et al., 2014; Saltz, 2013) proposes a new algorithm called 'DualIso' that leads perform GPM in labelled graphs and presents a better performance in comparison with similar approaches. DualIso considers an exact GPM and makes use of dual simulation concept, an extension of simple simulation (Ma et al., 2011) , which reduces large graphs checking, given a node candidate, their child and parent nodes. Therefore, we have proposed an adaptation of DualIso algorithm, called CRD-GPM, in order to modify its functions and methods to find the matches of the graph patterns generated for the identification of favourable conditions for coffee rust epidemics. This adaptation also considered the query and storage of data graph containing crop information through a graph database management system (GDBMS), using some functions of these systems in terms of search methods and indexing. The pseudocode of CRD-GPM algorithm is shown below. 
Algorithm 1 CRD-GPM

37: End Procedure
GPM process begins with feasible matches set generation, composed by nodes with similar type as query parameter 'node type'. We take the node type as Instance, representing weather variables and physic properties records for a specific crop on a certain date, according to data graph and patterns structure defined above. Thus, a first reduction of search space is performed. Next, two sets  o and  i are generated from checking, in query pattern (Q) and feasible matches set, the incoming and outgoing relationships on the Instance node.  is redefined as the intersection of  o and  i , and to each element of  it is applied a procedure called Search, which checks if there is a matching of Q. This procedure begins with the identification of a search start node in both, the pattern Q and the element of  to be analysed (Instance nodes). Cycle to (line 21) follows the pattern from the start node, increasing the search depth. The coincidence is evaluated on all pattern nodes using a traversal function which extracts the nodes and relationships associated with a start node for different connections depths within the Data Graph and the pattern Q. This is made through the Traversal framework provided by the graph database management system. The results of the traversal function applied in both graphs are compared for different depths. In the iterations where the results match, an array containing pairs of nodes corresponding to the match (pattern node and Data Graph node) is created and their labels are compared. In the case that the labels match for all depths (line 25), a total coincidence of the pattern is found (match in structure and tags) and the element of  that was being analysed is added to the matches set (line 10) which represent instances where exist favourable conditions for coffee rust infection rate related to the searched pattern.
Deployment and experimental results
In order to implement the approaches presented above, the expert system components shown in Figure 3 were considered. The main tasks within the system are: Data Graph Generation, Graph Patterns Generation and the Graph Pattern Matching. First, the generation of the Data Graph is performed by the Graph Parser component, from data stored on Crops Monitoring. This database contains the monitoring data of meteorological stations located near coffee crops, its agronomic properties and control information. In this sense, a graph-based representation of weather and agronomic conditions in crops is generated, in terms of the variables related with coffee rust development presented in Section 2. The Data Graph obtained is stored/updated on a Graph Repository, which corresponds to the native graph database Neo4j (The World's Leading Graph Database) (n.d., p.4). This persistence engine provides us an effective solution for querying and storing requirements related with graph-based knowledge representation.
The Rule Generation component represents the process described in Section 2 performing the rules extraction for coffee rust detection based on expert knowledge. These rules are represented as a classifier, since they were obtained through a classification model, and they are converted to a graph-based representation by the Graph Pattern Generation component, taking into account the considerations presented in Section 3. As a result, ten graph patterns are generated (four for TI1, four for TI2 and two for TI3).
Lastly, the Graph Pattern Matching component takes each graph pattern and the Data Graph to subsequently apply the CRD-GPM Algorithm. The result of each iteration represents the matches found for each graph pattern (favourable conditions for infection rate represented by the pattern).
CRD-GPM algorithm performance
There are two criteria to consider in the evaluation of the algorithm proposed (CRD-GPM), following the experiments carried out in Saltz et al. (2014) : the effect of data graph size and query graph size on runtime.
Measuring the time required for the matching process is important in the sense of to know the scalability of this one. Additional Crop nodes in the data graph with the same number of instances related to the original crop in Los Naranjos farm were created in order to know the effect of graph size increasing in runtime. In addition, the labels related to the information contained in the additional instances were generated randomly, with variations of up to 10% of the original value in the instances of Los Naranjos data set.
Looking at Figure 4 (a) , the runtime growth rates tend to be lower by increasing the graph size. For example, the growth of runtime between the application of algorithm for 539 and 2415 nodes (difference of 1876 nodes) is 0.315 seconds apart, while between 2415 and 4212 nodes (difference of 1797 nodes), the growth of runtime was only 0.09 seconds.
On the other hand, Figure 4 (b) shows the effect of query graph size in the runtime. For this evaluation, the larger graph generated for the previous experiment was taken. This graph contains 4212 nodes, 7368 edges and 404 tags. Thus, the algorithm was applied to the patterns containing two to eight nodes obtaining an exponential behaviour in runtime. This can be explained because by increasing the number of nodes on query graph, the number of repetitions of the cycle between line 21 and line 32 in the algorithm is also incremented. Indeed, within this cycle, many queries to the database are executed checking the start node relationships in depth (DFS) and labels in candidate nodes. In the above analysis, the time of the transactions made to and from Neo4j was not considered. 
Expert system for coffee rust detection
One of the most important evaluations of expert systems is done to their knowledge base. To carry out this test, we had the support of Alvaro Gaitan Bustamante, who is a research scientist at Cenicafé (Colombian National Centre for Coffee Research), within the discipline of plant pathology, and an expert in the study of coffee rust in Colombia. First, the expert conducted an assessment of the predictive variables taken into account for the decision tree generation, which correspond to factors affecting the development and evolution of coffee rust. The selection of variables rightly corresponds to factors with an important role at various stages of the disease evolution. In addition, the expert recommends the replacement of SHADE variable, because its value is an estimated and empirically established percentage. Instead, it could be considered an estimate of the hours during the day where the crop had incidence of sunshine, calculated from the radiation data captured by meteorological stations. Furthermore, precipitation in night hours should be taken into account as an additional variable, as rains falling after 5 in the afternoon generate layers of water on the leaves, inducing optimal conditions for fungal growth, accompanied by temperature, humidity and brightness conditions at night.
Finally, the expert reviewed the decision tree generated and patterns extracted from it. The model succeeds in placing as first variable to evaluate the number of night hours with a relative humidity greater than 90% (HORHRN90). The evaluation range (less or greater than 6.35) has consistency according to studies of minimum wetting hours required for an infection. In addition, the occurrence of this phenomenon in night hours is even more favourable for the disease, taking into account other climatic conditions in the absence of sunlight. For the other variables, the evaluation ranges are within acceptable values for the prediction of coffee rust infection rates. The model has consistency in predicting the accelerated infection growth (TI3) with a close relationship to the percentage of shade, as it produces a change in temperature and humidity of the crop located below it.
Predictive validation
For this validation, the ten graph patterns obtained were consulted by applying the algorithm proposed. The Data Graph contains historical data from Los Naranjos farm with which predictive variables were generated. Table 3 shows the results. It can be seen that the number of correct matches found is 124 (83.87%), while the number of incorrect matches is 20 (16.13%). The infection rate that contains fewer incorrect matches is TI2. This may be because the number of instances of TI2 class in the training data set is greater than those of TI1 and TI3; therefore, the generated model predicts better this class and the patterns for TI2 represent the higher precision rules. In this case, the expert judgement would lead to improve the graph patterns, identifying errors in the model (decision tree) used as the basis for their generation.
Discussion
The use of highly expressive and dynamic representations of information, such as graphs, is a current trend in intelligent systems based on semantic languages and ontologies. Precisely, knowledge management systems base their operations on the capture, exploitation, maintenance and evolution of this. Our proposal is not distant from this type of approach and can be compared with the knowledge engineering solutions proposed in Bandini and Sartori (2010) , Melen et al. (2015) , Sartori and Grazioli (2014) , and Sartori and Melen (2015) . In these studies the knowledge artefact (KA) model is used, which is a conceptual approach for the acquisition and representation of heterogeneous knowledge (Salazar-Torres et al., 2008) . Following the specifications of this model and its components, an ontology that describes in a structured manner the knowledge about coffee rust obtained from expert studies could be used. An influence network would be the processes for the calculation of the predictive variables of the disease and the extracted graph patterns. Finally, the task structures would be defined in terms of the moments in which the conditions of the crops in each zone of the country are analysed, since, according to the location of these, the productive cycle of the coffee varies. In this way, the KA concept could provide an approach for the expert system developed in our proposal to be included within agricultural knowledge management systems, as shown in Kawtrakul (2012) and Zheng et al. (2012) . On the other hand, although our proposal is applied to a specific domain of application, the processes and methodologies followed could be replicated in other areas. It is important to take into account that the process of discovery of knowledge through CRISP-DM methodology responds to the needs of the problem to be solved. Our approach has shown how a classification model extracted from the decision tree induction can be interpreted as graph patterns. In the same way, the adaptation of the DualIso algorithm (CRD-GPM) allows to focus the search in central nodes in the representation of the conditions of a crop against a disease or any other problem to solve in a certain area.
Conclusions
In the previous sections, an expert system for coffee rust detection based on supervised learning and graph pattern matching was presented. Although classification algorithm performance measures are of high grade, it is ideal to have a training set larger so that the result can be more reliable. From rules obtained, we have proposed their representation as graph patterns, in order to model them with greater expressiveness and considering the semantic context of the problem. These graph patterns contain conditions that must be presented in a crop for the occurrence of three coffee rust incidence rates and allow easy interpretability of these rules. Moreover, graph patterns were exploited for use in graph analysis techniques such as Graph Pattern Matching providing a solution to find, within a graph database, the subgraphs matching each pattern. The matches founded correspond to crop registers where there is a risk of infection rates defined. An algorithm for graph pattern matching task called CRD-GPM was proposed, in order to match the generated patterns and identify favourable conditions for coffee rust in Colombian coffee crops. The matching and data mining tasks generate an accumulated error that can be solved through expert's knowledge in order to improve the precision of graph patterns, complementing the structure of the patterns and their elements. As future work, it is intended to implement the expert system proposed as a principal component of an early warning system for coffee rust.
