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Resumo. Neste artigo, Programac¸a˜o por Restric¸o˜es e´ aplicada ao problema
do Escalonamento de Trens. O objetivo consiste em encontrar o menor tempo
para que trens em estac¸o˜es em dois extremos cruzem um percurso pre´-definido,
evitando o cruzamento com trens em direc¸o˜es opostas. Apo´s modelagem e
implementac¸a˜o, os resultados de tempo levantados sa˜o aceita´veis, dada a com-
plexidade desta classe de problema. Este resultado fortalece a CP como uma
teoria atrativa a ser aplicado a problemas reais.
1. Introduc¸a˜o
Um objetivo recorrente em Inteligeˆncia Artificial (IA) e´ a especificac¸a˜o de metodologias
e te´cnicas que resolvam problemas especı´ficos, cujas soluc¸o˜es apresentem caracterı´sticas
do comportamento humano “inteligente”. Os objetivos atuais da IA esta˜o distantes da
definic¸a˜o original de inteligeˆncia para uma ma´quina, formulada por Turing, a qual exige
senso comum em sua avaliac¸a˜o, logo, uma definic¸a˜o contestada por va´rios. A IA atual
visa estabelecer uma tecnologia capaz de suportar o desenvolvimento de programas com
bom desempenho em tarefas que exijam sofisticac¸a˜o cognitiva em um domı´nio especiali-
zado. Um programa que atenda a essa condic¸a˜o e´ considerado inteligente. Essa definic¸a˜o
de “inteligeˆncia” almeja um sistema com a capacidade de aprender novos conhecimen-
tos a partir de um conhecimento ba´sico e, finalmente, reproduzi-los com desempenho
semelhante a um especialista.
Neste contexto, os problemas que exijam algum tipo de habilidade humana,
quanto a estruturac¸a˜o de uma soluc¸a˜o algoritmica, os quais conduzam ha´ um significa-
tivo nu´mero de espac¸o de estados, raciocı´nio diversos, incertezas, mu´ltiplas avaliac¸o˜es,
manutenc¸a˜o de verdades, dinaˆmica temporal, evoluc¸a˜o, etc, sa˜o de interesse da IA. Logo,
a habilidade mental tı´pica do ser humano na soluc¸a˜o de um problema, torna um indicativo
de que um dado problema e´ ou na˜o de interesse da IA.
Neste artigo, um problema adaptado de um cla´ssico da IA, significativo quanto
memo´ria utilizada e espac¸o de estados, e´ atacado por uma te´cnica conhecida como
a Programac¸a˜o por Restric¸o˜es (PR) [Jaffar and Lassez 1987]. A PR se preocupa
em resolver problemas combinatoriais tı´picos das classes NP e E [Rossi et al. 2006,
Dechter 2003].
O problema apresentado e´ o de escalonamento de trens, com mu´ltiplos trens e
estac¸o˜es. A proposta e´ de, em um conjunto de estac¸o˜es conectadas entre si, minimizar
o tempo para que trens nas duas estac¸oes extremas deste conjunto atravessem este tre-
cho. Deve ser considerado que trens que se movimentam em direc¸o˜es opostas na˜o podem
cruzar ao mesmo tempo um trecho entre duas estac¸oes adjacentes.
Este artigo esta´ organizado de acordo com: na sec¸a˜o 2 uma revisa˜o–resumo do
contexto da PR e suas motivac¸o˜es. Na sec¸a˜o 3 segue por uma ana´lise e modelagem do
problema. Na sec¸a˜o 4 e´ discutido aspectos te´cnicos desta soluc¸a˜o escrito na linguagem
ProLog. Na sec¸a˜o 5 alguns testes sa˜o exibidos afim de constatar a eficieˆncia da PR.
2. Fundamentac¸a˜o Conceitual
Nesta sec¸a˜o e´ apresentada a classe dos Problemas de Satisfac¸a˜o de Restric¸o˜es (PSR), e
uma sı´ntese dos objetivos da Programac¸a˜o por Restric¸o˜es, como uma das te´cnicas diri-
gida a resolver os PSRs.
2.1. Problemas de Satisfac¸a˜o de Restric¸o˜es
Um problema combinatorial cla´ssico e´ apresentado por um conjunto de varia´veis de um
sistema, as quais sera˜o instanciadas por objetos de domı´nios, segundo um conjunto de
relac¸o˜es, as quais representam o relacionamento entre os objetos. A tarefa combinatorial
e´ dada pela ac¸a˜o de instanciar estes objetos as varia´veis, de tal modo que todas as relac¸o˜es
sejam satisfeitas.
A esta classe de problemas combinatoriais e´ conhecida como Problemas de
Satisfac¸a˜o de Restric¸o˜es (PSRs). A resoluc¸a˜o dos PSR’s constituem em encontrar va-
lores as varia´veis respeitando ou satisfazendo suas restric¸o˜es. Deste modo, um PSR e´
tipicamente um problema NP-Completo [Rossi et al. 2006]. O desafio de todo o proces-
samento por restric¸o˜es esta´ em gerar algoritmos que resolvam esta classe de problemas em
um tempo computacional aceita´vel. Invariavelmente, alguns destes problemas NP, podem
apresentar uma complexidade espacial consideravel, assim passam para classe P-SPACE
[Sipser 1996]. Dado este aspecto combinatorial e de complexidade NP, esta passa ter inte-
resse por outras a`reas da pesquisa que lidam buscas heurı´sticas, tais como a Computac¸a˜o
Evolutiva (CE), ou ainda buscas completas com a IA cla´ssica e a Pesquisa Operacional
(PO), etc. Em geral, destacam-se os problemas de escalonamentos, planejamento, rotea-
mento, contenc¸a˜o, alocac¸a˜o, etc, atacando-os com ferramentas da PR [Rossi et al. 2006].
2.2. Programac¸a˜o por Restric¸o˜es
O objetivo da Programac¸a˜o por Restric¸o˜es (PR) e´ resolver problemas por explorac¸a˜o das
restric¸o˜es encontrando valores que satisfac¸am uma soluc¸a˜o [Apt 2003]. A PR proveˆ uma
abordagem declarativa para resoluc¸a˜o de problemas.
A tarefa principal de um algoritmo PR esta´ em encontrar soluc¸o˜es (valores para
as varia´veis) que obedec¸am a`s regras impostas pelas restric¸o˜es. Um resultado e´ dito
consistente quando atende a estes crite´rios [Barta´k 1999]. Para aplicac¸o˜es da PR exis-
tem algoritmos que se utilizam dos conceitos advindos da Pesquisa Operacional (PO), da
Programac¸a˜o em Lo´gica (PL), entre outros [Barta´k 2007].
2.3. Elementos da Programac¸a˜o por Restric¸o˜es
Alguns fundamentos da PR se relacionam via restric¸o˜es e declarac¸o˜es sobre um problema.
Os problemas devem ser modelados, categorizados, ou seja, representados de forma a
fazer com que se possa aplicar um determinado me´todo de busca para encontrar a(s)
soluc¸a˜o(o˜es). Diversas sa˜o as te´cnicas encontradas na IA para a modelagem e resoluc¸a˜o
de problemas [Russell and Norvig 2010]. Formalmente um modelo em PR, segue uma
notac¸a˜o dada pela tupla (V,D,R), onde:
V : um conjunto de varia´veis usadas na modelagem do problema, {x1, ..., xn};
D: um conjunto domı´nio(s), {D1, ..., Dn} em que as varia´veis de V podem assumir va-
lores;
R: tem-se no de m conjunto de restric¸o˜es um mapeamento do tipo (V × D)m → V .
Assim, uma restric¸a˜o e´ dada por: rj(x1, ..., xn)
Logo, encontrar uma soluc¸a˜o de um modelo em PR e´ logicamente expresso por:
∃x1∃x2...∃xn(r1(x1, ..., xn) ∧ r2(x1, ..., xn) ∧ ... ∧ rm(x1, ..., xn)) (1)
Onde a sua interpretac¸a˜o lo´gica consistente e´ uma resposta ao pro-
blema. A descric¸a˜o de sua solubilidade e´ ana´loga ao mundo de Herbrand
[Russell and Norvig 2010]. Cada restric¸a˜o e´ aplicada a um subconjunto de varia´veis, vi-
sando a satisfatibilidade em de seus valores. Uma atribuic¸a˜o e´ dita consistente se esta na˜o
violar nenhuma restric¸a˜o. Assim, uma soluc¸a˜o e´ encontrada quando todas as varia´veis
possuirem um valor consistente [Apt 2003, Dechter 2003, Rossi et al. 2006].
Assim, encontrar uma soluc¸a˜o para um problema (p) em termos de (V,D,R),
resume-se em encontrar uma construc¸a˜o de um modelo (Mp) para este problema. Logo,
um modelo deve ser especificado por esta tupla, tal que Mp = (V,D,R). Leia-se: um
modelo M para o problema p. Em resumo, busca-se uma consisteˆncia da equac¸a˜o 1,
computando-se sobre Mp de modo recursivo, aplicando suas restric¸o˜es, propagac¸a˜o e
expansa˜o, sistematicamente sobre um procedimento de busca. Detalhes: [Apt 2003].
Restric¸o˜es
As restric¸o˜es conduzem ha´ um encolhimento no espac¸o de possibilidades (de estados) na
busca por uma soluc¸a˜o. A ordem pela qual as restric¸o˜es sa˜o impostas na˜o e´ relevante, mas
sim, que ao final da conjunc¸a˜o dos termos seja atribuı´do o valor verdadeiro. As restric¸o˜es
possuem propriedades importantes a serem citadas [Rossi et al. 2006], tais como:
• Elas constituem uma informac¸a˜o parcial, haja vista que esta na˜o pode, por si so´,
determinar o valor das varia´veis do problema;
• As restric¸o˜es sa˜o aditivas. Por exemplo: uma restric¸a˜o r1 : X + Y ≥ Z pode ser
adicionada a uma outra restric¸a˜o r2 : X + Y ≤ W ;
• As restric¸o˜es raramente sa˜o independentes. Geralmente compartilham varia´veis,
pois tratam sob um mesmo modelo. A combinac¸a˜o das restric¸o˜es r1 e r2 resulta
na obtenc¸a˜o de uma expressa˜o alge´brica do tipo: Z ≥ X + Y ≤ W ;
• As restric¸o˜es sa˜o ainda na˜o-direcionais. Considerando a restric¸a˜oX+Y = Z, esta
pode ser utilizada para determinar a sua forma equivalente em X (X = Z − Y )
ou em Y (Y = Z −X);
• As restric¸o˜es sa˜o de natureza declarativa pelo fato de apenas denotarem as
relac¸o˜es que devem ser asseguradas entre varia´veis sem especificar um procedi-
mento computacional para estabelecer esse relacionamento.
Afim de tratar essas restric¸o˜es, varia´veis, temos linguagens dirigidas ha´ modelos
construı´dos sob o paradigma da PR. Essas linguagens possuem suporte a diversos tipos de
domı´nios. Dentre elas destacam-se as restric¸o˜es booleanas, domı´nios finitos, intervalos
reais e termos lineares. Os mais utilizados sa˜o: inteiros, booleanos, reais (potencialmente
infinito), conjuntos, intervalos, etc. Detalhes encontram-se [Apt 2003].
2.4. Modelagem da Programac¸a˜o por Restric¸o˜es
A partir das definic¸a˜o de modelo da PR, com os conceitos de restric¸o˜es, domı´nios
e varia´veis de um problema, evidencia-se uma adereˆncia desta com o paradigma da
Programac¸a˜o em Lo´gica (PL) [Rossi et al. 2006, Marriott and Stuckey 1998]. O me-
canismo de busca embutido nas linguagens com PL e´ natural e imediato visando a
explorac¸a˜o, e consequentemente, a reduc¸a˜o ou filtragem do espac¸o de estados. Assim,
este trabalho resolve um problema com a PR, mas utilizando uma linguagem especı´fica
da PL, com uma biblioteca e mecanismo de busca modificado ao paradigma da PR. Es-
tas linguagens da PR sa˜o conhecidas como solvers de Mp. O solver aqui utilizado e´ o
ECliPSe (ver http://eclipseclp.org/).
Estes aspectos da PR torna-a atrativa sob os seguintes requisitos metodolo´gicos na
resoluc¸a˜o de problemas diversos [Barta´k 2007]:
• Adequac¸a˜o a representac¸a˜o do conhecimento, caso este seja construı´do sob al-
guma notac¸a˜o matema´tica;
• Ra´pida prototipac¸a˜o, consequentemente baixo custo de desenvolvimento;
• Visa˜o declarativa de suas restric¸o˜es, possibilitando uma facilidade quanto aos tes-
tes e depurac¸a˜o;
• Flexibilidade na codificac¸a˜o dos algoritmos por abstrair caracterı´sticas de
programac¸a˜o em lo´gica.
Estes requisitos sa˜o imediatos ao se realizar uma prototipac¸a˜o, uma prova de con-
ceito, etc, de um problema de complexidade exponencial, no caso os problemas da classe
NP. As sec¸o˜es que se seguem, descrevem o problema aqui resolvido, sua modelagem,
implementac¸a˜o e resultados.
3. Modelagem do Problema do Escalonamento de trens
O problema de escalonamento de trens pode ser considerado como uma variac¸a˜o do pro-
blema de escalonamento de trabalhos, conhecido em ingleˆs como job shop. Neste tipo
de problema, existe um conjunto de tarefas a serem completadas, com restric¸o˜es sobre
os recursos utilizados pelas tarefas. Tarefas podem possuir dependeˆncia, ou seja, existem
tarefas que sa˜o pre´-requisitos para outras. O principal objetivo e´ minimizar o tempo de
conclusa˜o das tarefas. No caso dos trens, as tarefas podem ser associadas aos veı´culos, e
os recursos como os trilhos e estac¸o˜es.
Uma das resoluc¸o˜es para o problema gene´rico do job shop foi proposta por Sanja
Petrovic e Carole Fayad (2006), utilizando algoritmos gene´ticos. No artigo escrito,
utiliza-se lo´gica fuzzy para a divisa˜o do trabalho em operac¸o˜es, chamados lotes. Cada
lote e´, enta˜o, alocado em um recurso. Usa-se uma func¸a˜o de desempenho para a medic¸a˜o
da qualidade da soluc¸a˜o, e tambe´m e´ usada mutac¸a˜o no algoritmo. Ao final, comparando
diferentes me´todos de alocac¸a˜o, o algoritmo gene´tico foi mais eficiente que os me´todos
“tradicionais”, pore´m menos eficiente que o pro´prio me´todo com inicializac¸a˜o randoˆmica.
Outro artigo, escrito por Cook e Applegate (1991), propo˜e executar uma se´rie
de cortes nos “planos” do problema de forma a restringi-lo um pouco mais, reduzindo
o tempo total para encontrar uma soluc¸a˜o. Apresenta-se uma se´rie de possı´veis cortes,
reduzindo o tempo total de resoluc¸a˜o em ate´ mil vezes.
Woodruff (1997) propo˜e a utilizac¸a˜o de um algoritmo baseado no problema de
programac¸a˜o disjuntiva (origem teo´rica do job shop) para o escalonamento de trens no
metroˆ de Amsterda˜, na Holanda. Mesmo sem construir efetivamente a soluc¸a˜o, o algo-
ritmo conseguiu em ambiente de testes ajustar o escalonamento de trens ajustado para
os hora´rios de pico. Por fim, o artigo de Caprara et al (2005) propo˜e uma soluc¸a˜o para
um problema bem parecido com o proposto, com algumas varia´veis a mais. Utilizando
restric¸o˜es como quantidade ma´xima de trens em uma estac¸a˜o em determinado tempo e
manutenc¸a˜o dos vago˜es, propo˜e- se uma soluc¸a˜o para quando ja´ existe um conjunto de
trens escalonados e deseja-se incluir outros nos intervalos.
O problema consiste em encontrar o menor tempo para a travessia de trens em uma
sequeˆncia de estac¸o˜es. As estac¸o˜es se conectam sequencialmente, formando um trecho
u´nico entre todas as estac¸o˜es. Assim, existe um u´nico caminho entre as estac¸o˜es nos dois
extremos, como demonstra a Figura 1.
Figura 1. Conexa˜o entre estac¸o˜es
Os trens esta˜o posicionados nas duas estac¸o˜es extremas. Cada trem possui um
tempo de saı´da da estac¸a˜o inicial, e deve percorrer todo o trecho entre as estac¸o˜es ate´ a
estac¸a˜o no outro extremo do trecho. E´ necessa´rio observar que trens que trafegam em
direc¸o˜es opostas na˜o devem se cruzar em um determinado trecho entre duas estac¸o˜es
adjacentes, ou seja, um trecho so´ podera´ ser ocupado por trens trafegando em um mesmo
sentido. Trens que partem na mesma direc¸a˜o partindo da mesma estac¸a˜o na˜o podem sair
no mesmo instante. A Figura 2 exemplifica estas restric¸o˜es.
Considerando que o trecho custa 10 unidades de tempo para sua travessia, e o
trem A parte no tempo 0. O trem B, que parte na mesma direc¸a˜o de A, deve sair com
no mı´nimo uma unidade de tempo de diferenc¸a, ou seja, no tempo 1. Como o trilho se
encontra ocupado por A, o trem C deve sair somente quando A completar a travessia, ou
seja, no tempo 10. Caso o trem B esteja no meio da passagem quando A chegar ao outro
lado, o trem C deve aguardar a passagem de B tambe´m , para enta˜o poder atravessar o
trecho.
Figura 2. Restric¸a˜o sobre um trecho
• Como uma proposta para a soluc¸a˜o do problema, e´ utilizado um vetor uni-
dimensional de valores, onde as posic¸o˜es representam o tempo de saı´da de
cada trem em cada estac¸a˜o. As posic¸o˜es esta˜o organizadas de forma a arma-
zenar os trens sequencialmente, de forma alternada. Ou seja, sendo A e B
as estac¸o˜es extremas, os trens sera˜o armazenados na seguinte ordem: T =
{1A, 1B, 2A, 2B, 3A, 3B, ..., NA,NB}, sendo N o nu´mero total de trens. O
nu´mero de trens em cada estac¸a˜o extrema e´ igual.
Cada posic¸a˜o de T representa os tempos de saı´da de cada trem, de forma
que o trem 1 do lado A, por exemplo, seja composto dos tempos 1A =
{T1, T2, T3, ..., Tn}, com n sendo o nu´mero total de estac¸o˜es no trajeto.
Uma soluc¸a˜o possı´vel, para um trem em cada extremo, partindo nos tempos TA =
0 e TB = 5, e 3 estac¸o˜es com tempo t = 10, seria Q = {0, 15, 25, 5, 15, 25}. O
trem do lado A parte da estac¸a˜o inical no tempo T1 = 0, chegando na estac¸a˜o
intermedia´ria em T = 10. Como o trem B partiu em T = 5, chegara´ somente
na estac¸a˜o intermediara´ em T = 15, e A devera´ aguardar ate´ este tempo para
poder utilizar o segundo trecho. Ambos partem da estac¸a˜o intermedia´ria no tempo
T = 15, chegando ao mesmo tempo ao final do percurso em T = 25.
• Sendo T (i, j) o tempo de saı´da do trem i da estac¸a˜o j, E o nu´mero total de
estac¸o˜es, R(j, j − 1) o tempo entre as estac¸o˜es adjacentes j e j − 1, define-se
que o tempo para a saı´da da pro´xima estac¸a˜o seja maior ou igual que o tempo para
alcanc¸ar a estac¸ao anterior, mais o tempo do trecho entre elas. O tempo para a
saı´da da estac¸ao inicial sera´ 0.
∀i,j : 1 < j ≤ E (2a)
T (i, j) ≥ T (i, j − 1) +R(j, j − 1) (2b)
• E´ necessa´rio restringir o trecho para que ele na˜o possa ser ocupado ao mesmo
tempo por trens de direc¸o˜es opostas. Seja T1(i, j) o tempo do trem de ida i na
estac¸a˜o j, T2(k, j) o tempo do trem de volta k na mesma estac¸a˜o j, E o nu´mero
total de estac¸o˜es, R(j, j − 1) o tempo entre as estac¸o˜es adjacentes j e j − 1:
∀i,j,k : 1 < j ≤ E (3a)
T1(i, j) ≥ T1(i, j − 1) +R(j, j − 1)∨ (3b)
T2(i, j − 1) ≥ T2(i, j) +R(j, j − 1) (3c)
Se as restric¸o˜es forem verdadeiras,os trens na˜o ira˜o se cruzar em direc¸o˜es opos-
tas, e seguira˜o ate´ a estac¸a˜o no outro extremo. Esse processo e´ realizado entre todos os
elementos do vetor T .
• O ca´lculo do custo e´ feito sobre os tempos de chegada do u´ltimo trem que sai de
cada lado. Sendo TA e TB os tempos de chegada dos trens A (u´ltimo trem de
ida) e B (u´ltimo trem de volta) na estac¸o˜es nos extremos opostos ao de saı´da, o
custo e´ a soma dos dois tempos.
Custo = TA+ TB (4a)
Cada instaˆncia diferente da lista de tempos T possuira´ um custo diferente. Sera´
escolhida a melhor soluc¸a˜o dentre todas as instaˆncias, que neste caso e´ a que possui o
menor valor para Custo. Uma soluc¸a˜o e´ va´lida quando satisfaz todas as restric¸o˜es. Este
conjunto de fo´rmulas e´ a esseˆncia dos algoritmos apresentados nas sec¸o˜es seguintes.
4. Implementac¸a˜o
A implementac¸a˜o foi desenvolvida em Prolog, atrave´s de restric¸o˜es sobre a lista de tempos
T . O tamanho da lista e´ de Q×E, sendo Q a quantidade de trens ao total eE a quantidade
de estac¸o˜es. O problema consiste em escalonar os cruzamentos dos trens de forma a
minimizar o tempo de chegada dos u´ltimos trens que saem das estac¸o˜es extremas, de
forma a atender as restric¸o˜es descritas na sec¸a˜o anterior. Apenas para reafirma´-las, sa˜o
elas:
• O tempos de um trem em determinada estac¸a˜o e´ o tempo ate´ a estac¸ao anterior
mais o trecho a ser percorrido
• Dois trens em direc¸o˜es opostas na˜o podem utilizar o mesmo trecho ao mesmo
tempo.
As restric¸o˜es sa˜o feitas na lista a partir de va´rias estruturas de repetic¸a˜o, de forma
a iterar sobre os tempos de saı´da dos trens (armazenados em uma lista separada), tempos
de durac¸a˜o entre estac¸o˜es (tambe´m esta˜o em uma lista separada), e a pro´pria lista com
as restric¸o˜es. Assim, facilita-se a postagem das restric¸o˜es ao diminuir a quantidade de
co´digo para tal. Para a restic¸a˜o dos trens em sentidos opostos, foi utilizado o predicado
disjunctive, que e´ utilizado para garantir que duas ou mais tarefas na˜o se sobrepo-
nham no tempo, ou seja, exatamente o que se deseja atingir neste trabalho. Ao final,
utiliza-se o predicado search para efetuar a busca no espac¸o de estados e encontrar os
valores das varia´veis, de forma a minimizar o custo final.
Como exemplo, a soluc¸a˜o encontrada para treˆs estac¸o˜es com trechos de custo
c = 10 e dois trens de cada lado (totalizando quatro trens), saindo no tempo mı´nimo
t = 0, e´ 44, conforme mostra a tabela abaixo:
A lista de soluc¸a˜o final fica da seguinte forma: T =
{0, 11, 21, 0, 11, 21, 1, 12, 22, 1, 12, 22}.
Tabela 1. Exemplo Ilustrativo
Trem Estac¸a˜o 1 Estac¸a˜o 2 Estac¸a˜o 3
A1 0 11 21
B1 21 11 0
A2 1 12 22
B2 22 12 1
4.1. Formulac¸a˜o do Problema das Escalonamento de trens
Para formalizar o Problema em PLR deve ser identificado um conjunto de varia´veis, um
domı´nio, e restric¸o˜es, definidos por:
Lema 4.1. As varia´veis sa˜o os elementos do vetor da Definic¸a˜o ??.
Lema 4.2. As restric¸o˜es para esta modelagem sa˜o definidas em ?? e ??.
Lema 4.3. O domı´nio das soluc¸o˜es se encontra no conjunto dos nu´meros naturais (N)
e esta´ restrita ao limite de 1 ≤ x ≤ k, onde x e´ um valor da soluc¸a˜o para o problema
do Escalonamento de trens , e k e´ um valor arbitra´rio. Idealmente, o valor de k deve
ser infinito, mas isto aumentaria muito o espac¸o de soluc¸o˜es para as buscas, aumentando
significativamente o tempo para encontrar-se a melhor soluc¸a˜o.
4.1.1. Discussa˜o sobre Possı´veis Soluc¸o˜es
Na˜o foi encontrada na literatura uma implementac¸a˜o especı´fica para o escalonamento
de trens. Existem trabalhos semelhantes, desenvolvidos por Woodruff, que sa˜o voltados
especificamente para o problema de escalonamento de trabalhos. Para este trabalho, a
soluc¸a˜o precisou ser adaptada para atender aos requisitos especı´ficos do problema dos
trens. Devido a falta de espac¸o, este co´digo e´ omitido.
Como a soluc¸a˜o de Woodruff na˜o atende as necessidades impostas neste traba-
lho, foi construı´do um novo co´digo, utilizando alguns dos predicados da soluc¸a˜o para
escalonamento de trabalhos.
4.2. Modelagem da Minimizac¸a˜o das Soluc¸o˜es
A minimizac¸a˜o da soluc¸a˜o final consiste em analisar todas as soluc¸o˜es va´lidas para o pro-
blema, pela soma dos valores nas posic¸o˜es do vetor referentes ao tempo final dos dois
u´ltimos trens que fazem o cruzamento, de cada lado. O predicado search e´ empregado
para encontrar todas soluc¸o˜es possı´veis. Com uma comparac¸a˜o entre os resultados encon-
trados, escolhe-se a de menor valor, tratando-se de uma minimizac¸a˜o. O co´digo completo
deste experimento pode ser obtido com os autores.
5. Resultados
O experimento consistiu em implementar o me´todo do item anterior. A implementac¸a˜o foi
realizada com a versa˜o 6.0 do ECLiPSe1 http://www.eclipseclp.org. A bibli-
oteca utilizada para PLR e´ a ic, disponı´vel no mesmo pacote de instalac¸a˜o do ECLiPSe.
1ECLiPSe: solver para Programac¸a˜o por Restric¸o˜es, baseado na linguagem ProLog. Esta permite a
utilizac¸a˜o de bibliotecas para CP, do ingleˆs CLP Constraint Logic Programming e outras.
Os testes consistem em executar as instaˆncias va´lidas. Com uma configurac¸a˜o
inicial dos tempos entre as estac¸o˜es e dos tempos de inı´cio de cada trem, o tempo de
processamento e´ computado a partir da gerac¸a˜o de todas soluc¸o˜es, e em seguida a sua
minimizac¸a˜o.
Foi necessa´rio executar uma mesma soluc¸a˜o para testar as heurı´sticas de busca,
com o resultado sendo o da Tabela 5. Para os testes, foi escolhida uma instaˆncia me´dia,
com 10 trens e 10 estac¸o˜es, sendo o tempo de inı´cio de todos os trens Tini = 0 , tempo
de carregamento Tcarga = 10, e tempo entre estac¸o˜es Ttrecho = 20.
Tabela 2. Variac¸o˜es de paraˆmetros do search: selec¸a˜o de varia´vel e escolha no
domı´nio
Testes first fail anti first fail occurrence most constrained max regret
indomain min 0, 12 0, 12 0, 49 0, 57 0, 38
indomain max 0, 06 0, 06 0, 06 0, 03 0, 01
indomain media 0, 06 0, 06 0, 09 0, 09 0, 13
indomain split 0, 13 0, 11 0, 13 0, 11 0, 14
indomain random 0, 31 0, 3 0, 3 0, 33 0, 33
indomain interval 0, 53 0, 48 0, 51 0, 53 0, 51
A Tabela 5 apresenta alguns destes valores quando executados em uma ma´quina
padra˜o com 2.5 GHz de velocidade de CPU, 4 GB de memo´ria principal. Todos os valores
sa˜o arrendondados em duas casas decimais, com excec¸ao da me´dia, que utiliza treˆs casas
decimais. Foram utilizados os parametros indomain min e first fail para execuc¸a˜o dos
testes.
Tabela 3. Tempo de execuc¸a˜o (paraˆmetros do search:)
Trens × Estac¸o˜es Ex1 Ex2 Ex3 Ex4 Ex5 Me´dia
10× 10 0, 03 0, 02 0, 01 0, 01 0, 02 0, 018
10× 15 0, 04 0, 04 0, 05 0, 04 0, 04 0, 042
10× 20 0, 07 0, 08 0, 08 0, 08 0, 07 0, 076
15× 10 0, 13 0, 11 0, 13 0, 11 0, 14 0, 124
15× 15 0, 28 0, 30 0, 32 0, 29 0, 26 0, 290
15× 20 0, 44 0, 46 0, 41 0, 43 0, 43 0, 434
20× 10 0, 84 0, 86 0, 90 0, 91 0, 89 0, 880
20× 15 5, 4 5, 66 6, 01 5, 78 5, 68 5, 706
20× 20 25, 79 26, 33 26, 13 26, 64 26, 76 26, 330
Embora tenha-se obtido tempos aceita´veis, a estatı´stica dos tempos obtidos de-
monstram a complexidade exponencial deste problema. Tratando-se de uma otimizac¸a˜o,
este e´ um NP-difı´cil, do ingleˆs, NP-hard [Sipser 1996]. Com o aumento da quantidade
de trens e estac¸o˜es, os tempos crescem por um fator exponencial. Mesmo com instaˆncias
pequenas, devido a natureza do problema, logo se comec¸a a notar as diferenc¸as de tem-
pos de execuc¸a˜o. Encontrar a melhor combinac¸a˜o na˜o e´ o fator mais complicado neste
experimento, mas sim encontrar todas as combinac¸o˜es, obtendo a soluc¸ao o´tima.
Em estrate´gias de buscas por melhoramentos como algoritmos gene´ticos, si-
mulated annealing, sa˜o interessantes se o objetivo fosse encontrar uma u´nica soluc¸a˜o
[Russell and Norvig 2010]. Contudo, no problema aqui proposto, a complexidade do con-
trole em evitar as soluc¸o˜es duplicadas por estes me´todos, deixaria de ser uma abordagem
via´vel neste problema. Assim, a completude quanto as soluc¸o˜es existentes de um dado
problema, torna a PLR como uma te´cnica atrativa.
6. Conclusa˜o
Neste artigo foi aplicado a Programac¸a˜o por Restric¸o˜es (PR) ao problema do Escalona-
mento de trens , onde deve-se encontrar o menor tempo para a passagem dos trens sobre
um trecho de trilhos. A modelagem do problema foi construı´da de forma a encontrar
todas as combinac¸o˜es va´lidas para o problema. Dentre todas soluc¸o˜es encontradas, uma
minimizac¸a˜o e´ aplicada para encontrar a melhor combinac¸a˜o das travessias dos trens so-
bre os trilhos da soluc¸a˜o. Na realizac¸a˜o dos experimentos constatou-se que o tempo para
encontrar o valor da maximizac¸a˜o e´ desprezı´vel para instaˆncias pequenas, em torno de 16
trens e 15 estac¸o˜es ao total. Assim, para estes problemas combinatoriais, a Programac¸a˜o
por Restric¸o˜es (PR) pode ser aplicada a problemas do mundo real, onde possa se ne-
cessa´rio escalonar as saı´das de trens de forma a diminuir o tempo total necessa´rio para
que todos os trens atravessem o trecho sugerido. Alternativas a estudos futuros e aber-
tos, destacam-se: hardwares especializados, paralelismo e concorreˆncia na resoluc¸a˜o do
problema.
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