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Abstrat
Equip the edges of the lattie Z
2
with i.i.d. random apaities. A law of large numbers
is known for the maximal ow rossing a retangle in R
2
when the side lengths of the
retangle go to innity. We prove that the lower large deviations are of surfae order,
and we prove the orresponding large deviation priniple from below. This extends and
improves previous large deviations results of Grimmett and Kesten (1984) obtained for
boxes of partiular orientation.
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ations: Primary 60K35; se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1 Introdution
Imagine eah edge of Z
2
is a mirosopi pipe some uid an go through. To eah edge e, we
attah a random apaity t(e) and suppose that all these random variables are independent
and identially distributed with ommon distribution funtion F on R+. Now, we take a large
retangle R in R2, deide that one side is the left side, and aordingly name the other sides
the right side, the top and the bottom of R. We are onerned with the maximal ow rate that
an ross R from the top to the bottom, while never exeeding the apaities of the edges (see
setion 2.2 for a formal denition). Informally, we ask: how does the maximal ow between the
top and the bottom behave when R gets larger and larger ? This question was rst onsidered
in Grimmett and Kesten (1984), where a law of large numbers and large deviation estimates
where proved, but only for straight retangles R, i.e. with sides parallel to the oordinate
axes. Let us mention that lower large deviations are of surfae order, i.e. of the order of
the width of R whereas upper large deviations are of volume order, i.e. of the order of the
area of R. In a previous work, Rossignol and Théret (2009a), the authors extended the law
of large numbers of Grimmett and Kesten (1984) to retangles R with arbitrary orientation.
The purpose of this artile is to give a orresponding lower large deviation priniple.
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We shall preise now our ontribution. Let us notie that the problem of maximal ow
has been studied in the more general ase of the lattie Z
d
, R being then some box in Rd, rst
through the work of Chayes and Chayes (1986) and Kesten (1987), and then notably with
Zhang (2000), Zhang (2007), Théret (2007), Théret (2008), Rossignol and Théret (2009b). In
any ase, it is muh simpler to study a subadditive version of the maximal ow, whih we
shall all τ in setion 2.2 below. Then, when R is straight (i.e. has faes parallel to oordinate
hyperplanes), one an pass from τ to the maximal ow thanks to symmetry onsiderations.
When d ≥ 3, results onerning R suh as large deviations estimates or laws of large numbers
and that do not suppose that R is straight (or even that it is a box) are known from the reent
works Cerf and Théret (2009a), Cerf and Théret (2009b) and Cerf and Théret (2009), but
they require a lot of geometri work, need strong moment hypotheses, have not yet provided
large deviation priniples and in any ase are muh more involved than what is expeted to be
neessary in two dimensions to treat the simple ase of retangles. Indeed, in two dimensions,
duality onsiderations are of great help to prove a law of large numbers and a lower large
deviation priniple. The aim of Rossignol and Théret (2009a) was thus to derive in a simple
way the law of large numbers for the maximal ow from the top to the bottom through a
retangle R. The aim of the present artile is to use the same onstrutions to derive in a
simple way the lower large deviation priniple of the maximal ow. A similar, simple proof in
dimension d ≥ 3 remains to be found.
The preise denitions and notations, the relevant bakground as well as the main results
are presented in setion 2. Then, the main onstrution and the lower large deviation estimates
are the purpose of setion 3, while setion 4 ontains the proof of the large deviation priniple
itself.
2 Notations, bakground and main results
The most important notations are gathered in setions 2.1 to 2.3, the relevant bakground is
desribed in setion 2.4 while our main results are stated in setion 2.5. We disuss in setion
2.6 the dierent hypotheses appearing in our results.
2.1 Maximal ow on a graph
First, let us dene the notion of a ow on a nite unoriented graph G = (V, E) with set of
verties V and set of edges E . Let t = (t(e))e∈E be a olletion of non-negative real numbers,
whih are alled apaities. It means that t(e) is the maximal amount of uid that an go
through the edge e per unit of time. To eah edge e, one may assoiate two oriented edges,
and we shall denote by
−→E the set of all these oriented edges. Let A and Z be two nite,
disjoint, non-empty sets of verties of G: A denotes the soure of the network, and Z the
sink. A funtion θ on
−→E is alled a ow from A to Z with strength ‖θ‖ and apaities t if it
is antisymmetri, i.e. θ−→xy = −θ−→yx, if it satises the node law at eah vertex x of V r (A ∪Z):∑
y∼x
θ−→xy = 0 ,
where y ∼ x means that y and x are neighbours on G, if it satises the apaity onstraints:
∀e ∈ E , |θ(e)| ≤ t(e) ,
2
and if the ow in at A and the ow out at Z equal ‖θ‖:
‖θ‖ =
∑
a∈A
∑
y∼a
y 6∈A
θ(−→ay) =
∑
z∈Z
∑
y∼z
y 6∈Z
θ(−→yz) .
The maximal ow from A to Z, denoted by φt(G,A,Z), is dened as the maximum strength
of all ows from A to Z with apaities t. We shall in general omit the subsript t when
it is understood from the ontext. The max-ow min-ut theorem (see Bollobás (1979) for
instane) asserts that the maximal ow from A to Z equals the minimal apaity of a ut
between A and Z. Preisely, let us say that E ⊂ E is a ut between A and Z in G if every
path from A to Z borrows at least one edge of E. Dene V (E) =
∑
e∈E t(e) to be the apaity
of a ut E. Then,
φt(G,A,Z) = min{V (E) s.t. E is a ut between A and Z in G} . (1)
2.2 On the square lattie
We shall always onsider G as a piee of Z2. More preisely, we onsider the graph L = (Z2,E2)
having for verties Z
2
and for edges E
2
, the set of pairs of nearest neighbours for the standard
L1 norm. The notation 〈x, y〉 orresponds to the edge with endpoints x and y. To eah edge
e in E2 we assoiate a random variable t(e) with values in R+. We suppose that the family
(t(e), e ∈ E2) is independent and identially distributed, with a ommon distribution funtion
F . More formally, we take the produt measure P = F⊗Ω on Ω =
∏
e∈E2 [0,∞[, and we write
its expetation E. If G is a subgraph of L, and A and Z are two subsets of verties of G,
we shall denote by φ(G,A,Z) the maximal ow in G from A to Z, where G is equipped with
apaities t. When B is a subset of R2, and A and Z are subsets of Z2 ∩ B, we shall denote
by φ(B,A,Z) again the maximal ow φ(G,A,Z) where G is the indued subgraph of Z2 with
set of verties Z
2 ∩B.
We denote by
−→e 1 (resp. −→e 2) the vetor (1, 0) ∈ R2 (resp. (0, 1)). Let A be a non-
empty line segment in R
2
. We shall denote by l(A) its (Eulidean) length. All line segments
will be supposed to be losed in R
2
. We denote by ~v(θ) the vetor of unit Eulidean norm
orthogonal to hyp(A), the hyperplane spanned by A, and suh that there is θ ∈ [0, π[ suh
that ~v(θ) = (cos θ, sin θ). Dene ~v⊥(θ) = (sin θ,− cos θ) and denote by a and b the end-points
of A suh that (b − a).~v⊥(θ) > 0. For h a positive real number, we denote by cyl(A,h) the
ylinder of basis A and height 2h, i.e., the set
cyl(A,h) = {x+ t~v(θ) |x ∈ A , t ∈ [−h, h]} .
We dene also the r-neighbourhood V(H, r) of a subset H of Rd as
V(H, r) = {x ∈ Rd | d(x,H) < r} ,
where the distane is the Eulidean one (d(x,H) = inf{‖x− y‖2 | y ∈ H}).
Now, we dene D(A,h) the set of admissible boundary onditions on cyl(A,h) (see Figure
1):
D(A,h) =
{
(k, θ˜) | k ∈ [0, 1] and θ˜ ∈
[
θ − arctan
(
2hk
l(A)
)
, θ + arctan
(
2h(1 − k)
l(A)
)]}
.
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Figure 1: An admissible boundary ondition (k, θ˜).
The meaning of an element κ = (k, θ˜) of D(A,h) is the following. We dene
~v(θ˜) = (cos θ˜, sin θ˜) and ~v⊥(θ˜) = (sin θ˜,− cos θ˜) .
In cyl(nA, h(n)), we may dene two points c and d suh that c is at height 2kh on the left
side of cyl(A,h), and d is on the right side of cyl(A,h) by
c = a+ (2k − 1)h~v(θ) , (d− c) is orthogonal to ~v(θ˜) and d satises ~cd · ~v⊥(θ˜) > 0 .
Then we see that D(A,h) is exatly the set of parameters so that c and d remain on the sides
of cyl(A,h).
We dene also D(A,h), the set of angles θ˜ suh that there is an admissible boundary
ondition with angle θ˜:
D(A,h) =
[
θ − arctan
(
2h
l(A)
)
, θ + arctan
(
2h
l(A)
)]
.
It will be useful to dene the left side (resp. right side) of cyl(A,h): let left(A) (resp. right(A))
be the set of verties in cyl(A,h)∩Z2 suh that there exists y /∈ cyl(A,h), 〈x, y〉 ∈ Ed and [x, y[,
the segment that inludes x and exludes y, intersets a+[−h, h].~v(θ) (resp. b+[−h, h].~v(θ)).
Now, the set cyl(A,h)r (c+R(d− c)) has two onneted omponents, whih we denote by
C1(A,h, k, θ˜) and C2(A,h, k, θ˜). For i = 1, 2, let Ah,k,θ˜i be the set of the points in Ci(A,h, k, θ˜)∩
Z
2
whih have a nearest neighbour in Z
2
r cyl(A,h):
Ah,k,θ˜i = {x ∈ Ci(A,h, k, θ˜) ∩ Z2 | ∃y ∈ Z2 r cyl(A,h) , ‖x− y‖1 = 1} .
We dene the ow in cyl(A,h) onstrained by the boundary ondition κ = (k, θ˜) as:
φκ(A,h) := φ(cyl(A,h), Ah,k,θ˜1 , A
h,k,θ˜
2 ) .
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A speial role is played by the ondition κ = (1/2, θ), and we shall denote:
τ(A,h) = τ(cyl(A,h), ~v(θ)) := φ(1/2,θ)(A,h) .
Let T (A,h) (respetively B(A,h)) be the top (respetively the bottom) of cyl(A,h), i.e.,
T (A,h) = {x ∈ cyl(A,h) | ∃y /∈ cyl(A,h) , 〈x, y〉 ∈ Ed and 〈x, y〉 intersets A+ h~v(θ)}
and
B(A,h) = {x ∈ cyl(A,h) | ∃y /∈ cyl(A,h) , 〈x, y〉 ∈ Ed and 〈x, y〉 intersets A− h~v(θ)} .
We shall denote the ow in cyl(A,h) from the top to the bottom as:
φ(A,h) = φ(cyl(A,h), ~v(θ)) = φ(cyl(A,h), T (A,h), B(A,h)) .
2.3 Duality
The main reason why dimension 2 is easier to deal with than dimension d ≥ 3 is duality.
Planar duality implies that there are only O(h2) admissible boundary onditions on cyl(A,h),
as shows the following lemma taken from Rossignol and Théret (2009a).
Lemma 2.1. Let A be any line segment in R2 and h a positive real number. Then,
φ(A,h) = min
κ∈D(A,h)
φκ(A,h) .
Notie that the ondition κ belongs to the non-ountable set D(A,h), but the graph is
disrete so φκ(A,h) takes only a nite number of values when κ ∈ D(A,h). Preisely, there is
a nite subset D˜(A,h) of D(A,h), suh that:
card(D˜(A,h)) ≤ C4h2 , (2)
for some universal onstant C4, and:
φ(A,h) = min
κ∈D˜(A,h)
φκ(A,h) .
2.4 Bakground
We gather in this setion known results onerning the behaviour of the variables τ(nA, h(n))
and φ(nA, h(n)) when n and h(n) go to innity. They are of two types. We present rst
the law of large numbers satised by both variables. Then we desribe the large deviation
priniple from below proved for τ(nA, h(n)). The purpose of this artile is to extend the study
of lower large deviations to the variable φ(nA, h(n)).
We gather the main hypotheses that we shall do on F and on the height h. Notie that
(F5)⇒ (F4)⇒ (F3)⇒ (F2) and (H3)⇒ (H1).
Hypotheses on F Hypotheses on h
(F1) F (0) < 1− pc(d) (H1) limn→∞ h(n) = +∞
(F2)
∫∞
0 x dF (x) <∞ (H2) limn→∞ log h(n)n = 0
(F3)
∫∞
0 x
2 dF (x) <∞ (H3) limn→∞ h(n)n = +∞
(F4) ∃γ > 0, ∫∞0 eγx dF (x) <∞ (H4) ∃α ∈ [0, π2 ] , limn→∞ 2h(n)nl(A) = tanα
(F5) ∀γ > 0, ∫∞0 eγx dF (x) <∞
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Using a subadditive argument and deviation inequalities, Rossignol and Théret have proved
in Rossignol and Théret (2009b) that τ(nA, h(n)) satises a law of large numbers:
Theorem 2.2. We suppose that (F2) holds. For every unit vetor ~v(θ) = (cos θ, sin θ), there
exists a onstant νθ depending on F and θ, suh that for every non-empty line-segment A or-
thogonal to ~v(θ) and of Eulidean length l(A), for every height funtion h : N→ R+ satisfying
(H1), we have
lim
n→∞
τ(nA, h(n))
nl(A)
= νθ in L
1 .
Moreover, if the origin of the graph belongs to A, or if (F3) holds, then
lim
n→∞
τ(nA, h(n))
nl(A)
= νθ a.s.
This law of large numbers holds in fat for every dimension d ≥ 2, and the limit ν depends
also on the dimension. Let us remark that (in dimension two) νθ is equal to µ(~v
⊥(θ)), where
µ(.) is the time-onstant funtion of rst passage perolation as dened in Kesten (1984),
(3.10) p. 158. This equality follows from the duality onsiderations of setion 2.3 and standard
rst passage perolation tehniques (see also Theorem 5.1 in Grimmett and Kesten (1984))
that relate ylinder passage times to unrestrited passage times (as in Hammersley and Welsh
(1965), Theorem 4.3.7 for instane). Boivin has also proved a very similar law of large numbers
(see Theorem 6.1 in Boivin (1998)). Notie that for the denition of µ(.), Kesten requires only
the existene of the rst moment of the law F in the proof from Kesten (1984), and it an
also be dened under the weaker ondition
∫∞
0 (1− F (x))4 dx <∞.
One onsequene of this equality between ν and µ is that θ 7→ νθ is either onstant equal
to zero, or always non-zero. In fat the following property holds (f. Kesten (1984), Theorem
6.1 and Remark 6.2 p. 218):
Proposition 2.3. We suppose that (F2) holds. Then νθ is well dened for all θ, and we have
νθ > 0 ⇐⇒ (F1) .
We reall that for all n ∈ N, we have dened
D(nA, h(n)) =
[
θ − arctan
(
2h(n)
nl(A)
)
, θ + arctan
(
2h(n)
nl(A)
)]
.
Extending the law of large numbers proved by Grimmett and Kesten (1984) for φ(nA, h(n))
in boxes of partiular orientation, the authors proved the following result (see Theorem 2.8
and Corollary 2.10 in Rossignol and Théret (2009a)), in the same spirit as the result of Garet
(2009):
Theorem 2.4. Let A be a non-empty line-segment in R2, with Eulidean length l(A). Let
θ ∈ [0, π[ be suh that (cos θ, sin θ) is orthogonal to A and h : N → R+ satisfying (H1) and
(H2). Dene:
D = lim sup
n→∞
D(nA, h(n)) =
⋂
N≥1
⋃
n≥N
D(nA, h(n)) ,
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and
D = lim inf
n→∞
D(nA, h(n)) =
⋃
N≥1
⋂
n≥N
D(nA, h(n)) .
Suppose that (F2) holds. Then,
lim inf
n→∞
E[φ(nA, h(n))]
nl(A)
= inf
{
νeθ
cos(θ˜ − θ)
| θ˜ ∈ D
}
(3)
and
lim sup
n→∞
E[φ(nA, h(n))]
nl(A)
= inf
{
νeθ
cos(θ˜ − θ)
| θ˜ ∈ D
}
. (4)
Moreover, if the origin of the graph 0 is the middle of A, or if (F3) holds, then
lim inf
n→∞
φ(nA, h(n))
nl(A)
= inf
{
νeθ
cos(θ˜ − θ)
| θ˜ ∈ D
}
a.s.
and
lim sup
n→∞
φ(nA, h(n))
nl(A)
= inf
{
νeθ
cos(θ˜ − θ)
| θ˜ ∈ D
}
a.s.
Corollary 2.5. We suppose that onditions (H1), (H2) and (H3) on h are satised. We
suppose also that (F2) holds. Then we have
lim
n→∞
φ(nA, h(n))
nl(A)
= inf
{
νeθ
cos(θ˜ − θ)
| θ˜ ∈ [θ − α, θ + α]
}
in L1 .
Moreover, if 0 is the middle of A, or if (F3) holds, then
lim
n→∞
φ(nA, h(n))
nl(A)
= inf
{
νeθ
cos(θ˜ − θ)
| θ˜ ∈ [θ − α, θ + α]
}
a.s.
Conerning the lower large deviations of τ(nA, h(n)), Theorem 3.9 and Lemma 5.1 in
Rossignol and Théret (2009b) state that:
Theorem 2.6. For every non-empty line-segment A in R2, with Eulidean length l(A), for
every height funtion h : N→ R+ satisfying (H1), for all λ in R+, the limit
Iθ(λ) = lim
n→∞
−1
nl(A)
logP
[
τ(nA, h(n)) ≤
(
λ− 1√
n
)
nl(A)
]
exists in [0,+∞] and depends only on θ ∈ [0, π[ suh that (cos θ, sin θ) is orthogonal to A, and
not on h nor A itself. Moreover, if the hypotheses (F1) and (F2) are satised, the funtion
Iθ has the following properties: it is onvex on R+, innite on [0, δ(| cos θ| + | sin θ|)[, where
δ = inf{λ |P[t(e) ≤ λ] > 0}, nite on ]δ(| cos θ|+ | sin θ|),+∞[, equal to 0 on [νθ,+∞[, and if
νθ > δ(| cos θ|+ | sin θ|) it is ontinuous and stritly dereasing on ]δ(| cos θ|+ | sin θ|), νθ] and
positive on ]δ(| cos θ|+ | sin θ|), νθ[.
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For simpliity of notations, we dene Ieθ = +∞ on R−∗ , and for all a ≥ 0,
Ieθ(a+) = limε→0, ε>0Ieθ(a+ ε) and Ieθ(a
−) = lim
ε→0, ε>0
Ieθ(a− ε) .
We denote by Jθ the funtion dened on R+ by
Jθ(λ) =
{ Iθ(λ+) if λ ≤ νθ ,
+∞ if λ > νθ .
The following large deviation priniple has also been proved in Rossignol and Théret (2009b),
Theorem 3.10:
Theorem 2.7. For every non-empty line-segment A in R2, with Eulidean length l(A), for
every height funtion h : N→ R+ satisfying (H1), if (F1) and (F5) hold, then the sequene(
τ(nA, h(n))
nl(A)
, n ∈ N
)
satises a large deviation priniple of speed nl(A) with the good rate funtion Jθ, where θ ∈
[0, π[ is suh that (cos θ, sin θ) is orthogonal to A.
The same large deviation priniple is also proved for φ(nA, h(n)) if θ = 0 (see Theorem
3.17 in Rossignol and Théret (2009b), ondition (F5) is replaed by (F4) in omparison with
Theorem 2.7) or if h satises limn→∞ h(n)/n = 0 (see Corollary 3.14 in Rossignol and Théret
(2009b)). Theorems 2.6 and 2.7 are valid in any dimension d ≥ 2. The dierene of hypotheses
between theorems onerning the variable τ and theorems onerning the variable φ will be
disussed in Remark 2.6.
2.5 Main results
As we have seen in Theorem 2.4, the existene of a limit for φ(nA, h(n)) is linked with the
equality between dierent inmum. The same holds for the large deviation priniple, so we
dene two additional hypotheses we will use:
Hypotheses on h and F
(FH1) inf
{
νeθ
cos(eθ−θ)
| θ˜ ∈ D
}
= inf
{
νeθ
cos(eθ−θ)
| θ˜ ∈ D
}
(FH2) ∀λ ≥ 0, inf
{
1
cos(eθ−θ)
Ieθ(λ cos(θ˜ − θ)+) | θ˜ ∈ ad(D)
}
= inf
{
1
cos(eθ−θ)
Ieθ(λ cos(θ˜ − θ)+) | θ˜ ∈ ad(D)
}
Here and in the rest of the paper we denote the adherene of a set S by ad(S). Notie
that (H4) implies (FH1) and (FH2). We an now state our main results:
Theorem 2.8 (Lower Large Deviations). Let A be a non-empty line-segment in R2, θ ∈ [0, π[
suh that (cos θ, sin θ) is orthogonal to A, and h : N → R+satisfying onditions (H1) and
(H2). If (F1), (F2) and (FH1) hold, then there exist onstants K1(F,A, h, ε) ≥ 0 and
K2(F, θ, h, ε) > 0 suh that
P
(
φ(nA, h(n))
nl(A)
≤ ηθ,h − ε
)
≤ K1e−K2nl(A) ,
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where
ηθ,h = inf
eθ∈D
νeθ
cos(θ˜ − θ)
= lim
n→∞
φ(nA, h(n))
nl(A)
in L1 .
Theorem 2.9 (Large Deviation Priniple). Let A be a non-empty line-segment in R2, θ ∈
[0, π[ suh that (cos θ, sin θ) is orthogonal to A, and h : N → R+satisfying onditions (H1)
and (H2). If (F1), (F2), (FH1), (FH2), and either (F4) or (H3) hold, then the sequene(
φ(nA, h(n))
nl(A)
, n ∈ N
)
satises a large deviation priniple of speed nl(A) with the good rate funtion Kθ,h : R+ →
R
+ ∪ {+∞} dened by
Kθ,h(λ) =
{
inf
{
1
cos(eθ−θ)
Ieθ(λ cos(θ˜ − θ)+)
∣∣∣ θ˜ ∈ ad(D)} if λ ≤ ηθ,h ,
+∞ if λ > ηθ,h .
Moreover, if we dene
δθ,h = δ inf
eθ∈D
| cos θ˜|+ | sin θ˜|
cos(θ˜ − θ)
.
where δ = inf{λ |P(t(e) ≤ λ) > 0}, the good rate funtion Kθ,h has the following properties:
it is ontinuous on [0, ηθ,h] exept possibly at δθ,h where it may be only right ontinuous, it
is innite on [0, δθ,h[∪]ηθ,h,+∞[, nite on ]δθ,h, ηθ,h], positive on [δθ,h, ηθ,h[ and equal to 0 at
ηθ,h, and stritly dereasing when it is nite, in the sense that if Kθ,h(λ) < ∞, for all ε > 0,
Kθ,h(λ− ε) > Kθ,h(λ).
Remark 2.10. We will prove in Lemma 4.5, setion 4.1 that when θ ∈ {0, π/2}, we have
Kθ,h(λ) = Iθ(λ+), and so Theorem 2.9 is onsistent with the large deviation priniple obtained
in Theorem 3.17 by Rossignol and Théret (2009b) in the ase of straight ylinders.
2.6 Comments on the hypotheses
We want to disuss a little bit the dierent onditions on F and h we use. The ondition (H1)
is needed to obtain asymptoti results independent of the height funtion h. The ondition
(F2) is needed to dene νθ in the way we did it (it may be relaxed, see Remark 2.6 in
Rossignol and Théret (2009b)). The ondition (F1) is equivalent to the fat that νθ 6= 0.
The onditions (F4) or (H3) appear in Theorem 2.9 to deal with the upper bound of the
large deviation priniple (see setion 4.3.1, in partiular Remark 4.8). They orrespond to the
ondition (F5) in Theorem 2.7. Indeed, we need a stronger moment ondition to deal with
the upper large deviations of τ beause a minimal utset orresponding to the maximal ow
τ(nA, h(n)) is pinned along the boundary ∂(nA) of nA, thus it sues that some edges in a
neighbourhood of this boundary have a huge apaity to inrease the variable τ(nA, h(n)) (for
more details, see setion 2.3 in Théret (2009b)). Sine a minimal utset orresponding to the
ow φ(nA, h(n)) is not pinned, there are no edges in the ylinders with suh an inuene on
φ(nA, h(n)). However, the fat that a utset for φ(nA, h(n)) is not pinned implies that it an
be loated anywhere in the ylinder cyl(nA, h(n)), thus we need to ontrol the height of the
ylinder by the ondition (H2) to obtain interesting results onerning φ(nA, h(n)), whereas
this ondition does not appear in theorems onerning τ(nA, h(n)). As explained in Remark
9
3.22 in Rossignol and Théret (2009b), the ondition (H2), ombined with (F1), is relevant to
observe a maximal ow φ(nA, h(n)) that is not null.
Finally, the onditions (FH1) and (FH2) also appear beause the minimal utset does
not have xed boundary onditions, thus it hooses its orientation to solve an optimisation
problem. The ondition (FH1) ensures that the diretion hosen by an optimal utset is
stable when n goes to innity; this ondition, ombined with (F2) and (H1), is relevant to
observe a limit for φ(nA, h(n))/(nl(A)), as proved in Theorem 2.4. The ondition (FH2) is
of the same kind.
For simpliity of notation, we will denote by φn the maximal ow φ(nA, h(n)) for given
A and h learly given in the ontext. We shall often use two abbreviations: làglàd for "limite
à gauhe, limite à droite", meaning that a funtion admits, on every point of its domain, a
limit (eventually innite) from the left and a limit from the right. We shall also use l.s. for
"lower semi-ontinuous".
3 Lower large deviations
This setion is devoted to the study of P[φn ≤ λnl(A)] for λ ≥ 0. We will add onditions on
h and F step by step, to emphasize what ondition is needed at eah time.
3.1 Tehnial lemma
For any angle θ, we dene two vetors by their oordinates:
~v(θ) = (cos θ, sin θ) and ~v⊥(θ) = (sin θ,− cos θ) .
We state here a property whih omes from the weak triangle inequality for ν (see setion 4.4
in Rossignol and Théret (2009b)):
Lemma 3.1. Let (abc) be a non degenerate triangle in R2 and let va, vb, vc be the exterior
normal unit vetors to the sides [bc], [ac], [ab]. We denote by (cos θ˜i, sin θ˜i) the oordinates of
vi, and by l(ij) the length of the side [i, j] for i, j in {a, b, c}. If the angles ĉab and âbc have
values stritly smaller than π/2, then for all λ ≥ 0, for all α ∈ [0, 1], we have
l(ab)Ieθc
(
λ
l(ab)
+)
≤ l(ac)Ieθb
(
α
λ
l(ac)
+)
+ l(bc)Ieθa
(
(1− α) λ
l(bc)
+)
.
Proof : This proof follows the one of proposition 11.6 in Cerf (2006). We onsider the ylinder
cylc(N) = cyl(N [ab], N)
of dimensions Nl(ab)×2N oriented towards the diretion θ˜c, and we dene τc(N) = τ(cylc(N))
(impliitly, for the diretion dened by θ˜c). Exatly as in setion 4.1 of Rossignol and Théret
(2009a), we hoose two funtions ζ, h′ : N→ R+ suh that
lim
n→∞
h′(n) = lim
n→∞
ζ(n) = +∞ ,
and
lim
n→∞
h′(n)
ζ(n)
= 0 .
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ζ(n)
eθc
2h′(n)
cylc(N)
2N
E3(n,N, a, b, c)
cylib(n)
Nl(ab)
eθa
cylja(n)
eθb
Na
Nb
Nc
~v⊥(eθa)
~v⊥(eθb)
Figure 2: The ylinders cylc(N), cyl
i
b(n) and cyl
j
a(n).
We onstrut smaller ylinders oriented towards the diretions θ˜b and θ˜a inside cylc(N) (see
gure 2). We dene
cylb(n) = cyl
(
[0, 0 + nl(ab)~v⊥(θ˜b)], h
′(n)
)
,
cyla(n) = cyl
(
[0, 0 + nl(bc)~v⊥(θ˜a)], h
′(n)
)
,
respetively oriented towards the diretion θ˜b and θ˜a. We dene the vetors
~ui = (ζ(n) + (i− 1)nl(ac))~v⊥(θ˜b) and ~wj = (ζ(n) + (j − 1)nl(bc))~v⊥(θ˜a)
and the points
Ui = Na+ ~ui and Wj = Nc+ ~wj
for
i ∈
{
1, ...,Mb =
⌊
Nl(ac)− 2ζ(n)
nl(ac)
⌋}
and j ∈
{
1, ...,Ma =
⌊
Nl(bc)− 2ζ(n)
nl(bc)
⌋}
,
whereMa =Ma(n,N, b, c) andMb =Mb(n,N, a, c). For i = 1, ...,Mb (resp. j = 1, ...,Ma),
let c˜yl
i
b(n) (resp. c˜yl
j
a(n)) be the image of cylb(n) (resp. cyla(n)) the the translation of vetor
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−→
0Ui (resp.
−−→
0Wj). We an translate again eah c˜yl
i
b(n) (resp. c˜yl
j
a(n)) by a vetor of norm
stritly smaller than one to obtain a integer translate cylib(n) (resp. cyl
j
a(n)) of cylb(n) (resp.
cyla(n)), i.e., a translate by a vetor whose oordinates are in Z
2
. For i = 1, ...,Mb (resp.
j = 1, ...,Ma), we dene τ ib(n) = τ(cylib(n)) (resp. τ ja(n) = τ(cylja(n))) for the diretion
dened by θ˜b (resp. θ˜a). The dimensions of cylb(n) (resp. cyla(n)) are (nl(ac))×2h′(n) (resp.
(nl(bc))× 2h′(n)), and for N and n large enough cylib(n) and cylja(n) are inluded in cylc(N)
for all i and j (we only onsider suh large n and N), beause ĉab and âbc are stritly smaller
than π/2 and h′(n)/ζ(n) → 0. The variables (τ ib(n), τ ja(n)) are identially distributed. To
glue together utsets in the ylinders cylib(n) and cyl
j
a(n) for all i and j to obtain a utset in
cylc(N) we have to add some edges. We nally dene, for a onstant ζ ≥ 4,
E3(n,N, a, b, c) = V
(
[Na,Na+ ~u1] ∪ [Na+ ~uMb , Nc]
∪[Nc,Nc+ ~w1] ∪ [Nc+ ~wMa , Nb]
, ζ
)
,
and we denote by E3(n,N, a, b, c) the set of the edges inluded in E3(n,N, a, b, c). There exists
a onstant C7 suh that
card(E3(n,N, a, b, c)) ≤ C7
(
ζ(n) + n+
N
n
)
.
The union of E3(n,N, a, b, c) with utsets in the ylinders cyl
i
b(n) and cyl
j
a(n) for all i and j
separates the upper half part from the lower half part of the boundary of cylc(N) (see gure
2), so we have
τc(N) ≤
Mb∑
i=1
τ ib(n) +
Ma∑
j=1
τ ja(n) + V (E3(n,N, a, b, c)) . (5)
Then for all λ ≥ 0, for all positive η, for all large N , for all α ∈ [0, 1], by the FKG inequality
we have
P
[
τc(N)
Nl(ab)
≤ λ+ 3η − 1√
Nl(ab)
]
≥ P
[
τc(N)
Nl(ab)
≤ λ+ 2η
]
≥ P
[
Mb∑
i=1
τ ib(n) ≤ α(λ + η)Nl(ab)
]
× P
Ma∑
j=1
τ ja(n) ≤ (1− α)(λ+ η)Nl(ab)

× P [V (E3(n,N, a, b, c)) ≤ ηNl(ab)]
≥
Mb∏
i=1
P
[
τ ib(n) ≤ α(λ+ η)nl(ab)
]×Ma∏
j=1
P
[
τ ja(n) ≤ (1− α)(λ + η)nl(ab)
]
× P [V (E3(n,N, a, b, c)) ≤ ηNl(ab)]
≥ P
[
τa(n) ≤ (1− α)(λ + η)nl(ab) − 1√
nl(bc)
]
× P
[
τb(n) ≤ α(λ+ η)nl(ab)− 1√
nl(ac)
]
× P
[
t(e) ≤ ηNl(ab)
C7(ζ(n) + n+N/n)
]C7(ζ(n)+n+N/n)
.
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We take the logarithm of the previous inequality, divide it by −N , send N to innity and
then n to innity. We obtain that
l(ab)Ieθc (λ+ 3η) ≤ l(ac)Ieθb
(
α(λ+ η)
l(ab)
l(ac)
)
+ l(bc)Ieθa
(
(1− α)(λ+ η) l(ab)
l(bc)
)
. (6)
Sending η to zero, we obtain the desired inequality. 
We state next a property of ontinuity:
Lemma 3.2. For all λ ≥ 0, we dene gλ : [θ − π/2, θ + π/2] → R+ ∪ {+∞} by
∀θ˜ ∈]θ − π/2, θ + π/2[, gλ(θ˜) = 1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+)
and
gλ(θ − π/2) = gλ(θ + π/2) =
{
+∞ if Ieθ(0+) > 0 ,
0 if Ieθ(0+) = 0 .
Then gλ is lower semi-ontinuous, and gλ is ontinuous on
H>λ =
{
θ˜ |λ > δ | cos θ˜|+ | sin θ˜|
cos(θ˜ − θ)
}
.
Remark 3.3. If (F1) holds, then for all θ˜ we have νeθ > 0, that implies Ieθ(0+) > 0. The
denition of gλ(θ−π/2) and gλ(θ+π/2) is onsistent with the expression given for any dierent
θ˜. We shall always use Lemma 3.2 under assumption (F1).
Proof : The proof is based on the same ideas as the one of lemma 3.1, so we will use part of it.
We onsider two angles θ˜1, θ˜2 suh that θ˜1− θ˜2 = εˆ (positive or negative) and |εˆ| = ε is small.
Let (abc) be the right triangle suh that, using the same notations as in the previous proof,
l(ab) = 1, θ˜c = θ˜1 + π, θ˜b = θ˜2 and θ˜a = θ˜2 − π/2, and so b̂ac = ε, âcb = π/2 and âbc < π/2.
Obviously we are onfronted with a partiular ase of triangle (abc) studied in lemma 3.1. We
do exatly the same onstrution as in the previous proof, and we start again from equation
(6). Here we have onstruted (abc) suh that l(ab) = 1, l(ac) = cos ε and l(bc) = sin ε, and
by invariane of the graph by a rotation of angle π/2, we know that the funtions Ieθ2 andIeθ2−π/2 (respetively Ieθ1 and Ieθ1+π) are equal. We an rewrite equation (6) the following way:
Ieθ1(λ+ 3η) ≤ (cos ε)Ieθ2
(
α
λ+ η
cos ε
)
+ (sin ε)Ieθ2
(
(1− α)λ+ η
sin ε
)
. (7)
We want to make appear the fator cos(θ˜1 − θ), so for all λ ≥ 0 and for all small η we dedue
from (7) that for all ε small enough,
Ieθ1(λ cos(θ˜1 − θ) + 3η)
≤ (cos ε)Ieθ2
(
α
λ cos(θ˜1 − θ) + η
cos ε
)
+ (sin ε)Ieθ2
(
(1− α)λ cos(θ˜1 − θ) + η
sin ε
)
≤ (cos ε)Ieθ2
(
α(λ cos(θ˜2 − θ) + η/2)
)
+ (sin ε)Ieθ2
(
(1− α)λ cos(θ˜1 − θ) + η
sin ε
)
.
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If λ > 0 we hoose α ∈]max(2/3, 1−η/(12λ)), 1[ (remember that λ is xed and we an hoose
η small in omparison with λ), then α(λ cos(θ˜2−θ)+η/2) ≥ λ cos(θ˜2−θ)+η/4. This equation
is satised for all 1 > α ≥ 1/2 if λ = 0. We stress here the fat that how large must be α
depends on λ and η, but not on ε. With a suh xed big α, we obtain that
Ieθ1(λ cos(θ˜1 − θ) + 3η)
≤ (cos ε)Ieθ2
(
λ cos(θ˜2 − θ) + η/4
)
+ (sin ε)Ieθ2
(
(1− α)λ cos(θ˜1 − θ) + η
sin ε
)
.
We send θ˜2 to θ˜1, i.e. ε to zero by xing θ˜1. Sine (1 − α)(λ cos(θ˜1 − θ) + η) is xed and
positive, we know that for small ε we obtain
(1− α)λ cos(θ˜1 − θ) + η
sin ε
> νmax = max
θ∈[0,π]
νθ ,
and so for all θ˜ we have
Ieθ
(
(1− α)λ cos(θ˜1 − θ) + η
sin ε
)
= 0 .
We send nally η to zero and obtain
Ieθ1(λ cos(θ˜1 − θ)
+) ≤ lim inf
η→0
lim inf
εˆ→0
Ieθ1+εˆ
(
λ cos(θ˜1 + εˆ− θ) + η/4
)
.
We know that the limit limη→0 Ieθ1+εˆ(λ cos(θ˜1+ εˆ−θ)+η/4) is an inreasing limit for all xed
εˆ, so we get:
Ieθ1(λ cos(θ˜1 − θ)
+) ≤ lim inf
εˆ→0
Ieθ1+εˆ(λ cos(θ˜1 + εˆ− θ)
+) . (8)
We will now x θ˜2 and send θ˜1 to θ˜2. Starting again from (6), for all β > 0, for all λ > 0,
for all θ˜2 ∈]θ − π/2, θ + π/2[, for all η small enough and ε small (in partiular suh that
θ˜1 ∈]θ − π/2, θ + π/2[ too), we obtain
Ieθ1(λ cos(θ˜1 − θ) + β)
≤ Ieθ1(λ cos(θ˜1 − θ))
≤ (cos ε)Ieθ2
(
α
λ cos(θ˜1 − θ)− 2η
cos ε
)
+ (sin ε)Ieθ2
(
(1− α)λ cos(θ˜1 − θ)− 2η
sin ε
)
≤ (cos ε)Ieθ2
(
α(λ cos(θ˜2 − θ)− 3η)
)
+ (sin ε)Ieθ2
(
(1− α)λ cos(θ˜1 − θ)− 2η
sin ε
)
.
Exatly as previously, for α < 1 but suiently lose to 1 (how lose depending on λ and η
but not on ε), we have
Ieθ1(λ cos(θ˜1 − θ) + β)
≤ (cos ε)Ieθ2
(
λ cos(θ˜2 − ε)− 4η
)
+ (sin ε)Ieθ2
(
(1− α)λ cos(θ˜1 − θ)− 2η
sin ε
)
.
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We send rst β to zero, then θ˜1 to θ˜2 (thus ε to zero), and nally η to zero to obtain as for
(8) that
Ieθ2(λ cos(θ˜2 − θ)
−) ≥ lim sup
εˆ→0
Ieθ2+εˆ(λ cos(θ˜2 + εˆ− θ)
+) . (9)
This inequality remains valid for λ = 0 or cos(θ˜2 − θ) = 0, sine for onveniene we deided
that Ieθ2(0−) = +∞. From (8) and (9), we onlude that for all λ ≥ 0:
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+) ≤ lim infεˆ→0 gλ(θ˜ + εˆ) ≤
≤ lim sup
εˆ→0
gλ(θ˜ + εˆ) ≤ 1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)−) .
Lemma 3.2 follows, sine we know that:
∀θ˜ ∈ H>λ Ieθ(λ cos(θ˜ − θ)+) = Ieθ(λ cos(θ˜ − θ)−) .

3.2 Lower bound
From now on, we suppose that the height funtion h satises (H1). We will use equation (19)
of Rossignol and Théret (2009a), and thus the onstrution that leads to it, to prove that
lim inf
n→∞
1
nl(A)
logP[φn ≤ λnl(A)] ≥ − inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ
(
λ cos(θ˜ − θ)−
)
, (10)
and
lim sup
n→∞
1
nl(A)
logP[φn ≤ λnl(A)] ≥ − inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ
(
λ cos(θ˜ − θ)−
)
. (11)
We reall this onstrution here. We onsider a line segment A, of orthogonal unit vetor
~v(θ) = (cos θ, sin θ) for θ ∈ [0, π[, and a funtion h : N → R+ satisfying limn→∞ h(n) = +∞.
We use the notation Dn = D(nA, h(n)). For all θ˜ ∈ Dn, we dene
kn =
1
2
+
nl(A) tan(θ˜ − θ)
4h(n)
,
and thus κn = (kn, θ˜) ∈ Dn. We want to ompare φκnn with the maximal ow τ in a ylinder in-
side cyl(nA, h(n)) and oriented towards the diretion θ˜. In fat, we must use the subadditivity
of τ and ompare φκnn with a sum of suh variables τ .
We onsider n and N in N, with N a lot bigger than n. The following denitions an seem
a little bit ompliated, but Figure 3 is more expliit. We hoose two funtions h′, ζ : N→ R+
suh that
lim
n→∞
h′(n) = lim
n→∞
ζ(n) = +∞ ,
and
lim
n→∞
h′(n)
ζ(n)
= 0 . (12)
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ζ(n)
2kNh(N)
2(1 − kN )h(N)
xN
θ
~v(θ)
yN
2ζ
eθ
~v(eθ)
~v⊥(eθ)
n
≥ ζ(n)
L(N, eθ)
Nl(A)
: cyl(NA, h(N))
:
fGi
: Gi
: F1(n,N, κN ) ∪ F2(n,N, κN )
h′(n)
Figure 3: The ylinders cyl(NA,h(N)) and Gi, for i = 1, ...,M.
We onsider a xed θ˜ ∈ DN . We reall that
~v(θ˜) = (cos θ˜, sin θ˜) and ~v⊥(θ˜) = (sin θ˜,− cos θ˜) .
In cyl(NA,h(N)), we denote by xN and yN the two points orresponding to the boundary
onditions κN , suh that
−−−→xNyN · ~v⊥(θ˜) > 0. Notie that aording to our hoie of kN , the
segments [xN , yN ] and NA ut eah other in their middle. If we denote by L(N, θ˜) the distane
between xN and yN , we have:
L(N, θ˜) =
Nl(A)
cos(θ˜ − θ)
.
We dene
cyl′(n) = cyl([0, n~v⊥(θ˜)], h′(n)) .
We will translate cyl′(n) numerous times inside cyl(NA,h(N)). We dene
ti = xN + (ζ(n) + (i− 1)n)~v⊥(θ˜) ,
for i = 1, ...,M, where
M = M(n,N) =
⌊
L(N, θ˜)− 2ζ(n)
n
⌋
.
Of ourse we onsider only N large enough to have M ≥ 2. For i = 1, ...,M, we denote by
G˜i the image of cyl
′(n) by the translation of vetor
−→
0ti. For n (and thus N) suiently large,
thanks to ondition (12), we know that G˜i ⊂ cyl(NA,h(N)) for all i. We an translate G˜i
again by a vetor of norm stritly smaller than 1 to obtain an integer translate of cyl′(n) (i.e.,
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a translate by a vetor whose oordinates are in Z
2
) that we will all Gi. Now we want to
glue together utsets of boundary ondition (1/2, θ˜) in the ylinders Gi. We dene:
F1(n,N, κN ) =
(
M⋃
i=1
V(ti, ζ0)
) ⋂
cyl(NA,h(N)) ,
where ζ0 is a xed onstant larger than 4, and:
F2(n,N, κN ) = V
(
[xN , xN + ζ(n)~v
⊥(θ˜)] ∪ [zM, yN ], ζ0
) ⋂
cyl(NA,h(N)) .
Let F1(n,N, κN ) (respetively F2(n,N, κN )) be the set of the edges inluded in F1(n,N, κN )
(respetively F2(n,N, κN )). If for every i = 1, ...,M, Gi is a utset of boundary ondition
(1/2, θ˜) in Gi, then
M⋃
i=1
Gi ∪ F1(n,N, κN ) ∪ F2(n,N, κN )
ontains a utset of boundary onditions κN in cyl(NA,h(N)). We obtain:
φκNN ≤
M∑
i=1
τ(Gi, ~v(θ˜)) + V (F1(n,N, κN ) ∪ F2(n,N, κN )) , (13)
and so,
∀θ˜ ∈ DN φN ≤ φκNN ≤
M∑
i=1
τ(Gi, ~v(θ˜)) + V (F1(n,N, κN ) ∪ F2(n,N, κN )) . (14)
This equation (14) is equation (19) in Rossignol and Théret (2009a). Moreover, there exists
a onstant C5 suh that:
card(F1(n,N, κN )) ≤ C5M and card(F2(n,N, κN )) ≤ C5 (ζ(n) + n) .
Then for all θ˜ ∈ Dn, for all λ > 0, for all positive small ε, by the FKG inequality,
P[φN ≤ λl(A)N ] ≥ P
[
M⋂
i=1
{
τ(Gi, ~v(θ˜)) ≤ (λ− ε)Nl(A)M }∩ {V (E(n,N, κN )) ≤ εl(A)N
}]
≥ P
[
τ(cyl′(n), ~v(θ˜)) ≤ (λ− ε) cos(θ˜ − θ)n
]M
× P
[
∀e ∈ E(n,N, κN ) , t(e) ≤ εl(A)N
C5(M+ ζ(n) + n)
]
≥ P
[
τ(cyl′(n), ~v(θ˜))
n
≤ (λ− ε) cos(θ˜ − θ)− 1√
n
]M
× P
[
t(e) ≤ εl(A)N
C5(M+ ζ(n) + n)
]C5(M+ζ(n)+n)
.
We take the logarithm of this inequality, divide it by Nl(A), send N to innity and then n to
innity. Thanks to Theorem 2.6, for all θ˜ ∈ D and λ > ε > 0, we obtain
lim inf
N→∞
1
Nl(A)
log P
[
φN
Nl(A)
≤ λ
]
≥ −1
cos(θ˜ − θ)
Ieθ
(
(λ− ε) cos(θ˜ − θ)
)
.
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Sending ε to zero (remember that Ieθ is làglàd) and taking the inmum in θ˜,
lim inf
N→∞
1
Nl(A)
log P[φN ≤ λNl(A)] ≥ − inf
eθ∈D
1
cos(θ˜ − θ)
Ieθ
(
λ cos(θ˜ − θ)−
)
. (15)
Similarly, if θ˜ ∈ D, let ψ : N→ N be stritly inreasing suh that for all N , θ˜ ∈ Dψ(N). Then
we obtain by the same arguments that
lim sup
N→∞
1
Nl(A)
log P[φN ≤ λNl(A)] ≥ lim inf
N→∞
1
ψ(N)l(A)
logP[φψ(N) ≤ λψ(N)l(A)]
≥ − inf
eθ∈D
1
cos(θ˜ − θ)
Ieθ
(
λ cos(θ˜ − θ)−
)
. (16)
These inequalities remain valid for λ = 0, sine Ieθ(0−) = +∞, so equations (15) and (16) are
satised for all λ ≥ 0.
We will transform a little bit inequalities (15) and (16) to make it more useful for us in
the proof of the large deviation priniple below. Atually, let us prove that:
inf
eθ∈D
1
cos(θ˜ − θ)
Ieθ
(
λ cos(θ˜ − θ)−
)
= inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ
(
λ cos(θ˜ − θ)−
)
, (17)
where D is an interval of [θ−π/2, θ+π/2] whih is entered at θ and symmetri with respet
to θ (representing D or D here). As we did previously, we dene
H∗λ =
{
θ˜ |λ ∗ δ | cos θ˜|+ | sin θ˜|
cos(θ˜ − θ)
}
,
where ∗ represents <, >, ≤, ≥ or =, and for simpliity of notations we dene also:
g˜λ(θ˜) =
1
cos(θ˜ − θ)
Ieθ
(
λ cos(θ˜ − θ)−
)
.
The funtion g˜λ is innite on H
≤
λ , and nite, ontinuous and equal to gλ on H
>
λ . If D is
inluded in H≤λ , then ad(D) too beause H≤λ is losed, and then:
inf
D
g˜λ = +∞ = inf
ad(D)
g˜λ .
Otherwise, D ∩H>λ is non empty, so infD g˜λ is nite. If ad(D) 6= D (otherwise the result is
obvious), then D is open sine it is symmetri with respet to θ, and we denote by θ˜1 and
θ˜2 the two points of ad(D) r D. Either g˜λ is ontinuous at θ˜1 (respetively θ˜2), or g˜λ(θ˜1)
(respetively g˜λ(θ˜2)) is innite, so
inf
D
g˜λ = inf
ad(D)
g˜λ ,
and equation (17) is proved. Inequalities (15) and (16) are equivalent to (10) and (11).
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3.3 Upper bound
We suppose from now on that h satises (H1) and (H2). We will use equation (24) in
Rossignol and Théret (2009a), and thus the onstrution that leads to it, to prove that
lim sup
n→∞
1
nl(A)
logP[φn ≤ λnl(A)] ≤ − inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ
(
λ cos(θ˜ − θ)+
)
, (18)
and
lim inf
n→∞
1
nl(A)
logP[φn ≤ λnl(A)] ≤ − inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ
(
λ cos(θ˜ − θ)+
)
. (19)
We reall this onstrution now. We do the symmetri onstrution of the one done in setion
3.2. We onsider n and N in N and take N a lot bigger than n. We hoose funtions
ζ ′, h′′ : N→ R+ suh that
lim
n→∞
ζ ′(n) = lim
n→∞
h′′(n) = +∞ ,
and
lim
n→∞
h(n)
ζ ′(n)
= 0 . (20)
We onsider κ = (k, θ˜) ∈ Dn. Keeping the same notations as in setion 3.2, we dene
cyl′′(N) = cyl
(
[0, N~v⊥(θ˜)], h′′(N)
)
.
We will translate cyl(nA, h(n)) numerous times in cyl′′(N). The gure 4 is more expliit than
the following denitions. The ondition κ denes two points xn and yn on the boundary of
N
2h′′(N)
ζ
ζ′(n)
≥ ζ′(n)
~v(eθ)
~v(θ)
eθ
~v⊥(eθ)
: cyl′′(N)
:
fBi
: Bi
: E1(n, κ) ∪ E2(n, κ)θ
L(n, eθ)
nl(A)
Figure 4: The ylinders cyl′′(N) and Bi, for i = 1, ...,N .
cyl(nA, h(n)) (see setion 3.2). As in setion 3.2, we denote by L(n, θ˜) the distane between
xn and yn, and we have
L(n, θ˜) =
nl(A)
cos(θ˜ − θ)
.
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We dene
zi =
(
ζ ′(n) + (i− 1)L(n, θ˜)
)
~v⊥(θ˜) ,
for i = 1, ...,N , where
N =
⌊
N − 2ζ ′(n)
L(n, θ˜)
⌋
.
Of ourse we onsider only N large enough to have N ≥ 2. For i = 1, ...,N , we denote by B˜i
the image of cyl(nA, h(n)) by the translation of vetor −−→xnzi. For N suiently large, thanks
to ondition (20), we know that B˜i ⊂ cyl′′(N) for all i. We an translate B˜i again by a vetor
of norm stritly smaller than 1 to obtain an integer translate of cyl(nA, h(n)) (i.e., a translate
by a vetor whose oordinates are in Z
2
) that we will all Bi. Now we want to glue together
utsets of boundary ondition κ in the dierent Bi. We dene:
E1(n,N, κ) =
(
N⋃
i=1
V(zi, ζ)
) ⋂
cyl′′(N) ,
where ζ is still a xed onstant bigger than 4, and:
E2(n,N, κ) = V
(
[0, ζ ′(n)~v⊥(θ˜)] ∪ [zN , N~v⊥(θ˜)], ζ
) ⋂
cyl′′(N) .
Let E1(n,N, κ) (respetively E2(n,N, κ)) be the set of the edges inluded in E1(n,N, κ) (re-
spetively E2(n,N, κ)). Then, still by gluing utsets together, we obtain:
τ(cyl′′(N), ~v(θ˜)) ≤
N∑
i=1
φκ(Bi, ~v(θ)) + V (E1(n,N, κ) ∪ E2(n,N, κ)) . (21)
This equation (21) is equation (24) in Rossignol and Théret (2009a). On one hand, there
exists a onstant C6 (independent of κ) suh that:
card(E1(n,N, κ) ∪E2(n,N, κ)) ≤ C6
(
N + ζ ′(n) + L(n, θ˜)
)
.
On the other hand, the variables (φκ(Bi))i=1,...,N are identially distributed, with the same
law as φκn (beause we only onsider integer translates). Then for all κ ∈ Dn, for all λ˜ ≥ ε > 0,
for all large N , we have by the FKG inequality
P
[
τ(cyl′′(N), ~v(θ˜)) ≤
(
λ˜− 1√
N
)
N
]
≥ P
[
φκn ≤
(
λ˜− ε
) N
N
]N
× P
[
V (E1(n, κ) ∪ E2(n, κ)) ≤ ε
2
N
]
≥ P
[
φκn
nl(A)
≤ λ˜− ε
cos(θ˜ − θ)
]N
× P
[
t(e) ≤ εN
2C6(N + ζ ′(n) + L(n, θ˜))
]C6(N+ζ′(n)+L(n,eθ))
≥ P
[
φκn
nl(A)
≤ λ˜− ε
cos(θ˜ − θ)
]N
× P
[
t(e) ≤ εl(A)n
4C6
]C6(N+ζ′(n)+L(n,eθ))
.
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We take the logarithm of the previous inequality, divide it by −N , and send N to innity to
obtain that:
Ieθ(λ˜) ≤
−1
L(n, θ˜)
log P
[
φκn
nl(A)
≤ λ˜− ε
cos(θ˜ − θ)
]
− C6
L(n, θ˜)
logP
[
t(e) ≤ εl(A)n
4C6
]
.
For n large enough,
P
[
t(e) ≤ εl(A)n
4C6
]
≥ 1
2
,
and thus,
1
nl(A)
log P
[
φκn
nl(A)
≤ λ˜− ε
cos(θ˜ − θ)
]
≤ − 1
cos(θ˜ − θ)
Ieθ(λ˜) +
K
n
,
where K = C6 log 2/l(A). We set λ = (λ˜ − ε)/ cos(θ˜ − θ) (so λ ≥ 0), and let ε go to zero to
onlude that for all λ ≥ 0 and κ ∈ Dn,
P
[
φκn
nl(A)
≤ λ
]
≤ exp−
[
nl(A)
(
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+) +
K
n
)]
. (22)
We ome bak now to the study of φn itself. We have seen that φn = infκ∈Dn φ
κ
n. We also
notied that φκn takes only a nite number of values when κ ∈ Dn, thus one may restrit
ourselves to a nite subset D˜n of Dn suh that card(D˜n) ≤ C4h(n)2. Therefore,
P[φn ≤ λnl(A)] = P
[
∃κ ∈ D˜′n |φκn ≤ λnl(A)
]
≤
∑
κ∈ eD′n
P[φκn ≤ λnl(A)]
≤ C4h(n)2 × max
κ∈Dn
P[φκn ≤ λnl(A)]
≤ C4h(n)2 exp
[
−nl(A)
(
K
n
+ inf
eθ∈Dn
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+)
)]
.
If we suppose that limn→∞ log(h(n))/n = 0, we obtain that:
lim sup
n→∞
1
nl(A)
log P[φn ≤ λnl(A)] ≤ − lim inf
n→∞
inf
eθ∈Dn
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+) , (23)
and
lim inf
n→∞
1
nl(A)
log P[φn ≤ λnl(A)] ≤ − lim sup
n→∞
inf
eθ∈Dn
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+) , (24)
We an now apply Lemmas 4.1 and 4.2 in Rossignol and Théret (2009a) with f = gλ, that we
know to be l.s.. thanks to Lemma 3.2, to obtain that
lim inf
n→∞
inf
eθ∈Dn
gλ(θ˜) ≥ inf
eθ∈ad(D)
gλ(θ˜) and lim sup
n→∞
inf
eθ∈Dn
≥ inf
eθ∈ad(D)
gλ(θ˜) .
So (23) and (24) lead to (18) and (19).
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3.4 Positivity and proof of Theorem 2.8
We need some extra hypotheses: from now on, we suppose that (H1), (H2), (F1), (F2) and
(FH1) hold. We dene
ηθ,h = inf
eθ∈D
νeθ
cos(θ˜ − θ)
= inf
eθ∈D
νeθ
cos(θ˜ − θ)
.
We know that under these hypotheses,
lim
n→∞
φn
nl(A)
= ηθ,h > 0 in L
1 .
In fat, the onvergene of φn/(nl(A)) in L
1
is stated in Corollary 2.5 under the stronger
assumption (H3). However, the methods used in Rossignol and Théret (2009b) to prove
this L1-onvergene do not use the ondition (H3) itself, and an be performed under the
assumption (FH1) instead.
We dene
K˜θ,h(λ) = inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+) = inf
eθ∈ad(D)
gλ(θ˜) .
We want to prove that K˜θ,h > 0 on [0, ηθ,h[. Indeed, we know that
lim sup
n→∞
1
nl(A)
logP [φn ≤ λnl(A)] ≤ −K˜θ,h ,
thus proving that K˜θ,h > 0 on [0, ηθ,h[ is equivalent to proving that the lower large deviations
of φn/(nl(A)) are (at least) of surfae order.
We remember all the properties of Ieθ we know (see Theorem 2.6). Let us dene
δθ,h = δ × inf
eθ∈D
| cos θ˜|+ | sin θ˜|
cos(θ˜ − θ)
,
the inmum of the values that φn/(nl(A)) an take asymptotially. Then obviously K˜θ,h is
innite on [0, δθ,h[ and nite on ]δθ,h,+∞[ (its behaviour at δθ,h will be study in setion 4.1).
It is also obvious that K˜ is null on [ηθ,h,+∞[. Sine for all θ˜, λ → Ieθ(λ+) is non inreasing,
so is K˜θ,h on R+. We state the following result:
Lemma 3.4. The funtion K˜θ,h is stritly dereasing on [δθ,h, ηθ,h], i.e.,
∀λ ∈]δθ,h, ηθ,h] , ∀ε > 0 K˜θ,h(λ) < K˜θ,h(λ− ε) .
We immediately notie that this lemma implies the positivity of K˜θ,h on [0, ηθ,h[, and thus
Theorem 2.8 through inequality (23).
Proof : Thanks to Lemma 3.2, we know that for every xed λ, θ˜ 7→ gλ(θ˜) is l.s.. Sine ad(D)
is ompat, infeθ∈ad(D) gλ(θ˜) is reahed at some θ˜λ ∈ ad(D). Notie also that for every xed θ˜,
λ 7→ gλ(θ˜) is stritly dereasing (in the same meaning as in Lemma 3.4) on the interval:[
δ
| cos θ˜|+ | sin θ˜|
cos(θ˜ − θ)
,
νeθ
cos(θ˜ − θ)
]
.
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We onsider λ ∈]δθ,h, ηθ,h]. Thus K˜θ,h(λ) < ∞, so we an suppose that K˜θ,h(λ − ε) < ∞
otherwise the result is obvious. The ondition K˜θ,h(λ− ε) < ∞ is equivalent by denition of
θ˜λ−ε to gλ−ε(θ˜λ−ε) <∞, whih implies that
λ > δ
| cos θ˜λ−ε|+ | sin θ˜λ−ε|
cos(θ˜λ−ε − θ)
.
We dedue that
λ ∈
]
δ
| cos θ˜λ−ε|+ | sin θ˜λ−ε|
cos(θ˜λ−ε − θ)
,
νeθλ−ε
cos(θ˜λ−ε − θ)
]
,
thus
gλ(θ˜λ−ε) < gλ−ε(θ˜λ−ε) .
We obtain
K˜θ,h(λ) = inf
eθ∈ad(D)
gλ(θ˜) ≤ gλ(θ˜λ−ε) < gλ−ε(θ˜λ−ε) = inf
eθ∈ad(D)
gλ−ε(θ˜) = K˜θ,h(λ− ε) .

3.5 Disussion
Combining the results of the two previous setions, we obtain that for all λ ≥ 0, if we dene
n =
1
nl(A)
P[φn ≤ λnl(A)] ,
we have
− inf
eθ∈ad(D)
Ieθ(λ cos(θ˜ − θ)−)
cos(θ˜ − θ)
≤ lim inf
n→∞
n ≤ − inf
eθ∈ad(D)
Ieθ(λ cos(θ˜ − θ)+)
cos(θ˜ − θ)
,
− inf
eθ∈ad(D)
Ieθ(λ cos(θ˜ − θ)−)
cos(θ˜ − θ)
≤ lim sup
n→∞
n ≤ − inf
eθ∈ad(D)
Ieθ(λ cos(θ˜ − θ)+)
cos(θ˜ − θ)
.
In fat, we will prove in setion 4.1 that for all
λ 6= δ inf
eθ∈D
| cos θ˜|+ | sin θ˜|
cos(θ˜ − θ)
= δθ,h ,
we have
inf
eθ∈D
Ieθ(λ cos(θ˜ − θ)+)
cos(θ˜ − θ)
= inf
eθ∈D
Ieθ(λ cos(θ˜ − θ)−)
cos(θ˜ − θ)
, (25)
for D equal to ad(D) or ad(D) (see the proof of the ontinuity of K˜θ,h, Lemma 4.2). It implies
that for all λ 6= δθ,h,
lim inf
n→∞
n = − inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+) = − inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)−)
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and
lim sup
n→∞
n = − inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+) = − inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)−) ,
thus under ondition (FH2) we obtain that for all λ 6= δθ,h, we know that limn→∞n exists
and
lim
n→∞
1
nl(A)
P[φn ≤ λnl(A)] = K˜θ,h(λ) .
Notie that if Ieθ0(δ(| cos θ˜0| + | sin θ˜0|)+) < ∞ for some θ˜0 ∈ D suh that δθ,h = δ(| cos θ˜0| +
| sin θ˜0|)/ cos(θ˜0 − θ), then
−∞ = − inf
eθ∈D
1
cos(θ˜ − θ)
Ieθ(δθ,h cos(θ˜ − θ)−) < − inf
eθ∈D
1
cos(θ˜ − θ)
Ieθ(δθ,h cos(θ˜ − θ)+) ,
thus we have no hope to prove equation (25) at the point λ = δθ,h.
4 Large deviation priniple
From now on, we suppose that hypotheses (H1), (H2), (F1), (F2), (FH1) and (FH2) hold
(we reall that (H4) implies (FH1) and (FH2)). By denition, we have
∀λ ∈ R+, K˜θ,h(λ) = inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+)
= inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+) .
We dene the rate funtion Kθ,h : R+ → R+ ∪ {+∞} by:
Kθ,h(λ) =
{
infeθ∈ad(D)
1
cos(eθ−θ)
Ieθ(λ cos(θ˜ − θ)+) = K˜(λ) if λ ≤ ηθ,h ,
+∞ if λ > ηθ,h .
4.1 Properties of Kθ,h
We an dedue a lot of properties of Kθ,h from the properties of K˜θ,h stated in setion 3.4:
Kθ,h is innite on [0, δθ,h[ (if δθ,h > 0) and on ]ηθ,h,+∞[, nite on ]δθ,h, ηθ,h] (if ηθ,h > δθ,h)
and stritly dereasing on [δθ,h, ηθ,h] in the sense of Lemma 3.4. We only have to prove that
Kθ,h is a good rate funtion, and that it is ontinuous on [0, ηθ,h] exept possibly at δθ,h where
it may be only right ontinuous. We rst state that Kθ,h is a good rate funtion:
Lemma 4.1. The funtion Kθ,h is lower semi-ontinuous and oerive on R+, i.e., for all
t ≥ 0, the set {λ | Kθ,h(λ) ≤ t} is ompat.
We will use this property to prove that K˜θ,h is right ontinuous.
Proof : In fat it is suient to prove that for all t ≥ 0, the set {λ | K˜θ,h(λ) ≤ t} is losed,
beause we know that
∀t ≥ 0 {λ | Kθ,h(λ) ≤ t} = {λ | K˜θ,h(λ) ≤ t} ∩ [0, η(θ, h)] .
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Let (λn)n≥0 be a sequene of {λ | K˜θ,h(λ) ≤ t}, onverging towards some λ0. For eah xed λ
in R
+
, sine the funtion gλ is lower semi-ontinuous and ad(D) is ompat, there exists θ˜λ
suh that
K˜θ,h(λ) = gλ(θ˜λ) .
The sequene (θ˜λn)n≥0 takes values in the ompat ad(D), so up to extrating a subsequene,
we an suppose that it onverges towards a limit θ˜0 ∈ ad(D). For all positive ε, for all large n
we have λn ≤ λ0 + ε, and so, sine Ieθ is non inreasing for all θ˜, we obtain for all large n that
g(λ0+ε)(θ˜λn) ≤ gλn(θ˜λn) ≤ t .
Sine g(λ0+ε) is l.s.. and a subsequene (θ˜ψ(n))n≥0 of (θ˜λn)n≥0 onverges towards θ˜0, we
obtain:
g(λ0+ε)(θ˜0) ≤ lim infn→∞ g(λ0+ε)(θ˜ψ(n)) ≤ t .
This inequality is satised for all positive ε, and θ˜0 ∈ ad(D), so
K˜θ,h(λ0) ≤ gλ0(θ˜0) = lim
ε→0 , ε>0
g(λ0+ε)(θ˜0) ≤ t .
This ends the proof of Lemma 4.1. 
We now study the ontinuity of Kθ,h:
Lemma 4.2. The funtion K˜θ,h is ontinuous on R+, exept possibly at δθ,h where it may be
only right ontinuous.
The proof of the ontinuity of K˜θ,h is quite long and tehnial, and this property of K˜θ,h
is not needed to prove the large deviation priniple. However, as explained in setion 3.5 and
below, the ontinuity of K˜θ,h is a natural question to ask, so it seems to us important to give
an answer to it.
Proof : We dene
K˜θ,h(λ+) = lim
ε→0, ε>0
K˜θ,h(λ+ ε) and K˜θ,h(λ−) = lim
ε→0, ε>0
K˜θ,h(λ− ε) .
First of all, we prove that K˜θ,h is right ontinuous, i.e., K˜θ,h(λ+) = K˜θ,h(λ) for all λ ∈ R+.
We have for all λ ≥ 0
K˜θ,h(λ+) = lim
ε→0, ε>0
inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ((λ+ ε) cos(θ˜ − θ)+)
≤ lim
ε→0, ε>0
inf
eθ∈ad(D)
Ieθ(λ cos(θ˜ − θ)+)
≤ K˜θ,h(λ) ,
and sine K˜θ,h is lower semi-ontinuous, we know that
K˜θ,h(λ+) ≥ K˜θ,h(λ) ,
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thus
∀λ ≥ 0 K˜θ,h(λ+) = K˜θ,h(λ) .
On the other hand, for all λ ≥ 0 we have
K˜θ,h(λ−) = lim
ε→0, ε>0
inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ((λ− ε) cos(θ˜ − θ)+)
= inf
eθ∈ad(D)
lim
ε→0, ε>0
1
cos(θ˜ − θ)
Ieθ((λ− ε) cos(θ˜ − θ)+)
= inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)−)
≥ K˜θ,h(λ) ,
sine the limit in ε appearing in these equations is a dereasing limit. Thus K˜θ,h is ontinuous
at λ if and only if
inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)−) = inf
eθ∈ad(D)
1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+) .
We will thus prove that it is true for all λ 6= δθ,h. Notie that the proof we propose an be
performed with ad(D) instead of ad(D), and thus the ontinuity of K˜θ,h is linked with the
existene of the limit
lim
n→∞
1
nl(A)
P[φn ≤ λnl(A)]
as explained in setion 3.5. We need two intermediate lemmas to prove Lemma 4.2. The rst
one is the following:
Lemma 4.3. Let Λ be the funtion dened on R+ × R2 r (0, 0) by
Λ(λ,~v) = ‖~v‖2Iθ(~v)
(
λ(| cos(θ(~v))|+ | sin(θ(~v))|)+)
where θ(~v) ∈ [0, 2π[ satises ~v = ‖~v‖2(cos(θ(~v)), sin(θ(~v))) and ‖~v‖2 is the Eulidean norm of
~v. Then for all vetors ~u and ~v in (R+)2 r {(0, 0)}, we have
∀λ ∈ R+ Λ(λ, ~u+ ~v) ≤ Λ(λ, ~u) + Λ(λ,~v) . (26)
Proof : Lemma 4.3 is a simple onsequene of Lemma 3.1. We onsider ~u and ~v in (R+)2 r
{(0, 0)}, and dene ~w = ~u + ~v. We use the notations θ(~u) = θ˜a, θ(~v) = θ˜b and θ(~w) = θ˜c.
We onsider the triangle (abc) of side [bc] (resp. [ab], [ac]) orthogonal to ~u (resp. ~w, ~v) and
of length ‖~u‖2 (resp. ‖~w‖2, ‖~v‖2). It is indeed a triangle sine ~w = ~u+ ~v. Moreover, sine ~u
and ~v are in (R+)2r{(0, 0)}, we know that the angles ĉab and âbc have values stritly smaller
than π/2. We onsider λ ∈ R+, and
λ′ = λ l(ab)(cos θ˜c + sin θ˜c) = λ ‖~w‖1 .
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We an apply Lemma 3.1 in the triangle (abc) to obtain for all α ∈ [0, 1]
Λ(λ, ~u+ ~v) = l(ab)Ieθc
(
λ′
l(ab)
+
)
≤ l(ac)Ieθb
(
α
λ′
l(ac)
+
)
+ l(bc)Ieθa
(
(1− α) λ
′
l(bc)
+
)
≤ Λ
(
λ
α‖~w‖1
‖~v‖|1 , ~v
)
+ Λ
(
λ
(1− α)‖~w‖1
‖~u‖|1 , ~u
)
.
Sine ~u and ~v are both in (R+)2, we know that ‖~w‖1 = ‖~u‖1 + ‖~v‖1, thus we an hoose
α = ‖~v‖1/‖~w‖1 ∈ [0, 1] and 1− α = ‖~u‖1/‖~w‖1. This ends the proof of Lemma 4.3. 
Lemma 4.3 states a property of onvexity for the funtion Λ. To dedue from it a
property of ontinuity, we need to investigate when Λ, thus Ieθ, is nite. It is well known
(see Rossignol and Théret (2009b)) that Ieθ(λ+) is innite if λ ∈ [0, δ(| cos θ˜| + | sin θ˜|)[ (if
δ > 0) and nite if λ ∈]δ(| cos θ˜|+ | sin θ˜|),+∞[. The only point to study is the behaviour of
Ieθ(δ(| cos θ˜|+ | sin θ˜|)+). This is the purpose of the following Lemma (whih ould be stated
in dimension d ≥ 2 in fat):
Lemma 4.4. Whatever the value of δ, we have
∀θ˜ , Ieθ(δ(| cos θ˜|+ | sin θ˜|)+) < ∞ ⇐⇒ ∃θ˜ , Ieθ(δ(| cos θ˜|+ | sin θ˜|)+) < ∞
⇐⇒ P(t(e) = δ) > 0 .
Proof : First, let us prove that
P(t(e) = δ) > 0 =⇒ ∀θ˜ , Ieθ(δ(| cos θ˜|+ | sin θ˜|)+) < ∞ . (27)
Let A˜ be a line segment orthogonal to (cos θ˜, sin θ˜) for some xed θ˜, and h a height funtion
satisfying limn→∞ h(n) = +∞. We know (see Lemma 4.1 in Rossignol and Théret (2009b))
that the minimal number of edges N (nA˜, h(n)) of a utset that separates (nA˜)h(n),1/2,eθ1 from
(nA˜)
h(n),1/2,eθ
2 satises ∣∣∣∣∣N (nA˜, h(n))nl(A˜) − (| cos θ˜|+ | sin θ˜|)
∣∣∣∣∣ ≤ 2nl(A˜) . (28)
Let ε > 0. Let Emin(n) be a utset of minimal number of edges. For n large enough, we know
that 1/
√
n ≤ ε/2 and N (nA˜, h(n))/(nl(A˜)) ≤ (| cos θ˜|+ | sin θ˜|) + ε/(2δ), and we obtain
P
(
τ(nA˜, h(n))
nl(A˜)
≤δ(| cos θ˜|+ | sin θ˜|) + ε− 1√
n
)
≥ P
(
V (Emin(n))
nl(A˜)
≤ δ(| cos θ˜|+ | sin θ˜|) + ε
2
)
≥ P (∀e ∈ Emin(n) , t(e) = δ)
≥ P(t(e) = δ)N (n eA,h(n)) .
27
Thus for all ε > 0 we have
Ieθ(δ(| cos θ˜|+ | sin θ˜|) + ε) ≤ −(| cos θ˜|+ | sin θ˜|) log P(t(e) = δ) ,
and we onlude that
Ieθ(δ(| cos θ˜|+ | sin θ˜|)+) ≤ −(| cos θ˜|+ | sin θ˜|) log P(t(e) = δ) .
This implies (27). We now prove that if for all distribution funtion G suh that inf{x |G(x) >
0} = 0, we have
G(0) = 0 =⇒ ∀θ˜ , I [G]
eθ
(0+) = +∞ ,
where the exponent [G] stress the dependene of I in G, then for all distribution funtion F
on R
+
, if δ = inf{x |F (x) > 0}, we obtain:
F (δ) = 0 =⇒ ∀θ˜ , I [F ]
eθ
(δ(| cos θ˜|+ | sin θ˜|)+) = +∞ .
Let F be a distribution funtion on R+, δ = inf{x |F (x) > 0}, and (t(e)) the family of
apaities on the edges of distribution funtion F . Let t′(e) = t(e) − δ ≥ 0 for all e, t′(e)
has distribution funtion G suh that inf{x |G(x) > 0} = 0, and G(0) = F (δ). We denote
by τ (resp. τ ′) the maximal ows orresponding to the apaities (t(e)) (resp. (t′(e))). Then
obviously
τ(nA˜, h(n)) ≥ τ ′(nA˜, h(n)) + δN (nA˜, h(n)) ,
thus for n large enough, thanks to (28), we have
P
(
τ(nA˜, h(n))
nl(A˜)
≤ δ(| cos θ˜|+ | sin θ˜|) + ε− 1√
n
)
≤ P
(
τ ′(nA˜, h(n))
nl(A˜)
≤ ε
4
)
.
Thus
I [F ]
eθ
(δ(| cos θ˜|+ | sin θ˜|)+) ≥ I [G]
eθ
(0+) ,
whih proves the previous statement. The last thing to prove is that if F is a distribution
funtion suh that inf{x |F (x) > 0} = 0, then
F (0) = P(t(e) = 0) = 0 =⇒ ∀θ˜ , Ieθ(0+) = +∞ . (29)
We onsider suh a distribution funtion F . We want to ompare F with a Bernoulli distribu-
tion of parameter p very lose to 1. For a xed p (as lose to 1 as we will need), there exists
η(p) > 0 suh that F (η(p)) < 1 − p, beause F (0) = 0 and F is right ontinuous. We denote
by (t[p](e)) the i.i.d. family of Bernoulli variables of parameter p indexed by the edges, and
by τ [p] the maximal ow orresponding to these apaities. Then
τ(nA˜, h(n)) ≥ η(p) τ [p](nA˜, h(n)) .
It is proved in setion 3 of Théret (2008) (the proof is written for a straight ylinder θ˜ = 0 and
for the variable φ, but it an be diretly adapted to a tilted box and the variable τ - notie
that the fator h(n) disappears) that there exists a onstant c suh that for all γ > 0
P
(
τ [p](nA˜, h(n))
nl(A˜)
≤ 1
2
)
≤ exp
(
−nl(A˜)
[γ
2
− log c− log(p+ (1− p)eγ)
])
.
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Thus for any xed R (very large, thus log c < R), we an hoose γ = 6R, and then p(R) lose
enough to 1 to obtain that log(p + (1− p)e6R) < R, thus
P
(
τ [p(R)](nA˜, h(n))
nl(A˜)
≤ 1
2
)
≤ e−Rnl( eA) .
Finally, for any xed R, for a xed ε small enough to have ε/η(p(R)) ≤ 1/2, we obtain
P
(
τ(nA˜, h(n))
nl(A˜)
≤ ε
)
≤ P
(
τ [p(R)](nA˜, h(n))
nl(A˜)
≤ ε
η(p(R))
)
≤ e−Rnl( eA) ,
thus Ieθ(ε) ≥ R for suh small ε, whih implies that Ieθ(0+) ≥ R for all R. This ends the proof
of equation (29), and thus the proof of Lemma 4.4. 
We ome bak to the proof of Lemma 4.2. We reall that K˜θ,h(λ) = inf{gλ(θ˜) | θ˜ ∈ ad(D)}.
Sine gλ is l.s.. and ad(D) is ompat, there exists θ˜λ ∈ ad(D) (maybe not unique) suh that
K˜θ,h(λ) = gλ(θ˜λ). If
λ cos(θ˜λ − θ) < δ(| cos θ˜|+ | sin θ˜|) ,
then
K˜θ,h(λ) = Ieθλ(λ cos(θ˜λ − θ)
+) = +∞ = K˜θ,h(λ−) .
If
λ cos(θ˜λ − θ) > δ(| cos θ˜|+ | sin θ˜|) ,
then
K˜θ,h(λ−) = lim
ε→0, ε>0
K˜θ,h(λ− ε)
≤ lim
ε→0, ε>0
1
cos(θ˜λ − θ)
Ieθλ((λ− ε) cos(θ˜λ − θ)
+)
≤ 1
cos(θ˜λ − θ)
Ieθλ(λ cos(θ˜λ − θ)
−)
≤ 1
cos(θ˜λ − θ)
Ieθλ(λ cos(θ˜λ − θ)
+) = K˜θ,h(λ) ,
sine Ieθ is ontinuous on ]δ(| cos θ˜|+ | sin θ˜|),+∞[, thus K˜θ,h(λ−) = K˜θ,h(λ). We suppose that
λ cos(θ˜λ − θ) = δ(| cos θ˜λ|+ | sin θ˜|λ) ,
whih is the only non-obvious ase, and thus
K˜θ,h(λ) = 1
cos(θ˜λ − θ)
Ieθλ(δ(| cos θ˜λ|+ | sin θ˜λ|)
+) .
If P(t(e) = δ) = 0, by Lemma 4.4 we know that the previous quantity is innite, thus
K˜θ,h(λ−) = +∞ = K˜θ,h(λ). For the rest of the proof, we suppose that P(t(e) = δ) > 0. Still
by Lemma 4.4, we know in this ase that for all θ˜, Ieθ(δ(| cos θ˜|+ | sin θ˜|)+) < +∞. If λ = δθ,h,
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we have nothing to prove, thus we suppose that λ > δθ,h (it implies that λ > 0). We suppose
that the following property P holds: there exists a sequene (θ˜n)n∈N suh that
P

(i) limn→∞ θ˜n = θ˜λ ,
(ii) ∀n ∈ N , δ | cos eθn|+| sin eθn|
cos(eθn−θ)
< λ = δ | cos
eθλ|+| sin eθλ|
cos(eθλ−θ)
,
(iii) lim supn→∞ Ieθn(δ(| cos θ˜n|+ | sin θ˜n|)+) ≤ Ieθλ(δ(| cos θ˜λ|+ | sin θ˜λ|)
+) .
We onsider a given η > 0. For n0 large enough, we have
1
cos(θ˜n0 − θ)
Ieθn0 (δ(| cos θ˜n0 |+ | sin θ˜n0 |)
+) ≤ 1
cos(θ˜λ − θ)
Ieθλ(δ(| cos θ˜λ|+ | sin θ˜λ|)
+) + η .
Moreover, there exists ε0 > 0 suh that
δ
| cos θ˜n0 |+ | sin θ˜n0 |
cos(θ˜n0 − θ)
≤ λ− ε0 ,
and for all ε ≤ ε0, sine Ieθn0 is non inreasing, we obtain that
K˜θ,h(λ− ε) ≤ 1
cos(θ˜n0 − θ)
Ieθn0 ((λ− ε) cos(θ˜n0 − θ)
+)
≤ 1
cos(θ˜n0 − θ)
Ieθn0 (δ(| cos θ˜n0 |+ | sin θ˜n0 |)
+)
≤ 1
cos(θ˜λ − θ)
Ieθλ(δ(| cos θ˜λ|+ | sin θ˜λ|)
+) + η = K˜θ,h(λ) + η .
We onlude that K˜θ,h(λ−) ≤ K˜θ,h(λ), so K˜θ,h(λ−) = K˜θ,h(λ), and this ends the proof of
Lemma 4.2.
The last thing we have to do is to prove the property P. Obviously, property (ii) is linked
with the monotoniity of the funtion
Γ : θ˜ 7→ | cos θ˜|+ | sin θ˜|
cos(θ˜ − θ)
.
If θ ∈ {kπ/4 | k ∈ N}, we will prove in the next paragraph, see Lemma 4.5, that K˜θ,h(λ) =
Iθ(λ+); sine it is obvious that in this ase δθ,h = δ, the ontinuity of K˜θ,h possibly exept
at δθ,h is already known. We suppose that θ /∈ {kπ/4 | k ∈ N}, and by symmetry we an
suppose that θ ∈]0, π/2[r{π/4}. It is obvious (see the fator cos(θ˜ − θ)−1) that for all θ˜ ∈
[θ − π/2, θ + π/2] r [0, π/2], we have Γ(θ˜) > inf [0,π/2] Γ, so argmin Γ ∈ [0, π/2]. Similarly,
θ˜λ ∈ [0, π/2] too. For all θ˜ ∈ [0, π/2], we an write
Γ(θ˜) =
cos θ˜ + sin θ˜
cos(θ˜ − θ)
=
1 + tan θ˜
cos θ + sin θ tan θ˜
.
We dedue from this equality that Γ is stritly monotone on [0, π/2]: stritly inreasing (resp.
dereasing) if θ ∈]0, π/4[ (resp. θ ∈]π/4, π/2[ ), and thus argmin Γ = 0 (resp. argmin Γ = π/2).
We onsider the ase θ ∈]0, π/4[, the study of the ase θ ∈]π/4, π/2[ being similar. We know
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that θ˜λ ∈]0, π/2], beause θ˜λ = 0 implies that λ = δθ,h, and we exluded this ase. Thus
we an onsider a stritly inreasing sequene (θ˜n)n∈N suh that θ˜n ∈]0, π/2[ for all n and
(i) : limn→∞ θ˜n = θ˜λ is satised. Sine Γ is stritly inreasing on [0, π/2], we know that suh
a stritly inreasing sequene (θ˜n)n∈N satises the hypothesis (ii). To prove that (iii) also
holds, we need Lemmas 4.3 and 4.4. The funtion
Λδ : ~v 7→ Λ(δ, ~v)
is nite on (R+)2r{(0, 0)} on the hypothesis F (δ) > 0 we did (see Lemma 4.4), and it is onvex
(see Lemma 4.3), so it is ontinuous on the interior of (R+)2 r {(0, 0)}. If θ˜λ 6= π/2, it proves
(iii). We suppose θ˜λ = π/2. Let ~u = (0, 1), ~vn = (1/ tan θ˜n, 0) and ~wn = (1/ tan θ˜n, 1) =
~u+ ~vn. By equation (26) for λ = δ we have for all n ∈ N
1
sin θ˜n
Ieθn(δ(| cos θ˜n|+ | sin θ˜n|)
+) ≤ Iπ/2(δ+) +
1
tan θ˜n
I0(δ+) ,
and sending n to innity we exatly obtain (iii), so the property P is proved. 
We prove nally the property stated in Remark 2.10, in fat a property a little bit more
general:
Lemma 4.5. If θ ∈ {kπ/4 | k ∈ N}, then
Kθ,h = Jθ .
Proof : We x a θ ∈ {kπ/4 | k ∈ N}. We know that νθ = ηθ,h for suh a θ (see Remark 2.11 in
Rossignol and Théret (2009a)), so it is suient to prove that
∀λ ≥ 0 , K˜θ,h(λ) = Iθ(λ+) .
Sine θ ∈ ad(D), it is equivalent to prove that
∀λ ≥ 0 , ∀θ˜ ∈ [θ − π/2, θ + π/2] , Iθ(λ+) ≤ 1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+) .
Let θ˜ ∈]θ − π/2, θ + π/2[. We use the same notations as in Lemma 3.1. We onsider the non
degenerate triangle (abc) suh that θ˜c = θ+π (so cylc(n) is a straight ylinder in the ase θ =
0), θ˜b = max(θ˜, 2θ−θ˜), θ˜a = min(θ˜, 2θ−θ˜), l(ab) = 1 and l(ac) = l(bc) = (2 cos(θ˜−θ))−1. Sine
the graph is invariant by a symmetry of axis ((0, 0), (cos θ, sin θ)) (respetively ((0, 0), (1, 1))),
we know that Ieθa = Ieθb (respetively Ieθc = Iθ). Then Lemma 3.1 applied with α = 1/2 states
that for all λ ≥ 0,
Iθ
(
λ+
) ≤ 1
cos(θ˜ − θ)
Ieθ(λ cos(θ˜ − θ)+) .
The inequality remains obviously valid for θ˜ ∈ {θ+π/2, θ−π/2}, sine we have seen in Remark
3.3 that the right hand side of the previous inequality equals +∞ in this ase. This ends the
proof of Lemma 4.5. 
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4.2 Lower bound
We have to prove that for all open subset O of R+, we have
lim inf
n→∞
1
nl(A)
log P
[
φn
nl(A)
∈ O
]
≥ − inf
λ∈O
Kθ,h(λ) .
Classially, it sues to prove the loal lower bound:
∀a ∈ R+ , ∀ε > 0 lim inf
n→∞
1
nl(A)
log P
[
φn
nl(A)
∈ [a− ε, a+ ε]
]
≥ −Kθ,h(a) . (30)
If Kθ,h(a) = +∞, the result is obvious, so we suppose that Kθ,h(a) < +∞. For all η < ε, we
have
lim inf
n→∞
1
nl(A)
logP
[
φn
nl(A)
∈ [a− ε, a+ ε]
]
≥ lim inf
n→∞
1
nl(A)
log
(
P
[
φn
nl(A)
≤ a+ η
]
− P
[
φn
nl(A)
≤ a− ε
])
. (31)
From the strit dereasing of Kθ,h (see Lemma 3.4), we dedue that for all a ∈ R+ suh that
Kθ,h(a) <∞, for all positive η and ε, we have
inf
eθ∈D
1
cos(θ˜ − θ)
Ieθ((a+ η) cos(θ˜ − θ)−) < inf
eθ∈D
1
cos(θ˜ − θ)
Ieθ((a− ε) cos(θ˜ − θ)+) . (32)
Indeed, for all positive η, we have
inf
eθ∈D
1
cos(θ˜ − θ)
Ieθ((a+ η) cos(θ˜ − θ)−) ≤ Kθ,h(a) < Kθ,h(a− ε) .
Then thanks to (10), (18) and (32), we know that the seond term in the sum appearing in
(31) is negligible ompared to the rst one, so we obtain that
lim inf
n→∞
1
nl(A)
logP
[
φn
nl(A)
∈ [a− ε, a+ ε]
]
≥ − inf
eθ∈D
1
cos(θ˜ − θ)
Ieθ((a+ η) cos(θ˜ − θ)−)
≥ − inf
eθ∈D
lim
ε′→0
1
cos(θ˜ − θ)
Ieθ((a+ η) cos(θ˜ − θ)− ε′) .
Sending η to zero, we obtain that
lim inf
n→∞
1
nl(A)
logP
[
φn
nl(A)
∈ [a− ε, a+ ε]
]
≥ − lim inf
η→0
inf
eθ∈D
lim
ε′→0
1
cos(θ˜ − θ)
Ieθ((a+ η) cos(θ˜ − θ)− ε′)
≥ − inf
eθ∈D
lim
η→0
lim
ε′→0
1
cos(θ˜ − θ)
Ieθ((a+ η) cos(θ˜ − θ)− ε′)
≥ − inf
eθ∈D
1
cos(θ˜ − θ)
Ieθ(a cos(θ˜ − θ)+) ,
and so the loal lower bound is proved.
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4.3 Upper bound
4.3.1 Upper large deviations
To handle the upper large deviations, we shall use the following result:
Lemma 4.6. Let A be a non-empty line-segment in R2, with Eulidean length l(A). Let
θ ∈ [0, π[ be suh that (cos θ, sin θ) is orthogonal to the hyperplane spanned by A and h : N→
R
+
. We suppose that (H1), (H2), (F2), (FH1) and either (F4) or (H3) hold. Then for all
λ > ηθ,h we have
lim sup
n→∞
1
nl(A)
logP
[
φn
nl(A)
≥ λ
]
= −∞ . (33)
In fat, we have a stronger result, if F admits an exponential moment:
Lemma 4.7. Let A be a non-empty line-segment in R2, with Eulidean length l(A). Let θ ∈
[0, π[ be suh that (cos θ, sin θ) is orthogonal to the hyperplane spanned by A and h : N→ R+.
We suppose that (H1), (H2), (F2), (FH1) and (F4) hold. Then for all λ > ηθ,h, we have
lim inf
n→∞
−1
nl(A)h(n)
logP [φ(nA, h(n)) ≥ λnl(A)] > 0 .
The upper large deviations are thus of volume order.
Obviously, Lemma 4.7 implies Lemma 4.6 in the ase where the ondition (F4) is satised,
sine limn→∞ h(n) = +∞ by (H1). We do not present a omplete version of the proof of
Lemma 4.7: it is simply a modiation of the proofs of Theorem 2 in Théret (2007) (the part
onerning the positivity of the rate funtion, setion 3.7) and Theorem 4 in Théret (2009b),
and it an be found in Part 3, Chapter 6, setion 5 of Théret (2009a). The ommon idea of
these proofs is the following. We onsider the ylinder cyl(NA,h(N)), and divide it into slabs
of height 2h(n), i.e., translates of cyl(NA,h(n)), for n a lot smaller than N . If φ(NA,h(N))
is big, it implies that the maximal ow from the top to the bottom of eah slab is big too,
and we have of order h(N) suh slabs for a xed n. It implies roughly that
P [φ(NA,h(N)) ≥ λNl(A)] ” ≤ ”P [φ(NA,h(n)) ≥ λNl(A)]ph(N) , (34)
for some onstant p. We divide then eah slab into disjoint translates of cyl(nA, h(n)), and
we an ompare the maximal ow from the top to the bottom of the slab with the sum of the
variables τ in into these small ylinders. Roughly speaking, we obtain that
P [φ(NA,h(n)) ≥ λNl(A)] ” ≤ ”P
[∑
i
τ in ≥ λNl(A)
]
,
Under the hypothesis (F4), Cramér's Theorem in R states that P[
∑
i τ
i
n ≥ λNl(A)] deays
exponentially fast with N for any λ > νθ = limn→∞ τ
i
n/(nl(A)), thus we obtain that
P [φ(NA,h(N)) ≥ λNl(A)] ≤ p′e−p′′h(N)Nl(A) ,
for other onstants p′ and p′′. The only adaptation we have to do is to take into aount the fat
that under hypothesis (FH1), the limit ηθ,h of φ(NA,h(N))/(Nl(A)) is equal to νeθ0/ cos(θ˜0−
θ) for some θ˜0. Thus we divide cyl(NA,h(N)) into slabs orthogonal to ~v(θ˜0) instead of slabs
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orthogonal to ~v(θ). Thus we ompare φ(NA,h(N)) with h(N) sums of Nl(A)/ cos(θ˜0 − θ)
terms equal in law with τn(θ˜0), the maximal ow from the upper half part to the lower half
part of the boundary of a box of size n×h(n) oriented towards the diretion θ˜0. We onlude
again thanks to Cramér's Theorem in R.
If (F4) is not satised, we annot use Cramer's Theorem. However, we an perform the
division of cyl(NA,h(N)) into slabs orthogonal to θ˜0, and thus obtain an equation very lose
to (34):
P [φ(NA,h(N)) ≥ λNl(A)] ” ≤ ”P [τ iN,n ≥ λNl(A)]ph(N) , (35)
where τ iN,n is the maximal ow from the upper half part to the lower half part of the boundary
of a slab. Thus, if (H3) holds instead of (F4), equation (35) leads to the onlusion of Lemma
4.6.
Remark 4.8. The hypotheses (H3) or (F4) may not be optimal, but a simple example shows
why we need suh kind of hypotheses. We onsider that the apaity of an edge is distributed
aording to the Pareto law of parameters p and 1, i.e., the probability that an edge has a
apaity bigger than t ≥ 1 is equal to t−p. We onsider the retangle A = [0, 1]× {0}, and the
maximal ow φ(nA, h(n)) from the top to the bottom of the ylinder [0, n]× [−h(n), h(n)]. If
all the vertial edges (ei, i = 1, ..., 2h(n)) (we suppose h(n) ∈ N for simpliity) in the box that
are inluded in the segment {1} × [−h(n), h(n)] have a apaity bigger than λn for a xed λ,
then φ(nA, h(n)) is bigger than λn. We obtain:
P [φ(nA, h(n)) ≥ λn] ≥ P [∀i = 1, ..., 2h(n) , t(ei) ≥ λn] ≥ (λn)−2ph(n) .
If h(n) log n is not large ompared to n, in the sense that h(n) log n/n does not onverge
towards +∞, then equation (33) is not satised.
4.3.2 End of the proof of Theorem 2.9
For this last setion, we impose (H1), (H2), (F1), (F2), (FH1), (FH2) and either (F4) or
(H3). Let F be a losed subset of R+. We want to prove that
lim sup
n→∞
1
nl(A)
log P
[
φn
nl(A)
∈ F
]
≤ − inf
λ∈F
Kθ,h(λ) .
If ηθ,h belongs to F , then aording to Corollary 2.5, we know that
lim
n→∞
P
[
φn
nl(A)
∈ F
]
= 1 ,
and so
lim sup
n→∞
1
nl(A)
logP
[
φn
nl(A)
∈ F
]
= 0 = − inf
λ∈F
Kθ,h(λ) ,
beause Kθ,h is non-negative, and Kθ,h(ηθ,h) = 0. Let us suppose that ηθ,h does not belong
to F . The following proof is similar to the one of the upper bound in Rossignol and Théret
(2009b). We dene f1 = sup(F ∩ [0, ηθ,h]) and f2 = (inf F ∩ [ηθ,h,+∞[). We suppose here
that F ∩ [0, ηθ,h] and F ∩ [ηθ,h,+∞[ are non empty, beause it is the most ompliated ase
34
(if one of these two sets is empty, part of the following study is suient). Sine F is losed,
we know that f1 < ηθ,h and f2 > ηθ,h. Then
lim sup
n→∞
1
nl(A)
logP
[
φn
nl(A)
∈ F
]
≤ lim sup
n→∞
1
nl(A)
log
(
P
[
φn
nl(A)
≤ f1
]
+ P
[
φn
nl(A)
≥ f2
])
.
On one hand, by (18), we know that
lim sup
n→∞
1
nl(A)
log P[φn ≤ f1nl(A)] ≤ −Kθ,h(f1) .
On the other hand, if we refer to Lemma 4.6, we know that
lim sup
n→∞
1
nl(A)
logP[φn ≥ f2nl(A)] = −∞ .
If Kθ,h(f1) = +∞, we have
lim sup
n→∞
1
nl(A)
logP
[
φn
nl(A)
∈ F
]
= −∞ = − inf
F
Kθ,h ,
beause Kθ,h is innite on [0, f1] (K′θ,h is non-inreasing) and on [f2,+∞[, so on F . If
Kθ,h(f1) <∞, we have
lim sup
n→∞
1
nl(A)
logP
[
φn
nl(A)
∈ F
]
≤ −Kθ,h(f1) = − inf
F
Kθ,h ,
beause Kθ,h is non-inreasing on [0, f1] and innite on [f2,+∞[. So the upper bound is
proved.
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