The study goal was to develop automated user-friendly remote-sensing based evapotranspiration (ET) estimation tools: (i) artificial neural network (ANN) based models, (ii) ArcGIS-based automated geospatial model, and (iii) executable software to predict pine forest daily ET flux on a pixel-or plot average-scale. Study site has had long-term eddy-flux towers for ET measurements since 2006. Cloud-free Landsat images of 2006−2014 were processed using advanced data mining to obtain Principal Component bands to correlate with ET data. The regression model's r 2 was 0.58. The backpropagation neural network (BPNN) and radial basis function network (RBFN) models provided a testing/validation average absolute error of 0.18 and 0.15 Wm −2 and average accuracy of 81% and 85%, respectively. ANN models though robust, require special ANN software and skill to operate; therefore, automated geospatial model (toolbox) was developed on ArcGIS ModelBuilder as user-friendly alternative. ET flux map developed with model tool provided consistent ET patterns for landuses. The software was developed for lay-users for ET estimation.
Introduction
Evapotranspiration (ET) processes at the leaf-to-landscape scales in multiple land uses have important controls and feedback for the local, regional and global climate and water resource systems [1] [2] [3] . ET comprises a large part of the hydrologic budget for forests and serves as an indicator of forest growth and ecosystem productivity [2, 3] . Leaf area index (LAI), canopy temperature (T c ), canopy (g c ) or leaf stomatal (g s ) conductance, net radiation, wind velocity, and soil moisture are the key drivers of ET [2, [4] [5] [6] [7] . By altering forest species composition, tree age distributions, and tree densities, land management directly affects ET [8] and consequently watershed hydrology. An interesting observation by Jaramillo et al. (2018) 's research concluded that in climate change scenarios, increased CO 2 concentrations in atmosphere decreases ET due to decreasing stomatal conductance is certain species but the increase in forest biomass is the cause of increased forest ET [9] . Accurate estimation of ET across the landscape is needed for many hydrologic analyses, particularly the assessment of spatial and temporal variations in the datasets along with no data mining application in model building. The authors proposed that the inclusion of more spatial variability, sound data mining technique, high-resolution imagery and high-end image-processing approach could provide robust models to help estimate/predict site-specific daily ET flux with better accuracies.
All these models, discussed above, used complicated working procedures and are difficult for novice users to comprehend. For example, the models that were developed for heterogeneous vegetation covers using low spatial resolution imageries were less robust due to lack of adequate data samples covering a large temporal variation in climate. Therefore, based on the recommendation of these studies, there is a need for developing less complex, simpler and user-friendly remote sensing-based ET estimation models with the help of freely available moderate spatial resolution digital information (Landsat, 30 m) that contains bands to estimate canopy temperature, vegetation vigor, biomass, and soil and plant water content.
Most of the vegetation ET studies, including Panda et al. (2016) [10] , used statistical modeling approaches to estimate ET values with remote sensing based digital information of the land cover and obtained modest correlation. Use of the artificial neural network (ANN) modeling approach provides a better correlation compared to the conventional statistical modeling in prediction studies related to site-specific crop management, biomass yield prediction, ecological estimation, and hydrologic forecasting with remote sensing data [44] [45] [46] [47] [48] [49] . Adeloye et al. (2012) [50] had used Kohonen Self-Organizing Map (SOM) and feed-forward supervised artificial neural networks to develop models to predict irrigated crop ET with high reliability, i.e., more than 90% (R 2 > 0.9). As no known studies have been conducted so far in Forest ET estimation using ANN, this study conducted an analysis to test the efficiency of ANN in modeling homogenous pine forest ET flux.
Thus, the goal of this study was to develop automated remote sensing-based ET flux estimation models of various complexities to estimate/map the daily ET of a homogenous pine forest. The specific objectives of the study were to develop:
1.
Artificial neural networks (ANN) models using Landsat based digital information with back-propagation neural network (BPNN) and radial basis function network (RBFN) algorithms to predict homogenous pine forest daily (noon-2 PM average) ET flux on pixel-or plot average-scale; 2.
An automated geospatial tool supported by the remotely sensed digital information and ET flux statistical correlation algorithm to help land managers to map pine spatially distributed daily (noon-2 PM average) ET rates in ArcGIS software; and 3.
Executable software that estimates daily (noon-2 PM average) ET rates of homogenous pine forest on pixel-or plot average-scale with the PC bands 1 and 2 information.
Methodology

Study Site
The study site is a 4500 ha managed pine forest called the Parker Tract (PT) owned and managed by Weyerhaeuser Company in Washington County, Coastal North Carolina, USA. We selected a mature (~25 years old planted in 1992) loblolly pine (Pinus taeda, L.) (LP) stand (35 • 48 N, 76 • 40 W) and a young plantation (~5 years old in 2010 clear-cut (CC) (35 • 48 N, 76 • 42 W) stands with about 1.5 km apart for this modeling study [51] . The topography of the study area is flat with a ground elevation less than 8 m a.m.s.l. and drained with ditches approximately 90 to 100 m apart to manage the water table and improve tree productivity [19, 25] . The area has poorly drained soils with predominant soil types classified as a loamy, mixed, dysic, thermic Terric Haplosaprists in the Cape Fear and Belhaven series based on the STATSGO soil analysis. The long-term average annual precipitation of the site is 1320 ± 211 mm and is evenly distributed with mean annual temperature of 15.5 • C [19] . The annual growing season of pine averages about 195 days [19] . The research site was instrumented for climatologic data acquisition and plant growth monitoring with two AmeriFlux (http://ameriflux.lbl.gov/) towers on both the LP and the CC sites (Towers B & A, respectively, Figure 1 ). The matured loblolly pine (LP) site is a mid-rotation plantation stand with 90 ha area established after clear-cutting a previous rotation of loblolly pine and replanting with 2-year old seedlings at 1.5 m by 4.5 m spacing in 1992 [19] . The clear-cut (CC) site was established in 2003 with 2-year old seedlings in a stand that was clear-cut in 2002 and the flux tower (Tower B) is located in the middle of the site with an approximate distance of 1.5 km from Tower A [22] . 
Data Acquisition
Micrometeorological Data Acquisition and Preparation
Latent heat fluxes or ET were measured using an open-path eddy covariance system that includes a CSAT3 three-dimensional sonic anemometer (Campbell Scientific Instrument-CSI, Logan, UT, USA), a CR5000 data logger (CSI), an infrared gas analyzer (IRGA, Model LI-7500, LI-COR, Lincoln, NE, USA) and a relative humidity and air temperature sensor (model HMP-45C; Vaisala Oyj, Helsinki, Finland) [19] . Soil heat flux was measured at the matured pine site with three heat flux plates (model HFT3, CSI, Logan, UT, USA) at the depth of 2 cm, which were placed in three contrasting microsites-one in a row of trees, in relative shade, another between rows in a mostly open environment and one about half-way in-between [19] . The flux data were collected at each 30-min time steps and quality checked, as judged by atmospheric stability and flux stationarity [52] ; but for few dates, due to malfunctioning of instruments, correct ET flux data were not available. The missing data were gap-filled using the monthly regression between observed and potential ET models created from observed data with high quality [52] . Measured ET (Wm −2 ) from both eddy flux towers corresponding to the acquired image dates were extracted for the 2006-2014 study period. The ET Flux data were acquired by the tower in the study area on a continuous real-time on every half an hour basis. The data was averaged for 2 h (between noon and 2 PM, covering the image acquisition time of the day) were used as outputs of the estimation model.
Satellite Image Acquisition and Band Selection
Altogether, 70 Landsat images were freely acquired from USGS Earth Explorer (http://earthexplorer.usgs.gov/) site, which has completed geometric and radiometric correction on them. They included Path # 14 and Row # 35 cloud-free Landsat 7 ETM+ (2006 and Landsat 8 imageries (2013 Landsat 8 imageries ( -2014 . However, only 48 sets (for both towers) of suitable images and ET flux data were available for ET model development. For the CC site, only the 2014 data could be used, as 2013 was the year of plantation establishment and pine saplings were almost covered by understories of red maple, greenbrier and loblolly pine of similar or greater height. All Landsat 7 ETM+ data had scan-line issues but in all ETM+ images used in the study, scan-line issues were avoided when including only 5 × 5 (=25) pixels around the two eddy flux towers. With a moderate spatial resolution of 30 m, pine vegetation spatial area is covered uniformly. Together Landsat 7 and 8 have temporal 
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Satellite Image Acquisition and Band Selection
Altogether, 70 Landsat images were freely acquired from USGS Earth Explorer (http://earthexplorer.usgs.gov/) site, which has completed geometric and radiometric correction on them. They included Path # 14 and Row # 35 cloud-free Landsat 7 ETM+ (2006 and Landsat 8 imageries (2013 Landsat 8 imageries ( -2014 . However, only 48 sets (for both towers) of suitable images and ET flux data were available for ET model development. For the CC site, only the 2014 data could be used, as 2013 was the year of plantation establishment and pine saplings were almost covered by understories compatible to the study. Each band (individual dates) was processed together to produce digital information for remote sensing-based ET estimation model development.
Reduction of Spectral Variables through Principal Components Analysis
Principal component analysis (PCA) is a powerful method of analyzing correlated multidimensional data [53, 54] . PCA is an orthogonal linear transformation that reorganizes the variance in a multi-band image into a new set of image bands. Wood and McCarthy (1984) [55] effectively explained the PCA algorithm and its advantages in data reduction. Each individual band in the output PCA image receives some contribution from all of the input image's bands. Therefore, PCA was used as a data compression technique for solving the multiple correlation problems. An automated principal component analysis model was developed in ArcGIS 10.3 (ESRI TM) ModelBuilder (Figure 2 ) using seven bands depending on the satellite (Bands 1-7 for Landsat 7, Bands 2-7 and 10 for Landsat 8). The resulting correlation matrix, covariance matrix, Eigen values and vectors results were analyzed ( Table 3 , an example of one date Landsat 7 ETM+ mature pine site image PCA) for this study. The first two PCA bands (PC1 and PC2) provided an average of 95% accumulative Eigen values suggesting that 95% of digital information of the seven bands of Landsat images are embedded in the first two PC bands. Therefore, only these two PC bands were used in this study instead of all seven bands as input parameters for ET remote estimation model development. This procedure supported the study objective to develop a model as SIMPLE as possible. A python script was written to use in the automated model in ArcGIS ModelBuilder (Appendix A.1) to batch process all 48 sets (seven selected bands) of Landsat band images to produce corresponding principal component bands from which only the PC1 and PC2 bands were selected to be used in model development. Users would replace the Landsat input bands with their study area that can modify the python script according to their file path and use in the automated geospatial model Appendix A.2) in ArcGIS software to obtain their PC bands easily. The Summary Statistics tool (Appendix A.2) would then provide them with the principal component ASCII information for model development. Table 3 . PCA results to provide decision support for using fewer images in model development. 
Data Mining Approaches for Model Data Preparation
Data re-preprocessing and data quality control are necessary in continuous real-time data collection process as data gaps were common due to flux tower instrument malfunctioning, weather anomalies, and human error in field measurements. Preprocessing of input data was completed with the following methods. Missing values in a dataset can be filled in by using the "attribute mean" of the dataset [56] , most probable value [56] , or a global constant [56] . In this study, the mean of the group to fill the missing numbers was used. Data outliers were determined by a separability function that determines how two groups of data clusters would be distinct in a dataset. A higher separability value suggested a great degree of distinctness in groups. The separability equation used was represented as follows:
where, µ i is mean of the group i, µ j is mean of the group j, δ i is standard deviation of the data in group i, and δ j is standard deviation of the data in group j. Group i was the PC bands digital values and group j was the corresponding ET values. Researchers did expect some data volatility due to the drastic weather changes during the year and over nine years in the study area. In case of data volatility (check the standard deviation), intermediate functions (ratio) can reduce volatility [57] . Data integration was also essential; imagery data were collected from two different sources, i.e., Landsat 7 ETM + and Landsat 8 and ET data with instrumentation. Thus, proper integration of these two datasets was needed to work as a single entity which assisted in bringing the PC band digital data into similar range as the Landsat 7 DN (reflectance percentage) values were of 0 to 255 (8-bit data) and the Landsat 8 digital values were 0 to 65535 (16-bit data). Thus, the correlation between attributes A (image data) and B (ET data) was obtained by the following formulae [56] :
where, n is the number of data points, A and B are means of two different attribute values, and σ A and σ B are standard deviations of the respective attribute values. When the value of r A,B was greater than 0 and A and B are positively correlated, the formula resulted in a high value and thus implied redundancy in the attributes. Data transformation was required for our study due to data volatility as described above. Therefore, in order to enable the dataset to be ANN model friendly, data normalization was completed with our dataset to bring them (PC1, PC2, and ET flux values) into similar ranges. In the NN literature, data normalizing also often refers to rescaling by the minimum and range of the vector to make all elements lie between 0 and 1. Normalization can be done by means of subtracting a measure of location and dividing by a measure of scale; e.g., if the vector contains random values with a Gaussian distribution, subtract the mean and divide by the standard deviation to obtain a 'standard normal" variable with mean 0 and standard deviation 1 (Equation (3))
where, N is number of training cases; X i is value of the raw input variable, X, for the ith training case; X N is the normalized value of X; µ is the mean of data points; and δ is the standard deviation of data points. After the data outlier determination, data volatility reduction with normalization, perfect datasets were created for both statistical and neural network model development.
Neural Network Model Development
An advanced ANN modeling approach with training, testing and validation model development was also undertaken in this study for accurate estimation of ET flux from Landsat image band based PC1 and 2 bands. We used two different ANN modeling algorithms to develop a predictive ET model using the digital image information. Both Back-propagation Neural Network (BPNN) and Radial Basis Function Network (RBFN) modeling approaches were used in our study.
In a typical BPNN, with every iteration, error generated from the input-output correlation is back-propagated to the input layer from the output layer to make the network learn better so that the global error could be minimized [58] . The increment and decrement of randomly generated weight factor and assigned to individual input parameters, in each iteration can help in reducing the error [58] . We modified the change in weight in the BPNN model with the application of a momentum term to the model. Since the change in weight in a layer is always added to the previous weight to update it in the gradient descend method, the error in prediction was expected to decrease. The BPNN model architecture pertaining to our research is shown later in the Results section. According to [59] ), a typical Radial Basis Function Network (RBFN) consists of three different layers with the successive layer fully connected by feed-forward arcs as shown in the RBFN model architecture pertaining to our research that is shown later in the Results section. There is no provision of weight between the input layer and the hidden layer (prototype). The transfer function used at the hidden layer is the 'radial basis functions', a nonlinear transfer function. This study presents only two input parameters (Landsat PC1 and 2 band digital information) in the input layer with only one hidden layer present in the RBFN model. Generally, in the RBFN model, the output layer is linear [59] but in this study, the RBFN model was nonlinear due to the application of Gaussian transfer function in the network.
A step-by-step model optimization procedure developed by Panda et al. (2010) [44] to obtain the best correlation between input and output parameters in BPNN and RBFN. The same process was employed in this study by changing learning rate, momentum term, and iteration rate to optimize the ANN models for obtaining optimal prediction accuracies. Randomly, with a 70-30% ratio the data were divided as training and testing dataset. The models were optimally trained first and the testing data were used in both models to validate the optimal training model's estimation efficacy as discussed below.
Neural Network Model Performance Evaluation
Both types of the ANN model performances were evaluated based on root mean square error (RMSE), prediction accuracy, and standard error of prediction (SEP). Moreover, the correlation coefficient (r) between the actual and predicted output along with the slope and intercept of the linear regression model was used. The equation for RMSE is given by
where, n is the number of observations; p is the number of the parameter to be estimated; and SSE and MSE are sum of squared errors and mean square error, respectively. Average test prediction accuracy is calculated based on Equation (5) , where N is total number of observations and OP A and OP P are actual and predicted output, respectively.
An executable file developed in the Biolab of North Dakota State University, Fargo ND, using Visual C++ (Microsoft Corporation, Bellevue, WA) was used to determine the predicted ET accuracy and the subsequent actual and predicted correlation coefficient (r) between the measured and predicted ET and, intercept (a), slope (β), and SEP from the back-propagation neural network result. The predicted and actual output regression analysis was done using the following linear equation:
where, X and Y are predicted and actual output, respectively; β is slope; and a is the intercept. The SEP of the predictive model is calculated by using the following equation (Kramer, 1998):
where, d m is the mean of the difference between actual and predicted values Y and X (of i th individual), respectively; and n is the total number of observations.
Automated Geospatial Model and Software Development for ET Estimation
Correlation Algorithm Development and Software Development for ET Prediction
Artificial Neural Network (ANN) models have some limitations in their usage by users. The ANN models would provide ET estimation only with the use of 'trained' models as developed in this study and discussed later. However, such users with no access to NN software may not be able to predict the pine ET for their area of interest using these models. Therefore, there is a big need of developing statistical correlation algorithms using the processed PC1 and PC2 band digital information and the corresponding ET Flux data. A multiple Stepwise regression was completed in SPSS (IBM, Armonk, NY, USA). The p-value statistics were used to test the null hypothesis that the coefficient is equal to zero (no effect). With low p-value (<0.05), it was understood that a predictor was meaningful to our model because changes in the predictor's value are related to changes in the response variable. The model regression coefficients represent the mean change in the response variable for one unit of change in the predictor variable while holding other predictors as constant and it is important in analyses as it isolates the role of one variable from all of the others in the model. Regression coefficients obtained from the statistical model were used by the researchers to develop the ET prediction algorithm and used the algorithm to develop an ET estimation software in Visual Basics Studios platform. The model algorithm was also used in the automated geospatial model based spatial ET map development.
The relationship between input and output data, i.e., the statistical multiple regression correlation algorithm shown (Equation (8)) in the Results and Discussion section was used to develop an executable file (software) that can be used by laypersons to estimate the pine ET from image digital information. The form is very simple as it uses only two inputs (Landsat imagery based PC1 and PC2 band as inputs and just by clicking on the Calculate button, the end-users can get the ET Flux (W/m 2 ) in the appropriate text box. Figure 2 is a continuous workflow of developing the ET map of a single date for the study area using the principal component band images as discussed previously. The workflow is presented in the automated geospatial model developed in ArcGIS 10.3 ModelBuilder platform.
Automated Geospatial Model Development for ET Estimation Map Production
5 September 2013 Landsat 8 image was used to develop the ET flux spatial variation map and for the comparison/validation study. As discussed in the previous section and shown in Appendix A.2, seven bands (bands 2-7 and 10) of Landsat 8 were masked to the study area ( Figure 1 ) and principal component analyses were performed to produce seven and two principal component bands, respectively (Figure 2 ). The cumulative Eigen values for first two PC bands were 98.9% in the seven bands PC analysis. Thus, the two PC bands, whose cumulative Eigen values were 100%, obtained from two bands PC analysis were used in further analysis. Data transformation of 16-bit PC1 and PC2 band rasters was conducted using Raster calculator (Figure 2 ) with a reduction factor of 256. The transformed PC band rasters were converted as a float (*.flt) file to enable map algebra application in ArcGIS. Finally, through the Raster Calculator tool, the statistical correlation algorithm (Equation (8)) was applied using both transformed PC bands to develop the ET flux raster (map) of the delineated Parker Tract study area (Figure 2 ). The equations used for raster calculation are provided as labels below the tools in Figure 2 .
End-users should be able to develop a single date ET Flux map of their interest study area by just replacing the Landsat image band rasters and study area boundary vector of their choice (left side blue ellipses) in the automated geospatial model (Figure 2 ). This will be available to users in an ArcGIS Toolbox (*.tbx) form for running the model to produce their intended final output. Output data file path should be changed to suit to their requirement by double clicking on each output data (green ellipses) and modifying the path. It is to be noted that the automated model (Figure 2 ) developed in ArcGIS has intuitive color scheme, i.e., blue ellipses are INPUT data (vector/raster), yellow rectangle (ArcGIS tools, user developed separate models, or user developed script tools developed in ArcPython as developed and used as shown in Figure 2 , and the green ellipses are output data (vector/raster). From here onwards, the developed automated geospatial model will be referred to as 'Pine ET-flux Remote Estimation (PETFRE) Model.' The PETFRE model use is perhaps the simplest way of developing the daily ET Flux maps using Landsat image bands. End-users should be able to develop a single date ET Flux map of their interest study area by just replacing the Landsat image band rasters and study area boundary vector of their choice (left side blue ellipses) in the automated geospatial model (Figure 2 ). This will be available to users in an ArcGIS Toolbox (*.tbx) form for running the model to produce their intended final output. Output data file path should be changed to suit to their requirement by double clicking on each output data (green ellipses) and modifying the path. It is to be noted that the automated model (Figure 2 ) developed in ArcGIS has intuitive color scheme, i.e., blue ellipses are INPUT data (vector/raster), yellow rectangle (ArcGIS tools, user developed separate models, or user developed script tools developed in ArcPython as developed and used as shown in Figure 2 , and the green ellipses are output data (vector/raster). From here onwards, the developed automated geospatial model will be referred to as 'Pine ET-flux Remote Estimation (PETFRE) Model.' The PETFRE model use is perhaps the simplest way of developing the daily ET Flux maps using Landsat image bands. balance (TSEB) and atmospheric boundary layer (ABL) models. The 2011 NLCD landuse classification map were two years apart from our ET map development date; as a result, researchers developed another automated geospatial model (Figure 3 ) in ArcGIS ModelBuilder platform using the unsupervised ISODATA clustering algorithm, WARD minimum variance statistical function based DENDROGRAM analysis, and reclassification of landuse types with the dendrogram result (Table 4) support to produce the landuse classification map of the same 5 September 2013 Landsat image ( Figure 3) . Initially, the ISODATA based 13 landuse classes merged together with dendrogram suggestion into 9 classes and later a five landuse class reclassified map was created with classes like (1) pine forest + mixed forest, (2) bare soil, (3) bare soil intermixed with sparse vegetation cover, (4) bare soil and vegetation intermix, and (5) agriculture. balance (TSEB) and atmospheric boundary layer (ABL) models. The 2011 NLCD landuse classification map were two years apart from our ET map development date; as a result, researchers developed another automated geospatial model (Figure 3 ) in ArcGIS ModelBuilder platform using the unsupervised ISODATA clustering algorithm, WARD minimum variance statistical function based DENDROGRAM analysis, and reclassification of landuse types with the dendrogram result ( Table 4) The ET flux (Wm Figure 4 , the automated geospatial model, provides the workflow of the ET flux estimation validation process with landuse types of the study area. The ET flux would compare with the landuse types qualitatively, i.e., wetted bare soil characteristic to low-gradient coastal landuse would have higher ET flux than other vegetative land cover. According to Yang et al. (2016) [22] agriculture would have higher ET Flux compared to forest cover depending upon the study area.
locations (20 numbers) were selected to obtain the sample landuse types and their corresponding ET flux values. Figure 4 , the automated geospatial model, provides the workflow of the ET flux estimation validation process with landuse types of the study area. The ET flux would compare with the landuse types qualitatively, i.e., wetted bare soil characteristic to low-gradient coastal landuse would have higher ET flux than other vegetative land cover. According to Yang et al. (2016) [22] agriculture would have higher ET Flux compared to forest cover depending upon the study area. 
Results and Discussion
ET Prediction Model Results
BPNN Training and Validation Models
Out of the 35 outlier free data for 35 different days of the 2006-2014 period obtained after the data mining on the available dataset, 26 data values for 26 days were randomly chosen as 'Training' data and the rest of the nine data values for 9 days were used as the 'Testing/Validation' data for the BPNN model development. Both the training and validation data sets contained two input parameters (PC1 and PC2 band digital values) and one corresponding output parameter (ET flux values) for each day. The actual BPNN model architecture is provided in Figure 5 . The model structure is presented in the bottom left corner of the figure showing two input parameters, one hidden layer, and one output parameter along with a bias factor associated with the hidden layer, or the processing unit of the model. The top of the figure shows the model graphics that was obtained after the model was run for training. The model parameters were set to the optimum following the neural network optimization step-by-step approach. The learning coefficient of 0.5, momentum term of 0.9, learning rule as Delta-Rule algorithm, transfer function as sigmoid, and a training epoch of 50,000 were set for the optimal training model (Left-Middle of Figure 5 ). The training model RMSE error of 0.13, data correlation of 0.75, network weight variation dynamics, actual versus desired classification rate, and the confusion matrix were obtained after the model was trained in the Neural 
Results and Discussion
ET Prediction Model Results
BPNN Training and Validation Models
Out of the 35 outlier free data for 35 different days of the 2006-2014 period obtained after the data mining on the available dataset, 26 data values for 26 days were randomly chosen as 'Training' data and the rest of the nine data values for 9 days were used as the 'Testing/Validation' data for the BPNN model development. Both the training and validation data sets contained two input parameters (PC1 and PC2 band digital values) and one corresponding output parameter (ET flux values) for each day. The actual BPNN model architecture is provided in Figure 5 . The model structure is presented in the bottom left corner of the figure showing two input parameters, one hidden layer, and one output parameter along with a bias factor associated with the hidden layer, or the processing unit of the model. The top of the figure shows the model graphics that was obtained after the model was run for training. The model parameters were set to the optimum following the neural network optimization step-by-step approach. The learning coefficient of 0.5, momentum term of 0.9, learning rule as Delta-Rule algorithm, transfer function as sigmoid, and a training epoch of 50,000 were set for the optimal training model (Left-Middle of Figure 5 ). The training model RMSE error of 0.13, data correlation of 0.75, network weight variation dynamics, actual versus desired classification rate, and the confusion matrix were obtained after the model was trained in the Neural Ware Professional II Plus software. Once, the model training was completed, the BPNN trained model was used to validate the model with the randomly prepared testing dataset. The model tested output data was written in *.nnr format. The optimized model obtained average absolute error of 0.18 (18% of the average actual normalized absolute ET flux values used as testing data) and an average accuracy of 81.3% (Appendix C).
Ware Professional II Plus software. Once, the model training was completed, the BPNN trained model was used to validate the model with the randomly prepared testing dataset. The model tested output data was written in *.nnr format. The optimized model obtained average absolute error of 0.18 (18% of the average actual normalized absolute ET flux values used as testing data) and an average accuracy of 81.3% (Appendix C). 
RBFN Training and Validation Models
The same 'Training' and 'Testing/Validation' datasets used for the BPNN model development were also used in the RBFN modeling. The actual RBFN model architecture is provided in Figure 6 . The model structure is presented in the bottom left corner of the figure showing two input parameters, one hidden layer, and one output parameter along with a bias factor associated with the hidden layer, or the processing unit of the model. The top of the figure shows the model graphics that was obtained after the model was run for training. The model parameters were set to the optimum following the neural network optimization step-by-step approach. The same (like in the BPNN model) learning coefficient of 0.5, momentum term of 0.9, and 45,000 epochs were found to be optimum for the RBFN model architecture, along with the learning rule of Delta-Rule algorithm and transfer function of sigmoid (Left-Middle of Figure 6 ). The training model RMSE error of very minimal 0.0034, data correlation of almost 100%, i.e., 0.99, and actual versus desired classification rate of almost 1.00 were obtained. It is shown at the top of Figure 6 visual along with the network weight variation dynamics and the confusion matrix. The RBFN trained model was used to validate the model using the prepared testing dataset. Our optimized model obtained average absolute prediction error of 0.15 (15% of the average actual normalized absolute ET flux values used as testing data) and an average accuracy of 84.8% (Appendix D).
In comparison of both ANN modeling approaches, the RBFN model provided somewhat better ET estimation compared to the BPNN model. More data inclusion may enhance the model ability to predict ET of homogenous pine using the Landsat satellite imagery information. This procedure was developed as an alternative to the less complex, simple, and user-friendly automated geospatial model and the executable file developed for ET flux estimation with remote sensing digital information shown below. However, the ANN model usage is not simple for lay-users but forest 
In comparison of both ANN modeling approaches, the RBFN model provided somewhat better ET estimation compared to the BPNN model. More data inclusion may enhance the model ability to predict ET of homogenous pine using the Landsat satellite imagery information. This procedure was developed as an alternative to the less complex, simple, and user-friendly automated geospatial model and the executable file developed for ET flux estimation with remote sensing digital information shown below. However, the ANN model usage is not simple for lay-users but forest managers with access to neural network software possibly would be able to apply them with the availability of ANN software. managers with access to neural network software possibly would be able to apply them with the availability of ANN software. 
Software Development for ET Prediction
Artificial Neural Network models have their limitations in usage by lay-users. Therefore, researchers developed PETFRE, an automated geospatial model (Figure 4) , and a software (executable file) in Visual Basics Studio (Appendix B) using the algorithm developed with the statistical multiple regression correlation study. The regression model developed using the 'preprocessed' PC bands digital data as input parameters and the eddy flux tower based ET flux data as output parameter for 35 different days of the study period, provided good coefficient of determination (R 2 = 0.58, standard error of prediction (SEP) = 18.55%, p-values of PC1 and PC2 as 0.047 and 0.000000327, respectively). The algorithm (equation) developed from the regression analysis is shown in Equation (8) .
Equation (8) was used to develop the executable file (software) to estimate daily ET flux on pixelor plot average-scale basis. When users input the Landsat image supported principal component bands (PC1 and PC2) based ASCII data for a given day into the appropriate text boxes and click on the Calculate button, the corresponding ET value in Wm −2 would be shown on 'Evapotranspiration (ET) Flux' text box. The software is provided in Appendix B along with the codes developed in Visual Basic Studio 2015. Figure 7 shows the results of the entire automated model process as a work flow that creates a daily ET flux map of the study area using 5 September 2013 Landsat 8 image bands. Figure 7a is the automated model run with the initial seven band rasters of the Landsat 8 ( Figure 7b ) and the FCC image is shown at the end of Figure 7b , which was used in image landuse classification (Figure 3) . Figure 7c is the PC1 and PC2 band rasters with 16-bit pixel values which were converted to 8-bit rasters (Figure 7d ) with raster transformation algorithm. Equation (8) 
Equation (8) was used to develop the executable file (software) to estimate daily ET flux on pixelor plot average-scale basis. When users input the Landsat image supported principal component bands (PC1 and PC2) based ASCII data for a given day into the appropriate text boxes and click on the Calculate button, the corresponding ET value in Wm −2 would be shown on 'Evapotranspiration (ET) Flux' text box. The software is provided in Appendix B along with the codes developed in Visual Basic Studio 2015. Figure 7 shows the results of the entire automated model process as a work flow that creates a daily ET flux map of the study area using 5 September 2013 Landsat 8 image bands. Figure 7a is the automated model run with the initial seven band rasters of the Landsat 8 ( Figure 7b ) and the FCC image is shown at the end of Figure 7b , which was used in image landuse classification (Figure 3) . Figure 7c is the PC1 and PC2 band rasters with 16-bit pixel values which were converted to 8-bit rasters (Figure 7d ) with raster transformation algorithm. Equation (8) Table 5 provides the correlational information about the landuse versus ET flux in the study area. Though, our study algorithm for ET flux estimation was developed for pine only still were able to estimate ET fluxes of other vegetation in the larger study area (Figure 7e ). We found consistency between the landuse and ET flux values in the study area. The table (Table 5) As explained in the study, the ET flux data used as output for the model development is an average of 2 h (noon-2 PM) of data collected every 30 min through the Eddy Flux towers. This average data was used to correlate with the image acquisition time. Therefore, tools (ANN training models, automated geospatial models, and executable files) may not be able to predict the daily average ET and obviously true that no image (satellite or aerial) is a representative of the daily (entire day) environmental changes as the images are taken during a particular time of a day. The tools developed in this study may not appropriately estimate that 2 h average ET flux for other landuse types even when tested as the model used for the homogenous pine features in model development. It is likely that some errors might have been introduced in using only two significant image bands (PC1 and PC2) in the analysis and use of image processing software and algorithms used for ANN models. Furthermore, some prediction errors may be attributed to potential errors in ET data measured from eddy covariance-based flux towers [1] . 
Summary and Conclusions
In this study, researchers developed three different types of satellite image-based ET models varying from a complex to a more simple and user-friendly level as a software package for users to apply based on their knowledge and the availability of data for pine forests. The software includes (1) artificial neural network based trained models that would predict ET flux values when user provides the PC1 and PC2 ASCII values of their study area as input neurons; (2) an automated geospatial model (PETFRE) to produce an ET flux map of a study area by using Landsat image bands as input rasters; and (3) an executable file to produce the ET flux values of a study pixel or plot-average with the use of PC bands 1 and 2 ASCII values. As forest ET is governed by soil moisture, canopy temperature, leaf area index, stomatal conductance, and vegetation vigor besides other environmental factors, the relevant spectral bands from Landsat were processed using principal component analysis algorithm. Principal component bands PC1 and PC2 (that contain more than 95% inherent digital information of all bands) were used as predictors (input parameters) and actual field ET flux values as the output parameter. A multivariate regression modeling approach was used to develop the pine ET flux estimation algorithm. The algorithm was the basis of the ET flux estimation software development in Visual Basics Studio and ET flux map development with Raster Calculator in ArcGIS. The ET flux map development process was validated through landuse -ET flux correlation analysis. The automated geospatial model-based ET flux map developed for 5 September 2013 for the Parker Tract study area with various other landuse types provided a normal trend in ET Flux values with the type of landuses, which were consistent with other studies. Thus, our less complex, simple, and user-friendly geospatial models and the software should help end-users to develop their ET flux map using minimal data and skill. However, more reliable prediction results could potentially be obtained using the neural network software like BPNN and RBFN model building ability.
With the randomly selected training data for RBFN model, a perfect (0.99) data correlation were obtained along with meager RMSE of 0.0034. Therefore, we believe the trained ANN models (BPNN and RBFN) developed in this study could be used by endusers for predicting the ET flux of pine forest in other locations with similar topographic (coastal flat) and climatic (costal temperate) condition. Although the models are likely robust for such conditions as dataset spanning several years and two different age groups of forest were used in model development, they can still be improved if data from other sites with varying topographic, climatic, and vegetation types could be included to capture spatial variability.
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