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ABSTRACT
Given a set of points, the goal of data clustering is to group them into clusters, such that the inter-
nal homogeneity of points within each cluster contrasts to inter-cluster heterogeneity. Over the last
fifty years, many methods for data clustering have been developed in diverse scientific communi-
ties. However, many of these methods suffer from several shortcomings, and are unable to handle
the rich diversity of cluster structures that are usually present in data.
We develop an unsupervised, nonparametric approach to data clustering that addresses these
shortcomings. Our goal is to build on the strengths of these methods, while simultaneously of-
fering innovative solutions to their limitations. In our cluster model, clusters are seen as groups
of points, with overlapping neighborhoods, that have similar spatial structures that are in contrast
with their surroundings. We use the isotropy of a point distribution to characterize spatial structure.
We argue that identifying the isotropic density neighborhoods of a point, helps in the detection of
a diversity of cluster structures that are challenging to many other methods. We develop three
different criteria for identifying neighborhoods with isotropic density. The first criterion is based
on examining properties of one-dimensional projections in a hyperspherical neighborhood with
uniform point distribution. The second and third criteria are based on the analysis of the force
transform, generalized to arbitrary inner product spaces. We use these criteria to develop methods
for data clustering.
In our first approach, we define a cluster as a set of contiguous interior points surrounded by
border points. We use the isotropy criteria as a threshold to differentiate between interior and
border points. We group interior points to form cluster cores, and then identify cluster borders as
formed by the border points neighboring the cluster cores. The algorithm is effective in resolving
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clusters of different shapes, sizes and densities. It is relatively insensitive to outliers.
In our second approach, we adopt the idea of shift vector computation for cluster detection. We
present a novel scale-adaptive approach where clusters are detected by moving all points to their
cluster cores using shift vectors. We use the isotropic density neighborhoods of a point to deter-
mine where and how the shift vectors are computed. We then construct a directed graph induced
by these shift vectors. We develop several algorithms for the analysis of this digraph to produce
clusters. They range from a simple directed-tree approach to sophisticated spectral analysis of the
digraph.
We evaluate these algorithms on challenging real datasets and compare their performance
against popular and classic algorithms in data clustering, such as k-means, mixture model clus-
tering, spectral clustering, density-based and shift based methods. We show that our methods
outperform these algorithms on many challenging clustering tasks. We also apply our algorithms
to image and video segmentation.
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CHAPTER 1
INTRODUCTION
As biological organisms we are constantly inundated with stimuli informing us of a rich variety
of factors in the environment that may affect our well-being. These stimuli may be sensory, social
or informational. The ability to organize these simultaneous stimuli into meaningful groups is a
fundamental property of intelligence. In the practice of science, we expose observations of nature
to similar analysis. Organizing these observations may reveal conceptual structures representing
interesting relationships between them, or even between variables representing them. This task of
organizing data, to further our understanding of it, would be much easier given labels identifying
groups of data that should be simultaneously analyzed. Unfortunately, in many practical situations,
labels are hard to come by. Quite often this organization forms the first steps in formulating hy-
pothesis about the data which then leads the analyst to identify future lines of inquiry. Often these
observations are multidimensional, noisy and voluminous. Utilizing human experts to visually
inspect the data to identify patterns is time consuming, expensive and unlikely to be fruitful as the
volume and dimensionality of the data increases. Data clustering is the scientific field concerned
with designing and characterizing algorithms that automate this process of revealing natural struc-
tures in data. In truth, the data clustering community is a collection of researchers from a diverse
set of scientific communities, ranging from biology, ecology, geology to psychology, sociology and
more recently to computer scientists in pattern recognition, artificial intelligence and data mining.
It is easy to see that this is a field rich with history and significant consequences.
Given a set of data points, the goal of clustering is to delineate meaningful groups in the data.
The data itself may be presented as points in vector space, or as a matrix or inter-point distances or
similarities. A clustering algorithm is expected to produce groups such that points within a group
are more similar to one another than to points in other groups. This general guideline for clustering
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has driven the design of many varied clustering algorithms in a diverse set of communities. Ini-
tially, most of the algorithms developed addressed specific needs of the community utilizing them.
In particular, the majority of the hierarchical algorithms were invented in the context of numerical
taxonomy [1]. Similarly, the k-means algorithm emerged from the problem of resource allocation
and vector quantization [2]. For the first three decades, the emphasis of clustering algorithms lay
on variations of these two paradigms. Alternative approaches, such as mode-seeking [3], density-
based methods [4], graph-based methods [5], [6] and Gestalt clustering [5], [7] were also proposed
during the period. These approaches were not limited to detecting clusters that occupied Voronoi
tessellations of feature space. However, they did not receive as much attention from the commu-
nity as k-means and hierarchical clustering algorithms. This has changed over the last two decades
with the boom in data in fields such as web data mining, image and video processing, computer
vision, social network analysis, and biological data mining, to name a few. The richness of struc-
tures present in these datasets emphasized the need to adopt more malleable definitions of what
constitutes a cluster than what k-means or hierarchical clustering algorithms could afford. Con-
sequently, many of these unheralded approaches were rediscovered and reinvented across several
fields. The 1990’s and the 2000’s have seen a plethora of algorithms being proposed. Many of
them are variants of a set of pervasive themes in data clustering.
Clustering research has been driven as much by data as by new mathematical methods for ab-
stracting the clustering problem. More importantly, it has been driven by what an analyst wants
from the data. An analyst may cluster data with two distinct goals in mind. First, the analyst may
treat the observations as samples of an underlying data distribution, and the goal of clustering here
is to find an optimal partitioning of the samples that translates to a partitioning of the ambient
space, so that any future observations can be allotted to one of the partitions. The goal here is
to generate a tessellation of the variable space, and represent it using a finite alphabet, thereby
compressing the representation of samples from the underlying data distribution. The alternate
view point stems from an analyst’s need to find any structures in the data that contain new and
interesting revelations for the subject of inquiry. This forms the basis of the exploratory view of
data clustering.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.1: Figure shows a variety of different clustering problems with datasets composed of
(a) modal clusters, (b) uniform clusters, (c)-(d) arbitrary shapes, (e) subspace clusters and (f)-(h)
multiscale overlapping clusters.
We are interested in the exploratory data analysis point of view. This requires that we make
minimal assumptions about underlying cluster structure. Depending on the source of data, there
can be a rich variety of cluster structures present. In some cases clusters may occupy the ambient
dimension of their vector space in which their samples are represented. In other applications, for
example in computer vision and machine learning, data points may exist in a lower dimensional
manifold of the original space. The clusters may have arbitrary shapes and sizes. Individual
clusters may be characterized by a uniform point placement density. The density itself may vary
across clusters in the dataset. Alternatively, points belonging to a cluster may be distributed along
a density gradient, with the point distribution converging on a maximal density point. Quite often
the number of clusters present in the dataset is also unknown to the analyst, presenting an added
challenge to the design of a clustering method. Most real-world datasets are littered with noisy
observations and outliers. Therefore, a good clustering algorithm is expected to handle these
variations in cluster structure while being robust to noisy points and outliers. In Figure 1.1 we
show some of this variability in cluster structures. Many classical clustering algorithms such as k-
means, single-linkage clustering and complete-linkage clustering have difficulty delineating cluster
boundaries on these datasets.
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1.1 Cluster Model
In this dissertation we develop a nonparametric approach to data clustering that makes minimal
assumptions about the underlying cluster structure. Our goal is to design an algorithm that uses
as general a notion of a cluster as possible, with minimum input from the user, so that the result-
ing approach applies to diverse datasets having relatively unrestricted spatial structures. This is
important, as raw clusters identified by humans in two or three dimensions can be explained in
fairly simple computational terms. In our model, a cluster is viewed as a set of contiguous points
having similar local point structures, defined by the point density, which are in contrast with their
immediate surroundings. We expect points within locally constant density neighborhoods to share
cluster labels. In contrast cluster labels across density discontinuities are expected to differ. The
goal of cluster structure detection is to identify overlapping neighborhoods of points across the
pattern, each completely contained within a cluster. Regardless of the type of cluster, we charac-
terize these neighborhoods as having isotropic point density. Clearly, when a cluster has gradually
varying density, the neighborhood size will be small enough to pass as isotropic within the toler-
ance level being used to test for isotropy of point density. Thus a cluster with arbitrarily complex,
smoothly varying spatial density will be composed of overlapping neighborhoods each of whose
size will be inversely proportional to the rate of local density change. Clustering then amounts to
finding and distinctly labeling each connected set of overlapping, uniform-density (within-cluster)
neighborhoods (Figure 1.2).
The chief goal of this dissertation is to show that isotropic density neighborhoods are mean-
ingful local structures that can be used to identify cluster structure in a wide variety of datasets.
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(a) (b)
(c) (d)
(e) (f)
Figure 1.2: Figure shows a variety of examples of isotropic neighborhoods in datasets with (a)
modal clusters, (b) uniform clusters, (b)-(c) arbitrary shapes, (d) subspace clusters and (e)-(f)
multiscale overlapping clusters.
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The following notions are fundamental to our computational model of clustering:
(1) A cluster is viewed as a set of contiguous points having similar local point structures, defined
by the point density, which are in contrast with their immediate surroundings.
(2) We allow clusters defined by a variety of global density-based criteria.
(a) A cluster may consist of uniformly distributed points (having constant point density),
or it may be characterized by a uniform density gradient, or it may be uniform in higher
order derivatives of the density.
(b) The gradient may be uniform along an open curve, giving rise to a linear cluster. Al-
ternately, an iso-density curve may be a closed contour, in which case the cluster is
modal, with a point of density extremum, surrounded by a succession of iso-contours
with monotonically changing density.
(3) A cluster may be of the same dimensionality as the underlying point pattern, or it may be
confined to a subspace.
(4) The defining criteria from (1-4) above, and other properties such as sizes, shapes and densi-
ties are unknown.
(5) A cluster is composed of two kinds of points. Interior points are characterized by neigh-
borhoods centered on them that have isotropic point density (see Figure 1.2). Border points
are themselves members of such isotropic neighborhoods, but in contrast neighborhoods
centered on them are anisotropic, i.e. the point distribution is skewed in some direction.
(6) The border of a cluster is characterized by discontinuities in the density function across it,
which we refer to as the density contrast. For a cluster to be perceived, the density contrast
across its border must be greater than the density variation present within it.
(7) A cluster with higher density contrast is more salient. The saliency of a cluster is character-
ized as a function of the density contrast across its boundary.
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(8) It follows that a dataset may constitute clusters with different levels of saliency. Further, a
cluster with a level of saliency may have a constant density or it may instead be composed
of subclusters with smaller levels of saliency.
(9) Therefore, this property of cluster saliency can be utilized to represent the dataset by a
hierarchical structure (cluster tree), where the root node denotes the entire dataset, and its
children represent a recursive embedding of decreasingly salient clusters. The cluster tree
represents all “natural” clusters contained in the data.
These define our basic structures for cluster analysis. They motivate and guide the design of
our criteria and algorithms for clustering. The first part (1-5) of the specification pertains to the
definition of atomic cluster units, i.e., point sets with similar local point structures which are in
contrast with other points. However, it is important to recognize that certain salient cluster struc-
tures may emerge when some of these atomic cluster structures are merged. Therefore, to complete
the specification of our computational model of clustering, it is important to accommodate clus-
ters detected by agglomerative merging of atomic components. The latter part of our specification
(6-9) pertains to the cluster tree in which clusters are organized in increasing order of saliency.
1.2 Organization
We acknowledge the rich history of research in data clustering by starting this dissertation with a
detailed survey of the pervasive ideas in the field (Chapter 2). These clustering methods heavily
influenced the design of algorithms over the course of this dissertation. In their strengths we iden-
tified traits that our algorithms should duplicate, and in their weaknesses we found opportunities
for innovation. This survey helps contextualize our work. It also provides us with a good selection
of algorithms against which we compare the methods developed in this dissertation. In Chapter
3, we develop the necessary theory for defining the fundamental building blocks of our cluster-
ing methods. We describe three different criteria for detecting isotropic density neighborhoods.
These criteria are motivated by our intuitions of the properties of locally isotropic neighborhoods
in arbitrary dimensional spaces. These criteria output a measure of isotropy of the local neighbor-
hoods over which they are computed. In Chapter 4, we develop algorithms that threshold these
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measures of isotropy to identify cluster cores. We develop both partitional and hierarchical al-
gorithms for cluster detection that at their base use connected components analysis in arbitrary
dimensional spaces. We follow this by adopting an alternative approach for using these measures
of isotropy. In Chapter 5, we develop a method that utilizes the measure of isotropy to define a
voting framework that computes the most probable direction of the cluster interior relative to a
point. We define a directed graph with the individual points as nodes and weighted connections
between nodes depending on their relative position with respect to each other’s vector votes. Next,
we develop several algorithms for the analysis of the digraph to return a final clustering. We an-
alyze the properties of these algorithms in Chapter 6. We start by characterizing the qualitative
properties of our methods. We follow this with a thorough evaluation of our clustering algorithm
on challenging datasets from clustering literature. This gives us a quantitative measure of the rel-
ative effectiveness of the three isotropy criteria developed in Chapter 3. Additionally, it highlights
the relative strengths and weaknesses of the different clustering methods developed in Chapters 4
and 5. We also compare these methods against six popular supervised, i.e. number of clusters is
known before hand, and five popular unsupervised (number of clusters is discovered during clus-
tering) algorithms. We show that our methods produce the best results on most datasets and are
competitive on others. We also demonstrate applications of our clustering algorithm for image
and video segmentation. We end by discussing the key ideas developed in this dissertation and
identifying new areas for potential research.
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CHAPTER 2
BACKGROUND
Historically, the earliest reference to data clustering is found in the book by Tryon [8]. However,
Kruskal identifies an earlier instance where the clustering of astronomical observations resulted
in interesting discoveries [9]. Several books have been written about data clustering over the last
50 years. The book by Sokal and Sneath [1] is the earliest to document algorithms for grouping
entities in numerical taxonomy. Influential books by Anderberg [10], Hartigan [11] and Jain and
Dubes [12] catalog early approaches to hierarchical and partitional clustering. The book by Jain
and Dubes [12] further provides an excellent survey on validation of clustering partitions, and
methods for evaluating and comparing clustering algorithms. Several books on pattern recognition
include comprehensive chapters on clustering [13]. Fukunaga [14] additionally catalogs mode-
seeking nonparametric approaches. Books by Bishop [15], [16] provide a good introduction to
parametric, model-based clustering algorithms. Duda et al. [17] discuss criteria for parametric
partitioning of datasets. Additionally, they discuss algorithms for generating cluster hierarchies.
Han and Kamber provide a description of clustering approaches in data mining [18]. Xu and Wun-
sch extend their survey [19] to catalog more algorithms and their evaluation [20].
In addition to books, there are several surveys of data clustering algorithms in the fields
of data mining, biological data analysis and pattern recognition. A series of papers by Jain et
al. [21], [22], [23] catalogs the major trends in the algorithms developed by the clustering com-
munity. In addition to providing algorithmic details, Jain addresses several questions that a novice
user of clustering algorithms could face. Additionally, his papers consistently address the question
of evaluation of partitions produced by clustering. Baraldi and Blonda [24], [25] discuss fuzzy
clustering algorithms. However, interest in them has faded in the community of late. A brief sur-
vey of hierarchical clustering approaches is presented by Hartigan [26]. Cluster analysis in the
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data mining community faces the additional hurdle of the high dimensionality of the data. An
analysis of clustering of high dimensional spaces, and identification of subspace clusters is present
in [27], [28]. Berkhin [29] and Rokach [30] concentrate their survey on algorithms and problems
in the data mining community. Xu and Wunsch [19] provide a comprehensive survey of algorithms
spanning several disciplines. They emphasize algorithms designed for high dimensional data. A
remarkably comprehensive survey of clustering algorithms on graphs can be found in the paper
by Schaeffer [31]. Aggarwal and Wang [32] contains chapters that survey graph algorithms for
data clustering [33] and approaches for identifying dense clusters in graph data [34]. Filippone
et al. [35] survey kernel and spectral methods in data clustering. While quite not a survey, an
interesting recent line of work has emerged in [36]. Ackerman and Ben-David, tackle the issue
of generating a taxonomy of popular clustering algorithms by characterizing properties of these
algorithms. They direct their analysis at the algorithm rather than the partitions produced by them.
While there is precedence in the literature for such analysis, their analysis is updated to more re-
cent algorithms and a richer property set.
Several taxonomies of clustering algorithms can be found in the clustering literature. The most
popular characterization of clustering algorithms is based on whether they produce hard partitions
of the dataset or a hierarchical organization of all data points. Clustering algorithms can also be
compared based on whether or not they automatically determine the number of clusters present
in data. However, this is not necessarily a useful characterization of clustering algorithms, as
several heuristics for “guessing” the right number of clusters have been proposed for algorithms
that were not originally designed for this purpose. It is important to recognize the differences in
assumptions about what constitutes a cluster. While there are several different approaches, we
identify two dominant trends. The first approach relies on defining a criterion function that should
be optimized by a desirable partitioning of the data. This criterion is usually defined such that the
data, or some transformation of it, produces compact clusters with respect to the criterion func-
tion. The assumptions about what constitutes a cluster are implicit in the design of the criterion
function.The second approach relies on identifying discriminating local properties of the data that
can be utilized to differentiate between points in the interior of a cluster from points on (or near)
the border. These approaches also contain reasonable principles for grouping interior points into
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connected component clusters, and assigning border points to these connected components. These
algorithms make explicit assumptions about the different building blocks of clusters. Most do not
explicitly optimize a criterion function. More recently some approaches that combine the benefits
of both these ideas have emerged in the literature. They have been shown to produce state-of-the-
art results on several clustering datasets.
We start our survey with the two historically significant paradigms in data clustering : (1)
model-based partitioning algorithms and (2) hierarchical algorithms. In addition to providing his-
torical perspective on the development of these algorithms, we also survey recent developments.
The next popular notion of a cluster has been as a connected set of high-density regions. We discuss
the development of (3) density-based methods, starting with Wishart’s [4] heuristic for minimum
spanning trees and ending with the most recent innovation of density-based cluster trees [37]. A
related approach, which relies on density gradients instead of density estimates, was developed
by Fukunaga and Hostetler [38]. We survey these (4) mode-seeking approaches, which have been
successfully applied to many problems in computer vision and pattern recognition. We follow this
up with a discussion of (5) graph-based methods for data clustering. These methods are easily the
most widely applied in the data mining and machine learning communities. We explore variants of
random walks on graphs and spectral partitioning in detail and also touch upon competing graph-
based approaches. (6) Kernel-based methods have been successfully applied to several problems
in machine learning, such as classification, regression and metric learning. Over the last 10 years,
these methods have been adapted to the unsupervised learning problem and applied with much
success to a variety of applications.
2.1 Model-Based Methods
A popular family of algorithms for clustering is model-based. These algorithms assume the parti-
tions of the data have a parametric form, e.g. a mixture of multivariate distributions [16]. The goal
of clustering is to find a partitioning of the data that optimizes some criterion function based on
the model. Quite often the goal is to find the optimal placement of cluster representatives relative
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to the data.
Perhaps, the most well-studied problem in this paradigm is the k-means algorithm [39], [40],
[41], [11], [42]. A survey of the history of the k-means algorithm is presented by Bock in [2].
He identifies the paper by Dalenius [43] as the first instance of the sum of squared (SSQ) errors
criterion being used for clustering. However, he credits Forgy [40] with inventing k-means for data
clustering. Given a set of points X = {~x1, ..., ~xm}, in Rn , and the number of partitions K, the goal
of k-means is to find a set of K representatives, C = {~c1, ...,~cK}, and a corresponding partitioning
of the dataset, P = {P1, ..., PK}, such that the sum of squared (SSQ) errors criterion (Equation
(2.1)) is minimized.
ESSQ(P) =
K∑
i=1
∑
l∈Pi
||~xl − ~ci||2 (2.1)
Finding the optimum for the SSQ criterion has been shown to be an NP-Hard problem [44].
Therefore, an iterative approach involving alternating optimization is used to solve it. Cluster cen-
ters are arbitrarily initialized. Points are assigned to their most proximal center. New centers are
computed and the process iterates to convergence.This is guaranteed to converge to a local mini-
mum [17]. Additionally, the quality of the solution obtained depends on the initialization of the
alternative optimization procedure. There are several heuristics in the literature that deal with good
initialization of k-means. Arthur and Vassilvitskii [45] have proposed a criterion that iteratively
samples centers from the data by penalizing new centers close to centers that have been already
selected. It has good theoretical guarantees and has shown good empirical performance. A critical
parameter is the number of clusters (k). As the SSQ criterion decreases with an increasing number
of clusters, the trivial solution would be to make each data point a cluster center. However, sev-
eral heuristics for the selection of the number of clusters exist in the literature. Some involve the
analysis of the SSQ criterion for increasing k, such as the elbow criterion [16], [46]. Tibshirani et
al. [47] propose a gap statistic for identifying k. They observe the difference between the within
cluster scatter, obtained for a particular k, and that obtained using an appropriate null model. The
k that maximizes this difference is picked. Other heuristics involve minimizing the description
length of the model and the SSQ, e.g. the Akiake Information Criterion (AIC) and Bayes Infor-
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mation Criterion (BIC) [16]. Pelleg and Moore [48] use kd-trees for speeding up the k-means
algorithm by making the computation of the closest representative to a point efficient.
Bock [2] provides a brief survey of algorithms that solve the generalized k-means problem
(Equation (2.2)).
EGKM(P) =
K∑
i=1
∑
l∈Pi
d(~xl, ~ci) (2.2)
Here d(.,.) measures the dissimilarity between the cluster member and its representative. When
the set C is restricted to the set of data points, i.e. the representatives are a subset of the data, op-
timizing Equation (2.2) amounts to finding a solution to the k-medoids problem. This is again
an NP-Hard problem. Kaufman and Rousseeuw [49], propose the partitioning around medoids
(PAM) algorithm to iteratively find a solution to the k-medoids problem. The algorithm involves
swapping a current medoid with a new candidate if the net effect of the swap produces a better
clustering. This is a computationally expensive exercise. A less computationally expensive solu-
tion involves running PAM on randomized samples from the data [49]. This method for clustering
large applications, called CLARA, retains the set of medoids for which the criterion function is
best optimized. Ng and Han [50], [51] recognize that both PAM and CLARA can be viewed as al-
gorithms for searching a specially constructed graph of solutions. They consider possible medoid
selections as nodes in the graph. Nodes are connected only if they have one member different.
Each node is associated with its corresponding k-medoid clustering cost. They propose an algo-
rithm for efficient traversal of this graph using randomized search, called CLARANS. The solution
is found by performing multiple iterations of randomized search with different start nodes in the
graph. The best search result for all iterations is returned.
Another thread in model-based approaches is to assume that the observed data are samples
from an unknown mixture model. Clustering reduces to the joint estimation of cluster member-
ships and parameters of this mixture model that maximize the probability of the observed data.
Perhaps the most common and popular approach is to model the data as a mixture of multivariate
Gaussians [16]. Given the number of Gaussians, the Expectation-Maximization [52] algorithm of
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alternating optimization is used to fit a maximum likelihood estimate of the model to the data. Au-
toclass [53] provides a richer set of multivariate distributions and an automatic method for finding
the number of clusters. Owing to the propensity of these approaches to get stuck in improbable
local minima, it is not uncommon to regularize the model using different heuristics. Bayesian-EM
and other Bayesian methods for mixture modeling are discussed in [16]. This enables the users
to provide informative priors about data parameters before clustering is performed. Here too the
AIC and BIC criterion are commonly used for model order selection [54]. Alternative criteria for
mixture model-based clustering include the minimum message length criterion of Figueiredo and
Jain [55], [56]. Haro et al. [57] model the data as a translated Poisson mixture model. They pro-
pose an alternating optimization approach for simultaneously estimating the local dimensionality
and membership of data points. This model is particularly suitable if the data generation process
is known to produce subspace clusters and is less likely to be stuck in nasty local minima.
Banerjee et al. [58] unify a whole family of distortion functions, e.g. SSQ, Kullback-Leibler
divergence, logistic loss, Mahalanobis distance [16] and Itakura-Saito distance [42], and solve
them using iterative optimization techniques, similar to the k-means algorithm, that minimize the
loss in Bregman information. They show that this approach works for a whole family of “arbitrary
Bregman divergences [58].” They further show that “there exists a unique Bregman divergence
corresponding to every exponential family.” They use this to propose a Bregman soft clustering
algorithm that is equivalent to maximum likelihood mixture estimation.
Friedman and Rubin [59] and Fukunaga and Koontz [60] recognize that the SSQ criterion (also
called the trace criterion) is not invariant to the linear transformations of the data. Therefore, the
optimal partitions for linearly transformed versions of the data are expected to be different. Fried-
man and Rubin [59] (also see [17]) proposed a set of invariant criterion for the k-means problem.
Fukunaga and Koontz [60] observe that the alternating optimization approach of [39], [61], [41] no
longer applies here. They propose a linear transformation of the data and a criterion defined on this
transformation instead. They demonstrate that this criterion is invariant to linear transformations
of data, and has the same efficiency as the trace criterion. Koontz and Fukunaga [62] also propose
an set of alternative criteria for iterative optimization that are not restricted in the shape of clusters
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that they can detect.
Zha et al. [63] show that the minimization of the SSQ k-means criterion is equivalent to a trace
maximization problem associated with the Gram matrix of the data vectors. They obtain clusters
by computing a partial eigendecomposition of the Gram matrix and assigning cluster memberships
using a pivoted QR decomposition of the eigenvector matrix. Ding and He [64] extend this work to
show that principal components analysis yields continuous solutions to the discrete k-means clus-
tering problem. They explicitly prove this for the K-way clustering case and build an improved
regularizer for the criterion function in [63]. Girolami [65] developed the kernel k-means algo-
rithm, to address the difficulty standard k-means faces with clusters with arbitrary shapes. First,
the data is mapped to higher dimensional space using a nonlinear kernel. The trace criterion for
k-means is recast to be solved in this new mapping space. However, this new criterion no longer
depends on the coordinates of points in the new feature space. Rather, it is shown to be dependent
only on the dot products between them. The criterion is minimized by iterative optimization to
assign points to clusters. Dhillon et al. [66] generalize the kernel k-means algorithm to include
arbitrary kernels and weights on data points. They show that the kernel k-means criterion function
can be rewritten as a trace maximization problem that is optimized by eigendecomposition. They
show its equivalence to spectral clustering algorithms in literature.
We end this section by noting that model-based clustering algorithms have a rich history in the
clustering community. They remain by far the most popular algorithms for users, owing to their
simplicity and their speed. At the least, these algorithms are the tools for preliminary analysis for
any exploratory data analyst. The attention bestowed upon k-means has resulted in a significant
amount of analysis of its properties. In particular, the stability and the consistency [67] of k-means-
like approaches has been established. Ackerman et al. [36] provide a characterization of k-means
algorithms in terms of certain desirable properties.
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2.2 Hierarchical Methods
Given a dataset defined by proximity or dissimilarity measures, it is fairly intuitive to organize the
data in a hierarchy. In agglomerative clustering, one starts by grouping similar points to create
proto-clusters and then grouping proto-clusters to generate nodes in the clustering tree. The root
node is a cluster containing all points. The cost of merging two nodes is indicative of the valid-
ity or the cluster created in the new node. In divisive clustering, one starts at the root node and
generates sub-clusters by recursive partitioning of each node. Here the cost of splitting a node
is indicative of its validity. Both approaches result in a recursive set of nested partitions. There
are two major factors to be considered for hierarchical approaches: (1) the definition of similarity
between nodes and (2) the criterion function that selects the next pair of nodes for merging, or the
next node for splitting, as may be the case. Comprehensive descriptions of various agglomerative
clustering algorithms can be found in [1], [10], [11], [12], [17]. Some of the divisive algorithms
are surveyed in [49], [12], [17].
The two prototypical approaches for agglomerative clustering are the single-linkage algorithm
and the complete-linkage algorithm [68]. Jain and Dubes [12] explain key ideas behind these meth-
ods by first defining a threshold graph. A threshold graph is defined with the data points as nodes
and edges connecting nodes which are less dissimilar than a given threshold. The single-linkage
algorithm generates a nested set of partitions by identifying maximally connected subgraphs of the
threshold graph for increasing values of the threshold [12]. The complete-linkage algorithm in turn
generates a nested set of partitions by identifying maximally complete subgraphs of a threshold
graph for increasing values of the threshold [12]. However, a simpler characterization of these al-
gorithms exists. Both algorithms examine every pair of clusters in the current clustering to identify
a pair that minimizes a different criterion. For the single-linkage clustering algorithm the cost of
merging a pair of clusters is defined as the minimum dissimilarity between any pair of instances
selected one from each cluster (Equation (2.3)). Complete-linkage clustering defines it as the max-
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imum dissimilarity between any pair of instances selected one from each cluster (Equation (2.4)).
(i, j)single = argmin
i,j
min
a∈ci,b∈cj
d(a, b) (2.3)
(i, j)complete = argmin
i,j
max
a∈ci,b∈cj
d(a, b) (2.4)
The general consensus in the clustering community has been that the single-linkage algorithm
is good at detecting elongated clusters, whereas the complete-linkage algorithm is more suited
for compact clusters [12], [17]. Jardine and Sibson [69] discuss some of the properties of single-
linkage clustering that make it attractive. On the other hand, the single-linkage algorithm is seen
as being more susceptible to outliers and noise, where as the complete-linkage algorithm is limited
in shapes and separation of clusters identified. Several alternative criteria for generating clustering
hierarchies have been proposed. Ward [70] proposed an algorithm that merges a pair of clusters
such that the resulting cluster has the least increase in within cluster scatter (minimum variance
criterion). This algorithm has been shown to have good properties for generating clustering hier-
archies [12]. Weighted and unweighted pair group method criteria based on centroid computation
and average dissimilarity computation, proposed in the numerical taxonomy literature, have been
popular among some researchers [10], [12]. Lance and Williams [71] proposed a common formula
for computing updates for various agglomerative algorithms (Equation (2.5)).
d(k, (r, s)) = αrd(k, r) + αsd(k, s) + βd(r, s) + γ|d(k, r)− d(k, s)| (2.5)
A table of values for αr, αs, β, and γ, for various algorithms is presented in [12]. A limitation
of these algorithms is the O(n3) computational complexity involved in generating the hierarchies.
Papers by Day et al. [72] and Murtagh [73] survey some of the advances in accelerating agglom-
erative clustering approaches.
Dasgupta and Long [74] relate the clustering obtained by cutting a clustering tree to produce
k clusters to the optimal value produced by k-centers clustering. He characterizes the clustering
produced by single-linkage, complete-linkage and average-linkage algorithms. He proposes a hi-
erarchical algorithm that guarantees a k-partitioning from the hierarchy such that the cost of the
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clustering is at most eight times the optimal k-center cost. This algorithm builds on the concept of
farthest first traversal [75] of a point set for generating an approximate k-center clustering.
While the linkage methods are popular methods for hierarchical clustering, several other cri-
teria have been developed in the data mining and machine learning community. Some methods
utilize density estimates to guide single-linkage clustering [4], [11], [37] (we will discuss these
methods in the section that follows). Others generate hierarchies by performing multiscale random
walks on the induced graph [76], [77]. The algorithms developed in the data mining community
address two specific problems with hierarchical clustering: (1) noise sensitivity and (2) computa-
tional complexity. The algorithm BIRCH [78] compresses the data using a special data structure
called the cluster feature tree. Each node in the tree is designed to have an internal scatter below
a prespecified threshold. The hierarchy is generated by agglomerative clustering of the nodes in
the tree. Clustering using Representatives (CURE) [79] generates initial clusters using random
sampling and represents the final clusters using multiple representatives. Agglomerative merging
of clusters is performed using the distance between representatives between pairs of clusters to
identify the next pair to be merged. Karypis et al. [80] propose a two-step agglomerative cluster-
ing process. Instead of starting with individual points they obtain high-quality sub-clusters of the
dataset using graph cuts on a k-nearest-neighbor graph. They follow this by agglomerative merg-
ing where the quality of the merge is determined by a heuristic criterion. The heuristic is a product
of relative cluster interconnectivity and relative cluster closeness. Recently, Yang et al. [81] and
Ma et al. [82] describe an agglomerative algorithm where the pair to be merged is selected as that
which maximizes the decrease in coding length. Many of the algorithms discussed in subsequent
sections also return clustering trees.
The major advantage of any hierarchical clustering algorithm is that it enables us to examine
the data at several different levels. There is no preconception about the shape and size of a cluster
or even the number of clusters that may be in the data. This enables an astute data analyst to derive
multiple hypotheses about the underlying data distributions. However, as noted, inherent biases in
the various algorithms may make them more suited to identifying some structures over others.
18
2.3 Density-Based Methods
A simple and intuitive model of a cluster is to consider it as a set of connected points in high-density
regions of feature space, separated from other clusters by low-density regions. A brief survey of
algorithms developed in the 1970’s and 80’s is present in the book by Jain and Dubes [12]. The
use of local density estimates to guide data clustering was proposed by Wishart [4], as a heuristic
to overcome the short comings of single-linkage algorithms. The algorithm indexes points by their
local density (measured by distance to the kth-nearest neighbor). Points are added to the clustering
in increasing order of this distance. Activated points that are within each other’s k-neighborhoods
are merged into clusters. An isolated activated point forms an isolated cluster. The tree is generated
by working one’s way through the sorted order and adding points to new clusters or to preexisting
ones. Chaudhuri and Dasgupta [83] develop a generalization of Wishart’s algorithm [4] and derive
its finite sample convergence rate. A single level version of Wishart’s algorithm was reinvented
in the data mining community as the DBSCAN algorithm [84], [85]. Here the user specifies a
neighborhood size  and a minimum number of points kmin that should exist within this neigh-
borhood for it to be an activated point (or core point). Activated points are considered directly
density reachable if they lie in each other’s -neighborhood. Border points are points that do not
meet this density criterion but belong to the -neighborhood of an interior point. Clusters are de-
tected as overlapping neighborhoods of density-connected interior points and their corresponding
density-reachable border points. It should be noted that this algorithm employed efficient k-nearest
neighbor querying to reduce the computational complexity of generating density-based clusters to
O(nlogn). This algorithm is extended to deal with subspace clusters in running DBSCAN on sub-
spaces. These subspace candidates are generated by performing a bottom up, greedy search [86].
A severe limitation of DBSCAN is its reliance on the user to specify an appropriate (, kmin)-
pair. Additionally, one setting of parameters can hardly be expected to detect different cluster
structures present in data. Ankerst et al. [87] address this with the OPTICS algorithm. They mit-
igate the effect of  by using it with appropriate tolerance to identify “interesting” patterns, i.e.
patterns that are sufficiently dense. A combination of  and kmin defines the minimum density for
a point to be considered interesting. They define the core-distance of a point as the distance to its
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kthmin-nearest neighbor, analogous to the definition in Wishart [4]. The reachability distance of a
point p with respect to a point o is defined as the maximum between the core-distance of o and the
distance between o and p. This defines the minimum distance so that the two points are directly
density reachable. The algorithm then creates an ordering of all points in the database. The prop-
erty of the ordering is that points are stored in the order in which they are processed, sorted locally
by their density reachability. The traversal through the dataset is designed so that, when an or-
dering starts at a core-point, it visits all other density reachable core-points in its vicinity, ordered
by their density reachability. Therefore, the traversal visits the denser regions in the cluster space
before spiraling towards the less-dense regions. Since two clusters are separated by low-density
regions, there is an increase in reachability-distance as the traversal transitions between clusters.
The reachability-distance again reduces once the traversal enters the next cluster as it is designed
to prioritize the denser parts of the cluster over the sparser regions. The user is provided with
a reachability plot which catalogs this variation in the reachability distance as the points are tra-
versed. Clusters can be identified as valleys in this plot. This concept of reachability distance has
been used for the detection of outliers in the Local Outlier Factor (LOF) algorithm [88]. Another
algorithm related to DBSCAN that estimates density level sets before finding connected compo-
nents can be found in [89] (see [37] and citations therein).
Hartigan formalized the use of density level sets to guide hierarchical clustering by proposing
the density contour tree [11]. A cluster in the tree is a connected set such that the density at each
point in the set is above a certain density threshold. Any path between two points in the density
connected set should also be above the threshold. The algorithm DENCLUE [90] in the data min-
ing community can be considered a single level version of Hartigan’s algorithm. The user supplies
a parameter for estimating the kernel density over the dataset and a threshold for the minimum
density for a cluster core. Clusters are formed by connected point sets, where any path between
points does not pass through regions where the density is below the threshold. Points with den-
sity below the threshold are assigned to density modes by hill-climbing. Similar ideas but from a
hierarchical perspective are found in papers by Bajcsy and Ahuja [91], Jiang et al. [92] and Zhou
et al. [93]. One should note that estimation of these density level sets is not trivial. The selection
of an appropriate scale for computing local density is often critical for the detection clusters. Too
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small a scale may result in over-fragmentation clusters, whereas too large a scale may result in
smoothing out of cluster boundaries. Multivariate density estimation is a problem with a rich his-
tory. It is often considered as hard a problem as data clustering.
There has been renewed interest in density guided cluster trees [37], [83]. Stuetzle and Nugent
[37] revisit Wishart and Hartigan’s ideas of density contour trees. They propose an algorithm
called generalized single-linkage clustering. First, they obtain a nonparametric estimate pˆ of the
density p. Next, they define a graph with the points as nodes. The weight at the node is equal
to the density estimate at the point. The weight of the edge between two nodes is defined by the
minimum of pˆ on the line joining the two points (Equation (2.6)).
pˆij = min
t∈[0,1]
pˆ((1− t) ∗ xi + t ∗ xj) (2.6)
They define a threshold graph G(λ) as the graph with edges and vertices with pˆij > λ. They
relate the connected components of this graph to that of the density contour tree proposed by Har-
tigan. The key difference is that Hartigan defines two points to be connected if there exists some
path between them such that the density along the path is greater than the threshold. Here the path
between two points is limited to a straight line. The weight associated with an edge is estimated us-
ing a Taylor series expansion, or through a grid search along the line. The maximum spanning tree
of the graph G is then generated. The hierarchy, called the graph cluster tree, is generated by itera-
tively breaking the longest edge in the current graph. They also relate their process for generating
a hierarchy to the single-linkage algorithm by observing that the single-linkage algorithm is run on
a graph with 1-nearest neighbor density estimates. Another recent development in density-based
clustering is the work of Rinaldo and Wasserman called generalized density-based clustering [94],
where they analyze the risk and stability properties, and provide methods for bandwidth selection.
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2.4 Mode-Seeking Methods
Mode-seeking approaches to clustering are philosophically similar to density-based approaches.
Whereas density-based approaches assume that an estimate of the true underlying density at a
point can be obtained by using points in its immediate neighborhood, mode-seeking approaches
apply this to computing the local density gradient [38]. Points are iteratively moved along the
density gradient till they converge at the mode. Most algorithms in the literature are variants of
this idea [95].
The earliest approach to mode-seeking clustering is seen in the paper by Fukunaga and Hostetler
[38]. The estimate of the local density gradient is obtained by differentiating the nonparametric,
multivariate estimate of the probability density function (pdf). Given a set of points X = {~xi}mi=1,
in Rn, the kernel density estimate of the pdf is given by:
pˆn(~x) =
1
mhn
m∑
i=1
k(
~x− ~xi
h
) (2.7)
The estimators used are designed to be unbiased and have good consistency characteristics.
The local gradient is obtained by differentiating Equation (2.7).
∇xpˆn(~x) = 1
mhn+1
m∑
i=1
∇k(~x− ~xi
h
) (2.8)
Fukunaga and Hostetler [38] go on to demonstrate the asymptotic unbiasedness and consis-
tency of the estimator of the density gradient. For various choices of the kernel function the
estimate of the gradient is equal to the weighted mean of vectors in the neighborhood at the point.
This is the basis of the algorithm for clustering using mean shift. The algorithm works by itera-
tively moving a point along the density gradient until it converges at its mode. Ideally, the gradient
at the mode is zero and all mean shift iterations of points in a cluster should converge to the same
point. Fukunaga and Hostetler [38] also argue for using the normalized gradient instead of the
regular gradient, showing the former has desirable properties, including faster convergence and
convergence in a mean-square sense.
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An alternative idea for mode-seeking was proposed by Koontz et al. [3]. The only parameter
to the algorithm is a neighborhood size. The local density in that neighborhood is computed for
each point. Each point is assigned a parent in its neighborhood, which is the point that maximizes
a weighted density heuristic. Points with neighbors whose relative density is negative are root
nodes. Therefore, the output of the algorithm is a directed density tree, with the modes as root
nodes. Sheikh et al. [96] indicate that this approach is sensitive to the order in which points are
examined and note that additional checks are required to ensure convergence.
Over the last two decades, these methods have been rediscovered and successfully applied to a
variety of problems in data clustering, image and video processing and computer vision [97], [98].
An analysis of the mean shift algorithm is presented by Cheng [99]. He shows an equivalence
between the mean shift algorithm and k-means clustering. Further, he introduces the concept of a
“shadow kernel” of a kernel, defined as the kernel for which the density gradient at a point is in
the same direction as the mean shift vector computed using the latter. He also provides detailed
analysis of the convergence properties of mean shift for a variety of different kernel profiles. He
identifies mean shift as a useful tool for clustering and relates a generalization of mean shift to
solve global optimization problems. The mean shift algorithm is further analyzed in papers by Co-
maniciu and Meer [100], [97]. In these papers they show that the mean shift algorithm converges
for convex strictly monotonic kernels. They further prove that using the normal kernel results
in smooth trajectories, with the angle between consecutive mean shift vectors always being less
than 90 degrees. In the sequel they discuss applications of mean shift clustering to image filtering
and image segmentation [101]. A comparison of various mean shift algorithms for color image
segmentation is available in [102]. Fashing and Tomasi [103] analyze of mean shift as bounded
optimization. An analysis from an information theoretic point of view is present in [104].
An important parameter for mean shift, as with density estimation algorithms, is the bandwidth
at which the mean shift vectors are computed. Comaniciu et al. [105], [106] discuss several strate-
gies for bandwidth selection. The adaptive bandwidth mean shift algorithm first estimates the pdf
of the data distribution using a pilot bandwidth. It then computes an appropriate scale for mean
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shift computation using the estimated pdf [105]. Alternative strategies for bandwidth selection are
present in [97], [107].
Mean shift clustering may result in an over-fragmentation of the dataset for some bandwidth
settings. Comaniciu et al. [108], [109] propose a statistical testing based approach for determining
the significance of clusters identified by the mean shift algorithm. He first proposes an iterative
algorithm for detecting multivariate saddle points. Saddle points are useful for characterizing the
strength of the boundary between two modes. The probability mass function at the mode and the
saddle point are assumed to be proportional to the kernel density estimate of the pdf. Hypothesis
testing is performed to verify if the mode is significant given the probability mass at the saddle
point. This method can be used to automatically detect the number of segments in image segmen-
tation [108].
Subbarao and Meer [110] extend mean shift to perform data clustering on any analytical man-
ifold. Problems in motion segmentation require analyzing data that lie on such manifolds, and
developing the mean shift algorithm for these manifolds enables the robust, unsupervised segmen-
tation of 3D motion with no prior specification of the number of motions. Vedaldi and Soatto [111]
propose a kernel mean shift algorithm that performs the mean shift iterations on an implicit higher
dimensional mapping of the data points. Tuzel et al. [112] extend this approach to allow supervi-
sion, which enables the imposition of constraints on the mean shift procedure.
Traditional mean shift clustering does not lend itself to generating cluster hierarchies. Although
hierarchies can be generated by obtaining clusterings for increasing bandwidth values, there is no
guarantee of non-nested clusters being disjoint. The hierarchical mean shift algorithm [113] cor-
rects this by adopting a topological approach to defining modes and their associated points. Their
algorithm is simple. They obtain a coarse estimate of the probability density function of points by
binning followed by smoothing with a Gaussian kernel. Bins are then sorted and labeled. In the
process of labeling, adjacent bins are checked to see if they have higher density or if the current bin
is a border bin. Points on the boundary are assigned to modes by performing mean shift iterations
until they converge on a labeled bin. This results in significant savings as the mean shift is not run
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to convergence at the modes. The hierarchy is generated using the idea of topological persistence
from Morse theory. It is important to note that this algorithm was explicitly developed for image
and video segmentation. This approach for density estimation and mode finding is unlikely to scale
well with dimension of the dataset.
In addition to a dependence on the bandwidth specified, the mean shift approach has one other
limitation. The points on the mean shift path are not necessarily part of the original dataset. In
particular, the points of convergence for points within the same cluster may not be the same. There-
fore, heuristics need to be employed to determine which subsets of convergence points belong to
the same cluster. Sheikh et al. [96] propose a medoid shift algorithm to overcome this limita-
tion. Instead of finding the mean of a neighborhood to shift to, the algorithm computes the most
centrally located point among the neighbors of a given point.
~yj+1 = argmin
~y∈{xk}
∑
k
d(~xk, ~y) ∗ ψ( ||~xk − ~yj||
h
) (2.9)
Here d is some distance function between points and ψ denotes a weighting function. An ad-
vantage of using this definition is that the algorithm can be applied to general weighted graphs.
This equation is evaluated exactly once for each point. Additionally, clustering can be performed
in an incremental fashion, as addition of new points does not alter the clustering of old ones.
Vedaldi and Soatto [111] show that the computational complexity of the medoid shift algo-
rithm is O(n2) and is better than that of the mean shift algorithm. They also note that medoid shift
may fail to identify all the modes in the dataset. They adapt the directed density tree idea [3], to
propose the quick shift algorithm. As in the directed density tree, each point is associated with its
closest neighbor with a higher density estimate. As there is no restriction on the distance of this
closest neighbor, all points are connected to a single root node. This enables a quick clustering to
be obtained by varying a threshold that severs all connections greater than the the threshold.
Shapira et al. [114] propose calculating the median of a neighborhood instead of the mean to
determine the shift. They use the concept of Tukey median to find medians in multidimensional
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spaces. They also utilize locality sensitive hashing (LSH) to precompute mode candidates, which
offers a further speedup in clustering. An iterative weighted median shift is performed on these
mode candidates. The weight of each mode is proportional to the number of points associated with
it. The iterations are stopped when the local medians converge and no new medians are allocated.
Experiments on artificial datasets show this approach is better suited for detecting clusters along
manifolds. The algorithm is applied for image segmentation and chromatic noise filtering tasks.
2.5 Graph Clustering Methods
Given a dataset X = {~xi}mi=1 of m points, we can define a graph G =< V,E >, where V is the
set of vertices in the graph and E is a set of edges between vertices. The edges may be weighted
or unweighted. The goal of graph clustering algorithms is to find a grouping of vertices such that
a clustering criterion defined on the resulting subgraphs is optimized. The earliest graph theoretic
approaches to clustering involved proposing heuristics for constructing the edge set to detect arbi-
trary cluster structures [12]. Perhaps the most famous instance is Zahn’s [5] seminal work on using
minimum spanning trees (MST) to detect cluster structure. Once the MST is constructed, edges
in the tree are removed based on consistency heuristics. Edges which are inconsistent with edges
in their neighborhood are deleted. Zahn used deviation of edge weights from the mean in a neigh-
borhood and ratio to the mean edge weight as heuristics to determine inconsistent edges [5]. Jain
and Dubes [12] observe that these heuristics often did not transfer well to higher dimensions, and
that quite often the heuristics for determining cluster structure required the analyst to be prescient
about cluster shapes and densities. Alternative formulations for graph-based analysis include using
relative neighborhood graphs, Gabriel graphs and Delaunay triangulations [115], [7] in conjunc-
tion with Gestalt principles [7] to detect cluster structure.These methods for cluster analysis have
fallen out of favor owing to inconsistency of some of the heuristics and the lack of a principled
method for determining which edges should be retained and which deleted.
The last two decades have seen a wide variety of applications in which the graph clustering
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paradigm is used for unsupervised structure discovery. In many domains it is easier to define dis-
tances or similarities between smaller subsets of data. These measures of similarity become less
meaningful as the objects become more different. This structure is naturally captured by locally
connected graphs. In many datasets the graph structure is natural to the domain. This is particu-
larly true for web data mining and social network analysis. In others, a graph can be inferred and
principled graph partitioning algorithms that optimize a suitable criterion function can be applied
to find clusters. Many of these criteria can be optimized by analyzing the spectrum of a suit-
able derivate of the weighted adjacency matrix. These methods fall under the family of spectral
clustering algorithms. Ulrike von Luxburg [116] provides an excellent tutorial on key ideas for
spectral clustering. A related line of work involves random walk analysis of graphs. This has been
successfully used for both data clustering and dimensionality reduction problems. Lovasz surveys
important properties and theorems for random walks on graphs [117]. We briefly survey these two
approaches for graph clustering.
2.5.1 Spectral Clustering Algorithms
The literature on spectral clustering algorithms is rich. Spielman and Teng [118] provide a his-
torical account of the use of spectral analysis for graph partitioning. We provide a brief survey of
some of the popular algorithms and their analysis. Given a graph G =< V,E,W >, where W
is the weighted adjacency matrix associated with E, the goal of spectral partitioning algorithms is
to partition V into subsets C = {ck}Kk=1 such that there is very little weight on the edges that are
removed relative to the internal homogeneity of the partitions. Some algorithms analyze the spec-
trum of the adjacency matrix of a graph, while others analyze the spectrum of the Laplacian [119].
Spielman and Teng [118] note that the Fiedler vector [6], which is the eigenvector corresponding to
the second smallest eigenvalue of the graph Laplacian, can be used to obtain one such partitioning
of the graph.
Given the graph G =< V,E,W >, the degree matrix is defined as D = diag(d1, ..., dn)
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(assuming n nodes), where:
di =
n∑
j=1
Wij (2.10)
There are typically three different choices for the graph Laplacian [116]:
LU = D −W (2.11)
LN = I −D−1/2WD−1/2 (2.12)
LR = D
−1W (2.13)
LU is an unnormalized Laplacian. LN and LR are normalized Laplacians. Notice that both LU
and LN are symmetric. LR is normalized but asymmetric. It can be interpreted as the transition
probability matrix of a random walk on the undirected graph G. Von Luxburg [116] observes
that each of these Laplacians, when used to enforce label smoothness in some function space,
represents different criterion functions. The ratio cut criterion [120] seeks to find the cut in the
graph that optimizes
Cutratio =
1
2
K∑
i=1
W (Ai, A¯i)
|Ai| (2.14)
Here Ai is a subgraph of G, and A¯i is its set complement. Von Luxburg shows that the eigen-
vectors of LU solve a relaxation of this problem as solving the discrete optimization problem for
the ratio cuts is NP-Hard. In particular, the topK eigenvectors of LU are solutions to the following
optimization problem:
min
H∈Rn×K
Tr(H ′LUH), subject to H ′H = I (2.15)
The normalized cut criterion [121] on the other hand seeks the cut that optimizes the following
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function:
Cutnormalized =
1
2
K∑
i=1
W (Ai, A¯i)
vol(Ai)
(2.16)
vol(Ai) =
∑
r,s∈Ai
Wr,s (2.17)
Von Luxburg shows by construction that the K eigenvectors of LN are solutions to the follow-
ing relaxed optimization problem:
min
H∈Rn×K
Tr(H ′LNH), subject to H ′H = I (2.18)
Therefore, the typical approach to obtaining a K-way clustering using spectral analysis in-
volves the following steps:
• Define the graph Laplacian.
• Compute K eigenvectors of the Laplacian.
• Stack the eigenvectors in columns and treat the row-wise representation of each point as an
embedding in a K-dimensional embedding space.
• Perform k-means clustering, with number of clusters equal to K, on the embedded points to
obtain partitions.
Different algorithms for spectral clustering vary in their definition of the graph Laplacian and
which eigenvectors (top or bottom) of the Laplacian they use. Popular variants of this algorithm in-
clude the Ng-Jordan-Weiss algorithm [122] and the normalized cut algorithm [121], [123]. Meila
and Shi [124] observe that spectral partitioning applied to a random walk matrix produces par-
titions that reflect the tendency of the random walk to stay within partitions, rarely transitioning
between partitions. They relate the normalized cut clustering criterion to the partitioning obtained
by the spectral analysis of the random walk matrix (LR) and determine that their eigenvectors are
identical. There are several other spectral clustering criteria in the literature. Weiss [125] provides
a unifying view relating various algorithms.
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It is important to note that the spectral analysis of the graph Laplacians only finds approxima-
tions to the original graph cut criteria. An alternative viewpoint is to see spectral analysis as an
algorithm for producing an embedding, as a preprocessing step, before classical clustering algo-
rithms are applied to find clusters. Several researchers have highlighted the relationship between
the spectral clustering and embedding (and dimension reduction) techniques such as Laplacian
Eigenmaps, Kernel PCA and Diffusion maps [126] , [127], [128]. There is no reason why only
k-means should be used for clustering the embedded vectors. It is likely, however, that the embed-
ding produces well-separated clusters, for which k-means works well.
The advantage of spectral clustering algorithms is that they are not restricted in any way in the
types of clusters they can detect. Additionally, they are quite intuitive and simple to implement
using standard numerical packages. Owing to the considerable interest in the spectral clustering
approach, several theoretical results that characterize the consistency [129], [130], convergence
properties [131], [132] and stability [133], [134], [135] of different spectral partitioning algo-
rithms are available in the literature. In particular, von Luxburg et al. [129] show that normalized
spectral clustering always converges on the limit partition of the data space, and depends only on
the probability distribution and the similarity function used. Although they may seem invariant
to parameters, it is important to recognize that it is not always apparent how the original graph is
constructed. In fact, Maier et al. [136] show that the quality of clustering obtained is critically de-
pendent on the type of graph used. They show that different graph types, e.g. k-nearest neighbor
graph and -neighborhood graph (see von Luxburg [116] for heuristics for graph construction),
asymptotically converge to different values of the normalized cut criterion. Zelnik-Manor and
Perona [137] propose using a locally scaled graph construction heuristic. This shows improved
results over standard -neighborhood and k-nearest neighbor graphs. They also address the other
issue of spectral clustering, which is how does one select the right number of clusters. They utilize
a basis rotation technique to align the canonical axes of the embedding to coincide with clusters
in the embedding space. Their criterion function measures the distortion of the embedded points
around the rotated basis. They find the right number of clusters K by iteratively searching over a
range of cluster numbers, and finding the value ofK that optimizes their criterion function. Nadler
and Galun [138] propose an alternative coherence measure for the validity of a partition. This is
30
determined by comparing the relaxation time of a random walk in the original graph to the the
relaxation times within subgraphs obtained by spectral clustering. In the same paper they discuss
the limitations of spectral clustering approaches by showing failure cases on carefully constructed
artificial datasets. More recently, Bühler and Hein [139] have generalized the spectral clustering
algorithm to operate on the graph p-Laplacian. They show that for p → 1, the cut obtained by
thresholding the second eigenvector of the p-Laplacian approaches the Cheeger cut [119]. Their
experiments show that the cuts obtained steadily improve as p is varied from 2 to 1.
There are many applications, especially in biological data analysis and web data mining, where
the edges in the graphs are directed. Extension of existing spectral methods to these graphs is not
straightforward. Typically, the asymmetric weight matrix is made symmetric using some trans-
formations. However, potentially useful information for clustering is lost in this process. Zhou et
al. [140] develop a graph partitioning criterion and algorithm for weighted directed graphs. Meila
and Pentney [141], [142] propose an alternative criterion, which generalizes the algorithm by Zhou
et al. for directed graph cuts. They apply this for clustering biological data.
A limitation of the spectral clustering approaches is the high computational complexity of
eigendecomposition (typically O(n3)). This becomes severe in applications where the typical size
of the dataset is large, e.g. image segmentation, video segmentation and web document cluster-
ing. Researchers have adopted approaches which approximate the eigendecomposition by random
sampling. These Nyström approximations, [143], [144], [145], work by first solving the eigende-
composition for a random sample of the dataset, and then extrapolating them to determine eigen-
vectors at all points.
2.5.2 Random Walks Clustering
A random walk on a graph is a random sequence of pair-wise connected nodes, selected proba-
bilistically, from the adjacency matrix of the graph. More formally, given a graph G =< V,E >,
with a non-negative weight matrix W , we can define the doubly stochastic matrix representing the
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random walk on the graph by normalizing each row of W by its row sum.
P = D−1W (2.19)
Here, D is the degree matrix of the graph and P is the stochastic random walk matrix. We
can execute a random walk by picking a node at random; generating the next node by sampling
from the probability mass function represented by its corresponding row in P , and repeating this
process. The intuition behind using random walks for clustering is that a random walk that starts
in a cluster is more likely to transition to well-connected parts of the graph, corresponding to that
specific cluster, and less likely to explore parts of the graph that the cluster is poorly connected to.
This process of taking random walk steps through the graph can be simulated by taking powers of
the transition probability matrix P . In particular, P t returns a probability matrix that indicates at
each position (i, j), the probability of a walk starting from node i, ending up in node j after t-steps
of the random walk (see Lovasz [117] for an overview of random walks on graphs). Therefore, a
simple clustering can be obtained by running these random walks until probability distributions of
the walks are more or less steady. Cluster assignments are obtained by assigning each node to its
most likely destination [146].
Tishby and Slonim [147] propose observing the decay of mutual-information of the initial ran-
dom walk probabilities and the probabilities after t-steps of the random walk. The rate of the
decay of this mutual information is considered informative of the cluster structures present in the
graph. They propose using the information bottleneck method for extracting clusters from graphs.
A similar idea is explored in the Markov clustering algorithm (MCL) [148]. Here alternative steps
of expansion and inflation are applied to the initial transition probability matrix. The expansion
step involves taking powers of the stochastic matrix, thus generating random walks on the graph.
The inflation step involves taking the power of individual columns by a factor r and then rescaling
them to sum to one. The intuition behind the inflation heuristic is that it promotes highly prob-
able transitions and simultaneously demotes small transition probabilities. Therefore, when the
expansion step is repeated, the random walk is more likely to be confined within a cluster. This
algorithm has been widely applied on many bioinformatics datasets. Azran and Ghahramani [76]
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observe that performing random walks on the graph before applying spectral clustering on the
stochastic matrix enables the exploration of multiscale structures present in the data. The higher
the number of steps in the walk, the coarser the structures that are detected by clustering. There-
fore, the number of steps in the random walk can be see as a method for scale selection for cluster
analysis. Azran and Ghahramani [76] also propose heuristics for detecting significant scales at
which new cluster structures are apparent. They show that the multiscale structures thus detected
can be arranged to generate a cluster hierarchy. In addition to detecting cluster structures, random
walks on graphs have been used to detect manifold structures and for producing low-dimensional
embeddings point sets. Diffusion maps [149], [150], [151] formalize the use of random walks for
detecting and parameterizing the intrinsic geometry of structures in data. Here too the number
of steps in the random walk is used as a scale parameter. The larger the number of steps, the
greater the size of the neighborhood explored by a walk and, hence, the coarser the picture of the
intrinsic geometry of the data. An interesting contribution here is that diffusion maps enable a
parameterizing of the data manifold enabling mapping for unseen points onto the manifold. This
parameterization is expressed in terms of the eigenvectors of the diffusion matrix.
Other properties of random walks on graphs can be exploited for data clustering. Chen et
al. [152] utilize the hitting time of a random walk to produce a K-way partitioning of the graph.
The hitting time between a node pair (i, j) is defined as the expected time it takes for a random
walk from a node i to transition to node j. Brand [153] shows a closed-form expression for com-
puting the hitting time. Chen et al. [152], model the local neighborhood of a point as a Gaussian
and determine the weights between points as proportional to the probability of the Gaussian at a
point having generated the other. This sets up a directed graph. The hitting time for all node pairs
is computed and a variant of k-means that operates on the hitting time distances is used to obtain
the final clustering.
Perhaps the most famous instance of the use of random walks for structure discovery is the
PageRank algorithm [154], [155]. While this was not explicitly applied for cluster discovery, it has
been adapted by other researchers for this purpose. Most recently, Cho and MuLee [77] utilized
random walks, starting with a personalized PageRank vector for each node, to perform hierarchical
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clustering. They applied this algorithm for hierarchical image segmentation and obtained results
comparable to the state-of-the-art in image segmentation.
Cohen and Lin [156] have proposed an algorithm called power iteration clustering, that obtains
one-dimensional embedding by directly operating on the normalized similarity matrix of the data.
The embedding turns out to be an approximation to the eigenvalue weighted sum of eigenvectors
of the normalized similarity matrix. The algorithm is surprisingly simple. It involves computing
power iterations for determining the dominant eigenvector of the normalized similarity matrix. We
know from spectral clustering theory [124] that this dominant eigenvector should be a vector with
a constant value. However, Cohen and Lin [156] observe the evolution of this vector during the
power iterations used to compute it and propose an early stopping criterion which reveals cluster
structure. The resulting algorithm is much more efficient than standard spectral clustering algo-
rithms and is shown to perform equally well on some datasets.
2.5.3 Other Approaches
Pavan and Pelillo introduced the concept of dominant sets [157], [158], [159] for cluster analy-
sis on graphs. They observe that a max-clique of a graph adheres to a strict definition of a cluster.
However, the limitation of max-clique approaches such as complete-linkage clustering is that max-
cliques are defined only on unweighted graphs. Dominant sets of vertices, in a weighted graph, are
analogous to these max-cliques in unweighted graphs [159]. Pavan and Pelillo define a criterion
that is positive for a subset of cohesive vertices and negative when a vertex outside this subset is
added. A set of vertices that satisfies this definition of internal homogeneity and external inhomo-
geneity is called a dominant set [158]. They propose a quadratic optimization based on replicator
dynamics for finding the dominant sets of a graph. In an alternative formalization [157], they in-
troduce a regularization parameter α that controls the size of the dominant sets in the graph. The
bounds for α are derived in [157]. Progressively decreasing this parameter produces a hierarchy
of dominant sets, by recursive splitting of clusters detected at higher values of α. A similar idea
to dominant sets for finding graph clusters via replicator dynamics can be found in the graph shift
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algorithm [160]. Philosophically, this idea is similar to that of fractal clustering [161]. Here the
fractal dimension of a set is used as a measure of internal homogeneity. A point is added to the
cluster whose fractal dimension it impacts the least. If the impact on the fractal dimension of the
set is greater than a certain threshold, the point is not added to the set.
Recently, Frey and Dueck [162], [163] proposed the affinity propagation algorithm for data
clustering by messaging passing on a graph with data points as nodes. The graph starts by consid-
ering all the nodes as possible exemplars for an arbitrary partitioning of the graph. Each node is
associated with a preference value that indicates its propensity for being an exemplar. The connec-
tions between nodes can be similarities or distances. Interestingly, these similarities can also be
non-metric [164]. The algorithm proceeds by passing real valued messages, called “affinities”, be-
tween pairs of nodes. There are two kinds of affinities that are passed on the graph: “availability”
and “responsibility”. The availability message when passed from node i to node j represents the
suitability of node i to act as an exemplar of node j, given the support of other nodes that consider
i a suitable exemplar. The responsibility message when passed from node i to node j represents
how good an exemplar node j is for node i relative to competing exemplars. Once initialized,
these messages between nodes are passed iteratively to convergence. Each point is assigned to an
exemplar that maximizes the sum of its availability and the responsibility scores. This algorithm
has been successfully applied for clustering genes, faces, image and microarray data.
For a detailed set of references for clustering techniques on graphs see the survey by Schaef-
fer [31] and Aggarwal and Wang [33].
2.6 Kernel-Based Clustering Approaches
As with several other pattern recognition tasks, it is intuitively appealing to use kernels to map
data into a higher dimensional space, where clusters are easily separated using simpler meth-
ods [165], [166]. Of course, this requires that the mapping does not distort the existing structure
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in the data and give rise to new clusters where there were none. Therefore, the problem reduces
to finding an embedding that preserves existing cluster structure, while making individual clusters
easier to detect. Procedurally, this is similar to spectral graph clustering methods (see [35] for a
survey of spectral and kernel methods and a comparison between them).
Girolami [65] adapted the “kernel trick” to recast the k-means criterion function to account
for transformations that involve a continuous, nonlinear mapping of data. We assume that the
feature map, Φ, maps to an inner product space such that the inner product between mapped points
can be computed via a simple kernel [167]. The trace criteria of k-means for kernel clustering is
consequently derived as:
Tr(SΦW ) = Tr{
1
N
K∑
k=1
N∑
n=1
zkn(Φ(xn)−mΦk )(Φ(xn)−mΦk )T} (2.20)
=
1
N
K∑
k=1
N∑
n=1
zkn(Φ(xn)−mΦk )T (Φ(xn)−mΦk ) (2.21)
However, this criterion, when suitably reduced, is dependent only on inner products between
mappings of points in feature space:
Tr(SΦW ) =
1
N
K∑
k=1
N∑
n=1
zknKnn −
K∑
k=1
γkR(Ck) (2.22)
R(Ck) = 1
N2k
N∑
i=1
N∑
j=1
zkizkjKij (2.23)
γk =
Nk
N
(2.24)
Here K denotes the kernel matrix with the inner product between points i and j, induced by
the feature map Φ, denoted by Kij . We see in Equations (2.22) and (2.23) that the criterion func-
tion is expressed purely in terms of inner products, represented using kernels, between nonlinear
mappings of points. Therefore, the feature space representation itself is not explicitly used. The
indicator variables zki (0 if point i belongs to cluster k, 1 otherwise), however, are unknown. This
renders the cost function non-convex. Therefore, a local minimum of the cost function can be
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obtained via an iterative, stochastic optimization scheme. Initialization is done randomly, or using
the output of another clustering method.
Dhillon et al. [66], derived a more general criterion, admitting arbitrary kernels and weights for
individual points. Whereas the labeling is obtained by directly optimizing the criterion function
(Equation (2.20)) in [65] using stochastic optimization, here a simpler approach is used. Typically,
k-means algorithms involve iterative optimization where points are initially assigned to clusters
and the memberships are updated to reflect each point’s most proximal cluster center. The novelty
of [66] lies in showing that the assignment of points to cluster centers in feature space (obtained
by some mapping function Φ) can be done using a criterion that only involves inner products in
the feature space, which can be computed using some kernel function (Equations (2.25)-(2.26)).
ct+1i = argmin
k
||Φ(xi)−mtk||2 (2.25)
= argmin
k
(Kii − 2
∑
ctj=k
w(xj)Kij∑
ctj=k
w(xj)
+
∑
ctm,c
t
n=k
w(xm)w(xn)Kmn
(
∑
ctm=k
w(xm))2
) (2.26)
Here w(xi) is the weight associated with the ith data point, and cti is the cluster label of the
ith data point after t iterations of the algorithm. The terms in Equation (2.26) only depend on the
kernel function. Therefore, in the kernel k-means algorithm, starting with an initial labeling, the
cluster labels are updated using Equations (2.25)-(2.26), until convergence. Furthermore, when
the weights on the individual points are chosen appropriately, the trace minimization criterion for
kernel k-means is equivalent to the trace maximization criterion utilized by spectral clustering al-
gorithms [66]. This equivalence is particularly apparent when the weight matrix is set equal to
the degree matrix of nodes in a graph induced by the kernel functions. Much like [63] and [64]
Dhillon et al. [66] solve this criterion using eigendecomposition of a weighted kernel matrix. The
cluster labeling obtained from this is used as an initialization for the kernel k-means algorithm.
One approach to kernel-based clustering is based on the adaptation of the 1-class SVM for-
mulation for estimating the support of a high dimensional distribution [167]. The support vector
clustering (SVC) algorithm [168] involves two steps. First, a regularized 1-class SVM problem is
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solved to obtain an estimate of boundaries enclosing clusters. This is done by finding the smallest
enclosing sphere around the feature mapping of the input data that satisfies some regularization
constraints. The value of the regularization constraint and the scale of kernel used for computing
the Gram matrix are the two parameters input to the algorithm. Varying the kernel scale enables
multiscale analysis. Two points are considered to belong to the same cluster if every point along
the line joining them in their native representation space maps to a point within the sphere in the
feature space. In practice a sample of points along the line joining two data points is taken and
their location in feature space is determined to decide if the two data points should be merged into
a cluster.
An alternative approach to clustering with kernels was proposed in [169]. Support vector
machines have been successfully used for classification tasks in the machine learning community.
Given a set of data points and their respective labels, the goal is to find a linear classifier ({w,b})
that maximizes the classification margin. Quite often this is preceded by a mapping (Φ) to a higher
dimensional space to make the classes separable. In its primal form this task reduces to computing
the optimal of the following quadratic program [169]:
min
w,b
||w||2 + CTe, subject to, yi(wTΦ(xi) + b) ≥ 1− i ∀Ni=1, i ≥ 0 (2.27)
Here  is the vector of slack variables which allows the relaxation of the classification con-
straints. C is a constant that enables tradeoff between finding an optimal maximum margin clas-
sifier and ignoring the effects of outliers. When expressed in its dual form (Equation (2.28)), we
see that the mapping, Φ, is replaced with dot products in the mapping space, which are easily
computed using some kernel function (e.g. radial basis function).
max
λ
2λTe − < K ◦ λλT ,yyT >, subject to, 0 ≤ λ ≤ C, λTy = 0 (2.28)
Of course, in classification, the labels (yi) of the individual data points (xi) are known. The task
is to find a classifier that optimizes the maximum margin criterion function. In the data clustering
setting, however, the goal is to find a labeling such that the maximum margin criterion function is
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optimized. Effectively, the criterion function becomes
min
yi={−1,1}
max
λ
2λTe − < K ◦ λλT ,yyT >, subject to, 0 ≤ λ ≤ C, λTy = 0 (2.29)
Xu et al. [169] first proposed a solution for the two-cluster setting of this maximum margin
clustering criterion. They showed that a relaxed version of the maximum margin criterion (with
some constraints dropped) can be solved as a convex optimization problem. They impose the re-
quired structure on the label kernel matrix M = yyT , using a set of linear constraints that satisfy
equivalence relations between labels of individual points. Additionally, they introduce a class bal-
ance constraint, imposing a limit on the size of each partition, to avoid the trivial solution. Using
this additional constraint set, they redefine the original formulation as a semi-definite program and
solve for a label kernel matrix that optimizes this program. Cluster assignments are recovered by
eigendecomposition of the optimal label kernel matrix. There are two significant problems with
this approach. First, we need to note that Xu et at. document the difficulty of incorporating the
bias term (b) of the separator, as it makes the criterion function non-convex. Consequently, they
drop an equivalent constraint in the dual form. This requires the separator between clusters to
pass through the origin. This can be limiting. Second, the computational complexity of solving
the algorithm, especially in the multiclass case, is of the order of O(n7) [170]. Therefore, this
approach is impractical for reasonably sized datasets. Valizadegan and Jin [171] addressed these
problems in a generalization of the above framework. They abandoned the strategy to make the
program convex, noting that it adds to the complexity of the semi-definite program. Instead, they
solve a modified version of the dual formulation of the semi-definite program. The solution to this
problem is no longer constrained by requiring the separator between clusters to pass through the
origin. Additionally, the number of constraints is only linear with respect to the number of points
being clustered (although the complexity is still of the order O(n4.5) [172]). However, the problem
being solved is no longer convex. Therefore, it is reasonable to ask if the solution obtained on this
dual formulation of the semi-definite program is anywhere close to the optimal of the primal.
One could formulate a simpler alternating optimization strategy to solving the above problem.
Starting with a labeling obtained using a simpler algorithm, e.g. k-means, one can learn a classi-
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fier, with low tolerance for outliers, on the current labeling. The regularizer on the classifier should
favor smoother cluster boundaries. One then uses the classifier to obtain a new labeling and iterate
to convergence. While this is reasonable as an approach, Zhang et al. [172], [173] note that this
strategy has a tendency to stay true to the initial labeling. They propose an alternate formulation
based on iterative support vector regression instead. An initial two-way partitioning is obtained
using a classical clustering algorithm. The output labels (-1,1) are used as variables on which
a regularized kernel regression function is learned. This formulation is less resistant to points
switching their labels when it improves characteristics of the learned regularized, maximum mar-
gin, label regression function. However, their approach to multiclass clustering is limited. Zhao et
al. [170], [174] have proposed an efficient algorithm for solving the multiclass maximum margin
clustering problem using the cutting plane algorithm for optimization.
2.7 Summary
In this chapter we have reviewed several key ideas and influential methods in the clustering lit-
erature. Many of these methods have been successfully applied to a diversity of data clustering
applications. Considering the pervasive use of these methods in different scientific communities,
it is important for a new approach to data clustering to contextualize its impact by identifying
weaknesses of existing methods and providing innovative solutions, while ensuring it retains the
strengths of these approaches. Consequently, we use this survey to guide the selection of methods
against which we compare the algorithms developed in Chapters 4 and 5.
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CHAPTER 3
ISOTROPY CRITERIA
Underlying most criteria and algorithms for data clustering is an implicit assumption about what
constitutes a cluster. Most clustering algorithms require the user to supply parameters that alter
the model used for cluster detection. Often the outputs of these algorithms are critically dependent
on these parameters. Some methods are restricted in the shapes of the clusters they can detect.
Others are affected by the nature of the point distribution within a cluster, requiring the distribution
conform to a specific model for it to be detected. In contrast, our cluster model avoids imposing
structure at the cluster level. Instead, our cluster model relies on the detection of local, isotropic
density neighborhoods. Clusters are detected as overlapping neighborhoods that are individually
isotropic. This model can accommodate clusters of arbitrary shapes, sizes and densities. In this
chapter we develop three criteria for detecting isotropy in local point distributions. We generalize
two of these criteria to be applicable to scenarios where the input to the algorithm is a similarity
matrix between data points. The first criterion adopts the Kolmogorov-Smirnov test to compare
empirical and expected distributions of point projections on diametral chords in a hyperspherical
neighborhood. The second and third criteria are based on examining the characteristics of the force
criterion. The force criterion, first introduced in [175] for image segmentation, when generalized
to arbitrary vector spaces, measures the isotropy of a local point distribution. The advantage of
this criterion is that it can be adapted to clustering problems where the input is in the form of
similarities between points, thereby vastly expanding the diversity of data that algorithms based
on this criterion can handle. In Chapters 4 and 5, we discuss different approaches of utilizing these
isotropic neighborhoods for clustering.
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3.1 Background
Tests such as the Kolmogorov-Smirnov (KS) test, the Cramer-von Mises test and Watson’s U2 test
are used to test uniformity in one-dimensional datasets [176]. However, a limited amount of work
has been done on tests for multivariate uniformity. Liang et al. in [177] present a multivariate
uniformity test for [0, 1]d, a d-dimensional unit hypercube, based on asymptotic number theoretic
properties, called discrepancies, of uniformly distributed points. Hoffman and Jain in [178] pro-
pose a test for multivariate uniformity based on minimal spanning trees (MST). However, this
method requires finding the convex hull of points, an expensive operation in high dimensional
spaces, before testing. Jain et al. [179] propose another test based on MST that does not require
finding the convex hull. It relies on a resampling framework instead to calculate the test statistic.
The power of this test was found to degrade with increasing dimensionality owing to the sparsity
of point distributions in high dimensional spaces [179]. More recently, Petrie and Willemain [176]
proposed a test for uniformity based on the method of snakes. A snake is essentially a Hamiltonian
path through a set of points. The method represents the edge lengths of the snake as a time series
and models this as a low-order autoregressive process. This test is known to be weaker than the test
based on discrepancies. However, it is less restrictive as it also applies to non-convex neighbor-
hoods. For our purposes, however, we require statistics that can be computed quickly and reliably
in hyperspherical neighborhoods of arbitrary dimensions. The MST-based test and the method of
snakes are computationally intensive as the MST is to be computed for each neighborhood.
3.2 Projection-Based Uniformity Criterion
Given a hyperspherical neighborhood of a point, the most natural notion of isotropy is when points
within the neighborhood are distributed uniformly, i.e., the radial distribution and angular distri-
bution of points are uniform. Given a large enough set of points, a straightforward way would
be to use the χ2 statistic to compare the occupancy of cells in a multidimensional histogram to
the expected counts. However, the number of points required for a reasonable test increases ex-
ponentially with the dimension of the data and the test becomes unviable. We are interested in
the uniformity of reasonably sized local neighborhoods of points. This curse of dimensionality
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for testing is addressed by examining the cumulative distribution function of point projections on
diametral chords of the hyperspherical neighborhood.
Given a set of points {~xi}ni=1 in a d-dimensional hyperspherical neighborhood, centered at a
point ~y, consider the distribution of the projections of points on a diametral chord. The projections
of these points can be considered as independent, identically distributed random variables, with
some unknown cumulative distribution function. If the original distribution were uniform within
the hyperspherical neighborhood, a form for the cumulative distribution function can be derived.
Consider the projections along the first canonical coordinate axis. This can be generalized to
arbitrary diametral chords. The projections along this axis span [−r, r], where r is the radius of the
hyperspherical neighborhood. It is easy to see that the value of the cumulative distribution function
Faxial(x), at a point xi along the diameter, is equal to the ratio of the volume of the hyperspherical
cap covering the chord from position −r through xi, to the total volume of the hypersphere (as
shown in Figure 3.1(a)). Formally, the expression for this cumulative distribution function is given
in Equations (3.1)-(3.2).
Faxial(x) =
1√
pi
Γ(d
2
+ 1)
Γ(d+1
2
)
∫ φ
0
sind θdθ (3.1)
φ = cos−1
x
r
(3.2)
Here Γ is the Gamma function and r is the radius of the neighborhood. A closed-form solu-
tion for Equation (3.1) can be obtained and therefore templates can be generated for a given set
of dimensions. These give the expected cumulative distribution function for point projections in a
d-dimensional neighborhood. The expected cumulative distribution function of axial projections
for data distributed in a hypersphere of dimensionality one to twenty is shown in Figure 3.1(b).
These template distributions provide a basis for the comparison of empirically observed distribu-
tions of local neighborhood point projections. Given a set of points {~xi}ni=1, and their projection
on a diametral chord ~z, denoted by {yi}ni=1, an empirical estimate of the cumulative distribution
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(a) (b)
Figure 3.1: (a) Calculating pdf as the ratio of the volume of the (n−1)-dimensional hypersphere, in
this case the length of the chord, and the volume of the n-dimensional neighborhood hypersphere.
The cumulative distribution function (cdf) is the ratio of shaded volume to the left of xi to the
total volume of the hypersphere. (b) The expected cdfs for axial projections in a hyperspherical
neighborhood for dimensions one to twenty.
function is given by
Fˆn(y) =
1
n
n∑
i=1
I(yi ≤ y) (3.3)
The goodness of fit of this empirical distribution to the expected distribution is determined
using the Kolmogorov-Smirnov (KS) goodness of fit test [180]. The KS test uses the maximum
discrepancy between the empirical and expected distributions to characterize the goodness of fit.
For a D-dimensional distribution, the goodness of fit of projections along D-canonical directions
can be individually verified to determine if a neighborhood is uniform. However, if the point distri-
bution is in a d-dimensional subspace of the original D-dimensional space, utilizing the canonical
directions will almost always produce a negative result. This problem is overcome by restricting
the test to the d-dimensional subspace to which the points in the neighborhood belong. Since there
are infinitely many orthogonal bases that span a d-dimensional subspace, the set of principal axes
is chosen, as it constitutes a unique set for a given point distribution. Therefore, the neighborhood
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is declared uniform if all d KS tests are successful. The input to the test is a level of significance
for the test (α). Testing for uniformity reduces to the operations shown in Algorithm 1.
Algorithm 1: Projection-Based Uniformity Test
Input : X = {~xi}ni=1 centered at ~0, Significance Level of the test α
Output: isuniform
begin1
• isuniform← 12
• d← estimate local dimensionality of X.3
• Z = {~zk}dk=1← estimate dominant d-principal components of local distribution4
•Y = ZX5
for k ← 1 to d do6
• Yk = kth column of Y7
• Estimate empirical cdf, Fˆn(y)8
• isuniform = isuniform & Fˆn(y) KS(α)= Fd(y)9
end10
end11
return isuniform.12
3.3 Force Criterion
A drawback of the projection-based uniformity criterion is that while the dependence on the num-
ber of points in the test is accounted for by the Kolmogorov-Smirnov statistic, the dimensionality
on which the testing is performed is not directly factored in. Although the dimension plays a role
in defining the expected cumulative distribution function, the KS statistic does not explicitly ac-
count for the fact that in higher dimensional spaces we require more points to better approximate
the distribution. Consequently, the test treats point sets with different dimensionality equivalently.
This is not necessarily desirable. In this section, we develop a criterion that accounts for the di-
mensionality of the local distribution when making decisions about isotropy.
The force criterion [175], first introduced for segmentation of grayscale images, measures the
isotropy on a neighborhood by examining the magnitude of a weighted vector sum of points in
the neighborhood. An isotropic neighborhood is characterized by relatively “small” magnitudes
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(a) (b)
Figure 3.2: Examples of (a) isotropic and (b) anisotropic neighborhoods and the force vector com-
puted over them. Most real datasets are unlikely to have perfectly isotropic neighborhoods. There-
fore, it is important to design a criterion that assigns a degree of isotropy based on the magnitude
of the force. This is then be used by algorithms to identify clusters.
(Figure 3.2(a)) of the force criterion and an anisotropic neighborhood has “large” values (Figure
3.2(b)). These intuitions were formalized for image segmentation in [175]. However, the selec-
tion of cut-off values to determine isotropic and anisotropic neighborhoods was done in an ad hoc
manner. Here we generalize the force criterion for points distributed in Rd, and develop principled
methods for characterizing the isotropy of a neighborhood, while accounting for the uncertainty
introduced by the sample size and the dimension of the local neighborhood. In particular, we
model the expected behavior of the the force criterion in isotropic and anisotropic neighborhoods
to design a statistical testing approach to detect them.
Formally, given a set of points {~xi}ni=1, centered at a point ~y, and a weighting functionw(||.||2),
the force vector at ~y is computed as
~fn(~y) =
n∑
i=1
w(||~y − ~xi||) ∗ (~xi − ~y) (3.4)
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There are several possible choices for the weight function, w(||.||2). The only requirement is that
it is non-increasing [175]. We denote the magnitude of the force over the n-nearest neighbors
as fn(y) = ||~fn(y)||. Therefore, the set {fi}Ki=1 represents the magnitude of the force vector
computed over increasing neighborhood sizes. The force sign criterion examines the evolution
of the force magnitude over increasing neighborhood sizes. It is designed to detect regions of
continued increase in force magnitude, indicating anisotropy in the neighborhood. The force sum
criterion examines the magnitude of the force and determines if it is indicative of anisotropy,
given the local dimensionality of the space and the number of points used in the test. Both these
criteria generalize to arbitrary inner product spaces, where the similarity between a pair of points
defined using a positive definite kernel is equivalent to an inner product in some arbitrary feature
space [166].
3.3.1 Force Sign Criterion
We develop the force sign criterion, by modeling the expected behavior of the force magnitude
[175] in isotropic and anisotropic neighborhoods, and using a statistical testing approach to detect
them. A non-zero magnitude for the force vector indicates anisotropy in the distribution of points
in the neighborhood. If the magnitude continues to increase as we grow the neighborhood around
the point, it is symptomatic of a growing anisotropy in the local point distribution. The force vector
points in the direction of increasing point density. However, if the point distribution is isotropic
we expect the magnitude to fluctuate, as each consecutive point is visited. Figure 3.3(a) shows a
plot of the force vector for different neighborhood sizes around a point of interest. Notice how the
force fluctuates in a region of statistically isotropic point density. Additionally, once a skew in the
point distribution is detected, the force magnitude stops vacillating and shows a steady increase
(as indicated by the anisotropic region).
Given a set of points {~xi}ni=1, centered at a point ~y, the force vector, for the force sign criterion,
at ~y is computed as
~fn(~y) =
n∑
i=1
(~xi − ~y)
||(~xi − ~y)|| (3.5)
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(a) (b)
Figure 3.3: (a) Plot of the force criterion from Equation (3.4) over increasing neighborhood sizes.
(b) Plot of random variable si for an isotropic density region and an anisotropic density region.
It is important to note that the criterion considers the vector sum of unit vectors on a hyper-
sphere. It only considers the directional distribution of points, while ignoring the radial distri-
bution. Therefore, this test may be weaker than the uniformity test discussed previously. It is
possible to construct special cases where the radial distribution is as important as the directional
distribution in identifying isotropic and anisotropic neighborhoods. It is worth noting, however,
that the same arguments developed here can be applied to a criterion that considers weighted sums
of points within unit hyperspheres. This can be achieved by choosing an appropriate weighting
function w(||.||).
Given the set {fi}Ki=1 of force magnitudes computed over increasing neighborhood sizes, we
define a random variable si = sign(fi − fi−1). This represents the sign of the difference of force
magnitudes computed at two adjacent neighborhood sizes. In a region with isotropic point density
the distribution of si is uniform at its two possible values {−1, 1}. Here the force magnitude is as
likely to increase as it is to decrease. Any anisotropy in the neighborhood is incidental unless it is
statistically significant.
48
Formally, we propose the identification of isotropic neighborhoods as a detection problem.
H0 : {si}Ki=1 has zero median (3.6)
H1 : H0 is false (3.7)
We test for H0 and H1 using the sign test that this distribution has a zero median [181]. If
H0 is true it indicates an isotropic distribution of points in the given K-neighborhood. This test
is performed at a significance level α. Therefore, for increasing neighborhood sizes we perform
the sign test on the computed force magnitudes and return the first point of failure as the largest
neighborhood size over which the current point has a statistically isotropic local point distribution.
Additionally, the same test can be used to verify if a fixed neighborhood around a point is isotropic.
3.3.2 Force Sum Criterion
The force sum criterion characterizes the allowed variability in the magnitude of the force vector
given a neighborhood of a point. Since the neighborhood sizes vary with the number of neighbors
being considered, the points in each neighborhood are normalized to lie within a unit hypersphere,
before computing the criterion. The force vector represents the vector sum of all points within this
unit hypersphere. We examine the distribution of the magnitude of this force vector as a function
of the dimension of the neighborhood and the number of points being considered in the test. Given
a set of points {~xi}ni=1 centered at a point ~y, the force vector, for the force sum criterion, at ~y is
computed as
~fn(~y) =
n∑
i=1
(~xi − ~y)
max
j∈{1,n}
||( ~xj − ~y)|| (3.8)
We consider the points in this set as independent and identically distributed (i.i.d), according to
some arbitrary distribution function, with known mean and covariance. The force vector represents
their vector sum. In the one-dimensional case, the force represents the sum of the variables in the
set. Given a sufficient number of points, the central limit theorem [182] states that the distribution
of the sum of a set of i.i.d random variables with known mean and covariance converges to a
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normal distribution. Formally, given a sequence of i.i.d. random variables {xi}ni=1, distributed
with mean µ and covariance σ2, define their mean as
mn =
1
n
n∑
i=1
xi (3.9)
The central limit theorem states that as n→∞
√
n (mn − µ) D−→ N (0, σ2) (3.10)
Since the force is a sum of the random variables it implies
√
n
(
1
n
fn − µ
)
D−→ N (0, σ2) (3.11)
Our null hypothesis assumes that the distribution within the unit line segment is uniform and
centered at 0. This implies the mean of the distribution is zero and the variance is 1
12
. There-
fore, given the force we have a straightforward method to determine the degree of isotropy of the
neighborhood. However, we are interested in characterizing the isotropy of unit hyperspherical
neighborhoods of arbitrary dimensionality. Therefore, we utilize the multivariate generalization
of the central limit theorem [182] to derive our distribution. Given a set of n i.i.d, d-dimensional
random variables, ~x1, ~x2, ..., ~xn, distributed with mean ~µ and covariance Σd, let ~mn denote their
empirical mean. Then, the multivariate central limit theorem states that the distribution of the
sample average converges in distribution to an appropriately scaled, multivariate normal:
√
n( ~mn − ~µ) D−→ N (~0,Σd) (3.12)
Given the null hypothesis that the points are sampled from a uniform distribution in a unit-ball
in Rd, centered at the origin, the mean of this distribution is the zero vector. The covariance of this
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distribution is derived in Equations (3.13)-(3.22)1.
Σd = E[(X − ~µ)(X − ~µ)T ] (3.13)
= E[XXT ] (3.14)
Since the distribution is isotropic, it is easy to see that the off-diagonal elements are zero.
Therefore, we only need to compute the diagonal elements, which again by argument of isotropy
are equal.
d∑
i=1
X2i = r
2 (3.15)
E[X2i ] =
1
d
E[r2] (3.16)
=
c
d
∫ 1
0
rd−1r2dr (3.17)
=
c
d(d+ 2)
(3.18)
Since we are interested in a uniform probability density over a unit sphere, we compute the
constant c as
c
∫ 1
0
rd−1 dr = 1 (3.19)
c = d (3.20)
Substituting Equation (3.20) in Equation (3.18):
E[X2i ] =
1
d+ 2
(3.21)
Σd =
1
d+ 2
Id (3.22)
Here Id is the d-dimensional identity matrix. Therefore, the distribution of the vector sums of
points within a neighborhood can be approximated by a d-dimensional normal distribution with
1We acknowledge Prof. Mark Meckes’s (Case Western University) assistance in the derivation of the covariance.
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zero mean and covariance Σd. Revisiting the multidimensional central limit theorem
√
n
(
1
n
~fn
)
D−→ N (~0,Σd) (3.23)√
d+ 2
n
~fn
D−→ N (~0, Id) (3.24)
We define ~gn as
~gn =
√
d+ 2
n
~fn (3.25)
The variable ~gn has a distribution that can be approximated by the standard multivariate normal
distribution. However, to quantify the degree of isotropy we need to consider the magnitude of ~gn.
Examining the magnitude of ~gn enables utilization of the force criterion to measure anisotropy,
while accounting for the sample size and the local dimensionality of the distribution. Intuitively, a
larger magnitude of the force vector, and consequently ~g, is indicative of larger local anisotropy.
To capture this intuition, we design a criterion that is larger for more likely magnitudes of the
force vector, and grows smaller as magnitude of the force increases. Since ~gn, has a d-dimensional
standard normal distribution, its squared magnitude has a χ2-distribution with d degrees of free-
dom [182]. We use the area under the cumulative distribution function of this χ2-distribution to
characterize the degree of isotropy of a neighborhood. Our force sum based criterion function
returns the degree of isotropy of a d-dimensional neighborhood, with n points as
pisotropy(n) = 1− Fχ2(||~gn||2, d) (3.26)
The value of pisotropy(n) lies strictly between [0, 1]. The higher the value, the more isotropic is
the neighborhood. Therefore, pisotropy can be used as a measure for determining if a neighborhood
is acceptably isotropic.
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3.3.3 Force Criterion for Inner Product Spaces
There are many clustering scenarios, especially in computer vision, where the input to the clus-
tering algorithm is in the form of pairwise similarities between points. Consider the bag of words
model for representing images and videos. In many cases the user may design custom kernel func-
tions to express similarities between pairs of images or videos. Therefore, it is imperative that an
algorithm accepts similarities to be useful in more general clustering scenarios. Fortunately, the
force criterion can be rewritten to accommodate such inputs. Consider the pairwise similarities de-
fined using a positive definite kernel. These kernel functions are efficient representations of inner
products between some nonlinear feature mapping of the original inputs (e.g. images and videos).
Formally, given an input space X , and a mapping, Φ to an arbitrary inner product space H, the
positive definite kernel K represents the inner product between the mapped points inH:
K(x, x′) = Φ(x)TΦ(x′) (3.27)
This mapping enables the application of linear estimation methods in the feature space, and has
been successfully exploited for classification, regression and clustering tasks. Fortunately, the two
force-based criteria, derived in the previous sections, are only dependent on the magnitude of the
force. We show that this magnitude can be expressed purely in terms of the pairwise similarities
obtained by evaluating a kernel function. The force vector from Equation (3.8) is rewritten for the
feature space as
~fn(Φ(~y)) =
n∑
i=1
(Φ(~xi)− Φ(~y))
max
j∈{1,n}
||Φ( ~xj)− Φ(~y)|| (3.28)
Since we are only interested in the magnitude of the force, we examine
||~fn(Φ(~y))||2 = ~fn(Φ(~y))T~fn(Φ(~y)) (3.29)
53
Additionally, we can rewrite distances inH as
||Φ(~x)− Φ(~y)|| =
√
Φ(~x)TΦ(~x) + Φ(~y)TΦ(~y)− 2Φ(~x)TΦ(~y) (3.30)
=
√
K(x, x) +K(y, y)− 2K(x, y) (3.31)
We represent the reciprocal of the maximum distance within a neighborhood as
cmin(Φ(~y)) = min
j∈{1,n}
1
||Φ(~xj)− Φ(~y)|| (3.32)
= min
j∈{1,n}
1√K(xj, xj) +K(y, y)− 2K(xj, y) (3.33)
Substituting (3.33) and (3.28) in Equation (3.29) and simplifying, we get
||~fn(Φ(~y))||2 = c2min(Φ(~y))(n2K(y, y) +
n∑
i=1
n∑
j=1
K(xi, xj)− 2n
n∑
i=1
K(xi, y)) (3.34)
Similarly the magnitude of the force vector for the force sign criterion is derived as
||~fn(Φ(~y))||2 = K(y, y)
n∑
i=1
c2i +
n∑
i=1
n∑
j=1
cicjK(xi, xj)− 2n
n∑
i=1
ciK(xi, y) (3.35)
Where ci is the reciprocal of the distance between Φ(~y) and Φ(~xi) :
ci =
1
||Φ(~xi)− Φ(~y)|| (3.36)
All the terms in Equations (3.34) and (3.35) are in terms of pairwise similarities and the num-
ber of points in the neighborhood, obviating the need to know the actual feature mapping induced
by the kernel. It is interesting to note that if the original feature space is Euclidean and we adopt
the identity mapping, the force criterion can be expressed in terms of distances and dot products
in the original d-dimensional Euclidean space. Given the force magnitude, the rest of the anal-
ysis follows from that developed for the force sign and force sum criteria. Consequently, these
force-based criteria are applicable to a wider variety of clustering problems when compared to the
projection-based uniformity criterion. Algorithms that utilize these criteria for identifying over-
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lapping isotropic neighborhoods, and hence clusters, are developed in the next two chapters.
3.4 Dimensionality and Local Frame Estimation
One of the key insights in machine learning is that the data rarely occupies the native dimension-
ality of the space in which it is defined. Especially in high dimensional datasets, it is found to be
confined to a subspace of the original vector space. Therefore, it is imperative that the force-based
and uniformity-based tests developed here are applicable to subspaces and utilize the subspace in-
formation to tune the tests to make more informed decisions about isotropy. The projection-based
uniformity test for isotropy detection projects the points on a local subspace spanned by the prin-
cipal components before performing the goodness of fit tests. Similarly, the force sum criterion
requires the local dimension of the subspace, so that the force magnitude is appropriately scaled
(Equation (3.25)) and the right number of degrees of freedom are utilized in determining the degree
of isotropy (Equation (3.26)). We examined different dimensionality estimators based on correla-
tion dimension, nearest neighbors analysis and packing numbers [183]. The maximum likelihood
dimensionality estimator proposed in [184] is shown to have good asymptotic characteristics for
bias and variance. Additionally, the dimension estimation utilizes a spatial Poisson point process
model, which is consistent with our model of local isotropy. Given a set of points {~xi}ni=1, cen-
tered at ~x, let Tk(~x) denote the distance of the kth nearest neighbor of ~x. The maximum likelihood
estimate of intrinsic dimension is derived as [184]
mˆk(~x) =
[
1
k − 1
k−1∑
j=1
log
Tk(~x)
Tj(~x)
]−1
(3.37)
mˆ(~x) =
1
k2 − k1 + 1
k2∑
k=k1
mˆk(~x) (3.38)
Therefore, given k1 and k2, the intrinsic dimension of a local neighborhood is estimated and
utilized for isotropy testing. It is simple to see that since this estimation is only dependent on dis-
tances, it is easy to derive an analogous estimator for arbitrary inner product feature spaces. This
enables the use of the kernel force criterion for isotropy detection.
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In addition to dimension estimation, the projection-based uniformity test requires an estimation
of the local principal axes over a neighborhood containing k nearest neighbors, where k is directly
proportional to the intrinsic dimension. We use the snapshot method [16], which relates the princi-
pal components of the local scatter matrix (XXT ) to the eigenvectors of the inner product matrix
(XTX). We empirically found that a neighborhood size of ten to twenty times d nearest neighbors
gives reasonable estimates of the d-dimensional subspace basis using the snapshot method.
In this chapter we have developed three criteria for uniformity and isotropy testing. The force-
based criteria are generalized for arbitrary inner product spaces, which expands their applicability
to a wider variety of clustering scenarios, especially in computer vision applications. In the next
two chapters we describe the utilization of these criteria for designing different isotropy based
clustering algorithms.
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CHAPTER 4
ISOTROPY BASED CONNECTED COMPONENTS
CLUSTERING
We begin with a simple model of a cluster. We first develop methods for detecting clusters defined
by uniformly distributed points in a D-dimensional space. A cluster may have the dimensionality
D of the ambient space, or it may occupy a lower, d-dimensional subspace. The volume occupied
by the cluster may have an arbitrary shape, but the points within it have an unknown, uniform
density. We identify uniform neighborhoods by determining whether the neighborhood of a point
is characterized by a uniformly dense point placement, verified by one of the criteria developed in
the previous chapter, in any d-dimensional, linear subspace, d ≤ D. If so, we group sets of con-
tiguous points, with the same density and within the same subspace, into clusters. Philosophically,
this is similar to density-based clustering approaches. Both seek to identify salient point distri-
butions, defined by some criterion, and group overlapping neighborhoods into clusters. However,
density-based methods require the user to be prescient about an acceptable density that makes a
point distribution salient. This is not the case in our isotropy based approach. The main advan-
tages of isotropy based clustering over most existing density-based methods are as follows. First,
the notion of density uniformity or isotropy is independent of the actual density value of the lo-
cal neighborhood. As a model for a cluster interior, it is more universal than selecting a density
threshold and allows the detection of multiscale clusters. Second, most density-based algorithms
require the user to specify certain input parameters whose values are critical to the performance
but require familiarity with the data being analyzed. The clustering performance of the isotropy
based approach is stable with respect to the two input parameters the user needs to provide. While
the model adopted is for clusters with uniform point placement density, the uniformity criterion
also enables detection of non-overlapping clusters with smoothly varying density. This is possible
because of the local nature of the uniformity testing, which is resilient to small density gradients,
and its independence of the actual density of the neighborhood.
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We adopt the following local-uniformity based model of a cluster. (1) A cluster is a set of
contiguous points having similar local structures, defined by the point density, which is in contrast
with the structures in its immediate surroundings. (2) There are several possible definitions of
structure within a cluster boundary, e.g. piecewise constant density, piecewise linear density, etc.
Here we are only concerned with the resolution of clusters with piecewise constant density, i.e. the
distribution of point locations in a neighborhood is uniform. (3) These clusters are unrestricted in
their shapes, sizes and relative densities. (4) We identify two roles played by points belonging to a
cluster. Points which exhibit local homogeneity of point density, characterized by locally uniform
point distributions, are labeled interior. Border points are themselves members of such uniform
neighborhoods, but neighborhoods centered on them are non-uniform. (5) Thus the border of a
cluster is characterized by discontinuity in the spatial point density function across it. (6) In high
dimensional datasets, e.g. 256-dimensional USPS digits, these clusters may exist in lower dimen-
sional subspaces of the original space. Our definitions of interior and border points hold for these
subspace clusters, with uniformity of neighborhoods defined in an appropriate lower dimensional,
locally linear subspace. (7) We utilize multivariate uniformity testing to identify interior and bor-
der points in these locally linear neighborhoods.
Therefore, a simple approach is to detect these locally isotropic neighborhoods at an input level
of significance, and merge them into clusters. This is equivalent to a connected components algo-
rithm defined on interior points. This approach enables the detection of high-quality atomic cluster
units (Section 4.1). However, this does not eliminate the possibility of more salient clusters emerg-
ing from the agglomeration of some or many of these units. Therefore, once detected, the clusters
are associated with a mean internal density computed over the isotropic neighborhoods. When
two clusters are considered for merger, the saliency of their boundary is determined by the density
difference across it, relative to the internal density of the clusters. This defines the persistence of
the cluster boundary. Clusters are merged in increasing magnitude of persistence to arrange the
clusters in a density hierarchy (Section 4.2). In Section 4.3, we develop an alternative algorithm
for generating a cluster tree. Instead of a predefined level of significance for the isotropy test, we
use the degree of isotropy as an activator to decide when points enter the clustering hierarchy. We
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end this chapter with a discussion of the limitations of these local isotropy based approaches.
4.1 Local Isotropy Based Connected Components Clustering
The isotropy based connected components clustering method (Algorithm 2) has three main compo-
nents. First, given the input neighborhood size (scale) K, and level of significance of the isotropy
test α, for each point we classify it as interior or border based on the isotropy of their respective
neighborhoods. Interior points have statistically isotropic neighborhoods, whereas border points
are characterized by a skewed distribution of points. Second, each interior point is associated with
a “core” neighborhood, which is the maximum neighborhood size (≤ K) around the interior point
such that no border point is contained within it. Interior points with overlapping “core” neigh-
borhoods are grouped into cluster cores. This amounts to a connected components labeling. The
output of this stage is a set of labeled cluster cores. Third, border points are assigned to the cluster
cores by iterative growing of cluster cores. The output of this algorithm is a (K,α)-isotropy based
clustering of the data.
We first introduce a fixed-scale algorithm for detecting interior and border points. The inputs to
the algorithm are the initial bandwidth K and the significance level α over which statistical testing
for isotropy is to be performed. Interior and border points are identified and integrated into clusters
using a connected components algorithm. There are two major parts to the connected components
algorithm. First, we determine the dimensionality of the point distribution in the vicinity of a given
point. This determines whether in the vicinity of a point the cluster is confined to a linear subspace
of the multidimensional parent space of the data. Second, we apply an isotropy test for whether
the spatial distribution in the neighborhood of a given point is isotropic in its (sub)space. We use
this test to differentiate between interior and border points. We group contiguous interior points to
identify cores of the clusters. We show these steps for datasets introduced in Chapter 1, in Figure
4.1.
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Algorithm 2: Fixed-Scale Isotropy Based Connected Components Clustering
Input : X ← {~xi}ni=1, scale K and significance level of the test α
Output: clusterLabels
begin1
for i← 1 to n do2
• Yi← NearestNeighbors(~xi, K)3
• isborder(i)← IsotropyTest(Yi, α)4
• clusterLabel(i)← i5
end6
for i← 1 to n do7
• bi← FindIndexOfFirstBorderPoint(Yi, isborder)8
• for j ← 1 to bi − 1 do9
• merge-clusters(clusterLabel(i), clusterLabel(Yi(j)))10
end11
end12
// Find unique cluster labels13
uniqueLabels← FindUnique(clusterLabels)14
borderIndex← FindBorderPointIndices(isborder)15
Q← InitializePriorityQueue();16
for l← 1 to length(uniqueLabels) do17
• Zl ← {~xi : clusterLabels(i) = uniqueLabels(l)}18
• (Il, distancel)← FindNearestBorderPoint(X, boderIndex, Zl)19
• Q← AddToPriorityQueue(l,Il,distancel)20
end21
while |Q| > 0 do22
• (l,Il)← First(Q)23
• clusterLabels(Il)← uniqueLabels(l)24
• Add Il to Zl25
• Remove Il from borderIndex26
• (Il, distancel)← FindNearestBorderPoint(X, boderIndex, Zl)27
• if NotEmpty(Il) then28
• Q← AddToPriorityQueue(l,Il,distancel)29
end30
end31
end32
return clusterLabels33
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Figure 4.1: In this figure we show the various steps in our fixed-scale connected components clus-
tering process. The first column shows the isotropy values computed using Equation (3.26). The
second column shows the interior points detected for different clusters in blue and border points
in black. The third column shows the resulting clustering obtained using connected components
analysis.
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The cluster membership of border points is determined by determining the cluster core they
are adjacent to. There are multiple strategies for assignment of border points to cluster cores. One
strategy involves core growing by iteratively absorbing border points next closest to a cluster core.
This is equivalent to growing a minimum spanning tree with the cluster cores as roots and links
formed only between a pair of unlabeled and labeled points. The second strategy involves voting.
Each interior point identifies each border point in its K-neighborhood by the label of its core clus-
ter. The border points accumulate border votes, one from each interior point whose neighborhood
they belong to along with the core cluster label of the voting interior point. The border point is then
assigned to the interior point with maximum votes. The algorithm is simple to implement. The
computational complexity is dominated by the k-nearest neighbor querying. Brute force search
renders the complexity to O(n2). However, more efficient search strategies using kd-trees and R-
Trees, can bring this down to O(nlogn), similar to density-based clustering approaches.
4.1.1 Scale Selection
Figure 4.2: Interior points (e.g I) have neighborhoods that have isotropic point distribution. Border
points (e.g B) have a skewed distribution of points in their neighborhood. While over a small neigh-
borhood (continuous line) a point X is identified as interior, over a larger neighborhood (dashed
line) it is identified as border. For a small enough neighborhood, even B might be classified as
interior, thus highlighting the importance of scale in our analysis
It is quickly apparent that the scale at which the uniformity testing is performed plays an impor-
tant role in the clustering process. In Figure 4.2, we show how at two different scales point X can
play two different roles. If the scale selected is too small, the number of points is too few to make
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a decision with sufficient confidence. If the scale selected is too large, our assumptions of local
linearity and local isotropy may be violated. Therefore, we propose an automatic scale selection
criterion based on a notion of self-similarity of point distributions in neighborhoods with isotropic
point densities. Our solution is to start with a small enough K and progressively grow neigh-
borhoods over which the cdf’s of the (axial) point distributions stay similar (in the Kolmogorov-
Smirnov sense).
Formally, let FK(i) = {F 1K(i), ..., F dK(i)}, be the vector of cdf’s of axial distributions of a K
neighborhood of a point xi, along di principal directions. The neighborhood is scaled to a di di-
mension unit-hypersphere before estimation of cdf’s. We take FKinitial(i) to be our true distribution
against which the similarities of normalized distributions over larger neighborhoods are compared.
Kinitial is chosen to be a small enough value (in our experiments 25). We now grow neighborhoods
(by δ) and check the condition:
FKinitial+δ(i)
KS(αs)
= FKinitial(i) (4.1)
Where the equality is in the Kolmogorov-Smirnov goodness of fit sense (at a level αs). We stop
the neighborhood growth as soon as the equality is violated. The last neighborhood size at which
the KS test is a success, Ks(i) = Kinitial + δmax(i), is selected as the scale of analysis for the
uniformity test. This enables us to select a large enough neighborhood with an axial distribution
that is faithful to the original local point distribution. Empirically, we found this scale selection
criterion to work well with a variety of synthetic and real datasets for αs = 0.05. Once the scale
is selected, the test for multivariate isotropy is performed at a significance level α, specified by the
user. Therefore, the isotropy based clustering algorithm can be performed either at a fixed scale or
alternatively at a variable scale that is identified by self-similarity of local neighborhoods.
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4.1.2 Analysis and Characterization of Parameters
We present results on artificial data to demonstrate the effectiveness of the algorithm on data with
clusters of arbitrary shapes, sizes and densities. Evaluation on real datasets is reported in Chapter
6. We generated one- to three-dimensional point patterns and embedded them in a ten-dimensional
space. The output of the clustering (projected into three-dimensional space) for one such point pat-
tern (Figure 4.3(a)) is shown in Figure 4.3(b). Additionally, we tested the algorithm’s performance
on clusters of up to fifteen dimensions. We also tested its sensitivity to inter-cluster separation and
relative density (Figure 4.3(d)). The latter case is interesting because both model-based methods
(e.g. k-means) and density-based methods (DBSCAN) fail under these conditions. This is because
a purely density-based definition of interior and border points as used by DBSCAN makes it dif-
ficult to choose fixed-density parameters that resolve clusters of arbitrary density. Our definition
of interior and border points is independent of the exact value of cluster density. Our experiments
demonstrate the algorithm’s ability to differentiate between clusters of different dimensionality,
shapes and densities in the presence of noise and outliers.
We used synthetic datasets to characterize the performance of the algorithm with varying (1)
inter-cluster separation, (2) density differences between proximal clusters, (3) cluster shape and
intrinsic dimensionality and (4) fraction of outliers. We also studied the effect of (5) the param-
eter (α) on the clustering performance. There are several cluster validation methods defined in
the literature. For the results reported in this section, we work with data for which the labeling is
known, and utilize cluster purity to report results. For each cluster detected, we check the number
of unique “ground-truth” labels present. Next we determine the label class with maximum repre-
sentation within each cluster. The remaining points in the cluster are identified as being wrongly
clustered. The total clustering error is the percentage of points in the dataset that are assigned to
the wrong cluster.
Robustness to inter-cluster separation
Since we evaluate the isotropy of d-dimensional hyperspherical neighborhoods and use these
neighborhoods in the cluster aggregation process, we expect neighborhoods of points from adja-
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(a) Input data (b) α =0.05,K=50 (c) k-means with k=5
(d) α =0.05,K=50 (e) α =0.05,K=50 (f) α =0.05,K=50
Figure 4.3: Clustering results on artificial datasets. (a)-(c) Comparison of our performance against
k-means. (d)-(f) Results on datasets with uniform density clusters of different shapes, sizes and
relative density.
cent clusters to overlap. We expect the performance of our clustering to depend on the inter-cluster
separation of two clusters of near-identical point placement density. We studied the accuracy of
our clustering as a function of inter-cluster distance between two uniformly dense d-dimensional
unit hypercube clusters. Cluster labeling accuracy curves for different d values are shown in Figure
4.4(a). We tested with the same number of points forming clusters irrespective of d, scaling cluster
sizes to ensure uniform sampling across dimensions. As the dimension increases, the clusters get
more sparse and the chances of finding points from the adjacent cluster in their Kinitial neigh-
borhoods increases. This explains the slight dimensional dependence of the algorithm’s ability to
resolve two proximal clusters.
Robustness to relative density of clusters
Unlike other nonparametric algorithms such as DBSCAN [84], our definition of interior and border
points is independent of the actual density of a neighborhood. Border points have anisotropic point
densities in their immediate surroundings.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.4: (a) Variation of cluster labeling accuracy with increasing inter-cluster distance for
different dimensional datasets. (b) Variation of labeling accuracy with relative density of two
adjacent clusters for different dimensional datasets. (c) Clustering result for dataset with clusters
of different shapes and intrinsic dimension (1 to 3) placed in proximity. (d) Invariance to cluster
shape. (e) We placed the swiss roll data in a cube populated with outliers uniformly distributed
within the cube. (f) The graceful degradation of clustering accuracy with increasing number of
outliers.
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Therefore it is important we characterize the density difference at which border neighborhoods
become anisotropic. Two uniformly dense d-dimensional unit hypercube clusters were placed
adjacent. The density of one cluster was kept constant at 3000 points/unit vol. The density of the
second was varied from 500 points/unit vol to 30000 points/unit vol. Cluster labeling accuracy as
a function of relative density (on a log scale), for different dimension clusters, is shown in Figure
4.4(b). The curves demonstrate that as the dimension increases, the sensitivity of our algorithm
drops. Data points are more sparse in their ambient space, increasing ambiguity at the border of the
two clusters. This explains the more gradual increase in accuracy with increasing dimensionality.
In our experiments, we found that density difference of 4x or greater, at α = 0.01, resulted in the
detection of anisotropic neighborhoods at border points.
Robustness to cluster shape
We tested robustness to cluster shape by placing clusters of different intrinsic dimension and shape
(concave/convex) in proximity. Figure 4.4(c) show the clustering is independent of the shape of
the cluster. A series of experiments with two proximal clusters of varying degrees of concavity
and convexity (see Figure 4.4(d)) was also conducted. Clustering errors were observed for a corner
with high convexity. Points near the corner were identified as border and owing to their proximity
to the larger cluster, some of them were allocated wrongly. No errors were observed in other
cases. This independence is primarily because our notion of cluster is dependent only on local
point distributions and is agnostic to the shape of the cluster.
Robustness to noise
We studied the performance of the algorithm in the presence of noise. Figure 4.4(e) shows a sample
clustering. Figure 4.4(f) shows cluster-labeling accuracy as a function of the fraction of outliers,
for swiss roll data embedded in random three-dimensional noise. There is a graceful degradation
of performance with increasing number of noise points. Even with 50% of the data as noise we ob-
tain a good clustering of the data (98% accuracy). The algorithm is able to resolve the cluster from
the noise primarily owing to our definition of interior and border points. Outliers near the swiss
roll are always detected as border points because there is a sudden change in point distribution near
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the swiss roll. The swiss roll interior points continue to remain interior because uniformity testing
is done in two-dimensional locally linear neighborhoods. Therefore, noise points have little effect
on their clustering.
Finally, we characterized the effect of the two parameters our algorithm needs. The parameter
Kinitial determines the initial spatial scale. We varied it between 25 to 40 nearest neighbors without
significant change in the output of clustering for different dimensional datasets. The α parameter
has a more significant effect. A higher value of α implies a greater level of significance and to
a “stricter” criterion for isotropy. We observed that higher α implies a higher sensitivity to non-
isotropic neighborhoods. Therefore, the two clusters get separated for smaller inter-cluster distance
and relative density. However, higher α is also correlated with increased fragmentation of clusters.
Therefore, there is a tradeoff between sensitivity and fragmentation of data with varying α. The
parameter αs is kept at 0.05 for all experiments regardless of dimensionality. This strict criterion
is necessary to ensure the self-similarity of point distributions over neighborhoods.
4.2 Density Persistence-Based Clustering Tree
Isotropy based clustering imposes a constant density model for identification of clusters. These
clusters are characterized by density discontinuities at their border points. The density contrast
at the boundary is greater than the variation of density within the cluster. The density contrast
measured relative to the internal density of the cluster characterizes the persistence of the cluster
boundary. Some clusters may share boundaries with one another. Grouping them produces clusters
with at least as much internal variation as their constituents. If the grouping is done in increas-
ing order of persistence, at each merger the resulting cluster has greater density contrast than its
constituents. The resulting arrangements of clusters results in a hierarchical clustering tree, char-
acterized by clusters with decreasing saliency as we traverse the tree from root to leaves. We call
this the density persistence-based clustering tree.
Once the clusters are identified by the isotropy based clustering algorithm, we characterize
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each cluster by its mean density. The density at each point is computed as the K times the in-
verse of the volume occupied by its K-nearest neighbors in d-dimensional hypersphere defined
at the point. Kernel density estimates, with an alternative smoothing kernel, of the probability
distribution function may also be used.
ti =
K
pi
d
2
Γ(d+ 1
2
)
T dK(~xi)
(4.2)
tˆk =
1
nk
∑
i∈cluster k
ti (4.3)
We identify a cluster pair for merger if a subset of points from each cluster has overlapping
neighborhoods with points in the other cluster. This subset of points for a cluster pair k1, k2, is
identified by the set of indices Mk1,k2 . The density at the boundary is computed as the mean of the
densities at these points:
sk1,k2 =
1
|Mk1,k2|
∑
i∈Mk1,k2
ti (4.4)
We define persistence as the density contrast at the border relative to the density of the denser
cluster. Mathematically it is defined as
pk1,k2 =
min(tˆk1 , tˆk2)− sk1,k2
min(tˆk1 , tˆk2)
(4.5)
The output clusters of the isotropy based clustering algorithm form the leaves of the clustering
tree. The first pair of nodes merged is the pair of clusters with a boundary of lowest persistence.
After each merger, the persistence of the new cluster with the remaining clusters is computed and
the process is repeated, until we arrive at the root node. It is important to note that merger is
only allowed between clusters with overlapping neighborhoods. Therefore, the root node does not
necessarily have two children. This output in terms of a persistence tree offers an analyst additional
insight into all the structures present in data.
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4.3 Isotropy Based Clustering Tree
The isotropy based partitioning algorithm relies on the user to supply a neighborhood size and
level of significance α to identify interior and border points. However, α only serves as a threshold
that classifies points into two categories. If the goal of the algorithm is to generate a clustering
hierarchy, this threshold need not be used. Instead isotropy can be used as a guide to decide which
points are eligible to be part of the hierarchy at any stage. Points with higher isotropy are more
likely to belong to cluster interiors and, therefore, will be eligible to be part of the cluster hierarchy
earlier than points on the border. This suggests an approach to generating an isotropy based cluster
hierarchy.
The isotropy based clustering tree is generated as follows. Given a set of points {~xi}ni=1, and
neighborhood size K, (1) compute the degree of isotropy for each point using one of the criteria
described in Chapter 3. (2) Sort the points in descending order of degree of isotropy. (3) Activate
the point with the next highest degree of isotropy. (4) If two activated points are in each other’s
K-neighborhoods merge them into a cluster. (5) Repeat (3)-(4) until all points are included in the
hierarchy.
This algorithm is similar in philosophy to the approach advocated by Wishart [4]. Here isotropy
is used as an activating factor instead of density. The advantage of using isotropy over density as
an activator is that multiscale clusters can be identified without any additional heuristics. The
resulting arrangement of points in a clustering tree is called the isotropy based clustering tree.
4.4 Limitations of Local Isotropy Based Approach
The local isotropy based clustering algorithm for labeling interior and border points works well
for clusters with a locally uniform point distribution and modal clusters without significant over-
lap. This algorithm is severely limited when dealing with modal clusters with some overlap. The
connected components analysis may result in leakage of cluster labels across true cluster bound-
aries (Figure 4.5). Additionally, selecting a single α, while more intuitive than selecting a density
70
Figure 4.5: Figure shows the failure cases for the local isotropy based connected components
clustering algorithm. In some cases, e.g. the first row, the analyst may set the α parameter too low
to detect cluster structure. In others, e.g. the second row, the underlying cluster structure cannot
be detected regardless of α. As in the case of overlapping Gaussian clusters, the density skew at
the boundaries varies slow enough for our criteria not to detect it reliably.
threshold, still does not guarantee cluster detection in cases where the clusters are severely skewed.
The selection of an appropriate α for a dataset may involve some tuning on the user’s behalf, as
we will see in our experiments on datasets in Chapter 6. However, in such scenarios where there
is uncertainty in the selection of an appropriate α, the isotropy based tree may be a more natural
solution to cluster detection. The main drawback is that although our definition of what consti-
tutes a cluster provides a more intuitive parameter for an analyst to set, it still is dependent on the
analyst setting reasonable values to be effective. As the failure cases in Figure 4.5 show, some-
times regardless of intuition, the detection of some cluster structures is severely limited by our
interior-border detection approach to clustering.
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CHAPTER 5
ISOTROPY BASED INFLUENCE SHIFT
CLUSTERING
Isotropy based clustering methods that rely on identification of interior and border points utilize
overlapping isotropic density neighborhoods over interior points to detect clusters. However, as
shown in Section 4.4, this makes the approach limited in the type of clusters it can detect. In
particular, the conditions for detecting a cluster require that if a density gradient is present within
the cluster, it must be statistically small enough not to violate the isotropy criterion. Similarly,
the density gradients at boundaries cannot vary too slowly to be detected by the isotropy tests.
However, in many datasets density gradients are common within clusters, and density gradients at
boundary junctions may vary slowly. Therefore, a user-supplied isotropy parameter may prevent
the clustering algorithm from detecting all structures present in data. In this chapter we develop
methods that rely on detection of isotropic density neighborhoods, but utilize a smarter method for
integrating these detected neighborhoods into clusters.
A cluster is viewed as a set of contiguous points having similar local point structures, defined
by the point density, which are in contrast with their immediate surroundings. We allow clusters
defined by a variety of global density-based criteria. (1) A cluster may consist of uniformly dis-
tributed points (having constant point density), or it may be characterized by a uniform density
gradient, or it may be uniform in higher order derivatives of the density. (2) The gradient may be
uniform along an open curve, giving rise to a uniform cluster. Alternately, an iso-density curve
may be a closed contour in which case the cluster is modal, with a point of density extremum, sur-
rounded by a succession of iso-contours with monotonically changing density. (3) A cluster may
be of the same dimensionality as the underlying point pattern, or it may be confined to a subspace.
(4) The defining criteria from (1) above and other properties such as sizes, shapes and densities are
unknown.
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The basic idea of the proposed approach is to use the isotropy criteria developed in Chapter 3
as a controlling factor in determining how individual points relate to others in their neighborhood.
The degree of isotropy of a neighborhood is used to weight the likelihood of points within that
neighborhood belonging to the same cluster. A weighted vector voting framework is developed to
extract patterns of affinities between points in the dataset. The vector-votes are designed to move
points from cluster boundaries to the interior of clusters. We develop algorithms that extract the
connected components by letting each cluster implode to a dense core in its interior, thus resulting
in as many well-separated and uniquely labeled cores as the number of clusters. This is done by
gradually moving each point within each cluster towards its core, by identifying a shift vector as-
sociated with the point which is directed towards the cluster core.
There are two major stages of our approach: (1) detection of isotropic neighborhoods followed
by shift vector computation and (2) shift graph computation and analysis to produce clustering.
The isotropic density neighborhood around a point defines the neighborhood over which the
point has influence. Each point casts vector votes over its isotropic density neighborhood to influ-
ence other points in the neighborhood to shift towards it. Each point accumulates votes from points
that find it in their respective isotropic density neighborhoods. The set of points that find a point in
their isotropic density neighborhoods is called the influence neighborhood of a point. Consider the
votes accumulated at a point. The isotropic density requirement discourages votes across density
discontinuities. Therefore, a point can reasonably expect more votes to come from the cluster to
which it belongs than from other clusters. Points in the cluster interior are more numerous and
have relatively larger influence neighborhoods when compared to points near cluster boundaries.
Consequently, the cumulative influence of interior points shifts points in the direction of the cluster
interior. This is in contrast with methods such as mean shift where the local shift is determined
by the local evidence only. We accumulate evidence from relevant nearest neighbors to decide the
shift at a point.
As discussed in Chapter 2, the works of Fukunaga and Hostetler [38] and Koontz et al. [3] are
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early examples of clustering algorithms based on computing local density gradients. More recently
methods based on computing a shift vector based on mean [97], medoid [96] or median [114] of
a point neighborhood have been proposed. The key idea is to compute a point or exemplar along
the density gradient to which a point is shifted. Their advantages are that they are unrestricted in
the shapes of the clusters and also automatically determine the number of clusters. The medoid
shift algorithm can also be applied to cases where only the distances or similarities between data
are available. However, only adaptive bandwidth mean shift [105] addresses the problem of scale
selection. Adaptive scales at individual points are computed using a pilot kernel density estimate
obtained at a fixed scale K. The final clustering is shown to be sensitive to this value of the initial
bandwidth (see Figure 5.1 and Section 6.2.6). We differ from these methods in how we compute
our shift vectors. These algorithms move points along the density gradient towards the mode.
However, they are not always sensitive to other types of local density disparities that may exist
in the data, e.g. a density step. This is because they rely on decisions that are local to a point
neighborhood. In contrast, we rely on evidence accumulation from relevant adjacent neighbors to
decide the local shift. Additionally, mean shift-like methods are also likely to fail for clusters with
uniform point distribution as a unique density mode is unlikely to exist. They return an overseg-
mented result for such clusters. In contrast, we model the isotropy of point distributions in local
neighborhoods. We are sensitive to relevant density changes, e.g. cluster boundaries, density steps,
and density gradients, while ignoring incidental density disparities that may arise due to sampling,
e.g. points in a uniform cluster. Subsequently, we use these detected density isotropic regions
to determine a valid neighborhood over which each point influences its neighbors to shift in its
direction.
Once the shift vectors are computed, we utilize them to define a shift graph with points as nodes
and the shift vector determining the connectivity between nodes. We develop several different ap-
proaches to analyzing the shift graph. These approaches vary from simple rules for connecting
points based on their relative position with respect to the direction of the shift vector, to spectral
analysis of the affinity matrix defined by similarity between shift neighborhoods of points. We
show the qualitative merits of our approach on artificial datasets in Section 5.4.5. We perform
thorough quantitative analysis of our methods on real datasets in Chapter 6.
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(a) (b)
Figure 5.1: The mean shift output is dependent on the setting of the pilot bandwidth for density es-
timation. (a) Cluster boundaries are not respected as two overlapping density clusters are merged.
(b) If the pilot bandwidth is small, the clustering returns an overfragmented output.
Spectral approaches [137], [121], [122] involve the analysis of the graph Laplacian to obtain
an embedding using its eigenvectors. Following this, regular k-means clustering or thresholding is
applied to the embedded points to obtain a final clustering. Ng et al. [122] propose analyzing the
symmetric, normalized graph Laplacian to obtain an embedding. Zelnik-Manor and Perona [137]
address the problems of scale selection and automatic determination of the number of clusters for
spectral clustering. The key advantage of these approaches lies in their ability to model clusters
of unrestricted shapes in any subspace of the original space. However, Nadler and Galun [138]
construct several failure cases of such approaches, including the self-tuning spectral clustering al-
gorithm. In particular, they identify problems with the scale selection parameter when there is a
significant difference in density between adjacent clusters of different sizes. In Section 6.2.6, we
show that the scale parameter has a significant effect on the final clustering produced. Addition-
ally, these algorithms are sensitive to outliers in the dataset. We show that instead of utilizing the
k-nearest neighbors or scaled mutual neighborhood criterion, affinity matrices defined using shift
neighborhoods used in conjunction with spectral methods, produce significantly better clusters.
Our approach may be viewed as spectral clustering using an alternative graph construction tech-
nique.
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As with the isotropy based clustering methods, the partitioning serves as the starting point for
generating the cluster tree hierarchy. The cluster saliency measure emerges as a by-product of our
cluster detection process. The accumulated scalar votes at each point are indicative of how interior
a point is within a cluster. Points on the border receive fewer votes than points on the interior.
Consequently, the contrast across a cluster border relative to the maximum vote within a cluster
is indicative of the saliency of the cluster boundary. A simple agglomerative approach to merging
clusters, based on this measure of cluster saliency, is used to generate the clustering hierarchy
(Section 5.5).
5.1 Approach
We start by discussing our approach for generating high-quality, meaningful partitions of the point
set before generating hierarchies. Our proposed approach is an extension of the concept of the
force transform introduced in [175] for image analysis to point sets in Rd. The force transform
produces a vector at each pixel, which represents the direction and magnitude of attraction experi-
enced by the pixel from the rest of the image [175]. Region borders are identified as adjacent points
with divergent vectors, whereas region skeletons are identified as adjacent points with convergent
vectors. These vectors are computed at a set of spatial and image intensity scales, which are then
used to produce a hierarchical image segmentation. Here our goal is to label points belonging to
the cluster interior and border analogous to pixel labeling in image regions.
There are two major parts to our approach. The first part has to do with the detection of density
isotropic neighborhoods and computation of shift vectors. We use the tests developed in Chapter
3 to determine if the neighborhood has isotropic point distribution in it. The second part has to
do with labeling connected components formed by overlapping density isotropic neighborhoods.
This is made more complex than it may appear by the possibility of false detection or false re-
jection of a isotropic neighborhood, which may lead to cluster splits, e.g. in the neck area of a
cluster, or cluster merges, e.g. in locally isotropic appearing neighborhoods between two distinct
clusters. Although post-processing could be performed to detect and correct such errors, we have
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developed a formulation which avoids the need for such post-processing by posing the problem
as one of robust signal detection amidst noise in the first place. The signal here is the connected
neighborhoods and the noise is deviations from density isotropy. We achieve this by iteratively
and gradually shifting each point towards its cluster interior. This itself is done in two steps: by
computing the local direction for shift, i.e., towards cluster interior, and then identifying the cluster
(core) from these shift vectors.
The following sections describe how we formulate each of these steps.
5.2 Shift Vector Computation
Detection of isotropic density neighborhoods is fundamental to the computation of shift vectors.
Given a set of points {~xi}ni=1 and a level of significance for isotropy testing α, we start by finding
the largest neighborhood around each point such that its point density is isotropic. We achieve
this by incremental neighborhood growth, performing the isotropy test at each increasing neigh-
borhood size and identifying the first point of failure. The neighborhood is then scaled back to the
last point of success and this neighborhood size is returned as the largest neighborhood size over
which the local point distribution is statistically isotropic. Let Ki denote a set of indices of points
in the isotropic density neighborhood of a point i. We now use this for computing shift vectors for
cluster detection.
Let Ji denote the set of indices of points for which ~xi appears within their respective neigh-
borhoods of isotropy. This set is termed the influence neighborhood of a point. It is reasonable
for each point in Ji to assume that ~xi shares its cluster label. However, it is also possible that
for some ~xi, Ji has points from adjacent clusters, e.g., consider the case of points at the cluster
boundary between two overlapping Gaussians. Therefore, we develop an approach where points
in Ji compete for ownership of ~xi. The influence shift vector is the outcome of this competition
(Figure 5.2). Given Ji the influence shift vector at a point is computed as
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Figure 5.2: The black points find the red point in their isotropic neighborhoods. Therefore the
black points constitute the influence neighborhood of the red point. The influence shift vector is
computed as a vector sum of their respective weighted influence votes.
~ai =
∑
j∈Ji
w( ~xj, ~xi) ∗ ( ~xj − ~xi)|| ~xj − ~xi|| (5.1)
In addition, we also store the scalar value of the vote at a point. This is useful for indicating
how central a point is for its cluster. Points in the center of the cluster are seen in the influence
neighborhoods of a greater number of points, when compared to points on the cluster border. This
scalar vote is computed as
vi =
∑
j∈Ji
w( ~xj, ~xi) (5.2)
Herew( ~xj, ~xi) is a weighting function that determines the influence point ~xj has on ~xi. Sample
functions include distance-based non-increasing weighting functions. We have also experimented
with weighting functions that are equal to the degree of isotropy of the neighborhood around ~xj
just when ~xi is added to it. Consequently, if the addition of ~xi decreases the isotropy of the neigh-
borhood, the influence of ~xj on it is reduced.
It is important to recognize the difference between the force vector ~f and the influence shift
vector ~a. The force vector, similar to the mean shift vector, points in the direction of the density
gradient in the local neighborhood, as it is a purely local measure. In contrast, the influence
shift vector, ~a, points in the direction of greatest agreement with local neighborhood properties.
This is important in our model of clustering as we seek to integrate neighborhoods with similar
density properties while being sensitive to density discontinuities. Figures 5.3(d) and 5.3(e) further
emphasize the advantages of our approach.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.3: Given two clusters with a density step between them, we show (a) isotropic density
neighborhoods for points a′ and b′, to which points a and b belong. (b) However, the region for
a′ containing b is anisotropic. Therefore, a′ does not belong to the influence neighborhood of
b. Similar reasoning holds for a and b′. (c) We show the sets Ja and Jb that contain a and b
respectively in their influence neighborhoods. The shift is computed as a vector sum of influences
of points in J . (d) Shift vectors computed for the entire point set. Notice the shift vectors diverging
at the cluster boundary and converging at the center. (e) Mean shift vectors for the same point set.
They do not respect the density step between clusters and are arbitrarily oriented in the cluster
interior. This results in cluster fragmentation. (f) Clustering obtained by the random walk-based
shift algorithm.
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Removing Outliers: One of the advantages of using isotropic neighborhoods to determine the
shift vectors at points is that we can identify outliers as points which do not lie in the isotropic
neighborhoods of any other point in the dataset. Consequently, the influence shift vector and the
scalar influence vote at the outliers are zero and they cannot be directly associated with any cluster
using the algorithms developed in the sections that follow. However, we leave it to the analyst to
decide what to do with the outliers. The analyst may choose to discard them or assign them to their
nearest cluster using the core growing algorithm from Section 4.1.
5.3 Influence Shift Digraph
The isotropy based clustering algorithm identified clusters by connected components labeling
of overlapping uniform neighborhoods. However, this may lead to unreliable cluster splits and
merges. Influence shift vectors allow for a more informed connected components labeling. The
influence shift vector at a point is directed in the general direction of the cluster core. Labels are
propagated in the direction of the shift vector. To formalize this, we construct a probabilistic di-
rected graph by connecting each point to other points in its isotropic density neighborhood that lie
in the half-space in the direction of its shift vector. The connections are weighted as a function
of proximity between the points and their positions relative to the direction of the influence shift
vector of the other. This results in a representation that favors shifts towards points that are in
agreement with the influence shift vector at a point.
5.3.1 Constructing the Connectivity Matrix
First, define a directed graph G = <X,T>, composed of a node set X, corresponding to the dataset,
{~xi}ni=1 and a weighted connectivity matrix:
T = {tij : weight of the connection between nodes i and j}. (5.3)
Given a node ~xi, its influence shift vector ~ai, and its isotropic neighborhood set Ki, we define
tij ∈ [0, 1] which represents the preference for moving from node i to node j. Formally, it is
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defined as
tij = max(0, wt(||~xj − ~xi||)〈~ai, ~xj − ~xi〉) (5.4)
This produces positive values for nodes in the positive half-space of the hyperplane defined by
~ai at ~xi and 0 otherwise. Furthermore, we define a transition probability matrix:
P = {pij : probability of a transition from node i to node j}. (5.5)
We obtain the probability of transitioning to a node ~xj, j ∈ Ki from T by
pij =
tij∑
jKi
tij
(5.6)
Consider a point ~xb near the cluster border. Its influence shift vector, by construction, points
towards the cluster interior. Therefore, for a point ~xj , within its isotropic neighborhood in the clus-
ter interior, there is a non-zero probability of a transition from ~xb to ~xj . However, the reverse is not
necessarily true as ~xb is unlikely to lie in the positive half-space of ~aj . In contrast, influence shift
vectors for points in the cluster core converge. Each core member lies in the positive half-space
of shift vectors of several other core points. This generates a non-zero probability of transition
between nodes in the core, making its constituents nodes in a strongly connected subgraph of G
(Figure 5.4).
Therefore, cluster borders are characterized by diverging influence shift vectors and cluster
interiors are characterized by converging influence shift vectors (Figure 5.3(d)). This is expected
to be reflected in the transition matrix induced by these influence shift vectors. These observations
inform the design of a series of algorithms of varying degrees of complexity. We describe these
algorithms in the next section.
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(a) (b)
Figure 5.4: (a) For each point we connect it to others in its isotropic neighborhood that are in the
direction of its influence shift vector. (b) The resulting digraph with orange edges indicating uni-
directional connections and green edges indicating bi-directional connections. The orange colored
nodes form the cluster core.
5.4 Algorithms
At this stage we have an “influence shift digraph”, G, with connections between nodes represented
by a weighted connectivity matrix T , and P , a transition probability matrix derived from T . We
propose five different algorithms for the analysis of this digraph. Four of these methods auto-
matically determine the number of clusters in the data, whereas one is designed to produced a
predetermined number of partitions of the dataset. We present the algorithms in increasing order
of complexity.
5.4.1 Partitioning by Directed Influence Shift
Examine the influence shift vectors and the influence vote computed for the dataset in Figure 5.5.
The influence shift vectors point towards the direction of the cluster interior. The influence vote is
also higher towards the center of the cluster. This implies that for each point if we select a neighbor
in the direction of its influence shift vector with a larger vote than the current point, we can shift
each point along the voting landscape till it converges at the cluster center. Doing this step once
at each point finds us another point in the neighborhood that is more internal to the cluster than
the current point. Thereby, it can safely abdicate responsibility for future movement along the
clustering landscape to this new point.
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(a)
(b)
Figure 5.5: Examples of (a) influence shift vectors and (b) scalar influence vote computed for data
with arbitrary shaped uniform density clusters.
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This idea is similar to that proposed by Koontz et al. [3]. The only parameter input to their
algorithm is a neighborhood size. The local density in that neighborhood is computed for each
point. Each point is assigned a parent in its neighborhood, which is the point that maximizes a
weighted density heuristic. However, estimating the density level sets of a cluster is not a trivial
problem. Here instead we leverage the properties of our clustering framework to automatically
determine a direction and a criterion for shift. The resulting algorithm is called the Directed
Influence Shift Clustering (Algorithm 3). Each point only connects to one point in its neighborhood
and the criterion for connection ensures cycles do not exist. Each cluster has its individual root
node. The resulting output is a forest of clusters represented by directed trees.
Algorithm 3: Directed Influence Shift Clustering
Input : Weighted Connectivity Matrix: T , influence votes V and set of isotropy
neighborhoods K with indices of isotropic neighbors.
Output: Cluster Labeling: L
begin1
• Initialize L(i)← i2
//Construct Tree3
for i← 1 to n do4
• selector← {r : r ∈ Ki and tir > 0}5
• m← arg maxV (selector)6
• if V(i) < V(m) then7
• L(i)← L(m)8
end9
end10
//Update Connected Components Labeling11
for i← 1 to n do12
• select← all indices j such that L(j) = i13
• L(select)← L(i)14
end15
end16
return L.17
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5.4.2 Partitioning by Exemplar Shift
The medoid shift criterion [96], relies on finding the point, ~xj in the neighborhood (indexed by
point set Ki) of given point, ~xi, that minimizes the following function:
j = arg min
j∈Ki
∑
k∈Ki
||~xk − ~xj||2ψ( ||~xk − ~xi||
h
) (5.7)
Here h is some bandwidth parameter and ψ is a weighting function (usually Gaussian). The
shift starts at a point in the dataset and is guaranteed to converge on a mode, given the selected
bandwidth. The immediate problem is the selection of an appropriate bandwidth. Bad choices of
bandwidth can result in overly fragmented clusters or, worse still, merger of separable clusters.
Even using the adaptive mean shift bandwidth does not produce satisfactory results. Additionally,
this method results in overfragmentation of uniform clusters.
We have experimentally verified that our algorithm obtains shift vectors ~a in a manner that is
sensitive to local density gradients and works equally well for both uniform and modal clusters.
We now propose a modified exemplar shift criterion based on the influence shift vector. Instead of
minimizing Equation (5.7), we propose that a point, ~xi shifts to the point, ~xj that maximizes the
following criterion:
j = arg max
j∈Ki
∑
k∈Ki
tkjtik (5.8)
The node, j, that maximizes Equation (5.8) not only lies in the preferred direction of shift for
the current point, it is also a highly preferred node among other nodes in the neighborhood of
~xi. Therefore, each point relies on the consensus of its neighbors to decide where to move next
on the data landscape. The algorithm is simple. For each node we compute the exemplar it is
most likely to move to and assign this node to the exemplar. Nodes which converge on the same
connected set of exemplars are assigned to the same cluster. We call this method Exemplar Shift
Clustering (Algorithm 4). A variant of this algorithm utilizes the transition matrix P instead of
the connectivity matrix T . This can be viewed as a weighted version of the criterion above. Both
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variants are evaluated in Section 6.2.4.
Algorithm 4: Exemplar Shift Clustering
Input : Connectivity Matrix: T and set of isotropy neighborhoods K
Output: Cluster Labeling: L
begin1
• Initialize L(i)← i2
//Find Point in Neighborhood that maximizes exemplar shift criterion3
for i← 1 to n do4
• jmax ← arg maxj∈Ki
∑
k∈Ki tkjtik5
• L(i)← L(jmax)6
end7
//Update Connected Components Labeling8
for i← 1 to n do9
• select← all indices j such that L(j) = i10
• L(select)← L(i)11
end12
end13
return L.14
5.4.3 Partitioning by Random Walk Simulation
Since P represents the transition probability matrix for the digraph G, taking powers of P simu-
lates random walks on the graph. It is straightforward to see that these random walks move points
from the cluster boundary towards the core of the cluster. The preference for points to transition
to the cluster boundary disappears after a few iterations. The row pti of the P
t represents the
probability of a walk starting at ~xi transitioning to other nodes in the graph over t steps. Once
the walk transitions to the core of the cluster, this transition probability vector begins to converge
to a steady state value. This is a direct consequence of the core of the cluster being a strongly
connected subgraph. We denote the transition probability matrix, with rows that have converged to
a steady state value, as P . We obtain this matrix by multiplying out the rows pi repeated with P
until the normed difference in probability distributions between consecutive iterations is less than
 (Algorithm 5). We denote this final probability vector as pi .
There are two interpretations of the entries in pi . First, for each point ~xi we define j as the
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Algorithm 5: Computing P 
Input : Initial n× n transition matrix P , convergence criterion 
Output: P 
begin1
for i← 1 to n do2
• p0i ← ith row of P3
• k ← 04
•repeat5
• k ← k + 16
• pki ← pk−1i P7
until ||pki − pk−1i || ≤ ;8
end9
end10
return P .11
index of the most likely destination of a walk starting at i.
j = arg max(pi) (5.9)
Alternatively, pi may be viewed as a soft assignment of final destinations of a walk originating
at ~xi. We can compare distributions of p for different nodes to construct an affinity matrix. We
perform spectral clustering on this matrix to give us the final clustering.
Given P , a straightforward algorithm is to assign each node to its most probable destination.
Nodes with the same destination are grouped in the same cluster. However, it is possible that some
of the destinations themselves converge on other nodes. Therefore, a simple connected components
labeling algorithm is executed to obtain the final labeling. We will refer to this as Influence Shift
Based Random Walk Clustering (Algorithm 6).
5.4.4 Supervised and Unsupervised Spectral Partitioning
Assuming points with similar probability distributions of their final destinations are more likely
to belong to the same cluster, we can obtain a similarity matrix for our data by comparing these
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Algorithm 6: Influence Shift Based Random Walk Clustering
Input : P 
Output: Cluster Labeling: L
begin1
• Initialize L(i)← i2
//Set label to most probable destination3
for i← 1 to n do4
• pi ← ith row of P 5
• L(i)← arg max pi6
end7
//Connect final destinations8
for i← 1 to n do9
• select← all indices j such that L(j) = i10
• L(select)← L(i)11
end12
end13
return L.14
(a) (b)
Figure 5.6: (a)AI and (b) A for the example from Figure 5.3(a).
distributions. Clustering is obtained by spectral analysis of this similarity matrix. Alternatively,
the similarity matrix can be constructed based on the initial transition probability distributions P .
We discuss both alternatives here.
Given P , each row represents a probability mass function for a corresponding node in G tran-
sitioning to other nodes in its influence neighborhood. Let Pˆ denote the row-normalized version
of the matrix P . We can define a similarity matrix based on Pˆ as follows:
AI = Pˆ Pˆ T (5.10)
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Nodes with preferences to transition to similar parts of the cluster interior have a higher sim-
ilarity than nodes which transition to other clusters or other parts of the same cluster interior.
Consequently, the matrix AI is very sparse. We show AI for our example from Figure 5.3(a) in
Figure 5.6(a). Similarly, given P , each row represents a probability mass function (PMF) for the
final destination of the corresponding point. Points with similar PMF’s are more likely to belong
to the same cluster (or same part of the cluster) than points with different PMF’s. We use this
intuition to define a similarity matrix A as follows:
A = Pˆ Pˆ 
T
(5.11)
We observed that A is blockwise dense. For example we show the matrix A for our toy
dataset in Figure 5.6(b). Nodes in a cluster usually converge to the same subset of nodes in the
core. Therefore, the similarities of their probability mass functions are likely to be very high.
In the case that the analysts have a predetermined number of clusters in mind, perhaps from
some knowledge about the domain, they can supply the number of clusters as input to the spectral
clustering algorithm (Algorithm 7). We perform a K-way graph partitioning following the method
of [122].
Algorithm 7: Influence Shift based Supervised Spectral Clustering
Input : Similarity Matrix A, Number of Clusters K
begin1
• Set A(i, i)← 02
• Compute Dii =
∑n
j=1Aij3
• Compute L = D− 12AD− 124
• E= K largest eigenvectors of L arranged in columns5
• Normalize rows of E to sum to 16
• Perform K-means clustering on rows of E to obtain final labeling, L.7
end8
return L.9
In the unsupervised setting we adopt the eigenvector alignment algorithm proposed in [137] to
automatically determine the number of clusters (Algorithm 8).
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Algorithm 8: Influence Shift based Unsupervised Spectral Clustering
Input : Similarity Matrix A, Choices for number of Clusters {K1...Km}
begin1
• Set A(i, i)← 02
• Compute Dii =
∑n
j=1Aij3
• Compute L = D− 12AD− 124
• for k ← 1 to m do5
• EKk= Kk largest eigenvectors of L arranged in columns6
• Find rotation which best aligns EKk with canonical coordinates by gradient7
descent [137].
• Ck = Score the alignment [137]8
end9
• j = arg maxCk10
• Kbest = Kj11
• Perform Kbest-means clustering the alignment result of EKbest to obtain L.12
end13
return L.14
These two approaches define our spectral graph partitioning method for clustering nodes in the
influence shift digraph.
5.4.5 Results on Artificial Datasets
We provide a qualitative evaluation of the clustering algorithms developed in this chapter using
datasets with a variety of challenging clustering problems. The experiments on artificial datasets
demonstrate the ability of our approach to cluster (1) both uniform and modal clusters (Figures
5.7(b)-5.7(d) and 5.7(a)), (2) multiscale cluster overlapping clusters (Figures 5.7(c)-5.7(e)), and
(3) clusters with arbitrary shapes (Figure 5.7(f)). (1) and (2) are challenging cases for mode-
seeking algorithms as shown in Figure 5.1. Figure 5.7(d) shows that the Zelnik-Perona heuristic,
is a reasonable approach to utilizing outputs of our influence shift algorithm (Algorithm 8) to
identify the correct number of clusters in data. The corresponding output of influence shift based
random walk clustering is shown in Figure 5.7(c). We use the same parameter settings across all
datasets, demonstrating our invariance across a wide variety of data.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.7: Final clustering of (a) three overlapping Gaussian clusters and (b) three uniform clus-
ters of different densities. (c) Output of influence shift based random walk clustering on the over-
lapping densities dataset. (d) Output of our unsupervised Zelnik-Perona eigenvector rotation-based
spectral clustering algorithm (Algorithm 8) on the same dataset. (e) Output of exemplar shift clus-
tering on the dataset with overlapping Gaussians of different densities. (f) Our performance on
the crescent dataset from [96] and (g) the the vector votes computed over the dataset (h) Clus-
ters detected by our unsupervised spectral algorithm (Algorithm 8) for a dataset with a Gaussian
overlapping with an elongated uniform cluster from [138]. (i) The output of Zelnik-Perona clus-
tering [137] on the same data.
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We compare the outputs of the Zelnik-Perona heuristic when applied on an affinity matrix
defined using a density-based heuristic [137] against its application with an affinity matrix defined
on our influence shift based digraph. We use a dataset with a Gaussian overlapping an elongated
uniform cluster, a challenging dataset from [138]. Self-tuning clustering using the scaled k-nearest
neighbor kernel over-segments the dataset (Figure 5.7(i)). However, our algorithm accurately picks
the right number of clusters, while accounting for the density discontinuity that arises when the
two distributions overlap (Figure 5.7(h)). This demonstrates that the affinity matrix obtained using
influence shift captures clustering tendency better than the locally scaled affinity matrix suggested
in [137].
5.5 Influence Vote Based Hierarchy Generation
At this stage we have automatically determined a partitioning of our data using our influence shift
based clustering algorithm. These clusters detected form the leaf of our cluster tree. They repre-
sent a grouping of the data based on our basic notion of what constitutes an atomic cluster unit
(Section 1.1). The saliency of each cluster is a function of its density contrast with respect to other
clusters in its neighborhood. We generate the cluster tree by identifying pairs of clusters that share
boundaries and merge them based on the saliency of the boundary between them.
As discussed in Section 5.2, a by-product of the shift vector computation process is the scalar
influence vote that is a weighted sum of vote magnitudes at a point in its influence neighborhood.
We utilize this vote to generate our cluster hierarchy (Figure 5.8). Given two clusters, ci and cj ,
and a set of boundary points indexed by {br}Rijr=1 between them, we define vi as the peak scalar
vote of ci and vj as that of cj . The saliency of the boundary between the two clusters is given by
sij =
1
Rij
Rij∑
r=1
min(vi, vj)− vbr
min(vi, vj)
(5.12)
We tabulate the possible merger points between clusters and their respective salience values. A
merger point with a small salience value indicates the presence of a weak cluster boundary passing
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(a) (b)
Figure 5.8: (a) We show the computation of persistence for a sample border point (red). (b) Figure
shows how the persistence between two clusters is calculated. It is normalized to [0,1]. Persistence
is a measure of how salient the smaller of the two clusters is. In building the hierarchy we want to
merge less salient clusters first.
through that merger point. A high persistence is indicative of a strong cluster boundary. We sort
these merger points in increasing order of their persistence. This order gives us the order in which
we merge pairs of clusters to construct our cluster tree. Consequently, the cluster tree merges
clusters with the weakest boundaries first and strongest boundaries last. Example hierarchies are
shown in Figure 5.9.
5.6 Summary
In this chapter we developed an alternative approach for utilizing our isotropy criteria to detect a
richer set of cluster structures than the connected components algorithms developed in Chapter 4.
We do not resort to setting arbitrary thresholds. We used the isotropy criteria to define influence
shift vectors, and used the induced digraph to propose multiple algorithms for clustering. We have
demonstrated its effectiveness in detecting high-quality partitions on a series of challenging artifi-
cial datasets. We also developed a clustering hierarchy by analyzing the influence votes computed
in the process of clustering. In the next chapter, we characterize the qualitative properties of our
approach to clustering, and conduct a thorough quantitative evaluation of the algorithms on a wide
variety of real datasets.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 5.9: This figure walks through the clustering hierarchy for the overlapping, multiscale
clusters dataset. (a) Voting landscape. (b) The initial level of the hierarchy obtained using influence
shift based directed-tree clustering. (c)-(f) The subsequent mergers occur for increasing levels of
persistence. The root node is a cluster of all points in the dataset. Figures (g)-(l) walk through the
clustering hierarchy for the overlapping Gaussians dataset.
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CHAPTER 6
EVALUATION AND APPLICATIONS
Over the last five decades, thousands of papers have been published on the topic of data cluster-
ing. In proposing different methods, authors formalize their intuition of what constitutes a cluster.
Algorithms translate these mathematical formalisms to computable operations on data. Some for-
malisms are too complex to be computed, and so approximations are proposed. Others can be
solved exactly. Jain and Dubes [12] consider it important to differentiate between a method and
an algorithm. Whereas a method may have desirable properties that enable it to detect a rich set
of structures, an algorithm to solve it exactly may not yet exist. However, a question that begs to
be asked is why are there so many diverse methods? One may argue that the diversity in methods
reflects the diversity in the types of datasets. Each type may merit different sets of assumptions.
Additionally, the goals of clustering also vary depending on the type of data being analyzed.
Clustering applications seek two basic goals: (1) data exploration and (2) data compression
[185]. In the first, the goal of clustering is to reliably detect patterns and structures in the data
that highlight the trends that may be of interest to the researcher. This serves either to inform an
analyst about the structure, or confirm an intuition about the data. In the setting of image seg-
mentation, clustering is used to detect coherent structures in an image, grouped using a variety of
factors, such as color and texture. These detected segments can then be used for a variety of ap-
plications, ranging from image enhancement to object categorization. The quality of the segments
detected can have a significant impact on the performance of the overall application. Alternatively,
in bioinformatics, clustering can be used to confirm hypotheses about trends in genetic data. From
a compression or data preprocessing point of view, the role of clustering is more limited. The goal
here is to provide a coarse picture of the data distribution for algorithms further down the pipeline,
so that it can be used as an alphabet to build models. Therefore, the appropriate level of coarse-
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ness for the alphabet can be determined based on how well the the final algorithm performs [185].
Given these differences, should clustering methods that address these different goals be analyzed
in the same framework? There is nothing to suggest that these goals are orthogonal. Most meth-
ods designed for exploration are easily extensible to compression. However, the reverse may not
be true. The norm in the clustering literature has been to ignore the goal, and analyze them in a
common framework.
There are two basic approaches to the analysis of clustering methods: (1) examination of the
characteristics of the method, by analysis of its assumptions or its criterion function, and (2) eval-
uation of the algorithm’s performance on various clustering tasks. The former entails analysis of
statistical notions such as stability and consistency of the method, analysis of the criterion function
and consistency of its assumptions. Alternatively, the method is evaluated on a set of criteria that
any reasonable algorithm is expected to satisfy. The latter entails analysis of the clusters produced.
The clusters are characterized based on internal and external criteria. Internal criteria measure
some notion of cohesiveness of a cluster. External criteria assume a “right” clustering of the data
is known and compare the partitions produced relative to the correct partitioning. A clustering
method which produces good clusterings based on internal and external criteria may be considered
useful. However, there is some dispute if that is always the case [185].
In this chapter we analyze the methods developed in this dissertation using criteria discussed
in the clustering literature. Additionally, we evaluate the performance of the isotropy based and
shift based algorithms on standard clustering datasets. We first present a comparison of our cri-
teria and algorithms against each other. Following this, we compare the algorithms developed in
the dissertation with different clustering approaches discussed in Chapter 2. We demonstrate the
effectiveness of our clustering techniques on these datasets and show that they perform equal to,
if not better than, state-of-the-art algorithms. Finally, we present applications of isotropy based
clustering for (1) image segmentation and (2) video segmentation.
96
6.1 Analysis of Methods
We can analyze clustering methods based on a set of desirable properties, or alternatively catalog
the properties that characterize algorithms in the literature. Therefore, we can end up with two
different taxonomies based on our approach. The latter approach has precedence in the work of
Good [186], where he lists 45 different axes along with clustering methods can be characterized.
Most popular books on clustering [10], [11], [12], pattern recognition text-books and survey pa-
pers on clustering adopt this approach. Popular classifications include: hierarchical vs. partitional,
agglomerative vs. divisive, parametric vs. nonparametric and number of clusters prespecified vs.
discovered. Methods are also classified based on their implicit assumptions about the data distri-
bution and the mathematical abstractions used to obtain clustering. These classifications are useful
from the standpoint of a novice in data clustering. They serve to educate. They serve as an in-
troductory catalog to help appreciate the challenges and the variety of approaches to clustering.
However, their utility to a researcher in clustering (or a botryologist [186]) or an end user is less
clear.
There is a lot to gain for both researchers and analysts in adopting the former approach. These
roles necessitate an appreciation for the data being analyzed. Some properties that we deem desir-
able may not be in the context of the application. Therefore, being aware of the context of the data
analysis would help analysts propose desirable properties, and help researchers design suitable
methods. For example, being aware of the inductive bias [185] of a method could help an analyst
decide if a clustering algorithm is suited to the task at hand.
Von Luxburg and Ben-David [187] approach the development of a statistical theory of cluster-
ing, identifying that there is a difference between determining an optimal partitioning of a prob-
ability space, and determining an approximation to this partitioning given a finite set of samples.
They draw analogies with the statistical analysis of classification algorithms to see if an equivalent
notion of risk minimization and risk bounds exists for clustering. They conclude that this is diffi-
cult given that the true cluster labels of the data are unknown and, therefore, bounding of the true
risk in terms of the empirical risk is out of the question. Instead, they propose using convergence
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analysis on individual clustering methods to show that as the number of samples increases, the
clustering output converges to some (true) clustering. Some of these convergence results are avail-
able for k-means [67], hierarchical linkage algorithms [188] and spectral clustering [131], [132].
Furthermore, they suggest using stability measures for selecting an appropriate cluster model.
Fisher and Van Ness [189], [190] propose a set of criteria that they believe any reasonable
clustering algorithm should satisfy. An algorithm that satisfies a particular criterion is considered
admissible with respect to it. One of their goals is to eliminate obviously bad clustering algorithms
by requiring admissibility. Some of the notions of admissibility defined include:
(1) Image-admissibility: The clustering produced by the method cannot be improved by ex-
changing points between partitions.
(2) Convex-admissibility: The convex hulls of the partitions do not intersect.
(3) Proportion-admissibility: This seeks to emphasize geometry over density. In particular, if
a point or a cluster is duplicated, this requires the cluster boundaries to remain unchanged.
(4) Omission-admissibility: Omitting a cluster should not affect the boundaries of other clus-
ters when the method is reapplied to the reduced point set.
(5) Monotone-admissibility: Applying a strictly monotone function, e.g. scaling, to all points
should not affect clustering.
They go on to characterize the popular k-means and hierarchical algorithms using these properties.
Examining these criteria, it is unclear if convex-admissibility and proportion-admissibility, at least
in the form stated, are desirable. It is possible for clusters to exist with extremely non-convex
boundaries, such that none of their convex hulls is non-intersecting with other hulls in the data. In
the case of proportion-admissibility, it is unclear why many repetitions of a point should not be
considered a cluster by themselves. Even though cluster geometry is a discerning factor for per-
ception of a cluster, ignoring density to emphasize it does not seem desirable. Additionally, many
methods do not explicitly optimize a prespecified clustering criterion. In its absence it is unclear
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how image-admissibility can be validated. We will retain omission-admissibility and monotone-
admissibility for our analysis.
The isotropy criteria developed in this dissertation are monotone-admissible, as they rely on
k-nearest neighborhoods, rather than some fixed bandwidth. Additionally, they are also omission-
admissible, as removing a cluster has little effect on the isotropy of interior points, which form the
core of our cluster detection process.
An important general result for clustering was developed by Kleinberg [191], where he pro-
posed a set of axioms that any reasonable clustering method should satisfy:
(1) Scale Invariance: Scaling the distances between data points by a constant should not change
the final clustering.
(2) Richness: Any possible partitioning of the underlying dataset should be possible by suitable
modification of the distances between points.
(3) Consistency: If the distance between points in a cluster is decreased and distance between
points in different clusters is increased, the resulting clustering should be no different from
the original.
Kleinberg [191] goes on to prove an impossibility theorem that states, “[N]o clustering can sat-
isfy more than two of these axioms simultaneously.” This result is significant because it is proved
independent of clustering methods and suggests that the seemingly reasonable goals of any cluster-
ing method are inconsistent. Ackerman and Ben-David [192], argue that the impossibility theorem
is a consequence of the specific formalism used by Kleinberg and not necessarily “an inherent fea-
ture” of clustering. They adopt Kleinberg’s axiom set to clustering quality measures instead, and
show that they are not inconsistent in this setting. A clustering quality measure (CQM), returns
a value that characterizes how well the returned clustering reflects the true structure in the data.
Ackerman and Ben-David [192] append an axiom for isomorphic-consistency, and show that this
enhanced set of axioms, when adapted to CQM’s, is consistent. They propose a set of CQM’s that
obey these axioms.
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If we consider methods that rely on data distributions rather than distances (e.g. mean shift,
median shift), it is harder to analyze the effect of varying distances on the final clustering produced.
Therefore, it is harder to prove the richness criterion for such methods. The isotropy based clus-
tering methods also fall under this category. Scale-invariance is similar to monotone-admissibility.
The use of k-nearest neighborhoods for clustering ensures our method is invariant to scaling. Pars-
ing the consistency requirement leaves us with two cases: (1) uniform scaling consistency, where
the intra-cluster distances are scaled equally, and (2) non-uniform scaling consistency, where dif-
ferent intra-cluster distances are scaled differently. Our methods satisfy (1). Uniform scaling of
intra-cluster distances does not affect the isotropy measure developed in this dissertation. How-
ever, non-uniform scaling may result in newer structures (and clusters) in the data. Consequently,
the clustering obtained is not guaranteed to be the same. Increasing inter-cluster distances is a
general case of cluster omission, with removal being equivalent to inter-cluster distances being in-
finite. Inter-cluster distance increase does not affect the isotropy of interior points. Consequently,
our methods are invariant to them.
Ackerman et al. [36] propose an alternative set of criteria to classify clustering methods:
(1) Threshold Richness: For every clustering there exists a set of thresholds (a, b) such that, if
the distance function is modified, such that the distance between points within a cluster is
less than a and the distance between points in different clusters is at least b, the clustering
remains unchanged.
(2) Locality: Same as omission-admissibility.
(3) Inner Richness: When combining datasets it should be possible to set the distances within
each dataset, while keeping distances between data sets constant, such that the clustering
returns each one as a cluster.
(4) Outer Richness: By setting some distances between datasets, the clustering can be made to
output each one of them as a cluster.
(5) Outer Consistency: The output is invariant to increasing inter-cluster distances.
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(6) Inner Consistency: The output is invariant to decreasing within-cluster distances.
(7) Isomorphism Invariance: The output is independent of the “labels” of the data.
(8) Order Invariance: The output is based on the ordering of pairwise distances.
(9) Hierarchical: The outputs of the same data over varying numbers of clusters are refinements
of each other.
(10) Exemplar-based: For clustering where dataset points are given, the exemplar for each clus-
ter is chosen from among these points, and is such that no point in the cluster is closer to
another cluster’s exemplar.
In addition they adopt the properties of richness, consistency and scale invariance from [191]. As
with Fisher and Van Ness’ admissibility criteria, they suggest criteria that any reasonable clustering
method should satisfy. However, they also show that some of these criteria cannot be simultane-
ously satisfied by any general clustering algorithm. This reinforce Kleinberg’s impossibility theo-
rem by explicitly stating the impossibility with respect to inner-consistency and outer-consistency.
Ackerman et al. have characterized many of the algorithms in this survey based on these charac-
teristics.
Our algorithms are based on the local isotropy criterion, therefore, when datasets are com-
bined, if the distances within are modified so that points within the same dataset have a distinct
core and the cores of the two datasets are non-overlapping, it is possible to partition them into
two clusters. Consequently, our methods satisfy inner-richness. However, if the original datasets
have multiple clusters, varying distances between datasets does not in any way change the clusters
that are already detected. Therefore, it is not possible for our method to detect the two datasets
as the only two clusters in the data. Consequently, our unsupervised partitional methods do not
satisfy the outer richness property. However, it is simple to see that the hierarchical version of our
method can be reasonably expected to satisfy this property. Using the same arguments as Klein-
berg’s consistency criterion, it is easy to see that our methods satisfy outer-consistency and the
uniform scaling version of inner-consistency. Therefore, there exists a uniform-scaling of intra-
cluster distances and an increase in inter-cluster distances for which the clustering is unchanged.
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This makes our methods threshold-rich. By construction, the cluster-tree outputs of our methods
satisfy the strict refinement hierarchical criterion. The exemplar-based property is equivalent to
the convex-admissibility property. Our methods satisfy neither, as they are not restricted in the
shape of the cluster detected. The methods discussed in this dissertation represent each detected
cluster using a 1-class SVM learned on its constituents.
6.2 Evaluation of Algorithms
A quantitative approach to convincing analysts of the utility of a clustering algorithm is through
evaluations of these algorithms on standard datasets. It is worth noting that quite often the “stan-
dard” datasets vary from domain to domain. This is desirable as it amounts to evaluating algorithms
in context of the problems they were designed to solve. However, researchers have questioned the
use of many of these standard datasets. Although many new clustering algorithms are developed
every year, very rarely are any of these adopted among analysts. As the authors in [185] lament,
every body just uses k-means. Some attempts have been made to evaluate a variety of different al-
gorithms under a common set of parameters [193], [194], [195], [196]. These efforts have been few
and far between. Consequently, the heuristics presented to analysts when they make their choice
is often based on clustering lore and anecdotal evidence. A few exceptions do exist, especially in
the image segmentation literature, where some datasets [197] have provided a standard over which
all algorithms are compared. In theory, analysts who need an image segmentation algorithm can
make more informed choices by comparing their numbers on these datasets. These numbers may
not help them decide which is the best algorithm, but they could at the very least give them a set
of good candidates.
There are two possible scenarios in the evaluation of algorithms. In the first case, some ap-
proximation of the true labeling is available. The Berkeley Image Segmentation Dataset [198], for
example, has a set of human-labeled ground-truth segmentations for all images. The utility of such
hand-labeled segments to the actual task at hand may be questioned, but it does not change the fact
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that subsets of the labeling provide a good indication of what types of clusters exist in the data.
Similarly, in the case of the MNIST and USPS handwritten digits datasets, the semantic labels of
digits provide useful guidance for the kind of outputs we should see from a reasonable clustering
algorithm. The evaluation of clustering algorithms on such datasets is done using various mea-
sures for comparing partitions, called external criteria in the literature [12]. Internal criteria are
used to validate clustering in the scenario that the data generating process is unknown. This is
the most common scenario in clustering, as it is after all an exploratory data analysis tool. Jain
and Dubes [12] describe a clustering as valid if it is “interesting” in some way. Internal criteria
measure how good a particular partitioning is relative to the structures being detected.
In this section, we use external criteria to evaluate clustering algorithms. There are several dif-
ferent external criteria in the literature that can be used [199], [200], [201]. We start by discussing
various criteria for evaluation of clustering algorithms (Section 6.2.1). Next, we list the datasets on
which the clustering algorithms are evaluated and discuss their properties (Section 6.2.2). Follow-
ing this, we document the performance of isotropy based clustering on these datasets. We compare
the three isotropy criteria when used in conjunction with connected-components clustering. We
also document the effect of the parameter α on performance. We repeat this evaluation on the
influence shift methods developed in Chapter 5. Finally, we compare all the methods developed
in this dissertation against a related selection of algorithms from the clustering literature (Section
6.2.6). The taxonomy of algorithms developed in Chapter 2 forms the basis of selection of algo-
rithms for the experiments.
6.2.1 External Measures of Clustering Quality
The external measures of clustering quality rely on the existence of a known “labeling” of the
data. The clusters in the data are already marked out and the labeling is considered a reasonable
approximation of the true clustering of the data. Let C = {cp}Pp=1 denote the set of cluster labels
in the labeled dataset. Let W = {wq}Qq=1 denote the set of cluster labels in the output clustering.
Let Lc = {lci}Ni=1 denote the cluster labels for the N -points in the dataset from the labeled dataset.
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Let Lw = {lwi }Ni=1 denote the cluster labels for the N -points in the dataset output by the clustering
algorithm. We start by defining a contingency table, M , which is a P × Q table of entries, with
each entry denoting
mpq =
N∑
i=1
1(lci = cp&l
w
i = wq) (6.1)
We can now define the external measures of clustering quality in terms of entries in the contin-
gency table M .
The simplest measure of clustering quality is purity [202]. It measures the number of points,
normalized by the size of the dataset, assigned to the correct cluster. For each group in W , wq
determines the dominant label from C, say ct, within that group. All the points in the group are
assigned to ct. Any point within the group whose true label is different from ct is considered
misclassified. The measure involves counting the number of correctly classified points and nor-
malizing the number with respect to the size of the dataset.
Qpurity =
1
N
Q∑
q=1
max(m.q) (6.2)
The drawback of this measure is that it does not compensate for the number of partitions created
when the measure is computed. A trivial partitioning, of putting all points in their individual
clusters, returns a purity measure of unity. While putting points from different “true clusters” in
the same output cluster is penalized, there is no penalty for separating points that belong together.
The Rand index compensates for this by penalizing a clustering in which points that should belong
together are put in different clusters [202], [199]. Let TP denote the number of true positives
in an output labeling. A true positive is defined as a pair of points within an output cluster, wq,
which also belong in the same cluster cp in the true labeling. Let FP denote the number of false
positives. A false positive is a pair of points within the same output cluster, wq, which belong to
different clusters in the true labeling. Let TN denote the number of true negatives. A true negative
is defined as a pair of points in different clusters, wq1 and wq2, which also belong to different
clusters in the ground-truth. Finally, let FN denote the number of false negatives. A false negative
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is defined as a pair of points in different clusters, wq1 and wq2, in the output clustering, which truly
belong in the same cluster according to the ground-truth labels. Clearly, both false positives and
false negatives deserve to be penalized. The Rand index is a measure that achieves this [202]:
Qrand =
TP + TN
TP + TN + FP + FN
(6.3)
There are other measures that penalize the false positive rate and false negative rate, e.g. the
Jaccard and the Folkes-Mallows distances [199]. A shortcoming of these methods is that the dis-
tance between two random partitions does not have a set standard baseline value [201]. Therefore,
adjusted versions of these distances, which compensate the distance with respect to the expected
distance of random partitions of the dataset, are often used.
An alternative to these contingency-based measures are the information theoretic measures
of clustering quality. In particular, methods based on the mutual information between the true
labeling and the labeling output by clustering are popular in the clustering literature [141], [201].
The mutual information captures the information shared by two random variables, in our case C
and W :
QMI =
∑
c∈C
∑
w∈W
pcwlog
pcw
pc pw
(6.4)
pc,w =
mcw
N
(6.5)
pc =
1
N
∑
w∈W
mcw (6.6)
pw =
1
N
∑
c∈C
mcw (6.7)
The mutual information measures how much about C we know given that we already knowW .
In other words, how much redundancy is in the probability distributions of C or W . Higher values
of mutual information imply more redundancy in the labelings produced and higher accuracy in
the clusterings produced. The mutual information is bounded by the minimum of the entropies
of the two variables being compared [201]. Therefore, a normalized version is used to account
for variations in data sizes across datasets being used in the comparison. One such normalization
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involves using the sum of the individual entropies [202]:
QNMI =
2QMI
H(W ) +H(C)
(6.8)
H(W ) = −
∑
w∈W
pw log(pw) (6.9)
H(C) = −
∑
c∈C
pc log(pc) (6.10)
The normalized mutual information lies between zero and one. The higher the mutual infor-
mation the more the agreement between the true labels and the clustering output. There are other
variants of mutual information, e.g. variation of information [141] and alternate normalizations,
that are used in the literature to compare clusterings. Vinh et al. [201] develop a measure that cor-
rects for chance and adjusts the normalized mutual information so that its true expected baseline
for random clusterings is zero and not affected by the number of clusters in the data. However,
shifting of the baseline does not significantly alter the inferences we draw about the algorithms;
therefore, we continue using the normalized mutual information from Equation (6.8) in our exper-
iments.
It is important to remember that the ground-truth labelings, unless verified by an expert, are
only an approximation of the true cluster labeling. They should guide the evaluation of clustering
without overwhelming the subsequent analysis. Therefore, we rely on multiple measures to inform
us of different aspects of the clusterings produced. We use purity to measure the absolute quality
of individual clusters independent of the number of clusters detected. This is important because
our cluster discovery is mostly unsupervised, in that we do not know the true number of clusters.
Using only the normalized mutual information may unjustly penalize actual structures detected in
clustering, but not reflected in the labels. Good NMI scores usually reflect an effective tradeoff
between purity and guessing the right number of clusters in data. Therefore, we present both pu-
rity and normalized mutual information scores, when comparing clusterings across datasets and
algorithms.
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6.2.2 Datasets
We rely on two types of datasets for experimental evaluation of clustering algorithms (Table 6.1).
The first set includes the MNIST and USPS digits datasets. The MNIST handwritten digits dataset
contains 10,000, 28×28 images of digits from 0 to 9. The pixels in the images take on values
from 0 to 255. We vectorize each image into a 784-dimensional vector. Therefore, this clustering
dataset contains 10,000, 784-dimensional points. Similarly, the USPS digits dataset contains 9268,
16×16 images of handwritten digits from 0 to 9. Each image is vectorized into 256-dimensional
points. Although similar in many ways, the two datasets represent different levels of variation
in handwriting for the digits. For each of these clustering tasks, we construct pairwise clustering
problems. Therefore, this gives us 45 digit pairs datasets each containing approximately 2000
points. In total there are 90 pairwise clustering problems on these datasets. Some of the pairs
are easy to separate, e.g. 1’s vs. 5’s or 1 vs. 7’s and others are harder, e.g. 4’s vs. 9’s. Figure
6.1 shows a sample of the diversity in clustering problems from the MNIST dataset. The images
are the output of Laplacian Eigenmaps-based [126] embedding of the datasets. In addition to the
pairwise clustering task, we consider clusterings of the entire dataset where the true number of
clusters is 10 in each case. The key motivation behind using the handwritten digits for clustering
evaluation is that we are reasonably confident of the class labels representing the cluster structure
present in the data. It is also possible to visually verify the appropriateness of the clusters detected.
Although, it is possible for some sub-clusters to exist within some classes, e.g. there are multiple
ways of writing 4’s and 7’s, the labels are reliable as we would expect the 7’s regardless of style to
cluster with other 7’s before they cluster with other digits.
The second set of datasets is sampled from the UCI machine learning repository for classi-
fication. Here we select many of the datasets that are standard in the clustering literature, e.g.
Breast-Cancer, Iris, SVM-Guide. The assumption here too is that the class labels accurately reflect
the cluster structure present in the data. However, we expect the class labels here to be less reliable
than in the case of the digits data. In particular, it is hard to verify that the labels reflect the true
cluster structure. Therefore, the results on these datasets should be considered with caution. How-
ever, the results are still informative when it comes to detecting gross errors. These datasets also
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Table 6.1: Details of datasets used in the evaluation
Dataset # Points Dimensionality # Classes Min #/Cluster Max #/Cluster
MNIST Digits 10000 784 10 892 1135
USPS Digits 9278 256 10 708 1153
Breast-Cancer 683 10 2 239 444
Diabetes 768 8 2 268 500
E-Coli 327 7 6 20 143
Glass 214 9 7 9 76
Iris 150 4 3 50 50
SVM-GUIDE 974 4 2 474 500
Scene-GIST 2688 512 8 260 410
ensure all the algorithms are evaluated on a wider variety in cluster structures than those present
in the handwriting digits datasets.
6.2.3 Evaluation of Isotropy Based Methods
Our goal in this section is to evaluate the isotropy criteria developed in this thesis, when they are
used in conjunction with the connected components clustering algorithm developed in Chapter 4.
Since we have no a priori preference for a level of significance for the isotropy tests, we vary the
parameter α over a wide range of values. We plot the trends for clustering performance and num-
ber of clusters detected, as α is varied from 0.00001 to 0.05, in Figures 6.2-6.4. As α is decreased
we expect more points to be activated creating a larger number of core-neighborhoods and seeding
more clusters. However, for sufficiently small α, interior and border points are indistinguishable,
and there exists a distinct possibility for cores to leak into each other. We observe this to be true for
most datasets, with the number of detected clusters generally decreasing with α. The purity of the
datasets is also strongly correlated with the number of clusters detected. Therefore, it is important
that we penalize such fragmentation when comparing clusterings across datasets and algorithms.
We use the normalized mutual information to this end.
We start by comparing the connected components (CC∗) algorithms using the three isotropy
criteria against one another. We obtained purity and NMI scores for all the datasets in the evalua-
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(a) (b)
(c) (d)
Figure 6.1: Figure shows increasing complexity of pairwise clustering problems in the MNIST
dataset. (a) 1 vs.7, (b) 3 vs. 8, (c) 7 vs. 9 and (d) 4 vs. 9.
tion while varying α from 0.00001 to 0.05. For each combination of the criteria and algorithm, we
report the best scores obtained over the entire parameter range. The NMI and purity are generally
correlated when the number of clusters detected closely matches the number of original ground-
truth labels in the dataset. However, when the clusters are fragmented, the NMI scores suffer. To
be fair to all the algorithms, we generally selected those parameter settings at which the best NMI
scores are obtained, as they capture a good trade-off between cluster purity and cluster fragmenta-
tion.
The purity scores (Table 6.2) for the three competing criteria are comparable over most datasets.
The best scores are highlighted in bold. However, the projection-based uniformity criterion con-
sistently produces the best NMI (Table 6.3) scores over most of the datasets, indicating that the
clusters detected using this criterion tend to achieve a better trade-off between being fragmented
and pure.
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(a)
(b)
Figure 6.2: Variation of (a) purity and (b) number of clusters detected with increasing α for the
force sum criterion.
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(a)
(b)
Figure 6.3: Variation of (a) purity and (b) number of clusters detected with increasing α for the
force sign criterion.
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(a)
(b)
Figure 6.4: Variation of (a) purity and (b) number of clusters detected with increasing α for the
projection-based uniformity criterion.
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However, it is worth noting that the best results are rarely obtained at the same α for all datasets.
Even among the digit pairs, the best results are often obtained at different parameter settings.
Therefore, when this algorithm is applied to cluster discovery tasks, it is best practice for an analyst
to try a variety of settings of α, and compare the outputs produced to find a stable range of α’s over
which the clustering is consistent.
Table 6.2: Comparison of purity of clusters produced by the three isotropy criteria and connected
components clustering on the evaluation dataset.
Dataset CCsign CCsum CCuni
MNIST PAIRS 0.981 0.979 0.932
USPS PAIRS 0.972 0.972 0.955
Breast-Cancer 0.955 0.956 0.953
Diabetes 0.734 0.743 0.734
EColi 0.798 0.853 0.820
Glass 0.621 0.561 0.533
Iris 0.960 0.887 0.960
MNIST ALL 0.818 0.859 0.801
Scene-GIST 0.603 0.604 0.625
SVM-Guide 0.936 0.936 0.922
USPS ALL 0.907 0.902 0.925
Table 6.3: Comparison of normalized mutual information of clusters produced by the three
isotropy criteria and connected components clustering on the evaluation dataset.
Dataset CCsign CCsum CCuni
MNIST PAIRS 0.467 0.356 0.486
USPS PAIRS 0.473 0.493 0.559
Breast-Cancer 0.384 0.345 0.375
Diabetes 0.067 0.073 0.072
EColi 0.632 0.608 0.611
Glass 0.309 0.331 0.435
Iris 0.692 0.734 0.742
MNIST ALL 0.580 0.539 0.499
Scene-GIST 0.361 0.372 0.393
SVM-Guide 0.331 0.359 0.314
USPS ALL 0.583 0.658 0.698
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6.2.4 Evaluation of Influence Shift Based Methods
The output of the isotropy detection and influence-based voting (Chapter 5) is an influence digraph,
represented as either a connectivity matrix T or a transition probability matrix P . We developed
five different methods for analyzing this digraph and returning a clustering. Four of these methods
automatically determine the number of clusters. In the case of the spectral analysis approach, we
allow the user to specify the number of partitions of the data expected in the output. In this section
we document the performance of these methods on our evaluation dataset.
Directed Influence Shift Clustering
The simplest approach to analyzing the digraph involves associating each point to the neighbor
in the direction of its influence shift vector, with the highest scalar vote. The complexity of this
algorithm is O(n) (although the worst case complexity of influence shift computation is O(n2d)).
This simple algorithm works surprisingly well on most of our evaluation datasets. We compare the
purity and NMI scores of the algorithm when combined with the three isotropy criteria in Tables
6.4 and 6.5.
Table 6.4: Comparison of purity scores of clusters produced by the three isotropy criteria and
directed tree clustering on the evaluation dataset.
Dataset DTsign DTsum DTuni
MNIST PAIRS 0.978 0.962 0.974
USPS PAIRS 0.988 0.981 0.984
Breast-Cancer 0.962 0.971 0.968
Diabetes 0.698 0.659 0.663
EColi 0.810 0.645 0.792
Glass 0.500 0.449 0.528
Iris 0.913 0.560 0.747
MNIST ALL 0.880 0.794 0.876
Scene-GIST 0.592 0.386 0.516
SVM-Guide 0.918 0.804 0.879
USPS ALL 0.941 0.906 0.923
Although the force sign criteria obtains the best purity scores on most datasets, the uniformity
criterion has comparable performance. This is more apparent in the NMI scores. In general, the
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Table 6.5: Comparison of NMI scores of clusters produced by the three isotropy criteria and di-
rected tree clustering on the evaluation dataset.
Dataset DTsign DTsum DTuni
MNIST PAIRS 0.359 0.396 0.387
USPS PAIRS 0.365 0.495 0.490
Breast-Cancer 0.389 0.488 0.385
Diabetes 0.045 0.008 0.036
EColi 0.627 0.502 0.666
Glass 0.280 0.318 0.367
Iris 0.814 0.399 0.675
MNIST ALL 0.554 0.545 0.571
Scene-GIST 0.392 0.311 0.366
SVM-Guide 0.406 0.298 0.315
USPS ALL 0.608 0.662 0.683
force sign and uniformity criteria seem to perform equally well on most datasets, with very few
datasets in which one overwhelmingly outperforms the other. The force sum criterion seldom
dominates convincingly.
The drawback of using this approach is its reliance on the scalar vote to determine if a point
should shift. The voting landscape itself may be noisy, depending on the sampling in the dataset.
Consequently, when decisions are made locally, the output clusters are almost always over-fragmented.
However, the high purity of the atomic clusters detected makes this algorithm a good precursor to
our hierarchical clustering algorithm (Section 5.5).
Influence Based Exemplar Shift Clustering
An alternate strategy to the directed tree-based approach is to rely on the consensus of a point’s
isotropic neighbors to decide where the point should shift. In the exemplar shift algorithm, each
isotropic neighbor expresses a preference for others in the neighborhood based on its individual
propensity to shift to them. The point at which the shift is being computed pools the preferences
and weights them appropriately. The point with the highest consensus in that isotropic neighbor-
hood is selected for the shift. Two different ways of computing this shift arise from the choice
between the connectivity matrix (T ) and the transition probability matrix (P ). We document the
115
effect of this choice and the effect of the isotropy criterion used in computing the shift vectors in
this section (Tables 6.6 and 6.7).
Table 6.6: Comparison of purity scores of clusters produced by the three isotropy criteria and
exemplar shift clustering on the evaluation dataset.
Dataset ESPsign ES
T
sign ES
P
sum ES
T
sum ES
P
uni ES
T
uni
MNIST PAIRS 0.989 0.977 0.982 0.979 0.988 0.980
USPS PAIRS 0.991 0.985 0.990 0.990 0.990 0.987
Breast-Cancer 0.966 0.968 0.965 0.965 0.966 0.968
Diabetes 0.720 0.714 0.674 0.672 0.691 0.695
EColi 0.859 0.810 0.749 0.749 0.771 0.761
Glass 0.645 0.486 0.509 0.509 0.645 0.388
Iris 0.907 0.853 0.667 0.667 0.900 0.907
MNIST ALL 0.939 0.889 0.902 0.904 0.937 0.904
Scene-GIST 0.613 0.608 0.510 0.507 0.609 0.566
SVM-Guide 0.931 0.935 0.867 0.844 0.866 0.863
USPS ALL 0.958 0.932 0.946 0.947 0.957 0.947
Table 6.7: Comparison of NMI scores of clusters produced by the three isotropy criteria and ex-
emplar shift clustering on the evaluation dataset.
Dataset ESPsign ES
T
sign ES
P
sum ES
T
sum ES
P
uni ES
T
uni
MNIST PAIRS 0.302 0.332 0.339 0.344 0.327 0.346
USPS PAIRS 0.298 0.334 0.397 0.396 0.341 0.366
Breast-Cancer 0.306 0.398 0.387 0.437 0.317 0.425
Diabetes 0.062 0.060 0.047 0.046 0.053 0.051
EColi 0.604 0.566 0.559 0.554 0.661 0.644
Glass 0.354 0.121 0.320 0.320 0.359 0.074
Iris 0.646 0.732 0.734 0.734 0.778 0.806
MNIST ALL 0.550 0.550 0.568 0.567 0.571 0.568
Scene-GIST 0.386 0.389 0.334 0.336 0.389 0.374
SVM-Guide 0.351 0.347 0.321 0.327 0.317 0.341
USPS ALL 0.559 0.572 0.641 0.637 0.596 0.613
While the force sign criterion again produces clusters with the highest purity measure, the NMI
scores are not overwhelmingly in favor of any one criterion. The main inference we can draw from
the scores is that similar to the directed tree clustering algorithm, the exemplar shift algorithm also
produces highly fragmented clusters of high purity. Their computational complexities are also
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comparable. These clusters too are good candidates for the atomic clusters for the voting based
hierarchy.
Influence Shift Based Random Walk Clustering
The shift digraph induces a transition probability matrix P that is used to simulate random walks
on the graph. An arbitrary stopping criterion is used to decide when to stop “probabilistic shifts”
for each node. That node is then assigned to the node to which it has the highest transition probabil-
ity. Although sound in principle, simulating random walks on the graph is an expensive operation
involving several matrix multiplications. This is a chief drawback of this approach.
In this section we document the performance of the random walk-based influence shift cluster-
ing algorithm on our evaluation dataset. The convergence criterion, , for the random walk was set
to 0.0005 for all datasets.
Table 6.8: Comparison of purity scores of clusters produced by the three isotropy criteria and
random walk clustering on the evaluation dataset.
Dataset RWsign RWsum RWuni
MNIST PAIRS 0.982 0.970 0.955
USPS PAIRS 0.986 0.969 0.962
Breast-Cancer 0.969 0.960 0.969
Diabetes 0.651 0.659 0.661
EColi 0.761 0.639 0.645
Glass 0.505 0.509 0.449
Iris 0.667 0.667 0.667
MNIST ALL 0.893 0.806 0.700
Scene-GIST 0.230 0.252 0.221
SVM-Guide 0.571 0.739 0.569
USPS ALL 0.950 0.942 0.813
The purity (Table 6.8) and NMI (Table 6.9) scores document the random walk algorithm’s
tendency to produce high-quality clusters. The number of clusters detected are also usually close
to the number of labels in the ground-truth dataset. However, it is worth nothing that for some
datasets, e.g. SVM-Guide, its performance is below par. We examined these datasets and discov-
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Table 6.9: Comparison of NMI scores of clusters produced by the three isotropy criteria and ran-
dom walk clustering on the evaluation dataset.
Dataset RWsign RWsum RWuni
MNIST PAIRS 0.766 0.667 0.698
USPS PAIRS 0.679 0.771 0.780
Breast-Cancer 0.419 0.494 0.410
Diabetes 0.006 0.015 0.032
EColi 0.631 0.474 0.492
Glass 0.425 0.324 0.345
Iris 0.734 0.699 0.734
MNIST ALL 0.791 0.677 0.711
Scene-GIST 0.155 0.213 0.143
SVM-Guide 0.122 0.302 0.119
USPS ALL 0.811 0.827 0.819
ered setting different convergence criterion tends to produce better clustering performance. Figures
6.5(a)-6.5(c), show the variation of the clustering performance for the random walk algorithm with
the change in convergence criterion. We obtained results for convergence criterion settings from
0.1 to 0.0001. The plot for the purity scores (Figure 6.5(b)), shows that in general the cluster pu-
rity reduces for lower convergence criteria. As the shift digraph does not completely eliminate the
possibility of connections between clusters, we can reasonably expect the random walk to transi-
tion between clusters, the longer we simulate it. The NMI scores also suggest that a random walk
starting at a node only transitions to other clusters once it has explored its own cluster first. Figure
6.5(c), shows the reduction in number of clusters detected with decreasing convergence threshold.
While it is possible to pick an optimal convergence threshold for each dataset, this can only
be done when we know the true labels of the data. This is not fair to other algorithms in the
comparison, which are free of such parameters Therefore, we retain our results from setting  =
0.0005, to highlight the effect of the convergence threshold across datasets.
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(a)
(b)
(c)
Figure 6.5: Variation of (a) NMI, (b) purity and (c) number of clusters detected with increasing 
for influence shift based random walk clustering.
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Influence Shift Based Spectral Clustering
The advantage of adopting a graph-based framework for representing the interaction of influence
shift vectors is that we can utilize a rich array of spectral methods to analyze the graph. While there
exist algorithms for direct analysis of digraphs, they require certain constraints on the connectivity
of the graph which our digraph does not satisfy. In particular, many methods require the digraph
to be strongly connected, i.e. there should exist a path between every pair of nodes. They advocate
the addition of suitably weighted, new links between nodes with no edges between them. This
adds an unnecessary parameter to our analysis. Instead, we use the transition probability matrix,
P , and represent the similarities between points as measured by their tendency to transition to a
similar set of nodes (Section 5.4.4). Spectral partitioning of the resulting affinity matrix gives us
our final clustering. This approach gives us a principled method for analysis of the influence shift
digraph. In particular, the normalized spectral graph partitioning criterion ensures the output parti-
tions approximate the normalized cut criterion defined using the affinities reflecting high similarity
between nodes which transition to the same subset of nodes in the graph. In the case where the user
does not supply a fixed partitioning size and instead specifies a range of plausible partitions, we
use the Zelnik-Perona eigenvector rotation heuristic [137] to determine an appropriate number of
clusters. As an additional experiment, we use the converged transition matrices from the random
walk algorithm, instead of the original transition matrix, to compute affinities. In this section we
document the performance of all these variants of the spectral partitioning algorithm when paired
with different isotropy criteria for shift vector computation.
The purity scores in Table 6.10 and NMI scores in Table 6.11 reinforce our confidence in the
force sign criterion as one that produces high-quality clusters. While the other criteria also produce
comparable results, the force sign criterion is more consistent across a wider set of algorithms. It
is also worth observing the problems with using the converged matrix instead of the original tran-
sition matrix while computing spectral partitions. While in some cases there is an improvement in
results, the failures can be catastrophic. Additionally, the affinity matrix computed with converged
transition probabilities is usually significantly more dense than that obtained using the initial tran-
sition matrix. Consequently, the algorithm is much slower when working with converged matrices.
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Table 6.10: Comparison of purity scores of clusters produced by the three isotropy criteria and
spectral clustering on the evaluation dataset.
Dataset SCsign SCconvsign SCsum SC
conv
sum SCuni SC
conv
uni
MNIST PAIRS 0.977 0.984 0.971 0.970 0.974 0.980
USPS PAIRS 0.991 0.992 0.990 0.979 0.990 0.990
Breast-Cancer 0.966 0.650 0.958 0.943 0.665 0.650
Diabetes 0.651 0.651 0.651 0.651 0.651 0.651
EColi 0.844 0.774 0.765 0.743 0.789 0.746
Glass 0.659 0.477 0.631 0.491 0.551 0.463
Iris 0.920 0.667 0.907 0.633 0.913 0.667
MNIST ALL 0.837 0.845 0.818 0.735 0.470 0.755
Scene-GIST 0.638 0.518 0.570 0.343 0.638 0.469
SVM-Guide 0.747 0.576 0.747 0.739 0.789 0.576
USPS ALL 0.813 0.817 0.807 0.880 0.881 0.813
Table 6.11: Comparison of NMI scores of clusters produced by the three isotropy criteria and
spectral clustering on the evaluation dataset.
Dataset SCsign SCconvsign SCsum SC
conv
sum SCuni SC
conv
uni
MNIST PAIRS 0.899 0.913 0.871 0.871 0.892 0.906
USPS PAIRS 0.935 0.938 0.926 0.895 0.932 0.931
Breast-Cancer 0.706 0.068 0.677 0.643 0.244 0.072
Diabetes 0.001 0.001 0.001 0.001 0.001 0.001
EColi 0.687 0.634 0.551 0.616 0.684 0.611
Glass 0.372 0.357 0.370 0.314 0.396 0.267
Iris 0.822 0.648 0.774 0.376 0.794 0.648
MNIST ALL 0.818 0.823 0.790 0.730 0.604 0.787
Scene-GIST 0.492 0.404 0.411 0.261 0.494 0.390
SVM-Guide 0.314 0.128 0.314 0.302 0.405 0.128
USPS ALL 0.834 0.840 0.819 0.837 0.859 0.832
Tables 6.12 and 6.13 document the performance of the spectral clustering algorithm with the
Zelnik-Perona heuristic for determining the number of clusters. The performance of this approach
is significantly better than any of the other unsupervised methods developed in the previous sec-
tions. We observed that the number of clusters chosen by the criterion was often close to, if not
equal to, the original ground-truth labels in most datasets. It is interesting to note that on the
Breast-Cancer dataset the Zelnik-Perona criterion working with the uniformity criterion, produces
impressive accuracy scores. However, the performance in the K-way partitioning case is signifi-
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Table 6.12: Comparison of purity scores of clusters produced by the three isotropy criteria and
Zelnik-Perona spectral clustering on the evaluation dataset.
Dataset ZPsign ZPconvsign ZPsum ZP
conv
sum ZPuni ZP
conv
uni
MNIST PAIRS 0.989 0.988 0.985 0.982 0.989 0.986
USPS PAIRS 0.992 0.992 0.990 0.987 0.992 0.990
Breast-Cancer 0.968 0.650 0.963 0.943 0.969 0.969
Diabetes 0.651 0.656 0.651 0.659 0.651 0.697
EColi 0.642 0.642 0.639 0.746 0.645 0.645
Glass 0.659 0.477 0.514 0.449 0.551 0.477
Iris 0.667 0.667 0.667 0.753 0.667 0.667
MNIST ALL 0.502 0.599 0.593 0.595 0.501 0.601
Scene-GIST 0.644 0.439 0.608 0.323 0.645 0.421
SVM-Guide 0.926 0.577 0.933 0.739 0.928 0.930
USPS ALL 0.662 0.577 0.740 0.302 0.743 0.663
Table 6.13: Comparison of NMI scores of clusters produced by the three isotropy criteria and
Zelnik-Perona spectral clustering on the evaluation dataset.
Dataset ZPsign ZPconvsign ZPsum ZP
conv
sum ZPuni ZP
conv
uni
MNIST PAIRS 0.859 0.808 0.834 0.804 0.879 0.798
USPS PAIRS 0.887 0.810 0.881 0.794 0.888 0.801
Breast-Cancer 0.404 0.068 0.530 0.643 0.484 0.577
Diabetes 0.002 0.028 0.001 0.015 0.002 0.048
EColi 0.484 0.484 0.474 0.625 0.492 0.492
Glass 0.385 0.340 0.323 0.323 0.397 0.340
Iris 0.734 0.734 0.734 0.553 0.734 0.734
MNIST ALL 0.696 0.764 0.734 0.719 0.696 0.766
Scene-GIST 0.497 0.360 0.407 0.255 0.494 0.353
SVM-Guide 0.415 0.129 0.423 0.302 0.417 0.428
USPS ALL 0.807 0.754 0.830 0.286 0.842 0.812
cantly worse. This is symptomatic of a case where the number of specified clusters does not allow
a reasonable partitioning of the digraph. Consequently, when the “right” number of clusters is
specified, its performance improves significantly.
As with most spectral methods, the chief drawback of this approach remains the O(n3) com-
plexity of eigendecomposition of the graph Laplacian. However, it is by far the most effective
technique for unsupervised and supervised partitioning using influence shift vectors.
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6.2.5 Summary
In summary, examining the purity and mutual information scores in the tables, for the different
approaches developed in this dissertation, we develop the following insights. (1) The performance
of the isotropy based connected components clustering algorithm is dependent on the significance
level α of the test. Therefore, even though the NMI scores on some of the datasets are higher than
those reported by some of the shift based approaches, they are obtained after tuning the α parame-
ter to obtain the best possible clustering. (2) The shift based clustering approaches can be divided
into two classes. The first is a set of low computational complexity (O(nlogn)) approaches, which
includes directed-tree clustering and exemplar-shift clustering, which have a tendency to produce
an over-fragmented output, composed of clusters with high purity. The second is the set of graph
analysis algorithms, which includes the random walk and spectral algorithms, which are character-
ized by higher computational complexity (typically O(n3)), and the tendency to produce approxi-
mately the right number of partitions in the dataset. (3) Consequently, the former set is best used in
conjunction with the scalar vote-based, agglomerative clustering algorithm developed in Section
5.5. (4) All three isotropy criteria produce comparable results in most datasets. However, the force
sign based criterion consistently produces good quality clusters across datasets. (5) The results
also show that the algorithms developed in this dissertation suit both the tasks of cluster discovery
and cluster compression. When the “right” number of clusters is supplied to the algorithm, it pro-
duces a good partitioning of the data in most cases. In the next section, we will show that these
partitions are the best, if not close to the best, when compared with other clustering algorithms
in the literature. (6) All the methods consistently produce very low NMI scores on the diabetes
dataset. Considering the general good performance on other datasets, this anomalous result merits
investigation.
We performed principal component analysis on the diabetes dataset. Figure 6.6(a), shows the
first two principal components of the dataset along with the ground-truth labels. Figure 6.6(b),
shows the clustering output produced by the influence shift algorithm using K-way spectral clus-
tering. Clearly, as far as clustering is concerned, our output is a far better representation of the
underlying structure. The ground-truth labeling, in this case, is not correlated with the cluster
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(a) (b)
Figure 6.6: (a) Plot of the first two principal components of the diabetes dataset, with ground-truth
class labels shown in different colors. (b) Plot of the first two principal components of the diabetes
dataset, with the cluster labels identified by our method shown in different colors.
structure. However, it is possible there exists some discernible structure in the dimensions ignored
after principal component analysis, which other algorithms may pick up. Therefore, we reserve
our judgment on this dataset until we examine the performance of all other methods on it.
6.2.6 Comparison against Other Methods
In this section we compare our approach to clustering against other methods in the clustering lit-
erature. The digits and UCI machine learning datasets give us reasonable standards on which to
compare variants of our algorithm against popular clustering algorithms. In particular, we sam-
ple from methods discussed in the clustering taxonomy discussed in Chapter 2. We start with a
comparison against model-based methods (k-means and Gaussian mixture models). We follow
this with comparison of our influence shift algorithm against other mode-seeking methods (adap-
tive bandwidth mean shift and medoid shift clustering). The spectral methods and the random
walk based clustering using influence shift are philosophically similar to the spectral clustering
approaches based on distances. We compare our performance against fixed-scale spectral cluster-
ing [121] and density-scaled spectral clustering [137]. Finally, we compare our algorithm against
a variety of other popular approaches such as maximum margin clustering, affinity propagation
and density-based clustering. Whereas the influence shift algorithm is run with the same param-
eter across all datasets, we report the best results for all the other methods over a search in their
respective parameter spaces. To provide some perspective on the variability in results for these
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algorithms, we also report their worst performance, when necessary. In our algorithms, the start-
ing neighborhood size for the isotropy tests is set to 25. To deal with the diverse datasets in our
experiments, we computed shift vectors at α = {0.05, 0.025, 0.01, 0.0075, 0.005, 0.0025, 0.001}
for each point. The final shift vector at a point is computed as the weighted vector sum of shift
vectors obtained at that point, at each significance level.
Model-Based Methods
Model-based methods are by far the most popular methods used in the data-mining and pattern
recognition community. In particular, k-means is popular for cluster compression (e.g. vector
quantization) tasks, and mixture models are more popularly used to estimate a model for the data
generating process. It suffices to say that these methods perform outstandingly well when they
closely approximate the structure of data being observed. However, our experiments show that
when they do not model the underlying clusters well, their performance is less satisfactory.
In the case of mixture model clustering, we used a mixture of Gaussians with unrestricted
covariance matrices. We also tried imposing structure on the covariance matrices; however, the
results were considerably worse for many datasets. The mixture modeling algorithms did not
converge to a result in the high-dimensional MNIST, USPS digits and Scene-GIST datasets. We
compare both methods against our spectral partitioning algorithm. The Tables 6.14 and 6.15 show
that we consistently outperform both algorithms on most datasets. The results are particularly
impressive on the higher-dimensional data. The exceptions are in the Iris and SVM-Guide datasets.
The Gaussian mixture model is a good fit for the data distribution in the Iris dataset. We have
recorded better results on the SVM-Guide datasets for different parameter settings (stricter α and
larger starting neighborhood size). However, we accept this failure as we expect the parameter set
used across all our experiments to be reasonable for our isotropy methods.
Mode-Seeking Methods
Mode-seeking methods have been popular in the computer vision and pattern recognition com-
munity and are widely used for image segmentation tasks. In particular, the mean shift clustering
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Table 6.14: Comparison of purity scores of clusters produced by our approach against model-based
clustering methods.
Dataset SCsign SCsum SCuni k-means GMM
MNIST PAIRS 0.977 0.971 0.974 0.911 -
USPS PAIRS 0.991 0.990 0.990 0.925 -
Breast-Cancer 0.966 0.958 0.665 0.960 0.944
Diabetes 0.651 0.651 0.651 0.660 0.659
EColi 0.844 0.765 0.789 0.817 0.520
Glass 0.659 0.631 0.551 0.528 0.435
Iris 0.920 0.907 0.913 0.667 0.967
MNIST ALL 0.837 0.818 0.470 0.604 -
Scene-GIST 0.638 0.570 0.638 0.581 -
SVM-Guide 0.747 0.747 0.789 0.751 0.915
USPS ALL 0.813 0.807 0.881 0.735 -
Table 6.15: Comparison of NMI scores of clusters produced by our approach against model-based
clustering methods.
Dataset SCsign SCsum SCuni k-means GMM
MNIST PAIRS 0.899 0.871 0.892 0.656 -
USPS PAIRS 0.935 0.926 0.932 0.696 -
Breast-Cancer 0.706 0.677 0.244 0.748 0.572
Diabetes 0.001 0.001 0.001 0.030 0.037
EColi 0.687 0.551 0.684 0.625 0.220
Glass 0.372 0.370 0.396 0.338 0.250
Iris 0.822 0.774 0.794 0.589 0.900
MNIST ALL 0.818 0.790 0.604 0.507 -
Scene-GIST 0.492 0.411 0.494 0.435 -
SVM-Guide 0.314 0.314 0.405 0.349 0.418
USPS ALL 0.834 0.819 0.859 0.613 -
algorithm is run at various settings on an image to produce a soup of segments for use in higher
level applications. In this section we compare our shift based methods against adaptive bandwidth
mean shift clustering and the related medoid shift clustering algorithm. The adaptive bandwidth
variant on mean shift clustering accepts as input a pilot bandwidth to estimate the underlying prob-
ability density function. It uses these estimates in determining an optimal bandwidth at each point
for computing the mean shift iterations. We varied the input pilot bandwidth between 10 to 1000
k-nearest neighbors and recorded the performance of the algorithm on our datasets. We report the
best performing settings for each dataset.
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Table 6.16: Comparison of purity scores of clusters produced by our shift based approaches against
adaptive bandwidth mean shift clustering.
Dataset ESsign RWsign ESsum RWsum ESuni RWuni AMS
MNIST PAIRS 0.989 0.982 0.982 0.970 0.988 0.955 0.551
USPS PAIRS 0.991 0.986 0.990 0.969 0.990 0.962 0.612
Breast-Cancer 0.966 0.969 0.965 0.960 0.966 0.969 0.736
Diabetes 0.720 0.651 0.674 0.659 0.691 0.661 0.655
EColi 0.859 0.761 0.749 0.639 0.771 0.645 0.783
Glass 0.645 0.505 0.509 0.509 0.645 0.449 0.355
Iris 0.907 0.667 0.667 0.667 0.900 0.667 0.667
MNIST ALL 0.939 0.893 0.902 0.806 0.937 0.700 0.253
Scene-GIST 0.613 0.230 0.510 0.252 0.609 0.221 0.326
SVM-Guide 0.931 0.571 0.867 0.739 0.866 0.569 0.936
USPS ALL 0.958 0.950 0.946 0.942 0.957 0.813 0.281
Table 6.17: Comparison of NMI scores of clusters produced by our shift based approaches against
adaptive bandwidth mean shift clustering.
Dataset ESsign RWsign ESsum RWsum ESuni RWuni AMS
MNIST PAIRS 0.302 0.766 0.339 0.667 0.327 0.698 0.017
USPS PAIRS 0.298 0.679 0.397 0.771 0.341 0.780 0.044
Breast-Cancer 0.306 0.419 0.387 0.494 0.317 0.410 0.193
Diabetes 0.062 0.006 0.047 0.015 0.053 0.032 0.040
EColi 0.604 0.631 0.559 0.474 0.661 0.492 0.696
Glass 0.354 0.425 0.320 0.324 0.359 0.345 0.000
Iris 0.646 0.734 0.734 0.699 0.778 0.734 0.734
MNIST ALL 0.550 0.791 0.568 0.677 0.571 0.711 0.132
Scene-GIST 0.386 0.155 0.334 0.213 0.389 0.143 0.215
SVM-Guide 0.351 0.122 0.321 0.302 0.317 0.119 0.385
USPS ALL 0.559 0.811 0.641 0.827 0.596 0.819 0.172
The scores in Tables 6.16 and 6.17, show that our shift based methods outperform the best
settings of adaptive bandwidth mean shift over most datasets (with the exception of SVM-Guide).
It is worth noting that for many reasonable settings of the pilot bandwidth, the mean shift clusters
produced were of low quality. This is in particular true for high dimensional datasets such as the
digits data and Scene-GIST. In most cases the algorithm merges the clusters into a single entity.
We expect this is a consequence of the mode merging heuristic used in mean shift clustering. To
verify this hypothesis, we performed k-means clustering on the converged modes of the mean shift
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iterations. The best results are reported in Tables 6.18 and 6.19. It is straightforward to see that the
k-means iterations on mean shift clusters produce significantly higher quality clusters than regular
mean shift. This suggests an alternative approach for processing these mean shift modes. It also
indicates that the mode merging heuristic of mean shift clustering creates unnecessary mergers.
It is worth nothing that our spectral methods outperform the best settings of this k-mean shift
algorithm on most datasets.
Table 6.18: Comparison of purity scores of clusters produced by our shift based spectral ap-
proaches against k-means on the mode convergences output by adaptive bandwidth mean shift
clustering.
Dataset SCsign SCsum SCuni k-mean shift
MNIST PAIRS 0.977 0.971 0.974 0.907
USPS PAIRS 0.991 0.990 0.990 0.929
Breast-Cancer 0.966 0.958 0.665 0.962
Diabetes 0.651 0.651 0.651 0.652
EColi 0.844 0.765 0.789 0.789
Glass 0.659 0.631 0.551 0.533
Iris 0.920 0.907 0.913 0.927
MNIST ALL 0.837 0.818 0.470 0.605
Scene-GIST 0.638 0.570 0.638 0.566
SVM-Guide 0.747 0.747 0.789 0.933
USPS ALL 0.813 0.807 0.881 0.737
Table 6.19: Comparison of NMI scores of clusters produced by our shift based spectral approaches
against k-means on the mode convergences output by adaptive bandwidth mean shift clustering.
Dataset SCsign SCsum SCuni k-mean shift
MNIST PAIRS 0.899 0.871 0.892 0.657
USPS PAIRS 0.935 0.926 0.932 0.702
Breast-Cancer 0.706 0.677 0.244 0.755
Diabetes 0.001 0.001 0.001 0.004
EColi 0.687 0.551 0.684 0.634
Glass 0.372 0.370 0.396 0.305
Iris 0.822 0.774 0.794 0.813
MNIST ALL 0.818 0.790 0.604 0.520
Scene-GIST 0.492 0.411 0.494 0.443
SVM-Guide 0.314 0.314 0.405 0.660
USPS ALL 0.834 0.819 0.859 0.617
The medoid shift algorithm requires a distance matrix and a scale parameter as input. A weight
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matrix is computed using these inputs. The distribution of weights and distances within a neighbor-
hood is examined to select the most central point of the set. The point on which the neighborhood
is centered is then moved to this central point. This process is repeated for all points in the dataset.
To enable a uniform setting across datasets so that we could compare performance against parame-
ter settings, we normalized the point sets so that the maximum distance between any pair of points
is 1. We then varied the scale parameter from 0.05 to 0.75. We observed that the clustering output
is heavily dependent on the scale parameter. Here, we report the best results on each dataset over
all the parameter settings (Tables 6.20 and 6.21).
Table 6.20: Comparison of purity scores of clusters produced by our shift based approaches against
medoid shift clustering.
Dataset ESsign RWsign ESsum RWsum ESuni RWuni Medoid
MNIST PAIRS 0.989 0.982 0.982 0.970 0.988 0.955 0.889
USPS PAIRS 0.991 0.986 0.990 0.969 0.990 0.962 0.841
Breast-Cancer 0.966 0.969 0.965 0.960 0.966 0.969 0.969
Diabetes 0.720 0.651 0.674 0.659 0.691 0.661 0.661
EColi 0.859 0.761 0.749 0.639 0.771 0.645 0.847
Glass 0.645 0.505 0.509 0.509 0.645 0.449 0.654
Iris 0.907 0.667 0.667 0.667 0.900 0.667 0.920
MNIST ALL 0.939 0.893 0.902 0.806 0.937 0.700 0.251
Scene-GIST 0.613 0.230 0.510 0.252 0.609 0.221 0.68
SVM-Guide 0.931 0.571 0.867 0.739 0.866 0.569 0.812
USPS ALL 0.958 0.950 0.946 0.942 0.957 0.813 0.257
Again, influence shift (both exemplar shift and random walk-based clustering) outperforms the
best settings of medoid shift clustering on most datasets. Even in the three datasets with better NMI
scores, the variance in performance of medoid shift is significant across parameter settings. In the
Iris dataset, the NMI scores vary from 0 to 0.804 and purity from 0.33 to 0.92. Similarly in EColi,
the NMI varies from 0 to 0.674 and in Glass from 0 to 0.5. These maxima are not obtained at the
same parameter settings across datasets. This is the key advantage of our algorithm. The voting is
weighted by the degree of isotropy of the neighborhoods and the built-in isotropy based bandwidth
selection algorithm takes away the variance in the clustering performance by introducing bias in
the types of neighborhoods preferred by the algorithm.
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Table 6.21: Comparison of purity scores of clusters produced by our shift based approaches against
medoid shift clustering.
Dataset ESsign RWsign ESsum RWsum ESuni RWuni Medoid
MNIST PAIRS 0.302 0.766 0.339 0.667 0.327 0.698 0.325
USPS PAIRS 0.298 0.679 0.397 0.771 0.341 0.780 0.493
Breast-Cancer 0.306 0.419 0.387 0.494 0.317 0.410 0.388
Diabetes 0.062 0.006 0.047 0.015 0.053 0.032 0.014
EColi 0.604 0.631 0.559 0.474 0.661 0.492 0.674
Glass 0.354 0.425 0.320 0.324 0.359 0.345 0.501
Iris 0.646 0.734 0.734 0.699 0.778 0.734 0.804
MNIST ALL 0.550 0.791 0.568 0.677 0.571 0.711 0.22
Scene-GIST 0.386 0.155 0.334 0.213 0.389 0.143 0.385
SVM-Guide 0.351 0.122 0.321 0.302 0.317 0.119 0.316
USPS ALL 0.559 0.811 0.641 0.827 0.596 0.819 0.14
Spectral Methods
Spectral methods for graph partitioning are motivated by examining the desirable properties of
a cut produced on a connected graph. The key idea is to produce partitions such that the inter-
nal homogeneity of the partitions is in contrast with the inter-cluster heterogeneity as captured by
the eliminated edges on the graph. There are several different spectral clustering criteria in the
clustering literature. We experimented with many of them and found two criteria produced qual-
itatively and quantitatively superior partitioning of the datasets. The first is the normalized cuts
criterion [121]. The inputs to the normalized cuts clustering algorithm are a distance matrix, a lo-
cal scale for computing similarities and the number of clusters expected. As with the medoid shift
experiments, we scaled the dataset so that the maximum distance between any point pair is unity.
We then varied the scale from 0.05 to 0.75 and specified the number of partitions as equal to that in
the ground-truth labeling. This variant of spectral clustering uses a fixed local scale to determine
similarities. This conforms to geometric intuitions, where points are considered distributed on a
manifold and the scale determines the extent of connections on the manifold. However, in [137]
the authors point out that this fixed scale does not work well on datasets with multiscale clusters.
Therefore, they propose an alternative similarity measure that scales the similarity between points
based on their respective local density. This local density is specified by the distance to the kth
nearest neighbor of the point. If two points have divergent local densities, their distance similarity
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scores are lowered. This heuristic significantly improves the performance of spectral graph parti-
tioning methods. Although in their paper the authors recommended setting k = 7, we found that
this setting did not produce the best partitioning in many cases. Therefore, we varied k from 5 to
200, and recorded the performance of the algorithm for varying values of k. We report the best
and worst performance of these algorithm on these settings. In the same paper the authors also
propose an eigenvector rotation heuristic for selecting an appropriate number of clusters. We term
this unsupervised algorithm the locally scaled Zelnik-Perona spectral clustering algorithm. We
evaluated this algorithm against our unsupervised spectral partitioning algorithms using a similar
parameter set as in the supervised case.
Table 6.22: Comparison of purity scores of clusters produced by our shift based spectral ap-
proaches against locally scaled spectral clustering and normalized cuts clustering.
Dataset SCsign SCsum SCuni ls-SC NCuts ls-SCworst NCutsworst
MNIST PAIRS 0.977 0.971 0.974 0.918 0.946 0.911 0.661
USPS PAIRS 0.991 0.990 0.990 0.951 0.959 0.929 0.901
Breast-Cancer 0.966 0.958 0.665 0.968 0.960 0.650 0.933
Diabetes 0.651 0.651 0.651 0.651 0.658 0.651 0.656
EColi 0.844 0.765 0.789 0.798 0.780 0.734 0.768
Glass 0.659 0.631 0.551 0.636 0.537 0.589 0.481
Iris 0.920 0.907 0.913 0.933 0.900 0.900 0.607
MNIST ALL 0.837 0.818 0.470 0.604 0.600 0.416 0.608
Scene-GIST 0.638 0.570 0.638 0.622 0.555 0.562 0.253
SVM-Guide 0.747 0.747 0.789 0.899 0.802 0.873 0.585
USPS ALL 0.813 0.807 0.881 0.590 0.699 0.480 0.648
We compare the normalized cuts and locally scaled spectral clustering algorithms against our
spectral partitioning function on affinity matrices derived from the influence shift vectors. Tables
6.22 and 6.23 show a comparison of purity and NMI scores across our evaluation set. Again,
we outperform the best results of locally scaled spectral clustering and normalized cuts clustering
on most datasets. The best scores of both methods were not obtained at similar settings across
datasets. Therefore, it is hard to find an optimal setting that would work across all of them. The
worst performance settings gives us some perspective on the variance of performance of these al-
gorithms for different parameters. Additionally, we compare the performance of influence shift
spectral clustering using the force sign criterion, against the locally scaled spectral clustering algo-
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Table 6.23: Comparison of NMI scores of clusters produced by our shift based spectral approaches
against locally scaled spectral clustering and normalized cuts clustering.
Dataset SCsign SCsum SCuni ls-SC NCuts ls-SCworst NCutsworst
MNIST PAIRS 0.899 0.871 0.892 0.680 0.794 0.648 0.143
USPS PAIRS 0.935 0.926 0.932 0.776 0.825 0.705 0.629
Breast-Cancer 0.706 0.677 0.244 0.798 0.748 0.043 0.650
Diabetes 0.001 0.001 0.001 0.002 0.018 0.000 0.009
EColi 0.687 0.551 0.684 0.615 0.664 0.540 0.537
Glass 0.372 0.370 0.396 0.395 0.440 0.353 0.306
Iris 0.822 0.774 0.794 0.804 0.798 0.758 0.426
MNIST ALL 0.818 0.790 0.604 0.495 0.577 0.437 0.469
Scene-GIST 0.492 0.411 0.494 0.467 0.382 0.419 0.176
SVM-Guide 0.314 0.314 0.405 0.595 0.427 0.544 0.140
USPS ALL 0.834 0.819 0.859 0.561 0.687 0.505 0.548
rithm on the 45 MNIST digit pairs and 45 USPS digit pairs datasets in Figures 6.7 and 6.8. Here
we plot the difference of the NMI scores between our algorithm and the best performing setting of
the locally scaled (ls) spectral algorithm. Positive differences imply better scores for our method.
Notice how we outperform the ls-spectral clustering algorithm on all 45 pairs of MNIST and 42
pairs of the USPS digits datasets. In total we outperform these spectral algorithms on 94 of the 99
datasets in our evaluation.
Figure 6.7: Figure shows the difference in NMI scores between our spectral algorithm using the
force sign criterion and the locally scaled spectral clustering algorithm, on the 45 MNIST digit
pairs.
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Figure 6.8: Figure shows the difference in NMI scores between our spectral algorithm using the
force sign criterion and the locally scaled spectral clustering algorithm, on the 45 USPS digit pairs.
Similarly, we compare our unsupervised spectral clustering approach against the locally scaled
Zelnik-Perona (ls-ZP) clustering algorithm in Tables 6.24 and 6.25. The performance is compara-
ble between the algorithms on most of the UCI machine learning datasets. The best results of the
ls-ZP algorithm outperform our algorithms on 4 of the 11 clustering tasks; however, it is important
to observe that the worst performance of the ls-ZP algorithm is seldom close to our performance.
Additionally, even though the ls-ZP clustering algorithm performs well on many datasets, it makes
bad choices for a few datasets (MNIST and USPS). When the ls-ZP algorithm makes an error, it is
significantly poorer than our algorithms. Additionally, we compare the performance of influence
shift spectral clustering using the force sign criterion, against the ls-ZP algorithm on the 45 MNIST
digit pairs and 45 USPS digit pairs datasets in Figures 6.9 and 6.10. Here we plot the difference
of the NMI scores between our algorithm and the best performing setting of ls-ZP. Positive differ-
ences imply better scores for our method. Notice how we outperform the ls-ZP algorithm on all
41 pairs of MNIST and 36 pairs of the USPS digits datasets. In total we outperform these spectral
algorithms on 82 of the 99 datasets in our evaluation.
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Table 6.24: Comparison of purity scores of clusters produced by our shift based unsupervised
spectral approaches against locally scaled Zelnik-Perona spectral clustering.
Dataset ZPsign ZPsum ZPuni ls-ZP ls-ZPworst
MNIST PAIRS 0.989 0.985 0.989 0.925 0.919
USPS PAIRS 0.992 0.990 0.992 0.963 0.934
Breast-Cancer 0.968 0.963 0.969 0.968 0.650
Diabetes 0.651 0.651 0.651 0.720 0.659
EColi 0.642 0.639 0.645 0.771 0.642
Glass 0.659 0.514 0.551 0.668 0.500
Iris 0.667 0.667 0.667 0.667 0.667
MNIST ALL 0.502 0.593 0.501 0.208 0.207
Scene-GIST 0.644 0.608 0.645 0.601 0.506
SVM-Guide 0.926 0.933 0.928 0.946 0.937
USPS ALL 0.662 0.740 0.743 0.301 0.299
Table 6.25: Comparison of NMI scores of clusters produced by our shift based unsupervised spec-
tral approaches against locally scaled Zelnik-Perona spectral clustering.
Dataset ZPsign ZPsum ZPuni ls-ZP ls-ZPworst
MNIST PAIRS 0.859 0.834 0.879 0.681 0.645
USPS PAIRS 0.887 0.881 0.888 0.779 0.696
Breast-Cancer 0.404 0.530 0.484 0.798 0.043
Diabetes 0.002 0.001 0.002 0.066 0.012
EColi 0.484 0.474 0.492 0.661 0.476
Glass 0.385 0.323 0.397 0.393 0.336
Iris 0.734 0.734 0.734 0.734 0.657
MNIST ALL 0.696 0.734 0.696 0.197 0.175
Scene-GIST 0.497 0.407 0.494 0.423 0.402
SVM-Guide 0.415 0.423 0.417 0.456 0.33
USPS ALL 0.807 0.830 0.842 0.282 0.277
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Figure 6.9: Figure shows the difference in NMI scores between our unsupervised spectral algo-
rithm using the force sign criterion and the locally scaled Zelnik-Perona algorithm, on the 45
MNIST digit pairs.
Figure 6.10: Figure shows the difference in NMI scores between our unsupervised spectral al-
gorithm using the force sign criterion and the locally scaled Zelnik-Perona algorithm, on the 45
USPS digit pairs.
135
Affinity Propagation
In this section we compare our unsupervised clustering approaches against affinity propagation
(AP) clustering. AP clustering computes clusters and cluster representatives by belief propagation
on a graph constructed by the similarity matrix of a point set. We expect the performance to be
significantly affected by the nature of the similarity matrix input. Therefore, we choose the best
performing heuristic so far, the locally scaled affinity matrix as the similarity matrix input to AP.
We compute this matrix at different scales, as in the case of locally scaled spectral clustering. In
addition to the similarity matrix, the AP algorithm also requires the users to input a preference
which indicates how likely each node is to be an exemplar of a cluster. The recommended setting
is often the median of the similarity entries in the matrix. However, we constantly obtained sin-
gleton clusters over all the different locally scaled matrices. Therefore, we lowered the preference
value to half the minimum positive similarity entry. This produced reasonably satisfactory results,
although in most cases the clusters were still very small. This indicates that obtaining a good clus-
tering of the data requires careful tuning of the preference values.
Table 6.26: Comparison of purity scores of clusters produced by our shift based approaches against
affinity propagation clustering.
Dataset ESsign RWsign ESsum RWsum ESuni RWuni AP
MNIST PAIRS 0.989 0.982 0.982 0.970 0.988 0.955 0.989
USPS PAIRS 0.991 0.986 0.990 0.969 0.990 0.962 0.993
Breast-Cancer 0.966 0.969 0.965 0.960 0.966 0.969 0.977
Diabetes 0.720 0.651 0.674 0.659 0.691 0.661 0.793
EColi 0.859 0.761 0.749 0.639 0.771 0.645 0.893
Glass 0.645 0.505 0.509 0.509 0.645 0.449 0.813
Iris 0.907 0.667 0.667 0.667 0.900 0.667 0.967
MNIST ALL 0.939 0.893 0.902 0.806 0.937 0.700 0.941
Scene-GIST 0.613 0.230 0.510 0.252 0.609 0.221 0.761
SVM-Guide 0.931 0.571 0.867 0.739 0.866 0.569 0.955
USPS ALL 0.958 0.950 0.946 0.942 0.957 0.813 0.963
Tables 6.26-6.29 document the comparison of our shift based and spectral approaches against
affinity propagation clustering. This is a good exercise in recognizing the merits of the two eval-
uation criteria. AP outperforms our algorithms on the purity measure on almost all datasets. This
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Table 6.27: Comparison of NMI scores of clusters produced by our shift based approaches against
affinity propagation clustering.
Dataset ESsign RWsign ESsum RWsum ESuni RWuni AP
MNIST PAIRS 0.302 0.766 0.339 0.667 0.327 0.698 0.224
USPS PAIRS 0.298 0.679 0.397 0.771 0.341 0.780 0.223
Breast-Cancer 0.306 0.419 0.387 0.494 0.317 0.410 0.220
Diabetes 0.062 0.006 0.047 0.015 0.053 0.032 0.085
EColi 0.604 0.631 0.559 0.474 0.661 0.492 0.485
Glass 0.354 0.425 0.320 0.324 0.359 0.345 0.410
Iris 0.646 0.734 0.734 0.699 0.778 0.734 0.596
MNIST ALL 0.550 0.791 0.568 0.677 0.571 0.711 0.474
Scene-GIST 0.386 0.155 0.334 0.213 0.389 0.143 0.401
SVM-Guide 0.351 0.122 0.321 0.302 0.317 0.119 0.238
USPS ALL 0.559 0.811 0.641 0.827 0.596 0.819 0.483
Table 6.28: Comparison of purity scores of clusters produced by our shift based unsupervised
spectral approaches against affinity propagation clustering.
Dataset ZPsign ZPsum ZPuni AP
MNIST PAIRS 0.989 0.985 0.989 0.989
USPS PAIRS 0.992 0.990 0.992 0.993
Breast-Cancer 0.968 0.963 0.969 0.977
Diabetes 0.651 0.651 0.651 0.793
EColi 0.642 0.639 0.645 0.893
Glass 0.659 0.514 0.551 0.813
Iris 0.667 0.667 0.667 0.967
MNIST ALL 0.502 0.593 0.501 0.941
Scene-GIST 0.644 0.608 0.645 0.761
SVM-Guide 0.926 0.933 0.928 0.955
USPS ALL 0.662 0.740 0.743 0.963
is a consequence of the algorithm’s tendency to produce extremely fragmented results. A quick
examination of the NMI scores tells a different story. The partitions produces by our algorithms
are vastly superior to those produced by AP. Although AP scores better than our algorithms in
terms of NMI on the Scene-GIST dataset, we recorded that the algorithm divided the data of ap-
proximately 3000 points into 217 clusters. Therefore, it is important at this point to observe that
the NMI scores, although better than purity in capturing the quality of the clustering, still have
trouble discerning extreme over-fragmentation of data.
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Table 6.29: Comparison of NMI scores of clusters produced by our shift based unsupervised spec-
tral approaches against affinity propagation clustering.
Dataset ZPsign ZPsum ZPuni AP
MNIST PAIRS 0.859 0.834 0.879 0.224
USPS PAIRS 0.887 0.881 0.888 0.223
Breast-Cancer 0.404 0.530 0.484 0.220
Diabetes 0.002 0.001 0.002 0.085
EColi 0.484 0.474 0.492 0.485
Glass 0.385 0.323 0.397 0.410
Iris 0.734 0.734 0.734 0.596
MNIST ALL 0.696 0.734 0.696 0.474
Scene-GIST 0.497 0.407 0.494 0.401
SVM-Guide 0.415 0.423 0.417 0.238
USPS ALL 0.807 0.830 0.842 0.483
Other Methods
In addition to the methods compared against above, we also compare our K-way graph partition-
ing approach against the cutting plane maximum margin clustering (CPMMC) algorithm. The
CPMMC algorithm in its current form is designed to produce a two-way partitioning. Therefore,
we only look at the subset clustering task with two clusters in the ground-truth labeling. We varied
the different regularization parameters of the CPMMC algorithm and report the best scores we
obtained over all the parameter sets in Tables 6.30 and 6.31.
Table 6.30: Comparison of purity scores of clusters produced by the three isotropy criteria and
spectral clustering against cutting plane maximum margin clustering.
Dataset SCsign SCsum SCuni CPMMC
MNIST PAIRS 0.977 0.971 0.974 0.517
USPS PAIRS 0.991 0.990 0.990 0.801
Breast-Cancer 0.966 0.958 0.665 0.974
Diabetes 0.651 0.651 0.651 0.651
SVM-Guide 0.747 0.747 0.789 0.513
In general, we outperformed the CPMMC algorithm on both NMI and purity measures. We
had to try out several different combinations of parameters to obtain the best performances on the
CPMMC algorithms. It is not very intuitive to decide what parameter settings will work across all
datasets.
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Table 6.31: Comparison of purity scores of clusters produced by the three isotropy criteria and
spectral clustering against cutting plane maximum margin clustering.
Dataset SCsign SCsum SCuni CPMMC
MNIST PAIRS 0.899 0.871 0.892 0.000
USPS PAIRS 0.935 0.926 0.932 0.450
Breast-Cancer 0.706 0.677 0.244 0.834
Diabetes 0.001 0.001 0.001 0.000
SVM-Guide 0.314 0.314 0.405 0.000
Another algorithm with a similar problem is the density-based clustering algorithm DBSCAN.
It is seldom possible to select a parameter setting for this algorithm that is expected to work over a
wide variety of datasets. We experimented with different values of nmin, the minimum number of
points in a particular sized neighborhood for it to be considered an interior point, for a self-tuning
implementation of the DBSCAN algorithm, i.e. the algorithm automatically determines an appro-
priate neighborhood size . We compare our connected components algorithm against DBSCAN.
The parameter settings in our approach are far more intuitive than in the case of DBSCAN. We
compare the best performing settings of both algorithms in Tables 6.32 and 6.33.
Table 6.32: Comparison of purity scores of clusters produced by the three connected components
clustering algorithms against DBSCAN on the evaluation dataset.
Dataset CCsign CCsum CCuni DBSCAN
MNIST PAIRS 0.981 0.979 0.932 0.516
USPS PAIRS 0.972 0.972 0.955 0.572
Breast-Cancer 0.955 0.956 0.953 0.760
Diabetes 0.734 0.743 0.734 0.665
EColi 0.798 0.853 0.820 0.437
Glass 0.621 0.561 0.533 0.486
Iris 0.960 0.887 0.960 0.667
MNIST ALL 0.818 0.859 0.801 0.114
Scene-GIST 0.603 0.604 0.625 0.153
SVM-Guide 0.936 0.936 0.922 0.613
USPS ALL 0.907 0.902 0.925 0.167
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Table 6.33: Comparison of NMI scores of clusters produced by the three connected components
clustering algorithms against DBSCAN on the evaluation dataset.
Dataset CCsign CCsum CCuni DBSCAN
MNIST PAIRS 0.467 0.356 0.486 0.023
USPS PAIRS 0.473 0.493 0.559 0.011
Breast-Cancer 0.384 0.345 0.375 0.209
Diabetes 0.067 0.073 0.072 0.022
EColi 0.632 0.608 0.611 0.000
Glass 0.309 0.331 0.435 0.381
Iris 0.692 0.734 0.742 0.734
MNIST ALL 0.580 0.539 0.499 0.000
Scene-GIST 0.361 0.372 0.393 0.000
SVM-Guide 0.331 0.359 0.314 0.090
USPS ALL 0.583 0.658 0.698 0.004
6.2.7 Summary
In summary, comparing the purity and mutual information scores in the tables for the different
approaches developed in this dissertation and popular clustering approaches in literature, we de-
velop the following insights: (1) The influence shift based clustering algorithms are superior to
the mean shift and medoid shift clustering algorithms. We attribute this to the principled choice
of using isotropy neighborhoods for computing isotropy-weighted influence shift vectors. (2) The
graph partitioning variants of our algorithm perform better than locally scaled spectral clustering
and normalized cuts on most datasets. Even in datasets where their performance is less than the
best, the failures are not nearly as catastrophic as the failures of the locally scaled and normal-
ized cuts algorithms. (3) Most algorithms, with the exception of k-means, have parameter settings
that significantly affect the output clusters. We recorded large variance in performance of most
algorithms based on these settings. In some cases the failures occur at fairly intuitive parameter
settings. While it may be hard to design a clustering algorithm with no parameters, it is important
that the parameters provide the analyst with an intuition of how they affect clustering. In most
algorithms this is lacking. (4) Finally, all the algorithms we compare against, also perform poorly
for the diabetes dataset. This reinforces our viewpoint that the labels in this ground-truth dataset
do not correspond to cluster structure. This highlights the dangers of using UCI machine learning
datasets, designed for classification, for evaluating clustering tasks. It also highlights the need for
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better ground-truth datasets in clustering. The MNIST and USPS data are more reliable. Many of
the better algorithms produce highly correlated and accurate results on them.
6.3 Application to Image Segmentation
We now present an application of the methods developed in this dissertation for clustering based
segmentation of images. We present results for influence shift based clustering and kernel-isotropy
connected components clustering. We represent the color values of pixels in an image in the LAB-
color feature space. In the case of the influence shift clustering, the feature space used is the spatial
coordinates appended to the LAB color space. Consequently, this amounts to cluster detection in
the 5-dimensional (x,y,l,a,b)-vector space. The clustering was run with a starting neighborhood
size of 10 pixels and using the force sum criterion for isotropy detection. We use the computa-
tionally efficient, exemplar-shift algorithm to obtain an initial partitioning of the image. As we
observed in the experiments in Section 6.2.4, this approach has a tendency to produce fragmented
clusters. We use this initial partitioning as the seeds of the clustering hierarchy generated using
cluster saliency defined by mean boundary contrast between region pairs. The output of our ap-
proach on images from the Berkeley Image Segmentation Dataset is shown in Figure 6.11. Our
algorithm produced an average F-score of 0.564 on the test images of the Berkeley Image Seg-
mentation Dataset. Although it is not at par with the state-of-the art, it is worth mentioning that
this result was obtained without any post-processing, unlike most of the other algorithms designed
for segmentation. The algorithm, performed sub-par on images with textured regions.
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Figure 6.11: Figure shows sample segmentations obtained using influence shift algorithm on im-
ages from the Berkeley Image Segmentation Dataset. The first column shows the color image
input to the algorithm. The second column shows the segmentation obtained at boundary contrast
5. The third column shows the hierarchy at boundary contrast 7. Finally, the fourth column shows
the hierarchy at boundary contrast 10.
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In the case of kernel-isotropy based connected components clustering, we connect each pixel
to a 5 × 5 neighborhood in the image-plane. The affinity value for the connection is computed
based on the spatial proximity and similarity of the color features. We experimented with a variety
of scale settings for computing the affinity values. As in the case of the other criteria, the isotropy
of each neighborhood is determined using the kernel-isotropy test, and connected components in
the image-plane are used to detect cluster-cores. Border points are assigned to the cores using
region growing. We show results of our clustering for various settings of the scale parameters in
Figure 6.12. The kernel-isotropy based clustering algorithm is good at identifying homogeneous
color segments. However, it does not perform as well on highly textured images.
6.4 Application to Video Segmentation
With the growing popularity of video on the web and the availability of several sources for video
data, there is considerable interest in mining these videos to discern useful information about
them. Two popular representations of videos for mining are based on SIFT-like spatio-temporal
interest points computed on the video volume [203], [204], and region-based spatio-temporal vol-
umes [113], [205], [206]. The region-based methods are attractive as their representations are far
more concise and meaningful, when compared to dense SIFT features.
The problem of segmenting videos into meaningful spatio-temporal regions can be tackled
from many different perspectives. One popular method is to go from voxels to regions by inte-
grating appearance and motion similarity frames [113], [206], [205]. This is made possible by
the availability of fast high-quality optical flow algorithms [207], [208]. Another method involves
segmenting each frame into a soup of segments and tracking segments across frames using intelli-
gent label propagation algorithms [209]. In this section we present two simple methods for video
segmentation that use the ideas developed in this dissertation.
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Figure 6.12: Figure shows sample segmentations obtained using the kernel-isotropy criterion based
connected component clustering. The first column shows the color image input to the algorithm.
The second column shows the isotropy values obtained at σlab = 5. The third, fourth and fifth
columns show segmentation obtained at σlab = 5,6 and 7, respectively.
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Figure 6.13: We generate hierarchical, multiscale region segmentation and embed the regions
using their region descriptions in a 10-dimensional space representing spatio-temporal coordinates
and region features. Clusters of similar regions across frames form space-time tubes in the 10-
dimensional representation space. These tubes are detected using connected component isotropy
based clustering.
6.4.1 Video Segmentation by Region Feature Clustering
In the first method we generate a hierarchical image segmentation for each frame [210]. We repre-
sent the regions detected in a 10-dimensional, space-time and region feature space (Figure 6.13).
The region features include, mean color, area and the first three Hu invariant moments. We ob-
tain tracks in this space by clustering the features of the regions using the connected components
clustering algorithm from Chapter 4. These region features have been shown to be discriminative
enough to match objects across different images. Consequently, we expect them to be discrimina-
tive enough to separate tracks of the different regions across the spatio-temporal volume, so that
they can be easily detected using our clustering algorithm. This method works well on simple
videos, e.g. those from the Weizmann action recognition dataset. However, on more complicated
datasets, the instability of image segmentation results in many short video tracks and track er-
rors where in the absence of an appropriate segment, an incorrect, albeit similar adjacent region
is added to the track. We had to resort to considerable post-processing of the tracks to spot and
correct these errors, and connect track breaks. While this experiment is useful for verifying the
correctness of our clustering algorithm, it does not present a particularly sophisticated approach to
video segmentation. Using optical flow to find best region matches using a simple region overlap
heuristic results in similar accuracies in segmentation.
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Figure 6.14: Figure shows sample tracks detected by our method from a walking sequence from
the Weizmann action recognition dataset.
We show sample tracks found using our method on videos from the Weizmann action recogni-
tion dataset in Figure 6.14 and 6.15. Owing to the input multiscale hierarchical segmentation, our
tracks are also hierarchical in nature. Notice how the body track in Figure 6.14 splits into head and
torso tracks. Some tracks are contained within others, where they may exist for the entire duration
of the track or for part of the track’s existence. This is a property of the segmentation algorithm,
as it seeks to highlight all regions that have significant boundaries between them.
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Figure 6.15: Figure shows sample tracks detected by our method from a side running sequence
from the Weizmann action recognition dataset.
6.4.2 Video Segmentation by Voxel Based Kernel-Isotropy Connected
Components Clustering
We extend the idea of pixel-based kernel-isotropy connected components clustering from Section
6.3 to segmentation on voxels. This idea is inspired by the approach of Grundmann et al. [206].
In Figure 6.16, we show the formation of the voxel graph which is input to our segmentation al-
gorithm. First, the optical flow between frame t, and frames t − 1 and t + 1 is computed. This
estimates the pixel displacements between adjacent frames. Each pixel in a frame is connected to
its neighbor in the previous and next frames using these optical-flow vectors as guides. Therefore,
given the 27-member voxel neighborhood of a pixel, we now apply the kerne- isotropy criterion
to compute the degree of isotropy of the voxel neighborhood. Computing this measure over the
entire frame gives us a map of isotropy scores. We threshold these isotropy scores to obtain an
interior-border labeling. Labels are propagated across frames using the optical-flow vectors. Bor-
der points are assigned to clusters using the minimum-spanning tree approach from Section 4.1.
The video segmentations obtained are promising. We show the force, alpha-values and the seg-
mentation masks obtained for videos from the Weizmann action recognition dataset, for various
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Figure 6.16: Figure shows the voxel neighborhoods over which the kernel-force isotropy criterion
is evaluated. This is used to determine interior and border pixels in each frame. We proceed to
perform connected components labeling on the voxel graph, to obtain cluster cores.
settings of the α threshold in Figures 6.17 and 6.18. However, the use of the arbitrary α threshold
sometimes results in under-segmentations. We show this in both Figures 6.17 and 6.18. Notice
that for low enough α, the foreground merges with the background. However, for appropriate set-
tings of α, the foreground and background are segmented appropriately. Over the segmentations
from the Weizmann action recognition dataset we observed that our algorithm does a good job of
segmenting spatio-temporal regions defined by regions of homogeneous or slowly changing in-
tensities within them. However, for highly textured regions the performance was less satisfactory.
Additionally, the segmentation is heavily reliant on accurate estimation of optical flow vectors.
We experimented with using large-displacement optical flow [207], to work on a reduced sample
set of frames, i.e. we sampled every fifth frame and computed optical flow between them. The
resulting connections between voxels was much less reliable in this case. Consequently, the video
segmentations obtained are not satisfactory. These experiments show that, given reliable estimates
of optical flow, there is promise in using the kernel-isotropy criterion for segmentation of video
voxels.
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Figure 6.17: Figure shows video segmentations obtained using the kernel-isotropy connected com-
ponent clustering for a sequence for jumping jacks from the Weizmann action recognition dataset.
In the first row we show the frames. In the second row the kernel-isotropy based force computed
at each voxel. Notice the boundaries correspond to moving objects and static background. In the
third row we show the corresponding p-values for significance testing computed at each voxel.
The fourth through sixth rows show segmentations obtained by varying the α threshold from 0.05,
to 0.1 to 0.25.
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Figure 6.18: Figure shows video segmentations obtained using the kernel-isotropy connected com-
ponent clustering for a walking sequence from the Weizmann action recogntion dataset. In the
first row we show the frames. In the second row the kernel-isotropy based force computed at each
voxel. Notice the boundaries correspond to moving objects and static background. In the third row
we show the corresponding p-values for significance testing computed at each voxel. The fourth
through sixth rows show segmentations obtained by varying the α threshold from 0.05, to 0.1 to
0.25.
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6.5 Summary
In this chapter we have presented a qualitative and quantitative characterization of the clustering
methods developed in this dissertation. We have shown that our isotropy based clustering methods
have many desirable properties of a good clustering algorithm. Additionally, we have shown that
our shift based methods outperform many popular, classic and state-of-the-art algorithms in the
clustering literature on a variety of real datasets.
We compared our algorithms against six supervised and five unsupervised clustering algo-
rithms. We varied the parameter settings of each of these competing algorithms and reported their
best results on the whole set. Despite this, our algorithms outperformed equivalent algorithms in
the literature on most of the 99 datasets in our evaluation. Even in datasets where our approach
was not the best, our performance is close to the best. We did not observe any catastrophic failures
in our clustering, unlike the case with many of the other algorithms, where some parameter set-
tings result in unacceptable failures. We also observed that the use of some UCI machine learning
datasets for clustering evaluation may not be appropriate. We found that in some of the datasets the
“ground-truth” labels do not correspond to a reasonable clustering of the data. The digits datasets
in contrast are significantly better, and represent a wide variety of interesting clustering challenges.
Surprisingly, many of the density-based and shift based methods in the literature perform poorly
on these high dimensional datasets. Many of these methods do not have intuitive parameter set-
tings that work across all datasets. Obtaining the best performance out of these methods involves
considerable tuning of parameters. Their clustering outputs vary across these settings, making it
harder for an analyst to infer anything useful from the clusters obtained.
Our closest competition is with the simple but smart density-based heuristic when coupled with
spectral clustering [137]. Our force sign based spectral clustering algorithm beat this locally scaled
spectral clustering algorithm in 94 of the 99 supervised clustering tasks and 82 of 99 unsupervised
clustering tasks, although our comparisons are against their best parameter settings. In contrast,
we ran all our shift based algorithms on the same parameter settings across all datasets. This em-
phasizes the nature of our success. Our approach can easily be made completely parameter-free by
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allowing the votes to be weighted by the degree of isotropy and not bother with a minimum-degree
of isotropy threshold for voting to continue. Another advantage of our approach is that we can
easily transition from strict partitioning to hierarchical outputs within the same framework. No
additional computation is required as the output of our shift vector computation includes a scalar
vote which is used to compute the saliency of a cluster.
We have also applied our clustering algorithms for image and video segmentation. In the im-
age segmentation problem, exemplar-shift based clustering coupled with a contrast based hierarchy
produces a mean F-score of 0.564 on the Berkeley Image Segmentation Dataset. Although the re-
sults are not at par with state-of-the-art methods, designed specifically for segmentation, they are
comparable to 7 of the top 11 algorithms reported in [198]. The video segmentation produces rea-
sonable results, and can be further improved if we detect unnatural merges between cluster-cores
owing to mistakes in optical-flow computation. However, we require appropriate α thresholds in
order to obtain good, stable segmentations and rely on good optical flow vectors being available.
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CHAPTER 7
CONCLUSIONS
We have developed a novel approach to the classic data clustering problem. Detection and char-
acterization of isotropic density neighborhoods forms the crux of our approach. We propose three
novel isotropy criteria. The first is based on comparing the estimated cumulative distribution
functions of one-dimensional projections of points in a hyperspherical neighborhood, against ex-
pected distributions using Kolmogorov-Smirnov goodness-of-fit tests. The other criteria involve
the analysis of the force-transform, generalized to arbitrary inner-product spaces. We character-
ize the expected behavior of the force-vector in hyperspherical neighborhoods with uniform point
distributions. Deviations from this expected behavior are symptomatic of asymmetry in the neigh-
borhood.
These isotropy criteria are used to design two distinct methods to solve the clustering problem.
The first involves the use of appropriately thresholded criteria to determine interior and border
points of a cluster. Connected components analysis is used to identify cluster cores, and border
points are added to the cluster by core growing methods. We also propose algorithms for produc-
ing clustering hierarchies based on density and isotropy analysis of data distributions.
The connected components approach is limited when it comes to identifying clusters with den-
sity gradients that overlap one another. In particular, when the density is slowly varying for a given
neighborhood size, the detection of border points is not reliable when arbitrary thresholds are used.
Consequently, the connected components analysis results in cluster cores leaking into one another.
We address this shortcoming by observing that there is no real need to threshold the isotropy cri-
teria to identify interior and border points. We recognize that the isotropy criteria are better used
as a measure of confidence of the homogeneity of cluster labels within a point neighborhood. The
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greater the isotropy, the less the local evidence for a border. The less the isotropy, the greater the
likelihood of a border in the neighborhood. Therefore, using the measure of isotropy as a weight
in a voting process, we propose a shift based approach for cluster identification. Here we make
two key contributions. First, in using the isotropy criterion we have an automatic bandwidth selec-
tion method to decide where a point can cast its vote. Consequently, the shift vector at a point is
computed over a more meaningful subset of the data, as opposed to other methods such as mean
shift and medoid shift clustering. Second, the shift vectors themselves are used to form a directed
graph with points as nodes. This enables us to use a rich set of algorithms from graph theory to
cluster the data. We experimentally show that we can detect a far richer set of structures using this
approach when compared to the connected components method.
We have also characterized our methods against a set of qualitative criteria that any reasonable
clustering algorithm is expected to satisfy. We show that our partitioning method satisfies many of
these criteria. While empirical evidence on artificial data gives us a general idea about the quality
of our clustering algorithm, we recognize that it is important to evaluate it on real datasets with
interesting, unknown cluster structures. Therefore, we have evaluated all the methods developed
in this dissertation on a set of 99 real-world datasets, with a variety of rich cluster structures in
them. We show that our methods perform well on most of these datasets. They beat state-of-the-
art algorithms, such as spectral clustering and mode-seeking algorithms in most tasks. Even on
tasks where they are not the best, our methods are competitive. This is impressive considering
we report the best performing parameter setting for all other algorithms, while we run ours on
the same parameter set across all datasets. Furthermore, we apply our shift based algorithm for
segmenting color images. We obtain an F-score of 0.564 without any cleanups or post-processing.
This is comparable to many methods in the segmentation literature developed specifically for seg-
mentation. We also apply our kernel-isotropy criterion for image and video segmentation and show
promising results.
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In conclusion, we summarize the chief contributions of this dissertation:
• We have developed three criteria for characterizing the isotropy of point neighborhoods in
arbitrary subspaces of the original space. Two of these criteria are generalized to arbitrary
inner product spaces.
• We applied these criteria to develop fixed neighborhood, connected components based, parti-
tional and hierarchical algorithms for clustering. These methods are shown to perform better
than density-based methods on many challenging clustering tasks. The parameters used in
this method are far more intuitive than those for density-based clustering.
• We use the isotropy criteria to develop an automatic bandwidth and weight determining
method for shift vector computation. The shift vectors computed using our method are
shown to be better than those computed by other methods such as mean shift and medoid
shift. We demonstrate this on artificial datasets.
• The shift vectors are used to define a digraph with points as nodes, which enable the appli-
cations of graph-theoretic algorithms for the clustering. This combines the strengths of shift
based methods with those of spectral graph partitioning methods. The resulting algorithm is
shown to produce better results than both these approaches on most datasets in our clustering
evaluation. It also shows good performance on the Berkeley Image Segmentation Dataset.
Most importantly, in this dissertation we have shown that neighborhood density isotropy is a
solid building block for identifying clusters in a variety of real-world clustering problems. The
performance of these methods can only improve with better measures for local isotropy and the
development of newer and more sophisticated algorithms for analyzing the shift digraph. We hope
that future methods for data clustering benefit from and build on the insights developed in our
work, in the same way that we benefited from the tireless efforts of clustering researchers over the
last five decades.
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