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ABSTRACT
The recent observations of ferroelectricity in extremely thin films (<20 nm) of
hafnia (HfO2 ) make it an excellent candidate for future non-volatile memory applications. However, the origins of this ferroelectric (FE) behavior are not well understood as the known equilibrium phases of hafnia are non-polar, and hence, cannot
display ferroelectricity. While prior computational and empirical investigations hint
at the formation of the non-equilibrium polar P ca21 phase as the root-cause of this
surprising behavior, the thermodynamic conditions under which this polar phase
may be stabilized remain unclear. Using first-principles density functional theory
calculations, independent as well as combined effect of some of the most compelling
factors, including (1) surface energy, (2) dopants, (3) non-hydrostatic stresses, and
(4) electric field, on the phase stability of several polar and non-polar hafnia phases
were studied, thereby finding conditions under which the polar P ca21 phase of hafnia becomes favored. This work suggests that rather than a single critical factor, a
combination of factors maybe necessary to stabilize this polar phase, and thus, to

Rohit Batra – University of Connecticut, 2018
induce ferroelectricity in hafnia. Details on the choice of dopants, surface orientations, stress profile and electric fields that favor ferroelectric behavior in hafnia have
also emerged from this study. Furthermore, an additional pathway to the formation of the polar P ca21 phase due to kinetic effects has been proposed. Empirical
and theoretical evidence, including the presence of soft modes in the parent tetragonal phase, that advocate an active presence of this pathway are also provided.
Finally, motivated from the example of hafnia, a computational strategy to search
for potential ferroelectric materials was implemented for the class of simple binary
oxides. While at least six oxides were identified to exhibit low-energy metastable
polar phases, the most promising candidate oxide, CaO2 , was predicted and subsequently synthesized in a polar P na21 phase. With a small polarization switching
barrier (∼35 meV/atom) and a decent spontaneous polarization of 4 µC/cm2 , CaO2
is predicted to be a potential ferroelectric binary oxide beyond hafnia.
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Chapter 1

Introduction

1.1

Principles of ferroelectricity

Ferroelectric materials are characterized by having a spontaneous lattice polarization (electrical dipole per unit volume) that can be switched in response to an
external electric field. Thus, they can be easily distinguished based on their nonlinear polarization response to the applied electric field, as illustrated in Fig. 1.1(a)
for the case of an ideal ferroelectric. The two most important features that can be
derived from this plot, commonly known as the P-E measurement, are the coercive
field Ec and the remnant polarization Pr ; where Ec defines the critical value of the
external field that switches the polarization orientation and Pr represents the magnitude of the polarization in the absence of the external field. These two properties
are critical for the use of a ferroelectric in any technical application. Overall, the
phenomenon of ferroelectricity, i.e., the non-linear P-E response, is analogous to
ferromagnetism with the physical quantities, magnetic field H and magnetic flux
1

2
density B, replaced by electric field E and polarization P (or precisely, the electric
displacement D), respectively.
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Figure 1.1: (a) P-E plots for an ideal ferroelectric material. The (b) cubic and (c) tetragonal phase
of BaTiO3 demonstrating a zero and +ve polarization along [001], respectively. In the tetragonal
phase, the displacement of Ti atom relative to the O octahedron (illustrated using blue arrows)
plays a decisive role for the ferroelectric phenomenon in BaTiO3 [1–3].

At the microscopic level, ferroelectricity is an outcome of the underlying structural re-arrangement due to applied electric field. The most common, and structurally simple, type of ferroelectrics that are often used to explain this behavior
are the perovskite-structure based complex oxides, among which BaTiO3 is wellknown. In a perfect perovskite arrangement (see Fig. 1.1(b)), BaTiO3 has a cubic
lattice with zero polarization and thus, does not display ferroelectricity. However,
at reduced temperatures (5-120 ◦ C) the cubic phase deforms into the ferroelectric
tetragonal phase [4] which is concomitant with the relative movement of the Ti
atom against the O atoms along one of the equivalent <100> directions. The blue
arrow in Fig. 1.1(c) illustrates one such case in which the Ti atom shifts along
the [001], resulting in a spontaneous polarization along the [001] at the microscopic
scale and a non-zero remnant polarization at the macroscopic scale. Now, when a
strong external field is applied along the [001], the Ti atom is forced to move to an
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equivalent site in the [001] direction, thereby, switching the polarization direction.
This switching of the Ti atom with the applied external field is primarily responsible
for the ferroelectric phenomenon in the tetragonal phase of BaTiO3 [1–3]. Further,
the temperature at which the ferroelectric behavior is lost owing to transformation
to a nonpolar phase is termed as the Curie temperature. Other common examples
of ferroelectric crystals include perovskite-structure based complex oxides, such as,
BaTiO3 , KNbO3 , KTaO3 , LiTaO3 and PbTiO3 , although the first observation of
ferroelectricity was made in Rochelle salt around 1920s [4, 5].
Its important to note that one of the necessary—but not sufficient—condition
for a material to display ferroelectric phenomenon is its stabilization in a polar
phase. In the case of BaTiO3 , and other perovskite ferroelectrics, the transformation
from the nonpolar cubic to the polar tetragonal phase is believed to be an outcome
of long-range Coulomb force (which favors the tetragonal phase) dominating the
short-range repulsion force (which favors the paraelectric cubic phase) [6, 7]. Apart
from stabilization of a polar phase, additional requirement for a true ferroelectric
behavior is the ability to reorient (and not necessarily reverse) the polarization by
application of an external electric field. Although small switching barrier computed
from theory are indicative of a ferroelectric, only experiments can establish if the
polarization can be switched. Thus, an exclusive theoretical definition that can be
used to characterize a material as ferroelectric is absent [5].
Nonetheless, using crystallographic considerations, one can at least distinguish
materials that crystallize in a polar phase. Of the 32 point groups consistent with the
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translational symmetry, 11 are centrosymmetric with no polar properties and thus
cannot be ferroelectric (or even piezoelectric). Of the remaining 21 point groups,
only 10 show a unique polar axis, i.e., display a spontaneous polarization, and can
be potentially ferroelectric [4,5,8]. Furthermore, the crystal symmetry aspects have
been utilized by Shuvalov [9] to determine which kind of ferroelectric transitions are
feasible. His study is based on the assumption that the structure of any ferroelectric
phase can be described by small distortions to a parent prototype phase, which can
be a real or a hypothetical phase. Thus, starting from a high symmetry parent
phase, Shuvalov was able to map all possible ferroelectric transitions along with
their respective distortions (or symmetry loss). This study can, therefore, be readily
used to identify plausible parent or prototype phase of a known ferroelectric based
on group-theoretical considerations alone.
Formally, there are two general theories that are used to describe the nature of
ferroelectrics. First is the phenomenological theory that resides at the macroscopic
scale. The key idea here is to describe the free energy of material in powers of
polarization and strain (along with temperature and entropy) such that the parameters involved fit the available empirical measurements like the dielectric constant
anomaly near the Curie temperature [10–12]. The success of this theory therefore
lies in the fact that it is capable of explaining dielectric, piezoelectric, and elastic
behaviour at any temperature from a free-energy polynomial involving a limited
number of terms. The second theory is at the microscopic level and casts the problem of ferroelectric transitions in terms of lattice dynamics, with a focus on the
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condensation of ‘soft’ lattice modes [13]. ‘Soft’ modes refer to the lattice instabilities that lead to a phase transition. The type (ferroelectric or nonpolar modes),
location (Brillouin-zone center or boundary) and coupling of different ‘soft’ modes
can successfully explain ferroelectric transitions observed in diverse materials, and
the associated electrical and mechanical responses [5, 8].

1.2

Background on ferroelectricity in hafnia

The presence of bistable polarization states along with quick accessible switching
capabilities lend ferroelectrics as the ideal candidates for non-volatile memory applications [14]. However, their use as non-volatile memories has been rather limited.
This is mainly due to the processing challenges and the limited scalability associated with common perovskite-structure based ferroelectric materials. Nevertheless,
a new class of ferroelectrics, based on binary oxides, that successfully overcomes
these challenges has recently emerged and will be the focal point of this thesis.
Moreover, the large dielectric and piezoelectric response of ferroelectric materials
make them attractive for a variety of applications, including, capacitors, ultrasound
imaging and actuators, sonar detectors, etc. Their pyroelectric properties are also
exploited for infrared detection and imaging [4, 5]. Thus, owing to a diverse range
of applications offered by ferroelectrics, there is a constant search for new materials
with unique and superior ferroelectric properties.
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1.2.1

Hafnia: From a linear dielectric to a ferroelectric material

For decades, hafnia (HfO2 ) is known and extensively studied for its high linear
dielectric constant (“high-k”) property. It is considered to be an excellent alternative
to conventional SiO2 dielectrics owing to suitable properties, such as, high dielectric
constant, high band gap (Eg > 5 eV) and large band offset with Si substrate, and
the ability to sustain high thermal treatments during microelectronic fabrication
[15]. It has been successfully introduced into the 45 nm technology node and is
beginning to play an important role to facilitate miniaturization of microelectronic
devices [15–17].
However, recently, surprising observations of ferroelectricity were made in extremely thin films (5-30 nm) of hafnia. These observations generated renewed
excitement in this material as its stable ferroelectric (FE) behavior, excellent Sicompatibility, easy complementary metal oxide semiconductor (CMOS) integration,
and high scalability make it a promising candidate for future non-volatile memory
applications [18–20] over the perovskite-structure based materials, which suffer from
complex integration issues and provide limited scalability [14,21]. Figure 1.2.1 illustrates the measured FE response in hafnia films under different doping conditions
and the possible impact this functionality can have towards downscaling FE field
effect transistors. Moreover, with a respectable Curie temperature of 450 ◦ C and a
high spontaneous polarization of ∼50 µC/cm2 , hafnia is quite comparable to other
well-known FE materials (see Fig. 1.2.1d). Investigations on other applications,
including pyroelectric energy harvesting and electrocaloric cooling, based on this
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newly discovered functionality in hafnia-based systems have already begun [19, 22].

(a)

(b)

Ionic radius [pm]

(c)

(d)

Figure 1.2: Observations of ferroelectricity in hafnia films and its potential impact. (a) P-E measurements in Si-doped hafnia films (reproduced from [18]); (b) remnant polarization in doped
hafnia films (reproduced from [23]); (c) possible size reduction in field effect transistors (source:
http://www.electronics-eetimes.com/); and (d) comparison of important FE properties, i.e., spontaneous polarization and Curie temperature, among common FE materials, including hafnia (reproduced from [24]).

Although increasing efforts are being channeled to build novel devices that exploit the aforementioned distinctive properties of hafnia, the origins of ferroelectricity in hafnia thin films have not been completely understood. As mentioned earlier, the discovery of ferroelectricity came as a surprise since the commonly known
equilibrium phases of hafnia (see hafnia phase diagram in Fig. 1.3(a)), namely, the
room temperature monoclinic (M) P 21 /c phase, the high temperature tetragonal (T)
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P 42 /nmc and cubic (C) F m3m phases, and the high pressure orthorhombic (OA)
P bca and P nma phases, are nonpolar and hence, cannot display ferroelectricity [25].
Later, however, extensive grazing incidence and θ-2θ X-ray diffraction investigations
on FE hafnia films suggested the presence of metastable polar orthorhombic (P-O1)
P ca21 phase as the origin of this unexpected behavior. Furthermore, Sang et al. [26]
in an advanced combined TEM and nanoscale electron diffraction study convincingly
identified this polar phase in FE hafnia films. Nonetheless, the remarkable structural similarity between different phases of hafnia, especially the polar P-O1 and
the non-polar OA phase, and limited statistics owing to the small film thicknesses
(<20 nm), have led to some degree of uncertainty in these conclusions.

1.2.2

Potential ferroelectric phases of hafnia

To complement the diffraction studies hinting at the formation of a metastable
polar phase in hafnia films, several theoretical studies with the aim to discover
unknown polar phases of hafnia were undertaken. In corroboration with the empirical findings, these studies indeed found a small energy difference between the
polar P-O1 and the equilibrium M phase of hafnia [27–32], hinting that small thermodynamic or kinetic perturbations in these films could lead to the formation of
this metastable P-O1 phase (instead of the equilibrium M phase). However, these
studies also found two other low-energy polar phases, i.e., the orthorhombic (PO2) P mn21 [29] and the trigonal R3 [32] phase. While no experimental study to
date reports formation of the P-O2 phase, a very recent study on epitaxially grown
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Hf0.5 Zr0.5 O2 films did confirm the presence of polar R3 phase in films which show
substantial FE response [33]. The presence of R3 phase is, however, unique and
inconsistent with the general consensus of formation of the metastable P-O1 phase
in hafnia films. Fig. 1.3b and 1.3c portray the most relevant low energy M, T, OA,
P-O1 and P-O2 phases discussed above, along with their bulk energies computed
using density functional theory (DFT) [29, 34].
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Figure 1.3: (a) Experimental phase diagram of hafnia demonstrating stabilization of only the nonpolar centrosymmetric phases [25]. The dotted lines represent the assumed boundaries and the
symbols 4, ,  and ◦ refer to the observed M, T, OA and OB phases, respectively; (b) DFT
computed energy of different phases of hafnia with respect to the equilibrium M phase [29]; (c)
(001) projections of the low energy phases of hafnia, demonstrating the structural similarity among
these phases [35]. The polarization directions of the two polar phase are represented by P~1 and
P~2 . Hf and O atoms are shown in green and red colors, respectively.

From a crystallographic point of view, an interesting relation between the T and
the two important polar phases of hafnia, i.e., the P-O1 and the P-O2 phase, should
be stated. Using the group-theoretical considerations enumerated by Shuvalov [9],
the polar point group mm2 exhibited by the P-O1 and the P-O2 phases is subgroup
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of the centrosymmetric point group 4/mmm, to which the T phase belongs [29].
Thus, small atomic displacements (corresponding to a loss of a four-fold and a mirror
plane symmetry) in the T phase can result into these polar phases, making the T
phase as their plausible parent paraelectric phase. Furthermore, from a crystallochemistry point of view, an interesting trend between the relative energies and the
coordination number (CN) of the Hf atoms should also be noted. While for all the
low-energy phases (i.e., M, OA, P-O1, and P-O2) the Hf atoms have a CN of 7, the
relatively higher energy phases, such as, the T and the C phase, have Hf atoms with
a CN of 8. This insight points to a possible energy driven transformation from the
T to the P-O1 phase in hafnia.

1.2.3

Factors responsible for ferroelectricity in hafnia films

Besides identifying the potential polar phase(s) in hafnia films, several attempts
have been made to understand factors that can lead to the formation of a metastable
polar phase. Systematic experimental investigations with varying processing conditions have found the most compelling factors to be (1) finite size effects (surface
or grain boundary energies) due to small grain sizes and film thickness [30, 35], (2)
stresses associated with the substrate and electrodes [18, 20, 34, 36], (3) the role
of dopants and oxygen vacancies [23, 37–40], and (4) the electrical history of the
film [41, 42]. These factors are illustrated in a schematic of a FE hafnia film in Fig.
1.4.
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Figure 1.4: Schematic of a typical FE hafnia film, illustrating the most relevant extrinsic factors.

Grain size is undoubtedly the most critical factor guiding the FE behavior in
hafnia films [19]. This can be directly inferred from the fact that all observations of
ferroelectricity have been limited to thin films (either crystalline or grown epitaxially) with large surface (or interface) to volume ratio. Cases, where thicker films
(>50 nm) have been reported to show FE response, involved special fabrication steps
to retain small grain sizes [43, 44]. Furthermore, almost all studies have reported a
monotonic decrease in the spontaneous polarization with increasing film thickness,
or more aptly, with the increasing grain size. A critical grain size of ∼20 nm was
identified above which the FE behavior eventually disappears [19]. The increasing
volume fraction of M phase with increasing film thickness (or grain size) was ascribed as the reason for this observation. Measurement of distinct FE behavior in
pure hafnia thin films (6-10 nm) further strengthen the notion that surface energy
plays a vital role in the stabilization of the FE phase [20]. However, in contrast to
the above-mentioned results, the literature is replete with examples of stabilization
of the T phase due to finite size effects in hafnia and its twin oxide, zirconia. While
finite size effects are considered to be more dominant in the case of zirconia where
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nanocrystals with size .30 nm can be stabilized at room temperatures in the T
phase [19, 45, 46], one has to achieve even smaller grain sizes of .3.8 nm in order to
stabilize the T phase in hafnia [47–49]. Nonetheless, the discrepancies between the
stabilization of the T phase in ceramics and that of the P-O1 phase in thin films,
suggest that other crucial factors are also at play.
An additional factor that has been extensively studied to enhance the FE properties of hafnia films is the effect of dopants. Intriguingly, a wide range of chemically
and physically diverse dopants have been found to increase the stability “window”
of the P-O1 phase as reflected in an increase in both the magnitude of the measured
polarization and the critical thickness of the hafnia film (below which FE behavior
is observed) [20]. Some insights into the role of dopants have emerged from recent
empirical studies [23,37], which have indicated the trend of dopants with higher ionic
radii leading to enhanced polarization. Nevertheless, the true role of the dopants in
the formation of the P-O1 phase remains unclear, given that traditionally doping is
known to stabilize the high-temperature T or the cubic phases of hafnia [50–52].
Another relevant factor, proved to be critical from empirical studies, is the residual stresses in hafnia films. One critical source of stress is from the mechanical
barrier provided by the capping of the top and the bottom electrodes during crystallization of these films. Additionally, there is an anisotropic stress introduced due
to the lattice and thermal coefficient mismatch between the film and the substrate.
Studies from Kisi et al. [53] and Park et al. [36] have suggested the possibility of
the T to P-O1 transformation due to in-plane compressive and out-of-plane tensile
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stresses in the (a,b) plane and along the c-direction, respectively, of the T phase.
Moreover, in a notable theoretical study, Huan et al. [29] found that isotropic pressures (and temperatures) bring the P-O1 and the P-O2 phases really close in energy
to the equilibrium phases of hafnia over a wide range of pressures and temperatures
(see Fig. 1.5(c)).
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Figure 1.5: The (a) experimental and (b) computational phase diagram of hafnia reproduced
from Refs. [25] and [29], respectively. (c) Pressure-temperature regimes in which the free energy
difference between the P-O1 and the P-O2 phases, and the equilibrium phases are small, i.e., <
kb T/5. In (a) the dotted lines represent the assumed boundaries and the symbols 4, ,  and ◦
refer to the observed M, T, OA and OB phases, respectively.

Table 1.1: Summary of the various conditions under which hafnia films display FE response.

Variable

Deposition method

Dopants

Electrodes
Grain size
Crystallinity
Annealing temperatures

Values
atomic layer deposition (ALD) [20, 54, 55]
chemical vapor deposition (CVD) [56]
pulsed laser deposition (PLD) [57, 58]
chemical solution deposition (CSD) [59, 60]
sputter deposition [61]
Undoped [20]
Si [18, 37], Al [62]
Y [24, 55, 61], Sr [63], Ba [23],
La [64], Gd [65], Nd [23], Sm [23], Er [23],
and Zr (as alloy) [22, 66]
Pt [59, 67], Ru2 O [67], Ir [68, 69] and TaN [70, 71]
5-30 nm [20, 43, 72]
epitaxial [24] and polycrystalline (majority of studies)
400-1000 ◦ C [72, 73]
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Observations of anti-ferroelectricity, the ‘wake-up effect’ and ‘fatigue’ behavior
in hafnia films have also insinuated at the possibility of electric field induced stabilization of the hafnia FE phases [41, 42]. Particularly interesting, is the ‘wake-up
effect’. This term was coined to describe the phenomenon of improving (and/or
inducing) FE loops of hafnia films, which displayed no apparent ferroelectricity in
their pristine form, through electric field cycling. It should be pointed out that
thermal effects are known to stabilize the T and the C phases of hafnia at high
temperatures of ∼1700 ◦ C and ∼2600 ◦ C [25], and are not expected to directly have
a significant role at room temperatures at which these FE measurements are made.
However, the T phase might have an indirect role during the fabrication of these
films which involve an annealing step with temperatures around 400-800 ◦ C.
The pervasive nature of ferroelectricity in hafnia films is reflected by the diverse
conditions under which this behavior has been observed, a summary of which is
provided in Table 1.2.3. Despite numerous empirical and theoretical studies, as
reflected by the preceding discussion and the number of entries in Table 1.2.3, a
complete understanding of the role of different factors towards stabilization of the
P-O1 phase is still missing. Thus, fundamental knowledge of the interplay between
surface, chemical, mechanical and electrical boundary conditions that lead to the
appearance of the FE behavior in hafnia is crucial if this novel functionality is to be
exploited to its full potential.
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1.3

Ferroelectricity in other binary oxides beyond hafnia?

A natural question that arises looking at the example of hafnia is that how
ubiquitous is the phenomenon of ferroelectricity in binary oxides? Is hafnia unique,
or are there many more simple oxides that show similar FE behavior? While a wide
range of perovskite-structure based complex oxides are known for their superior
FE properties, little is known about this phenomenon in binary oxides, with the
exception of ZrO2 [28] and of course hafnia. In fact, the class of binary oxides
has been traditionally regarded as linear dielectrics owing to the limited chemical
diversity and the strong covalent nature of the bonds involved.
Yet another noteworthy observation to be made in the context of ferroelectricity
in binary oxides is that the FE phenomenon in hafnia was unearthed only under
unusual circumstances, such as, extremely small films thickness (<20 nm) and high
electric fields (>2 MV/cm). Thus, in order to reveal hidden novel functionalities
in the case of binary oxides, one might have to search under some extraordinary
conditions.

1.4

Research objectives

The overarching goal of this thesis is to understand the role of different factors,
pervasive in hafnia films, towards formation of the metastable polar P-O1 phase
using DFT based calculations. Based on these learnings, the aim is to understand
the origins of observed ferroelectricity in hafnia films. Furthermore, motivated from
the example of hafnia, the possibility of ferroelectricity in other simple oxides using
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computations is explored. Thus, the primary objectives of the research dealt with
in this thesis include:
1. to understand if extrinsic factors can thermodynamically stabilize the metastable
polar P-O1 phase in hafnia. In this regards, I will study the:


(a) effect of finite size or surface energy Chapter 3


(b) effect of dopants Chapter 4


(c) effect of mechanical and electrical boundary conditions Chapter 5


(d) combined effect of finite size, dopants and mechanical stress Chapter 6
2. to understand if kinetic effects can lead to the formation of the metastable


P-O1 phase in hafnia films Chapter 7
3. to search for other binary oxides, similar to hafnia, that can display ferroelec

tricity Chapter 8

1.5

My thesis in nutshell

In this thesis a systematic study of the role of different factors, including, finite
size, dopants, mechanical and electrical boundary conditions, on the energetics of
different phases (including the polar phases) of hafnia is studied using first-principles
DFT based computations. First, the effects of these factors are studied on an indi

vidual basis Chapter 3-5 . While each of these factors were found to promote the
formation of the polar P-O1 (P ca21 ) phase, no factor alone could justify the stabilization of the FE P-O1 phase as the ground state. Thus, next, the combined effect
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of surface, mechanical and chemical (dopants) boundary conditions was studied to

find situations where the P-O1 phase is the thermodynamic stable phase Chapter

6 . These computations not only justify the formation the polar P-O1 (P ca21 ) phase
in hafnia films, but also reveal conditions which can allow crystallization of hafnia
in this functionally relevant polar phase.
An additional pathway to the formation of the polar P-O1 phase in hafnia films
owing to the kinetic effects is proposed in Chapter 7. This entails initial nucleation
of the T phase in hafnia films (due to surface energy effects) when the high temperatures are reached during the fabrication of the films, followed by the T to the
P-O1 phase transformation when the films are cooled to the room temperatures.
Several empirical and theoretical observations that advocate an active presence of
this pathway are also provided, including, the study on the occurrence of imaginary
modes in the T phase, justifying its transformation to the polar P-O1 phase.
Finally, a major learning from the example of hafnia is that even binary oxides,
which have long been regarded as linear dielectrics, can display ferroelectricity if
low-lying metastable polar phases are present and can be stabilized by intrinsic or
extrinsic factors. Based on this critical realization and using DFT computations, a

search for ferroelectricity in other binary oxides beyond hafnia is conducted Chapter

8 . The occurrence of a polar ground state in CaO2 , and the presence of multiple
low-energy metastable polar phases in at least 6 other binary oxides, imply that the
unexpected ferroelectric phenomenon in a simple binary oxide may not be restricted
to the case of hafnia alone.
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Below a brief description of the organization of this thesis, along with a short
summary of the critical findings, is provided:
In Chapter 2, I briefly touch upon the theoretical methods used in the present
work, which include DFT and minima-hopping method for low-energy structure
prediction. As the methods are well established and documented in the literature,
a detailed description is avoided. Details regarding the common input parameters
used for the DFT calculations and the computed lattice parameters of different
hafnia phases are also provided.
Chapter 3 deals with the impact of finite size effects toward stabilization of
metastable phases in hafnia [35]. Using surface energies computed from first principles, the thermodynamic stability of a finite hafnia particle constructed from various
low-energy nonpolar and polar phases is compared. It is shown that at small dimensions, surface effects can indeed stabilize either the nonpolar T phase (the parent
phase of the polar P-O1 and P-O2 phases) or the polar P-O2 phase, highlighting
the critical role finite size effects can play in inducing ferroelectricity in hafnia films.
In Chapter 4, the role of dopants in stabilizing the responsible FE P-O1 phase
is discussed. The influence of nearly 40 dopants on the phase stability in bulk
hafnia is investigated, and Ca, Sr, Ba, La, Y and Gd are identified to significantly
promote formation of the polar P-O1 phase. Clear chemical trends of dopants
with larger ionic radii and lower electronegativity favoring the polar P ca21 phase in
hafnia are identified and connections with empirical measurements are established.
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Furthermore, the lanthanide series metals are proposed to be the most suitable
dopants to promote ferroelectricity in hafnia.
In Chapter 5, the influence of mechanical and electrical boundary conditions
(i.e., strain and electric field) on the relative stability of relevant nonpolar and polar
phases of hafnia are examined. Based on the phase energetic, it is argued that
although strain or electric field, independently, do not lead to a ferroelectric phase,
the combined influence of in-plane equibiaxial deformation and electric field results
in the emergence of the polar P-O1 (P ca21 ) structure as the equilibrium phase.
Chapter 6 discusses the combined effect of surface, mechanical and chemical
(dopants) boundary conditions on the phase stability of hafnia slabs. For the first
time using first- principles method, a combination of surface energy, Sr-doping and
compressive stresses, are found to stabilize the polar P-O1 (P ca21 ) phase as the
ground state and justify the formation of the ferroelectric phase in hafnia films.
Several conditions that can help to crystallize hafnia in this technologically relevant
P-O1 phase are also discussed.
In Chapter 7, an alternate pathway to the formation of the P-O1 phase in hafnia films owing to kinetic effects is hypothesized. Several empirical and theoretical
studies supporting the formation of the T phase during the fabrication of the films,
followed by its displacive transformation to the (metastable) P-O1 phase are provided. Nucleation of the T phase at suppressed temperatures owing to finite size
effects, presence of a shallow T to P-O1 transformation barrier, and identified soft
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modes leading to the T to the P-O1 transformation under tensile stress are critically
examined in the light of plausible formation of the P-O1 phase from the T phase.
In the last Chapter, a strategy to search for potential ferroelectric materials
is established and executed for the class of binary oxides. Out of the 21 oxides
explored, strong evidence of potential ferroelectricity in cases, such as ZrO2 , SrO2 ,
Ga2 O3 , Sc2 O3 , TiO2 and Al2 O3 were found. Successful prediction, and subsequent
synthesis and characterization, of CaO2 in polar P na21 phase is also discussed.

Chapter 2

Computational Methods

2.1

Density functional theory

DFT is a quantum mechanics based first principles modeling technique that is
extensively used to investigate the electronic properties of a given configuration of
atoms. This theory assumes electrons and nuclei as the fundamental building blocks
of matter. The main principle behind DFT is that the energy of a system is a unique
functional of the charge density. The only inputs required to successfully carry out
a DFT calculation are the positions and the identities of the constituting atoms,
thereby, rendering it to a parameter free computational method. Today, DFTbased quantum mechanical solutions are established to accurately define atomic level
interactions in diverse chemical environments, at practically feasible computational
costs.
While the Schrodingers equation could be solved exactly for almost a two electron
system (H+
2 molecule), the DFT formalism converts a many-nuclei, many-electron
21
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problem to an effective one electron problem. This was realized in the pioneering
work of Hohenberg, Kohn and Sham in the 1960s [74] [75]. Within Kohn-Sham
DFT, the following eigenvalue equation (in atomic units) is solved:



KS KS
∇ + Veff (r) ΨKS
i (r) = i Ψi (r)
2

(2.1)

where ∇2 represents the electronic kinetic energy and Veff (r) represents the effective potential energy as experienced by an electron. The latter contains all the
electron-electron and electron-nucleus interactions, as well as the potential caused
by any external electric field. In practice, the quantum mechanical part of the
electron-electron interaction is approximated using a local functional within the
local density approximation (LDA), a semi-local functional within the generalized
gradient approximation (GGA), or nonlocal hybrid functionals. KS
and ΨKS
i
i (r)
are the energy eigenvalues and wave-functions of the Kohn-Sham orbitals. For a
given set of atomic positions, the above equation is solved self-consistently to result
in converged charge densities (obtained from the wave functions of the occupied
states), total energies (obtained from the wave functions and eigen energies of the
occupied states) and atomic forces (obtained from the first derivatives of the total
energy with respect to the atomic positions). The obtained forces are utilized to
update atomic coordinated during relaxation of a structure.

2.2

Crystal structure prediction

The exploration of the configurational space of a binary oxide was performed
using the Minima Hopping algorithm, developed by Godecker et al. [61] [62] [85].
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This method has been successfully applied in various problems for global optimization of the potential energy surface. Different minima on the energy landscape lead
to different stable configurations. In this method, there is an inner part that deals
with the jump of the system from the current minimum to a local minimum of another basin, and an outer part that concerns accepting or rejecting this new local
minimum. Hopping to a new minimum is achieved using a short molecular dynamics (MD) simulation by applying kinetic energy to the atoms, causing the system
to crossover a barrier (that is smaller than a pre-chosen value, Ekinetic) to a new
configuration. These MD runs continue repeatedly with different values of Ekinetic
until new minima are found. Geometric relaxation into the next closest local minimum happens using standard steepest descent and conjugate gradient methods; it
is accepted if the energy difference is smaller than another chosen value, Ediff.

2.3

DFT calculation details

All the computational data reported in this thesis was prepared with density
functional theory (DFT) calculations performed using the Vienna Ab Initio Simulation Package (VASP) [76] employing the Perdew-Burke-Ernzerhof exchange-correlation
functional [77] and the projector-augmented wave methodology [78]. The default
accuracy level of our calculations is Accurate, specified by setting PREC = High
in all the runs with VASP. The basis set includes all the plane waves with kinetic
energies up to 500 eV, which is higher than the VASP recommendations for this
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level of accuracy. PAW datasets of version 5.2, which were used to describe the
ion-electron interactions, are also summarized in Table 2.1.
Because the examined material structures are significantly different in terms
of the cell shape, the sampling procedure of their Brillouin zones must be handled
appropriately. For each structure, a Monkhorst-Pack k-point mesh of a given spacing
parameter of 0.25 Å−1 in the reciprocal space was used. During the relaxation
step, we optimized both the cell and the atomic degrees of freedom of the materials
structures until atomic forces are smaller than 0.01 eV Å−1 . Unless stated otherwise
in respective Chapter, the above-mentioned settings were used to conduct the DFT
computations.

2.4

Computed lattice parameters of hafnia phases

In the context of hafnia films, the most relevant phases of hafnia include the
M, T, OA, P-O1 and P-O2 phases. These phases would be studied under different
conditions throughout this thesis. Thus, in Table 2.4, we list the lattice parameters
of these five phases, as predicted from our DFT computations and used throughout
this work. It should be noted that the reported cell parameters correspond to four
hafnia-unit cell re-oriented in such a manner that their a and c axes correspond
to the smallest and the largest crystallographic axes, respectively. For example,
the a and b axes of the standard P-O1 phase were re-oriented as c and a axes,
respectively. After such a re-orientation, each phase was observed to reduce to the
four formula unit T phase with minimal cell strains and atom shuffles (see caption
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Table 2.1: Lattice parameters and the spontaneous polarization of re-oriented equivalent supercells of the five phases of hafnia. Unit cells containing four HfO2 formula units of the different
phases were re-oriented such that their a and c axes correspond to the smallest and the largest
crystallographic axes, respectively. The findings of the past studies (within brackets) have also
been modified appropriately for comparison.
Phase
M

a(Å)
5.15
(5.14a , 5.12b )
T
5.08
(5.08a , 5.08c )
P-O1
5.06
(5.01a , 4.90c )
P-O2
5.13
(5.12a )
OA
10.07/2=5.03
(10.03a , 10.02d )
a
Ref 29, b Ref 80,c Ref

b(Å)
c(Å)
5.20
5.33
(5.20a , 5.17b ) (5.31a , 5.29b )
5.08
5.23
(5.08a , 5.08c ) (5.28a , 5.20c )
5.09
5.27
(5.08a , 4.92c ) (5.29a , 5.10c )
5.13
5.18
(5.12a )
(5.18a )
5.09
5.25
(5.08a , 5.06d ) (5.27a , 5.23d )
81,d Ref 82

β(◦ )
99.7
(99.8a , 99.2b )
90
(90a , 90c )
90
(90a , 90c )
90
(90a )
90
(90a , 90d )

γ(◦ )
V(Å3 /HfO2 )
90
35.15
(90a , 90b )
90
33.78
(90a , 90c )
90
33.90
(90a , 90c )
84.07
33.90
(83.51a )
90
33.64
(90a , 90d )

P(µC/cm2 )
0
(0a )
0
(0a )
50
(52a )
56
(56a )
0
(0a )

of Table 2.4). An excellent agreement between the findings of this work and the
past studies is apparent from the table. One comment about the choice of density
functional should be made in reference to the hafnia system. Although both the
LDA and the GGA density functionals get the same energy ordering of different
phases of hafnia, LDA functionals have been shown to consistently result in smaller
relative energies between different polymorphs of hafnia in comparison to that of the
GGA predicted values [30, 79]. Nevertheless, these relative energies are substantial
and the choice of density functional is not expected to cause any major changes to
the conclusions of this work. Further, we note that the lattice orientations as stated
in this table would be used throughout this work to refer to different surface planes
of hafnia phases.
In addition, the following theoretical methods/techniques/algorithms were utilized in this work:
• molecular dynamics (MD) simulation to find equilibrium phase of hafnia at
non-zero temperatures,
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• nudge elastic band (NEB) [83] to find minimum energy pathway for FE switching, and
• born effective charges [84] and berry-phase [85–87] methods to compute polarization of identified polar binary oxides.
While a detailed explanation of these methods is omitted, the associated parameters
utilized in this work have been included at appropriate places in this thesis.

Chapter 3

Effect of Finite Size or Surface Energy

3.1

Background

This chapter focuses primarily on the finite size effects, namely, the role of surface
energy in altering the energy ordering of hafnia phases (with respect to the energy
ordering of those phases in the bulk environment). Indeed, in a closely related
system, ZrO2 (whose bulk ground state is also the M phase), the T phase is known
to be stabilized in nanoparticles with sizes of the order of 30 nm [88,89]. Our goal is
thus to determine if there is a possibility for hafnia phases other than the M phase
to be stabilized purely due to finite size, or surface energy, considerations and lead
to their formation in hafnia films.
Several empirical observations do point at the critical role of the grain size in
hafnia thin films [19]. First and foremost is the realization that all observations of
ferroelectricity in hafnia have been limited to thin films (either crystalline or grown
epitaxially) with large surface/interface to volume ratio. Furthermore, almost all
27
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studies have reported a monotonic decrease in the spontaneous polarization of films
with increasing film thickness, which is proportional to the hafnia grain size. A
critical grain size of ∼20 nm was identified above which the FE behavior eventually
disappears [19]. The increasing volume fraction of M phase with increasing film
thickness (or grain size) was ascribed as the reason for this observation. Measurement of distinct FE behavior in pure hafnia thin films (6-10 nm) further strengthen
the notion that surface energy plays a vital role in the stabilization of the FE
phase [20]. From a theoretical standpoint, phenomenological models based solely on
the bulk and surface energies of different polymorphs of hafnia have been arguably
successful in explaining the observed trends of ferroelectricity in HfO2 and HfZrO2 ,
and anti-ferroelectricity in ZrO2 thin films [30, 90].

3.2

Surface energy model

A phenomenological model of the total potential energy of a hafnia particle of
finite dimensions, applicable to a variety of particle surface terminations, is proposed
using which dimension-dependent stability diagrams are obtained. The parameters
of this model are obtained from extensively converged first-principles computations
based on DFT. In addition to a possible explanation of the FE behavior observed
in pure hafnia films [20], quantitative guidance on the circumstances under which
the T and the polar phases of hafnia may be expected to be stabilized is provided,
thus extending recent work [30].
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The total energy, E α , of a particle made up of a material in a particular phase
α and terminated by a set of surfaces k is given by
E α = nU α +

X

σkα Aαk

(3.1)

k

where n is the total number of formula units of the material in the particle, U α is
the energy per formula unit of the corresponding phase in the bulk, and Aαk and σkα
are the area and the surface energy, respectively, of the surface k in phase α. For a
particle with given dimensions, the phase with least E α will be most favored. Thus,
a metastable phase with higher bulk energy can become a stable phase in a finite
sized particle if it has relatively low surface energy contributions.
We note that the above model equation is valid only if the material does not
undergo reconstruction near the surfaces and if the edge and corner contributions
to the total energy are small. Further, we simplify our discussion by restricting
ourselves to a parallelepiped shaped material particle that has three pairs of nonparallel surfaces.
The unknowns in Eq. 3.1 include the choices of the possible competing phases
α, their bulk energies U α , possible surface planes k and respective surface energies
σkα . Also, we restrict the value of α to the M, T, and polar P-O1 and P-O2 phases
(illustrated in Fig. 1.3b). The reasons for these choices are the following: (1) all
four phases are competing low energy phases; (2) M and T are the equilibrium
bulk phases at room and high (> 1973K) temperatures, respectively, and thin films
of hafnia have been reported to crystallize in these phases; (3) P-O1 or P-O2 are
believed [19,26,29] to be the potential metastable FE phases in hafnia thin films; and,
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(4) the P-O1 and P-O2 phases can be easily formed from the T phase owing to low
kinetic energy barrier [29, 31]. Further, we consider only low Miller index planes,
namely, (100), (010), (001), (110), (110), (101) and (111) as the possible surface
planes (k) due to their expected low surface energies and the natural preference
of a material to form low energy surfaces. For the selected subset of phases and
surface planes, we require the bulk and surface energies, which we determine using
first-principles calculations.
Table 3.1: Bulk (U α ) and surface (σkα ) energies of different phases of hafnia. Bulk energies, taken
from Ref. [29], are given with respect to the M phase. Surface energies are computed in this work.

Uα − Um
Surface
(100)
(010)
(001)
(110)
(110)
(101)
(111)

M
T
P-O1
Bulk Energy (meV/f.u.)
0.0
170.6 83.4
Surface Energy (J/m2 )
1.67 (1.67 [91], 1.79 [92]) 1.55 1.83
1.88 (1.88 [91])
1.55 2.68
1.51 (1.42 [91], 1.45 [92]) 1.21 1.41
1.38 (1.39 [91])
1.08 1.98
1.38
1.08 1.98
1.57 (1.55 [91])
1.54 1.61
1.25 (1.20 [91], 1.25 [92]) 1.12
-

P-O2
142.8
2.34
2.34
0.79
2.09
1.69
1.67
-

The bulk energies U α of different phases are reproduced from past work [29] in
Table 3.2. The surface energies σkα of M, T, P-O1, and P-O2 phases were calculated
using slab supercells. To ensure comparisons of equivalent surfaces across different
phases, equilibrium bulk geometries were reconstructed into supercells with four
hafnia formula units such that each phase is easily reducible to T phase by small
atomic displacements (as portrayed in Fig. 1.3b) [29]. Note that a surface plane,
like (100), can have numerous terminations with different stoichiometries, especially
for low symmetry phases. It was found that either nonpolar or single oxygen layer
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stoichiometric terminations are in general the low energy surfaces. Thus, only such
terminations were included in this study. Further, hafnia systems with integral
number of formula units were only included in this study by considering systems
with integral multiples of HfO2 planes.
Our DFT calculations were performed by using standard inputs discussed in
Chapter 2. Slabs with aforementioned seven different surface planes were constructed using equivalent supercells discussed earlier with a common vacuum length
of 12 Å. A 4×4×1 Monkhorst-Pack mesh [93] for k-point sampling and an energy
cutoff of 500 eV for the plane wave expansion of the wave functions were used.
All atoms were allowed to relax until atomic forces were smaller than 10−2 eV/Å.
Dipole corrections were used to handle the asymmetric nature of some of the surfaces considered, especially in the case of slabs made of polar phases of hafnia. These
corrections exclude the spurious energy contributions of dipole-dipole interactions
introduced due to the periodic boundary conditions [94]. Certain slabs transformed
to other symmetry phases upon relaxation. Surface energies for such cases were
computed by fixing 2-3 hafnia layers in the middle to their bulk like arrangement,
thereby, avoiding phase transformation. Surface energy of a stoichiometric slab was
calculated using the relation σkα (t) =

1
[E α (t)−nU α ],
2Aα
k

where E α is the DFT energy

of the slab with thickness t (and σkα , Aαk and U α were previously described). Convergence studies of σkα (t) against slab thickness t was conducted and the converged
results are presented in Table 3.2. These were found to be in excellent agreement
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with available past computational studies. Details of these tests are given in the
Appendix A.

3.3

Results and discussion

Fig. 3.1 provides a visual comparison of surface energies of hafnia already included in Table 3.2. The T phase displays the lowest surface energy of all surfaces
considered except the (001) surface. The phase that showed the lowest (001) surface energy is P-O2. These points become relevant later when applying Eq. 3.1 for
the 4 hafnia phases. Interestingly, both the polar phases have lower (001) surface
energies than that of the equilibrium M phase. Thus, metastable phases, especially
polar phases decorated with (001) surface planes, can have lower overall energy
than that of the M phase when surface energy contributions are substantial. Due
to the difficulties encountered in achieving converged (111) surface energies for polar phases and the small differences between the (101) surface energies across the
studied phases, the (111) and (101) surfaces were excluded in subsequent steps.
Once all variables in Eq. 3.1 are known, the model can be used to predict the
energetic ordering of different phases of hafnia within the particle model. First, we
apply our model to the case of 2D slabs, a special case of the particle model. This allows us to not only validate the limiting behavior of our model against first-principles
calculations, but also explore the role of increasing surface-to-volume ratio. Fig. 3.2
presents the relative stability ordering of slabs of different hafnia phases as a function of the inverse of the slab thickness t. Interestingly, the metastable T and P-O2
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(110)

Figure 3.1: Surface energies corresponding to different orientations computed for the M, T, P-O1
and P-O2 phases of hafnia.

phases appear to be stable at very short length scales (.25 Å) for certain slab orientations. DFT slab calculation results are also included in the Fig. 3.2. They
can be seen to converge to the corresponding slab model energy lines, illustrating
the correspondence between the converged DFT surface energies and the results
of the particle model. At extremely small slab thickness, however, there exist minor deviations in the model predicted and the DFT computed energies due to the
difference in the converged surface energy used by the model and the actual surface energy computed using DFT. For certain stoichiometric slabs, multiple types
of surface terminations, each with its associated surface energy, were possible. For
example, the (001) slab of the P-O2 phase has two different surface energies corresponding to the two types of surface terminations (see inset in Fig. 3.2). In such
cases, surface planes with least energy were selected to construct stability diagrams
discussed later. This, however, implies a limitation to the model i.e. the model
cannot account for multiple types of terminations of the same surface but only for
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M DFT
T DFT

(001)
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B

M model
T model

O1 DFT
O2 DFT

(100)

O1 model
O2 model

(010)

A
A

M

O2

M

(110)

M

T

(101)

M

M

T

T

M

1/t (Å)

Figure 3.2: DFT-based and model-predicted (via Eq. 3.1) energy of (001), (100), (010), (110),
(110) and (101) hafnia slabs referenced to the energy of the bulk M phase. The inset displays two
types, marked A and B, of the (001) surfaces of the P-O2 phase.

the lowest-energy one. In the limit of t → ∞, the slab reduces to a bulk system
and the surface contributions vanish. This is captured by the slab model energy
lines as they approach the corresponding bulk energies (given in Table 3.2) when
1/t approaches zero. Although the length scale for stabilizing the metastable phases
in slabs is extremely small, it can be expected to be substantial in lower dimensional
models where the surface-to-volume ratio is higher.
Next, we apply our model to hafnia particles terminated by (100), (010) and
(001) sidewalls. Based on Eq. 3.1, we plot the stability diagrams as a function
of the parallelepiped dimensions in Fig. 3.3. Similar to slabs, both the T and PO2 phases appear to be stable at short length scales. At small [100] lengths, the
energy contributions from the (010) and (001) surface area dominates and the T
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O2
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O2
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Length along [001] (Å)

Number of (001) layers

Length along [010] (Å)
T
M
O1
O2

Number of (010) layers

Figure 3.3: Stability diagrams of a hafnia particle terminated by (100), (010) and (001) surfaces
based on Eq. 3.1 at different [100] dimensions. Here, N(100) represents the number of (100)
planes while the length along the [001] and [010] directions of the T phase are shown in the top
and the right axes, respectively.

phase is stabilized. However, at extremely large [010] lengths, only the (001) surface
contribution dominates and the P-O2 phase with lowest (001) surface energy is stabilized. Further, the M phase, with least bulk energy, appears in the phase diagram
at significant [010] and [001] lengths where the volume contribution dominates. As
length along [100] increases (Fig. 3.3(b),(c)), contributions from (001) surface area
increases and the region where the P-O2 phase stabilizes expands. When [100] approaches infinity, the 0D particle reduces to a 1D rod. Fig. 3.3 (c) , thus, represents
the stability diagram of a hafnia rod with [100] axis and (010) and (001) surfaces.
Although results for one special (100)-(010)-(001) hafnia particle were presented
here, similar trends of stabilization of the T and P-O2 phases were obtained with
other surface combinations (included in the Appendix A) This is expected since the
T surface energies are consistently lower than that of the reference M phase for all
surface planes considered and because the P-O2 phase has the least (001) surface
energy. Our results are consistent with several experimental observations of the T
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phase in ultra-thin hafnia films and nanotubes [46], and match well with the critical
grain size of 4 nm for the stabilization of the T over the M phase.
Although our model suggests stabilization of the T and P-O2 phases in hafnia
particle of small dimensions, this conclusion cannot be directly extended to polycrystalline hafnia films which have interfaces rather than free surfaces. However, if
the fair approximation of equivalence of interface and surface energies is made, two
pathways for the stabilization of FE phases can be expected using our model: (1)
stabilization of the P-O2 phase due to (001) surface planes, or (2) stabilization of
the T phase followed by transformation to either of the P-O1 or P-O2 phases due to
other perturbations (e.g. strain, electric field). Empirical observations, nevertheless,
indicate stabilization of the FE P-O1 phase in hafnia films. Difference between the
conclusions established here (purely based on strain-free bulk and surface energy
considerations) and the empirical observations should be accounted for by including other key factors such as strain, interfaces, impurities/dopants, etc, presently
omitted.
Finally, we note that the conceptual learning from this study can be extended
to pure zirconia systems where stabilization of the metastable T phase, instead of
the equilibrium M phase, is believed to occur due to surface energy effects [88]. A
similar strategy can be adopted to estimate the length scales up to which the T
phase can be stabilized in zirconia systems, although, given the similarity of hafnia
and zirconia, one can expect present conclusions to be directly applicable to zirconia
as well.
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3.4

Chapter summary

In summary, we have studied the possible surface-induced stabilization of metastable
phases in pure hafnia by first-principles computations. We find that at nano length
scales, surface energies can stabilize either the polar P-O2 phase or the tetragonal
phase, which, in turn, can transform into the polar P-O1 or P-O2 phase. This
provides a possible explanation of the FE behavior observed in pure hafnia films
reported in Ref. [20], although other relevant factors need to be further included to
arrive at a comprehensive understanding of this phenomenon. The general computational scheme presented in this work can be used to study the stability of metastable
phases in other materials due to the surface effects. Indeed, our results can be immediately extended to explain the occurrence of the metastable tetragonal phase in
nano-powders of zirconia, which is structurally and chemically similar to hafnia.

Chapter 4

Effect of Dopants

4.1

Background

Intentionally added impurities, i.e., dopants, can completely alter the physical properties of the host material. While in some cases, the additional electrons
or holes contributed by the dopants dramatically modify the electronic structure,
thereby changing properties like the electrical conductivity [95] and magnetism [96],
in other cases, the small doping-induced perturbation is enough to alter the atomic
arrangement (crystal structure) of the host system (e.g. yttrium stabilized zirconia). Hafnia is likely an example of the latter, as doped thin films of this material
have been recently observed to exhibit FE behavior through the formation of a
non-equilibrium polar phase [18, 20].
Dopants in hafnia films have been found to increase the stability “window” of
the P-O1 phase as reflected in an increase in both the magnitude of the measured
polarization and the critical thickness of the hafnia film (below which FE behavior
38
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is observed) [20]. Some insight into the role of dopants has emerged from recent
empirical studies [23,37], which have indicated the trend of dopants with higher ionic
radii leading to enhanced polarization. Nevertheless, the true role of the dopants in
the formation of the P-O1 phase remains unclear, given that traditionally doping is
known to stabilize the high-temperature tetragonal (T) or the cubic phases of hafnia
[50–52]. Two critical questions, important from both application and theoretical
standpoints, that these recent studies [18, 23, 55, 62, 97] on FE doped hafnia raise
are: (1) which dopant favor the polar phase the most and at what concentration?,
and (2) do dopants play a critical role in stabilizing this polar phase in hafnia films,
and if yes, which attributes of a dopant (chemical or physical) are relevant?
In this contribution, we address these questions using high-throughput firstprinciples density functional theory (DFT) computations. In order to address the
first question, we follow a three-stage down-selection strategy, illustrated in Fig.
4.1, wherein we examine the influence of nearly 40 dopants on the energetics of the
relevant low-energy phases of hafnia, including M, T, P-O1, P-O2, and OA phases
as described in Chapter 1. Based on these energy changes, the initial set of nearly
40 dopants in Stage 1 is down-selected to 14 dopants in Stage 2, and finally, to the
6 most promising dopants, i.e., Ca, Sr, Ba, Y, La and Gd, in Stage 3. In agreement
with empirical observations [23, 37], our study revealed that these 6 dopants favor
the stabilization of the P-O1 phase of hafnia. To answer the second question, the
computational data obtained in Stage 3 was analyzed. Clear trends illustrating that
dopants with higher ionic radii and lower electronegativity stabilize the P-O1 phase
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High-throughput DFT computations

Conditions
Stage 1

• fixed volume
• 3% substitution doping
• no charge neutralization

Stage 3

Stage 2

Gd

Ca, Cu, Zn, Sr, Y, Pd, Ag,
Cd, Ba, La, Pt, Au, Hg, Gd

Ca, Sr, Ba,
Y, La, Gd

down-selection
• fixed volume
• 3% substitution doping
• charge neutral with Ovac
down-selection
• volume relaxed
• 3, 6 and 12 % substitution doping
• charge neutral with Ovac

Figure 4.1: The overall scheme of this work illustrating the three-stage selection process and the
modeling conditions imposed in each stage.

the most were found, also consistent with the experimental observations [23]. The
root-cause of these trends is traced to the formation of an additional bond between
the dopant and the 2nd nearest-neighbor oxygen atom. Based on these findings,
we search the entire Periodic Table, predicting the lanthanides, the lower half of
the alkaline earth metals (i.e. Ca, Sr, Ba) and Y as the most favorable dopants to
promote ferroelectricity in hafnia.

4.2

Computational strategy

Our work is based on electronic structure DFT calculations performed using the
standard settings discussed in Chapter 2. A 3×3×3 Monkhorst-Pack mesh [93] for
k-point sampling was adopted and a basis set of plane waves with kinetic energies
up to 500 eV was used to represent the wave functions. For each doped phase, spin
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polarized computations were performed and all atoms were allowed to relax until
atomic forces were smaller than 10−2 eV/Å.
To determine the energy ordering of phases in doped hafnia, we define the relative
energy of a phase α with respect to the equilibrium M phase in the presence of a
dopant D as
∆EDα−M = EDα − EDM ,

(4.1)

where EDα and EDM are the DFT computed energies of the doped α and M phases,
respectively. To highlight the direct role of a dopant in stabilizing the phase α,
we subtract from Eq. 4.1 a term corresponding to the energy of dopant-free pure
phases:


α−M
α
M
∆ED−Pure
= EDα − EDM − EPure
− EPure

(4.2)

α
M
where EPure
and EPure
are the DFT computed energies of pure α and M phases,
α−M
respectively. ∆ED−Pure
represents the change in the relative energy of the phase α

with respect to the M phase solely due to the introduction of the dopant D. Thus, a
α−M
dopant with negative ∆ED−Pure
favors (or stabilizes) the phase α over the M phase

more than in the dopant-free pure case. Further, if α happens to be one of the polar
phases, one can expect such dopants to enhance FE behavior in hafnia.
Five relevant low-enrgy phases of hafnia, namely, M, T, P-O1, P-O2 and OA,
were considered as discussed in Chapter 1. Equivalent 32 formula-unit (96 atom)
supercells, starting from the structures documented in our previous work [34], were
constructed to carry out the energy calculations. For each phase, three levels of
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substitutional doping concentration, namely, 3.125%, 6.25% and 12.5% were studied
by replacing 1, 2 and 4 Hf atom(s), respectively, by the dopant atom(s).
To overcome the challenge of high computational cost associated with accurately
modeling the effect of ∼40 dopants on the energetics of the five phases of hafnia,
we carry out this work in three stages, as illustrated in Fig. 4.1. Moving down the
stages, a balance between computational accuracy and cost is maintained by increasing the modeling sophistication on the one hand and retaining only the promising
PO1−M
PO2−M
dopants, with substantially negative ∆ED−Pure
and ∆ED−Pure
, on the other hand.

We restrict the initial set of dopants to elements from row 3, 4 and 5 of the Periodic
Table (see Fig. 4.1), with the exception of Gd, which is included since empirical
observations of ferroelectricity have been made in this case. In Stage 1, we model
these dopants in the aforementioned five phases at 3.125% doping concentration,
and under the assumption of fixed volume of the simulation cell and the absence
of oxygen vacancies (Ovac ). The relatively large size of the dopants considered and
small perturbations expected at such small doping concentration form the rationale
underlying these assumptions. Promising dopants from Stage 1 that energetically
favor the polar phases were selected for more in-depth studies in Stage 2. Their influence on the phase stability was again studied at the doping concentration of 3.125%,
but now in a presence of appropriate concentration of Ovac (determined through the
study of the electronic structures of doped hafnia phases, as discussed in Appendix
B), expected to be present in real systems owing to the different oxidation states
of the dopant and the hafnium ion. Finally, in Stage 3, promising dopants selected
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from Stage 2 were studied at multiple doping concentrations of 3.125%, 6.25% and
12.5%. The volume of the supercell was relaxed and an appropriate number of Ovac
were introduced to achieve charge neutrality. Details on the number, the kind (with
3 or 4 bonds) and the position of the Ovac , and the relative arrangement of the
dopant cations in Stage 2 and 3 are discussed in the Results and Discussion section.
The doped hafnia structures obtained in Stage 3 were later examined to draw key
chemical trends.

4.3

Results and discussion

4.3.1

Stage 1

As stated above and illustrated in Fig. 4.1, the influence of ∼40 dopants on the
phase stability in hafnia under the assumption of fixed volume and the absence of
Ovac was studied in Stage 1. The energies of different phases of hafnia at 3.125%
doping concentration are presented in Fig. 4.2 and are found to be consistent with
limited available past studies (shown in open circles) [29,50]. In case of pure hafnia,
the small energy difference between the equilibrium M and the P-O1 phases should
be noted, signaling that even minor perturbations, perhaps introduced by extrinsic
factors, such as dopants, stresses, etc., may be sufficient to stabilize the polar P-O1
phase as the ground state. Further, the P-O1 and the OA phases are extremely
close in energy, in agreement with the previous studies [29, 30, 79]. This energetic
proximity is a manifestation of the remarkable structural similarity between the two
phases.
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Figure 4.2: Phase stability of hafnia in presence of different dopants and under the constraints of
Stage 1, as computed using (a) Eq. 4.1 and (b) Eq. 4.2. In panel (a), solid symbols represent the
data from this work while open symbols signify results from previous studies. [29, 50] The lines
are guide to the eyes.

As captured in Fig. 4.2(a), the M phase remains the equilibrium phase for
all the dopants considered at 3.125% doping concentration, although the energy
differences among the hafnia phases change significantly. The relative energy of
T phase alters substantially more with the choice of the dopant (for e.g., Ge, Au,
etc.) in comparison to that of the P-O1, P-O2 and OA phases, possibly due to
the different coordination environment experienced by a dopant cation in the T
(CN = 8) versus the other phases (CN = 7) considered here. Interestingly, the T
phase of Pd- and Pt-doped hafnia collapse into the P-O1 phase (see Appendix B
for details) upon atomic relaxation (resulting in absence of these data points in Fig.
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4.2). An important implication of this finding is that even small perturbations can
possibly result in T to P-O1 phase transformations, and can be a potential pathway
of formation of the P-O1 phase in hafnia. We will continue to encounter this collapse
of the T phase to the P-O1 phase in later stages of this work as well.
Owing to the large energy scale and the small doping level, the influence of
dopants on the phase stability appears feeble in Fig. 4.2(a). This picture, however,
changes substantially when we re-plot it using Eq. 4.2 as shown in Fig. 4.2(b). We
α−M
again caution here that the quantity ∆ED−Pure
plotted in Fig. 4.2(b) only helps us

identify the phase(s) a dopant prefers over the M phase, and not the lowest energy
ground state of hafnia, which is indeed determined by the quantity ∆EDα−M . Two
key trends to be observed in Fig. 4.2(b) are: (1) row IV and row V dopants follow
very similar phase stability trends when moving from left to right across the periodic
table, with the row V dopants inducing larger energy variations, and (2) dopants
from alkaline earth, and group 3, 10, 11 and 12 of the periodic table tend to favor
the P-O1 and/or the P-O2 phases in hafnia, leading to the following shortlisted
candidates further studied in Stage 2: Ca, Sr, Ba, Y, La, Cu, Zn, Pd, Ag, Cd,
Pt, Au, Hg and Gd. Interestingly, a few of these dopants, such as Y, La, Sr, Ba,
La, among others, have been empirically [23, 37] shown to promote substantial FE
behavior in hafnia films, thus, already highlighting an agreement between our initial
results and experiments. Another vital chemical insight, which will be strengthened
in the later sections, is that dopants with low electronegativity tend to stabilize the
polar phases in hafnia.
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4.3.2

Stage 2

In Stage 2, we increase the modeling sophistication by introducing appropriate
charge neutralizing Ovac for 3.125% doped hafnia systems. Two issues concerning
the number of Ovac and their placement site in the 32 hafnia-unit supercell should
be addressed. Since all the dopants, except Y, La, Au and Gd, in Stage 2 are
divalent, only one Ovac corresponding to the one dopant cation needs to be added (as
confirmed using the electronic structure studies discussed in Appendix B). However,
for the case of Y, La, Au and Gd, a partial Ovac is required at 3.125% doping level.
To avoid practical computational issues, these trivalent dopants were transferred
directly to Stage 3. The remaining 10 divalent dopants were studied in Stage 2 with
a single Ovac .
With respect to the placement of this single Ovac , we argue that this should
be in a nearest-neighbor site to the dopant cation owing to the electrostatic pull
expected between the negatively charged dopant and the positively charged Ovac
defects. With this restriction on configurational space to the cases in which Ovac is
closest to the dopant, and taking into account the symmetry of the different hafnia
phases, we are left with 7 different choices for the M, P-O1, and OA phases, 5 for
the P-O2 and 2 for the T phase. These choices can be further classified into two
categories based on the number of Hf-O bonds that need to be broken to introduce
an Ovac ; while one category involves breaking 3 bonds, the other requires 4 broken
bonds. For the representative case of Pd- and Pt- doped hafnia systems, energies
for all possible configurations (i.e., 7 for the M, P-O1, and OA, 5 for the P-O2 and

47

α− M
∆ED
− Pure (meV/f.u.)

40

3.125 % doping

Mvac

Tvac

P-O2vac

OAvac

P-O1vac

20
0

−20

−60

III Row

IV Row

V Row

Pure
Ca
Sc
Ti
V
Cr
Mn
Fe
Co
Ni
Cu
Zn
Ga
Ge
As
Sr
Y
Zr
Nb
Mo
Ru
Rh
Pd
Ag
Cd
In
Sn
Sb
Ba
La
Ta
W
Re
Os
Ir
Pt
Au
Hg
Gd

−40

Figure 4.3: The relative energies of 3.125% doped hafnia for the limited set of 10 divalent dopants
of Stage 2 in presence of a charge neutralizing Ovac . For ease of comparison, the results of Stage
2 (open symbols) are overlaid on top of that of Stage 1 (lighter solid symbols).

2 for the T) were computed and it was found that Ovac sites involving 3 broken
Hf-O bonds are always energetically preferred, with the exception of the T phase
which has only one type of Ovac site that involves breaking 4 Hf-O bonds. Thus, we
further reduce our configurational space to cases which involve breakage of only 3
Hf-O bonds in the M, P-O1, OA and P-O2 phases. This leaves us with 3 different
choices for the M, P-O1, OA phases, and 2 choices for each of the O2 and T phases.
For each phase, only the configuration with lowest energy was considered in order
to obtain the phase stability trends presented in Fig. 4.3. To summarize, in Stage
2 we computed the phase stability of hafnia at dopant concentration of 3.125% for
the case of the 10 shortlisted divalent elements, and with the restrictions of Ovac
being in nearest-neighbor site of the dopant and occupying an O site with 3 Hf-O
bonds in the case of M, P-O1, OA and O2 phases. The volume of the supercell was
also assumed to be fixed.
The findings of Stage 2 are overlaid on the results of Stage 1 for the selected set of
10 divalent dopants in Fig. 4.3. The transition metals that favored the polar phase(s)
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in Stage 1, do not substantially stabilize the polar phase(s) with the introduction
α−M
of Ovac as ∆ED−Pure
of both the polar phases can be seen to shift up after the Ovac

introduction (e.g., compare the open and solid symbols for the case of Cu and Zn in
Fig. 4.3). On the other hand, the T phase is consistently favored with the addition
of Ovac due to the lowering of the coordination number of the vacancy neighboring
Hf atoms from 8 to 7, which is energetically preferred - and is also the reason why
the M phase is the equilibrium phase of hafnia. This behavior is consistent with the
past study [65]. The Cu- and Ag-doped T phase was, however, found to collapse into
the polar P-O1 phase. Further investigations are necessary to identify what triggers
this collapse of the T phase into the P-O1 phase. Nevertheless, the important trend
to be observed in Fig. 4.3 is that the alkaline earth metals like Ca, Sr, and Ba favor
the polar phase(s) substantially more than the remaining 7 divalent dopants (e.g.,
Cu, Zn, Pd) considered in Stage 2. Thus, these 3 alkaline earth metals, along with
the previously selected trivalent dopants (Y, La, Au and Gd), were selected to form
the final set of 7 most promising candidates to be comprehensively studied in Stage
3.

4.3.3

Stage 3

From the initial set of ∼40 dopants, we are now left with the 7 most promising candidates in Stage 3 that favor the polar phase(s) in hafnia. Owing to the
lesser number of dopants involved, we now lift the modeling constraints imposed
in the previous stages, and investigate the influence of these dopants at varying
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concentrations. For the case of divalent dopants, we studied three different doping
concentrations of 3.125%, 6.25% and 12.5%. On the other hand, for the case of
trivalent dopants, we studied only 6.25% and 12.5% doping concentrations owing
to the difficulty associated with modeling a partial Ovac at 3.125% doping level,
as mentioned earlier. The volume of the supercell was relaxed and an appropriate
number of Ovac were introduced to achieve charge neutrality. Unfortunately, for
the case of Au, the phases did not retain their structural identity (i.e., the relaxed
structures from our computations were so distorted that they could not be unambiguously associated with the starting structure) at higher doping concentration of
6.25% and 12.5%, and thus, we exclude this case from our results.
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Figure 4.4: Phase stability of hafnia in presence of (a) Ca, (b) Sr, (c) Ba, (d) Y, (e) La, and (f) Gd,
as function of their doping concentration. While the phases mostly retained their structural identity
upon doping (solid symbols), in some limited cases, especially at higher doping concentration, it
was hard to clearly identify the doped phases upon relaxation. Such cases are represented in
open symbols based on their starting phase.
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The results of Stage 3 are presented in Fig. 4.4. We first note that while in many
cases the doped hafnia phases retained their structural identity upon relaxation,
there were a few cases, especially at 12.5% doping concentration, where either it was
difficult to clearly identify the doped phases or the starting phase transformed into
another phase upon relaxation. We represent these unusual cases in open symbols
based on their starting structure. The following key observations can be made from
Fig. 4.4: (1) all of the Stage 3 dopants stabilize the P-O1 and/or the P-O2 phases
with increasing doping concentration, (2) while at 3.125% doping level, there exists
substantial energy difference between the polar phases and the equilibrium M phase,
at 6.25% doping level, the P-O1 phase becomes extremely close in energy to that
of the M phase, (3) at high doping concentration of 12.5% no conclusive statements
about the ground state of hafnia can be made as hafnia phases loose their structural
identity at such high doping level, (4) for some doped cases, the T and even the
P-O2 phase collapsed into the P-O1 phase upon relaxation, suggesting that these
dopants prefer to form the relatively low energy polar P-O1 phase, and (5) between
the two polar phases considered, i.e., P-O1 and P-O2, the former is clearly favored
over the latter, consistent with the experimental observations of this phase [26].
One important limitation/assumption of the above study pertaining to the dopant
and Ovac arrangement should be mentioned here. Higher doping concentration
(6.25% and 12.5%) leads to a rather challenging modeling problem of expansion
of the configurational space. For instance, for the case of 6.25% Sr-doped hafnia,
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the two Sr atoms would lie on any two sites of the cation sub-lattice and the associated two Ovac on any two sites of the anion sub-lattice. Even after discounting
for the symmetry of the system, a huge number of such permutations (or configurations) are possible and it is not at all trivial to determine which among them
would be energetically preferred. Further, to finally determine the phase stability of
doped hafnia, one would have to ascertain the lowest energy configuration of each
phase. Although methods, such as, cluster expansion [98], etc., can be used to surmount this problem of large configurational space, these approaches are extremely
computationally demanding. Nevertheless, we get some estimate of the scale of energy variations expected in our doped hafnia systems owing to the different possible
configurations by computing energies of 10 diverse configurations of 6.25% Sr-doped
P-O1 phase at various dopant-dopant distances. A standard deviation of just ∼8
meV/f.u. in the energies of these configurations was found, suggesting that the scale
of energy variations owing to different possible configurations of dopants is rather
small as compared to that of the relative energies among the different phases of
hafnia. Thus, we expect the trends observed in the Fig. 4.4 and the conclusions
made in the previous discussion to hold even when multiple possible configurations
of doped hafnia phases are considered.
The results from Fig. 4.4 clearly suggest that certain dopants, especially Ca, Sr,
Ba, La, Y, and Gd can substantially lower the relative energy between the P-O1 and
the equilibrium M phases, although no situation was encountered in which a polar
phase had the lowest energy. This indicates that dopants alone cannot stabilize a
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Figure 4.5: (a) Chemical trends in the relative energies of the M, T and P-O1 phases of hafnia
with (a) ionic radius and electronegativity of a divalent (solid symbols) and trivalent (open symbols)
dopant at 6.25% doping concentration. Some cases of the T phase collapsed into the P-O1 phase
upon relaxation and are omitted here for cleanliness. (b) The distance between the dopant and
the closest 2nd nearest oxygen in the case of 6.25% doped P-O1 and M phases.

polar phase as the ground state in hafnia and can only assist other factors, such as
the surface energy, the mechanical stresses and the electric field, prevalent in the
hafnia films, to form the polar phase. The disappearance of FE behavior in the
absence of the aforementioned crucial factors [19], and the empirical observation of
FE behavior in pure hafnia films [20] further corroborates this conclusion.

4.3.4

Learning from the DFT data

In order to reveal the dominant attributes of a dopant that help stabilize a polar
phase in hafnia, we plot in Fig. 4.5(a) the relative energies of the most relevant M,
T and P-O1 phases against the ionic radius [99] and the electronegativity [100] of
the dopants in Stage 3 for the case of 6.25% doping level. With the dopants grouped
on the basis of their valency, a clear chemical trend of dopants with higher ionic
radius and lower electronegativity favoring the polar P-O1 phase in hafnia is evident
from the figure. The trend of increasing stability of the polar P ca21 phase with
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increasing dopant radii matches very well with the experimental observations [23]
of higher polarizations in hafnia systems with larger dopants. We further note that
trivalent dopants considered here, owing to their ionic radii being comparable to
that of Hf stabilizes the P-O1 phase at lower strains in comparison to that of the
divalent dopants. Thus, trivalent dopants seem to be a superior choice to promote
ferroelectricity in hafnia.
To understand the root-cause of the aforementioned chemical trends, the relaxed
structures of the doped hafnia phases were carefully examined. In Fig. 4.5(b), we
plot the distance between the dopant and the closest 2nd nearest neighbor oxygen for the case of the M and the P-O1 phases as a function of the ionic radii of
the dopants considered in Stage 3. Although this dopant-oxygen distance remains
largely unaffected upon doping in the case of the M phase (with the exception of
the Ba doping), it substantially reduces in the case of doped P-O1 phase, suggesting
formation of an additional dopant-oxygen bond. Further, as is evident from the
figure, this additional bond length becomes consistently shorter for dopants with
larger ionic radii and lower electronegativity (not shown here). Cumulatively these
observations strongly suggest formation of an energy lowering bond between the
dopant cation and the 2nd nearest oxygen neighbor in the case of the P-O1 phase
as the root-cause of its stabilization with respect to the M phase upon doping.
Based on the aforementioned findings and the observed chemical trends, we
search the entire Periodic Table to find dopants with low electronegativity and large
ionic radii that will potentially favor the polar P ca21 phase in hafnia. Excluding

54
the elements studied in this work and those which are radioactive, the lanthanide
series elements emerge as good dopant candidates matching these criteria. Thus,
combining all the findings, results or observations from our computations we finally
predict that the lanthanide series elements, the lower half of the alkaline earth metals
(Ca, Sr and Ba) and Y are the most favorable dopants to promote ferroelectricity in
hafnia.

4.3.5

Connection with experiments

(a)

(b)

Figure 4.6: Trends in the measured remnant polarization of doped hafnia films with (a) dopant
ionic radii and (b) doping concentration. The results are reproduced from Ref. [23] with permission
from The Royal Society of Chemistry.

Based on the results on changes dopants cause on the energetics of different
phases of hafnia, one can expect that the larger the stabilization of the P-O1 phase
due to a dopant, the higher the expected volume fraction of the P-O1 phase in
the hafnia films, and thus, the higher the measured remnant polarization. Using
this, some noteworthy agreements between the theoretical predictions made in this
study and the empirical observations made by Starschich et al. [23] (major results
reproduced in Fig. 4.6) and Schroeder et al. [37] can be drawn; (1) the dopants
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that showed substantial polarization in the empirical studies, such as Sr, Ba, Gd,
Y, La were also found to stabilize the polar P-O1 phase significantly, (2) the trend
of dopants of larger ionic radii stabilizing the polar P-O1 phase matches well with
the experimental observation of high remnant polarization in larger dopants (see
Fig. 4.6(a)), and (3) in agreement with the experiments, we also found that the
doping concentration of 6.25% to be most appropriate to stabilize the polar phase.
As reproduced in Fig. 4.6(b), with increasing doping concentration, the measured
polarization in hafnia films first increases, reaches a maxima around 5-8% doping
level, and then gradually decreases. Similar results are evident from this study as
well. With increasing doping concentration, the polarization would initially rise
due to enhanced stabilization of the polar P-O1 phase. However, after a critical
doping concentration the distortions introduced in the structure would diminish the
polarization of the polar phase, thus, resulting in gradual decrease in the measured
polarization. Overall, the remarkable similarities between our computations and
empirical observations give confidence in the assumptions made to model the hafnia
systems and the predictions made in this study.

4.4

Chapter summary
In summary, we investigated the influence of ∼40 dopants on the phase stability

in hafnia using density functional theory calculations. A three stage down-selection
strategy was adopted to efficiently search for promising dopants that favor the polar phases in hafnia. In Stage 1, the selected dopants were modeled under the
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constraints of 3.125% substitutional doping concentration, the absence of charge
neutralizing oxygen vacancy, and fixed volume. From this stage, 10 divalent and 4
trivalent dopants that favor the polar P ca21 and/or P mn21 phase in hafnia were
selected for Stage 2. While the trivalent dopants were studied directly in next stage,
the divalent dopants in Stage 2 were modeled in presence of an appropriate oxygen
vacancy, from which Ca, Sr and Ba were found to favor the polar P ca21 phase and
were selected to Stage 3.
In Stage 3, the remaining promising candidates, i.e., Ca, Sr, Ba, Y, La and Gd
doped hafnia systems were comprehensively studied at various doping concentrations
with appropriate number of charge compensating oxygen vacancies. For all these
dopants, increasing doping concentration enhanced the stabilization of the polar
P ca21 phase. However, no case was encountered in which a polar phase becomes
the ground state, suggesting that dopants alone may not induce ferroelectricity in
bulk hafnia and can only assist other factors such as surface energy, strain, electric
field, etc. Empirical measurements of relatively high remnant polarization have been
made for these identified dopants, suggesting good agreement between experiments
and our computations. Indeed, the doping concentration of around 5-8% at which
maximum polarization is empirically observed matches well with our predictions.
Finally, clear chemical trends of dopants with higher ionic radii and lower electronegativity favoring polar P ca21 phase in bulk hafnia were identified. For this
polar phase, an additional bond between the dopant cation and the 2nd nearest
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oxygen neighbor was identified as the root-cause of this observation. Further, trivalent dopants, owing to their ionic radii being comparable to that of Hf, were found
to favor the polar P ca21 phase at lower strains in comparison to that of the divalent
dopants. Based on these insights, we were able to go beyond the dopant elements
considered with the DFT calculations. We conclude that the entire lanthanide series
metals, the lower half of the alkaline earth metals (Ca, Sr, Ba) and Y are the most
favorable dopants to promote ferroelectricity in hafnia. These insights can be used
to tailor the ferroelectric characteristics of hafnia films by selecting dopants with
appropriate combination of ionic radius and electronegativity.

Chapter 5

Effect of Mechanical and Electrical Boundary
Conditions

5.1

Background

Another relevant factor, proved to be critical from empirical studies, is the residual stresses in hafnia films. One source of stress is from the mechanical barrier provided by the capping of the top and the bottom electrodes during crystallization of
these films. Additionally, there is an anisotropic stress introduced due to the lattice
and thermal coefficient mismatch between the film and the substrate. Studies from
Kisi et al. [53] and Park et al. [36] have suggested the possibility of the T to P-O1
transformation due to in-plane compressive and out-of-plane tensile stresses in the
(a,b) plane and along the c-direction, respectively, of the T phase.
Observations of anti-ferroelectricity, the ‘wake-up effect’ and ‘fatigue’ behavior
in hafnia films have also insinuated the possibility of electric field induced stabilization of the hafnia FE phases [41, 42]. Particularly interesting, and relevant to this
58
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work, is the ‘wake-up effect’. This term was coined to describe the phenomenon of
improving (and/or inducing) FE loops of hafnia films, which displayed no apparent
ferroelectricity in their pristine form, through electric field cycling. Although thermal effects are known to stabilize the tetragonal and the cubic phases of hafnia at
high temperatures of ∼2000 K and ∼2800 K [25], they are not expected to have a
significant role at room temperatures at which these FE measurements are made.
In the present Chapter, we focus exclusively on the role of mechanical stresses
and the electric field. We employ first-principles density functional theory (DFT)
calculations to determine the effects of these factors, independently as well as in
combination, and find the thermodynamic conditions under which a polar phase
becomes favored in bulk hafnia. First, we compare the relative stabilities of different
phases of hafnia under hydrostatic pressures. Next, we study their relative stability
under biaxial deformations, which resemble the physical conditions expected to be
present in thin films due to thermal expansion coefficient and lattice mismatch with
the substrate. Our calculations suggest that under compressive stresses, both the
P-O1 and the OA phases become stable relative to the M phase. While the nonpolar OA phase was found to exhibit the lowest energy under such conditions, it
was closely followed by the P-O1 phase. We further found that electric field oriented
along the polarization direction of the two polar phases significantly reduces their
relative energies with respect to the M phase. Nonetheless, the M phase remains
the equilibrium phase under electric field as high as 5 MV/cm.
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Thus, independently, neither the biaxial deformations nor the electric field was
found to stabilize a polar phase in bulk hafnia. However, under the combined effect
of compressive stresses and electric field, the polar P-O1 phase was found to become
the equilibrium phase. These results provide a possible pathway for the observation
of FE behavior in hafnia films due to the presence of the P-O1 phase, especially
given the observation of the ‘wake up effect’. In light of the previously suggested
pathway for the formation of polar phase(s) from the T phase stabilized due to
surface energy effects, we make a special note here that the present results provide
an additional route for the stabilization of a polar phase in hafnia. It is possible that
depending on the prevailing factors in hafnia films, both the routes are accessed,
leading to the formation of a FE phase.

5.2

Theoretical methods

Electronic structure DFT calculations were performed to obtain the relative energies of different phases of bulk hafnia under equilibrium, hydrostatic pressure and
biaxially deformed conditions. In this work, again, the most relevant five different
phases of hafnia: M, T, OA, P-O1 and P-O2, were considered owing to the reasons
discussed in Chapter 1. The DFT calculations were performed using standard inputs
stated in Chapter 2. A 6×6×6 Monkhorst-Pack mesh [93] for k-point sampling and
a basis set of plane waves with kinetic energies up to 500 eV was used to represent
the wave functions. Equivalent four hafnia-unit supercells, constructed using the
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parameters obtained from Ref. [29], were first relaxed to obtain the equilibrium lattice parameters of the aforementioned phases. Equibiaxial deformations along the
[100] and [010] directions were then introduced in these phases to simulate in-plane
compressive and tensile stresses. The deformations were introduced by rescaling
the lattice vectors of a phase while maintaining the relative coordinates of its constituent atoms. While all atoms in the deformed structure were allowed to relax until
atomic forces were smaller than 10−2 eV/Å, the simulation cell was allowed to relax
only along the [001] direction (i.e. the c-axis), thus resulting in an in-plane stress
condition. Such constrained relaxation produced a uniform deformation of the cell
and thus allowed us to simulate in-plane stresses while preserving the space group
symmetry of a phase. Further remarks rationalizing the restriction to equibiaxial
deformations to model anisotropic stresses will be made in later sections.
In order to understand the impact of electric field on the phase stability of
hafnia, energies of different phases under the influence of an electric field were also
~ was
computed. Energy of a phase α with volume V0α and under an electric field E
calculated using the expression [101]:
α
~ + P~ α )E
~
E α = EDFT
− V0α (αr 0 E

(5.1)

α
where EDFT
is the DFT computed energy, P~ α and αr are the spontaneous polar-

ization and matrix representation of the relative permittivity of the phase α, re~ is a vectorial quantity, its
spectively, and 0 is the permittivity of vacuum. Since E
effect is dependent on its magnitude as well as direction. From Eq. 5.1 it is evident
that the effect of electric field on the energy of a phase is maximized when the dot
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~ is maximum, i.e., when the electric field is oriented parallel to the
product P~ α .E
polarization direction of a polar phase. Thus, two important orientations of electric
field - parallel to the polarization vectors P~1 and P~2 of the polar phases P-O1 and
P-O2, respectively (see Fig. 1.3) - were studied in this work. Further, for each
orientation, we consider the phase stability under three different states, i.e., the
stress-free, the hydrostatic and the in-plane stress states. The density functional
perturbation theory and the Berry phase evaluation were, respectively, employed
to obtain the relative permittivity matrix and the spontaneous polarization of the
different phases of hafnia. Spontaneous polarization computations were repeated
using the ABINIT [102] package to further verify the VASP computed values.

5.3

Results and discussion

5.3.1

Hydrostatic pressures and equibiaxial deformations

Simply by looking at the volumes of different phases of hafnia, one can make
a direct inference that compressive stresses and lower volumes may stabilize other
phases over the M phase. This observation, along with the empirical suggestions of
the critical role of anisotropic residual stresses arising from interactions with electrode capping layers and/or the substrate in the FE hafnia films, form the basis
of studying the phase stability of hafnia under hydrostatic and anisotropic stresses.
One important comment about the expected anisotropic stresses in hafnia films
should be made. Generally, thin films are known to have biaxial stresses in the
plane parallel to the film-substrate interface. However, in case of hafnia films the
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situation is more complicated due to the additional mechanical stress from the top
and bottom electrode capping along the direction normal to the film. Thus, hafnia
films are exposed to anisotropic stresses of varying magnitude in all three directions,
leaving us with a formidable modeling challenge to study numerous possible stress
profiles. In addition to this, the stresses (or strains) experienced by different phases
in a film will also be dissimilar and would depend on their respective lattice parameter misfits. Thus, instead of making an attempt to model the myriads of complicated
conditions precisely, we aim to gain qualitative insights about the role played by the
anisotropic stresses in hafnia films by studying bulk hafnia under two, rather simple yet informative and representative, scenarios: (1) hydrostatic pressures and (2)
equibiaxial deformations. While hydrostatic pressures allow us to predict the most
stable phase at fixed volume (approximately simulating out-of-plane mechanical barrier from electrodes and in-plane stresses from substrate), equibiaxial deformations
help us compare energies of phases at fixed in-plane area (effectively mimicking the
role of a substrate). Another reason for restricting the computations to equibiaxial
deformations is that such deformations help preserve the symmetry of the phases
involved. Further, we consider deformations only in the (001) plane as significant
effects of equibiaxial deformations are expected to be observed in this direction due
to large differences between the (a,b) lattice parameters of the M phase compared
to that of the other phases.
We first discuss the results of phase stability of hafnia under hydrostatic compression and tension. From Fig. 5.1(a) it is evident that at higher volumes, the M
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phase is lowest in energy and corresponds to the equilibrium phase at 0 K. However,
under a state of compression, i.e., at lower volumes, the high-pressure OA phase
has the lowest energy and becomes the most stable phase, in agreement with the
experimental phase diagram [25] and several computational studies [29, 30, 79]. Interestingly, the P-O1 phase also becomes stable relative to the M phase at lower
volumes, although, it is always higher in energy than the equilibrium OA phase in
this region. A remarkable similarity between the energy variation of the OA and
the P-O1 phase is also evident and can be ascribed to the high degree of structural
similarity between the two phases.
Next, we discuss the results of equibiaxial deformations presented in Fig. 5.1(b).
Here we compare the relative stability of the phases as a function of the (001)
planar area, i.e. adopting an approach analogous to that utilized when changing
volume in the case of hydrostatic pressures. Similar trends of phase stability, as
obtained under hydrostatic pressures, can be observed here as well with the OA
phase stabilizing under compressive stresses. However, a noteworthy distinction
between the two cases should be made. The stability of the P-O1 phase, relative
to the M phase, is significantly larger under the state of equibiaxial compression as
compared to that of the hydrostatic compression. This is graphically illustrated in
Figure 5.1 by the difference in the height of the shaded region for the two cases.
Furthermore, the energy difference between the P-O1 and the OA phases is smaller
under equibiaxial stress state as compared to that under hydrostatic compression
state. Nonetheless, the results show no evidence of stabilization of a FE phase under
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Figure 5.1: Energy variation of different phases of hafnia under (a) hydrostatic pressure and (b)
equibiaxial deformation, referenced to the energy of the equilibrium bulk M phase. Percentage
strain are reported in reference to the equilibrium P-O1 phase.

both the hydrostatic and biaxially deformed stress-state scenarios considered here.

5.3.2

Electric field

As discussed earlier, several empirical observations of a ‘wake-up effect’ have been
encountered in FE hafnia films [23, 41, 103, 104]. Electric field induced phase transformation [105] is one proposed explanation for this behavior. Fig. 5.2(a) presents
the effect of electric field on the phase stability of hafnia using Eq. 5.1. Two special
orientations of electric field, i.e., parallel to the direction of spontaneous polarization
of the two polar phases were considered. This allows us to estimate the maximum
influence the electric field could have on the phase stability of hafnia. Here, the computations are restricted to an electric field with magnitude smaller than 5 MV/cm
to be consistent with electric field range explored experimentally. Assuming orientational independence of dielectric response in the case of non-polar phases, the
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~ 2 , where
second term on right side of the Eq. 5.1 can be reduced to −V0α (αr )0 |E|
αr represents the average of the trace of the dielectric tensor, αr . This term represents the effect of induced polarization on the free energy, is always negative and
~ Thus, among the non-polar
varies parabolically with the applied electric field E.
phases, the phase with highest relative permittivity (αr ), i.e., the T phase, shows
maximum parabolic change in the free energy with the applied electric field. In the
~ forms the dominant term,
case of polar phases, however, the dot product −V0α P~ .E
particularly when the electric field is oriented parallel to the direction of spontaneous polarization of a polar phase. Thus, one can observe significant stabilization
(destabilization) of the P-O1 or the P-O2 phase, relative to the M phase, when the
applied electric field is oriented parallel (opposite) to the direction of polarization.
We also note that the polarization directions of the two polar phases are around an
~ terms with opposite signs and thus, contrary
angle of 138 degrees, leading to P~ .E
changes in the free energy. From Fig. 5.2(a) we conclude that electric field (<5
MV/cm) cannot stabilize any of the two metastable polar phases in bulk hafnia,
however, it can significantly reduce their energies closer to the equilibrium M phase,
especially in the case of the P-O1 phase.

5.3.3

Combined mechanical and electrical boundary conditions

Given this observation, one may reasonably suppose that under the combined
effect of electric field and other relevant factors, such as stress, dopant, oxygen
vacancy, etc., pervasive in hafnia films, the P-O1 phase becomes the most stable
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Figure 5.2: Influence of electric field on the free energy (using Eq. 5.1) of different phases of
hafnia under (a) stress-free, (b) hydrostatic compression, and in-plane compressive stress states
corresponding to strain (in reference to the equilibrium P-O1 phase) of (c) 4.3 %, (d) 1.98 % and
(e) 0.81 %. Results for two special orientations of electric field, parallel to the polarization directions P~1 (solid symbols) and P~2 (open symbols) of the P-O1 and the P-O2 phases, respectively,
are presented. The free energy of the 0 K bulk M phase is set to zero. Panel (f) represents
the computed phase diagram of hafnia under the influence of electric field and in-plane stresses.
The green, red and yellow colors signifies regions where the P-O1, the M and the OA phase,
respectively, are the ground state.

phase. Particularly, the factors that destabilize the M phase can be expected to
produce such conditions. Based on our previous findings, we already know that
compressive stress (hydrostatic or in-plane) is one such factor that stabilizes OA
and P-O1 phase relative to the M phase. Thus, we consider next the combined
effect of compressive stresses and electric field on the phase stability of hafnia.
Fig. 5.2(b) and (c) present the variation of free energy of hydrostatically compressed (with volume ∼126 Å3 ) and equibiaxially deformed (along the (001) plane
with a,b = 4.96 Å) phases of hafnia. For ease of comparison with Fig. 5.2(a), we set
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the energy of the bulk M phase as the reference energy. Three important observa~ = 0, all the phases increase
tions should be made in Fig. 5.2(b) and (c): 1) At |E|
in energy corresponding to the elastic energy associated with the deformations, 2)
the P-O1 phase becomes the stable phase at large magnitude of electric field, with
the smallest value being ∼2 MV/cm, which is around the same magnitude at which
many empirical observations of the ‘wake-up effect’ have been noticed, [41] and 3)
the P-O1 phase stabilizes at lower magnitude of electric field in the case of equibiaxial deformations as compared to that of the hydrostatic pressures. It should be
noted that owing to extrinsic breakdown of the hafnia films, it may be difficult to
achieve electric fields of magnitude around 4 MV/cm in these films. This makes
it challenging to stabilize the P-O1 phase in hafnia under hydrostatic compression
through electric field. Furthermore, we note that owing to the symmetry of αr for
~ E
~ term in
the two electric field orientations considered here, the term V0α (αr 0 E).
Eq. 5.1 has almost similar influence on energy of the phases for the two orientations. Thus, energy of non-polar phases appear to overlap for the two orientations
of electric field.
The above results raise an important question, i.e., can the P-O1 phase of hafnia
become stable at realistic values of electric field and strain? To address this question,
we plot in Fig. 5.2(f) the ‘phase’ diagram of bulk hafnia under the influence of
electric field and (001) in-plane stress. Interestingly, in Fig.5.2(f), one can observe
a dip in the magnitude of electric field required to stabilize the P-O1 phase at ∼2
% compressive strain. This can be understood as follows. At very low compressive
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strains (0-1 %), the electric field switches the ground state between the M and the
P-O1 phase (see Fig. 5.2(e)). Thus, at such small strains, the phase boundary
between the P-O1 and the M phase is determined by the rate of change of the
relative energies of the M and the P-O1 phase, which can be observed to be high
from Fig. 5.1(b). In contrast, at larger compressive strains (>2%), the electric field
switches the ground state between the OA and the P-O1 phase (see Fig. 5.2(c) and
(d)). Thus, for larger strains (> 2%), the phase boundary between the OA and the
P-O1 phase is determined by the rate of change of the relative energies of the OA
and the P-O1 phase. Overall, from Fig. 5.2(f) one can conclude that there exists
a region of realistic electric fields and strains which can favor stabilization of the
polar P-O1 phase in hafnia.
The above results clearly suggest a pathway to induce ferroelectricity in hafnia
through stabilization of the P-O1 phase owing to combined effect of electric field
and compressive stresses. Although, limited possibilities of stresses and electric field
orientations were explored in this study, similar results can be expected for other
combinations as well. This is because the equilibrium lattice parameters of the M
phase are systematically larger than that of the other phases across all directions.
We note that the simple modeling scheme adopted here is not adequate to represent/simulate the complex mechanical boundary constraints prevailing in hafnia
films, and results obtained here cannot be directly extrapolated to real hafnia films.
Nevertheless, the qualitative insights gained from this study on the possible role
played by compressive stresses and electric field can serve as a rational guidance
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towards synthesis of polar hafnia films. An important implication of this study is
that a combination of factors operating simultaneously may be responsible for stabilizing the FE phases in hafnia films. While one factor (such as stress, surface energy,
dopant, etc.) may destabilize the equilibrium M phase, the other (such as electric
field) may favor the FE phase, thus, cumulatively resulting in stabilization of a FE
phase. Therefore, it maybe worthwhile, though complex, to study the cumulative
effect of surface energy, stresses, electric field and defects on the phase stability of
hafnia to develop a comprehensive understanding of the interaction or cooperation
of these phenomena.

5.4

Chapter summary

In summary, we explored the independent as well as the combined influence of
mechanical and electrical boundary conditions towards stabilization of a FE phase
in hafnia. Two variants of mechanical boundary conditions, i.e., hydrostatic and
in-plane stress states were examined. While hydrostatic compressive stresses were
shown to stabilize the high pressure orthorhombic (Pbca) phase, in agreement with
the empirical phase diagram of bulk hafnia, an even more significant finding of this
work is that compressive stresses, both hydrostatic and in-plane, stabilizes the polar
orthorhombic (Pca21 ) phase of hafnia with respect to the equilibrium monoclinic
phase. In fact, in-plane compressive stresses, which are particularly relevant in thin
films, stabilize this polar phase relatively more than the hydrostatic pressures.
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Two variants of electrical conditions, with an applied electric field parallel to
the polarization directions of the polar Pca21 and Pmn21 phase of hanfia, were also
studied. They too were found to significantly reduce the relative energies of the two
polar phases of hafnia. However, neither the mechanical nor the electrical boundary
conditions, independently lead to the stabilization of a FE phase of hafnia as the
equilibrium phase.
Nonetheless, under the combined influence of compressive stresses and electric
field, we found that the polar Pca21 phase can, indeed, become the equilibrium
phase in bulk hafnia. Interestingly, the predicted magnitude of electric field at which
this polar phase becomes stable falls well within the empirical range wherein the
‘wake-up effect’ has been observed in hafnia films. These findings not only suggest
compressive stresses and electric field as possible control parameters to better tune
the FE characteristics of hafnia films, but more importantly, they show that multiple
factors, operating in concert, may be responsible for the formation of the ferroelectric
phase in hafnia films.

Chapter 6

Combined Effect of Finite Size, Dopants and
Mechanical Stress

6.1

Background

Based on the discussions on the effects of extrinsic factors in the preceding Chapters, it is clear that no factor alone can justify the stabilization of the experimentally
believed polar P-O1 phase in hafnia films, and thus, the observed ferroelectricity.
Nonetheless, each of these factors, including the surface energy, dopants, mechanical stresses and electric-field, did substantially promote the P-O1 phase – except
the case of surface energy, in which an indirect pathway to formation of the P-O1
phase through the T phase was found. Given this observation, one may reasonably
suppose that under the combined effect of these extrinsic factors the P-O1 phase
becomes the most stable phase. In fact, the results on combined mechanical and
electrical boundary conditions (see section 5.3.3) already revealed a window of stability of the P-O1 phase. However, it should be noted that these results did not
72
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prove the stabilization of the P-O1 phase in the absence of an electric field, which
is essential to measure a true FE behavior as pointed in section 1.1.
Therefore, in this Chapter, we use DFT calculations to model the combined
effect of aforementioned extrinsic factors on the energetics to different hafnia phases
to find conditions that can lead to a true FE behavior in hafnia. We found that
under suitable combination of surface energy, Sr-doping and compressive stresses,
the P-O1 phase indeed becomes the ground state. For limited interesting cases,
we further expanded our models to include temperature and entropic contributions
using DFT-based molecular dynamics (MD) simulations. Even with the entropic
effects incorporated, we found certain situations wherein the P-O1 phase is the most
stable phase at 300 K. Since the conditions modeled are expected to be present in
hafnia thin films, these results can help to explain the observed FE behavior for the
first time using an approach entirely based on first principles method. Furthermore,
the T to the P-O1 phase transformations identified during the MD simulations
suggest an additional pathway to the formation of the P-O1 phase due to kinetic
effects, paving way for the discussion in Chapter 7.

6.2

Computational strategy

Our goal is to study the combined effect of diverse extrinsic factors, including
surface energy, dopants, and mechanical and electrical boundary conditions, towards
stabilization of the FE phase in hafnia. Owing to the enormous possible combinations of these factors, we limit ourselves to cases which are empirically realistic and

74
Table 6.1: Summary of the diverse conditions modeled using DFT computations to explore the
effect of different extrinsic factors pervasive in hafnia films. Every possible combination of different
variables correspond to a particular DFT computation, with the exception of cases at 300 K, for
which only limited MD simulations were performed.

Variable
Phases
Surface
Stress
Dopants
Temperature

Values modeled
M, T, P-O1 and OA
(111), (110) and (011)
0 and compressive in-plane
Pure and 8.33 % Sr-doped
0 and 300 K (for limited cases)

in which formation of the P-O1 phase is expected based on our previous work, i.e.
compressive mechanical stresses (section 5.3.1) and roughly 6 % Sr-doping (section
4.3.2). Table 6.2 summarizes the different conditions considered in this work, which
includes diverse surface geometries, mechanical stresses, dopants and temperatures.
It should be noted that the combinations (or conditions) studied here are far from
exhaustive and are only meant to demonstrate that there exist plausible conditions
in hafnia thin films wherein the P-O1 phase is the ground state. The choice of
different surface types considered is based on the polarization direction of the P-O1
phase and will be justified later.
Electronic structure DFT calculations were performed to obtain energetics of
different phases of hafnia under these diverse range of conditions enumerated in
Table 6.2. Similar to the previous works and as discussed in Chapter 1, the most
relevant phases, i.e., M, T, OA and P-O1, were considered. Furthermore, the lowenergy polar P-O2 phase was excluded from this study as all of the previously studied
conditions suggested the possibility of formation of the P-O1 phase, rather than the
P-O2 phase. The DFT calculations were performed using standard inputs stated in
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Chapter 2. 6×6×6 and 6×6×1 Monkhorst-Pack meshes [93] for k-point sampling
were chosen to model the bulk and the slab geometries, respectively, with a single
k-point chosen along the direction of the surface normal. A basis set of plane waves
with kinetic energies up to 500 eV was used to represent the wave functions.
Structures representing the various conditions to be modeled were obtained in
the following manner. First, equivalent four hafnia-unit supercells, as described
in Table 2.4, were used to obtain bulk geometries of different phases, using which
hafnia slabs with (111), (110) and (011) orientations were constructed. Each slab
contained 24 hafnia-units for the M, T and P-O1 phases and 48 hafnia-units for the
OA phase, and was ∼1.5 nm in length with an additional vacuum layer of 1.2 nm
(see Fig. 6.2). The rational for the choice of surface orientations is twofold, first, a
non-zero component of polarization of the P-O1 phase along the surface normal and,
second, expected low surface energies for these terminations owing to their low Miller
index. To introduce in-plane compressive stress in these hafnia slabs, equibiaxial
deformations in the plane normal to the surface were introduced such that the angle
and the ratio between the two lattice vectors contained in the surface plane remain
equal to that of the corresponding bulk value. Furthermore, the deformations were
introduced by rescaling the lattice vectors of a phase while maintaining the relative
coordinates of its constituent atoms. For doped hafnia slabs, 8.33 % Sr-doping
was introduced by replacing 2 Hf atoms with Sr atoms such that the minimum
distance between any two Sr atoms was maximum and no Sr atom lie in the surface
layer. Such structural arrangement was motivated from the empirical observation

Pure Phases
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(111) P-O1

(111) OA

Sr-doped Phases

(111) M

Figure 6.1: (111) oriented pure and 8.33 % Sr-doped hafnia slabs in the M, T, P-O1 and OA
phases. The correlation between the Hf sites (in green) among all the phases is evident and
suggests structural similarity among the phase considered.

of uniform distribution of dopants in the films [64]. To maintain charge neutrality
in Sr-doped slabs, 2 oxygen vacancies (Ovac ) were introduced such that they were
nearest neighbor to the Sr atom. Further in the case of M, OA and P-O1 phases, the
Ovac was created by breaking energetically favorable 3 Hf-O bonds, as previously
described in section 4.3.2. Some representative doped hafnia slabs are also shown
in Fig. 6.2. In all cases, the atoms were allowed to relax until atomic forces were
smaller than 0.05 eV/Å, while the simulation cell was kept fixed.
To compare the phase energetics at room temperature (300 K), DFT-based
canonical (NVT) molecular dynamics (MD) simulations were performed using VASP.
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A time step of 0.5 fs was used along with the same k-point mesh and plane-wave
basis set discussed earlier. Owing to the absence of periodicity in the direction parallel to the surface normal, the polarization component of the hafnia slab along the
surface normal can be easily defined as:
Pz =

1 X
qi ∗ riz
Al i

(6.1)

where i indexes all the atoms in the slab with charge qi and spatial coordinate riz
along the surface normal, and A and l denote the surface area and the length of
the slab, respectively. The polarization (along surface normal) of different hafnia
structures obtained during the MD trajectories was evaluated using Eq. 6.1 with
the charges (q) assumed to be +4 for Hf, +2 for Sr and -2 for O.

6.3

Results and discussion

6.3.1

At 0 K temperature

Fig. 6.2 presents the results of the influence of surface orientations, mechanical
stresses and Sr-doping on the phase stability in hafnia under diverse conditions
stated in Table 6.2. For ease of comparison, results corresponding to a particular
hafnia surface orientation (i.e., (111), (110) or (011)) are grouped into one subplot,
within which effects of different conditions of pure, doped, stressed, and doped and
stressed state are provided. Energetics corresponding to pure bulk case are also
provided in each subplot for reference. Furthermore, the energy of M phase is set
as reference in each case.
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Figure 6.2: Influence of extrinsic factors, namely, surface energy, dopants and mechanical stress,
on the free energy of different phases of hafnia. The results correspond to hafnia slabs with
(a) (111), (b) (110), and (011) free surfaces and under the modeling conditions of pure (marked
Slab), 8.33 % Sr-doped (marked DSr ), compressively strained (marked Strain), and compressively
strained and 8.33 % Sr-doped (marked Strain+DSr ). In each plot, phase energetics corresponding
to bulk conditions (marked Bulk) are also presented. For conditions with strains, the magnitude of
compressive strain, in reference to the equilibrium P-O1 phase and in the plane of the respective
free surface, is (a) 0.8 %, (b) 2.43 % and (c) 1.41 %. In each case, the free energy of the M phase
under the respective modeling condition is set to zero.

Several trends that match with the previous work can be observed in the figure.
For example, for all the surface orientations, Sr-doping consistently stabilizes the
P-O1 phase (compare the green bars for cases marked ‘Slab’ vs. ‘DSr ’ in Fig. 6.2)
which is concurrent with the results observed in Fig. 4.4. Similarly, compressive
stresses were also found to consistently promote the P-O1 and OA phases (compare
cases marked ‘Slab’ vs. ‘Strain’) for all slab orientations, in agreement with the
results obtained in Fig. 5.1. Moreover, results on surface energies also match with
the discussions presented earlier in Chapter 3: (1) the relative energy of T phase
is consistently lower in pure slabs in comparison to that in the pure bulk case,
suggesting lower surface energy of the T phase relative to the M phase (compare
blue bars marked ‘Slab’ vs. ‘Bulk’); (2) the higher relative energy of P-O1 phase
in the case of pure (110) slab in comparison to that of the bulk case highlights the

79
higher (110) surface energy of P-O1 phase relative to the M phase. Both of these
results are quantitatively consistent with the data presented earlier in Table 2.4.
The most critical outcome, however, evident from Fig. 6.2 is that there exist
situations, such as, Sr-doped (111) slab, compressively stresses Sr-doped (111) slab,
Sr-doped (011) slab and compressively stressed Sr-doped (011) slab, where the P-O1
phase is the most stable. Even for the case of compressively stressed Sr-doped (110)
slab, the P-O1 phase is significantly lower in energy than the bulk equilibrium M
phase and only narrowly higher in energy than the equilibrium OA phase. These
results not only explain, for the first time using purely first principles approach, the
appearance of ferroelectricity in doped hafnia thin films but also provide guidance
on the conditions that may favor the formation of the P-O1 phase. Specifically, the
combination of (111) or (011) surface orientation along with Sr-doping may be most
favorable, as evident from Fig. 6.2. The compressive stresses, unlike doping, appear
to play only a supportive role as in no case they directly lead to stabilization of the
P-O1. Nonetheless, they did decrease the relative energy of the other phases with
respect to the M phase.

6.3.2

At 300 K temperature

One key limitation of the data presented in Fig. 6.2 is that it corresponds to
phase energetics at 0 K rather than at realistic room temperatures. Thus, to improve
our model to include entropic effects, we perform DFT-based canonical (NVT) MD
simulations at 300 K. An additional reason to study these MD simulations, which
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Figure 6.3: (a) Energy and (b) polarization of pure (111) hafnia slabs in M, T and P-O1 phases
at 300 K obtained using DFT-based NVT simulations with a time step of 0.5 fs. While the solid
lines correspond to the data obtained from the NVT run, the dashed lines represent average over
the last 500 time steps. In (a), the energy of bulk equilibrium M phase is set to zero. In (b), the
polarization reported is normal to the surface plane.

will become apparent in the next Chapter, is to see if temperature effects can cause
transformation of the T to the P-O1 phase due to low kinetic energy barriers. Owing
to the computational cost associated with these simulations, we limit ourselves to
two interesting and representative situations, i.e., stress-free (111) pure slab and
compressively stressed (111) Sr-doped slab. (111) slab orientation was chosen over
the other cases as it has the largest component of polarization vector along the
surface normal for the case of the P-O1 phase. Further, we limit ourselves to the
empirically observed M, T and P-O1 phases in hafnia films, and exclude the OA
phase, which has relatively large computational cost due to larger supercell size.
The MD results for pure (111) hafnia slabs are presented in Fig. 6.3.2. As
expected and in agreement with Fig. 6.2, the M phase is the most stable phase at 300
K with the lowest energy. The energy difference between the equilibrated M and the
P-O1 phase is roughly similar to the corresponding value in Fig. 6.2(a), suggesting
entropic effects do not significantly alter the relative energies of the M and the P-O1
phase, in agreement with the past work [30]. Interestingly, however, the T phase
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Figure 6.4: (a) Energy and (b) polarization of compressively stresses Sr-doped (111) hafnia slabs
in M, T and P-O1 phases at 300 K obtained using DFT-based NVT simulations with a time step of
0.5 fs. While the solid lines correspond to the data obtained from the NVT run, the dashed lines
represent average over the last 500 time steps. In (a), the energy of bulk equilibrium M phase is
set to zero. In (b), the polarization reported is normal to the surface plane.

transforms to the P-O1 phase (at ∼ 1.5 ps) as both the energy and the polarization
values become similar to that of the P-O1 phase. Structural analysis, included in
Appendix C, of the geometries obtained during this MD run further confirmed the
T to P-O1 transformation. An important implication of this result is that if hafnia
slabs exists in the T phase (due to certain conditions, such as, high temperature or
surface energy) and are then cooled to 300 K, they can transform to the P-O1 phase,
rather than the equilibrium M phase. Further, it should be noted that although PO1 phase is higher in energy than the M phase, it does not transform to the low
energy M phase, probably due to the high kinetic barrier [106, 107] for the P-O1
to the M transition or the small simulation time studied here. The likely presence
of a high energy barrier to kinetically trap the P-O1 phase can have significant
implications that will be covered in the next Chapter.
Fig. 6.3.2 presents the results for compressively stressed Sr-doped (111) hafnia
slabs at 300 K. Based on the energetics, the M phase appears to collapse into the
P-O1 phase, which is the lowest energy phase under these conditions. However, the
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polarization component (normal to the surface plane) of the structure corresponding
to the red line in Fig 6.3.2 is different from that of the P-O1 phase, suggesting
that the structure is not exactly the P-O1 phase. The reason for this discrepancy
between the energy and the polarization values is not completely understood and
could be because of an incomplete transformation. While one obvious reason for
the partial transformation could be the small time frame simulated here, a more
plausible explanation is the fixed orientation relationship (angles α, γ and δ) among
the lattice vectors of the slab corresponding to that of the M phase. The structural
analysis (Appendix C) also points to a M to P-O1 transformation, but the results
are not definitive. Nonetheless, the structural analysis do confirm that the structure
corresponding the red line in Fig 6.3.2 is not the M phase. While further work is
required to establish the exact identity of the structure corresponding to the red
line, our results do confirm that the P-O1 phase is the lowest energy phase under
the conditions studied here. Thus, based on these results, one can safely conclude
that the combined surface, mechanical and dopants effect can indeed lead to the
observation of ferroelectricity in hafnia films due to formation of the P-O1 phase.
Furthermore, similar to the MD results for pure (111) hafnia slabs, in this case too,
the T phase transforms to the P-O1 phase as captured by both the energy and
the polarization values of the T phase. This alludes to an alternative pathway to
formation of the P-O1 phase which will be deferred until the next Chapter.
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6.4

Chapter summary

In summary, we studied the combined effect of surface, mechanical and chemical
(dopants) boundary conditions on the phase stability of hafnia slabs to find thermodynamic conditions that can lead to the stabilization of the ferroelectric P-O1
phase. For the first time using first-principles methods only, a combination of surface energy, Sr-doping and compressive stresses were found to stabilize the polar
P-O1 (P ca21 ) phase as the ground state and justify the formation of the ferroelectric phase in hafnia films. For a few limited cases, DFT-based molecular dynamics
simulations were performed at 300 K to improve our models to include entropic
contributions. Even with the improved realistic models, conditions stabilizing the
P-O1 phase were established. Furthermore, the transformation of the tetragonal
to the polar P-O1 phase and the retention of the metastable P-O1 phase at 300 K
observed during the MD simulations pointed at the possible role of kinetic effects
towards appearance of the ferroelectric behavior in hafnia thin films.

Chapter 7

Formation of the P-O1 Phase Due to Kinetic
Effects

7.1

Background

Thermodynamics govern the state a system should adopt when the equilibrium
is reached. However, in numerous instances, equilibrium is never attained and the
material remains kinetically trapped in a metastable state for practically long time
scales (reaching up to several years). Kinetic effects, therefore, provide an alternative route to formation of a (metastable) phase, rather than a thermodynamic
pathway which requires a phase to be the most stable state. In fact, kinetics phase
transformations are often exploited (by varying processing conditions) to obtain
non-equilibrium states, such as, martensite or quasicrystals, with superior properties compared to the structures in the (near) equilibrium state.
In this Chapter we propose an additional route leading to the formation of the PO1 phase in hafnia films due to kinetic effects. It is important to contrast this study
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with the preceding Chapters which dealt exclusively with the stabilization of the PO1 phase as the thermodynamic ground state. Several empirical observations allude
to the plausible critical role of kinetic effects in hafnia films. First and foremost is
the observation that FE hafnia films contain significant volume fraction of multiple
phases (M, T and P-O1) rather than a single equilibrium phase. Further, the volume
fraction of these phases is extremely sensitive to the film annealing temperatures,
providing a direct evidence that the thermal history of the film is critical to the
formation of the FE P-O1 phase in hafnia films [106, 108].
Theoretical studies have also provided clues on the possible transformation of
the T phase to the metastable P-O1 phase. Shallow energy barrier associated with
the T to the P-O1 transformation [29, 31], and the collapse of the T phase to the PO1 phase upon doping or during the room temperature molecular dynamics (MD)
simulations discussed in the preceding Chapters, strongly suggest that the polar
P-O1 phase could be realized through the transformation from the T phase.
Building on the cues from past studies, in this Chapter, we hypothesize an
additional pathway to the formation of the P-O1 phase through kinetic route, i.e.,
nucleation of the T phase in hafnia grains during the high temperature annealing
of the films, followed by the transformation of the T to the (metastable) P-O1
phase. In this regards, we mainly focus on three key points: (1) formation of the
T phase during the high temperature annealing of the films (surface energy), (2)
transformation of the T to the P-O1 phase rather than the M phase (soft modes),
and (3) the retention of the metastable P-O1 state (energy barrier) once the films
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are cooled to room temperatures. Empirical and theoretical evidence that supports
this hypothesis are also provided, thus, suggesting a likely pathway to the formation
of the P-O1 phase in hafnia films. Furthermore, past results on finite size effects,
chemical doping and combined effects are reviewed once again to identify conditions
that can lead to stabilization of the T phase, and an indirect formation of the P-O1
phase in hafnia films.

7.2

Theoretical methods

In order to understand the possible collapse of the T to the P-O1 phase, we looked
at the phonon band structure of the T phase under equilibrium, and isotropically
compressed (10 GPa) and tensile state (-10 GPa). The phonon band structure calculations were performed at zero temperature using the open source code PHONOPY
along with density functional theory (DFT) calculations performed using the Vienna
Ab Initio Simulation Package (VASP) [76]. The Perdew-Burke-Ernzerhof exchangecorrelation functional [77] and the projector-augmented wave methodology [78] were
employed to carry out DFT calculations. A Monkhorst-Pack mesh [93] with k-point
sampling density of 0.2 Å−1 and a basis set of plane waves with kinetic energies up
to 500 eV was used to represent the wave functions. A 4×4×3 supercell build using
the 2 hafnia-unit primitive cell of the T phase was used to achieve converged phonon
band spectrum.
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We further computed the energy barriers for the T to M, T to P-O1 and P-O1
to M phase transformations to estimate the likelihood of such transitions. The minimum energy pathways for these transitions were determined using the generalized
solid-state nudged elastic band (NEB) method [83] as implemented in VASP.

7.3

An alternate pathway to the P-O1 phase

An additional pathway that fits well with the processing conditions present during the fabrication of hafnia films is as follows. Typically, the FE hafnia films are
deposited using atomic layer deposition (ALD), chemical vapor deposition (CVD)
or sputtering methods. Since the hafnia films are amorphous in the as-deposited
state, a post-metallization annealing (PMA) by rapid thermal annealing (RTA) at
400-800 ◦ C step is performed to crystallize these films. As will be substantiated
later, it is possible that during the high temperatures reached in the RTA step, the
hafnia grains nucleate in the T phase. At the end of the RTA, the films are cooled
to room temperatures during which the T phase transforms into the P-O1 phase. It
should be noted that for this plausible pathway there is no perquisite for the P-O1
phase to be the ground state. The P-O1 phase can either be kinetically trapped at
room temperatures or could very well be the ground state (thermodynamic route).
However, in this work, we emphasize that besides the thermodynamic pathway even
the kinetic route could be critical.
Below we discuss some empirical and theoretical observations that substantiate
the likelihood of this plausible pathway. As pointed earlier, we focus on three major
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Figure 7.1: Polarization switching pathway of the P-O1 phase of (a) hafnia and (b) zirconia [31]
through the T phase. The energy barriers from the T to the P-O1 phase were estimated to be .5
meV/f.u. While (a) is part of the present work, (b) is reproduced from [31].

points: (1) initial stabilization of the T phase, (2) transformation of the T to the PO1 phase, and (3) retention of the (metastable) P-O1 phase at room temperatures.
We first argue that owing to its low surface energy, the T phase can nucleate in the
hafnia thin films. In fact, several observations of formation of T phase at temperatures as low as 400 ◦ C (as compared to bulk temperature of ∼1700 ◦ C) have been
confirmed in nanorods and nanocrystals of hafnia with grain size ∼10 nm [48, 49].
More importantly, stabilization of the T phase at room temperatures for nanocrystals <3.8 nm has been achieved recently [47], which is in very good agreement with
our surface energy model discussed in section 3.3. However, in the context of hafnia
films two competing phenomenon should be mentioned. On the one hand, higher
temperatures stabilizes the T phase, and thus, the higher the RTA temperature,
the higher should be the volume percentage of the nucleated T phase. But, on the
other hand, the longer is the exposure time at higher temperatures, the larger is the
grain size owing to grain growth and thus the higher is the transformation to the M
phase. Both of these phenomenons have been observed in [108].
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Next we argue that the T phase transforms into the P-O1 phase when the films
are cooled to the room temperatures. Theoretically, this was already captured in
the molecular dynamics (MD) simulations studied in section 6.3.2, wherein the T
phase collapsed into the P-O1 phase at 300 K. This could be because of an almost
barrier-free pathway (.5 meV/f.u.) from the T to the P-O1 phase, as shown in Fig.
7.3(a) and 7.3(b) for the case of hafnia and zirconia [31], respectively. While the
results for the case of hafnia are computed in the present work and match well with
the previous works [29, 107], the results on zirconia are reproduced from Ref. [31].
In fact, Barabash et al., reported even smaller barrier (∼4meV/f.u.) in the case
of hafnia, and found it to be insensitive to the choice of the exchange correlation
functional used. Thus, from Fig. 7.3, it is clear that the T phase exists in an
extremely shallow minima on the potential energy surface (PES) near to a lower
energy P-O1 phase. While on the one hand, intermediate temperatures (∼300 K)
can provide enough push to transform the T to the lower energy P-O1 phase, on
the other hand, one may reasonably suppose that the introduction of other factors,
such as strain, chemical dopants, etc. can alter this energy barrier itself. To this
end, we studied the effect of isotropic pressures on the 0 K phonon band structure
of hafnia, which captures the curvature of the PES.
Fig. 7.2 shows the phonon band structure of the T phase of hafnia under equilibrium, and isotropically compressed and tensile state. A clear trend of softening of
the vibrational modes with increasing isotropic tension at G, M and Z points in the
reciprocal lattice is evident from the figure. The most interesting is the softening of
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Figure 7.2: Phonon band structure of T phase of hafnia under isotropically (a) compressed (10
GPa) (b) equilibrium (0 GPa) and (c) tensile (-10 GPa) state along G (0,0,0), M (0.5, 0.5, 0.0), X
(0, 0.5, 0), Z (0, 0, 0.5), R (0.5, 0, 0.5) and A (0.5 0.5 0.5) reciprocal lattice path. Negative modes
at M, G and Z points are highlighted using green, black and blue colored arrows.

the two (degenerate) optical branches (marked by black arrow in Fig. 7.2) at the
G point. The imaginary modes corresponding to these cases, under tensile stress
state, are visualized in Fig. 7.3(b) and (c). It can be seen that while in the one
mode every alternate O atom moves along the [110] direction, in the other mode a
different set of O atoms move along the [110] direction. Further, in each case, Hf
atoms move in the direction opposite to the O atoms by a relatively much smaller
magnitude, thereby resulting in a net polarization in the [010] direction, which is
the polarization direction of the P-O1 case (under such unit cell arrangement). The
small movement of O atoms required to reach the P-O1 phase from the T phase,
shown in Fig. 7.3(a), matches very well with that of the two imaginary modes discussed above, especially, for the case of O atoms numbered 2, 3, 6 and 7. Thus, from
the above discussion on the phonon band spectrum, it can be inferred that under
tensile stress conditions the T phase becomes dynamically unstable and collapses
into the P-O1 phase, which may or may not be the thermodynamic ground state.
Furthermore, since imaginary modes are representative of a saddle point, the energy
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Figure 7.3: (a) Overlapping unit cells (12 atoms) of the T and the P-O1 phase of hafnia demonstrating the movement of O atoms during the T to the P-O1 phase transformation. Red and yellow
spheres represent the oxygen atoms in the T and the P-O1 phase, respectively. For a few selected cases, black arrows are drawn to indicate the movement of O atoms during the T to the
P-O1 phase transformation. (b) and (c) illustrate the two (degenerate) imaginary modes at the G
point for the T phase under tension. Red and green arrows indicate the direction of motion of the
O and the Hf atoms, respectively.

barrier for the T to the P-O1 phase transformation under tensile stress would be
effectively zero. These results can explain the increase in the volume percentage of
the P-O1 phase with increasing tensile stress employed by depositing hafnia films
on substrates with different coefficient of thermal expansion [109].

Figure 7.4: Potential energy barrier for transformation of the P-O1 to the M phase.
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While the above discussion supports the formation of the T phase and its subsequent transformation to the P-O1 phase, the last remaining piece of the principal hypothesis is to understand why P-O1 phase is retained at room temperatures. While
one possibility is that the P-O1 phase is the thermodynamic ground state (due to
the conditions discussed in section 6.3.1), another reason could be the presence of
a substantial energy barrier between the P-O1 and the M phase (∼90 meV/f.u.),
as illustrated in Fig. 7.4. The latter finding is in agreement with the MD simulations discussed in section 6.3.2 where the pure hafnia (111) slabs remained in the
metastable P-O1 phase (rather than the equilibrium M phase) at 300 K. It should
be noted that these findings are similar to the case of zirconia [107] where a relatively smaller energy barrier of (∼35 meV/f.u.) for P-O1 to the M transition was
found. Further, the authors in Ref. [107] attributed the presence of this barrier as
a pathway to formation of the P-O1 phase in zirconia nano-particles.
Another question that can be raised is why does the T phase not transform to
the M phase, which is in fact the commonly observed martensitic transformation
in hafnia ceramics? In a recent study, Park et al. [106] explained their ferroelectric
measurements on Hf0.5 Zr0.5 O2 by estimating a high energy barrier of ∼300 meV/f.u.
from T to M transformation, which is in agreement with theoretical prediction of
∼220 meV/f.u [110]. Their results, however, do not explain what is different about
hafnia films in comparison to the ceramics, wherein similarly sized grains occur in
the M phase instead of the P-O1 phase. Naturally, the different conditions prevalent
in hafnia films could have a role in the collapse of T phase to P-O1 phase, rather

93
than to the M phase commonly observed in ceramics. However, a comprehensive
understanding of this topic would require further studies on the effect of various
factors on the PES of hafnia to help elucidate the changes in the energy barriers of
the T to the M or the T to the P-O1 phases.

7.4

Chapter summary

An additional pathway to the formation of the P-O1 phase in hafnia films owing
to kinetic effects is hypothesized. Several empirical and theoretical studies supporting the formation of the T phase during the fabrication of the films, followed by
its displacive transformation to the (metastable) P-O1 phase are provided. First,
arguments supporting the nucleation of the T phase at high temperatures reached
during the fabrication of the films due to finite size effects are discussed. Then, the
presence of a shallow energy barrier and the identified soft modes in the parent T
phase under tensile stress are examined as the possible source of the T to the P-O1
transformation. Finally, the retention of the P-O1 phase at room temperatures due
to either it being the thermodynamic ground state or because of the high energy
barrier associated with the P-O1 to equilibrium M phase are given as possible explanations. Although, more empirical studies on the effect of annealing time and
temperatures would be required to clearly elucidate the role of kinetic factors, this
work strongly suggests a likelihood route to the formation of the polar P ca21 phase
in hafnia films.

Chapter 8

Search for Ferroelectric Binary Oxides

8.1

Background

The surprising phenomenon of ferroelectricity recently discovered in hafnia thin
films [54,62,111,112] exemplifies a situation where a novel functionality of a material
is unearthed under unusual conditions [30, 34, 35, 38]. As discussed in detail in
the preceding chapters of these thesis, the origin of this unexpected FE behavior
is associated with the formation of the metastable P-O1 (P ca21 ) phase owing to
thermodynamic [28] or kinetic factors [106].
A natural question that arises based on the example of hafnia is that how ubiquitous is the phenomenon of ferroelectricity in binary oxides? Is hafnia unique, or
are there many more simple oxides that may show similar FE behavior? While a
wide range of perovskite-structure based complex oxides are known for their superior FE properties, little is known about this phenomenon in binary oxides, with the
exception of ZrO2 [28] and of course hafnia. In fact, the class of binary oxides has
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been traditionally regarded as linear dielectrics owing to limited chemical diversity
and the strong covalent nature of the bonds involved.
However, an important lesson that can learned from the example of hafnia is
that even binary oxides, which have long been regarded as linear dielectrics, can
display ferroelectricity if low-lying metastable polar phases are present and can
be stabilized by intrinsic or extrinsic factors, such as, interfaces, strain, doping,
suitable mechanical boundary or processing conditions. This critical realization can
be extended to develop a simple and viable pathway to discover new (potentially)
FE materials. The main features of such a pathway would entail: (1) a meticulous
search of the energy landscape of a material of interest to identify many of its lowenergy phases, (2) identification of a dynamically stable polar phase with reasonably
low energy and high polarization value, and (3) if the identified polar phase is not the
ground state, an informed search of extrinsic factors which can help to stabilize this
material in the identified polar phase. In fact, Huan et al. [29] have already employed
this strategy successfully to the case of hafnia to identify not only the responsible
FE P-O1 (P ca21 ) phase, but also recommend favorable conditions which may help
to realize this metastable FE phase (see sections 1.2.2 and 1.2.3).
With the aim to find superior FE materials or to satiate fundamental scientific
interests, several search strategies have been employed in the past. Such strategies
vary in terms of the assumed structure type [113,114] or the involved chemical species
[115], an initial screening step using pre-existing computational/experimental databases
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[116,117], or group-theoretical considerations [118]. The present work employs a similar approach as presented in Ref. [29], but on the class of binary oxides that remain
unexplored. A subset of simple binary oxides, i.e., alkaline-earth-metal oxides, however, have been investigated in the past and were theoretically predicted to display
ferroelectricity under large epitaxial strains [113]. In contrast to the search approach
adopted in our work, the past study, however, assumed the initial structure to be
of rock-salt type and exploited the occurrence of imaginary ferroelectric modes to
infer ferroelectric behavior. In this work, we searched a total of 21 non-magnetic
simple oxide insulators, of which many oxides were identified to exhibit low-energy
metastable polar phases. To find cases in which the identified polar phases can become energetically favored or even stable, the phase stability of the most interesting
13 oxides was studied under varying pressures. With a polar ground state, the most
promising ferroelectric candidate was found to be CaO2 . Subsequent synthesis and
careful characterization of CaO2 powders were performed to confirm the presence
of the polar P na21 phase, as per our predictions. Thus, this work strongly advocates the possibility of engineering many more simple oxides to display ferroelectric
behavior, similar to the case of hafnia.

8.2

Exploration strategy

Motivated from the success of the exploration strategy aimed to identify lowenergy structures of hafnia HfO2 [29], we aim to find the possible ferroelectric phases
of simple oxides. We restrict our space of search to non-magnetic insulating binary
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Figure 8.1: Flowchart illustrating the strategy adopted to find potential FE materials.

oxides. Thus, the complete list of oxides that were explored, includes, HfO2 , ZrO2 ,
TiO2 , SnO2 , CaO2 , SrO2 , ZnO2 , B2 O3 , Sc2 O3 , Al2 O3 , Ga2 O3 , BeO, MgO, CaO,
SrO, ZnO, In2 O3 , GeO2 , PbO, PbO2 and BaO2 .
In short, the computation-based search strategy for ferroelectrics, which has been
used in Ref. [29] for hafnia and shown in Fig. 8.1, involves several steps. First, the
structural space of a material is explored, giving a set of low-energy structures. The
geometrical symmetry of these structures are determined to classify them as nonpolar or polar structures. For the latter, the possible parent phase is determined using
the group-theoretical considerations enumerated in the classic paper by Shuvalov [9].
The spontaneous polarization of the polar phases are computed via the evaluation
of the Berry phase [85, 87] while the capability of these polarization to be switched
are accessed via the minimum energy pathways determined within the generalized
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solid-state nudged elastic band (NEB) method [83]. To confirm the spontaneous polarization computations using the Berry phase method, additional polarization calculations using the born effective charges [84]—evaluated using density functional
perturbation theory—and reference nonpolar phases are also performed. Finally,
those oxides with sufficient spontaneous polarization and low switching barrier are
singled out for further in-depth investigations.
While the above strategy describes how to determine if a specific material could
be FE, following is the manner how we conducted our search on the aforementioned
21 binary oxides. We first performed a structure prediction exploration for all of
the oxides considered to find low-energy structures in each case. Then, for the
13 most interesting oxides, which display a low-energy metastable or stable polar
phase, a study of the effect of pressures was conducted to identify conditions that
may promote or stabilize a polar phase. This culminated to identification of 2 oxides
with a stable polar phase and 5 oxides with a polar phase with energy extremely close
(<15 meV/atom) to that of the respective equilibrium phases. Finally, a detailed
study on the most interesting oxide, i.e., CaO2 , was conducted to estimate the
phase diagram, spontaneous polarization and the energy barrier associated with the
polarization switching. Furthermore, high purity CaO2 powders were synthesized
and characterized to be present in the polar P na21 phase, in perfect agreement with
our computations.
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8.3

Computational details

All of these oxides were studied by calculations performed at the level of density
functional theory (DFT) [74, 75], specifically the version implemented in Vienna
Ab initio Simulation Package [76]. We used the kinetic energy cutoff of 500eV
for the plane-wave basis set, and the generalized gradient approximation PerdewBurke-Ernzerhof functional [77] for the exchange-correlation energies. Because the
structures examined in this work are significantly different in terms of cell shape, we
follow Ref. [119] to sample the Brillouin zones by a Monkhorst-Pack grid [93] with
a spacing of 0.2Å−1 in the reciprocal space.
Searching for low-energy structures of a given material is the first step of this
strategy. This non-trivial work is mathematically formulated as an optimization
problem, locating the low-lying minima of the potential energy surface (PES) of the
material, typically constructured by DFT energy for the reliability. [120] Among several modern structure prediction methods, minima-hopping [121, 122] is a powerful
method. Starting from a given initial structure, the PES is explored by alternatively
applying local optimization and energy barrier crossing steps. While the former is
performed with the typical algorithms implemented in regular DFT codes, e.g.,
vasp, the latter comprises a number of molecule dynamics steps, chosen along the
phonon soft-mode directions to improve the efficiency of the method. This method
has been successfully used for various classes of materials [29, 123–125].
Standard DFT is formulated at zero temperature (T = 0 K). To access the
thermodynamic stability of a given phase at finite temperature T and pressure P , the
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Gibbs free energy was estimated as G(T, P ) ' EDFT + Fvib (T ) + P V , where P is the
external pressure, V the structure volume. In this approximation, the temperaturedependent term of G(T, V ), e.g., Fvib (T ), arises from the ionic vibrations of the
lattice. Within the lattice dynamic approach, it is given by
Z
Fvib (T ) = 3N kB T
0

∞




~ω
dωg(ω) ln 2 sinh
2kB T

(8.1)

where, kB is the Boltzmann constant, ~ the Planck constant, N the number of atoms
in the structure. The most important input of this expression, e.g., the density of
phonon states g(ω) (ω is the phonon frequency), can be computed within the DFT
formalism. The phonon frequencies were computed by evaluating the force constant
matrix based on the structures generated using the PHONOPY package [126] and
utilizing a supercell with at least a length of 10 Å in each direction.

8.4

Results and discussion

8.4.1

Low-energy structures

The predicted low-energy structure of the oxides are summarized in Fig. 8.2.
As pointed earlier, minima-hopping algorithm along with DFT to estimate the PES
was used to search for these structures, which were later classified into polar and
nonpolar cases based on their point group symmetry. 13 of the 21 oxides studied can
be seen to exhibit low-energy metastable polar states, highlighted in the red color.
Such high occurrence of polar metastable phases in simple oxides clearly highlights
the non-uniqueness of hafnia. Thus, a high probability of discovery of ferroelectricity
in other oxides under special conditions, similar to the situation of thin films in the
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Figure 8.2: Summary of the low-energy structures obtained from the screening steps. Polar and
nonpolar structures are indicated in red and blue, respectively. Only structures within the windows
of 200 meV/atom above the lowest-energy ground phase are shown.

case of hafnia, can be anticipated. In this regards, we next studied the subset of
13 promising oxides, which exhibit a low-energy metastable polar phase, to find
if pressure can used to achieve stabilization of a polar phase as the ground state.
Nevertheless, our initial search has already revealed an interesting oxide with a polar
ground state, i.e., CaO2 . A detailed discussion on the polarization magnitude and
switching pathway of CaO2 is deferred to section 8.4.3. Also, we note that among
all of the identified low-energy polar phases in Fig. 8.2, the majority belong to the
point group mm2, followed by 1, m and 2. A detailed analysis of the distribution
of polar phases among the different point groups is however left for future studies.

102
8.4.2

Effect of pressure

Fig. 8.3 presents the effect of pressure on the stability of low-energy polar structures identified earlier. While panel (a) shows the lowest-energy polar phase of an
oxide at 0 GPa, panel (b) highlights the minimum energy difference between the
polar phase and the corresponding ground state of an oxide over a pressure range of
0-30 GPa. Points corresponding to zero energy difference (CaO2 and SrO2 ) resemble
situations when the polar phase is the ground state. Analogous to the case of hafnia,
pressure can be seen to significantly reduces the energy difference between the polar
and the ground state in cases, such as, ZrO2 , Ga2 O3 , Sc2 O3 and TiO2 , although it
fails to stabilize any polar phase as the thermodynamic ground state. On the other
hand, in the case of SrO2 , pressure do help open up a stability window for the polar
P na21 phase. Promising oxides, with energy gap between the polar and the ground
state smaller than 15 meV/atom, are highlighted in the blue box and other extrinsic
factors, such as, finite size effects, dopants, etc, could be exploited to help stabilize
the polar phase in these cases. We note that while prior work has insinuated at the
possible FE phenomenon in ZrO2 , this is the first study with such claims for CaO2 ,
SrO2 , Ga2 O3 , Sc2 O3 , TiO2 and Al2 O3 . Detailed plots demonstrating the phase energetics of all the different oxides are included in the Appendix D. Next, we continue
with our strategy for the most interesting oxide, CaO2 , to estimate its polarization
and switching behavior.
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(a) 0 GPa

(b) 0-30 GPa

Figure 8.3: Minimum value of the relative energy of the polar structures (a) at 0 GPa and (b)
over the range of 0-30 GPa, for the 13 promising oxides. Energies are with respect to the corresponding ground state at a particular pressure. Interesting oxides with minimum relative energy
<15meV/atom are shown in blue box.

8.4.3

Calcium peroxides CaO2

CaO2 was predicted to have a polar ground state P na21 . The other low-energy
phases found using the minima-hopping approach, include, I4/mmm, Immm, P mmn,
P 21 21 21 , C2/c, P 21 /c, C2/m and P 1 in the order of decreasing symmetry. However, later, the I4/mmm phase was found to be dynamically unstable as revealed by
the imaginary vibrational modes present in its phonon band structure. Thus, using
the group-theoretical considerations established by Shuvalov [9], the centrosymmetric phases Immm and P mmn with point group symmetry mmm emerge as the
plausible parent phase of the polar P na21 phase with point group symmetry mm2.
Furthermore, if one accounts for the energy of these phases, the lower energy Immm
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could be estimated as the parent prototypical phase of the polar P na21 phase of
CaO2 .
Using DFT and first principles thermodynamics, we next computed the free energy of several CaO2 phase at various pressures and temperatures, as shown in the
Fig. D.2 in Appendix D. From this the phase diagram (see 8.4(a)) was evaluated
which clearly shows a wide range of temperature-pressure region where the polar
P na21 phase is stable. At 0 GPa, a transformation to a nonpolar Immm phase is
predicted around 1800 K, which is in agreement with the group theoretical considerations discussed above. However, CaO2 is known to decompose into CaO and O2
gas at ∼620 K. Thus, the Curie temperature is expected to be much higher than
the decomposition temperature in this case.
The magnitude of polarization was computed to be ∼4 µC/cm2 using the berry
phase and the born effective charge method as shown in Fig. 8.4(c). To ensure that
the polarization computations are correct, multiple structures along the pathway
connecting the up and the down polarization state were constructed such that a
hypothetical centrosymmetric structure (with point group symmetry of 2/m) is also
included. For the born effective charge calculation, this hypothetical centrosymmetric structure was used as the reference state. As evident from the Fig. 8.4(c), the
polarization results of both the berry phase and the born effective charge calculations lie on the same polarization lattice and are consistent with each other.
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Figure 8.4: Theoretical and experimental studies to search for potential ferroelectric behavior in
CaO2 . (a) Computed phase diagram demonstrating wide region of stability of the polar P na21
phase; (b) neutron scattering measurements of CaO2 powders at different temperatures confirming the presence of the predicted polar phase; (c) computed spontaneous polarization of the
P na21 phase using born effective charges (solid symbols) and the berry phase method (open
symbols); (d) two minimum energy pathways to reverse the polarization as determined using the
NEB method.

Besides having a non-zero polarization, the energy barriers to switch the polarization state should also be low for a material to be ferroelectric. Thus, we explored two pathways to switch the polarization between two opposite states. While
one is guided by group-theoretical considerations (through predicted parent Immm
phase), the other one is based on a direct pathway connecting the two opposite
polar states (through P 2/c phase). The results for the low energy barriers of 52
meV/atom and 35 meV/atom obtained using the NEB method are shown in Fig.
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Table 8.1: Comparison between the structural parameters of P na21 phase of CaO2 obtained from
neutron scattering experiments and DFT computations (in brackets).

P na21
a
(33)
7.102843 (7.12880)
Atom
x
Ca (4a)
0.123 (0.1259)
O (4a)
-0.166 (-0.16707)
O (4a)
-0.412 (-0.41915)

b
3.593601 (3.62719)
y
0.16 (0.1531)
-0.158 (-0.15734)
0.174 (0.14988)

c
5.925604 (5.96123)
z
0.00574 (-0.00091)
-0.0875 (-0.09457)
-0.386 (-0.39472)

8.4(d). Both the pathways can be expected to be active during the polarization
switching process as the energy barriers in both the cases are small and comparable.
Based on the favorable predictions on the stability, non-zero magnitude of polarization and the presence of low energy pathways for polarization reversal, one
can expect CaO2 to be a ferroelectric oxide. While an indisputable proof of FE
behavior in CaO2 would require film synthesis and its subsequent electrical measurements, here we show that pure CaO2 powders synthesized using sintering methods
do crystallize in the polar P na21 phase. Fig. 8.4(b) presents the results for neutron
scattering on the CaO2 powders synthesized. Clearly the powder exists in the polar
P na21 phase at different temperatures, in agreement with the DFT predictions in
Fig. 8.4(a). A comparison between the structural parameters as obtained using the
diffraction studies and the DFT computations is also provided in Table 8.1. An
irrefutable agreement is evident.

8.5

Chapter summary

In summary, a computational strategy to search for potential ferroelectric materials was employed for a class of binary oxides, otherwise known for their linear
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dielectric properties. The strategy involved several steps, including (1) identification
of low-energy phases of a material (performed using minima-hopping algorithm), (2)
classification of identified phases into polar and nonpolar structures, (3) determination of plausible parent phase for interesting low-energy polar phases using grouptheoretical considerations, and (4) finally, computation of spontaneous polarization
(using Berry phase) and minimum energy pathway for polarization switching (using
NEB).
Out of the 21 simple binary oxides studied using this strategy, 12 were found
to exhibit low-energy metastable polar phases, while in one case, i.e., CaO2 , the
ground state was found to be the polar P na21 phase. To find conditions in which
the polar phase maybe favored, the phase stability of 13 promising candidates—
with metastable polar phases—was studied under various pressures. While in the
case of ZrO2 , HfO2 , Ga2 O3 , Sc2 O3 and Al2 O3 the metastable polar phases were
found to come really close in energy (<15 meV/atom) to the equilibrium phases,
conditions stabilizing the polar P na21 phase in CaO2 and SrO2 as the ground state
were identified. The most promising candidate oxide, CaO2 , was further studied to
determine the Immm as the plausible parent nonpolar phase, a spontaneous polarization of 4 µC/cm2 , and a minimum switching pathway of 35 meV/atom. Driven
by promising theoretical predictions, high purity CaO2 powders were subsequently
synthesized and characterized—using neutron diffraction measurements—to be in
the polar P na21 phase, in agreement with theory. Thus, combining these promising
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computational and empirical evidences, we predict CaO2 to be a potential ferroelectric binary oxide beyond hafnia. Moreover, further studies identifying conditions
stabilizing the low-energy polar phases in Ga2 O3 , Sc2 O3 and Al2 O3 could also reveal hidden ferroelectric functionalities of these oxides. Finally, based on the high
occurrence of low-energy stable and metastable polar phases in binary oxides we
conclude that many more simple oxides—beyond hafnia and traditional perovskite
materials–could display ferroelectric behavior.

Chapter 9

Summary and Future Work

This thesis consists of two main parts. While the majority of the work is focused
on using first-principles computations to elucidate the formation of the metastable
ferroelectric P ca21 phase in hafnia thin films, the second part extends the findings
from the case of hafnia to discover new ferroelectric materials using computations.
The first part can be further subdivided into two segments; (1) the thermodynamic
and (2) the kinetic aspects of formation of the technologically relevant ferroelectric
phase in hafnia. Thus, this work utilizes the power of first-principles method (density
functional theory) to not only advance fundamental understanding of a material
behavior, but also to reveal hidden functionalities of materials yet to be discovered.
The thesis begins with the thermodynamic study of effect of the various factors
on the phase stability in hafnia with the aim to find the single most critical factor
that can lead to stabilization of the polar P ca21 phase. The various factors that
were studied include finite size effects, dopants, mechanical stresses and electrical
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boundary conditions. Finite size effects (Chapter 3) were found to be especially
critical as they predominantly stabilized the metastable tetragonal phase at nanolength scales. The stabilization of the tetragonal phase owing to surface energy is
among the important finding of this work, as it not only suggests indirect formation
of the polar P ca21 phase through the tetragonal phase, but also has repercussions in
the field of high-k dielectrics where methods to stabilize the tetragonal phase at room
temperatures are often pursued owing to its high dielectric constant (>35). Next,
a cost-efficient computational strategy was employed to reveal Ca, Sr, Ba, Y, La
and Gd, and the lanthanide series metals as the most promising dopants to promote
the ferroelectric phase in hafnia (Chapter 4). Chemical trends of dopants with
higher ionic radii and lower electronegativity favoring this phase were established
and appropriate connections with empirical observations were suggested. A plausible
explanation for these chemical trends was provided on the basis of formation of
additional dopant-oxygen bonds. Following this, the impact of mechanical and
electrical boundary conditions were considered (Chapter 5). Compressive stresses
and electric fields were found to significantly promote the ferroelectric phase in
hafnia.
However, among all the factors studied, no factor alone could justify the stabilization of the ferroelectric P ca21 phase as the ground state, although each of them
independently promoted this phase. Thus, a combined effect of surface, mechanical and chemical (dopants) boundary conditions under limited promising scenarios,
selected based on the prior independent studies, was explored thereafter (Chapter
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6). This led to the most interesting finding of this work, i.e., a suitable combination of (111) or (011) surface energy, Sr-doping and compressive stresses, can
indeed stabilize the ferroelectric phase as the ground state. Apart from validating
the presence of this phase in hafnia films, these findings can provide insights for
better controlling the ferroelectric characteristics of films by adjusting the growth
conditions, especially in the case of epitaxially grown films. Further, it suggests
that rather than a single critical factor, a combination of factors maybe necessary
to stabilize this polar phase, and thus, to induce ferroelectricity in hafnia. The stabilization of ferroelectric phase was further validated at room temperatures (300 K)
using first-principles molecular dynamics simulations, during which interesting, and
crucial, observations of tetragonal to the ferroelectric phase transitions were made.
Fitting pieces from several empirical and theoretical findings, an additional pathway to the formation of the ferroelectric phase due to kinetic effects was also proposed (Chapter 7). Concrete evidence suggesting nucleation of the tetragonal phase
during the fabrication on the films and it subsequent transition into the metastable
ferroelectric phase was highlighted. Among them, the presence of ‘soft’ modes in
the tetragonal phase of hafnia under small tensile pressures is most important and
could substantially improve our understanding of the appearance of ferroelectricity
in hafnia.
Motivated from the surprising finding of ferroelectricity in hafnia, the most critical realization of this thesis is that even binary oxides can be ferroelectrics if lowlying metastable (or stable) polar phases are present. Thus, as the second part of
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the work undertaken in this thesis, a combination of structural search method, firstprinciples computations and group-theoretical considerations was employed to find
at least six simple oxides as potential ferroelectric candidates (Chapter 8). Among
them, the most promising candidate, CaO2 , was successfully synthesized in the polar P na21 phase. Thus, this work strongly points to a high probability of discovery
of ferroelectricity in many more simple oxides beyond hafnia.
Two potential pathways—one thermodynamic and the other kinetic—for the appearance of ferroelectricity in hafnia emerged from this thesis, and it remains to be
established which one of them is more likely. With the thermodynamic effects mostly
explored, increased efforts aimed at studying the role of kinetic effects through modulating the annealing conditions should be made. Theoretically, the role of dopants,
temperature and mechanical stresses on critical kinetic barriers remain to be investigated. Further, the ‘soft’ modes identified in the tetragonal phase of hafnia should
be investigated comprehensively to understand the nature of ferroelectric transition.
On one hand these studies can improve our present understanding of the ferroelectric phenomenon in hafnia, on the other hand these may help to explain the unique
“fatigue” behavior observed in ferroelectric hafnia films. Although, this thesis exclusively focused on the ferroelectric behavior of hafnia, other exciting properties,
such as, pyroelectricity and piezoelectricity, could provide myriads of opportunities
for advances in materials technology.
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The search methodology used for finding potential ferroelectric candidates can
be easily extended to not only other simple oxides, but also to other class of materials including fluorides, chlorides or bromides. Given the enormous compositional
degrees of freedom possible for insulating binaries the search space is far from exploited and new materials with useful and/or yet undiscovered phenomenon remain
to be explored. While performing such a search, an additional consideration should
be given towards identification of low-energy metastable phases, and not just the
polar ground state, which is usually done in the present times. High throughput
computations along with available materials databases can already be exploited to
uncover hidden ferroelectrics.
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[30] Materlik R, Künneth C, Kersch A (2015). J. Appl. Phys. 117(13):134109.
[31] Barabash SV, Pramanik D, Zhai Y, Magyari-Kope B, Nishi Y (2017). ECS
Trans. 75(32):107–121.
[32] Barabash SV (2017). J. Comput. Electron. 16(4):1–9.
[33] Wei Y et al. (2018). arXiv (1801.09008).
[34] Batra R, Huan TD, Jones JL, Rossetti G, Ramprasad R (2017). J. Phys.
Chem. C 121(8):4139–4145.
[35] Batra R, Tran HD, Ramprasad R (2016). Appl. Phys. Lett. 108(17):172902.
[36] Hyuk Park M, Joon Kim H, Jin Kim Y, Moon T, Seong Hwang C (2014).
Appl. Phys. Lett. 104(7):072901.

117
[37] Schroeder U et al. (2014). Jpn. J. Appl. Phys. 53(8 SPEC. ISSUE 1):08LE02.
[38] Batra R, Huan TD, Rossetti GA, Ramprasad R (2017).

Chem. Mater.

29(21):9102–9109.
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Appendix A

Further Studies on Surface Energy

This appendix supplements surface energies studies performed in Chapter 3. It
provides the convergence studies (Fig. A.1) on different hafnia surfaces and the
results of phase stability of hafnia particle (Fig. A.2) with (110), (110) and (001)
orientations are provided.
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Figure A.1: Calculated DFT surface energies of the M, T, P-O1 and P-O2 phases of hafnia slabs
in several orientations. The light symbols represent surface energies of the slabs with atoms
in the middle 2 3 hafnia layers fixed. The dark symbols represent cases where all atoms of a
slab are allowed to relax. The jumps in the surface energy curves (all atoms relaxed) in certain
slabs, like the (110) and (010) in the P-O1 phase, corresponds to the phase transformations
at small slab thickness. With increasing thickness, the phase transformations were no longer
observed and both the fix and the all relax surface energies were observed to converge. Multiple
surface energies corresponding to slabs with multiple possible surface terminations for a particular
orientation, such as the (100) in the M phase, are also shown. The converged surface energies,
used as parameters to the energy model discussed in the main article, are marked with square
shapes.
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Figure A.2: Stability diagram of hafnia particle terminated by (110), (110) and (001) surfaces
based on Eq. 3.1 at different [100] dimensions. N(100) represents the number of (100) planes
while the length along the [001] and [010] directions of the T phase are shown in the top and the
right axes, respectively. The T and O2 phases can be seen stabilizing at small dimensions of
the particle. The M phase appears as the stable phase at large dimensions when volume energy
contribution dominates.

Appendix B

Further Studies on Dopants

B.1

Structural characterization

Simulated x-ray diffraction patterns were investigated to characterize different
doped structures of hafnia obtained from our computations. In order to avoid discrepancies due to the identity of the dopant atom, in all the relaxed structures obtained from DFT calculations, the dopant atom(s) was/were replaced by Hf atom(s).
Fullprof software with default settings (=1.56 ) in the powder diffraction mode was
used.

B.1.1

Collapse of the T phase to the P-O1 phase

Throughout this work several instances were noted when the T phase collapsed
into the P-O1 phase upon dopant introduction. Fig. B.1 captures one of such
examples for the case of Pd-doped hafnia in Stage 1 (see section 4.3.1 for details).
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Note that the peaks for the doped T phase (represented by T*) best matches that
of the P-O1 phase.

log(Intensity) (arb. units)

Stage 1: Pd-doped HfO2

P-O2

P-O2*

OA

OA*

P-O1

P-O1*

T

T*

M

M*

20

30

40

50

60

70

80

90

2θ

Figure B.1: Simulated x-ray diffraction patterns for different phases of pure and Pd-doped (marked
with *) hafnia under the conditions of Stage 1, as specified in the main article. While for the case
of the M, P-O1, OA and P-O2 phases, the diffraction pattern corresponding to the doped state lie
on top of that of the pure state, in the case of the T phase, the doped structure pattern matches
best with that of the P-O1 phase instead of that of the pure T phase.

B.1.2

Loss of structural identity at higher doping concentrations

In contrast to the previously discussed situations in which T phase upon doping
relaxed into the P-O1 phase, we also encountered cases (see Fig. 4.4 of main article)
when it was difficult to clearly characterize a doped hafnia phase after relaxation.
Below we show examples of 6.25 % and 12.5 % Sr-doped hafnia in Figure B.2. While
at 6.25 % doping concentration, the M, P-O1 and OA phases displayed their intensity
peaks at positions of their corresponding pure phase, at higher doping concentration
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of 12.5 %, none of the phases showed peaks at their respective pure phase positions,
from which we conclude that these phases loose their structural identity at such
doping concentrations. Also, the noticeable systematic shift in the peak positions of
the doped M, P-O1 and OA phases, with respect to their corresponding pure phase
positions, in Fig. B.2(a) is due to the volume expansion caused by the dopant.
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Stage 3: 6.25per. Sr-doped HfO2
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Stage 3: 12.5per. Sr-doped HfO2
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Figure B.2: Simulated x-ray diffraction patterns for different phases of pure and Sr-doped (with
*) hafnia at doping concentrations of (a) 6.25 % and (b) 12.5 % under the conditions of Stage
3, as specified in section 4.3.3. Except the case of 6.25 % Sr-doped M, P-O1 and OA phases,
the remaining doped structures are too different to be unambiguously characterized as any of the
considered hafnia phase.
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B.2

Need for oxygen vacancy (Ovac )

In order to determine if Ovac need to be introduced to achieve charge neutrality
in the case of dopants selected from Stage 1, we investigated the electronic structures
of such systems obtained from calculations of Stage 1. For instance, in Fig. B.3, we
plot the electronic energy diagram of the M phase of hafnia in pure bulk and doped
state (corresponding to Stage 1 conditions). The presence of holes in the valence
band in case of the various dopants, such as Ca, Sr, Y, etc., indicates the necessity
to introduce Ovac , while the absence of a defect state in the case of Zr-doped system
suggests that there is no requirement for Ovac . Similarly, the electronic structures of
the M phase (see Fig. B.4) doped with 3.125 % of divalent dopants and in presence of
relevant charge neutralizing single Ovac (i.e., conditions of Stage 2) further establish
this point.

Figure B.3: Electronic structure of the M phase of hafnia in pure bulk and doped state (with doping
concentration of 3.125 %). These results correspond to structures obtained under conditions
imposed in Stage 1 (see section 4.3.1 for details). Green and blue symbols represent the filled
and unfilled electronic states, respectively.
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Figure B.4: Electronic structure of the M phase of hafnia in pure bulk (without Ovac ) and doped
state (with doping concentration of 3.125 % and in presence of one Ovac ). These results correspond to structures obtained under conditions imposed in Stage 2 (see section 4.3.2 for details).
Green and blue symbols represent the filled and unfilled electronic states, respectively.

Appendix C

Structural Transformations in Hafnia During
Molecular Dynamics Runs

This appendix supplements the discussion provided in Chapter 6. In particular, it discusses the structural analysis of hafnia slab geometries obtained from the
molecular dynamics (MD) runs at 300 K (section 6.3.2).

C.1

Structural analysis of MD trajectories
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Figure C.1: Radial distribution of O-O, O-Hf and Hf-Hf atoms for the structures obtained from
the MD trajectories of pure and Sr-doped (111) oriented M, T and P-O1 phases. A gradual shift
from cyan to magenta color captures the time evolution of the radial distribution, with cyan color
representing the start geometry and magenta color representing the final trajectory of the MD
run. The radial distribution for the bulk M, T and P-O1 phases are also provided to characterize
the phase of the MD run. The following observations can be made during the MD run: (a) the M
phase retains its peaks; (b) the T phase transforms to the P-O1 phase; (c) the P-O1 phase retains
its peaks; (d) the Sr-doped P-O1 retains its peaks; (e) the Sr-doped T phase probably transforms
to the P-O1 phase; and (f) the Sr-doped M phase loses its peak, and transform to a structure
closer to P-O1 phase.

Appendix D

Further Studies on Binary Oxides

This appendix supplements the discussion provided in Chapter 8.

D.1

Pressure studies on binary oxides
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Figure D.1: Phase stability diagrams for different oxides studied to find potential ferroelectric
materials. Plots show the relative enthalpy of different polar and nonpolar phases as a function of
pressure. The phases are named using their space group (SG) number. For cases were multiple
structures belonging to same space group were present, a suffix was appended in an alphabetical
order.
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D.2

Free energy of CaO2

Figure D.2: Free energy of different phases of CaO2 computed using DFT and first principles
thermodynamics as discussed in section 8.3. The free energy of polar the P na21 (SG033) is set
as reference in each case.

D.3

Structural parameters of other important phases of CaO2

Table D.1: Structural parameters of the estimated parent Immm phase (nonpolar) of CaO2 obtained from DFT computations.

Immm
(71)
Atom
Ca (2d)
O (4e)

a
4.23478
x
0.50000
0.32191

b
4.03112
y
0
0

c
4.61800
z
0.50000
0.00000

