ABSTRACT Visual localization of indoor environments enables an autonomous system to recognize its current location and environment using sensors such as a camera. This paper proposes a method for visual recognition of indoor environments leveraging on existing object detection, ontology, Bayesian-like framework, and speeded-up robust features (SURF) algorithms. Objects detected in such an environment are fed into a Bayesian-like framework for domain recognition. Finally, the SURF localizes the predicted environment. One of the objectives of the proposed model is to eliminate the image-based training phase encountered in traditional place recognition algorithms. The proposed model does not rely on any visual information on the environment for training. Experiments are carried out on two publicly available datasets with promising results.
I. INTRODUCTION
The role of indoor environment recognition is critical to realizing optimal performance of autonomous systems such as domestic robots. When a robot is equipped with a place recognition algorithm, it can be instructed, for example, ''go to James bedroom.'' Early robot localization methods leveraged on mounted sensors for movement. These sensors sense obstacles and the information relayed to the robot wheels, which then moves to avoid an obstacle. One major challenge with this method is that robot wheels are often susceptible to skid [1] , mostly as a result of a sharp turn in avoiding obstacles. The skidding of wheels may accumulate over time, leading to wrong localization.
With the advent of computer vision systems, image features have been used for localization. One of such is the Local Binary Pattern. The LBP extracts binary features from images, and after that, a histogram of image features is generated. A location, therefore, is recognized by comparing its feature histogram with another. Because of its nature of feature extraction, the LBP [2] , [3] performs satisfactorily under monotonic lighting conditions. The SIFT which takes advantage of its rotation invariant feature descriptors has also
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been used for place recognition. In [4] , the SIFT is used to extract features of places, and these features are further classified for place recognition using the k-means [5] algorithm.
Recently, due to the availability of datasets and high computational power, the use of the Convolutional Neural Network (CNN) has replaced these traditional methods. The CNN [6] is a network of convolutional layers, where each layer defines a convolution operation with images in order to discover patterns in images such as lines and curves. A cascade of this layer is required in order to enrich the network to learn more hidden patterns from thousands of training dataset to improve the likelihood of place prediction or recognition.
CNN has found useful applications in object recognition [7] - [10] , and place recognition [11] - [13] with promising results. However, the question of how many training images needed for optimal prediction and the tuning of its regularization parameter remains a challenge [14] . As pointed out in [15] , adjusting the CNN regularization parameter mitigates over-fitting. A region-based approach is proposed in [16] where important regions of images are extracted, and the CNN is trained on these regions, a similar approach is also discussed in [17] . The objective is to reduce the reliance on large datasets by identifying only important and useful image regions that can be extracted and fed into the CNN model for training. However, this process of identifying important image regions may be a tedious task as one tries to find out which image region captures important and useful information [18] .
In order to avoid the complexities associated with CNN model designs, free online tools for conventional object detection, have been put forward by Google Tensorflow Object Detection API [19] , Clarifai API [20] and Microsoft Computer Vision (MCV) API [21] . These tools can easily be accessed by third-party systems such as web services or autonomous systems. These models have been trained on millions of sample images and their parameters fine-tuned for optimal prediction.
While the existence of CNN models is evident, coupled with its online presence, such as the MCV, it is noted in [22] that there are still challenges attributable to the CNN. For example, the model's ability to attain accurate prediction might be hampered due to a non-uniform illuminated indoor environment. Hence some vital parts of the image might have been occluded by persons in the indoor environment in question [16] . Also, the lack of datasets might also be a challenge. For example, it may be difficult to find datasets for customized or personalized indoor environments to train a given CNN model. Interestingly, such personalized environments might hold common objects which can be leveraged for place or scene recognition.
As a result of these shortcomings, a method for the recognition of indoor environments without utilizing images from a training dataset is more feasible. Research using object recognition for place recognition has been carried out in [23] where an improved version of SIFT is used to extract features of objects. These features are after that used to match objects in a given scene, which ultimately predicts the situation. Also, place recognition is achieved in [24] using object features and the Naïve Bayes model. This research takes advantage of common objects to develop a place recognition model that incorporates a Bayesian-like reasoning technique into an existing object recognition algorithm. Also, it highlights an ontology for identifying key objects and abstracts in any considered domain. The proposed method differs from existing models [23] , [24] in that a Bayesian-Like model is further integrated with an ontology unlike the model [24] where a Bayesian model is proposed using object features for place recognition. The proposed model is integrated with an existing online object recognition model. The detected objects are then passed to the Bayesian-like model for place recognition.
The proposed model has three unique features which differentiate it from traditional CNN models. Firstly, it does not rely on training datasets of images for place recognition. Instead, it relies on domain ontology, unlike CNN, which requires thousands of training samples to achieve an acceptable level of place recognition. Secondly, no parameter is tuned in the proposed model, but there are parameters needed to be tuned in the case of CNN. Lastly, the ontology can be adapted to suit any given environment in order to accommodate new objects or abstracts, but the CNN will require that sample place images be captured and its network retrained.
The paper is organized as follows; Section II puts forward the proposed model, section III evaluates the proposed model, while section IV presents results while section V discusses the results elicited from the result section. Finally, section VI concludes the paper.
II. PROPOSED BAYESIAN-LIKE METHOD
The proposed method for indoor environment recognition is presented in Fig. 1 . Stage 1 indicates the object or abstract in the recognition phase [20] . In stage 2, the domain ontology and Bayesian-like reasoning model for place recognition are created. This stage highlights the significant contributions of the work. Stage 3 localizes the recognized image in stage 2 using SURF. In the following subsections, these three stages are discussed.
A. ONTOLOGY
The explicit categorization of concepts in a given domain is referred to as ontology [25] , [26] . It has been used in the classification of texts [27] , emails [28] , and birds [29] with a positive outcome. It has also been explored to categorize objects or abstracts in any indoor environment distinctly. The idea behind ontology in this research is to categorize intrinsic objects of a common domain.
In this research, seven indoor environments (domains/ places) are considered to demonstrate the proposed method, and their objects or abstracts elicited by physical inspection of 5 instances of each one. The physical inspections elicit objects and abstracts. Consider a kitchen domain, for instance, intrinsic objects in this domain would include kitchenware, faucet, sink, stove, cabinet, etc. as shown in Fig. 2 .
The possibilities of elicited objects or abstracts of these environments are given below:
1. Kitchen: kitchenware 1, microwave 0.8, stove 0.8, cabinet 0.6, counter 1, oven 0.8, toaster 1, faucet 1, sink 1 refrigerator 0.8, chair 0.6, seat 0.6, table 0.4, cupboard 0.8, stainless 0.6, knife 0.8, cutlery 0.2 It should be noted that these possibilities are mainly exemplary in order to describe the proposed model accurately. They have been obtained from general knowledge, but other practical approaches may be explored to obtain possibilities of abstracts and objects in any domain. For example, where there are many objects in a given indoor environment, it might be tedious to identify and give possibility scores to all. In this context, it is advised to identify the major objects and abstracts that uniquely describe the indoor environment in question.
For a single indoor environment, the possibility values can also be assigned, after the identification of objects and abstracts, based on contextual analysis. Interview of persons in the indoor environment would be able to elicit these values. For example, if an object laptop has been identified in a room, one can elicit a possibility value of 0.6 for a laptop from the occupants of the room. The value 0.6 suggests the laptop is available in the room about 60 percent over one month. If the laptop is permanently in the room, then a value of 1 is an appropriate option.
B. BAYESIAN MODEL FOR INDOOR ENVIRONMENT RECOGNITION
Given a collection of observed objects or abstracts, (C 1 C 2 , C 3 . . . .C n X ) recognized from an object detection algorithm, numbering n, the objective of the Bayesian model is to recognize any given indoor image from X. The Bayesian model is given in Eq. (1).
where D is the recognized indoor environment and P (D|X ) is the likelihood function. Suppose C 1 C 2 , C 3 , C 4 . . . .C n are the recognized objects from stage 1 (Fig. 1 
and P (C 4 |D 4 ) will all give 0 in Eq. (4).
This scenario indicates that the Bayesian model may not be suitable for the proposed problem.
C. THE DOMAIN RECOGNITION MODEL
The Bayesian model is modified for place recognition. Given several recognized objects in a given scene as
categorized under D using the domain ontology, is considered for Bayesain reasoning as indicated in Eq. (5).
Eq. (5) is not sufficient to make the final decision for place/domain recognition. For instance, let the objects recognized from a scene be C 1 , C 2 , C 3 . . . . 5), there is the chance that the third domain becomes the recongized domain. This is due to the fact that the third domain could VOLUME 7, 2019 have the highest P (D|S) as observed in Eq. (8) .
It is obvious that only the supporting objects of domains (objects in set S) are used in Eq. (5). Eq. (5) can be extended, as shown in Eq. (9), by introducing a second parameter to accommodate contradicting objects. Contradicting objects are objects that are found in set X (set of objects detected by the object detector) but do not belong to a given domain. In Eq. (9), m defines the total number of objects in S, and n is the number of objects in X . The first term in Eq. (9) only performs conditional probabilities with supporting objects in set S ( using the possibility values as discussed in section A). Furthermore, a second parameter is added (contradicting objects) as a penalizer. The addition of a penalizer makes sense as the total number of objects or abtracts in set S, for a given domain, approaches that in set X (that is, n = m), the penalizer approaches 0. Hence, this domain in question becomes more evident to be recongized. The reverse is the case when the total number of objects, m, in set S approaches zero, the penalizer value becomes substantial and the possbility of the domain in question becoming the recongnized domain diminishes.
Eq. (9) therefore introduces the Bayesian-like model for place recognition, where m ≤ n and m ≥ 0. Domains having m = 0 are automatically excluded from consideration; therefore m > 0 in Eq.(9). Algorithm 1 presents a logical flow of the proposed model.
D. INDOOR ENVIRONMENT LOCALIZATION
Finally, the recognized indoor environment is localized using the Speeded-Up Robust Features (SURF). Localization helps an autonomous system such as a domestic robot to discover its current location in a given navigation map. SURF uses a box filter to convolve the image under question, using integral images and after that generates an image scale space. After the convolution computation, the next stage is to detect features in the image scale-space using the determinant of the Hessian matrix (H ) [30] . Each element in the matrix holds the second-order derivate of the image V (Eq. (10)). The determinant of the Hessian matrix (Eq. (11)) is known to detect sudden changes in color, or greyscale intensity of image V . These detected features (sudden change in color) are described in a vector form and are immune to rotation and translation. The highest matched feature is discovered from a collection of images of a given indoor environment category and its label returned as the localized environment. 9 . m is the total number of objects categorized under D that also belongs to set X 10. n − m, gives the total recognized objects from X but not categorized under domain D 11. 
For instance, consider a kitchen as the domain, localization informs the domestic robot to which of the kitchens it belongs. The categorization of an indoor environment and labeling makes it easy for localization. Given that images from multiple viewpoints of an indoor environment are captured and given same label (Fig. 3) such that when any indoor environment image is recognized as kitchen, it is then matched against a collection of kitchens (Fig. 3 b, c, e, f, g ) until a label with the highest match is found. Fig. 3 (a) shows a recognized image as kitchen (using Algorithm 1), SURF then compares this image with a collection of kitchen categories (Fig. 3 b, c, e, f, g ) until an image match with the highest vote is realized.
III. EVALUATION
The proposed model is evaluated on two datasets; the first is an accessible public dataset [31] of over 2700 images. The second contains 32 images [32] . For evaluation, a CNN model is developed using Google's Tensorflow framework [33] with cascaded layers, as observed in Fig 4. First, the input images are fed into the model. Next, a convolution is carried out using a 3 by 3 mask, followed by a Relu layer. The Relu layer is an activation layer that only passes relevant information onward. The convolution and Relu layer are again duplicated (Fig. 4) . Training images are further converted into a one column vector. The pooling layer reduces the image size. A drop out layer is added to randomly drop neurons to avoid overfitting [33] . Finally, a logistic regression layer is applied to classify indoor images into seven categories. 7000 images are used [34] to train the CNN model. 1000 images for each considered indoor environment.
The evaluation metrics used are the recognition accuracy (A) in Eq. (12) 
IV. RESULTS
The proposed model was compared with the Convolutional Neural Network (CNN) in Fig. 4 , the Local Binary Pattern (LBP), the SIFT with k-means [3] and the Microsoft Computer Vision (MCV) API. As observed in Tables 1,  the outcome of the proposed method shows high recognition accuracy in 6 clusters out of 8, while the MCV shows higher recognition accuracy in one cluster. The SIFT with k-means shows superiority in one cluster also. The SIFT with k-means classification accuracies is unavailable for ''office'' and ''classroom'' domains. Overall, the proposed model out-performs the MCV in Tables 1 and 2 . The CNN model did not perform satisfactorily even after training it on 7000 images (Table 1) of considered indoor environments (1000 for each). Fig. 5 demonstrates how the number of training images influences CNN's prediction. When training images for the bathroom were varied from 20 to 1000, it is observed that the prediction accuracy VOLUME 7, 2019 TABLE 2. Indoor environment dataset in [32] .
FIGURE 5. The graph shows how the number of training images influences CNN prediction accuracy.
TABLE 3.
Image localization using dataset in [32] .
increases based on the number of training images provided. This is not the case for the proposed model as it is not influenced by the number of training images. To replicate the behavior of augmented reality techniques, the training dataset is increased to 1200 (Fig. 5) , with a corresponding accuracy value of 53%. Also, Fig. 6 shows how dropout values can affect prediction accuracy. For instance, 0.2 dropout value suggests that 20 percent of the CNN neurons should be dropped at a given layer (Fig. 4) . As this number increases, the classification accuracy reduces. However, the proposed model does not rely on this parameter.
The proposed model does not rely on training dataset nor parameter tuning. It relies on domain ontology with object possibility scores and Bayesian-like reasoning framework. Fig. 7 also highlights its robustness by recognizing the image as a bathroom contrary to the MCV's recognition as 'glass shower door. ' As observed in Table 3 , the recognized indoor environments are localized using SURF -27 out of 32 were predicted and localized accurately in the proposed model. (5) and proposed model (Eq. 9). Phase 1 (Fig. 1) is used for object recognition for the image in Fig. 8 and the following objects are identified: table, seat, cabinet, counter, faucet, furniture, shelf and mirror, where each belongs to set X (n = 8). The second term in Eq. (9) ( n−m m ) can be derived from Table 4 . It is obvious that the domain with the highest m and lowest n-m values has the least penalty. Using Table 4 and Eq. (9), the proposed model can recognize the image as bathroom domain while the Bayesian model cannot. usefulness in domains where images of training datasets are absent. Also, the domain ontology can be updated to reflect different contexts. In the proposed approach, objects can be added or removed from any domain to reflect the context within which the algorithm will operate. The proposed model is an improvement over traditional CNN, which through experiment will need millions of training datasets and the manipulation of parameters for better prediction.
The proposed model provides an alternative method for indoor environment recognition where an autonomous system does not necessarily need expensive hardware infrastructure to resolve its localization problem. The model can, therefore, be deployed in a cloud facility where a system equipped with a camera and internet access calls it when needed.
There are no rules for the identification of objects and abstracts in a given environment or determining the number of objects or abstracts to categorize under a domain. However, where many objects may be categorized under a domain, it makes sense only to identify unique objects or abstracts that projects the domain from other considered domains.
VI. CONCLUSION
A method devoid of training dataset utilization for indoor environment recognition is proposed using domain ontology and Bayesian-like model. The proposed model is innovative in two ways. Firstly, it provides a separation-of-concern approach to place recognition so that the domain ontology can be updated to reflect the realities in which the system will operate. This means the system can be adapted to suit different indoor environments since it provides the flexibility to update the domain ontology (a portion of the system) as against retraining the model for each unique environment. Secondly, the proposed model provokes a shift in robotic design where robots are encouraged to be light-weight but rely on an online place recognition architecture. Hence, an online recognition architecture can be shared amongst different robots. Results on publicly available datasets of indoor environments show improved performance over existing methods. The next phase of this research is to deploy the proposed model online and interface with a real robot. 
