We simulated the phase segregation of a metastable deeply quenched binary mixture. Our theoretical approach follows the diffuse interface model, where convection and diffusion are coupled via a nonequilibrium capillary force, expressing the tendency of the demixing system to minimize its free energy. As this driving force induces a material flux which, for liquid mixtures, is much larger than that due to pure molecular diffusion, the ratio of thermal to viscous forces is assumed to be of order 10 3 , in agreement with experimental data. Using a pseudospectral method, we integrated the equations of motion in two dimensions, showing that the metastability of the system can be characterized through a critical radius, as in Gibbs' treatment, or through the ͑finite͒ intensity of a white noise superposed on the initial uniform concentration field. This critical intensity grows exponentially as the mean composition of the mixture approaches its equilibrium value. In addition we showed that, in general, the value of the critical radius decreases as the number density of the nucleating drops becomes very large, so that nuclei have the chance to coalesce and grow before being reabsorbed.
I. INTRODUCTION
In this paper, we study the transition from states of unstable to states of metastable equilibrium of a liquid binary mixture that is quenched from an initial single-phase homogeneous state into the two-phase region of its phase diagram.
In thermodynamics 1 an equilibrium state ͑i.e., one that does not change in time while the system is isolated͒ is stable when it can be altered to a different state only by perturbations that do leave net effects in the environment of the system, e.g., when its temperature is changed. On the other hand, states of unstable and metastable equilibrium are equilibrium states that may be changed to different states by means of perturbations that leave no net effects on the environment. Depending on whether such perturbations are infinitesimal or finite, the system is in a state of unstable or metastable equilibrium, respectively.
In the case of a partially miscible binary mixture, the boundary of the region of stable equilibrium defines the miscibility curve in the phase diagram T-at constant pressure, where T is the temperature and the molar fraction of one of the two components. In addition, as an unstable system will transform spontaneously to its more stable state, Gibbs 2 showed that in those conditions the molar Gibbs' free energy g of the binary mixture must be a concave function of , i.e., ‫ץ͑‬ 2 g / ‫ץ‬ 2 ͒ T,P Ͻ 0. In particular, the boundary of the unstable region is defined by the locus ‫ץ͑‬ 2 g / ‫ץ‬ 2 ͒ T,P = 0, which is called the spinodal curve. Therefore, the points on the phase diagram comprised between the miscibility and the spinodal curves define the metastable region.
In his classical treatment on stability, Gibbs 2 distinguished two types of perturbations that can be applied to a homogeneous system: The first is small in intensity but large in extent, as exemplified by a small composition fluctuation spread over a large volume, while the second is large in intensity but small in extent, as it happens in a nucleation process. An unstable system is best studied assuming that it is perturbed through a delocalized, infinitesimal fluctuation in composition. In this case, in fact, the problem can be linearized, showing that the intensity of any mode whose wavelength is larger than a critical value grows exponentially in time, with the maximum growth corresponding to the typical length scale of the phase separation process. Now, at this point it would seem logical to study metastable systems by perturbing them with delocalized, although finite, composition fluctuations, so that their behavior could be easily compared with that of unstable systems. Instead, Gibbs chose to use the other type of perturbation, which is large in intensity but small in extent, assuming that a uniform droplet of the minority phase would appear within the majority phase. In this way, using the concept of surface tension between two phases at thermodynamic equilibrium that he had developed, Gibbs was able to show that while, predictably, any nucleus, even an infinitesimal one, would grow spontaneously when the mixture is unstable, metastable systems become unstable only when the nucleus exceeds a critical size. Now, apart from the fact that, as Gibbs himself recognized, it is not very reasonable to assume that a small nucleus could be homogeneous, there is not a good reason today why we should study unstable and metastable systems using different procedures. In fact, in this paper we intend to study nonstable binary mixtures, both unstable and metastable, by perturbing them with delocalized random fluctuations. Although this idea is not new ͑see the review article by Gunton 3 ͒ we show that, as the mixture composition approaches its value at the coexistence curve, the intensity of the perturbation that is needed to trigger the instability grows exponentially.
The process of phase transition in fluid mixtures will be a͒ described here following the diffuse interface approach, in which systems far from thermodynamic equilibrium are described within the framework of the Ginzburg-Landau theory of critical phenomena. Applying this approach to multiphase systems, Cahn and Hilliard 4 generalized van der Waals's original idea 5 that a phase interface has a nonzero thickness, so that the composition profile is a smooth function connecting one bulk composition to the other. Following the diffuse interface model ͑otherwise called model H, in the taxonomy of Hohenberg and Halperin 6 ͒ we find that the equations of conservation of mass and momentum are coupled via the convective term of the convection-diffusion equation, which in turn is driven by a nonequilibrium, composition-dependent capillary force appearing in the Navier-Stokes equation. 7 This model provides a description of two-phase systems that is alternative to the classical fluidmechanical approach, where phase interfaces are modeled as free boundaries that evolve in time. 8 In fact, Lowengrub and Truskinovsky 9 and Jacqmin, 10 performing a careful matched asymptotic expansion, showed that the motion of sharp interfaces between immiscible fluids, obtained as the outer expansion of the velocity field calculated using the diffuse interface approach, satisfies the usual Marangoni-type boundary conditions at the interfaces.
Applying the diffuse interface method to the phase separation of a binary mixture that is quenched to within its spinodal region, in previous works we have shown that, in the early stages of the process, initial instabilities grow exponentially and tend to form single-phase microdomains whose size corresponds to the fastest-growing mode of the linear regime. 11 In cases where diffusion remains the dominant transport mechanism, we found 12 that the typical size R of the nucleating droplets grows in time like t 1/3 , in agreement with both dimensional analysis 13 and analytical calculations.
14 On the other hand, when after the initial, diffusion-driven stage the nonequilibrium capillary driving force becomes dominant, the induced convective material flux determines a linear growth law, R ϳ t, as it was shown by dimensional analysis 13, 15 and confirmed in numerical simulations. 16 In addition, our simulations showed that, during the late stages of the phase separation process, the system consists of well-defined patches in which the average concentration is not too far from its equilibrium value, although the condition of local equilibrium is reached much later. 16, 17 This effect is further enhanced when the system presents an initial concentration gradient. 18 Finally, at even later times, inertial forces induce a t 2/3 scaling. 15, 19, 20 When we change the composition of the mixture, the morphology of the system changes substantially. For critical mixtures, it consists of dendritic, bicontinuous domains, while for off-critical systems it results into a collection of spherical nuclei. As we approach the metastable region, the density of nucleating drops decreases until, when we cross the spinodal curve, no nucleus is formed unless a finite intensity perturbation is applied to the system. As already mentioned, the main result of this paper consists in showing that many different finite-size perturbations could be considered to characterize a binary mixture in its metastable state.
II. THE GOVERNING EQUATIONS
The motion of an incompressible binary fluid mixture composed of two species A and B is described through the so-called diffuse interface model. 6, 8, 18 Here, A and B are assumed to have equal viscosities, densities, and molecular weights, with the composition of the system at position r and time t being uniquely determined through the molar fraction ͑r , t͒ of, say, species A.
If the flow is assumed to be slow enough to neglect the dynamic terms in the Navier-Stokes equation, conservation of mass and momentum lead to the following system of equations:
where ‫ץ‬ t = ‫ץ‬ / ‫ץ‬t, v is the average local fluid velocity, J is the diffusion flux, 21 and F is a body force. As shown by Mauri et al., 11, 12 at leading order J is proportional to the gradient of the chemical potential through the relation,
where is the density of the system, D the molecular diffusivity, and = A − B is the generalized chemical potential difference between the two species defined as 21 = ␦͑g / RT͒ / ␦. Here g denotes the molar Gibbs' free energy, defined as
where g A and g B are the molar free energies of the pure species A and B, respectively, at temperature T and pressure P, R G is the gas constant, ⌿ is the Flory parameter, and a is a characteristic microscopic length. Phase separation occurs whenever the temperature of the system T is lower than the critical temperature T c , that is, when ⌿Ͼ⌿ c , where ⌿ c = 2 is the critical value of ⌿. In addition, in the vicinity of the critical point, that is, when = ⌿ −2Ӷ 1, all significant physical quantities can be expressed in terms of powers of , according to the mean field theory and to more accurate renormalization scaling. 22 At the end of the phase segregation process, a surface tension can be measured at the interface and from that, as shown by van der Waals, 5 a can be determined as
where M w is the molecular weight of species A and B, while ͑⌬͒ eq = eq I − eq II is the composition difference between the minority and majority phases at equilibrium, I and II, respectively, with eq I Ͼ eq II . This relation can be easily justified considering that ϳ ᐉ͑⌬g͒ eq / M w , where ͑⌬g͒ eq is the jump in free energy across an interface, which can be estimated from Eq. ͑4͒ and ᐉ ϳ 2a / ͱ is the characteristic interface thickness.
5,11
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The force F appearing in Eq. ͑2͒ equals the generalized gradient of the free energy, 6 and therefore it is driven by the chemical potential gradients within the mixture, 7, 12, 16, 23, 24 
where p = is an uninfluential pressure term. Since this body force is identically zero at local equilibrium ͑when the concentration of the drops and that of the surrounding continuous phase equal their equilibrium values͒, F can be thought of as a nonequilibrium capillary force. In fact, Santonicola et al. 25 observed that microdomains continue to move rapidly until full segregation is achieved, indicating that the condition of local equilibrium is reached only well after sharp interfaces are formed, in agreement with the results of our previous simulations. 16 In the limit of sharp interfaces and in conditions of local equilibrium, this body force reduces to the more conventional surface tension, as shown by Jasnow and Viñals. 7 In addition, after performing a careful matched asymptotic expansion analysis, Lowengrub and Truskinovsky 9 and Jacqmin 10 showed that the motion of sharp interfaces between immiscible fluids is the outer expansion of the velocity field obtained using the diffuse interface approach. Therefore, this model provides a description of two-phase systems that is alternative to the classical fluidmechanical approach, where phase interfaces are modeled as free boundaries that evolve in time. 8 Since F is driven by surface energy, it tends to minimize the energy stored at the interface driving, say, A-rich drops towards A-rich regions. The resulting nonequilibrium attractive force f A between two isolated drops of radius R separated by a thin film of thickness ᐉ can be easily evaluated as f A ϳ F R 2 ᐉ ϳ ͱ R 2 / a, where F ϳ / ᐉ 2 can be obtained through Eqs. ͑5͒ and ͑6͒. This value is much larger than that of any repulsive interaction among drops due to the presence of surface-active compounds, thus explaining why the rate of phase separation in deeply quenched liquid mixtures is almost independent of the presence of surfactants. 26 The ratio between the convective and diffusive mass fluxes defines the Peclet number, N Pe = Va / D, where V is a characteristic velocity, which can be estimated through Eqs.
coincides with the "fluidity" parameter defined by Tanaka and Araki. 27 In a series of previous works, 12, [16] [17] [18] we have applied this model to simulate the phase separation of unstable mixtures. In general, we have shown that, when the Peclet number is small, the process is driven by diffusion and the mean size R of the microdomains grows in time like t 1/3 . That happens when either viscosity is very large, i.e., ␣ is small, as in
3 , and therefore diffusion is important only at the very beginning of the separation process, in that it creates a nonuniform concentration field. Then, the chemical potential gradients within the system will drive the subsequent convection, which becomes the dominant mechanism of mass transport, inducing a linear temporal growth of R,
where 16 and Kendon et al. 30 and with the experimental results of Gupta et al. 26 and Guenoun et al. 29 Now, as we study the phase separation of metastable mixtures, we must recast the classical theory of nucleation within the framework of our model. To do that, we start from Gibbs' definition of critical radius, as given by Landau and Lifshitz,
where is the surface tension, V M = M w / the molar volume, and A is the chemical potential of the component A of the mixture. Since
͑10͒
where x A = and x B are the molar fractions of A and B, respectively, we obtain
where we have substituted Eq. ͑5͒. Note that, when 0 − eq II Ӷ 0 , this expression simplifies as
III. NUMERICAL METHOD
We restrict our analysis to two-dimensional systems, with r = ͑x , y͒, so that the velocity v can be expressed in terms of a stream function , i.e., v x = ‫ץ‬ / ‫ץ‬y and v y ‫ץ−=‬ / ‫ץ‬x. Consequently, the governing equations ͑in dimensionless form͒ can be rewritten as follows: 17 
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where length and time are scaled by L and L 2 / D, respectively, with L denoting a macro length scale, which in our case coincides with the periodicity length of the computational domain. Equation ͑14͒ can be seen as a "static" constraint on the stream function field , meaning that at each instant in time the stream function can be determined once the concentration field is known.
These equations are discretized in space using a pseudospectral approach and therefore assuming periodic boundary conditions, while they are integrated in time using the standard fourth-order Runge-Kutta ͑RK4͒ scheme. The nonlinear term on the right-hand side ͑RHS͒ of ͑14͒ would normally require five fast Fourier transform ͑FFTs͒ for its pseudospectral evaluation. However, using the identity
its computation requires only four FFTs. 33 As a result, it is easy to see that a full RK4 step requires the evaluation of at least thirty-four FFTs.
The Fourier-transformed system ͑13͒ and ͑14͒, can be written in terms of an integrating factor e k 2 t that allows the exact treatment of the diffusive term in Eq. ͑13͒, i.e.,
whereˆdenotes Fourier transform, while F k is the Fourier transform of the nonlinear term on the RHS of Eq. ͑13͒. Unlike what happens in most fluid mechanics simulations, here the physically meaningful linear dimension is not the largest, i.e., the size L of the macrodomain, but instead it is the smallest one, i.e., the thickness a of the interface. Accordingly, we chose the grid spacing ⌬x so that we could interpolate the interface profile with three or four collocation points, i.e., ⌬x = a / n, with n = 2 or 3 ͑in our production runs we used n = 2, as discussed in the following section͒.
As mentioned above, Eq. ͑16͒ is time-integrated using the standard fourth-order Runge-Kutta scheme, 33 with a variable time step ⌬t determined by the Courant-FriedrichsLewy condition,
where N C is the Courant number and V is a characteristic dimensionless bulk velocity. In our case, considering that convection is induced by concentration gradients, we have assumed that V = D max͓͉ x ͉ + ͉ y ͉͔, where max indicates the maximum value attained over all collocation points, so that at each time step the advancement scheme is sensitive to the spatial gradients of . The Courant number N C is chosen such that the time-advancement scheme is numerically stable and the smallest dynamically significant motions are accurately computed. Unfortunately, the nonlinearity of the equation prevents a rigorous determination of the stability limit and imposes trial-and-error determination of the maximum acceptable Courant number. In our simulations, we chose N C = 0.01, as we found values of N C Ͼ 0.01 such that the scheme is numerically unstable. Note that, having used the integrating factor, there is no concern about the viscous stability of our scheme for any values of the Courant number. Three types of initial conditions were considered.
͑1͒ A white-in-space noise superposed on a constant field 0 ,
Here is a different uniform deviate in ͓0,2͔ for each wave vector k subject to the requirement of Hermitian symmetry of the Fourier coefficients, −k = k * , while controls the intensity of the white-noise component and equals the root mean square of the white-noise perturbation, i.e., 
where R 0 is the radius of the drop, while b is the background composition, calculated so as to satisfy the constraint of a prescribed average value 0 = 0 . In fact, it can be shown that
, where = R 0 / a. ͑3͒ A random distribution of "drops" superposed on a constant field = 0 ,
where m ͑r͒ is the composition profile of the mth drop,
when ͉x − x m ͉, ͉y − y m ͉ Ͻ R 0 and zero elsewhere. The mth drop, with its center located at r m = ͑x m , y m ͒, has an effective radius R 0 and average intensity I 0 ͑+͒ when the drop is "positive" ͑i.e., with Ͼ 0 ͒ and I 0 ͑−͒ when the drop is negative. In addition, ͑x m , y m ͒ are uniform random deviates in ͓0,2͔ and are subjected to the obvious constraint that the drops cannot overlap with each other.
Since the increase ͑or decrease͒ in mean concentration due to any single drop is I 0 R 0 2 / 2 , the number of positive and "negative" drops can be easily computed so as to meet the requirement of a prescribed average value 0 = 0 of the composition field. Now, from the work required to form these initial configurations one can determine their probability to occur, obtaining results that are similar to the case of an isolated drop, where such probability depends on the surface tension and the radius of the drop.
It should be stressed that the DNS requirement of accurate resolution of the smallest time and length scales is trivially satisfied in our case, given that the grid spacing is set to be a fraction of a, which is the smallest significant length scale of the problem, while the time step satisfies Eq. ͑17͒, so that D⌬t / a 2 = O͑10 −2 ͒ Ӷ 1. In addition, the macrolength scale L ͑and hence the number N = L / ⌬x of modes employed in each coordinate direction͒ is chosen based on physical considerations ͑i.e., the typical size of a microdomain above which gravity becomes significant͒, and obviously determines the upper time limit of the simulation, occurring when the characteristic length of the large-scale field becomes comparable to the box size.
IV. RESULTS
The values of the parameters that were used in our simulations are typical of low viscosity liquid mixtures ͓with viscosity = O͑1 cP͒ and density = O͑1 g/cm 3 ͔͒ that are deeply quenched below their critical temperature. 25, 26 For such mixtures, with nuclei having sizes of O͑10 m͒ and speeds of O͑100 m/s͒, we obtain a Reynolds number of We ran a few simulations using N Pe =10 2 and N Pe =10 4 , and for different values of ⌿, obtaining very similar results. However, for smaller values of N Pe , as convection does not dominate diffusion any more, the characteristics of the phenomenon are quite different, as will be shown in a forthcoming paper. Finally, the number of modes was chosen to be N = 512, as we saw that larger simulations do not change the critical intensity of the white noise and the critical radius.
First, we simulated the phase separation of an unstable mixture with off-critical uniform initial mole fraction 0 = 0.40, when it is perturbed with a very small white noise =10 −4 ͓cf. Eq. ͑18͔͒. The results ͑see Fig. 1͒ show that, first, single-phase domains start to appear, separated from each other by sharp interfaces and, later, these structures start to grow. These data were used to compute the average radius R of the droplets, finding that R = 0.16Dt / a, in perfect agreement with the results of Vladimirova et al., 16 where the equations of motion were integrated using a finite difference scheme in a 1000a square domain. A more accurate validation of our pseudospectral simulation code was carried out by checking whether the coalescence among drops that is observed in our simulation is the result of a physical process and is not a mere numerical artifact. To do that, we repeated the simulations of Vladimirova et al. 12 ͑who used n =2͒, by studying the coalescence of two identical drops with a 4a radius and initially located at a d =10a distance from each other in a 64a square domain. Comparing the results obtained with N = 128 modes ͑i.e., using the same resolution as in our simulations͒ with those with N = 512, we saw that the two drops coalesce in both cases. Then, we increased the initial distance d between the two drops and saw that coalescence ceased to occur when d Ͼ 13.2a, regardless of whether we used N = 128 or N = 512. Therefore, we concluded that the coalescence that we observed in our simulations was not a numerical artifact. This result agrees with the findings of Yue et al., 35 who applied the diffuse interface method to study the motion of two or more drops immersed in an immiscible fluid by fitting the drop interface ͑which in this case is quite sharp͒ with four mesh points.
As we changed the composition of the mixture, the modality of phase separation did not change as long as the sys- 
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Nucleation and spinodal decomposition Phys. Fluids 17, 034107 ͑2005͒ tem was unstable. For example, in Fig. 2 we show the phase separation of a mixture with uniform initial mole fraction 0 = 0.31 ͑i.e., very close to the spinodal curve, although still unstable͒, using the same small white-noise perturbation. It is interesting to study this same process in a threedimensional plot, where the z axis represents the concentration . As we see in Fig. 3 , some of the very small spikes that constitute the background white noise are amplified until they form very small nuclei of the minority phase, which later grow by diffusion and coalescence.
When the mixture is initially in a metastable state, as expected, the phase separation process is radically different, as it takes a finite perturbation to induce the onset of segregation. In Figs. 4 and 5 we represent the evolution of the composition field of such a mixture, with uniform initial mole fraction 0 = 0.29, using white-noise perturbations = 0.018 and = 0.019, respectively. At first, we see that small nuclei of the minority phase coalesce, just as for unstable mixtures. Later, however, while in the first case any attempt to grow is frustrated and these nuclei are eventually all reabsorbed, in the second case a few of these nuclei do not disappear and grow, albeit slowly. In general, for any value of the mean concentration 0 , there is a critical value of the white-noise perturbation, * , such that when Ͼ * , the mixture is unstable and phase separates, while when Ͻ * , the perturbation is reabsorbed and the system is stable. Repeating the simulations for different values of 0 , we obtained the curve shown in Fig. 6 , where * is plotted against the metastability degree = ͓ 0 − s ͔ / ͓ eq − s ͔. Considering that * is a known function of the mixture temperature, this curve could be used as an alternative way to characterize the metastable state of a binary mixture, indicating whether the system, at a given temperature, will phase separate or not. Unfortunately, this criterion can be applied only to systems whose composition is not too far from the spinodal one, i.e., when Ͼ max Ϸ 0.034, unless the white-noise intensity becomes unphysically large ͑this is the meaning of the broken line in Fig. 6͒ .
The other type of finite perturbation that can be applied to a metastable system consists of an isolated nucleus of the minority phase. In Figs. 7 and 8 we see that for a system with 0 = 0.258, when the initial radius is R 0 =2a the nucleus grows in time, while for R 0 = a it is reabsorbed. With successive simulations we saw that there is a critical nucleus size, R c Ϸ 1.5a, above which the nucleus grows and below which it is reabsorbed, therefore characterizing the metastable state of a binary mixture. In fact, applying Eq. ͑11͒ with 0 = 0.258, eq II = 0.171, ͑⌬͒ eq = 0.658, and ⌿ = 2.4, we see that Gibbs' theory would predict in this case a value, R c = 1.6a, which is in very good agreement with the results of our simulations. Such good agreement, though, should be seen as a coincidence, considering the many approximations involved in deriving Eq. ͑11͒. Then, as the nucleus grows, its radius grows in time as t 1/3 ͑see Fig. 9͒ , in agreement with Lifshitz and Slyozov's theory. 14 At this point, we studied what happens when the initial perturbation is a random collection of identical nuclei ͓cf. Eq. ͑20͔͒. In general, we saw that the value of the critical radius remains unchanged, provided that the drops are not too close to each other, i.e., their number density is not too large, so that they can be reabsorbed before coalescing. When their number density is large enough, however, drops coalesce before being reabsorbed. In this case, smaller drops can form larger-than-critical nuclei, which subsequently grow by diffusion and coalescence. For example, considering a collection of drops of initial radius a ͑remind that an iso- 
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Nucleation and spinodal decomposition Phys. Fluids 17, 034107 ͑2005͒ lated drop of that size is reabsorbed͒, we see in Fig. 10 that 540 drops are reabsorbed, while when the initial number of drops is increased to 1550 phase separation is triggered. On the other hand, when the initial radius of the drops is 2a, the system phase separates, regardless of the number density of the drops.
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