We consider the ℓ 1 minimization problem min x Ax − b 1 in the overconstrained case, commonly known as the Least Absolute Deviations problem, where there are far more constraints than variables. More specifically, we have A ∈ R n×d for n ≫ d. Many important combinatorial problems, such as minimum cut and shortest path, can be formulated as ℓ 1 regression problems [CMMP13] . We follow the general paradigm of preconditioning the matrix and solving the resulting problem with gradient descent techniques, and our primary insight will be that these methods are actually interdependent in the context of this problem. The key idea will be that preconditioning from [CP15] allows us to obtain an isotropic matrix with fewer rows and strong upper bounds on all row norms. We leverage these conditions to find a careful initialization, which we use along with smoothing reductions in [AH16] and the accelerated stochastic gradient descent algorithms in [All17] to achieve ǫ relative error in about nnz(A)+nd ω−1 + √ nd 2 ǫ −1 time with high probability. Moreover, we can also assume n ≤ O(dǫ −2 log n) from preconditioning. This improves over the previous best result using gradient descent for ℓ 1 regression [YCRM16], and is comparable to the best known running times for interior point methods [LS15] .
Introduction
The unconstrained over-determined ℓ 1 regression problem, popularly known as the Least Absolute Deviations problem, is defined as follows:
where A ∈ R n×d , b ∈ R n and n ≫ d. Compared to Least Squares (ℓ 2 ) regression, the ℓ 1 regression problem is more robust and is thus useful when outliers are present in the data. Moreover, many important combinatorial problems, such as minimum cut or shortest path, can be formulated as ℓ 1 regression problems [CMMP13] , and high accuracy ℓ 1 regression can be used to solve general linear programs. 1 This problem can be formulated as a linear program [PK97, CDS01] and has traditionally been solved by generic methods for solving linear programs, such as the interior-point method (IPM) [PK97, Por97, MM13b, LS15] . Although interior point and simplex methods significantly beat the theoretical guarantees of stochastic gradient descent (SGD) algorithms for optimization [NV08, NJLS09] , SGD techniques still held interest for regression problems because of their practical efficiency and simplicity. Yet even combining acceleration techniques introduced by Nesterov [Nes83] , originally designed for 'smooth' objectives, with methods extending acceleration to certain classes of non-smooth functions [Nes05b, Nes05a, Nes07, AH16] did not yield SGD algorithms for ℓ 1 regression that provably ran in poly(d) time.
In order to narrow this gap, sketching techniques involving randomized linear algebra were introduced. These looked to find a low-distortion embedding of A into a smaller subspace, after which popular techniques for ℓ 1 regression could be applied on the reduced matrix. Efforts to build these sampled matrices or "coresets" have been made using random sampling [Cla05] , fast matrix multiplication [SW11] , and ellipsoidal rounding [DDH + 09, CDMI + 13]. All of these methods produce coresets of size poly(d, ǫ −1 ) × d in time O(n · poly(d)). [MM13a] and [WZ13] improve these techniques to produce similar coresets in O (nnz(A) + poly(d)) time.
An alternative to using sketching as a preprocessing step is using preconditioners, which provide efficiently sampled matrices with additional desirable properties. In particular, we use the preconditioning technique of [CP15] , which utilizes a Lewis change of density [Lew78] to sample rows of A with probability proportional to their Lewis weights such that the sampled matrix preserves ℓ 1 distances. Lewis weights also lead to nice ℓ 2 conditions, which are required by SGD, so Lewis weights are a natural way to sample a matrix when solving ℓ 1 regression with SGD methods. Recently, [YCRM16] achieved faster gradient descent methods for ℓ 1 regression, in part by applying these preconditioning techniques. The key difference in our work will be to leverage special properties from Lewis weights preconditioning to achieve better guarantees for SGD, comparable to those given by IPMs. In this way, our work is the first real ℓ 1 analog of the work in the ℓ 2 regression in [AMT10] . Table 1 compares the running time of our algorithm to the fastest gradient descent methods [Cla05, Nes09, YCRM16] , interior point methods [MM13b, LS15] , and multiplicative weights update methods [CMMP13] . Notice that in terms of dependence on n and d, our accelerated algorithm improves upon all gradient descent methods and is comparable to the current best IPM [LS15] . In fact, there are parameter regimes where our running time bounds are better than [LS15] . While these regimes are small, we believe they are significant, as discussed at the end of Section 1.1.
Our Results
As mentioned above, our techniques for solving the ℓ 1 regression problem will follow the general paradigm of preconditioning and then using gradient descent methods on the resulting problem. However, instead of looking for ways to improve the preconditioning or gradient descent, we show that in some sense improvements in the two are not independent of one another. The crucial idea in this paper is that preprocessing techniques can give us some strong properties in addition to the low-dimensional embedding, and we are able to effectively leverage these properties into faster running times for ℓ 1 regression.
In particular, preconditioning the given matrix-vertex pair [A b] using Lewis weights [CP15] to get [Ãb] has the critical property that all the leverage scores of the new matrix are approximately equal, in addition to the fact that Ax − b 1 ≈ Ã x −b 1 for every x ∈ R d . Since rotations of a matrix do not change its leverage scores, we are free to rotateÃ to place it into isotropic position. As a result, our analysis of the ℓ 1 regression problem can now assume that the input matrix is both isotropic and has strong upper bounds on every row norm.
These assumptions on the input matrix yield two essential properties, (1) a careful choice of initial vector can be shown to be close to optimal, and (2) strong bounds on the gradient of any row. Using these properties, it is almost immediately implied that standard SGD only requires O(d 2 ǫ −2 ) iterations to arrive at an objective with ǫ relative error, leading to a total running time of O(nnz(A) log n + d 3 ǫ −2 ), which already beats the previous best SGD-based results for ℓ 1 -regression [YCRM16] . These properties can be further applied to smoothing reductions from [AH16] and accelerated SGD algorithms in [All17] to improve the runtime to O(nnz(A) + nd ω−1 + √ nd 1.5 ǫ −1 ), or if we plug in the number of rows, O(dǫ −2 log n), after sampling by Lewis weights we can also obtain O(nnz(A) + d 2.5 ǫ −2 ) running time. Algorithm 1 gives the basic framework of our ℓ 1 solver.
2 O hides terms polylogarithmic in d and n.
3 O(n ω ) denotes the running time of the fastest algorithm to multiply two n × n matrices. (ω ≈ 2.373 is the current best value. [Wil12, DS13, LG14] ).
4 Interior Point Cutting Plane Methods
Input: Matrix A ∈ R n×d , and vector b ∈ R n , along with error parameter ǫ > 0.
Precondition [A b]
by Lewis weight sampling as in [CP15] , along with a matrix rotation.
2. Initialize x 0 according to the exact or approximate corresponding ℓ 2 minimizer.
3. Run a stochastic gradient descent algorithm on the preconditioned matrix with starting point x 0 .
Algorithm 1: General structure of our algorithm Theorem 1.1. Given A ∈ R n×d , b ∈ R n , assume min x Ax − b 2 is either 0 or bounded below by some polynomial in n. Then for any ǫ > 0, there is a routine that outputsx such that with high probability,
with a runtime of O nnz(A) log 2 n + d 2.5 ǫ −2 log 1.5 n whenever n ≥ dǫ −2 log n, and a runtime of O √ nd 2 ǫ −1 log n + nd ω−1 log n when n ≤ dǫ −2 log n.
Note that our ℓ 1 solver will always run the Lewis weights preconditioning, which is essentially a specific row sampling procedure of the original matrix. Thus, if n ≪ dǫ −2 log n, we can simulate the sampling procedure in O(n) time and keep a count for each of the n unique rows. Since the simulated sample matrix will look like the original but with duplicated rows, we can carry out the rest of our linear algebraic manipulations in time dependent on n rather than dǫ −2 log n. 6 Since the theoretical running bounds of fast matrix multiplication are difficult to achieve in practice, it would be ideal for the algorithm's running time to be independent of fast matrix multiplication. It turns out that our only dependence on fast matrix multiplication is during the preconditioning stage. Accordingly, if we are given a matrix which is already approximately isotropic with all row norms approximately equal, then we can eliminate the usage of fast matrix multiplication and still prove the same time bound. Moreover, this method preserves the rowsparsity of A. The primary difficulty of this routine will be accounting for the fact that A is only approximately isotropic in our computations of the x 0 initialization, and will require utilizing efficient ℓ 2 regression solvers that do not rely on fast matrix multiplication.
Assume min x Ax − b 2 ≥ n −c and b 2 ≤ n c for some constant c > 0. Then for any ǫ > 0, there is a routine that computesx such that with high probability
where s is the maximum number of entries in any row of A.
Note that if s ≤ d 0.87 ≪ d ω−1.5 , then our algorithm beats fast matrix multiplication. 5 For ease of notation, we ignore factors of log(1/ξ) in the running times throughout this paper, where ξ is the failure probability 6 We also note that the "n" used by Katyusha is the time required to compute a full gradient, which we can also do in O(n) time.
Comparison to [LS15] and conjectures
Our algorithm achieves comparable bounds to [LS15] , who have the current best IPM for ℓ 1 regression. When combined with Lewis weights row sampling, [LS15] have the best overall bounds for ℓ 1 regression. In the case of Lewis weights sampling, [LS15] can assume nnz(A) = O(d 2 ǫ −2 log n), and plugging in n = O(dǫ −2 log n) for our result gives us both equivalent running times of about O(d 2.5 ǫ −2 ). Our algorithm outperforms [LS15] in the parameter regime where n ≪ dǫ −2 log n and nnz(A) = Θ(nd), for which the leading order term in [LS15] is O(nd 1.5 log(ǫ −1 )), while our leading order term is O( √ nd 2 ǫ −1 log n), so our bound is better for n ≥ d/ √ ǫ. Finally, [LS15] uses preprocessing techniques from [Vai89] , which in turn require that ω ≤ 2.4, while we only need ω ≤ 2.5. The fact that our algorithm achieves O(nnz(A) + nd ω−1 √ nd 2 ǫ −1 ) running time is significant because it suggests that nnz(A) + poly(d)ǫ −1 algorithms are possible for ℓ 1 regression. In fact, we believe a more careful analysis of our sampling and SGD might immediately yield such an algorithm. "Sketch and solve" approaches tend to have ǫ −2 dependence in their running times for ℓ 1 regression due to the their use of standard concentration bounds [ACW16, PSW17] , even though nnz(A) + poly(d) log(1/ǫ) bounds are possible for ℓ 2 regression using iterative refinement methods such as conjugate gradient. As such, we conjecture that nnz(A) + poly(d) log(1/ǫ) running times are achievable for ℓ 1 regression.
Organization
The paper is organized as follows. Section 2 contains definitions and basic lemmas which we will use throughout the paper. Section 3 contains our main contribution, i.e., once we are given a suitably preconditioned matrix, it shows how we arrive at an approximate ℓ 1 minimizer within the claimed time bounds, for both non-accelerated and accelerated versions of stochastic gradient descent. Section 4 shows that if we restrict our input to slightly weaker preconditions, then we can eliminate the need for fast matrix multiplication to achieve the same time bounds. In Section 5, we show that row sampling using Lewis weights [CP15] , along with matrix rotation, suffices to give us a matrix satisfying our precondition requirements. Section 6 has some technical details from Section 3.
Preliminaries
In this section, we describe some of the notation and important definitions we use in the paper. We represent matrices and vectors using bold variables. We let A i,: denote the i th row of a matrix A, and we use nnz(A) to denote the number of non-zero elements in A. A † refers to the MoorePenrose pseudoinverse of A. When A has linearly-independent columns, A † = (A T A) −1 A T . Also, we assume that the input A has full rank.
Definition 2.1 (ℓ p -norm). The ℓ p norm of a vector v ∈ R n is defined as
Accordingly, the ℓ p norm of a matrix A ∈ R n×d is defined as Here, refers to the Löwner partial ordering of matrices, where we say that A B if B − A is positive semi-definite.
Note that we also use ≈ similarly in the case of scalars, as is commonplace.
Definition 2.3 (IRB). A matrix A ∈ R n×d with n ≥ d is said to be isotropic row-bounded (IRB) if the following hold:
2. For all rows of A, A i,:
Given a matrix A, we define the statistical leverage score of row A i,: to be
Definition 2.5. For a matrix A, the ℓ 1 Lewis weights w are the unique weights such that for each row i we have
where W is the diagonal matrix formed by putting the elements of w on the diagonal.
3 Stochastic Gradient Descent for ℓ 1 Regression
In this section, we describe how we achieve the bounds in Theorem 1.1. We first introduce the preconditioning technique from [CP15] , which, along with rotating the matrix, will reduce our problem to ℓ 1 minimization where the input matrix A is isotropic and the norms of all its rows have strong upper bounds, i.e. it is IRB by Definition 2.3. We relegate the details and proof of this preconditioning procedure to Section 5. In Sections 3.2 and 3.3, we prove that known stochastic gradient descent algorithms will run provably faster if we assume that A is IRB. In particular, if A is IRB, we can find an initialization x 0 that is close to the optimum x * , which in addition to bounding the gradient of our objective, will then allow us to plug these bounds into standard stochastic gradient descent algorithms and achieve a runtime of O(nnz(A)+d 3 ǫ −2 ). Finally, we take known smoothing techniques from [AH16] along with the Katyusha accelerated stochastic gradient descent from [All17] to achieve a runtime of O(nnz(A) + d 2.5 ǫ −2 ).
Preconditioning with Lewis weights
The primary tool in our preconditioning routine will be a sampling scheme by Lewis weights introduced in [CP15] that was shown to approximately preserve the ℓ 1 norm. Specifically, we will use the combination of two primary theorems from [CP15] that approximately compute the Lewis weights of a matrix quickly and then sample accordingly while still approximately preserving ℓ 1 norm distances with high probability.
Theorem 3.1 (Theorem 2.3 and 6.1 from [CP15] ). Given a matrix A ∈ R n×d with ℓ 1 Lewis weights w and an error parameter ǫ > 0, then for any function h(n, ǫ) ≥ O(ǫ −2 log n), we can find sampling values
for each i ∈ {1, 2, . . . , n}, and generate a matrix S with N = i p i rows, each chosen independently as the ith standard basis vector of dimension n, times
with probability proportional to p i , such that with high probability we have
In Section 5 we will show that this sampling scheme also ensures that each row ofÃ has approximately the same leverage score. Furthermore, we will obtain additional nice properties by rotating A and showing that a solution to our reduced problem gives an approximate solution to the original problem, culminating in the following lemma.
Lemma 3.2. There is a routine that takes a matrix A ∈ R n×d , a vector b ∈ R n and ǫ > 0, then produces a matrix [Ã,b] ∈ R N ×(d+1) with N = O(dǫ −2 log n) and an invertible matrix U ∈ R d×d such that matrixÃU is IRB and ifx * U minimizes Ã U x −b 1 , then for anyx such that
with high probability. Furthermore, the full running time is O(nnz(A) log n + d ω−1 min{dǫ −2 log n, n} + Υ) where Υ = min{dǫ −2 log n, (dǫ −2 log n) 1/2+o(1) + n log 2 n}.
As a result, we will assume that all of our matrices A are already in the same form asÃU , and simply find solutions with small relative error in that objective function.
Isotropic and Row-Bounded A for Stochastic Gradient Descent
To demonstrate the usefulness of the properties of our preconditioned A, we consider standard stochastic gradient descent and the bounds on its running time. We let x * = arg min x Ax − b 1 .
Theorem 3.3 ([RS86]
). Given a function f and x 0 such that x 0 − x * 2 ≤ R and L is an upper bound on ∇(n · |A i,: x − b i |) 2 for all i, then projected subgradient descent ensures that after t steps:
where x * = arg min x f (x ).
Our assumptions on A will give us bounds on the initialization distance x 0 − x * 2 and the norm of the gradient.
Lemma 3.4. If A is IRB, then by setting x 0 = A T b we have
Proof.
by convexity of · 2 , also shown in Lemma 4.8
Proof. We see that ∇(n · |A i,:
for all i by our assumption that A is IRB. This then implies our desired inequality.
These bounds, particularly the initialization distance, are stronger than the bounds for general A, and together will give our first result that improves upon the runtime in [YCRM16] by using our preconditioning.
Theorem 3.6. Given A ∈ R n×d , we can findx ∈ R d using preconditioning and stochastic gradient descent such that
Proof. By preconditioning with Lemma 3.2 and error O(ǫ) we obtain an
By Theorem 3.3, we then need to run O(d 2 ǫ −2 ) iterations of standard stochastic gradient descent to achieve absolute error of O(ǫ · f (x * )) which is equivalent to relative error of O(ǫ). The required runtime is then O(d 3 ǫ −2 ). Technically, the input to stochastic gradient descent will require the value R, i.e. the upper bound on initialization distance, which requires access to a constant factor approximation of f (x * ). We will show in Section 6 that we can assume that we have such an approximation at the cost of a factor of log n in the running time.
Combining the preconditioning and stochastic gradient descent will producex with O(ǫ) relative error to the optimal objective function value in time O(nnz(A) log n + d 3 ǫ −2 ). Adding the factor log n overhead from estimating f (x * ) gives the desired runtime.
Smoothing Reductions and Katyusha Accelerated SGD
We now further examine whether our strong initialization distance bound will allow us to improve the running time with black-box accelerated stochastic gradient descent methods. These methods generally require smoothness and strong convexity of the objective function, neither of which are necessarily true for our objective function. Previous results [Nes05b, Nes07, DBW12, OG12, AH16] have addressed this general issue and given reductions from certain classes of objective functions to similar functions with smoothness and strong convexity, while still maintaining certain error and runtime guarantees. Accordingly, we will first show how our initialization distance fits into the reduction of [AH16] , then apply Katyusha's accelerated gradient descent algorithm in [All17] to their framework.
Smoothing the Objective Function and Adding Strong Convexity
As before, we let x * = arg min x Ax − b 2 . For clarity, we will borrow some of the notation from [AH16] to more clearly convey their black-box reductions.
Definition 3.7. Function f (x) is (L, σ)-smooth-sc if it is both L-smooth and σ-strongly-convex.
for any starting x 0 .
Allen-Zhu and Hazan assume access to efficient Time A (L, σ)-minimizer algorithms, and show how a certain class of objective functions can be slightly altered to meet the smoothness and strong convexity conditions to apply these algorithms without losing too much in terms of error and runtime.
Theorem 3.9 (Theorem C.2 from [AH16] ). Consider the problem of minimizing an objective function
Then there is a routine that takes as input a Time A (L, σ)-minimizer, A, alongside f (x) and x 0 , with β 0 = ∆/G 2 , σ 0 = ∆/Θ and T = log 2 (∆/ǫ), and produces
It is then straightforward to show that our objective function fits the necessary conditions to utilize Theorem 3.9.
Lemma 3.10. If A is IRB, then the function Ax − b 1 can be written as
Proof. By the definition of 1-norm,
We then set f i (x ) = n · |A i,: x − b i | and the result follows from Lemma 3.5.
We can then incorporate our objective into the routine from Theorem 3.9, along with our initialization of x 0 .
Lemma 3.11. Let A be an Time A (L, σ)-minimizer, along with objective Ax − b 1 such that A is IRB and x 0 = A T b, then the routine from Theorem 3.9 produces
Proof. Lemma 3.10 implies that we can apply Theorem 3.9 where G = O( √ nd), and Lemma 3.4
and substitute these values in the running time of Theorem 3.9.
Applying Katyusha Accelerated SGD Now that we have shown how our initialization can be plugged into the smoothing construction of [AH16] , we simply need an efficient Time A (L, σ)-minimizer to obtain all the necessary pieces to prove our primary result.
Theorem 3.12 (Corollary 3.8 in [All17] ). There is a routine that is a
We can then precondition the matrix to give our strong bounds on the initialization distance of x 0 from the optimal x * , which allows us to apply the smoothing reduction and Katyusha accelerated gradient descent more efficiently. Theorem 1.1. Given A ∈ R n×d , b ∈ R n , assume min x Ax − b 2 is either 0 or bounded below by some polynomial in n. Then for any ǫ > 0, there is a routine that outputsx such that with high probability, 7 Ax
Proof. Once again, by preconditioning with Lemma 3.2 and error O(ǫ) we obtain a matrixÃU ∈ R N ×d and a vectorb ∈ R n in time O(nnz(A) log n + d ω−1 min{dǫ −2 log n, n}). We utilize the routine in Theorem 3.12 as the Time A (L, σ)-minimizer for Lemma 3.11, and plug the time bounds in to achieve an absolute error of O(δ) in the preconditioned objective function with the following running time:
To achieve our desired relative error of ǫ we need to set δ = O(ǫf (x * )). Technically, this means that the input to gradient descent will require at least a constant factor approximation to f (x * ).
We will show in Section 6 that we can assume that we have such an approximation at the cost of a factor of log n in the running time. We assume that f (x * ) is at most polynomially small 8 , which gives a runtime of O dN log(nǫ
Here, we used the fact that N = O(dǫ −2 log n), but can also assume that computationally, N ≤ n, as will be addressed in Section 5.4. This gives a runtime of O min{d 2.5 ǫ −2 log n, nd log(n/ǫ) + √ nd 2 ǫ −1 } , which, combined with our preconditioning runtime (where Υ is a lower order term if we assume the ǫ is at most polynomially small in n) and the factor log n overhead from estimating f (x * ), gives the desired runtime. Furthermore, since the error in our preconditioning was O(ǫ), by Lemma 3.2 we have achieved a solution with O(ǫ) relative error in the original problem.
4 Row-Sparsity Bounds for ℓ 1 Regression
In this section, we explain how to avoid using matrix multiplication and achieve row-sparsitypreserving ℓ 1 minimization in the case where our given matrix A ∈ R n×d and vector b ∈ R n are such that
, which were properties of the preconditioned matrixÃU generated in Lemma 3.2. Lemma 3.2 used fast matrix multiplication and rotated A, which removed sparsity guarantees forÃU . We thus need to avoid Lemma 3.2, which creates two new complications: (1) the row count of matrix A has not been reduced from n to O(dǫ −2 log n), and (2) A is only approximately isotropic. Section 4.1 will account for the first complication by showing that, under these conditions, the Lewis weights are approximately equal, which implies that uniform row sampling is nearly equivalent to that in Theorem 3. Section 4.2 then describes how to finding a good initialization point using conjugate gradient methods whenÃ is only approximately isotropic. Finally, Section 4.3 shows how to use the reduction in [AH16] and the Katyusha stochastic gradient descent algorithm from [All17] to achieve a total running time of O(nnz(A) + sd 1.5 ǫ −2 + d 2 ǫ −2 ), where s is the maximum number of non-zeros in a row of A.
Uniform Sampling of A
In this section we reduce the number of rows in A by uniform sampling while still preserving certain guarantees. Note that we will ultimately sample from [A b], but for simplicity in notation, we will just use A here.
Lemma 4.1. Suppose we are given a matrix A ∈ R n×d such that A T A ≈ O(1) I and A i,:
If we uniformly sample N = O(dǫ −2 log n) rows independently and rescale each row by n/N to obtain matrixÃ, then with high probability the following properties hold:
8 Note that if f (x * ) = 0, then our initialization x 0 = A T b will be equal to x * .
Ã i,:
2 2 ≈ O(1) dn/N 2 for all rows i ∈ {1, 2, . . . , N }. To prove Lemma 4.1, we need the following lemma, which states the key fact that the conditions on A ensure approximately uniform Lewis weights. 
Thus, if we use p i = N/n for each i in Theorem 3.1, we get the first property while avoiding the cost of computing p i 's stated in Theorem 3.1. The second property follows from Lemma 5.4 in Section 5. Specifically, we havẽ
which then implies thatÃ
Let τ denote the leverage scores for A. Now, for the third property, it follows from the definition of leverage scores and the second property that 
Proof of Lemma 4.2. We know that A T A ≈ O(1) I and for each row i, A i,:
That is, all of the leverage scores are approximately equal. Then we can show that
where ½ is the all ones vector. Then, 
Initialization using Approximate ℓ 2 Minimizer
In this section, we describe how to find a good initialization x 0 for gradient descent even with our relaxed assumptions on A. Previously, when we had A T A = I , we used x 0 = A T b = arg min x Ax − b 2 . It turns out that for A T A ≈ O(1) I , the ℓ 2 minimizer x 0 = arg min x Ax − b 2 is still a good initialization point. But finding an exact ℓ 2 minimizer would take a prohibitive amount of time or would require matrix multiplication. However, an approximate ℓ 2 minimizer suffices, and we can find such a point quickly using the conjugate gradient method.
For this section, we define x * def = arg min x Ax − b 1 and x 0 def = arg min x Ax − b 2 . Our main result is the following:
Lemma 4.5. Let A ∈ R n×d be such that A T A ≈ O(1) I and for each row i of A, A i,:
Moreover,x 0 can be computed in O((t A T A + d) log(n/ǫ)) time, where t A T A denotes the time to multiply a vector by A T A.
We prove Lemma 4.5 using the following two lemmas whose proofs are deferred until after the proof of Lemma 4.5. Lemma 4.6 is our equivalent statement to Lemma 3.4 where we show that the ℓ 2 minimizer is close to the ℓ 1 minimizer even when A is only approximately isotropic. Lemma 4.7 accounts for the fact that we cannot exactly find the ℓ 2 minimizer, but will be able to obtain a very close estimate. Moreover,x 0 can be found in time O((t A T A + d) log(n/ǫ)), where t A T A is the time to multiply a vector by A T A.
Proof of Lemma 4.5. We use conjugate gradient with ǫ = d/n to find anx 0 in O((t A T A + d) log(n/ǫ)) time by Lemma 4.7. Note that by definition of x 0 and by a standard norm inequality, we have:
Then by the triangle inequality and Lemma 4.6 we have:
To prove Lemma 4.6, we use the following lemma:
Lemma 4.8. Let v ∈ R n be a vector with v 1 = 1. Then, for a matrix A ∈ R n×d ,
where the inequality follows by the convexity of · 2 and since i |v i | = 1, Proof of Lemma 4.6. By our assumptions on A, we have A T A + B = I for some symmetric B where B 2 ≤ O(1). Since x 0 = arg min x Ax − b 2 , we have
Now note:
Also, by Lemma 4.8 and the assumptions on A,
Thus, we have:
To prove Lemma 4.7, we use the following theorem from [SV14] :
Theorem 4.9 (Theorem 9.1 from [SV14] ). Given an symmetric positive definite matrix M ∈ R n×n and a vector y ∈ R n , the Conjugate Gradient method can find a vector x such that
, where t M is the time required to multiply M with a given vector and κ(M ) is the condition number of M .
Proof of Lemma 4.7. Let M = A T A and y = A T b. Then by Theorem 4.9, the conjugate gradient method finds a vectorx 0 such that
Next, we note:
Now, since we assume that b 2 ≤ n c and Ax 0 − b 2 ≥ 1/n c for some c, we can set δ = O(ǫ/(n c )) to get:
Proof of Theorem 1.2
In this section, we show how to use the matrix achieved in Section 4.1 and the initialization from Section 4.2 to achieve fast row-sparsity-preserving ℓ 1 minimization. We will prove the following main theorem:
Assume min x Ax − b 2 ≥ n −c and b 2 ≤ n c for some constant c > 0. Then for any ǫ > 0, there is a routine that computesx such that with high probability We now examine the running time and note that uniform sampling will take O(nnz(A) + d 2 ǫ −2 log n) time to produce [Ãb] . By Lemma 4.5, we can then findx 0 in time O(d 2 ǫ −2 log n) becauseÃ is a dǫ −2 log n × d matrix, so tÃTÃ = O(d 2 ǫ −2 log n). Finally from the analysis of Theorem 1.1 we know that accelerated stochastic gradient descent requires O(d 2.5 log 1/2 n · ǫ −2 ) time. However, we note that the extra factor of d came from Theorem 3.12 where we substituted d for the time per iteration of stochastic gradient descent. This value can actually be upper bounded by the maximum number of entries in any row ofÃ, which because of our uniform sampling is upper bounded by the maximum number of entries in any row of A. Adding a runtime overhead of log n for computing an approximation of the optimal objective, as in Section 6, gives the desired runtime.
Preconditioning with Lewis Weights and Rotation
In this section, we show how to precondition a given matrix A ∈ R n×d into a "good" matrix, primarily using techniques from [CP15] , and will ultimately prove Lemma 3.2. Recall that our overall goal was to efficiently transform A into a matrixÃ such that the ℓ 1 norm is approximately maintained for all x , along withÃ being isotropic and having all row norms approximately equal. Accordingly, our preconditioning will be done in the following two primary steps:
1. We sample N = O(dǫ −2 log d) rows from A according to Lewis weights as in [CP15] to construct a matrixÃ ∈ R N ×d . The guarantees of [CP15] ensure that for all x ∈ R d , Ã x 1 ≈ 1+ǫ Ax 1 with high probability. We then further show that this sampling scheme gives τ i (Ã) = O(d/N ) for all 1 ≤ i ≤ N with high probability.
2. We then find an invertible matrix U such thatÃU still has the two necessary properties from Lewis weight sampling and is also isotropic.
The matrixÃU then has all the prerequisite properties to run our ℓ 1 minimization algorithms, and it only becomes necessary to show that running an ℓ 1 -minimization routine onÃU will help us find an approximate solution to the original problem.
In Section 5.1, we show that Lewis weight sampling gives a matrix with approximately equal leverage scores. In Section 5.2, we find the invertible matrix U that makesÃU isotropic while preserving other properties. In Section 5.3, we show that an approximate solution with respect to the preconditioned matrix will give an approximate solution with respect to the original matrix. Finally, we prove our primary preconditioning result, Lemma 3.2, in Section 5.5.
Before we do this, the following facts are useful. 
Lewis Weight Sampling gives Approximately Equal Leverage Scores
In this section, we prove that sampling according to Lewis weights gives a matrix with approximately equal leverage scores. This proof will largely rely on showing that, up to row rescaling, the sampled matrixÃ is such thatÃ TÃ is spectrally close to A T A. This proof will boil down to a standard application of matrix concentration bounds for sampling according to leverage scores. Our primary lemma in this section will then mostly follow from Lemma 5.4 which will be proven at the end of this section.
Lemma 5.3. Given a matrix A ∈ R n×d that is sampled according to Theorem 3.1 and gives matrix A, then for all rows i ofÃ,
d N with high probability.
Proof. Lemma 5.4 implies that
with high probability. Theorem 3.1 implies that every row i ofÃ is simply some row j of A, scaled by
. Therefore, for any row i ofÃ we must have
From Definition 2.5 we have
which along with the fact that p j ≈ O(1) w j · h(n, ǫ) reduces the leverage score to h(n, ǫ) .
Finally Fact 5.1 gives us that the sum of Lewis weights must be d because they are leverage scores of W −1/2 A, which implies
N by our definition of N = i p i . It is now necessary to prove the following key claim used in Lemma 5.3.
Lemma 5.4. Given a matrix A that is sampled according to Theorem 3.1 with error ǫ and gives matrixÃ, thenÃ
with high probability.
The proof follows similarly to the proof of Lemma 4 in [CLM + 15], except that their leverage score sampling scheme draws each row without replacement, and we need a fixed number of sampled rows with replacement. Accordingly, we will also use the following matrix concentration result from [Har12] , which is a variant of Corollary 5.2 in [Tro12] : . Therefore, if we let Y i be the random variable
p 2 j , with probability
Furthermore, we can substitute A j,: √ w i for A j,: and use the fact that p j ≈ O(1) w j · h(n, ǫ) to obtain A j,: A T j,:
p j · h(n, ǫ) .
As a result, we have
N · h(n, ǫ)
In order to apply Lemma 5.5 we need to find R such that Y i R · Z , which by our construction of Y i requires A j,: A T j,:
for all j. We use our constant factor approximations of Z and
p 2 j to see that it also suffices to show A j,: A T j,:
Given that τ j (A) = w j and p j ≈ O(1) w j · h(n, ǫ), we have 
By Theorem 3.1 we know that h(n, ǫ) ≥ cǫ −2 log n for some constant c. Plugging this in for R in Lemma 5.5 gives that Y ≈ 1+ǫ Z or, substituting our values of Y and Z ,
with probability at least 1 − 2de
. This implies that the statement in the lemma is true with high probability for c bigger than O(1) (where the O(1) comes from our p i approximation of w i · h(n, ǫ)) and our assumption on n ≥ d.
Rotating the Matrix to Achieve Isotropic Position
Now that we have sampled by Lewis weights and achieved all leverage scores to be approximately equal, we will show that we can efficiently rotate the matrix into isotropic position while still preserving the fact that all leverage scores are approximately equal. Proof. For the first condition, we see that
For the second condition, the ith row of AU will be A i,: U , which by the definition of leverage scores then gives,
It is clear then that we want to rotate our matrix by U as above, so it only remains to efficiently compute such a U .
Lemma 5.7. Given a full rank matrixÃ ∈ R N ×d , there is a routine Rotate that can find an
Proof. ComputingÃ TÃ can be done in N d ω−1 time using fast matrix multiplication. Inverting Lastly, we want to ensure that by rotating our matrix, we can still use an approximate solution to the rotated matrix to obtain an approximate solution of the original matrix.
Lemma 5.8. Given a matrix-vector pair A ∈ R n×d , b ∈ R n , another matrix-vector pairÃ ∈ R N ×d ,b ∈ R N , and an invertible matrix U ∈ R d×d ,
Proof. This follows immediately from the fact that for any x satisfying the LHS, there exists a y satisfying the RHS, and vice versa. Specifically y 
Translating between Preconditioned and Original Matrix Solutions
Our preconditioning combination of Lewis weights and rotating the matrix gives our desired conditions, specifically an IRB matrix, but it remains to be seen that we can take a solution to this preconditioned matrix and translate it back into an approximate solution of the original matrix.
In the following lemma we will show that this is in fact true.
Lemma 5.9. Given a matrix-vector pair A ∈ R n×d , b ∈ R n , another matrix-vector pairÃ ∈ R N ×d ,b ∈ R N , and an invertible matrix U ∈ R d×d ; if
for all y ∈ R d+1 , and ifx * U minimizes Ã U x −b 1 , then for anyx such that
Proof. By assumption we have
for all y ∈ R d+1 , and we can then use Lemma 5.8 to obtain
for all y ∈ R d+1 . By fixing y to be x −1 , we get
(2) gives
Using our initial assumption and definingx * def = Ux * U then gives us
Finally, applying (3) gives
Simulated Sampling of A
In Lemma 3.2, our primary preconditioning lemma, we set N to be the minimum of n and O(dǫ −2 log n). However, all of our sampling above assumed that O(dǫ −2 log n) rows were sampled to achieve certain matrix concentration results. Accordingly, we will still assume that O(dǫ −2 log n) rows are sampled, but show that we can reduce the computational cost of any duplicate rows to O(1), and hence the computation factor of N can be assumed to be min{n, O(dǫ −2 log n)}. The sampling procedure itself can be done in about O(n) time. At the end of this section, we explain how the running time of Katyusha can be made to depend on n, rather than dǫ −2 log n. Ultimately, our proof of Lemma 3.2 will critically use the fact thatÃ has O(dǫ −2 log n) rows in several places. The following lemmas will then show how we can reduce this computation for duplicate rows, allowing us to substitute n for O(dǫ −2 log n) in the running time when n ≪ dǫ −2 log n.
Lemma 5.10. LetÃ be an N × d matrix with at most n unique rows, and for each unique row, we are given the number of copies inÃ. Then computingÃ TÃ takes at most O(nd ω−1 ) time.
Proof. By definitionÃ
Therefore, if we have k copies of rowÃ i,: , we know that they contribute kÃ T i,:Ãi,: to the summation. Accordingly, if we replaced all of them with one row √ kÃ i,: , then this row would contribute an equivalent amount to the summation. As a result, we can combine all copies of unique rows to achieve an n × d matrixÃ ′ and computeÃ ′ TÃ ′ which will be equivalent toÃ TÃ . Proof. We can similarly use the fact thatÃ i,: U is equivalent for all copies ofÃ i,: and combine k copies into the row kÃ i,: .
Analogously, we haveÃ Tb = iÃ T i,:bi , so we can combine duplicate rows.
Furthermore, we need to show that we can efficiently sample O(dǫ −2 log n) rows (ideally in O(n)-time) even when O(dǫ −2 log n) ≫ n. We will achieve this through known results on fast binomial distribution sampling.
Theorem 5.12 (Theorem 1.1 in [FCT13] ). Given a binomial distribution B(n, p) for n ∈ N, p ∈ Q, drawing a sample from it takes O(log 2 n) time using O(n 1/2+ǫ ) space w.h.p., after O(n 1/2+ǫ )-time preprocessing for small ǫ > 0. The preprocessing does not depend on p and can be used for any p ′ ∈ Q and for any n ′ ≤ n.
This result implies that sampling m items independently can be done more efficiently if m ≫ n, where we are only concerned with the number of times each item in the state space is sampled.
Corollary 5.13. Given a probability distribution P = (p 1 , ..., p n ) over a state space of size n, sampling m items independently from P takes O(m 1/2+ǫ + n log 2 n)-time.
Proof. Note that sampling independently m times is equivalent to determining how many of each item is sampled by using the binomial distribution and updating after each item. More specifically, we can iterate over all i ∈ [n] and draw k i ∼ B(m, p i ), then update m to be m − k i and scale up each p j (where j > i) by (1 − p i ) −1 . It is straightforward to make the scaling up of each p j efficient, and according to Theorem 5.12 we can obtain the binomial sample in O(log 2 n)-time. Furthermore, because m is decreasing at each iteration, we can use the original preprocessing in Theorem 5.12 for each step to achieve our desired running time.
Corollary 5.14. Given A, an n×d matrix with a probability distribution over each row, we can produceÃ according to the distribution that is O(dǫ −2 log n)×d in O(min{dǫ −2 log n, (dǫ −2 log n) 1/2+o(1) + n log 2 n})-time.
Finally, our application of Theorem 3.12 assumes that it is given an N × d matrix, but we assumed that the computational cost could assume N = min{n, O(dǫ −2 log n)}. A closer examination of Algorithm 2 in [All17] , which is the routine for Theorem 3.12, shows that the factor of N comes from a full gradient calculation, which can be done more quickly by combining rows in an equivalent manner to the lemma and corollary above.
Proof of Lemma 3.2
We now have all the necessary pieces to prove our primary preconditioning lemma, which we will now restate and prove.
Lemma 3.2. There is a routine that takes a matrix A ∈ R n×d , a vector b ∈ R n and ǫ > 0, then produces a matrix [Ã,b] ∈ R N ×(d+1) with N = O(dǫ −2 log n) and an invertible matrix U ∈ R d×d such that matrixÃU is IRB and ifx * with high probability. Furthermore, the full running time is O(nnz(A) log n + d ω−1 min{dǫ −2 log n, n} + Υ) where Υ = min{dǫ −2 log n, (dǫ −2 log n) 1/2+o(1) + n log 2 n}.
Proof. From Theorem 3.1 we have that by our assumption onx. Lemma 5.4 and the assumption that A is full rank imply thatÃ is full rank with high probability. Our use of Rotate to generate U , such that U T U = (Ã TÃ ) −1 , along with Lemma 5.6, gives (ÃU ) TÃ U = I and also that τ i (ÃU ) = τ i (Ã) for all i. The sampling of A is done according to [CP15] , which requires O(nnz(A) log n+d ω ) time to obtain the sampling probabilities. Then the actual sampling requires O(min{dǫ −2 log n, (dǫ −2 log n) 1/2+o(1) + n log 2 n})-time according to Corollary 5.14. Computing the invertible matrix U for inputÃ takes O(N d ω−1 + d ω ) time from Lemma 5.7, and the number of rows ofÃ is N = O(dǫ −2 log n). Finally, Lemma 5.10 and Corollary 5.11 show that this computation time can also be bounded with N ≤ n, which then gives our desired runtime.
Approximating the Optimal Objective Value
For ease of notation, we let f * = min x Ax − b 1 and f * 2 = min x Ax − b 2 in this section. In our proof of both Theorem 3.3 and 1.1, we assumed access to a constant approximation of f * with a runtime overhead of log n. We will obtain access to this value by giving polynomially approximate upper and lower bounds on f * and using our primary algorithm on log n guesses for f * within this range. We start with the following lemma that gives upper and lower bounds on f * : Lemma 6.1. Given a matrix A ∈ R n×d and a vector b ∈ R n , if x * 2 minimizes Ax − b 2 then f (x ) − f * ≤ ǫf * with high probability. However, note that this is only true if f * ≤f * . Otherwise, we are given no guarantee on the closeness of f (x ) to f * . The runtime of each algorithm is then not affected by our approximation off * , however, the closeness guarantees are affected. Accordingly, we will run the gradient descent procedure in each respective algorithm log n times withf * = f * 2 ·2 i for i = 0 to log n, and whichever iteration produces x that minimizes f (·) will be output. Lemma 6.1 implies that there must exist some i such that f * 2 · 2 i ≤ f * ≤ f * 2 · 2 i+1 . Therefore, when we run our algorithm withf * = f * 2 · 2 i+1 , the algorithm will succeed with high probability. Thus, the overall success probability is at least as high as any individual run of the algorithm. Moreover, the outputx is guaranteed to have f (x )−f * ≤ 2ǫf * .
