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Introduction
Semirings were introduced by Vandiver in the middle 1930s by weakening the additive laws that define a ring. There are several definitions of semiring in the literature.
They go from very weak ones, two semigroup operations related by distributive laws (see, e.g., [5] ), to the one most commonly used in formal languages and automata theory (see [4] or [7] ). The latter is the one we will use; the only thing missing (in order to be a ring) is the existence of additive inverses, and 0 is required to be absorptive for multiplication.
There are a couple of papers in the literature that refer to Boolean semirings. The first one, [ll] , deals with a very different notion of semiring. It takes the ring laws, deletes one distributivity and adds a weak form of commutativity; it is not even close to any of the usual definitions of semiring. The second one, [5] , calls Boolean any semiring (two semigroup operations related by distributive laws) that satisfies the idempotent law x7 = X. In this paper we look at a different connection between Boolean rings and Boolean algebras (from which the former get their name). The connection is through the algebras that generate the variety, and not through the laws. To parallel this connection, we consider the scmiring structures on the 2-element set, and call the variety generated by them, 9X%!, the variety of Boolean semirings.
In Section I WC find a complete set of laws for BY%, see (SRl) x + (y + z) = (x + y) + z, (SR2) x + 0 = x, (SR3) x + y = y + x, (SR4) I( yz) = (xy)z, (SR5) xl = x = Ix, (SR6) x(~~+z)=xy+xz; (x+y)z=xz+yz, (SR7) x0 = 0 = Ox.
In other words, if a semiring fails to be a ring, it is by the absence of additive inverses. The smallest nontrivial
(1 # 0) semiring must have at least 2 elements; in fact, on (0, 1) there are two semiring structures.
We must have and the two structures correspond to 1 + 1 = 0 and 1 + 1 = 1. The first is the Observe that a Boolean semiring satisfies:
(BSRl) 1+x+x= 1.
(BSR2) x1 = X. Our first goal is to show that (SRl-6),(BSRl-2) is an equational basis for the variety %Y%? of Boolean semirings. We exclude (SR7) from this list since it is a consequence of (BSRI-2); set Lemma 1.2(a).(d).
denote the variety of algebras that satisfy (SRl-6) and (BSRl-2). When using to prove facts about algebras in Y', we will not mention these laws explicitly. (c) Multiply (BSRl) by y. (d) Using (BSR2) we have x + y = (X + y)' = x2 + xy + yx + y' = x + y + xy + yx. Substituting x)1 (rcsp. yx) for y we obtain, using (BSR2) and (c) to simplify, x + xy = x + xy + xxy + xyx = x + xyx and x + yx = x + yx + xyx + yxx = x + xyx and therefore x + xy = x + yx. Now substituting xyx for x, adding xyx on both sides, and using (BSR2) and (c) to simplify. yields xy = yx. 0
Given A E 1' and a E A, we define two binary relations on A as follows:
x -(, y if and only if ax = ay ,
x -(' y if and only if N + x + ax = a + y + ay
The identity relation on A will be denoted by AA, or simply by A. 
Proof. (a)
Clearly both -(, and -!' are equivalence relations. Let us verify that 2% F. Gum& they preserve the operations. If x -,, y and ~1--(, u, then ax = ay and a~1 = au. Adding these equations we get a(x + u) = a( y + u) so x + u -(, y + u. Multiplying we get uxuu = ayuu and using Lemma 1.2(d) and (BSR2) gives axu = uyu, so xl4 -<, yu. If x -(I y and u -" u, then a + x + ax = a + y + uy and a + ~1+ au = a + u + au.
Adding these two equations, adding a on both sides, and using Lemma 1. To see that A" is a bounded distributive lattice we must verify the idempotent law for +, and the two absorption laws.
(b), 6 + 6 = h + a + h + b = h + a + b = &?% since h + h = h by Lemma 1.2(b), and i6 = (h + a)(h + b) = h + ha + hb + ab = h + ab = a% since 12 + ha = h by (BSRl).
So A is a surjective homomorphism, and a is a Boolean semiring. To see that A is a Boolean ring it suffices to show the existence of additive inverses.
G+fi=h+a+h+u=h+u+u=h=6
by(BSR1). 
4,(b), &(a") = $,(L) = &(h + ha) = &(h) = &(6) = 4,(O), and similarly &(b") =
4,(O), so ($(a") = 4(b"), and we must have a"= 6, i.e. 4, is one-to-one. Suppose
and similarly c#J,(~) = 4,(l), so +(6) = 4(g), and we must have 6 = 6, i.e. I,& is one-to-one. 0
Observe that A" and a are not subsemirings of A. Everything works except that the 'one' of A" is not 1 but h, and the 'zero' of a is not 0 but h.
In the language of [5] we get the following corollary: 
Partially complemented distributive lattices
The equivalence between the categories of Boolean rings and Boolean algebras, gives a characterization of Boolean rings as distributive lattices with some additional structure.
In view of Propositions 1.4 and 1.9, it is natural to expect a similar result for Boolean semirings. We will obtain two such results in Theorems 2.1 and 2.4. In the first, the additional structure is a unary operation; in the second it is a constant.
From these theorems we easily obtain a Stone type representation theorem which says that the category of Boolean semirings is dual to a category of spaces that we call partially Stone.
We will not mention bounded distributive lattice laws explicitly in the proofs. 
Moreover, we can recover the original operations by: x + y = (x v y) A (X v j). (b) Let (A; 0, 1, A, v) be a bounded distributive lattice and -a unary operation on A satisfying (Ll-2).
Define operations
xy=xAy.
Then (A;O.l,+;)isa Booleansemiringand~=l+x,xvy=x+y+xy.
Proof. (a) By Theorem 1.7 it suffices to check for the semiring S. Checking this is a trivial exercise. It should be noted that the lattice of S is given by 0 < h < 1.
(b) Before we prove this part let us establish some properties of -.
Lemma 2.2. Let A be a bounded distributive lattice with a unary operation -that satisfies (Ll-2). Let x,y E A.
(a) 15 X. Recall that a Stone space is a coherent, Hausdorff space. The Stone representation theorem gives a l-l correspondence between distributive lattices and coherent spaces, with Boolean algebras corresponding to Stone spaces. We refer the reader to [6] for notation, definitions and basic facts on coherent and Stone spaces. However we need to mention explicitly the following: if A is a distributive lattice, Idl(A) denotes the lattice of ideals of A, and X = pt(Idl(A)) the set of prime filters of A. If I E Idl(A), let q(l) = { p E X 1 p n I # O}. Then 9 = {q(l) 1 I E Idl(A)} is a topology on X which makes it into a coherent space, and cp is an isomorphism of lattices between Idl(A) and .Y (see [6, Chapter II] is coherent.
Theorem 2.7. (a) Let A be a partially complemented distributive lattice. Let X = pt(Idl(A)), and Y = {p E X ( h E p} = cp( J{ h}). Then (X, Y) is a partially
Stone space. 
f' V = cp( & { a}) f? cp( 1 {a}) = cp(J{u> n J(4) = (p(J{u A 4) = cp(J{a A h}) C &J(h)) = Y, SO U -Y and V-

-'(U) is open and f-'(U)=f-'(U-
Y2)U f-'(un Y2
Free spectrum
In this section we will give a description of the free Boolean semirings, and obtain some bounds for the size of the finitely generated free Boolean semirings. In Corollary 1.8 we already have an upper bound. Let X be a set, S the Boolean semiring (0, h, 1) with the operations given in Theorem 1.7, and B the sublattice (0, l} of S. Let Sx (resp. BX) denote the set of all functions from X to S (resp. B). Let [Sx+ S] (resp. [BX+ S]) denote the semiring of all functions from Sx (resp. BX) to S under pointwise operations. We embed X in [Sx * S] as follows: if x E X, let x also denote the projection map onto the xth coordinate, i.e. if u E Sx, then x(a) = a(x). We can identify the free Boolean semiring generated by X, FA:,/.fi(X) with the subsemiring of [Sx+ S] generated by X. Proof. The first inequality follows from Theorem 1.6 since the free Boolean ring on n generators has cardinality 2'". The second inequality follows from Proposition 3.2. c7
From this point on, we will identify F,fi,,:,(X) with the subsemiring of [BX+ S] which is the image of the map in Lemma 3.2.
Let X be a set and I c BX. We say that I is a lower subset of BX if u E I and 7 5 u imply T E I.
When X is finite, the free bounded distributive lattice generated by X, F,,(X) is the sublattice of [BX + B] generated by X when embedded via the projection maps, and it is isomorphic to the lattice of lower subsets of BX [3, p. 611. This isomorphism maps each lower subset of BX to the characteristic function of its complement.
In other words: We now obtain a necessary and sufficient condition for f : BX-, S to belong to F,,,(X). 
But if T$(a, then g(T) + U(T) + U(T) = f(T) + O+O=f(T).
Therefore,f=g+u+uEF,,:,,,(X). 0 
Normal form and relational degree
In this section we obtain a normal form for the elements of F,,,(X).
Definition 4.1. Let X be a set. and F,,,:, (X) the free Boolean semiring generated by X. (a) A monomial is a product of elements of X. We denote by M the set of all monomials.
Observe that 1 E M; it is the empty product. (b) A polynomial is a sum of monomials.
Observe that 0 is a polynomial, the empty sum. Therefore, t # s. 0
If we identify t E F,,,@(X)
with the function M -S, m -t,,, then condition
(ii) says that f -l{(h)) 1s an antichain and the lower subset under it is mapped to 0. For X finite, condition (i) always holds, and we get another proof of Corollary 3.8. say that f preserves p if a,, . . . , a, E p imply f(a,, . . , a,) E p, where f is applied componentwise on the l-tuples, i. e. f(a,, .  , a,,), = f(a ,,,, . . , a,,,,) . The main theorem in [9] shows that the relational degree is well defined for any algebra. For a finite algebra it is at most h',,, and a 3-element algebra is more likely to have infinite relational degree. We will show that S has relational degree 3. From Lemma 3.1 and Theorem 3.7 one easily gets the following corollary: Proof. By Proposition 4.5 we have that relational degree of S 5 3. Suppose p' c S2 is a classifying relation for S. Then p' is a subsemiring of S2. We will denote any f : S+ S by the triple (f(O), f(h), f(1)). We will show that there is f : S-S which preserves p' but is not in cl (S) . Consider two cases: (ii) If (1, h)@p', th en we must have P' C ((0, O), (h, h), (I, I), (0, h), (h, 0)) and (0, 0,l) preserves p' but (O,O, 1) @cl (S) . 0
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