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Abstract
Matching methods are used to make units comparable on observed characteristics.
Full matching can be used to derive optimal matches. However, the method has only
been defined in the case of two treatment categories, it places unnecessary restrictions
on the matched groups, and existing implementations are computationally intractable
in large samples. As a result, the method has not been feasible in studies with large
samples or complex designs. We introduce a generalization of full matching that
inherits its optimality properties but allows the investigator to specify any desired
structure of the matched groups over any number of treatment conditions. We also
describe a new approximation algorithm to derive generalized full matchings. In the
worst case, the maximum within-group dissimilarity produced by the algorithm is no
worse than four times the optimal solution, but it typically performs close to on par
with existing optimal algorithms when they exist. Despite its performance, the algo-
rithm is fast and uses little memory: it terminates, on average, in linearithmic time
using linear space. This enables investigators to derive well-performing matchings
within minutes even in complex studies with samples of several million units.
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1 Introduction
When treatment assignment is beyond the control of an investigator, direct comparisons
between treatment groups will, with few exceptions, be misleading. Non-randomized as-
signment processes tend to favor certain types of units. Comparisons between treatment
groups will, therefore, not only capture the causal effect of the treatments under study, but
also systematic differences between the groups that existed before treatment was assigned.
The analysis is confounded.
Under the assumption that we observe to all variables that confound the comparison,
we can correct for the biases by equalizing, in expectation, the distributions of confounders
between the treatment groups. A straightforward way to do the adjustment is matching.
The method forms matched groups of similar units and weights the units proportionally
to the relative prevalence of the treatment conditions within the groups. The reweighted
treatment groups will have similar covariate distributions.
The construction of the matching mainly involves two considerations. First, we want
to make the matched groups as homogeneous as possible. This will make the comparisons
across treatment conditions, within matched groups, unconfounded under the assumption
that all confounders have been observed. Second, we want to use the information in the
sample as effectively as possible. Everything else equal, more variation in the weights
implied by the matching leads to a higher variance of our estimator. In order to reduce
the variation, we want to discard as few units as possible (i.e., to maximize the number of
units assigned to groups). We also want to avoid that the groups differ too much in their
composition.
The overall performance of our estimator depends both on the treatment group balance
and the weight variation. The two considerations are, however, often conflicting, and it
can be computational challenging to derive optimal solutions. It is common that investiga-
tors simplify the matching problem by imposing superfluous constraints and use heuristic
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algorithms, both of which may produce matchings that perform poorly.
In this paper, we contribute to the matching literature in two ways. First, we intro-
duce a generalization of full matching. Full matching is a flexible matching method that
is optimal for a large set of common cases (Rosenbaum 1991, Hansen 2004). In particular,
among all matching methods that do not leave units unassigned, full matching has the least
within-group heterogeneity. The method is, however, restricted to studies with two treat-
ment conditions where the investigator requires no more than one unit of each treatment
condition in the matched groups. Subsequently, full matching cannot be used with more
complex designs, and investigators are forced to resort to suboptimal solutions in these
situations. Two such designs are studies with more than two treatment conditions and
when we require the matched groups to contain more than two units (e.g., for estimation
of variances or heterogeneous effects). The method we introduce, generalized full matching,
allows for complex designs with multiple treatments and arbitrary size restrictions.
Second, we present an efficient algorithm that can be used to derive near-optimal gen-
eralized full matchings. The algorithm is intended to complement existing matching algo-
rithms. In particular, the most widely used algorithm for deriving full matchings (Hansen
& Klopfer 2006) derives optimal solutions, but it is restricted to the traditional formulation
and cannot be used to derive the generalized full matchings that a more complex design re-
quires. Furthermore, due to computational constraints, the algorithm by Hansen & Klopfer
cannot be used with large samples. Our algorithm solves both of these issues; it derives
well-performing generalized full matchings and does so quickly even in large samples. We
prove that the produced matchings are guaranteed to be within a constant factor of the
optimal solutions and that the algorithm terminates in linearithmic time on average. This
makes full matching possible in the cases where it previously was infeasible.
Simulations show that the algorithm typically performs close to on par with the optimal
full matching algorithm in cases where the optimal algorithm can be use. Our algorithm
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is, however, several orders of magnitude faster than the existing solutions; a sample with
one million units can be matched within a few seconds on an ordinary laptop computer.
2 The matching problem
We should suspect that systematic differences exist between treatment groups when as-
signment is not randomized. If we, for example, are interested in the effect of aspirin on
headaches, we face the problem that people with more severe headaches are more likely to
take aspirin; aspirin-takers and non-takers differ in more dimensions than just their drug
consumption.
Matching methods make treatment groups comparable by down-weighting, implicitly
or explicitly, units that have a treatment assignment that is overrepresented given their
characteristics. That is, units assigned to a treatment condition that is uncommon locally
in the covariate space are given a larger weight than units with a common condition. In
our example, people with severe headaches who still do not take aspirin—an uncommon
type—will be given large weights, while aspirin-takers with severe headaches are given
smaller weights due to their commonness. If the weighting is successful, the distribution
of initial headache severity will be close to identical between the re-weighted aspirin-takers
and non-takers, and any remaining difference can be attributed to the difference in drug
consumption.
We might be able to perfectly equalize the covariate distribution between the treatment
groups when the confounders are few and coarse. That is, we can construct an exact match-
ing. This is achieved by stratifying the sample based on the confounders so that all units
within a matched group are identical. In more realistic settings—with high dimensional
confounders—exact matchings are not feasible. Whenever a sample consists of units with
a unique set of characteristics (e.g., when we have continuous covariates), some strata will
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contain only a single unit, and we cannot perfectly balance the treatment groups. We could
discard the unique units and focus only on those that have identical matches. However,
that practice often results in an empty sample as it is common that all units are unique.
Even if exact matches exist, the effect among the units not discarded might not be the
same as the effect of interest. Generally, a more attractive solution is to accept less than
perfect matchings, an approximate matching.
2.1 Approximate matching methods
Exact and approximate matchings are similar in that they both partition a sample into
matched groups. The requirement that all units in a group are identical is, however, relaxed
with approximate matching. We still strive to make the groups as similar as possible,
but we accept less than perfect groups. By allowing heterogeneity, there is no longer
an unambiguous grouping of the units; the matching problem becomes an optimization
problem. Given some constraints on the structure on the matched groups (e.g., that each
group must contain one unit of each treatment condition), we try to find the best matching
among a set of admissible partitions with respect to some measure of quality. Approximate
matching methods differ mainly along three dimensions: (1) the choice of objective function:
how we measure the quality of matches; (2) the imposed constraints: what type of matching
structures we are looking for; and (3) the algorithm we use to derive the matching.
Match quality—the objective of the optimization—is typically assessed through pairwise
distances between units. For any two units in the sample, we use a metric to assign a
distance to the pair indicating how similar they are, where a greater distance indicates
less similarity. If a matched group contains units at close distances to each other, the
group is considered to be of high quality. Common choices of such measures are the
absolute difference between propensity scores (Rosenbaum & Rubin 1983) and Euclidean
and Mahalanobis distances on the covariate space (Cochran & Rubin 1973). A measure
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of the overall quality is achieved by aggregating within-group distances. Examples of such
aggregation functions are the maximum, sum or average distance. In this paper, we are
agnostic to the choice of dissimilarity measure: any metric can be used. However, as
detailed below, we focus on the case where within-group distances are aggregated by their
maximum.
Most studies require some structure on the matched groups. For example, we often esti-
mate the treatment effects by calculating differences in mean outcomes between treatment
conditions within matched groups. This requires that each treatment condition is repre-
sented in each group. The matching constraints are also important because they implicitly
resolve the bias-variance trade-off that is inherent to matching methods. In particular, in
order to equalize the covariate distributions between the treatment conditions, we want to
form groups with units that are very similar. However, taken to its extreme (i.e., without
any structural constraints), this approach leads to skewed weights or even that large parts
of the sample are discarded from the analysis. While the very point of matching is to
re-weight the sample, too much weight variation will lead to inefficient use of the available
information. In other words, allowing the weights to vary greatly could reduce the bias, but
it could also lead to an increased variance. For the remainder of this section, we will focus
on how the most common matching methods resolve this trade-off through the constraints
they impose.
The archetypical matching method is nearest neighbor matching without replacement
(also called 1:1-matching). This method requires that each matched group contains exactly
one treated unit and exactly one control unit. Units without matches are discarded. The
groups can be formed optimally or heuristically. The former performs better than the
latter, but in most cases the difference is not noteworthy compared to the effect of the
matching constraints. An illustration of the method is shown in Panel A in Figure 1.
While 1:1-matching without replacement typically yields fairly high-quality matches,
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X1
X2
Panel A: Nearest neighbor matching without replacement
X1
X2
Panel B: Nearest neighbor matching with replacement
X1
X2
Panel C: 1:2 matching without replacement
X1
X2
Panel D: Full matching
Figure 1: Illustration of different matching methods. The sample consists of 12 units belonging to either of two treatment
conditions. We observe two covariates, X1 and X2, for each unit. The units are presented as circles in the covariate plane.
The color of the circles indicates the units’ treatment assignment. Edges indicate matched groups, and crossed out circles
indicate discarded units. Well-performing matchings avoid discarded units and long edges (as they correspond to matches
between dissimilar units).
the match structure entails two disadvantages. First, as matches cannot be reused, good
matches will often run out in sparsely populated regions of the covariate space. This can be
seen in the right cluster in in Panel A where there are two treated units but only a single
control. As the constraints only allow one of the treated units to be matched with the
control, the other unit is forced to seek a match in the left cluster—a match of low quality.
Second, if there are several potential matches with about the same quality, 1:1-matching
will only use one of them. As a consequence, large parts of the sample will potentially be
discarded. This problem can also be seen in Panel A. In the left cluster, where controls are
abundant, more than half of them are discarded as there are not enough treated units to
match with.
Both problems have simple solutions. Unfortunately, each solution exacerbates the
problem it does not solve. In particular, to improve match quality we can use nearest
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neighbor matching with replacement. This method does not require the matched groups
consist of exactly one treated and one control. Instead, several treated units can be matched
to the same control (i.e., it only requires that each group consists of exactly one control).
The method is illustrated in Panel B in Figure 1. As we see, matches in the sparser right
cluster are of much higher quality. Unlike the previous method, both the treated units are
allowed to be matched with the single control unit, and we avoid the low-quality match.
However, looking at the left cluster, we see that even more controls are discarded. It turns
out that a single control unit is a very good match for both of the treated units. All the
other controls in the left cluster will, thus, be left without a match and are discarded.
While matching with replacement typically leads to superior match quality, it does so by
discarding many potentially useful matches.
We can use 1:k-matching to reduce the number of discarded units and thereby resolve
the second problem. Instead of requiring that each treated unit is matched with one
control unit, this method requires that the unit is matched with k controls. The constraint
increases the demand for matches, and fewer units will be unmatched as a result. In densely
populated regions, this leads to a more efficient use of the information because fewer units
are discarded. However, in sparse regions, there is typically already a shortage of good
matches. Requiring additional matches will exacerbate this shortage, and match quality
will suffer. In fact, match quality decreases with k, and at the extreme where no units
are discarded, 1:k-matching performs no better than the unadjusted sample. This effect is
illustrated in Panel C in Figure 1. Here, we require that each treated unit is matched to two
controls; we, thereby, ensure that no controls are discarded from the analysis. However, as
a consequence, the treated units in the right cluster must seek even more matches in the
left cluster.
The ideal would be to combine the desirable properties from both of these methods.
Full matching (Rosenbaum 1991, Hansen 2004) does exactly this. It adapts the matching
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structure to the data at hand. That is, it works like matching with replacement in sparse
regions of the covariate space and like 1:k-matching in denser regions. In particular, full
matching imposes three constraints. First, all units must be assigned to a matched group:
we do not discard units. Second, all groups must contain at least one unit of both treatment
conditions. Finally, each matched group must contain exactly one treated (i.e., similar to
1:k-matching) or exactly one control unit (i.e., similar to matching with replacement).
This set of constraints admit flexibility in the composition of the matched groups, which
allows the matching to include all units without sacrificing match quality. In fact, among
matchings that do not discard units, full matching will yield the best match quality for all
common objective functions (Rosenbaum 1991). Panel D in Figure 1 illustrates how the
sample in our example would be matched using the method. We see that the two treated
units in the left cluster divide the controls between them so that all units belong to a
matched group—similar to 1:k-matching in that subsample. In the right cluster, however,
the two treated units share the single close-by control, i.e., the matching we would expect
from matching with replacement in this subsample.
The traditional formulation of full matching requires a very particular design. It can
only be used with studies that have two treatment conditions, where the investigator accepts
matched groups with only two units. While most observational studies conform to this
design, many do not. In a more complex setting—for example, when there are several
treatment conditions or when larger groups are needed for heterogeneous treatment effect
analysis or variance estimation—the traditional formulation is unsatisfactory. Currently,
such studies must use cruder matching methods which might introduce bias and increase
variance. As rigorously introduced in the next section, we introduce a generalization of
traditional full matching that can be used in these more complicated settings.
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3 Generalized full matching
Consider a sample, U, consisting of n units indexed by 1, 2, · · · , n. Before the study,
nature has assigned the units to one of k treatment conditions indexed by 1, 2, · · · , k. Let
Wi denote the condition that unit i is assigned to. We construct a set for each condition,
w1,w2, · · · ,wk, collecting the units assigned to the corresponding treatment:
wj = {i ∈ U : Wi = j}.
A matched group, m, is a non-empty set of unit indices. A matching, M, is a set of
disjoint matched groups: M = {m1,m2, · · · }. We note that the term “matching” has a
different meaning in the computer science literature, where it typically is used to refer to
an independent edge set in a graph. We will follow the causal inference literature and use
term as defined here.
A matching problem is defined by a set of constraints and an objective function. The
constraints describe a collection of admissible matchings, M, and the objective function
maps from the admissible matchings to a real-valued measure of match quality: L :M→ R.
Definition 1. An optimal matching M∗ is an admissible matching that minimizes the
matching objective:
L(M∗) = min
M∈M
L(M).
Generalized full matching imposes the constraint that each unit is assigned to exactly
one group. The investigator can also impose constraints on the structure of the matched
groups. In particular, for each treatment condition i, one can require that each matched
group contains at least ci units assigned to the corresponding condition. One can also
require that each group contains at least t units in total (irrespectively of treatment as-
signment).
Definition 2. An admissible generalized full matching for constraints C = (c1, · · · , ck, t) is
a matching M that satisfies:
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1. (Spanning)
⋃
m∈M m = U,
2. (Disjoint) ∀m,m′ ∈M,m 6= m′ ⇒m ∩m′ = ∅,
3. (Treatment constraints) ∀m ∈M,∀i ∈ {1, · · · , k}, |m ∩wi| ≥ ci,
4. (Overall constraint) ∀m ∈M, |m| ≥ t.
Let MC collect all admissible generalized full matchings for constraints C.
When we restrict the matching constraints so to require only one unit of each treatment
condition in the matched groups, we recover the traditional full matching definition for
studies with an arbitrary number of treatment conditions.
Definition 3. A traditional full matching in a study with k treatment conditions is a
generalized full matching with the matching constraints C = (1, 1, · · · , 1, k).
As an example, consider a study with three treatment conditions. The constraint C =
(2, 2, 4, 10) would restrict the admissible matchings to those where each matched group
contains two units of the first and second treatment conditions, four units of the third
condition and ten units in total.
Our definition of full matching differs from the original definition in Rosenbaum (1991).
In particular, as detailed in Section 2.1, for studies with two treatment conditions (k = 2),
the conventional definition requires, in addition the conditions in Definition 2, that we
impose the matching constraints C = (1, 1, 2) and that each matched group contains exactly
one treated unit or exactly one control unit:
∀m ∈M, |m ∩w1| = 1 ∨ |m ∩w2| = 1.
This convention prevents us from using the method in a general setting. Our generalization
builds on an implication of Proposition 1 in Rosenbaum (1991). The proposition shows
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that when k = 2, the optimal generalized full matching with constraints C = (1, 1, 2)
is by necessity a full matching according to the original definition. As a result, we can
disregard the additional conditions imposed by Rosenbaum (1991) and equivalently define
full matchings as the optimal solution to the broader class of matching problems given by
Definition 2. This arrangement is readily generalizable to more complex settings, and it is
the one we present above.
3.1 Near-optimal matchings
As the number of units in a matching problem grows large, it may become intractable
to derive optimal solutions. In fact, generalized full matching is an NP-hard problem
(Higgins et al. 2017). However, as we will see in the next section, the matching problem
becomes tractable if we allow for approximately optimal generalized full matchings. That
is, matchings that are guaranteed to be within some factor of the optimal solution.
Definition 4. An α-approximate matching M† is an admissible matching that is within a
factor of α of an optimal matching:
L(M†) ≤ min
M∈M
αL(M).
4 A generalized full matching algorithm
We introduce a computationally efficient algorithm that constructs near-optimal general-
ized full matchings. In particular, it produces a 4-approximate generalized full matching
in linearithmic time on average. The algorithm is an extension of the blocking algorithm
described in Higgins et al. (2016). Blocking is an experimental design where similar units
are grouped together into blocks and treatment is assigned within the blocks. Matching
and blocking are similar in that they try to balance covariate distributions. However, be-
cause treatment has not yet assigned in blocking problems, such algorithms only need to
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consider overall size constraints. To solve matching problems, we must be able to impose
more detailed structural constraints.
4.1 Matching objective
Consistent with the existing matching literature, we will restrict our focus to objective
functions based on summaries of pairwise distances between units. Let d : U ×U → R+
be a distance metric capturing similarity between any pair of units, where lower values
indicate greater similarity. A distance metric is any function that satisfies:
1. (Non-negativity) ∀i, j ∈ U, d(i, j) ≥ 0,
2. (Self-similarity) ∀i ∈ U, d(i, i) = 0,
3. (Symmetry) ∀i, j ∈ U, d(i, j) = d(j, i),
4. (Triangle inequality) ∀i, j, ` ∈ U, d(i, j) ≤ d(i, `) + d(`, j).
All commonly-used similarity measures, such as absolute differences between propensity
scores and Euclidean or Mahalanobis distances on pretreatment covariates, satisfy these
conditions.
The objective function used in traditional full matching is either a weighted mean of
within-group distances between treated and control units (Rosenbaum 1991) or the sum
of such distances (Hansen 2004). We will depart from this tradition in two ways. First,
we will focus on the maximum within-group distance, a bottleneck objective function. The
main motivation for this shift is that the bottleneck objective facilitates the computa-
tionally efficient algorithm we present below. However, while we only prove approximate
optimality with respect to the maximum distance, we expect that the algorithm performs
well also on the mean distance. Apart from computational considerations, minimizing the
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maximum distance has the advantage of avoiding devastatingly poor matches that might
be undetected by, for example, the mean distance.
The second departure is that we consider all within-group distances, not only those be-
tween units assigned to different treatment conditions as in the existing literature. In the
traditional full matching setting, there is little difference between the two objectives. How-
ever, with more treatment conditions and larger matched groups, the traditional objective
risks ignoring important within-group distances. To maintain consistency with the previous
literature, we will also investigate the bottleneck objective that only includes within-group
distances between units assigned to different conditions. We show that when using tradi-
tional full matching constraints, our algorithm provides the same optimality guarantees for
both aggregation functions. In symbols, the objectives we consider are:
LMax(M) = max
m∈M
max{d(i, j) : i, j ∈m}, (1)
LMaxtc (M) = max
m∈M
max{d(i, j) : i, j ∈m ∧Wi 6= Wj}. (2)
4.2 Preliminaries
The description of the algorithm and the proofs of its properties rely heavily on graph
theory. The most central concepts are defined in this section. Refer to the supplementary
materials for a brief overview of additional concepts and terminology.
Definition 5. A closed neighborhood of vertex i in digraph G = (V,E) is a subset of
vertices N[i] ⊂ V consisting of i itself and all vertices j ∈ V with an arc from i to j:
N[i] = {j ∈ V : (i, j) ∈ E} ∪ {i}. (3)
Definition 6. An IJ-digraph, denoted G(I → J), is a graph G = (I ∪ J, EIJ) with arcs
drawn from all vertices in I to all vertices in J. That is:
EIJ = {(i, j) : i ∈ I ∧ j ∈ J},
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Self-loops (i.e., arcs from i to i) are drawn for all vertices i ∈ I ∩ J.
Definition 7. A κ-nearest neighbor digraph of G = (V,E) is a spanning subgraph of G
where an arc (i, j) ∈ E is in the nearest neighbor digraph if j is one of the κ closest vertices
to i according to d(i, j) among all its outward-pointing arcs. That is, for each i ∈ V , sort
(i, j) ∈ E by d(i, j) and keep the κ smallest items. If ties exist, give priority to self-loops
and otherwise resolve them arbitrarily. We denote κ-nearest neighbor graphs as NN(κ,G).
4.3 The algorithm
The following steps describe how a matching is constructed given a sample U, matching
constraints C = (c1, · · · , ck, t) and distance metric d(i, j). Figure 2 provides an illustration.
1. For each treatment condition j ∈ {1, 2, · · · , k}, construct the cj-nearest neighbor
digraph of the Uwj-digraph. Construct the union of these graphs:
Gw = NN(c1, G(U→ w1)) ∪ · · · ∪ NN(ck, G(U→ wk)).
2. Let r = t − c1 − · · · − ck be the number of units needed to satisfy the overall size
constraint in excess of the treatment-specific constraints. Construct digraph Gr by
drawing an arc from i to each of its r nearest neighbors (of any treatment status)
given that this arc does not exist in Gw:
Gr = NN(r,G(U→ U)−Gw),
where G(U → U) is the complete digraph over U and the graph difference G(U →
U)−Gw removes all arcs in G(U→ U) that exist in Gw.
We refer to the union GC = Gw ∪Gr as the C-compatible nearest neighbor digraph.
3. Find a set of vertices S ⊂ U, referred to as seeds, so that their closed neighborhoods
in GC are non-overlapping and adding any additional vertex to S would create some
overlap. That is, S has the following two properties with respect to GC:
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• (Independence) ∀i, j ∈ S,N[i] ∩ N[j] = ∅.
• (Maximality) ∀j 6∈ S,∃i ∈ S,N[i] ∩ N[j] 6= ∅.
4. Assign a label to each seed. Assign the same label to all vertices in the seed’s neigh-
borhood in GC. We refer to vertices that are labeled in this step as labeled vertices.
5. For each vertex i without a label, find its closed neighborhood N [i] in GC and assign
it the same label as one of the labeled vertices in the neighborhood.
When the algorithm terminates, each vertex has been assigned a label. Vertices that share
the same label form a matched group. The collection of labels thus forms a matching. Let
Malg denote this matching.
4.4 Properties
The algorithm and the matching it constructs have two important properties. First, Malg
is an admissible generalized full matching, and the maximum within-group distance in
the matching is guaranteed to be less or equal to four times the maximum within-group
distance in an optimal matching. In other words, Malg is a 4-approximate generalized full
matching. Second, the algorithm terminates quickly. In this section, we discuss the two
properties in detail. Formal proofs are presented in the supplementary materials.
4.4.1 Optimality
Approximate optimality follows from two properties of the C-compatible nearest neighbor
digraph, as shown by the following two lemmas.
Lemma 8. The closed neighborhood of each vertex in the C-compatible nearest neighbor
digraph satisfies the matching constraints C = (c1, · · · , ck, t):
∀i ∈ V, ∀j ∈ {1, · · · , k}, |N[i] ∩wj| ≥ cj, and ∀i ∈ V, |N[i]| ≥ t. (4)
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Lemma 9. The distance between any two vertices connected by an arc in the C-compatible
nearest neighbor digraph, GC = (V,EC), is less or equal to the maximum within-group
distance in an optimal matching:
∀(i, j) ∈ EC, d(i, j) ≤ min
M∈MC
LMax(M). (5)
Lemma 8 states that the C-compatible nearest neighbor digraph encodes the matching
constraints in the units’ neighborhoods in GC. Admissibility of Malg follows from that each
matched group is a superset of a closed neighborhood. Since each neighborhood satisfy the
matching constraints, so will each group.
Lemma 9 provides a connection between the arc weights in the C-compatible nearest
neighbor digraph and the maximum distance in the optimal solution. This follows from that
a digraph compatible with C (in the sense that it satisfies Lemma 8) can be constructed as
a subgraph of the cluster graph induced by an optimal matching. A C-compatible digraph
constructed in this way satisfies the property in Lemma 9 as we would not add any arcs not
already in the optimal matching. As we show in the supplementary materials, GC is the
smallest digraph compatible with C. Consequently, the distances in GC must be bounded
in the same way as in the subgraph induced by an optimal matching, and Lemma 9 holds.
Approximate optimality follows from that the triangle inequality of distance metrics.
In particular, as shown in supplementary materials, two units in the same matched group
is at most at a geodesic distance of four arcs in the C-compatible nearest neighbor digraph.
By the triangle inequality property, the worst case is when the five vertices connected by
the arcs are lined up on a straight line in the metric space. In that case, the distance
between the two end vertices is the sum of the distances of the intermediate arcs. Lemma 9
provides a bound for the intermediate arc distances and, thus, a bound for all within-group
distances.
Theorem 10. Malg is a 4-approximate generalized full matching with respect to the match-
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ing constraint C = (c1, · · · , ck, t) and matching objective LMax:
Malg ∈MC, and LMax(Malg) ≤ min
M∈MC
4LMax(M). (6)
A similar strategy can be used to bound the LMaxtc objective for the matching produced
by the algorithm. In particular, for traditional full matching problems (see Definition 3),
Lemma 9 holds also for the bottleneck function for distances between treated and controls.
Theorem 11. For matching constraints C = (1, · · · , 1, k), Malg is a 4-approximate tradi-
tional full matching with respect to matching objective LMaxtc :
Malg ∈MC, and LMaxtc (Malg) ≤ min
M∈MC
4LMaxtc (M). (7)
4.4.2 Complexity
We assume that the number of treatment conditions (k) and the matching constraints are
fixed in the following theorem. The time complexity is still polynomial if we let the number
of treatment conditions and the matching constraints grow proportionally with n. However,
as this rarely is the case in observational studies, we opt for the current set-up in order to
simplify the derivations.
Theorem 12. In the worst case, the generalized full matching algorithm terminates in
polynomial time using linear memory.
The algorithm can be divided into two parts. The first and more intricate part is
the construction of the C-compatible nearest neighbor digraph (i.e., the first two steps).
This part essentially acts as a preprocessing step of the remainder of the algorithm. The
idea is that GC encodes sufficient information about the sample to ensure approximate
optimality, but that it is sparse enough to ensure quick execution. Once GC is constructed,
the remaining steps are completed in linear time.
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As discussed in the proof of Theorem 12 in the supplementary materials, the C-compatible
nearest neighbor digraph can be constructed by n(k+ 1) calls to a nearest neighbor search
function. For an arbitrary metric, each such call has a time complexity of O(n log n) and a
space complexity of O(n) (see, e.g., Knuth 1998). When k is fixed, it follows that the overall
worst-case time complexity is O(n2 log n). This is, thus, the complexity of the algorithm.
Specialized nearest neighbor search algorithms exist for the most commonly-used dis-
tance metrics. For example, when the metric is the Euclidean or Mahalanobis distance in
the covariate space or absolute difference in propensity scores, large improvements can be
expected by storing the data points in a kd-tree (Friedman et al. 1977). Given that the
covariate distribution is not too skewed, each search can then be completed in O(log n) time
on average. Using this approach, the overall average time complexity would be reduced to
O(n log n). However, these data structures do not scale well with the dimensionality of the
metric space. Feasible approaches in such cases include reducing the dimensionality prior
to matching (e.g., by matching on estimated propensity scores, Rosenbaum & Rubin 1983),
repeated matching in random low-dimensional projections of the covariate space (Li et al.
2016) and using approximate nearest neighbor search algorithms (Arya et al. 1998).
4.5 Extensions
The algorithm admits several extensions and refinements. First, the set of seeds derived in
the third step of the algorithm is not unique. The properties discussed above hold for any
set of seeds, but, heuristically, the performance of the matching depends on the units we
pick. A valid set of seeds are equivalent to a maximal independent vertex set in the graph
described by the adjacency matrix AA′ + A + A′ where A is the adjacency matrix of GC.
We expect improvements if a larger maximal independent set is used as seeds.
Second, in the fifth step of the algorithm, unassigned vertices are assigned to groups
based on the C-compatible nearest neighbor digraph. However, as all matching constraints
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have already been fulfilled in the fourth step, the restrictions encoded in GC are no longer
necessary. By restricting the matches to arcs in GC, we might miss matched groups that
are closer to the unassigned units. We could improve quality by searching for the closest
labeled vertex among all vertices.
Third, it is sometime beneficial to relax the restriction that all units must be assigned
to a group. For example, if some regions of the covariate space is sparse with respect to a
treatment condition, we could be forced to construct very dissimilar groups in order to avoid
discarding units. A common way to avoid this is to apply a caliper. That is, we restrict the
maximum allowable distance within any matched group to some value. Units that cannot
be assigned a group without violating the caliper is discarded. In our algorithm, such a
caliper can be imposed in the construction of the GC. In particular, by restricting the length
of the arcs in GC, we implicitly restrict the maximum allowable distance in the resulting
matching. If the second refinement is implemented, we can impose a caliper (perhaps of
different magnitude) also when assigning units in the fifth step of the algorithm.
Fourth, we are occasionally interested in estimating treatment effects only for some
subpopulation. For example, it is common to estimate the average treatment effect only
for treated units (att). To estimate such an effect, we only need that units from the
subpopulation of interest are assigned to matched groups; other units can be left unassigned.
In most cases, it is still beneficial to assign all units to groups as we then exploit all
information in the sample. However, if there are sparse regions in the covariate space, this
procedure might lead to poor match quality. The algorithm allows us to focus the matching
to a certain set of units. In particular, in the first two steps, by substituting U with some
set S, we ensure that all units in S are assigned to matched groups. Units not in S are
only assigned to groups insofar as they are needed to satisfy the matching constraints.
The unassigned units might later be assigned to groups in the fifth step (preferably with a
caliper to avoid affecting match quality).
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5 Simulation study
We present the results from a small simulation study of the performance of an implementa-
tion of the presented algorithm compared to implementations of commonly used matching
methods. In particular, we investigate the algorithm with and without the first two refine-
ments discussed in section 4.5, and compare it with 1:1-matching, 1:1-matching with re-
placement, 1:2-matching and traditional full matching. For 1:1-matching and 1:2-matching
we include both an implementation that derive optimal solutions and a greedy implemen-
tation. The traditional and generalized full matching methods use the same matching
constraints, namely at least one treated and control unit in each group.
We focus on a simple setting where each unit has two covariates distributed uniformly
on a plane:
X1i, X2i ∼ U(−1, 1). (8)
The units are randomly assigned to one of two treatment conditions, Wi ∈ {0, 1}, based on
a logistic propensity score that maps from the covariates to treatment probabilities:
Pr(Wi = 1|X1i, X2i) = logistic
[
(X1i + 1)
2 + (X2i + 1)
2 − 5
2
]
. (9)
Units with higher covariate values are thus more likely to be treated. The treatment
probability ranges from 7.6% at (−1,−1) to 81.8% at (1,1). The unconditional treatment
probability is 26.5%. The outcome is given by:
Yi = (X1i − 1)2 + (X2i − 1)2 + ε, (10)
where ε is standard normal. The outcome does not depend on treatment; the treatment
effect is constant at zero.
We use a version of the estimator discussed by Abadie & Imbens (2006) and Imbens
& Rubin (2015) to estimate the average treatment effect for the subpopulation of treated
units (att). We derive the mean outcome difference between treated and control units
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within each matched group and then average the differences over all groups weighted by
the number of treated units:
τ̂att(M) =
∑
m∈M
|w1 ∩m|
|w1|
[∑
i∈mWiYi
|w1 ∩m| −
∑
i∈m(1−Wi)Yi
|w0 ∩m|
]
. (11)
Other approaches to estimation are discussed by Stuart (2010). In particular, matching
facilitates permutation-based inference which many investigators find useful (Rosenbaum
2002, 2010).
The Savio cluster at UC Berkeley was used to run the simulations using version 3.3.2
of R (R Core Team 2016). Each simulation round was assigned a single cpu core, largely
reflecting the performance of a modern computer. To derive generalized full matchings, we
used a development version of the scclust R package. Optimal 1:1-matchings, optimal 1:2-
matchings and traditional full matchings were derived using version 0.9-7 of the optmatch
R package (Hansen & Klopfer 2006). Finally, we used version 4.9-2 of the Matching R
package (Sekhon 2011) to derive greedy matchings and matchings with replacement. We
used the Euclidean distances on the covariate plane as similarity measure in all cases.
The scclust package uses the maximum within-group distance as its objective function,
as discussed above. The Matching and optmatch packages use the sum of within-group
distances between treated and control units as objective. All functionality beside the
matching functions (e.g., estimators) were implemented independently and are common
for all matching methods.
5.1 Run time and memory
We matched 1,000 randomly generated samples with each matching method for sample
sizes ranging from 100 units to 100 million units. Figure 3 presents the computational
resources used by each implementation as a function of sample size (see Table 6 in the
supplementary materials for more details). Average runtimes are presented in the first
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three panels, and memory usage is presented in the subsequent three panels. The results
are split into several panels with different scales due to the large differences in performance.
Panels A and D present results for samples with up to 50,000 units. For small sample
sizes, all implementations perform well. However, as the sample grows, the optmatch
package struggles both with respect to runtime and memory. Already with 10,000 units,
optimal 1:1-matching takes more than 25 minutes to terminate on average, and with sample
sizes over 40,000 units, the package allocates more than 40 gigabytes of memory. The
implementations in optmatch are the only ones that derives optimal solutions, but this
comes at a large computational cost; the other packages terminate close to instantly with
negligible memory use for these sample sizes.1
Results for samples with up to 500,000 units are presented in Panels B and E. Imple-
mentations from the scclust package still terminates virtually instantly with negligible
memory use. The Matching package terminates quickly for samples with less than 200,000
units, but its runtime increases after that. More than 30 minutes are required for samples
larger than about 300,000 units. Memory use is, however, still negligible. The generalized
full matching algorithm uses a version of matching with replacement as a subroutine in
its first two steps. Subsequently, it is possible to construct an implementation of match-
ing with replacement with strictly lower computational requirements than generalized full
matching. The Matching package implements additional functionality beyond the stan-
dard formulation studied here, which explains why its implementation is slower. Matching
without replacement is, however, not necessarily faster than our algorithm since the search
index needs to be updated after each match in that case.
1The optmatch package translates matching problems into network flow problems. This admits optimal
solutions to 1:1-, 1:k- and full matching problems using a single algorithm. However, in the 1:1-matching
case, the matching problem is a minimum cost independent edge set problem. We expect a sizable decrease
in runtime with an implementation specifically targeted to derive 1:1-matchings using, e.g., the Hungarian
algorithm (Kuhn 1955). To the best of our knowledge, no such implementation exists for R.
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Finally, Panels C and F present samples with up to 100 million units. Both implemen-
tations of the generalized full matching algorithm terminate quickly for sample sizes less
than 20 million units. With a sample of 100 million units, the implementation without re-
finements terminates within 15 minutes on average, while the version with refinements adds
about 5 minutes to the runtime. Memory use increases at a slow, linear rate. At 20 million
units, it uses about 4 gigabytes of memory on average. At 100 million units, it requires
slightly more than 17 gigabytes. With the scclust package, an ordinary laptop computer
is able to derive generalized full matchings for samples up to about 20 million units. It
should be feasible to match samples up to 100 million units on a modern workstation.
5.2 Match quality
To investigate the quality of the matchings produced by the implementations, we matched
10,000 randomly generated samples containing 1,000 and 10,000 units. The results differ
little with the sample size, so we will focus on the samples with 10,000 units here. Please
see the supplementary materials for results for samples with 1,000 units.
5.2.1 Distances
We investigate five different functions aggregating within-group distances:
LMax(M) = max
m∈M
max{d(i, j) : i, j ∈m},
LMaxtc (M) = max
m∈M
max{d(i, j) : i, j ∈m ∧Wi 6= Wj},
LMean(M) =
∑
m∈M
|w1 ∩m|
|w1| mean{d(i, j) : i, j ∈m ∧ i 6= j},
LMeantc (M) =
∑
m∈M
|w1 ∩m|
|w1| mean{d(i, j) : i, j ∈m ∧Wi 6= Wj},
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LSumtc (M) =
∑
m∈M
∑
{d(i, j) : i, j ∈m ∧Wi 6= Wj}.
LMax is the maximum within-group distance between any two units, and LMaxtc is the
maximum distance between treated and control units. They are the objectives discussed
in Section 4.1 and are the ones used by the scclust package. LMeantc is the average within-
group distance between treated and control units weighted by the number treated units in
the groups. It is the objective function discussed by Rosenbaum (1991) when he introduced
full matching. As Rosenbaum notes, this objective is neutral in the sense that the size of the
matched groups matters only insofar as it affects the within-group distances. To contrast
with LMax, we include LMean: a version of the mean distance objective that also considers
within-group distances between units assigned to the same treatment condition.
Finally, LSumtc is the sum of within-group distances between treated and control units.
With the terminology of Rosenbaum (1991), this function favors small subclasses and is,
thus, not neutral. As a consequence, if we were to use LSumtc as our objective, we would
accept matchings with worse balance if the matched groups were sufficiently smaller. When
the matching structure is fixed (as with 1:1- and 1:k-matching without replacement), LSumtc
is proportional to LMeantc and, thus, identical for practical purposes. Both the optmatch
and Matching packages use the sum as their objective.
Panel A in Table 1 presents the distance measures for the different methods. As dis-
tances have no natural scale, we normalize the results by traditional full matching. We see
that 1:1-matching with replacement greatly outperforms the other methods, especially on
LSumtc which is its objective function. This is exactly what we expect from the discussion
in Section 2.1; when we allow matching with replacement, we can avoid bad matches by
discarding inconvenient units. The implementations of both traditional and generalized
full matching perform largely identically, with a slight advantage to optmatch on the LSumtc
measure. 1:1- and 1:2-matching without replacement performs considerably worse than the
other methods, in particular on the measures they do not use as their objective. Predic-
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tively, the optimal implementations produce shorter distances than the greedy versions,
but the differences are small.
Comparisons in aggregated distances between methods that impose different matching
constraints can be awkward, as the methods solve different types of matching problems.
For example, 1:2-matching will necessarily lead to larger distances than 1:1-matching, but
the former can be preferable if, for example, we are interested in att and control units
vastly outnumbers treated units. Comparisons between methods with identical matching
constraints are, however, always informative.
5.2.2 Group structure
Panel B in Table 1 presents measures of the group structure for the different matching
methods. The first measure is the average size of the matched groups. 1:1- and 1:2-
matching without replacement have a fixed group size of either two or three units. The
group size for matching with replacement depends on the sparseness of the control units.
Overlap is reasonably good with the current data generating process, and the average group
size increases with only 20% compared to matching without replacement. The full matching
methods lead to larger groups since they do not discard units. Given the unconditional
propensity score of 26.5%, the expected minimum group size among matchings that do
not discard units is 3.77 units, which is close to what the methods produce. The groups
are slightly smaller with traditional full matching. This is likely a result of both that
implementation’s optimality and its use of a non-neutral objective function (i.e., LSumtc ). In
the second column, we present the standard deviation of the group sizes. We see that the
full matching methods have considerably higher variation. This is a result of their ability
to adapt the matching to the distribution of units in the covariate space.
Next, we investigate the share of the sample that is discarded. For a given level of
balance, we want to drop as few units as possible. Predictably, 1:1-matching leads to that
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a sizable portion of the sample are left unassigned. This is especially the case when we
match with replacement. Fewer units are discarded with 1:2-matching, and by construction,
no units are discarded with the full matching methods.
The fourth column reports the standard deviation of the estimator weights implied by
the matching. As discussed in Section 2.1, weight variation is necessary to balance an
unbalanced sample. However, for a given level of balance, we want the weights to be as
uniform as possible. Since we are estimating att, the implied weights for treated units are
fixed at |w1|−1 for all methods. Weights for control do, however, vary. The implied weight
for control unit i assigned to matched group m is:
wghi =
|w1 ∩m|
|w1| × |w0 ∩m| , (12)
and zero if not assigned to a group. Examining the results, we see that the amount of vari-
ation is correlated with how well the methods are able to minimize distances. For example,
1:1-matching with replacement produces the shortest distances, but as a result, also the
most weight variation. The choice of method depends on how one resolves the trade-off
between weight variation and balance, which, in turn, depends on how strongly the covari-
ates are correlated with the outcome and treatment assignment. For this reason, the best
choice of matching method will differ depending on the data generating process. It appears,
however, that all full matching methods lead to matchings with substantially smaller dis-
tances than 1:1-matching without replacement with only slightly higher weight variation
(i.e., close to a Pareto improvement). Similarly, but less pronounced, the optmatch package
dominates the scclust package; the former produces about the same distances but with
less weight variation.
5.2.3 Covariate balance
The aim of matching is to equalize covariate distributions. Panel C presents the absolute
mean difference between the adjusted treatment groups on the first two moments of the
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covariates. The balance measure is weighted in the same way as the estimator, i.e., by the
number of treated units in each group. We include the results for the unadjusted sample
(i.e., when no matching is done). As with the distance measures in Panel A, we normalize
the results by traditional full matching since the scaling is arbitrary. How well the methods
balance the sample depends on the data generating process. If, for example, the propensity
score is constant, matching would only correct sampling variations and, thus, only lead to
minor improvements compared to the unadjusted sample. While we do not claim that the
current model is representative of observational studies in general, we expect the qualitative
conclusions to hold across settings.
The results largely follow the same pattern as for the distance measures. Matching with
replacement leads to be best balance with the full matching methods as a close second.
The other methods are more than an order of magnitude worse. They even result in worse
balance than no matching in some of the higher moments. This is largely an effect of that
those moments are fairly balanced already in the unadjusted sample, but the behavior is
still disconcerting. We note that generalized full matching without refinements leads to
better balance than the other full matching methods. We have not found an explanation
for this behavior and do not expect it to hold across settings.
5.2.4 Treatment effect estimator
We finally investigate the properties of the matching estimator. As with the balance mea-
sures, these results depend on the details of the data generating process. While the exact
results might not generalize, the qualitative conclusions should. The results are presented
in Panel D. The measures are, again, normalized by traditional full matching to ease inter-
pretation. The first column presents the bias of the methods. As expected, the unadjusted
sample has substantial bias. 1:1- and 1:2-matching without replacement reduces the bias
by about 95% and 60%. While this is a substantial improvement, it is still more than
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an order of magnitude greater than the bias for 1:1-matching with replacement and full
matching.
The second column reports the estimator’s standard error. The variance of the estimator
depends mainly on two factors. First, while matching is primarily used to adjust for sys-
tematic covariate differences between treatment group, it will also adjust for unsystematic
differences. Such chance-imbalances lead to increased estimator variance and can, thus, be
prevented with matching (compare with adjustment in randomized experiments). Second,
for a given level of balance, more weight variation (as investigated in Panel B) will lead to
more estimator variance as the information in the sample is used less effectively. The trade-
off between balance and weight variance is reflected in the standard errors. 1:k-matching
leads to the highest standard error even if it has the least weight variation; it does not
produce sufficient balance. On the opposite extreme, matching with replacement leads to
excellent balance but large weight variation. Subsequently, its standard error is 17% higher
than with full matching. Reflecting the increase in weight variations, the generalized full
matching leads to slightly larger standard errors than traditional full matching.
The final two columns investigate the root mean square error (rmse) of the estimator
and the bias’s share of the rmse. As the full matching methods lead to both low bias and
variance, they perform well on the rmse. Matching with replacement is 17% worse than
traditional full matching, but it is still considerably better than 1:1- and 1:2-matching. The
bias to rmse ratio shows how accurate our inferences will be. In particular, if the systematic
error (i.e., the bias) is a large part of the total error, variance estimators will not capture
the uncertainty of the estimation and our conclusions will be misleading. This measure
is scale-free and is, therefore, not normalized. As expected, the rmse consists almost
exclusively of bias in the unadjusted sample—any conclusions from such analyses are likely
very misleading. 1:1-matching and 1:2-matching result in only minor improvements. In
stark contrast, matching with replacement and full matching lead to large reductions in
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the ratio; the bias is only between 1% and 4% of the rmse. This ratio critically depends on
the dimensionality of the covariate space (Abadie & Imbens 2006), but we expect a similar
pattern to hold across settings.
6 Concluding remarks
Matching is an important tool for empirical researchers. It has, however, not always been
possible to use the method to its fullest potential. Algorithms with guaranteed optimality
properties have limited scope and require vast computational resources; they are rarely
useful when designs are complex or samples are large. Investigators have, therefore, been
forced to use inferior methods to construct their matchings, either by simplifying the prob-
lem by allowing for a less than ideal matching structures or by using ad hoc procedures
such as greedy matching.
In this paper, we have sought to remedy this situation. We have introduced a new
matching method—generalized full matching—that is applicable to a large number of com-
plex designs. As indicated by its name, the method generalizes the idea behind full match-
ing. Both methods admit great flexibility in the construction of the matching. The flex-
ibility allows for improved match quality without discarding large parts of the sample.
However, unlike traditional full matching, our method is not restricted to one particular
design; it can accommodate any number of treatment conditions and any size constraints
over those conditions. So far, studies with such designs were forced to solve several match-
ing problems and merge the resulting matchings in a post-processing step. Besides being
tiring and error-prone, the approach rarely maintains optimality even if the underlying
methods are optimal with respect to each separate matching problem. Generalized full
matching allows the investigator to construct a single matching that directly corresponds
to the desired design.
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We introduced an algorithm aimed to construct generalized full matchings. We proved
that it derives near-optimal solutions for any matching problem. In particular, the max-
imum dissimilarity between two units in a matched group is at most four times as large
as the maximum dissimilarity in the optimal matching. This bound is likely conservative.
We expect the typical performance to be much closer to optimal. For example, in our
simulation study, our algorithm performs almost on par with the optimal traditional full
matching algorithm.
The algorithm’s main strength is its frugal use of computational resources. As data
sets grow in size, so does the demand for computationally efficient methods to analyze
them. Sample sizes that were unheard of a few decades ago are now commonplace. While
vast amounts of data typically make our inferences more credible, it does not solve the
fundamental problem of causal inference (Holland 1986, Titiunik 2015). Confounding is
a pressing issue no matter the sample size. In fact, because standard errors are often
negligible when data is abundant, bias is an even more acute problem in large samples.
However, it is often an insurmountable computational problem to derive well-performing
matchings even in samples of rather modest sizes. The presented algorithm provides an
attractive alternative in these settings.
We want to stress that our algorithm should be used as a complement to existing
matching methods. There are settings where we would discourage its use. Unlike existing
algorithms based on network flows (see, e.g., Hansen & Klopfer 2006), the one presented
in this paper does not necessarily derive optimal solutions. For this reason, best practice
is still to use existing optimal algorithms when possible (i.e., when the design conforms
to the classic two-treatment setup and the sample is not too large). Furthermore, several
refinements to the traditional full matching algorithm have been developed since its con-
ception. Hansen (2004) shows, for example, how to impose bounds on the ratio between
the number of treated and control units within the matched groups. This limits the weight
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variation of the matching and allows the investigator to directly control the trade-off be-
tween balance and weight variation. When used with care, this can reduce the estimation
error considerably. While a similar effect can be achieved by adjusting the constraints in
a generalized full matching, it is a blunt solution without the same level of control as in
Hansen’s formulation.
Network flow algorithms can also be adapted to construct matching with fine balance
(Rosenbaum et al. 2007). That is, treatment groups with identical marginal distributions on
a set of covariates in settings where exact matches are not possible. Pimentel, Kelz, Silber
& Rosenbaum (2015) introduces a refinement of fine balancing where categorical covariates
can be prioritized so that matches are constructed in a hierarchical fashion; the method
ensures fine balance on covariates deemed more important before improving the balance in
the rest of the covariate distribution. The current implementation of our algorithm cannot
accommodate such global objectives. In another refinement, Pimentel, Yoon & Keele (2015)
devise a method to combine variable-ratio matching (as in full matching) with fine balance.
However, unlike both traditional and generalized full matching, their procedure requires
that the ratio between treated and controls is estimated through the propensity score in
a preprocessing step. While this retains much of the benefits of full matching, it is less
adaptive to the data and will run to similar issues as other matching methods with fixed
group sizes.
If the sample is small enough, it is sometimes feasible to use algorithms with an expo-
nential time complexity. In such cases, Zubizarreta (2012) provides a general framework
which admits great flexibility in both the constraints and objective of the matching. When
feasible, this approach gives the investigator the greatest control of the matching problem
which, when used with care, will allow for superior performance.
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SUPPLEMENTARY MATERIALS
Generalized Full Matching
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7 Overview of graph theory
Graph A graph G = (V,E) consists of a set of indices V = {a, b, · · · }, called vertices, and
a set of 2-element subsets of V , called edges. If an edge {i, j} ∈ E, we say that i
and j are connected in the graph. In a directed graph (or digraph), the edges (which
are then called arcs) are ordered sets (i, j). In other words, i can be connected to j
without the reverse being true in a digraph.
Weighted graph A weighted graph assign a weight or cost to each edge or arcs. In
our case, the weights are exclusively given by the distance of the connected vertices
according to the distance metric used in the matching problem.
Adjacent Vertices i and j are adjacent in G if an edge (or an arc) connecting i and j
exists in E.
Geodesic distance The geodesic distance between i and j in G is the number of edges
or arcs (in our case, of any directionality) in the shortest path connecting i and j in
G.
Subgraph G1 = (V1, E1) is a subgraph of G2 = (V2, E2) if V1 ⊆ V2 and E1 ⊆ E2. In that
case, we also say that G2 is a supergraph of G1. G1 is a spanning subgraph of G2 if
V1 = V2.
Complete graph G is complete if {i, j} ∈ E for any two vertices i, j ∈ V . If G is directed,
both (i, j) and (j, i) must be in E.
Union The union of G1 = (V1, E1) and G2 = (V2, E2) is G1 ∪G2 = (V1 ∪ V2, E1 ∪ E2).
Graph difference The difference between two graphs, G1 = (V,E1) and G2 = (V,E2),
spanning the same set of vertices is G1 −G2 = (V,E1 \ E2).
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Independent set A set of vertices I ⊆ V is independent in G if no two vertices in the set
are adjacent:
∀ i, j ∈ I, {i, j} 6∈ E.
Maximal independent set An independent set of vertices I in G is maximal if for any
additional vertex i ∈ V the set {i} ∪ I is not independent:
∀ i ∈ V \ I, ∃ j ∈ I, {i, j} ∈ E.
Cluster graph The (directed) cluster graph induced by some partition of V is the graph
where arcs exists between any pair of units in the same component of the partition
and no other arcs exist.
Adjancency matrix The adjancency matrix A of a graph G with n vertices is a n-by-n
binary matrix where the entry i, j is one if the edge {i, j} or arc (i, j) is in E, and
otherwise zero.
8 Proofs
We here provide proofs for the propositions in the article. The relevant propositions from
the article are restated with their original numbering for reference.
8.1 Optimality
Recall the two objective functions:
LMax(M) = max
m∈M
max{d(i, j) : i, j ∈m}, (13)
LMaxtc (M) = max
m∈M
max{d(i, j) : i, j ∈m ∧Wi 6= Wj}. (14)
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Lemma 8. The closed neighborhood of each vertex in the C-compatible nearest neighbor
digraph satisfies the matching constraints C = (c1, · · · , ck, t):
∀i ∈ V, ∀j ∈ {1, · · · , k}, |N[i] ∩wj| ≥ cj, and ∀i ∈ V, |N[i]| ≥ t. (15)
Proof. This follows directly from the construction of GC. For each treatment-specific con-
straint, c1, · · · , ck, the first step of the algorithm ensures that each vertex has that many
arcs pointing to units assigned to the corresponding treatment condition. Similarly, if
t > c1 + c2 + · · · + ck, the second step draws additional arcs so that each vertex has t
outward-pointing arcs in total.
Lemma 13. Each vertex has at least one labeled vertex in its neighborhood in GC.
Proof. By definition, all vertices in a closed neighborhood of a seed are labeled. That is, `
is a labeled vertex if and only if ∃i ∈ S, ` ∈ N[i]. Suppose the lemma does not hold, i.e.,
that some vertex i does not have a labeled vertex in its neighborhood:
∃i, ∀` ∈ N[i],@j ∈ S, ` ∈ N[j]. (16)
It follows directly that i cannot be a seed as all vertices in its neighborhood would otherwise
be labeled by definition. Note that (16) entails that i’s neighborhood does not have any
overlap with any seed’s neighborhood:
∀j ∈ S,N[i] ∩ N[j] = ∅, (17)
However, this violates the maximality condition in the definition of a valid set of seeds (see
the third step of the algorithm) and, subsequently, a vertex such as i is not possible.
Lemma 14. Malg is an admissible generalized full matching with respect to the matching
constraint C = (c1, · · · , ck, t):
Malg ∈MC. (18)
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Proof. We must show that Malg satisfies the four conditions of an admissible generalized
full matching in Definition 2.
Step 5 of the algorithm ensures that Malg is spanning. At this step, any vertex that lacks
a label will be assigned the same label as one of the labeled vertices in its neighborhood.
Lemma 13 ensures that at least one labeled vertex exists in the neighborhoods of the
unassigned vertices.
No vertex is assigned more than one label; Malg is disjoint. Vertices are only assigned
labels in either Step 4 or 5, but never in both. Step 3 ensures that the neighborhoods of
the seeds are non-overlapping. Thus vertices will be assigned at most one label in Step
4. In Step 5, vertices are explicitly assigned only one label even if several labels could be
represented in a vertex’s neighborhood.
The two last conditions in Definition 2 are ensured by Lemma 8. Step 4 of the algorithm
ensures that each matched group is a superset of a seed’s neighborhood. From Lemma 8,
we have that this neighborhood will satisfy the matching constraints.
Lemma 15. If the arc weights in the C-compatible nearest neighbor digraph are bounded
by some λ, the maximum within-group distance in Malg is bounded by 4λ:
∀(i, j) ∈ EC, d(i, j) ≤ λ⇒ max
m∈Malg
max{d(i, j) : i, j ∈m} ≤ 4λ. (19)
Proof. First, consider the distance from any vertex i to the seed in its matched group,
denoted j. If i is a seed, we have i = j as each matched group contains exactly one seed
by construction. By the self-similarity property of distance metrics, the distance is zero:
d(i, j) = 0. If i is a labeled vertex (i.e., assigned a label in Step 4 of the algorithm), we have
(j, i) ∈ EC by definition of labeled vertices. By assumption, d(j, i) is bounded by λ. Due
to the symmetry property of distance metrics, this also bounds d(i, j). If i is not a labeled
vertex (i.e., assigned a label in Step 5), it will be adjacent in GC to a labeled vertex, `, in
its matched group as implied by Lemma 13. We have (i, `) ∈ EC so the distance between i
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and ` is bounded by λ. As ` is labeled, we have (j, `) ∈ EC which implies that d(j, `) ≤ λ.
From the triangle inequality property of metrics, we have that the distance between i and
the seed, j, is at most 2λ.
Now consider any two vertices assigned to the same matched group. We have shown that
the distance from each of these vertices to their (common) seed is at most 2λ. By applying
the triangle inequality once more, we bound the distance between the two non-seed vertices
by 4λ.
Lemma 16. The C-compatible nearest neighbor digraph has the smallest maximum arc
weight among all digraphs compatible with C, i.e., all graph wherein each vertex’s closed
neighborhood contains c1, c2, · · · , ck vertices of each treatment condition and t vertices in
total.
Proof. The definition of the directed neighborhoods is asymmetric in the sense that if i is in
j’s neighborhood, j is not necessarily in i’s neighborhood. Thus, whether a vertex’s neigh-
borhood satisfies the constraints is independent of whether other vertices’ neighborhoods
do so. As a consequence, to minimize the maximum arc weight, we can simply minimize
the maximum arc weight in each neighborhood separately. To minimize the arc weights
in a single neighborhood, we draw arcs to the vertices closest to the vertex so that the
matching constraints are fulfilled. This is exactly the procedure the algorithm follows.
Lemma 9. The distance between any two vertices connected by an arc in the C-compatible
nearest neighbor digraph, GC = (V,EC), is less or equal to the maximum within-group
distance in an optimal matching:
∀(i, j) ∈ EC, d(i, j) ≤ min
M∈MC
LMax(M). (20)
Proof. Let w∗ be the maximum within-group distance in an optimal matching and let w+C
be the maximum weight of an arc in GC:
w∗ = min
M∈MC
LMax(M),
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w+C = max{d(i, j) : (i, j) ∈ EC}.
Furthermore, let BC = (U, EbC) be the digraph that contains arcs between all units at a
distance strictly closer than w+C :
EbC = {(i, j) : d(i, j) < w+C }. (21)
BC must contain a vertex whose neighborhood does not satisfy the size constraints. If no
such vertex exists, a digraph compatible with C with a smaller maximum arc weight than
in GC exists as a subgraph of BC. This contradicts Lemma 16.
Let Bop = (U, E
b
op) be the digraph that contains arcs between all units at a distance
weakly closer than w∗:
Ebop = {(i, j) : d(i, j) ≤ w∗}. (22)
By construction, Bop is a supergraph of the cluster graph induced by the optimal matching.
That is, arcs are drawn in Bop between all units assigned to the same matched group in
the optimal matching. As the optimal matching is admissible, each vertex’s neighborhood
in Bop is compatible with C.
Suppose the lemma does not hold: w+C > w
∗. It follows that Ebop ⊂ EbC. As at least one
vertex’s neighborhood does not satisfy the size constraint in BC, that must be the case in
Bop. This, however, implies that the optimal matching is not admissible which, in turn,
contradicts optimality.
Theorem 10. Malg is a 4-approximate generalized full matching with respect to the match-
ing constraint C = (c1, · · · , ck, t) and matching objective LMax:
Malg ∈MC, and LMax(Malg) ≤ min
M∈MC
4LMax(M). (23)
Proof. Admissibility follows from Lemma 14. Approximate optimality follows from Lemma
15 and 9.
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Lemma 17. When all treatment-specific constraints are less or equal to one and the overall
size constraint is the sum of the treatment-specific constraints, the distance between any two
vertices connected by an arc in GC = (V,EC) is less or equal to the maximum within-group
distance in an optimal matching with LMaxtc as objective:
c1, c2, · · · , ck ≤ 1 ∧ t =
∑k
x=1 cx ⇒ ∀(i, j) ∈ EC, d(i, j) ≤ minM∈MC L
Max
tc (M). (24)
Proof. Let w+s be the maximum weight of an arc connecting two units with the same
treatment conditions in GC, let w+d the maximum arc weight between units with different
conditions:
w+s = max{d(i, j) : (i, j) ∈ EC ∧Wi = Wj},
w+d = max{d(i, j) : (i, j) ∈ EC ∧Wi 6= Wj}.
Note that:
max{d(i, j) : (i, j) ∈ EC} = max{w+s , w+d }.
Consider w+s . Since c1, c2, · · · , ck ≤ 1 and t =
∑k
x=1 cx, each unit will have at most one
arc pointing to a unit with the same treatment condition as its own:
∀i, |{(i, j) : (i, j) ∈ EC ∧Wi = Wj}| = cWi ≤ 1. (25)
From the self-similarity and non-negativity properties of distance metrics, we have:
∀i, j, 0 = d(i, i) ≤ d(i, j). (26)
By construction of GC, all arcs in the set will be self-loops and, thus, at distance zero:
w+s = max{d(i, i) : (i, i) ∈ EC} = 0. (27)
From non-negativity, it follows that:
max{d(i, j) : (i, j) ∈ EC} = max{0, w+d } = w+d .
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Let w∗ be the maximum within-group distance between units assigned to different
treatment conditions when LMaxtc is used as objective:
w∗ = min
M∈MC
LMaxtc (M).
Let Bd = (U, E
b
d) be the digraph that contains all arcs between units that either are strictly
closer than w+d or have the same treatment condition:
Ebd = {(i, j) : d(i, j) < w+d ∨Wi = Wj}. (28)
Following the same logic as in the proof of Lemma 9, Bd must contain a vertex whose
neighborhood is not compatible with C.
Let Bop = (U, E
b
op) be the digraph that contains all arcs between units that either are
weakly closer than w∗ or have the same treatment condition:
Ebop = {(i, j) : d(i, j) ≤ w∗ ∨Wi = Wj}. (29)
By construction, Bop is a supergraph of the cluster graph induced by the optimal matching.
That is, arcs are drawn in Bop between all units assigned to the same matched group in
the optimal matching. As the optimal matching is admissible, each vertex’s neighborhood
in Bop is compatible with C.
Assume w+d > w
∗. It follows that Ebop ⊂ Ebd. As at least one vertex’s neighborhood
does not satisfy the size constraint in Bd, that must be the case in Bop. This, however,
implies that the optimal matching is not admissible which, in turn, contradicts optimality.
We conclude that w+d ≤ w∗.
Theorem 11. For matching constraints C = (1, · · · , 1, k), Malg is a 4-approximate tradi-
tional full matching with respect to matching objective LMaxtc :
Malg ∈MC, and LMaxtc (Malg) ≤ min
M∈MC
4LMaxtc (M). (30)
44
Proof. Admissibility follows from Lemma 14. Note that all distances considered by LMaxtc
are considered by LMax as well. As a result, the latter acts as a bound for the former:
∀M ∈MC, LMaxtc (M) ≤ LMax(M). (31)
Approximate optimality follows from Lemma 15 and 17:
LMaxtc (Malg) ≤ LMax(Malg) ≤ 4 min
M∈MC
LMaxtc (M).
8.2 Complexity
Lemma 18. A C-compatible nearest neighbor digraph can be constructed in polynomial
time using linear memory.
Proof. In the first step of the algorithm, we construct Gw as the union of NN(cx, G(U →
wx)) for each treatment condition x. The operands of this union can be constructed by
with nearest neighbor searches for each treatment condition. With a naive implementation,
such searches can be done sequentially for each i ∈ U by sorting the set {d(i, j) : j ∈
wx} and drawing an arc from i to the first cx elements in the sorted set. When using
standard sorting algorithms, this has a time complexity of O(n|wx| log |wx|) and a space
complexity of O(cxn) (Knuth 1998). Note that |wx| < n for all treatments, so O(n2 log n)
also provides a bound. The union can be performed in linear time in the total number of
arcs, O[(c1 + c2 + · · ·+ ck)n]. As each NN(cx, G(U→ wx)) can be derived sequentially and
the size constraints are fixed, the Gw digraph can be constructed in O(n
2 log n) time.
In the second step, Gr can be constructed in a similar fashion. For each i ∈ U, sort the
set {d(i, j) : j ∈ U ∧ (i, j) 6∈ Ew} and draw an arc from i to the first r = t− c1 − · · · − ck
elements in that set. Like above, this has a complexity of O(n2 log n). Finally, the union
between Gw and Gr can be constructed in linear time in the total number of arcs. As the
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number of arcs per vertex is fixed at t, the union is completed in O(n) time. The steps are
sequential so the total complexity of both Step 1 and 2 is O(n2 log n).
Remark 19. For most common metrics, standard sorting algorithms are inefficient. Stor-
ing the data points in a structure made for the purpose, such as a kd- or bd-tree, typically
leads to large improvements (Friedman et al. 1977). Each NN(cx, G(U→ wx)) can then be
constructed in O(n log n) average time, without changing the memory complexity. How-
ever, this approach typically requires a preprocessing step to build the search tree. In the
proof of Lemma 18, the search set is unique for each vertex when Gr is constructed. We
can, therefore, not use these specialized algorithms if we construct Gr in the way suggested
there. However, the construction can easily be transformed into a problem with a fixed
search set. Note that:
NN(r,G(U→ U)−Gw) = NN(r,NN(t, G(U→ U))−Gw). (32)
That is, finding the r nearest neighbors not already connected in Gw is the same as finding
the r nearest neighbors not already connected in Gw among the t nearest neighbors in the
complete graph. The first nearest neighbor search, NN(t, G(U → U)), has a fixed search
set and can thus be completed in O(n log n). The second nearest neighbor search involves
sorting at most t elements for each vertex, which is done in constant time as t is fixed.
Theorem 12. In the worst case, the generalized full matching algorithm terminates in
polynomial time using linear memory.
Proof. The algorithm runs sequentially. The first and second step can be completed in
O(n2 log n) worst case time as shown in Lemma 18, or, in many cases, in O(n log n) average
time as discussed in Remark 19.
Step 3 and 4 can be done by sequentially labeling seeds and their neighbors as they
are selected. Any vertex whose neighborhood does not contain any labeled vertices can be
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a valid seed, and any vertex that is adjacent to labeled vertices can never become a seed.
Thus, iterating over the vertices in any order and greedily selecting unit will yield a valid
set of seeds. As the size of each seed’s neighborhood is fixed at t, this step is completed in
O(n) time.
Finally, assigning labels to unlabeled vertices in the last step can be done by iterating
over their neighborhoods. Thus, Step 5 requires O(n) time to complete.
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9 Additional simulation results
Table 2: Aggregated distances for matching methods with samples of 1,000 and 10,000 units.
1,000 units 10,000 units
LMax LMaxtc L
Mean LMeantc L
Sum
tc L
Max LMaxtc L
Mean LMeantc L
Sum
tc
Greedy 1:1 1.87 2.67 1.41 1.50 0.43 2.20 3.14 0.89 0.95 2.69
Optimal 1:1 1.29 1.85 1.20 1.27 0.36 1.87 2.68 0.80 0.85 2.41
Replacement 1:1 0.45 0.51 0.65 0.66 0.19 0.19 0.20 0.20 0.21 0.59
Greedy 1:2 3.66 5.23 3.21 4.31 2.46 3.99 5.71 2.51 3.69 20.97
Optimal 1:2 3.27 4.68 3.17 3.79 2.17 3.93 5.62 2.96 3.50 19.87
Full matching 1.00 1.00 1.00 1.00 1.00 0.39 0.38 0.31 0.31 3.10
GFM 1.00 1.00 0.99 0.98 1.05 0.39 0.38 0.31 0.30 3.25
Refined GFM 0.95 1.25 0.98 1.10 1.19 0.37 0.49 0.31 0.34 3.70
Notes: The measures are normalized by the result for traditional full matching in the sample with 1,000 units. Results are based on 10,000
simulation rounds; simulation errors are negligible.
Table 3: Covariate balance for matching methods with samples of 1,000 and 10,000 units.
1,000 units 10,000 units
X1 X2 X
2
1 X
2
2 X1X2 X1 X2 X
2
1 X
2
2 X1X2
Unadjusted 52.48 52.73 10.72 10.91 13.11 52.528 52.735 10.707 10.874 12.588
Greedy 1:1 5.93 5.94 7.21 7.31 13.87 5.270 5.286 6.647 6.756 13.332
Optimal 1:1 5.94 5.95 7.08 7.19 14.09 5.260 5.279 6.594 6.704 13.396
Replacement 1:1 0.44 0.44 0.76 0.76 0.80 0.043 0.043 0.077 0.079 0.077
Greedy 1:2 26.23 26.39 15.48 15.76 35.59 25.662 25.741 15.410 15.667 36.914
Optimal 1:2 26.18 26.34 15.22 15.48 36.11 25.668 25.759 15.495 15.749 36.745
Full matching 1.00 1.00 1.00 1.00 1.00 0.105 0.105 0.106 0.108 0.096
GFM 0.74 0.75 0.77 0.77 0.80 0.074 0.075 0.075 0.077 0.073
Refined GFM 1.04 1.05 0.99 0.99 1.08 0.108 0.108 0.103 0.104 0.105
Notes: The measures are normalized by the result for traditional full matching in the sample with 1,000 units.
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Table 4: Group composition for matching methods with samples of 1,000 and 10,000 units.
1,000 units 10,000 units
Size σ(Size) % drop σ(wgh) Size σ(Size) % drop σ(wgh)
Greedy 1:1 2.00 0.00 46.96 1.81 2.00 0.00 47.03 1.81
Optimal 1:1 2.00 0.00 46.96 1.81 2.00 0.00 47.03 1.81
Replacement 1:1 2.41 0.86 54.70 2.85 2.41 0.87 54.73 2.85
Greedy 1:2 3.00 0.00 20.44 0.84 3.00 0.00 20.54 0.85
Optimal 1:2 3.00 0.00 20.44 0.84 3.00 0.00 20.54 0.85
Full matching 4.24 3.50 0.00 1.93 4.24 3.51 0.00 1.97
GFM 4.74 3.54 0.00 2.13 4.73 3.55 0.00 2.15
Refined GFM 4.55 3.26 0.00 2.04 4.54 3.30 0.00 2.07
Notes: The columns report the average group size, the standard deviation of the size, share of units not assigned to a group and
the standard deviation in the weights of the control units implied by the matchings. Results are based on 10,000 simulation rounds;
simulation errors are negligible.
Table 5: Estimator performance for matching methods with samples of 1,000 and 10,000 units.
1,000 units 10,000 units
Bias se rmse Bias
rmse
Bias se rmse Bias
rmse
Unadjusted 83.34 1.47 12.70 0.993 83.390 0.47 12.64 0.999
Greedy 1:1 4.86 1.04 1.26 0.583 4.118 0.33 0.71 0.884
Optimal 1:1 4.96 1.04 1.27 0.590 4.153 0.33 0.71 0.885
Replacement 1:1 0.11 1.17 1.16 0.015 0.024 0.38 0.37 0.010
Greedy 1:2 33.97 1.61 5.38 0.956 32.980 0.52 5.02 0.995
Optimal 1:2 34.08 1.59 5.39 0.957 32.939 0.51 5.01 0.995
Full matching 1.00 1.00 1.00 0.151 0.077 0.32 0.32 0.037
GFM 0.77 1.03 1.03 0.113 0.043 0.33 0.33 0.020
Refined GFM 1.20 1.02 1.02 0.178 0.091 0.32 0.32 0.043
Notes: The first three measures in each panel are normalized by the result for traditional full matching in the sample
with 1,000 units. Results are based on 10,000 simulation rounds; simulation errors are negligible.
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