We compute the best constant in the embedding of
Introduction
It is well known that the space It is natural to look for the optimal constant C in (1.1) (i.e., the smallest constant for which the inequality holds). Of course it is equivalent to consider the inequality for ei-
. Following Humbert and Nazaret [4] we denote the optimal constant in ( In order to prescribe the value of the best constant we recall (see Morii, Sato and Sawano [2] ) the following property of the function log |x|: 
is optimal, and the inequality is strict, unless u is the zero function. This follows from the invariance of the W N,1 -seminorm with respect to scalings.
The main ingredient of the proof of Theorem 1.1 is another property of the function log |x|, namely, it is a fundamental solution for the elliptic operator 
Preliminaries
We will consider also the generalization of (1.
where Ω is a domain in R N , we set
We will use the same notation for functions in W m,1 (Ω).
A simple, yet important feature of our analysis is the invariance of the norm in (2.2) with respect to the orthogonal group O(N). This is the content of the next Lemma.
Proof. Put y = Ax. From the basic formula
we deduce that for every m-tuple
Next we notice that since A is orthogonal we have
Using it in (2.6) gives
and (2.3) follows.
The statement about u ∈ W m,1 (R N ) and then the equality (2.4) follow from (2.3) and the
Part (ii) of the next Corollary was proved in [2] ; we present a more elementary proof. It is based on part (i) which in turn follows immediately from Lemma 2.1.
Corollary 2.2.
(ii) For every m ≥ 1 there exists a positive constant ℓ m N such that
Proof. (i) This is a direct consequence of Lemma 2.1 which gives in our case
(ii) By (i), |∇ m log |x|| is a radial function. Since each derivative :
with the notation
The first values of ℓ N are: ℓ 1 = 1, ℓ 2 = 2, ℓ 3 = 28, which by Theorem 1.1 imply
28 .
Proof of Theorem 1.1
The proof of Theorem 1.1 is divided into two parts. In the first part we compute the value of K N and in the second we prove that equality cannot hold in (1.6), unless u ≡ 0.
The value of K N
The main ingredient of the proof of Theorem 1.1 is the identification of log |x| as a fundamental solution of a certain operator of order 2N:
Proposition 3.1. For all N ≥ 2 we have, in the sense of distributions:
Proof. The function
clearly belongs to C ∞ (R N \ {0}). We claim that F is a radial function. Indeed, A similar computation to the one used in the proof of Lemma 2.1 shows that for a smooth u on either
with y = Ax. Since log |x| is radial, this implies that F(Ax) = F(x), whence F is radial.
From (3.2) it is clear that F is homogenous of degree −N. Therefore it must be of the form
for some constant c ∈ R. We claim that c = 0.
Assume by contradiction that
and satisfying 
On the other hand, by (2.7),
Applying integration by parts to the integral on the R.H.S. of (3.7) and using (3.3) gives
where O(1) denotes a bounded quantity, uniformly in δ. Combining (3.7)-(3.8) with (3.5) leads to a contradiction for δ small enough, whence c = 0 as claimed.
From the above we deduce that the distribution
satisfies supp(F ) ⊂ {0}. By a celebrated theorem of L. Schwartz [5] it follows that
for some multi-indices α 1 , . . ., α L . But by (2.7) each term on the R.H.S. of (3.9) can be written
. It follows that F in (3.9) is a sum of first derivatives of functions in L 1 loc , whence for some µ ∈ R,
It remains to determine the value of µ in (3.11). For that matter we will use a family of test functions {u ε }, for small ε > 0. Let ϕ ε (t) = ϕ(t/ε) with ϕ given by (3.4) and define on It is easy to verify that 0)) and it satisfies:
where O(1) stands for a quantity which is bounded uniformly in ε.
, we get by the definition of F (see (3.9)) and (3.11) that
By (3.13)-(3.15) we get for the R.H.S. of (3.16),
where we also used (3.6). Using (3.16)-(3.17) in conjunction with (3.12) yields µ = −ℓ N ω N−1 , as claimed.
Proof of part (i) of Theorem 1.1.
Clearly it is enough to consider u ∈ C ∞ c (R N ) and without loss of generality we may assume u(0) = u ∞ . By (3.1),
Using (3.6) to bound the R.H.S. of (3.18) from above (as in (3.7)) yields
To prove that equality holds in (3.19) it suffices to consider u ε constructed in the course of the proof of Proposition 3.1. Indeed, the arguments used there yield
which in conjunction with (3.12) gives
This clearly implies equality in (3.19).
Nonexistence of an optimizer in (1.6)
Proof of Theorem 1.1(ii). Looking for contradiction, assume that for some N ≥ 2 there exists u ∈ W N,1 (R N ), u = 0, for which equality holds in (1.6). We may assume without loss of
We first show that such u can be assumed radial. Indeed, notice that for every
where in the last equality we used (2.4). It follows that v too realizes equality in (1.6). We can apply the same principle also for continuous averaging. Indeed, the function
where the integration is with respect to the (normalized) Haar measure on SO(N) (see [3] ), belongs to W N,1 (R N ) and satisfies u(0) = u ∞ = u ∞ and
Hence, equality must hold in the last inequality and u is a (nontrivial) radial function for which equality holds in (1.6).
, whence also in the uniform norm on R N . Since (3.18) holds for u = u ε , passing to the limit yields
Applying the Cauchy-Schwarz inequality to the integrand on the R.H.S. of (3.22) in conjunction with (1.5) and our assumption that equality holds in (1.6) for u yields 
Here and in the sequel, with a slight abuse of notation, we will consider a radial function u(x) also as a function of s. A simple induction shows that for any multi-index α = (α 1 , . . ., α N ) For u as in (3.31), the requirements u, |∇ N u| ∈ L 1 (R N ) clearly impose u = 0. Contradiction.
Remark 4.
It was shown in [4] that for N = 1 the function u(x) = e −|x| satisfies u(0) = u ∞ =
(1/2)´R |u ′ |, that is, equality holds in (1.6). In fact, this is true for any u ∈ W 1,1 (R) satisfying sgn u ′ (x) = − sgn x, a.e. on R.
