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“And whoever saves a life …, it is considered as if he saved an entire world.” 
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SUMMARY 
The advances of artificial intelligence and deep learning applied to medical physics are 
giving rise to numerous applications, ranging from improvements in clinical workflow to the usage 
of computer-aided diagnosis in preliminary patient screenings. One such advance comes in the 
form of reconstructing sparsely sampled medical images, whereby a sufficiently trained 
convolutional neural network would be able to recreate an image. 
AirNET is a neural network that reconstructs sparsely sampled CT images by referencing 
several CT-SIM training libraries for a given case. To test the robustness (the ability of the model 
to reproduce a correct image given any input) of AirNET, patient libraries of prostate, lung, and 
abdominal cancers were created, trained, and tested to quantify how well the model accurately 
predicted the given sparsely-view image. Tests on such networks were performed by running 
AirNET with different training libraries and different model hyperparameters. Resulting absolute 
differences between predicted and ground-truth images were taken and shown to be fairly minimal. 
Additional anatomical images were analyzed on a pixel-by-pixel basis for minute differences in 
pixel intensities. Image comparison metrics were obtained for each of the tests, as well as their 
time dependencies. Maxima and minima of such metrics were found to be dependent on both the 




In a 2019 study performed by biostatisticians at the University of San Francisco, the overall 
rate of patients undergoing a diagnostic imaging procedure had increased nearly linearly since the 
beginning of the 21st century. Of the nearly 136 million imaging examinations reviewed in the 
study, there had been a roughly twofold increase in the cumulative number of imaging procedures 
occurring across three different age groups, ranging from younger children to older adults (1).  
Reasons for such a steady increase in the number of imaging examinations can be attributed to the 
increased availability of radiological imaging centers, the expansion of government funded 
healthcare options (Medicaid), and the steady growth of populations in major urban centers. 
Radiologists and clinicians dealing with imaging-heavy subspecialties have become overwhelmed 
by such a dramatic increase in treatment workflow, and are therefore requiring to adapt to fast-
changing circumstances with respect to obtaining medical images.  
As the most common form of medical imaging modality in the United States (2), computed 
tomography scanners have recently become subject to the “short-time/minimal-dose” constraint in 
both clinical and industrial settings. An emergency medicine physician specializing in trauma 
cases, for example, must image a patient and obtain results as quickly as possible in order to ensure 
his/her survival. In breast tomosynthesis procedures, female patients have reported varying degrees 
of pain during imaging due to breast compression (3). As a result, computed tomography scanners 
have been adjusted to take limited numbers of projections, thereby decreasing the total scan time. 
Even though the scanning time constraint has been met, the overall image quality decreases 
significantly and any reconstructed images would be unreadable.  
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 The mathematical framework that governs the above problem is not a novel concept. Since 
the 1970s, the theory of compressed sensing attempts to accurately reconstruct a time-dependent 
signal from a series of sampled measurements. As developed and eventually proven in several 
papers from 2004 to 2006, it is mathematically possible to effectively reconstruct a signal given a 
number of measurements less than a given threshold (4) (5). From this theory, applied 
mathematicians specializing in image reconstruction algorithms constructed new methods to 
recreate desired images without much information required. To further improve such techniques, 
the rise of machine learning, artificial intelligence, and expansive computational frameworks have 
made the reconstruction of sparsely-viewed tomography images commonplace (6). As such, the 
medical imaging community has resorted to utilizing such methods to tackle the “short-
time/minimal dose” constraint pressed by clinicians and scanner developers.  
1.2 Objectives  
The goal of this work was to determine the efficacy and robustness of AirNET, an artificial 
neural network designed to reconstruct and predict computed tomography images that have been 
sparsely sampled. By utilizing an appropriate selection of patient CT scans from pre-radiation 
therapy treatment simulation (CT-SIM), pre-processing the scans by sparsely resampling the data, 
and further separating into different training libraries based on specific tumors, it was possible to 
train a neural network on a given library and then test the network’s ability to reconstruct a 
sparsely-sampled image from a different library. Tests to determine the robustness of AirNET were 
performed by training and testing the network with different hyperparameters and evaluating any 
changes of the resulting image metrics. In addition, several different image evaluation techniques 
are demonstrated to further display the versatility of AirNET.   
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CHAPTER 2. BACKGROUND 
2.1 The Physical Basis of X-ray CT 
From its inception nearly fifty years ago, x-ray CT has revolutionized all aspects of 
modern medicine. To this day, x-ray CT is the most frequently used imaging modality, with 
approximately 70 million scans taking place annually in the United States alone (7). Its uses have 
become more varied in the past several decades, with applications in radiation therapy 
(simulating and accurately positioning a patient for treatment) and non-proliferation (imaging of 
shipping vessels for unwelcome radioactive material) to name a few. However, the primary 
utilization of x-ray CT still remains highest in diagnostic medicine. As a form of indirectly 
ionizing radiation, the x-rays impart a radiation dose onto the patient, roughly on the order of 25 
– 100 mGy (2), which is approximately 100 times the dose from a standard x-ray radiograph. 
Due to this fact, it was estimated that nearly half of all the radiation dose received in medical 
procedures each year is due to x-ray CT (7).  
In essence, the physical problem of x-ray CT is to determine and evaluate the distribution 
of linear attenuation coefficients (denoted by µ) from projections of path integrals that are 
evaluated when x-rays are transmitted through an object. In its most elementary form, the 
mathematical expression for x-ray attenuation can be given as, 
𝐼 = 𝐼!𝑒"#$	(1) 
where I is the intensity of the incident x-rays, I0 is the initial x-ray intensity, µ is the linear 
attenuation coefficient, and x is the object thickness. The linear attenuation coefficient is defined 
as the probability per unit length (hence common units of cm-1 or mm-1) that an incident x-ray 
 4 
will be attenuated. In clinical practice, however, Equation 1 cannot be utilized in its elementary 
exponential nature; the distribution of linear attenuation coefficients inside the human body is a 
series of values and varies as a continuous function. Therefore, it is more fitting to rewrite 
Equation 1 as the following: 
𝐼 = 𝐼!𝑒"∫#($,()*+	(2) 
It is assumed that the distribution of linear attenuation coefficients in the region of interest 
is entirely spatially dependent, and therefore requires an integration over the total path length of 
the incident x-ray. Furthermore, it can be assumed that such trajectories are not straight through 
the medium due to attenuation. In practice, Equation 2 can be discretized into voxels and then 




= ,𝜇(𝑥, 𝑦)𝑑𝑠 =3𝜇,𝑥,𝑦,
,
	(3) 
Thus, given the initial and transmitted intensities of the x-rays, it is possible to extract the 
distribution of linear attenuation coefficients, with the caveat that the exact trajectories of the 
incident x-rays are known. 
Since most regions of the body are not uniform and are composed of different materials, it 
is necessary to return to the definition of the linear attenuation coefficient µ. Because µ 
represents a cumulative probability per unit length, all possible physical interactions of the 
incident x-ray must be accounted for. That is, the linear attenuation coefficient can be written as 
a sum of the probabilities per unit length of photoelectric, Compton, pair production, and other 
interactions with a given material. In addition, because attenuation is material dependent, it is 
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common practice to normalize the linear attenuation coefficient by material density, producing a 
quantity known as the linear mass attenuation coefficient. As each of the physical processes 
mentioned above is dependent on the energy of the incident x-ray, it is possible to plot the energy 
dependence of the linear attenuation coefficient for various materials, as shown in the figure 
below. 
 
Figure 1 - Energy Dependence of X-ray Interaction Probabilities (NIST) 
As a reference, the range of indecent x-ray energies in diagnostic imaging is roughly 
between 20-300 keV. In terms of physical processes involved, photoelectric absorption and 
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Compton scattering are the dominant phenomena and therefore contribute most to the value of 
the linear mass attenuation coefficient. With respect to Compton scattering, is has been shown 
(8) that the cross section is nearly proportional to the electron density, normally comparable to 
the value of the proton number Z (or Zeff for compounds). As such, the denser a material is in the 
body (bone compared to tissue, for example), the higher the probability that an incident x-ray 
will be attenuated. 
2.2 The Technical Basis of X-ray CT 
Technological requirements for x-ray CT, in simple terms, are the extension of those 
required for planar radiography. The x-rays are generated from bremsstrahlung radiation, a process 
in which a stream of thermionic emitted electrons is incident on a thin tungsten target. Emitted x-
rays then are able to travel through a patient’s body based upon the geometrical configuration of 
the tomographic imaging system. In the parallel beam configuration, x-rays are uniformly spread 
out from a planar source as they pass through a patient, whereas in the fan beam configuration, x-
rays are emitted from a singular source and spread out radially towards the patient (see figure 2). 
Recently developed CT imaging systems have vastly utilized fan beam geometries in recent years 
Figure 2 - Parallel Beam & Fan Beam Geometry 
(Theeda et al, 2017) 
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to develop new methods and procedures to accurately image a patient and obtain the best image 
possible.  
Figure 3 depicts how such an imaging system operates at a given projection angle. As an x-
ray tube projects x-rays according to one of the above geometries, the resulting x-rays pass through 
an object across a given path. The attenuated x-rays then interact with a single or series of detectors 
(commonly inorganic scintillators) which then feed information into the digital acquisition 
framework that reconstructs the desired image. To describe the specific locations in which the x-
rays are attenuated, it is common practice to discretize the imaging volume into a series of voxels, 
and define a system matrix to encapsulate all x-ray path lengths in question. The setup described 
Figure 3 - Illustration of X-ray CT Acquisition for a Given Angle (Goldman, 2007) 
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in Figure 3 is mostly associated with CT imaging systems in the so-called “third-generation” (9), 
that is, the x-ray beams utilize a fan beam geometry as the device rotates around the imaging 
volume. While this may be technically simple, “third-generation” scanners are susceptible to 
different types of artifacts, especially if a broken detector is present. Moreover, imaging times are 
fairly long (a few seconds) when compared to more modern machines. Helical CT, in which the 
images are obtained from the spiral motion of the source/detector setup, allows for faster imaging 
times. Applied CT imaging systems, such as cone-beam CT (CBCT) and C-arm CT, are designed 
on similar principles but serve different purposes in the clinic (on-board imaging for cancer 
treatments and interventional radiology, respectively). 
2.3 Mathematical Foundations of CT Image Reconstruction 
As stated above, the fundamental mathematical problem in CT image reconstruction is to 
evaluate the line integrals that depict the x-ray intensity along a given path through an object. For 
this problem alone, there is extensive research into applied mathematics, machine learning, and 
optimization theory to develop and test methods in order to obtain the best image possible. In 
typical practice, there are two main methods of image reconstruction, namely filtered back 
projection and the iterative method. 
Filtered back projection is perhaps the most direct method to obtain the linear attenuation 
coefficients for each voxel in the imaging volume. In order to obtain this information from the line 
integrals depicting the x-ray trajectories in the imaging volume, a change of coordinates is required 
to determine the projection of each x-ray trajectory. Specifically, for parallel beam reconstruction, 
we can write an equation of a line in the following way (10): 
𝐿(𝑟, 𝜃) = {(𝑥, 𝑦)|𝑥 cos 𝜃 + 𝑦 sin 𝜃 = 𝑟}	(4) 
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In essence, we have simply defined a line in the plane as a function of its radial distance r 
from the origin point and its angular tilt q from the horizontal axis. From this definition, we can 
evaluate the line integral of a projection by parametrizing it as follows: 




where the function f represents the unknown image and x and y are parametrized by: 
D𝑥(𝑠), 𝑦(𝑠)E = (𝑟 cos 𝜃 − 𝑠 sin 𝜃 , 𝑟 sin 𝜃 + 𝑠 cos 𝜃)	(6) 
The function p is the projection (of intensities) of the image f for a specific angle and has 
been defined as the 2-D Radon transform of the given image (Figure 4). It is also common practice 
to rewrite Equation 5 as an integral containing the Dirac delta function, which causes the integrand 
to be zero elsewhere except on a specific line: 
Figure 4 - 2-D Radon Transform of a Brain 
Phantom (Bouman, 2013) 
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𝑝(𝑟, 𝜃) = ℛ{𝑓(𝑥, 𝑦)} = , , 𝑓(𝑥, 𝑦)𝛿(𝑥 cos 𝜃
-
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Thus, given a function f, one can use Equation 7 to compute the 2-D Radon transform to 
obtain the image projection. As an example, the circle in Figure (4) has circular symmetry across 
all projection angles. Therefore, it can be shown that its 2-D radon transform has the following 
form (assuming that the circle is a unit circle): 
𝑝(𝑟, 𝜃) = J2K1 − 𝑟
., |𝑟| ≤ 1
0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
(8) 
If we were to take an image of the projection p, we would have the sinogram of the image f. 
The sinogram is the fundamental tool for filtered back projection, as it contains all the information 
required to reconstruct an image for a given angle. In order to now fully reconstruct the image, we 
utilize the central-slice theorem, which is the basis of the majority of tomographic image 
reconstruction methods. In terms of operators, the theorem is stated as follows: 
ℱ/{𝑝(𝑟, 𝜃)} = 𝑆/ℱ.{𝑓(𝑥, 𝑦)}	(9) 
As Equation (9) states, the utilization of the Fourier transform allows to extract the image 
from a given projection. Specifically, the 1-D Fourier transform of a given projection is equal to 
the slice of the 2-D Fourier transform of the object at the given angle through the origin. By using 
this theorem, it can be shown that CT image reconstruction occurs in three steps (10) (11): filtering, 
back projection, and convolution.  
Filtering refers to the action of removing low or noisy signals in order to maintain a high 
image quality resulting from efficient reconstruction. There are many different filters available for 
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reconstruction, such as the Ram-Lak (ramp) filter (high pass filter), the Hamming filter (window 
filter), and the Shepp-Logan filter (averaging-ramp filter). This is an essential step to ensure that 
information is not lost during the reconstruction process, especially with regard to projection 
sampling. Theoretically, the Nyquist sampling theorem guarantees a lower bound (given by 
Equation 10) for a signal to be efficiently reconstructed. 
𝑓+01234 ≥ 2𝑓10$	(10) 
Despite this fact holding true, the mathematical theory of compressed sensing does in fact 
disprove the Nyquist sampling theorem, stating that some under sampled signals can be 
reconstructed effectively. The mathematical formalities of this theory will be discussed later in 
this work. 
The other method of CT image reconstruction, known as the iterative method, discretizes 
the calculation of the line integrals that correspond to the x-ray intensity. Referring to Figure 4 
above, one can redefine the mathematical problem of determining the linear attenuation 
coefficients by utilizing the system matrix and x-ray intensity values. By employing language and 
methods from linear algebra, the linear system of equations governing CT image reconstruction 
can be written as follows: 
𝑨𝒙 = 𝒃	(𝟏𝟏) 
 where A is the system matrix, x is the vector of linear attenuation coefficients, and b is the 
vector containing the measured x-ray intensities. Despite Equation 11 having a simple algebraic 
form, the “posedness” of the problem, or the ability for Equation 11 to be solved for x, depends 
strongly on the features of the system matrix A. Normally, x can be solved for by taking the inverse 
of the system matrix A and then multiplying by b, the vector containing the x-ray intensities. In 
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practice, however, A is rarely invertible. A pseudo inverse of A can be determined from the 
decomposition of the system matrix (SVD, for example), but for the purposes of medical imaging, 
it is not usually performed in practice extensively due to the presence of noise in the imaging data. 
To deal with the noise contained in the image, a useful technique is to introduce a regularization 
term, proportional to the norm of the system matrix. TVSD can be utilized (12) to truncate the 
decomposition and give the problem a fair algebraic solution, but the quantity of image noise still 
dominates in this situation.  
Despite the fact that A is usually a large matrix (say, with M rows and N columns), it is 
actually very sparse; not all of the x-ray trajectories pass through every voxel of the system matrix 
(corresponding to many entries of zero). By utilizing this fact, it is better to describe the problem 
by calculating the norm of the system matrix and the known parameters. As an example, the 
problem in Equation 11 can be restated as an optimization problem (13): 
𝑥 = argmin
$
‖𝐴𝑥 − 𝑏‖.. + 𝜆𝑅(𝑥)	(12) 
where the above expression takes into account the l2-norm of the known parameters and a 
regularization term do reduce the amount of image noise. To further discretize the above problem, 
we can we write Equation 12 as an iterative procedure (14) : 
𝑥5 = 𝑥5"/ −
𝑥5"/ ∙ (𝐴5 − 𝑏5)
𝐴5.
𝐴5	(13) 
where Ak is the kth row vector of the system matrix. Equation 13 is also referred to 
Kaczmarz’s method and is a useful result in applied linear algebra. A caveat to this method is 
that a sufficient initial guess to the problem is required for fast convergence. Equation 13 
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assumes that for a given number of iterations, the solution will eventually converge with the 
underlying assumption that the initial guess is sufficient. Geometrically, as shown in Figure 5, 
the optimal solution is approached after a number of successive orthogonal projections between 
the two hyperplanes.  
When compared to the filtered back projection method, the computational runtime is much 
longer due to successive computations (on the order of O(n2), where n is the number of iterations). 
However, for simplistic purposes, the iterative method is easier to model due to its discrete 
mathematical nature. Hybrid CT reconstruction methods, such as combining filtered back 
projection and iterative methods, are being extensively studied to utilize advantages in both 
methods. AirNET utilizes one such method, which will be discussed later in this report. 
2.4 Compressed Sensing 
As stated, prior, the mathematical theory of compressed sensing allows for a stable signal 
recovery despite imperfect measurements. Although the mathematical formalities are beyond the 
scope of this report, the sheer importance of this concept and its implications cannot be avoided. 
Figure 5 - Geometry of the Kaczmarz Method (Loizou, 2019) 
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Most of the recent works surrounding compressed sensing by Candès(5) (15) (16), Donoho (17) 
(18), and others utilize theory from signal processing, linear algebra, and probability theory to 
determine the efficacy of reconstructing a complete signal with incomplete data. As an example, 
Candés et al. (15) utilize signal processing theory to compute an upper bound probability that a 
signal can be reconstructed given a sparse amount of data. As an illustrative example, Candés 
displays several reconstructed Shepp-Logan phantoms similar to the ones below: 
 
Figure 6 - Examples of Compressed Sensing Thresholds with Shepp-Logan Phantoms 
(From Left to Right: 180 Views, 60 Views, 24 Views, 4 Views) 
 Although the best reconstructed image is the furthest most to the left, the reconstructed 
image with sixty views does have a respectable image quality. That is, most of the main features 
of the image can still be discernable. As the number of views significantly decreases, however, the 
image quality worsens significantly, and the reconstruction becomes less effective. A paper by 
Hanson (19) provides some early work into the theory of optimality of CT image reconstruction 
algorithms, even providing optimal bounds on image and physical parameters (SNR and absorbed 
dose, for example). These values are of great importance with respect to sparsely viewed CT image 
reconstruction, as they provide great insight into the efficacy of a given reconstruction algorithm. 
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2.5 Convolutional Neural Networks & Image Processing 
The rise of statistical machine learning and its applications has become of great use in the 
field of image reconstruction and processing (20). Specifically, the utilization of artificial neural 
networks has allowed for significant improvements in classifying images, predicting image 
features, and overall determination of image quality.  
 
 
Figure 7 - Example of an Artificial Neural Network (Bre, 2017) 
 
The figure above is a specific example of the architecture of an artificial neural network. 
Each of the three types of layers, namely the input, hidden, and output layers, are utilized for a 
different purpose within each network. The input layers, in the case of images, take various 
parameters or features from the image (pixel intensity, statistical variability, for example) and 
connect them to the main architecture of the artificial neural network. This architecture, comprised 
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of numerous hidden layers, is completely dependent on the predictive or computational task at 
hand. In most tasks regarding image reconstruction or image processing, convolutional neural 
networks are used the most extensively, since almost all image data follows a “grid-like” topology 
(21).  
The general mathematical problem describing image reconstruction with convolutional 
neural networks is expansive in nature, but not difficult to understand. We seek to determine a 
two-variable “learning” function F(x,v) that is dependent on the vector containing the training data 
v and the vector x containing the model parameters (22). Stochastic gradient descent, a common 
optimization technique utilized in machine learning, is employed to sufficiently determine the 
optimal values of the function F that minimize a given loss function over successive intervals. 
Formally, stochastic gradient descent is described by the following expression: 
𝑥57/ = 𝑥5 − 𝑠5∇$𝐿(𝑥5 , 𝑣,)	(14) 
where sk is the learning rate and the gradient operator acts upon the parameter variables of 









The beauty of stochastic gradient descent can be found by choosing the training values v at 
random. From this random selection, it has been shown (21) that with each successive step 
performed by utilizing Equation 14, the rate of convergence toward an optimal value in the initial 
iterations is very large. This phenomenon, called semi-convergence, states that initial iterations of 
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stochastic gradient descent converge faster than the standard gradient descent method. This is a 
very useful tactic for deep learning methods, especially in convolutional neural networks, due to 
the fact that the overall time it takes to train a model is often very long. Initial convergence, in the 
short term is optimal, however as time increases significantly, the convergence behaves in an 
oscillatory matter.  
With respect to updating the data in each iteration within a single epoch (one pass through 
the training data), it is common practice to apply an activation function to the updated data to 
eliminate any irrelevant hidden nodes, speed up the training process, and further ensure effective 
gradient propagation throughout the neural network. Two common activation functions utilized in 
neural networks are the sigmoidal function (logistic growth function) and the rectified linear unit 
(ReLU) function: 
ReLU(𝑥) = max(𝑥, 0)	(16) 
 The plot of the ReLU function is comparable to that of a ramp filter seen in filtered back-
projection. We seek to eliminate irrelevant training data and only keep the important features 
selected by the neural network, henceforth the reason why the ReLU function is commonly used 
to achieve such a goal. In image processing, for example, it has been shown that the ReLU activator 
function is very useful to distinguish small differences in adjacent image pixel intensities (24). 
Furthermore, the ReLU activator function is used to account for noise in the data, an important 
feature in image processing that was overlooked with other types of activation functions. 
 Another useful tactic involved in the training of convolutional neural networks is the 
technique of batch normalization. Conceived in a 2015 paper (25), batch normalization attempts 
to perform several tasks, such as estimating successive steps of stochastic gradient descent and 
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minimizing computational efficiency. Most importantly, batch normalization improves upon a 
phenomenon called internal covariant shift. After each iteration, the distribution of the nodes of a 
neural network change. In return, the computational effort to detect such a change is greatly 
increased, as well as the computation effort required to calculate the associated gradients (26). By 
normalizing the training data by the mean and variance of a subset of the training data, it becomes 
easier for the stochastic gradient descent at a given iteration to be calculated, leading to a faster 






 where µB is the mean of the minibatch, sB is the standard deviation of the minibatch, and 
e is a stability parameter. Despite the usefulness of batch normalization, the number of batches 
utilized might possibly harm the output of the model rather than solidify it. In other words, by 
reducing the amount of required image features, it may be possible to exclude some data that might 
have been overlooked in the name of efficient model training. A major trade-off in utilizing batch 
renormalization in image reconstruction and processing comes in the form of rapid training. 
Because images are inherently very detailed and include a significant amount of data, batch 
normalization should be used with caution with images, as important features that could be missed 
within the training data set will have more severe implications after the training concludes. 




CHAPTER 3. DESIGN & EVALUATION OF AIRNET ROBUSTNESS 
3.1 AirNET – Background & Underlying Motivation  
AirNET is the convolutional deep learning neural network that will be fully analyzed in this 
work. To understand the basis of AirNET, it is necessary to break the network down into its two 
components, namely the reconstruction step and the processing step. 
The reconstruction method utilized in this work combines the two most common 
reconstruction techniques in CT imaging, name the analytical (filtered back-projection) method 
and the iterative method. Referring back to Equation 12, we wish to determine the optimal values 
of the linear attenuation coefficients from the measured intensities of the transmitted x-rays that 
pass through the imaging volume. As such, one can modify Equation 12 to account for both the 
analytical and iterative reconstruction techniques in the following manner (28): 
𝑥 = argmin
$
‖𝑃(𝐴𝑥 − 𝑏)‖.. + 𝜆𝑅(𝑥)	(18) 
The operator P is defined to be a filtration operator, allowing for analytical reconstruction 
to be utilized in the reconstruction problem. It can be shown in the Fourier domain that the filtration 
operator P is diagonalizable, but the details involved are beyond the scope of this report. To fully 
optimize Equation 18, the technique of proximal forward-backward splitting is employed, due to 
the convex function in the problem as well as the possible non-differentiable regularization term. 
When that technique is employed, it is possible to split the problem into two parts, namely the data 
fidelity update step and the image regularization update step (28). To do this, we can utilize the 






‖𝑥 − 𝑦‖.. + 𝑔(𝑥)	(19)	 
 and minimize Equation 18 using the two-part splitting technique (and moving subscripts 
up for convenience): 
𝑥?7
/
. = 𝑥? − 𝑠∇𝑓(𝑥?)	(20) 
𝑥? = prox+> s𝑥
?7/.t	(21) 
 where s is a parameter that controls the convergence of the algorithm. Equation 20 can be 
rewritten in a few different ways with respect to the reconstruction technique at hand, namely the 
iterative technique and the AIR technique. Specifically, for the iterative technique, Equation 20 
can be rewritten as (and changing indices): 	
𝑥?"
/
. = 𝑥?"/ − 𝑠𝐴@(𝐴𝑥?"/ − 𝑦)	(22a) 
 where AT is the transpose of the system matrix (see Equation 11). For the AIR technique: 
𝑥?"
/
. = 𝑥?"/ − 𝑠𝐹(𝐴𝑥?"/ − 𝑦)	(22b) 
 where F is an operator that corresponds to the combined filtered back-projection operator 
and the iterative operator.  
 To introduce the convolutional neural network into the image reconstruction, Equation 21 
can be rewritten to include the directed-convolutional neural network by substituting Equation 22b 









 where q represents the set of parameters of the neural network. Therefore, AirNET can be 
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 The indices above indicate that this method takes intermediate steps into consideration 
during reconstruction and data processing through the neural network. As such, this “unrolling” 
feature of AirNET allows to concurrently extract reconstructed image features and processes them 
throughout the network, while at the same time making the most of the sparsely sampled CT image 
data.  
 In the form of a block diagram, Figure 8 (31) describes the operational features of AirNET. 
Two important features of the network are signified by the green and orange arrows, specifically. 
The green arrows represent dense connectivity within AirNET, signifying that all extracted data is 
accounted for with respect to the image reconstruction. The orange arrow represents the 
dependence on residual learning and stochastic gradient descent, so that the model eventually 
converges to an appropriate solution.  
 Because of the dense connectivity and dependence of past iterations, it is intuitive to rewrite 
the network update step Equation 24 in the following manner: 
𝑥? = 𝑥?"
/











Figure 8 - Schematic of AirNET (Chen et al. 2019) 
  Since every iteration in the model is accounted for within the model, the data eventually is 
processed through two convolution and ReLU layers, and then convolved further into a single 
output layer. The impact of increasing the total number of iterations will be covered later in this 
report. 
3.2  CT Library Acquisition 
To create several CT image libraries to be processed through AirNET, CT-SIM scans of 
approximately 100 cancer patients were downloaded and immediately double-blinded to ensure 
patient confidentiality. The scans were then split into three libraries based upon cancer diagnoses, 
namely prostate cancers (approximately 50 patients), lung cancers (approximately 30 patients), 
and abdominal cancers (pelvis, stomach, etc; approximately 20 patients). The data was then pre-
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processed from full-view (360 views, 1° separation) to sparse-view (60 views, 6° separation), and 
then designating 20% of the training data as testing data. The geometry of the sparse view was 
chosen for its simplicity and optimality and is most like the original acquisition data. Alternative 
sparse-data scenarios, such as the limited angle view and the sparse group view, are summarized 
geometrically in the figure below (31): 
 
Figure 9 - Geometry of Sparse-View Projections (Chen et al, 2019) 
The circles in Figure 9 represent a full 360° rotation around the imaging volume, while the 
arrows represent specific projection angles. Unlike the sparse-view geometry, the limited-angle 
geometry only samples a subset of the data but samples at every angle (60°-120° with 1° spacing, 
for example). In addition, the sparse-group geometry is a collection of limited-angle geometries 
separated by a larger angular spacing. Ideally, all three geometries would be included in the 
robustness tests mentioned in the next section, but due to the acquisition geometry (CT-SIM) and 
optimality of the neural network structure based on previous tests (31), one geometry would 
sufficient enough to test for robustness. 
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3.3 Robustness Tests & Evaluation of Robustness Metrics 
In general, the robustness of a neural network can be stated as the following problem: Given 
a neural network with its hyperparameters and training data, is it possible to achieve the same 
output independent of the input training data or the model hyperparameters?  
To apply this problem to AirNET, three neural networks with a given set of hyperparameters 
were trained based upon the given training libraries (prostate, lung, and abdomen) and were then 
tested with each of the three libraries. The network parameters were changed six times throughout 
this process, leading to a total of eighteen neural networks to be analysed. To determine robustness, 
analyses of the comparison between the predicted CT images and the ground truth CT images were 
performed with respect to each other. The entirety of training and testing AirNET was performed 
by utilizing the PyTorch Python library for deep learning.  
With respect to image comparison metrics, three different metrics were utilized to evaluate 
the predicted images from the ground truth images: 
3.3.1 Minimum Mean Square Error  
Referring back to Equation 15, the mean square error calculates the average error of the l2-
norm of the predicted image and the ground truth image. In terms of AirNET, Equation 15 can be 
rewritten slightly to demonstrate its use in the comparison between the two images: 








where I accounts for all the pixels in the image in question. Ideally, with noise removed, 
the mean square error will fall off as the model learns to correctly reconstruct the image data.  
3.3.2 Peak Signal-to-Noise Ratio 
As one of the most fundamental quantities in image analysis, the signal-to-noise ratio 
compares the strength of the signal to its overall noise. With respect to x-ray CT, the SNR is 




 where µ is the average intensity of the image and s is the standard deviation of the image. 
In elementary terms, the SNR is simply proportional to the number of x-rays traversing the 
medium, due to the fact that x-ray counts are Poisson distributed (32). The peak SNR (or PSNR), 
however, is calculated on a decibel scale (hence the common logarithm in Equation 28, below) 
due to the fact that most signals and images are composed of a large dynamic range. Therefore, 
the PSNR is defined to account for such an effect (33): 




 It can be concluded that a higher value of the PSNR, the more effective the reconstruction 





3.3.3 Structural Similarity Index 
First described in a 2004 paper (34), the structural similarity index (SSIM) is an image 
metric that takes into account quantities of luminance, contrast, and optical structure comparison. 
It was developed in an attempt to define a metric based upon the ability of human visual perception 
to discern two images apart from one another. Although the derivation of the explicit expression 
is beyond the scope of this paper, an elementary form of the SSIM is defined below that compares 
the statistical features of two images x and y: 
SSIM(𝑥, 𝑦) =
(2𝜇$𝜇( + 𝐶/)(2𝜎$( + 𝐶.)
(𝜇$. + 𝜇(. + 𝐶/)(𝜎$. + 𝜎(. + 𝐶.)
	(29) 
where C1 and C2 are stability constants that stabilize the weak denominator. As such, the 
range of values of the SSIM is in the interval [0,1], where 0 represents two non-identical structures 
and 1 represents two identical structures. For the purposes of AirNET, a value of the SSIM near 
or extremely close to unity will ensure that to one’s perception, two structures in the same image 
are the same, with a small difference in pixel intensity. Analyses of this metric will be discussed 
later. 
3.4 Image Metric Extraction via TensorFlow 
In order to easily extract the relevant image metrics in order to evaluate the efficacy and 
robustness of AirNET, TensorFlow’s API was utilized to conveniently display the time evolution 
(per epoch) of the image metrics. Plots of each image metric, as well as the step-wise decrease of 
the learning rate, were shown to monitor the real-time evolution of the model’s training. It was 
also an optimal way to visualize and to determine the maxima of the image metrics in question, 
with the addition of straightforward data extraction. 
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CHAPTER 4. RESULTS & DISCUSSIONS 
4.1 Image Metric Analysis 
As shown in Table 1 below, overall variability of image metrics is dependent on the training 
library as well as the model hyperparameters utilized. With respect to the training libraries, the 
abdomen-trained networks have the lowest MSE and have the highest PSNR and SSIM values. 
Conversely, the lung-trained networks have the highest MSE and the lowest PSNR and SSIM 
values. This result is most likely due to several different factors both from the image data and the 
model’s hyperparameters.  
By looking at a standard CT atlas (35), one can see that in axial slices of the body, the 
abdomen and pelvis contain major anatomic structures including the pancreas and the kidneys. 
These organs are mainly composed of tissue and fat, and as a result, appear white on CT images 
due to large amounts of x-ray attenuation. Viewing the chest, the thoracic anatomy contains many 
air-filled organs of the respiratory system, which appear black on CT images. If AirNET were to 
be trained on this data, there would be a larger amount of insufficient data accounted for due to 
the overall lack of anatomy.  
With respect to the model hyperparameters, the results show that as the number of epochs, 
hidden layers, and iterations increases, the maxima of the image metrics converge and become 
optimal. This, however, requires a long amount of training time (approximately 2-3 minutes per 
epoch, total training times range from 3-20 hours). Despite a desire for dense interconnectivity and 
high amounts of training, a feature that AirNET relies upon, it is possible that AirNET can be over 
trained, leading to false positive results. An interesting phenomenon occurs with respect to 
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changing the number of batches of the neural network. Normally, batch normalization, when 
applied to a neural network, usually improves network speed and reliability. The output, however, 
contains the smallest values of the PSNR and SSIM and the largest values of the minimum MSE 
of all the network iterations. This is actually expected, due to the nature of the problem. An 
expansive classification neural network would benefit from batch normalization, while AirNET 
may not benefit. A plausible reason for this exists within the training data themselves. Since the 
training data represents a population of non-unique CT sims of cancer patients, there is a possibility 
that patients with abnormalities (metal inserts, larger tumors, etc) may be weighted more in the 
batch normalization. Therefore, the average would be biased towards the image with the greater 
abnormality. The graphical time dependencies of these image metrics are located in the appendix 
of this report, along with their convergent maximal or minimal values.  
Table 1 - Image Metric Maxima for AirNET (200 Epochs, 48 Layers) 
Training Library Minimum MSE Peak SNR SSIM 
Prostate 0.05 53.69915 0.99554 
Lung 0.103 52.46197 0.992 
Abdomen 0.023 57.00737 0.99834 
 
Training Library/Testing Library Minimum MSE Peak SNR SSIM 
Prostate/Prostate 0.04975 53.69915 0.99554 
Lung/Prostate 0.04641 54.10771 0.9963 
Abdomen/Prostate 0.04547 54.38985 0.99652 
Prostate/Lung 0.16575 49.91346 0.9883 
Lung/Lung 0.10202 52.46197 0.992 
Abdomen/Lung 0.11877 52.24656 0.9909 
Prostate/Abdomen 0.05316 52.99845 0.99657 
Lung/Abdomen 0.0249 56.19546 0.99816 
Abdomen/Abdomen 0.02269 57.00738 0.99834 
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Table 2 - Image Metric Maxima for AirNET (100 Epochs, 24 Layers, 2 Batches) 
Training Library Minimum MSE Peak SNR SSIM 
Prostate 0.152 49.39493 0.99052 
Lung 0.185 48.72467 0.98697 
Abdomen 0.099 50.04738 0.9942 
4.2 Quantitative Image Differences 
To further determine the efficacy of AirNET’s reconstruction capabilities, the actual 
reconstructed CT images were analyzed to detect any minute changes within them. Macroscopic 
comparisons of the ground truth and reconstructed CT images yield little information into how 
different the two images are. Taking the absolute difference provides some insight, as shown in 
the images below. In order to fully display the differences between the ground truth image and the 
predicted image, manually zooming in to different regions of interest provide a somewhat better 
view of the differences between both images. In some cases, the normalized maximum intensities 
of the image pixels differed by nearly 0.02. Though this quantity and others can be calculated by 
means of computation, visual perception fared better in analyzing the subtle differences between 
the two images. Samples of such comparisons are presented below. 
 
Training Library/Testing Library Minimum MSE Peak SNR SSIM 
Prostate/Prostate 0.15153 49.39493 0.99052 
Lung/Prostate 0.16793 48.49524 0.99026 
Abdomen/Prostate 0.20286 47.79984 0.98924 
Prostate/Lung 0.40801 45.30737 0.97805 
Lung/Lung 0.185 48.72467 0.98697 
Abdomen/Lung 0.23632 47.65637 0.98437 
Prostate/Abdomen 0.22117 46.92434 0.98984 
Lung/Abdomen 0.07628 50.99712 0.99508 
Abdomen/Abdomen 0.0991 50.04737 0.9942 
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Figure 10 - (L to R) Ground Truth, Predicted, & Difference of Prostate CT Images (100 
Epochs, 24 Layers, 2 Batches) 
 




Figure 12 - (L to R) Ground Truth, Predicted, & Difference of Abdominal CT Images (100 
Epochs, 24 Layers, 2 Batches) 
 
 




Figure 14 - (L to R) Ground Truth, Predicted, & Difference of Lung CT Images (100 
Epochs, 24 Layers, 2 Batches) 
  





CHAPTER 5. CONCLUSIONS & FUTURE WORK 
From the data obtained over the course of this work, it has become very apparent that AirNET 
is a very robust neural network for reconstructing sparsely viewed CT images. This is most likely 
due to two different factors, the first relating to the reconstruction method utilized (AIR), and the 
second relating to the architecture of AirNET itself. Because AIR involves an “unrolling” type of 
reconstruction method, it combines the positive aspects of filtered-back projection and iterative 
techniques to ensure sufficient reconstruction results. Furthermore, AIR is fairly computationally 
efficient and does not require a significant amount of computational time to process.  
Even more so than the reconstruction method involved in the reconstruction, the structure of 
AirNET itself justifies why such a method is very useful in both the reconstruction of images and 
the evaluation of the model’s robustness. The convolutional nature of the network, along with the 
fact that AirNET is densely connected, ensures that all image features are extracted during the 
reconstruction process and are then applied to the model with each passing iteration. The 
application of several convolutional-ReLU layers further help the process of reconstruction, and 
the resulting images that are predicted look nearly like the ground truth images. 
With respect to the training library, it has been shown that AirNET is very robust with respect 
to the training libraries used and the appropriate model parameters. On a broad scale, these results 
are sufficient, however more robustness tests beyond the scope of this report would be required to 
examine all plausible training libraries. For example, a library of head/neck cancer patients would 
possibly have a more difficult time than predicting an image of the pelvic area. A second and more 
extreme example would be utilizing a library that contains a CT artifact, such as beam hardening 
due to a metal insert inside a patient to a ring artifact caused by a broken detector. It is possible 
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that such effects may disrupt the image reconstruction, leading to many false positive predictions. 
There is some work (40) that attempts to remove any possible artifacts and effects of noise, but 
more improvements are currently being studied. 
To extend this work further, there are a few possible pathways to take. The first pathway 
concerns changing the neural network architecture in such a way so that more information is able 
to be extracted while computational cost is kept constant. Implementing AIR as a reconstructive 
means into the architecture of several networks in the literature (36-42) would be of interest, both 
in terms of computational efficiency and in terms of resulting image reconstruction. The second 
pathway is to apply such neural networks to other imaging modalities, such as MR and ultrasound. 
Similar network architectures can be found (41) (42) that attempt to reconstruct such networks, 
but the reconstruction techniques required are unique to the imaging modality itself. Nevertheless, 
neural networks will become a mainstay in sparse image reconstruction and will be utilized to their 
fullest extent. 
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APPENDIX 
A) Image Metrics for Robustness Tests 
The following tables summarize the minimum mean square error, Peak SNR, and SSIM values 
for each of the remaining cases.  
400 Epochs, 48 Layers: 
Training Library Minimum MSE Peak SNR SSIM 
Prostate 0.2696 56.93 0.9974 
Lung 0.03995 52.63 0.9921 
Abdomen 0.2025 57.59 0.9985 
 
200 Epochs, 24 Layers: 
Training Library Minimum MSE Peak SNR SSIM 
Prostate 0.039 55.00249 0.99672 
Lung 0.109 52.22465 0.99173 
Abdomen 0.028 56.03278 0.99803 
Training Library/Testing Library Minimum MSE Peak SNR SSIM 
Prostate/Prostate 0.03108 56.11189 0.99738 
Lung/Prostate 0.04708 54.07344 0.99643 
Abdomen/Prostate 0.04053 54.92963 0.99685 
Prostate/Lung 0.42194 50.50762 0.98728 
Lung/Lung 0.10512 52.53892 0.99196 
Abdomen/Lung 0.11417 52.5698 0.99216 
Prostate/Abdomen 0.04261 55.15072 0.99764 
Lung/Abdomen 0.02281 56.71811 0.99832 
Abdomen/Abdomen 0.02082 57.59508 0.99849 
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100 Epochs, 24 Layers: 
Training Library Minimum MSE Peak SNR Peak SSIM 
Prostate 0.071 52.5134 0.9948 
Lung 0.125 51.11219 0.99472 
Abdomen 0.043 53.91585 0.99716 
 
Training Library/Testing Library Minimum MSE Peak SNR Peak SSIM 
Prostate/Prostate 0.7115 52.5134 0.9948 
Lung/Prostate 0.0704 52.17007 0.99472 
Abdomen/Prostate 0.08238 51.66843 0.99439 
Prostate/Lung 0.22981 48.28207 0.98577 
Lung/Lung 0.12492 55.11219 0.9905 
Abdomen/Lung 0.14843 50.38773 0.98903 
Prostate/Abdomen 0.8868 50.93157 0.9953 
Lung/Abdomen 0.03754 54.22952 0.99733 
Abdomen/Abdomen 0.04254 53.91585 0.99716 
 
Training Library/Testing Library Minimum MSE Peak SNR SSIM 
Prostate/Prostate 0.03852 55.0025 0.99672 
Lung/Prostate 0.04762 53.92403 0.99611 
Abdomen/Prostate 0.05456 53.60669 0.99599 
Prostate/Lung 0.1692 50.29671 0.98866 
Lung/Lung 0.04762 52.22465 0.99611 
Abdomen/Lung 0.13326 51.68743 0.99014 
Prostate/Abdomen 0.04571 54.05165 0.99732 
Lung/Abdomen 0.02628 55.90878 0.99806 
Abdomen/Abdomen 0.02763 56.03276 0.99803 
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100 Epochs, 24 Layers, 100 Iterations: 
Training Library Minimum MSE Peak SNR Peak SSIM 
Prostate 0.044 54.58093 0.99653 
Lung 0.109 51.99953 0.99154 
Abdomen 0.027 56.26599 0.9981 
 
Training Library/Testing Library Minimum MSE Peak SNR Peak SSIM 
Prostate/Prostate 0.04383 54.58093 0.99653 
Lung/Prostate 0.05373 53.40643 0.9958 
Abdomen/Prostate 0.05178 53.83057 0.99614 
Prostate/Lung 0.18235 49.76924 0.98844 
Lung/Lung 0.10872 51.99953 0.99154 
Abdomen/Lung 0.12553 51.8389 0.99056 
Prostate/Abdomen 0.05652 53.27611 0.99698 
Lung/Abdomen 0.02902 55.4436 0.99783 









B) Time Dependencies of Image Metrics 
The following eighteen plots depict the time dependence (per epoch) of the minimum mean 
square error, peak SNR, and SSIM for each of the network parameters above. The specific 
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