Collapse to the Center and Ambiguity in the Asymptotic Behavior of the
  Off-Shell Scattering Amplitude in Singular Three-Body Problems by Kudryavtsev, Alexander E. & Romanov, Alexander I.
ar
X
iv
:1
80
6.
07
26
9v
1 
 [n
uc
l-t
h]
  1
8 J
un
 20
18
Collapse to the Center and Ambiguity in the Asymptotic Behavior of the
Off-Shell Scattering Amplitude in Singular Three-Body Problems
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Abstract — We discuss some examples of equations of the three-body problem
with the oscillating asymptotics at large momentum: (i) the fixed-center approxima-
tion, (ii) the unitarized equation in the fixed-center approximation, (iii) Skornyakov–
Ter-Martirosyan equation, and (iv) equations with operators used in the effective
field theory, i.e., which can be expanded in power-series with positive powers of mo-
mentum. We show that in the aforementioned three-body problems the situation
analogous to the falling down to the center in the two-body problem takes place —
there appears an infinite number of bound states. The energy of these states is not
bounded from below. In that sense the situation is close to the falling down to the
center in the two-body problem.
1. INTRODUCTION
The three-body integral equations formulated by L.D. Faddeev in the early 1960s [1, 2]
make it possible to find the three-body observables in terms of the two-body T matrices
Tij(p,p
′;E). By using some parametrization of the off-shell T matrices and by solving
the Faddeev equations for three-body observables, one can usually obtain an unambiguous
result i.e. to find bound-state energies and scattering amplitudes as well as to determine
the energy dependence of the phase shifts δ(k) and scattering lengths.
However the two-body T matrix is not known completely in many cases, and one has
to use an incomplete T matrix. As an example, we could mention the Skornyakov–Ter-
Martirosyan (STM) equation [3], where the on-shell two-body amplitude in the unitarized
scattering-length approximation, f =
1
a−1 − ik , is only specified. The STM equation then
gives ambiguous results for the three-body scattering amplitude. However if the three-body
scattering length a3 is additionally specified, then the description of the three-body system
becomes more informative, i.e. yields, for example, the phase shifts δ(k), see, e.g., [4].
Recently, the STM equation is actively used within the application of the effective field
theory to the three-body problem. It is worth mentioning Ref. [5] where the cyclic depen-
dence of the three-body scattering length on the cutoff parameter Λ in the STM equation
∗E-mail: kudryavt@itep.ru
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was discussed. The authors of Ref. [5] proposed a scheme for a cyclic renormalization via
the inclusion of an additional three-body contact interaction.
In this paper we will discuss, among other things, a manifestation of the cyclic depen-
dence of the three-body amplitudes on the upper limit of integration Λ in various integral
equations for the three-body systems. Using some examples, we will show that the cyclic
dependence of the result on Λ can be explained by the presence of the solution of the
homogeneous three-body equation, which does not decrease at infinity.
2. FIXED-CENTER APPROXIMATION: BASIC RESULTS
In Refs. [6, 7] we studied in detail the first example, where we discussed the properties
of the equation in the fixed-center approximation (FCA) for the system of one light and
two heavy particles. In this model, the interaction of a light particle (L) of mass mL with
a heavy particle (H) of mass mH is determined by a constant amplitude which is equal
to the scattering length a. Within the FCA multiple-scattering amplitude F (M)(k) in the
momentum space is an integral of the Green’s function for the light particle in the field
of two (pointlike) centers. The FCA equation for the Green’s function R(p, p′) is exactly
solvable in the class of special functions. The equation for R(p, p′) reads
R(p, p′) = π ln
(
p+ p′
p− p′
)2
+
a¯
2π
∞∫
0
ds ln
(
p+ s
p− s
)2
R(s, p′), (1)
where a¯ = a(1+ξ), ξ = mL/mH . The function R(p, p
′) carries all features of the three-body
problem and can be obtained analytically. This unique possibility of analytical study of
the property of a three-body system by solving Eq. (1) has attracted our attention.
In Ref. [7] it was found that in the case of attraction in the LH two-body system (a > 0)
there is a one-parameter family of solutions of Eq. (1) instead of its unambiguous solution.
The reason for this ambiguity is that, in addition to the solution of the nonhomogeneous
equation (1), there exists a nontrivial solution of the corresponding homogeneous equation
(below we use the index “Hom” for this solution):
RHom(p, p
′) =
a¯
2π
∞∫
0
ds ln
(
p+ s
p− s
)2
RHom(s, p
′). (2)
Solution of Eq. (2) has the form:
RHom(p, p
′) = 4πB sin pa sin p′a,
where B is an arbitrary constant (normalization factor). Therefore, a general solution of
Eq. (1) is the sum of a particular solution of the nonhomogeneous equation (1), RInh(p, p
′)
(below marked by the index “Inh”), and an arbitrarily normalized solution of (2), i.e.,
RB(p, p
′) = RInh(p, p
′) + 4πB sin pa sin p′a. (3)
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Notice that the nontrivial solution of the homogeneous equation (2) exists only for a¯ > 0.
Therefore, the solution of Eq. (1) for a¯ < 0 is unambiguous, so that RInh(p, p
′) has a
constant asymptotics, see [6], where we studied this case. But in the case a¯ > 0, the
asymptotic behavior of the particular solution of Eq. (1) at p≫ p′ is
RasInh(p, p
′) = 4π2 cos pa sin p′a. (4)
Hence the asymptotic behavior of the general solution of Eq. (1) for a > 0 has the form
Ras(p, p′) = 4π2(cos pa+ b sin pa) sin p′a, where b = B/π. (5)
However solutions of equations for three particles are not known analytically and there-
fore must be studied numerically. Integration in the right-hand side from 0 to +∞ is re-
placed by integration over the finite segment [0,Λ]. As was recently found in [6, 7], the
numerical solutions obtained in this way within the segment [0,Λ] substantially depend on
the choice of Λ. Namely, in [6, 7] we found an asymptotic cyclic dependence of the solution
RΛ(p, p
′) on the parameter Λ for p ≫ p′ and p . Λ. The ambiguity of the solution of the
equation for the resolvent of the three-body problem was first noticed by L.D. Faddeev [1].
This model was also discussed in detail in the book of Schmidt and Ziegelmann [8].
In [7], we showed that the cyclic dependence of the solution on Λ only reflects the
ambiguity of the solution of Eq. (1) in infinite limits and that for p . Λ the solution
RΛ(p, p
′) coincides with the solution of Eq. (1) with the infinite limits of integration if the
parameter b is related to Λ by
cot a(Λ(i)cr − Λ) = b, (6)
where Λ
(i)
cr , i = 1, 2, ..., are “critical values” of the parameter Λ. At Λ = Λ
(i)
cr both the
solution RΛ(p, p
′) and the three-body scattering length a3 go to infinity. As we have shown
in [7], the positions of Λ
(i)
cr for the FCA equation are well described by the following linear
equation:
Λ(i)cr = Λ
(1)
cr + (i− 1) ·∆Λ, (7)
where ∆Λ = const.
The solutions R(p, p′) and RΛ(p, p
′) of Eq. (1) are finite for all Λ 6= Λ(i)cr . Therefore, one
should treat the upper limit of integration Λ as a physical parameter rather than an ultra-
violet cutoff. The three-body multiple-scattering amplitude FM depends unambiguously
on the parameter b:
FM = 〈ϕ|R(p, p′)|ϕ〉,
where ϕ(r) is the wave function of the HH system. Fixing b in terms of the three-body
scattering length a3, we simultaneously fix the parameter Λ, see Eq. (6). Therefore, one
should treat the parameter Λ as a quantity which is related to physical observables —
namely, to the scattering length a3. The requirement formulated in [5] that the result of
Eq. (1) should be independent of the parameter Λ seems to be unjustified.
The interpretation of the parameter Λ as the ultraviolet cutoff was proposed in [5].
This interpretation of Λ stems from analysis of perturbation-theory series. We will discuss
this point by using the FCA equation (1) as an example. Divergences of the perturbation
3
theory for the FCA equation were analyzed in [9]. It was shown there that the ultra-
violet perturbation-theory contributions diverge, and this divergence must be regularized
in all terms of the perturbation-theory series. The degree of divergence grows with the
perturbation-theory order. However, at least for a < 0, the solution of the integral equa-
tion for the total amplitude is finite, since all divergences cancel. So we see that, for a < 0,
the sum of the contributions of multiple scattering is finite, and does not require the intro-
duction of an ultraviolet cutoff. The case of a > 0 contains the same perturbation-theory
diagrams, with their mutual cancellation. The ambiguity in the result for the FCA am-
plitude for a > 0 is explained by the fact that perturbation-theory diagrams are summed
into a fixed-sign series, in contrast to what we have for a < 0. Therefore, in summation
divergences appear at the cutoff Λ = Λcr. These infinities should be interpreted as physical
infinities in the three-body scattering amplitude a3, i.e. as a signal of the appearance of a
new level in the three-body system. Thus, using Eq. (1) for the respective Green’s function
as an example, we show that perturbative divergences in integral equations cancel, and that
the remaining divergences at Λcr are quite physical. Introducing a cutoff in the equation
for the multiple-scattering amplitude, we therefore accomplish a technical procedure that
makes it possible to solve the problem numerically, so there is no need for interpreting Λ
as an ultraviolet cutoff. It follows that the requirement formulated in [5] that the result
should be independent of Λ in the limit of Λ → ∞ is redundant. If the result converges
as a function of Λ, then it is the result for the function R(p, p′). However, it may turn
out that at Λ → ∞ the result is ambiguous, and the amplitude a3 should additionally be
defined.
We note that for a < 0, i.e. in the case of repulsion, the solutions of Eq. (1) are
unambiguous, with no cyclic dependence of the result on Λ in that case. Simultaneously,
there are no nontrivial solutions of the homogeneous equation (2).
Thus, the exactly solvable example of the FCA equation demonstrates the existence
of two possible realizations of solutions for the three-body problem: (i) in one of them,
the solution approaches asymptotically a constant in the limit of Λ → ∞, the respective
homogeneous equation has only a trivial (zero) solution; (ii) in the other, the introduction
of Λ leads to a solution that has a cyclic rather than a decreasing character, and the
homogeneous equation has a nontrivial solution.
Below, we will see that, for different three-body equations, there is similar relationship
between the cyclic character in Λ and the existence of a nontrivial solution of the respective
homogeneous integral equation.
3. OTHER EQUATIONS WITH SOLUTIONS HAVING OSCILLATING
ASYMPTOTICS AT p→∞
3.1. Unitarized Equation in the Fixed-Center Approximation (UFCA Equation)
We consider again the system of a light (L) particle and two heavy (H) particles, but
now the LH interaction has the form
fLH =
1
a−1 − ik . (8)
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This problem was studied earlier in [10]. In our further consideration, we will restrict
ourselves to the case of a > 0. Numerical calculations reveal that the use of the unitary
amplitude (8), i.e. UFCA, improves substantially the accuracy of calculations for the three-
body system comparing to FCA calculations (at ξ = mL/mH ≪ 1).
The UFCA equation for the Green’s function has the form [cf. Eq. (1)]
RU(p, p′) = π ln(p, p′) +
1 + ξ
2π
+∞∫
0
ds
a−1 + g(s)
ln(p, s)RU(s, p′), (9)
where g(s) =
√
2mLHε+ s2
2ξ + ξ2
(1 + ξ)2
, mLH =
mLMH
mL +MH
, ε is the binding energy of the HH
system, and ln(p, s) ≡ ln
(
p + s
p− s
)2
.
The multiple-scattering amplitude F
(M)
U in terms of R
U(p, p′) can be expressed as
F
(M)
U = 2
(1 + ξ)2
1 + 1
2
ξ
∫∫
dpdp′pp′ϕ(p)
1
a−1 + g(p)
(4π)2
(2π)6
×
×RU(p, p′) 1
a−1 + g(p′)
ϕ(p′).
(10)
In contrast to the FCA case considered above, solutions of the UFCA equation (9) are
not known analytically. However, the asymptotic behavior for the homogeneous equation
corresponding to Eq. (9) can be found in the region p ≫ a−1, p ≫ p′. Indeed, the
corresponding homogeneous equation in this limit (ξ ≪ 1) looks like
RUHom(p, p
′) =
1
2π
+∞∫
0
ds
s
√
2ξ
ln
(
p+ s
p− s
)2
RUHom(s, p
′). (11)
Using the formula
2π
α
cos(θα)
sin(πα)
=
+∞∫
0
ln(1 + 2x cos θ + x2)xα−1dx,
which is known from tables of Mellin transforms, see, for example Tables of Integral Trans-
forms by the Bateman Manuscript Project [11], we find that the function RU(p) ∼ pα (as
well as p−α) is a solution of Eq. (11) under the condition that α is a root of the equation
tan
απ
2
= α
√
2ξ. (12)
The first (pure imaginary) solutions of Eq. (12) appear at
α ≈ ± i√
2ξ
.
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Notice that there are two independent solutions of the homogeneous equation. One of
them coincides with the asymptotic solution of the nonhomogeneous equation; the other
is an independent solution of the nonhomogeneous equation. Taking into account that the
function R(p, p′) is symmetric with respect to p ↔ p′, we construct the following linear
combination of solutions:
RUHom(p, p
′) ∝ cos
(
1√
2ξ
ln
p
p′
)
.
Thus, there is also a nontrivial solution of the corresponding homogeneous equation for
Eq. (9) in UFCA, so the solution of Eq. (9) depends on the normalization factor b˜ of the
solution RUHom of the homogeneous equation, i.e. depends on one parameter, as in the case
of the FCA approximation.
The asymptotic behavior of the general solution of Eq. (9) is
RU(p, p′) ≈ sin
(
1√
2ξ
ln
p
p′
)
+ b˜ cos
(
1√
2ξ
ln
p
p′
)
.
Thus, the solution of Eq. (9) depends on the normalization factor b˜ and is ambiguous. On
the other hand, numerical solving Eq. (9) within a finitelength segment [0,Λ] show a cyclic
dependence on the parameter Λ. Analyzing these numerical solutions, one can also find
that, for p . Λ and p≫ p′, the solution reads
RUΛ(p, p
′) ∝ sin
(√
2ξ ln
p
Λ
+ ϕ
)
,
where the phase shift ϕ does not depend on Λ.
Thus, solutions of the UFCA equation also depend cyclically on the parameter Λ and
therefore do not have a specific limit at Λ → ∞ (however, the dependence on Λ is softer
here, since the results now depend on cos ln p/Λ rather than on cos p/Λ as in the FCA case).
At the same time, the general solution of the UFCA equation in an infinite interval depends
on the normalization factor of the solution RUHom(p, p
′) of the homogeneous equation.
3.2. Skornyakov–Ter-Martirosyan (STM) Equation
The properties of solutions of the STM equation [3] and its generalizations were dis-
cussed in [5]. In particular, it was found that the solutions of the STM equation in the
finite-length segment [0,Λ] and of the homogeneous STM equation over an infinite interval
both have an asymptotic behavior which is not decreasing for p ≫ k. Thus, the same
regularity manifests itself for the STM equation — a cyclic dependence of the solution
in the range of [0,Λ] on Λ and the presence of a nontrivial solution of the corresponding
homogeneous equation. If the solution has a cyclic dependence on Λ, this means that there
exists a nontrivial solution of the corresponding homogeneous equation with infinite limits
of integration.
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3.3. Equation for the Amplitude and Its Solution upon Expanding Two-Body Amplitudes
in Series in Positive Powers of k2 (FCA Plus EFT)
In effective field theories, an expansion of operators in series in positive powers of
momentum is used instead of the ordinary effective-range expansion for the scattering
amplitude:
f = a + ck2 + ... ,
see, e.g., [9]. We now discuss the situation, using c = 2ξa3, for example. The parameter c
has the dimensionality of m−3. The parameter a is used here on the basis of dimensional
considerations in order to avoid new dimensional quantities. Instead of the FCA equation,
we then obtain the following equation:
R(p, p′) = π ln(p, p′) +
a
2π
Λ∫
0
(
1 + 2ξa2s2
)
ln(p, s)R(s, p′)ds. (13)
At small values of Λ, the first term in the parenthetical expression in the integrand domi-
nates, and the equation under consideration reduces to the FCA equation. Further, as Λ
grows, the contribution of the second term increases, and the solutions of the two equations
become substantially different.
The behavior of solutions of these equations is in qualitative agreement with the be-
havior of solutions of the FCA equation. Namely, there are critical values of the cutoff
parameter Λ, at which the solution goes to infinity. The behavior of the solution of Eq. (13)
as a function of Λ is cyclic, but the corresponding period is smaller than in the FCA case.
In order to confirm this statement, we give several critical values of Λ for Eq. (13) at
a = 0.005 −1 in the table (see also figure). One can see that now the positions of the
critical values depend on their number nonlinearly.
Table
FCA UFCA EFT
445 490 335
1145 1260 643
1845 2035 1118
2545 2810 1435
4. AMBIGUITY OF THE SCATTERING AMPLITUDES IN THE TWO-BODY
SYSTEMS WITH SINGULAR POTENTIALS
The aforementioned ambiguity of solutions of the three-body problem is not a quite
novel property. Such ambiguities can be found in the two-body systems with singular
potentials, in which the phenomenon of falling down to the center may occur. As an
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Figure 1: Solution of the equation for the function R(p, p′) in the FCA (thick dashed curve),
UFCA (dash-dotted curve), and FCA+EFT (solid curve) models for Λ = 3000 MeV.
example, we consider the attractive potential V (r) = −β/r2. The bound states and the
problem of falling down to the center is discussed in sufficient detail in traditional textbooks
on quantum mechanics, see, e.g., [12, 13]. The applicability of quantum mechanics to the
problem of bound states in singular potentials was also discussed in [14].
What can we say about phase shifts in the singular potential V = −β/r2? For the
radial function R(r) in the s-wave we have:
d2R
dr2
+
2
r
dR
dr
+
γ
r2
R + k2R = 0, (14)
where γ = 2mβ/~2 and k2 = 2mE, E > 0. At short distances, the term k2R in Eq. (14) can
be neglected. We then seek the solution in the form R ∼ rs. This power-law dependence
is a solution if s is a root of the equation
s2 + s+ γ = 0, (15)
so that
s1,2 = −1
2
±
√
1
4
− γ.
In order to interpret the solutions, it is convenient to replace the singular potential at short
distances r < r0 by a regular potential using a boundary condition at r = r0 via specifying
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the logarithmic derivative ζ of the function χ = rR at r = r0:
ζ =
θ
r0
,
where θ is an arbitrary constant. For r > r0, the function χ looks like
χ = Ars1+1 +Brs2+1. (16)
From the matching condition, we obtain a relation between the ratio B/A and the param-
eter θ in the form
B
A
=
(
θ − (s1 + 1)
s2 + 1− θ
)
xs1−s20 , (17)
where x0 = r0/R¯ is the dimensionless distance and R¯ ∼ √γ/k. For γ < 1/4, it follows
from Eq. (17) that, in the limit r0 → 0, we have B/A → 0 for any θ. It follows that the
phase shift is determined unambiguously for γ < 1/4. At γ > 1/4 from Eq. (17) we find
that
B
A
= exp
(
−2iϕ + 2i
√
γ − 1
4
ln
r0
R¯
)
, (18)
where ϕ = arctan
(√
γ− 1
4
/(θ − 1
2
)
)
. From Eq. (18) it follows that for r0 → 0, the ratio
B/A is ambiguous.
Let us now consider the case of large r, r > R¯. Matching the solution (16) with the
solution of the free equation, χ = C sin(kr+δ), in the region r > R¯, we obtain an equation
for the phase shift δ(k):
arctan
√
γ − 1
4
1
2
− λ(k) =
√
γ − 1
4
ln
r0
R¯
+ arctan
√
γ − 1
4
1
2
− θ , (19)
where λ(k) =
√
γ cot(
√
γ+ δ(k)). From Eq. (19) it follows that at any value of θ the phase
shift δ(k) is not defined in the limit of r0 → 0.
5. SINGULAR POTENTIALS AND LIPPMANN–SCHWINGER EQUATION FOR
THE TWO-BODY SYSTEMS
Consider the problem of scattering in the potential U(r) = − β
r2
in the momentum
representation. It is convenient to use the Lippmann–Schwinger equation for the scattering
amplitude F (~k, ~q), which has the form
F (~k, ~q) = −U(~q − ~k)− 2m
~2
∫
U(~q − ~s)F (~k,~s)
s2 − k2 − i0
d~s
(2π)3
, (20)
9
where U(~s) =
∫
ei~s~rU(~r)d~r and F (~k,~s) =
2π~2
m
f(~n, ~n′). For the s-wave component of the
invariant amplitude, Fs(k, s) =
1
4π
∫
F (~k, ~q)dΩ~q, from Eq. (20) at k = 0 we obtain the
following equation for the scattering length:
Fs(0, q) =
2π2β
q
+ γ
q∫
0
Fs(0, t)
dt
t
+
γ
q
+∞∫
q
Fs(0, t)dt. (21)
Because of the inclusion of a potential, the asymptotic behavior of the function Fs(0, q)
at large q is determined from a solution of the homogeneous equation. We first find this
solution. We have
FHoms (0, q) = γ
q∫
0
FHoms (0, t)
dt
t
+
γ
q
+∞∫
q
FHoms (0, t)dt. (22)
After the substitution FHoms (0, q) ∝ qs, we obtain a condition for s, which coincides with
(15). Therefore, the general solution of Eq. (22) is
FHoms = Aq
s1+Bqs2
q→+∞−→


const
qs
for γ < 1/4, s = |min{s1, s2}|
A√
q
ei
√
γ− 1
4
ln q +
B√
q
e−i
√
γ− 1
4
ln q for γ > 1/4.
Thus, for γ > 1/4 the solution yields an indeterminate result for B/A in the limit of
q → +∞. There are two real-valued solutions: cos
(√
γ − 1
4
ln q
)
and sin
(√
γ − 1
4
ln q
)
.
Suppose that the second one is an asymptotic part of the solution of the nonhomogeneous
equation (22). The general solution then reads
A(sinϕ+ b cosϕ), where ϕ =
√
γ − 1
4
ln q.
Here, b is an arbitrary constant. Because of its arbitrariness that the solution of the
nonhomogeneous equation behaves ambiguously at infinity.
Consider the solution of Eq. (22) upon the introduction of the cutoff Λ instead of
integration to infinity. Substituting Fs ∝ qs, we obtain
1 = − γ
s(s+ 1)
+
γ
s
Λs.
After the substitution Fs = Aq
s1+Bqs2, we obtain the following constraint on the constants
A and B:
γ
(
A
Λs1
s1
+B
Λs2
s2
)
= 0.
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This yields the only solution for any value of Λ. The same solution determines the asymp-
totic behavior of the solution of the nonhomogeneous equation with a cutoff Λ. The solution
depends unambiguously on Λ, but it does not have a specific limit for Λ→ +∞.
6. CONCLUSION
Singular quantum-mechanical potentials of the type −β/rn with n > 2 have been
discussed quite rarely. In the present paper, we have considered some properties of the
quantum-mechanical scattering problem in the potential U(r) = −β/r2, see Sections 4 and
5. For such singular potentials, the scattering length is not determined unambiguously,
i.e. it is necessary additionally to choose, e.g., some scattering-length value. Thus, we see
that, in the two-body sector, singular potentials seem to be exotic, and their discussion is
likely to discredit their use.
Our discussion, however, demonstrates that in the three-body sector resulting equations
for a number of problems look similar to the effective two-body scattering problem in a
singular potential. Indeed, we have seen that, in the three-body sector, it is also necessary
to introduce additionally a three-body scattering length, and that the spectrum of the
problem is unbounded from below. The situation is analogous to that in the two-body
system with a singular potential. Thus, we have shown that an exotic situation with
the presence of singular potentials and falling down to the center in the two-body sector
naturally arises as an effective theory in the three-body problem with a not exotic two-body
interaction.
In conclusion, we note that, in the three-body problem, two-body potentials were
treated as contact (zero-range) potentials. In physical applications, there is always a char-
acteristic range of forces, r0 6= 0. Therefore, there arise various scenarios that depend on
the ratio of r0 and the scattering length. This may be illustrated also in the momentum
representation. There are two characteristic parameters: the cutoff parameter Λ and the
inverse force range r−10 . Instead of r
−1
0 , one can introduce a characteristic momentum above
which the particle wave function falls down fast. If a ≫ r0 or β ≫ Λ, then the solution
of the equation for the function R(p, p′) is reaching regime of the asymptotic oscillations
with the result that the aforementioned ambiguity in describing the system appears. Oth-
erwise, the function R(p, p′) decreases due to the influence of the wave function long before
the system reaches the argument Λ, so that the ambiguity does not appear. Thus, the
characteristic values of a/r0 enable to determine qualitatively the behavior of the system.
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