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Jesus College
A thesis submitted for the degree of Doctor of Philosophy
Trinity term 2017
This thesis is dedicated to the study of certain loci of the Higgs bundle moduli space on a
compact Riemann surface. After recalling basic facts about G-Higgs bundles for a reductive
group G, we begin the first part of the work, which deals with Higgs bundles for the real forms
G0 = SU
∗(2m), SO∗(4m), and Sp(m,m) of G = SL(2m,C), SO(4m,C) and Sp(4m,C),
respectively. The second part of the thesis deals with Gaiotto Lagrangian subvarieties.
Motivated by mirror symmetry, we give a detailed description of the fibres of the G-Hitchin
fibration containing G0-Higgs bundles for the real groups G0 = SU
∗(2m), SO∗(4m) and
Sp(m,m). The spectral curves associated to these fibres are examples of ribbons and our
description is done in two different ways, one in term of objects on the reduced scheme
associated to the spectral curve, while the other in terms of the (non-reduced) spectral curve.
A link is also provided between the two approaches. We use this description to give a
proposal for the support of the dual BBB-brane inside the moduli space of Higgs bundles for
the Langlands dual group of G, corroborating the conjectural picture.
In the second part of the thesis we discuss Gaiotto Lagrangian subvarieties inside the moduli
spaces of G-Higgs bundles, where G is a complex reductive group. These Lagrangians are
obtained from a symplectic representation of G and we discuss some of its general properties.
We then focus our attention to the Gaiotto Lagrangian for the standard representation of the
symplectic group. This is an irreducible component of the nilpotent cone for the symplectic
Hitchin fibration. We describe this component by using the usual Morse function on the
Higgs bundle moduli space, which is the norm squared of the Higgs field restricted to the
Lagrangian in question.
Lastly, we discuss natural questions and applications of the ideas developed in this thesis.
In particular, we say a few words about the hyperholomorphic bundle, how to generalize the
Gaiotto Lagrangian to vector bundles which admit many sections and give an analogue of
the Gaiotto Lagrangian for the orthogonal group.
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Introduction
Classically, a Higgs bundle over a compact Riemann surface is a pair consisting of a holomor-
phic vector bundle V and a holomorphic section of the endomorphism bundle End(V ) twisted
by the canonical bundle of the curve, the so-called Higgs field. These objects emerged in the
late 1980’s in Hitchin’s study of dimensionally reduced self-duality equations of Yang-Mills
gauge theory [Hit87a] and in Simpson’s work on nonabelian Hodge theory [Sim92]. Since
then, Higgs bundles have become central objects of study in Ka¨hler and hyperka¨hler geom-
etry, nonabelian Hodge theory, representation theory, integrable systems and, most recently,
mirror symmetry and Langlands duality.
When G is a complex reductive group, it is well known that the smooth locus of the moduli
space M(G) of G-Higgs bundles on a compact Riemann surface Σ of genus g ≥ 2 has the
structure of a hyperka¨hler manifold. Furthermore, it comes equipped with an algebraically
completely integrable Hamiltonian system through the Hitchin map; a proper map to a
vector space of half dimension of the moduli space, whose generic fibre is an abelian variety
([Hit87b, Fal93, Don93]). As pointed out by Kapustin and Witten [KW07], M(G) and
M(LG) are a mirror pair (in the sense of Strominger, Yau, and Zaslow), with the fibrations
being the Hitchin fibrations. This manifests itself, for example, in the statement that the
non-singular fibres ofM(G) andM(LG) are dual abelian varieties. This was first proven for
the special linear group by Hausel and Thaddeus [HT03], who also showed, by calculating
Hodge theoretical invariants, that topological mirror symmetry holds for these pairs (see also
[BD12, GO17] for an extension of these results for parabolic Higgs bundles). The case of G2
was treated in [Hit07a] and, in greater generality, Donagi and Pantev [DP12] extended the
picture for semisimple groups.
1
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Since the moduli space of Higgs bundles for a complex group has a hyperka¨hler structure, one
can speak of branes of type A or B with respect to any of the structures. Typical examples of
BAA-branes are moduli spaces of flat connections on a Riemann surface with holonomy
in a real form G0 of a complex group G, whereas hyperholomorphic bundles supported
on a hyperka¨hler subvariety provide examples of BBB-branes. A hyperholomorphic bundle
is a bundle with connection whose curvature is of type (1, 1) with respect to all complex
structures. These are generalizations of instantons in four dimensions and are very interesting
mathematical objects.
This thesis is essentially divided into two parts. In the first part, motivated by mirror
symmetry, we describe certain singular fibres of the Hitchin map associated to the semisimple
non-compact connected (real) Lie groups G0 = SU
∗(2m), SO∗(4m) and Sp(m,m). Higgs
bundles for G0 = SU
∗(2m), SO∗(4m) and Sp(m,m) viewed inside the Higgs bundle moduli
space for G = SL(2m,C), SO(4m,C) and Sp(4m,C), respectively, provide examples of BAA-
branes which lie entirely over the discriminant locus of the base of the Hitchin fibration. After
describing the whole fibre of the integrable system for the complex group containing Higgs
bundles for the real form, we give a proposal for the support of the dual BBB-brane. In
particular, our proposal is in accordance with the conjectural picture (see, e.g., [BS16]) that
the dual brane is supported on the moduli space of Higgs bundles for a complex group
LG0 associated to the real form. This group is a complex subgroup of the Langlands dual
group LG and was obtained by Nadler [Nad05] in the study of perverse sheaves on real loop
Grassmannians. In the second part of the thesis we discuss how to construct BAA-branes from
symplectic representations of a complex group G. This construction has recently appeared in
the work of Gaiotto [Gai16] and Hitchin [Hit17]. Also, these so-called Gaiotto Lagrangians
have appeared in the literature in the context of derived geometry [GR17] and loop groups
[Li17]. We finish the second part by describing concretely the Gaiotto Lagrangian for the
standard representation of the symplectic group. The following is a more detailed description
of each chapter.
We begin Chapter 1 by recalling some basic facts about G-Higgs bundles for a reductive
group G. After giving examples of these objects and recalling the main properties of the
Higgs bundle moduli space, we discuss Simpson’s compactified Jacobian. We then explain
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the isomorphism between fibres of the Hitchin fibration and the Simpson moduli space of
semi-stable sheaves of rank 1 on the associated spectral curve (which, in ascending order of
generality, is due to [Hit87b, BNR89, Sch98, Sim94b]).
In Chapter 2, we introduce extensions of Higgs bundles as short exact sequences in the abelian
category of Higgs bundles and show how these are related to the first hypercohomology
group of a certain complex of sheaves. Generalizing the result for vector bundles in [Hit07b,
Criterion 2.1] we obtain the following (which corresponds to Proposition 2.5).
Proposition 0.1. An extension (V,Φ) of (W ∗,− tφ) by (W,φ) has an orthogonal (respec-
tively, symplectic) structure turning it into an orthogonal (respectively, symplectic) Higgs
bundle and with respect to which W is a maximally isotropic subbundle if and only if it is
strongly equivalent to an extension of Higgs bundles whose hypercohomology class belongs to
H1(Σ,Λ2W) (respectively, H1(Σ, Sym2 W)).
In Chapter 3 we give a concrete description of the fibre of the SL(2m,C)-Hitchin fibration
containing SU∗(2m)-Higgs bundles. In particular, these fibres have associated non-reduced
spectral covers. Our description, which can be found in Theorem 3.11, is given in terms of
objects on the reduced spectral curve1.
Theorem 0.2. Let p(λ) = λm+pi∗a2λm−2 + . . .+pi∗am be a section of the line bundle pi∗Km
on the total space of the cotangent bundle of Σ whose divisor is a smooth curve S. The fibre
h−1(p2) of the SL(2m,C)-Hitchin fibration is a disjoint union
h−1(p2) ∼= N ∪
g
S
−1⋃
d=1
Ad
where
• N consists of semi-stable rank 2 vector bundles on S with the property that the deter-
minant bundle of pi∗E is trivial.
• Ad is an affine bundle on
Zd = {(D,L) ∈ S(d¯) × Picd2(S) | L2(D)pi∗K1−2m ∈ P(S,Σ)}
1The reader is referred to Chapter 3 for a more detailed description of the objects contained in the theorem.
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modeled on the vector bundle Ed → Zd, whose fibre at (D,L) ∈ Zd is isomorphic to
H1(S,K−1S (D)). Here, d¯ = −2d+ 2(gS − 1).
• The natural map Zd → S(d¯) is a fibration, whose fibres are modeled on 22g copies of the
Prym variety P(S,Σ).
• Each stratum has dimension (4m2−1)(g−1) and the irreducible components of h−1(p2)
are precisely the Zariski closures of Ad, 1 6 d 6 gS − 1, and N .
Chapter 4 deals with the description of the fibres of the G-Hitchin fibration containing G0-
Higgs bundles, for the real forms G0 = SO
∗(4m) and Sp(m,m) of G = SO(4m,C) and
Sp(4m,C), respectively. In particular, both these real forms are subgroups of SU∗(4m) and
now we have an involution σ on the reduced spectral curve. Denote by ρ the ramified 2-
fold covering from the reduced spectral curve S to the quotient curve S¯ = S/σ. We adapt
the ideas from the last chapter to obtain the following characterizations (corresponding to
Theorems 4.7 and 4.10).
Theorem 0.3. Let p(λ) = λ2m + pi∗b2λ2m−2 + . . . + pi∗b2m be a section of the line bundle
pi∗K2m on the total space of the cotangent bundle of Σ whose divisor is a smooth curve S.
The fibre h−1(p2) of the SO(4m,C)-Hitchin fibration is a disjoint union
h−1(p2) ∼= N ∪
2(g
S¯
−1)⋃
d=1
Ad
where
• N has 2 connected components and it corresponds to the locus of rank 2 vector bundles
on S (of degree 4m(2m − 1)(g − 1)) which admit an isomorphism ψ : σ∗E → E∗ ⊗
pi∗K2m−1 satisfying t(σ∗ψ) = −ψ.
• Ad is an affine bundle on
Zd = {(D¯, L) ∈ S¯(d¯) × Picd′(S) | Lσ∗L ∼= ρ∗(K2S¯(−D¯))}
modeled on the vector bundle Ed → Zd, whose fibre at (D¯, L) is isomorphic to H1(S¯,KS¯(−D¯)).
Here, d′ = d+ 2(g
S¯
− 1) and d¯ = −d+ 2(g
S¯
− 1).
Contents 5
• The natural map Zd → S(d¯) is a fibration, whose fibres are modeled on the Prym variety
P(S, S¯).
• Each stratum has dimension dimSO(4m,C)(g − 1) and the irreducible components of
h−1(p2) are precisely the Zariski closures of Ad, 1 6 d 6 2(gS¯ − 1), and N .
Theorem 0.4. Let p(λ) = λ2m + pi∗b2λ2m−2 + . . . + pi∗b2m be a section of the line bundle
pi∗K2m on the total space of the cotangent bundle of Σ whose divisor is a smooth curve S.
The fibre h−1(p2) of the Sp(4m,C)-Hitchin fibration is a disjoint union
h−1(p2) ∼= N ∪
g
S
−1⋃
d=1
Ad
where
• N is connected and it corresponds to the locus of rank 2 semi-stable vector bundles on S
(of degree 4m(2m− 1)(g− 1)) which admit an isomorphism ψ : σ∗E → E∗ ⊗ pi∗K2m−1
satisfying t(σ∗ψ) = ψ.
• Ad is an affine bundle on
Zd = {(D¯, L) ∈ S¯(d¯) × Picd′(S) | Lσ∗Lρ∗OS¯(D¯) ∼= pi∗K4m−1}
modeled on the vector bundle Ed → Zd, whose fibre at (D¯, L) is isomorphic to H1(S¯,KS¯(−D¯)).
Here, d′ = d+ 2(g
S¯
− 1) and d¯ = −d+ 4m2(g − 1).
• The natural map Zd → S(d¯) is a fibration, whose fibres are modeled on the Prym variety
P(S, S¯).
• Each stratum has dimension dimSp(4m,C)(g − 1) and the irreducible components of
h−1(p2) are precisely the Zariski closures of Ad, 1 6 d 6 gS − 1, and N .
In Chapter 5 we look at these fibres as sub-loci of semi-stable sheaves of rank 1 on a ribbon.
After providing a dictionary between the two points-of-view, we obtain the following alter-
native characterizations in terms of Prym varieties of non-reduced curves. For the SU∗(2m)
case we obtain2:
2Proposition 0.5 is a combination of Propositions 5.7, 5.10, 5.11 and 5.12
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Proposition 0.5. Let 1 ≤ d ≤ gS − 1 and consider the locus Ad inside the fibre h−1(p2)
of the SL(2m,C)-Hitchin fibration consisting of (stable) generalized line bundles of index
d¯ = −2d + 2(gS − 1). The locus Ad is isomorphic to the total space of the affine bundle Ad
and the natural map
υ : Ad → υ(Ad) ⊂ Pic(S)× S(d¯)
E 7→ (DE , E¯)
sending a generalized line bundle E to its associated effective divisor DE together with the line
bundle E¯ = E|S/torsion on S corresponds precisely to the affine bundle Ad → Zd. Moreover,
the fibre of the projection Ad → S(d¯) at an effective divisor D is a torsor for the Prym variety
P(X′,Σ), where X is the (non-reduced) spectral curve and X ′ is the blow-up of X at D (where
the Cartier divisor D is considered as a closed subscheme of X). In particular, the Prym
variety P(X,Σ) is isomorphic to Ag
S
−1 and it has 22g connected components.
For the other two cases we have the following (which can be found in Propositions 5.14 and
5.15):
Proposition 0.6. Let 1 ≤ d ≤ gS − 1 and consider the locus Ad inside the fibre h−1(p2)
of the Sp(4m,C)-Hitchin fibration consisting of (stable) generalized line bundles of index
d¯ = −d+ 4m2(g − 1). The locus Ad is isomorphic to Ad (as defined in Section 4.2) and the
natural projection
Ad → S¯(d¯)
is a fibration, whose fibre at a divisor D¯ is modeled on the Prym variety P(X′, X¯′), where X
is the (non-reduced) spectral curve, X ′ = BlDX and X¯ ′ is a ribbon on the quotient (non-
singular) curve S¯. In particular, choosing a square root of the canonical bundle of Σ, the locus
Ag
S
−1 can be identified with P(X, X¯) ⊂ P(X,Σ), where X¯ is the ribbon X¯ ′ corresponding to
D¯ = 0.
Proposition 0.7. Let 1 6 d 6 2(g
S¯
− 1) and consider the locus Ad inside the fibre h−1(p2)
of the SO(4m,C)-Hitchin fibration consisting of (stable) generalized line bundles of index
d¯ = −d + 2(g
S¯
− 1). The locus Ad is isomorphic to Ad (as defined in Section 4.1) and the
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natural projection
Ad → S¯(d¯)
is a fibration, whose fibre at a divisor D¯ is modeled on the Prym variety P(X′, X¯′), where
again X, X ′ and X¯ ′ are defined as in Proposition 0.6.
In the last chapter of the first part we observe the following3:
Proposition 0.8. Let G = SL(2m,C), SO(4m,C) or Sp(4m,C). Consider the fibre h−1G (p
2)
of the G-Hitchin fibration, where p(x) = xm + a2x
m−2 + . . . + am, ai ∈ H0(Σ,Ki), if G =
SL(2m,C), and p(x) = x2m + b2x2m−2 + . . .+ b2m, b2i ∈ H0(Σ,K2i), in the other two cases.
Also, assume that the reduced curve S inside the total space of the canonical bundle of Σ
given by Zeros(p(λ)) is non-singular. There exists a natural surjective map from the singular
fibre to an abelian variety Ab(G0), such that the inverse image of OS intersects the irreducible
component of h−1G (p
2) consisting of rank 2 semi-stable vector bundles on S in N0(G). When
G = SL(2m,C) the abelian variety Ab(SU∗(2m)) is the Prym variety P(S,Σ). For the groups
G = SO(4m,C) and Sp(4m,C) the abelian varieties Ab(SO∗(4m)) and Ab(Sp(m,m)) are the
same and isomorphic to P(S, S¯) /ρ∗ Pic0(S¯)[2], where ρ : S → S¯ is the ramified 2-covering
from S to the quotient curve S¯.
Then, we argue that the dual brane is supported on the distinguished subvariety of the dual
fibre h−1LG(p
2) corresponding to the abelian varieties dual to Ab(G0). These are precisely the
spectral data associated to Higgs bundles for the Nadler group LG0 and our proposal is in
accordance with the conjectural picture.
In the second part of the thesis, we introduce an isotropic locus X = X(ρ,K1/2) inside M(G)
associated to any symplectic representation ρ of a complex semisimple Lie group G and a
choice of theta-charactreisticK1/2. To study these loci we introduce an auxiliary moduli space
of (ρ,K1/2)-pairs (whose construction follows from Schmitt [Sch08]; see also [GPGMiR09]).
In particular, we have the following (which is the content of Proposition 7.9).
Proposition 0.9. Let P be a holomorphic principal G-bundle on Σ and ψ a global section
of P (V)⊗K1/2. If (P, µ(ψ)) is a (semi-)stable Higgs bundle, the pair (P,ψ) is (semi-)stable.
3This is contained in the text, but it is not explicitly stated as a proposition. For further details the reader
is referred to Chapter 6.
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The moduli space of (ρ,K1/2)-pairs Sd(ρ,K1/2) (of type d ∈ pi1(G)) is a quasi-projective
varity and it comes equipped with a Hitchin-type map. This map is a projective morphism
and from this property we give one example where Sd(ρ,K1/2) is projective and another
where it is not. Then, we reprove, by using a Cˇech version of the proof given by Hitchin in
[Hit17], the following (which is the content of Proposition 7.13):
Proposition 0.10. The subvariety X of M(G) is isotropic. Moreover, the 1-form θ, whose
differential corresponds to the natural holomorphic symplectic form on M(G), vanishes on
X.
We finish the chapter (Proposition 7.17) by giving conditions for a certain class of symplectic
representations, which we call almost-saturated, to give a Lagrangian subvariety of the Higgs
bundle moduli space.
Proposition 0.11. Assume ρ is almost-saturated. If the Higgs bundle (P, µ(ψ)) is stable
and simple, then (P, µ(ψ)) is a smooth point of Md(G) and (P,ψ) is a smooth point of
Sd(ρ,K1/2). Furthermore, if the Petri-type map
dµψ : H
0(Σ, P (V)⊗K1/2)→ H0(Σ,Ad(P )⊗K)
is injective for all points in the smooth locus of the moduli space of pairs, the subvariety
X ⊆Md(G) is Lagrangian.
In Chapter 8 we restrict our attention to the case of the standard representation of Sp(2m,C).
In this case we denote the moduli space of K1/2-twisted symplectic pairs simply by S and
call it the spinor moduli space. The theorem below is the content of Theorem 8.1.
Theorem 0.12. Let (V, ψ) be a pair, consisting of a symplectic vector bundle on Σ and a
spinor ψ ∈ H0(Σ, V ⊗K1/2).
1. The pair (V, ψ) is (semi-)stable if and only if its associated Sp(2n,C)-Higgs bundle
(V, ψ ⊗ ψ) is (semi-)stable. Also, the pair is polystable if and only if the associated
Higgs bundle is polystable.
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2. The pair (V, ψ) is (semi-)stable if and only if for all isotropic subbundles 0 6= U ⊂ V
such that ψ ∈ H0(Σ, U⊥ ⊗ K1/2) we have deg(U) < (≤) 0. Also, (V, ψ) ∈ S is
polystable if it is semi-stable and satisfies the following property. If 0 6= U ⊂ V is
an isotropic (respectively, proper coisotropic) subbundle of degree zero such that ψ ∈
H0(Σ, U⊥ ⊗K1/2) (respectively, ψ ∈ H0(Σ, U ⊗K1/2)), then there exists a coisotropic
(respectively, proper isotropic) subbundle U ′ of V such that ψ ∈ H0(Σ, U ′ ⊗ K1/2)
(respectively, ψ ∈ H0(Σ, (U ′)⊥ ⊗K1/2)) and V = U ⊕ U ′.
3. The spinor moduli space S is a projective variety which embeds in M(Sp(2n,C)) and
the variety X, defined as the Zariski closure of
{(V,Φ) ∈Ms(Sp(2n,C)) | Φ = ψ ⊗ ψ for some 0 6= ψ ∈ H0(Σ, V ⊗K1/2)}
inside the Higgs bundle moduli space M(Sp(2nC)), has the property that the canonical
1-form θ (see Section 7.4 for more details) vanishes when restricted to X. Moreover, the
embedded image of S in M(G) is the union of X and the moduli space U(Sp(2n,C))
of symplectic vector bundles on Σ, and U(Sp(2n,C)) intersects X in the generalized
theta-divisor Θ ⊂ U(Sp(2n,C)).
In this case, the Gaiotto Lagrangian is a component of the nilpotent cone of the Sp(2n,C)-
Hitchin fibration. By studying the Morse function restricted to this Lagrangian we obtain
its characterization (see Theorem 8.15) as follows.
Theorem 0.13. The Gaiotto Lagrangian X corresponds to the irreducible component of the
nilpotent cone Nilp(Sp(2n,C)) labelled by the chain
K1/2
1→ K−1/2 0→ U,
where U ∈ U(Sp(2n− 2,C)).
In the last chapter of the thesis, we mention some interesting questions and points that
emerge from the results and ideas in this thesis. For the convenience of the reader, we have
also included a list of selected notation and notational conventions frequently used throughout
the thesis.
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Moreover, we provide Appendices with some notations and basic results used throughout the
text. In Appendix A.1 we give a detailed description on how to obtain the Nadler group
associated to SU∗(2m) and we comment on the Nadler group for the real forms SO∗(4m)
and Sp(m,m).
Chapter 1
General background
1.1 Higgs bundles
Let G be reductive Lie group. Fix a maximal compact subgroup H ⊆ G and let HC be its
complexification. This choice, together with a non-degenerate Ad(G)-invariant bilinear form
B on g gives rise to a Cartan decomposition
g = h⊕m,
where h is the Lie algebra of H and m its orthogonal complement with respect to B. The
Cartan decomposition complexifies to
gC = hC ⊕mC
and we have
[hC, hC] ⊆ hC, [hC,mC] ⊆ mC, [mC,mC] ⊆ hC.
The adjoint representation induces an action of HC on mC, the so-called isotropy repre-
sentation
ι : HC → GL(mC).
11
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Let Σ be a compact Riemann surface and K its canonical bundle. Given a principal HC-
bundle P on Σ, we denote by P (mC) = P ×ι mC the vector bundle with fibre mC associated
to P via the isotropy representation.
Definition 1.1. A G-Higgs bundle on a Riemann surface Σ is a pair (P,Φ), where P is
a principal holomorphic HC-bundle on Σ and Φ ∈ H0(Σ, P (mC) ⊗ K). The holomorphic
section Φ is called the Higgs field.
Remarks 1.1:
1. When G is compact, a G-Higgs bundle is simply a holomorphic GC-bundle.
2. When G is complex, HC = G and m = ih, so mC = g and the isotropy representation
is just the adjoint representation of G. Thus, a G-Higgs bundle is a pair (P,Φ), where P is
a principal G-bundle and Φ ∈ H0(Σ,Ad(P ) ⊗ K). Here, Ad(P ) = P ×Ad g is the adjoint
bundle of P .
For a complex Lie group G ⊆ GL(n,C) it is convenient to work with the holomorphic vector
bundle associated to the principal G-bundle (via the standard representation). Thus, in
this case, it is common to consider G-Higgs bundles as classical Higgs bundles1 with extra
structure reflecting the group in question.
Example 1.1. Let G = SL(n,C). Then an SL(n,C)-Higgs bundle consists of a pair (V,Φ),
where V is a rank n holomorphic vector bundle on Σ with trivial determinant bundle and Φ
is a holomorphic section of End0(V ), the bundle of traceless endomorphisms of V , twisted by
K.
Example 1.2. Let G = SO(n,C). A principal holomorphic SO(n,C)-bundle on Σ corre-
sponds to a rank n orthogonal vector bundle V , i.e., a holomorphic vector bundle V together
with a (fibrewise) non-degenerate symmetric bilinear form q ∈ H0(Σ, Sym2 V ∗). The adjoint
bundle can be identified with the subbundle of End(V ) consisting of endomorphisms which are
skew-symmetric with respect to q. Thus, the corresponding Higgs bundle has the form (V,Φ),
where (V, q) is an orthogonal vector bundle and the Higgs field Φ ∈ H0(Σ,End0(V ) ⊗ K)
satisfies q(Φ·, ·) + q(·,Φ·) = 0.
1A classical Higgs bundle is a pair (V,Φ) where V is a holomorphic vector bundle on Σ and Φ ∈
H0(Σ,EndV ⊗K).
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Example 1.3. Let G = Sp(2n,C) be the complex symplectic group. A principal Sp(2n,C)-
bundle on Σ corresponds to a rank 2n symplectic vector bundle (V, ω), i.e., a holomor-
phic vector bundle V together with a (fibrewise) non-degenerate skew-symmetric form ω ∈
H0(Σ,∧2V ∗). The adjoint bundle can be identified with the subbundle of End(V ) consisting
of endomorphisms which are skew-symmetric with respect to ω. Thus, an Sp(2n,C)-Higgs
bundle is a pair (V,Φ), where (V, ω) is a symplectic vector bundle of rank 2n and the Higgs
field Φ ∈ H0(Σ,End0(V )⊗K) satisfies ω(Φ·, ·) + ω(·,Φ·) = 0.
Next, we discuss Higgs bundles for the real Lie groupsG0 = SU
∗(2m), SO∗(4m) and Sp(m,m).
These are connected, semi-simple, non-compact real forms2 of G = SL(2m,C), SO(4m,C)
and Sp(4m,C), respectively.
Example 1.4. The group SU∗(2m) is the fixed point set of the anti-holomorphic involution
SL(2m,C)→SL(2m,C)
g 7→Jmg¯J−1m ,
where Jm =
 0 1m
−1m 0
; here, 1m is the m×m identity matrix. This group is also denoted
by SL(m,H), where H stands for the quaternions, and sometimes called the non-compact
dual of SU(2m)3. Its maximal compact subgroup is H = Sp(m), which complexifies to
HC = Sp(2m,C). Thus,
mC = {x ∈ sl(2m,C) | txJ = Jx}
and an SU∗(2m)-Higgs bundle is a pair (V,Φ) consisting of a symplectic vector bundle (V, ω)
on Σ of rank 2m and a section Φ ∈ H0(Σ,End0(V )⊗K) which is symmetric with respect to
the symplectic form of V (i.e., ω(Φ·, ·) = ω(·,Φ·)).
Example 1.5. The group SO∗(2m) is the fixed point set of the anti-holomorphic involution
SO(2m,C)→SO(2m,C)
g 7→Jmg¯J−1m .
2Recall that a real Lie group G0 is a real form of a complex Lie group G if G0 is a subgroup of the
underlying real Lie group of G which is given as the fixed point set of an anti-holomorphic involution of G.
3In the sense that, in Cartan’s classification of symmetric spaces, the non-compact symmetric space
SU∗(2m)/Sp(2m) is the dual of the compact symmetric space SU(2m)/Sp(2m).
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Its maximal compact is H = U(m), so HC = GL(m,C). This group is the non-compact dual
of the real form SO(2m) ⊆ SO(2m,C) and sometimes denoted by SO(m,H). As remarked
in [BGPG15, Section 3], let T be the complex automorphism of C2m defined by
T =
1m i1m
1m −i1m
 .
Then,
so(2m,C) = gl(m,C)⊕mC,
where, after conjugating by T on has
gl(m,C) ∼= {
x 0
0 −tx
 | x ∈ Matm(C)} (1.1)
and
mC ∼= {
0 β
γ 0
 | β, γ ∈ so(m,C)}.
A principal GL(m,C)-bundle gives a rank m vector bundle and the isotropy representation
acts on mC via conjugation by ι(g) =
g 0
0 tg−1
, for g ∈ GL(m,C). Thus, a Higgs bundle for
SO∗(2m) is given by the data (W,β, γ), where W is a rank m vector bundle, β ∈ H0(Σ,Λ2W⊗
K) and γ ∈ H0(Σ,Λ2W ∗⊗K). It will be convenient to us to consider such Higgs bundles as
SO(2m,C)-Higgs bundles. Explicitly, given an SO∗(2m)-Higgs bundle (W,Φ = (β, γ)), take
V = W ⊕W ∗ with its natural orthogonal form q((w1, ξ1), (w2, ξ2)) = ξ2(w1) + ξ1(w2). Then,
(V,Φ =
0 β
γ 0
) is an SO(2m,C)-Higgs bundle.
Example 1.6. The group Sp(m,m) is the fixed point set of the anti-holomorphic involution
Sp(4m,C)→Sp(4m,C)
g 7→Kmg¯K−1m
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where Km =

0 0 −1m 0
0 0 0 1m
1m 0 0 0
0 −1m 0 0

. Its maximal compact subgroup is H = Sp(m) ×
Sp(m), so HC = Sp(2m,C)×Sp(2m,C). Similarly to the example above, mC can be expressed
as a subset of certain off-diagonal matrices and a Higgs bundle for Sp(m,m) is of the form
(W1 ⊕ W2,Φ =
 0 β
−βT 0
), where (Wi, ωi), i = 1, 2, are symplectic vector bundles of
rank 2m and βT : W1 → W2 ⊗ K is the symplectic transpose4 of β : W2 → W1 ⊗ K.
Note that, by considering the symplectic form ω = (ω1, ω2) on V = W1 ⊕ W2, the pair
(V,Φ =
 0 β
−βT 0
) is naturally an Sp(4m,C)-Higgs bundle. Now, by considering the
symplectic form ω′ = (ω1,−ω2) on V , the pair (V,Φ) is naturally an SU∗(4m)-Higgs bundle,
reflecting the fact that Sp(m,m) is a subgroup of SU∗(4m).
The construction of the moduli space of semi-stable5 G-Higgs bundles when G is a complex
reductive Lie group goes back to Hitchin [Hit87a, Hit87b] and Simpson [Sim92, Sim94b]. In
the general case where G is a reductive Lie group (real or complex), the existence of a moduli
space of Higgs bundles Md(G) parametrizing isomorphism classes of polystable G-Higgs
bundles (of topological type6 d ∈ pi1(G)) is guaranteed by Schmitt’s GIT general construction
(see [Sch08]) or Kuranishi slice method (see, e.g., [Kob14]). In particular,Md(G) is a complex
analytic variety, which is algebraic when G is algebraic. When G is a complex reductive Lie
group, for each topological type d ∈ pi1(G), the moduli space Md(G) is non-empty and
connected (see [Li93, GPO14]).
4By definition, ω1(β·, ·) = ω2(·, βT ·).
5As usual, the moduli space parametrizes S-equivalence classes of semi-stable Higgs bundles or equivalently
isomorphism classes of polystable Higgs bundles (for appropriate notions of semi-stability and polystability
generalizing the usual one for principal bundles.
6The topological type of a Higgs bundle is defined as the topological type of the underlying principal
bundle (see Appendix D for more details).
Chapter 1. Background material 16
1.2 Hitchin Equations
Let G be a complex semisimple7 Lie group and K ⊂ G a maximal compact subgroup defined
by an anti-holomorphic involution τ . Also, let P be a smooth principal G-bundle on Σ (of
topological type d ∈ pi1(G)) and fix a reduction PK of P to the maximal compact subgroup
K (for notation and basic definitions concerning principal bundles the reader is referred to
Appendix D). We also denote by τ the isomorphism
τ : Ω1,0(Σ,Ad(P ))→ Ω0,1(Σ,Ad(P ))
given by the combination of complex conjugation on forms and τ .
Now, letA be the set ofK-connections on PK . This is an affine space modeled on Ω1(Σ,Ad(PK))
and, by the Chern correspondence, is in bijection with the set C of holomorphic structures
on P , which in turn is an affine space modeled on Ω1(Σ,Ad(P )) (see e.g. [Ati57]). Thus,
T ∗A ∼= A × Ω1,0(Σ,Ad(P )) is naturally an infinite-dimensional flat hyperka¨hler space. Fol-
lowing Hitchin [Hit87a], given a tangent vector (β, ϕ) ∈ Ω0,1(Σ,Ad(P ))⊕ Ω1,0(Σ,Ad(P )) of
T ∗A, we define the complex structures
I(β, ϕ) = (iβ, iϕ)
J(β, ϕ) = (−iτ(ϕ), iτ(β))
K(β, ϕ) = (τ(ϕ),−τ(β)),
where K = IJ, and a Riemannian metric
g((β, ϕ), (β, ϕ)) = 2i
∫
Σ
B(τ(ϕ), ϕ)−B(τ(β), β),
which is a hyperka¨hler metric.
The gauge group GK (i.e., the group of automorphisms of PK) acts naturally on T ∗A pre-
serving the hyperka¨hler structure defined above and the associated hyperka¨hler moment map
7We restrict to semisimple groups as, apart from the general linear group, all groups considered in this
thesis are of this type. Generalizations to the reductive case (and when the group is real) can be found in the
given references.
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µ = (µ1, µ2, µ3) is given by  µ1(A,Φ) = FA − [Φ, τ(Φ)](µ2 + iµ3)(A,Φ) = ∂¯AΦ.
The equations  FA − [Φ, τ(Φ)] = 0∂¯AΦ = 0
are usually called Hitchin equations (or Higgs bundle equations). Let Mdgauge(G) =
µ−1(0)/GK be the moduli space of solutions to Hitchin equations. Thus we have the fol-
lowing Hitchin-Kobayashi theorem8.
Theorem 1.2 ([Hit87a, Sim92]). A G-Higgs bundle (P,Φ) (of topological type d ∈ pi1(G))
admits a reduction h of structure group to the maximal compact subgroup K (i.e., a metric)
whose curvature Fh of the associated Chern connection satisfies the equation
Fh − [Φ, τ(Φ)] = 0
if and only if it is a polystable Higgs bundle. Moreover, there is a homeomorphism
Md(G) ∼=Mdgauge(G)
taking irreducible solutions in Mdgauge(G) to stable and simple Higgs bundles in Md(G).
In particular, Mdgauge(G) is hyperka¨hler and we identify it in complex structure I (which is
complex structure coming from Σ) with the moduli space of Higgs bundles9. Given a solution
(A,Φ) to Hitchin equations, the connection
∇ := ∇A + φ− τ(φ)
8When G is a reductive group, a Hitchin-Kobayashi correspondence for G-Higgs bundles was obtained in
[GPGMiR09].
9Note thatMd(G) can be seen as the quotient by the gauge group G of polystable elements (∂¯A,Φ) ∈ T ∗A
satisfying ∂¯AΦ, where we have implicitly used the bijection between C and A. Thus, the isomorphism stated
in Theorem 1.2 takes (A,Φ) in complex structure I to (∂¯A,Φ) in the natural complex structure on the Higgs
bundle moduli space coming from the curve.
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is a flat G-connection10, so we obtain a map from Mdgauge(G) to the moduli space MddR(G)
of flat G-connections (which is sometimes called the de Rham moduli space). This gives
a homeomorphism between the moduli space of Higgs bundles and the moduli space of flat
connections, which is usually referred to as the non-abelian Hodge correspondence11 (the
proof relies heavily on two existence theorems for gauge-theoretic equations due to Donaldson
[Don87] and Corlette [Cor88]). Moreover, the map
(A,Φ) 7→ ∇A + φ− τ(φ)
sendsMdgauge(G) in complex structure J toMddR(G) in the natural complex structure induced
from G.
1.3 Simpson compactified Jacobian
Recall that for a non-singular projective curve over C of genus g, the Jacobian variety is a g-
dimensional abelian variety that can be described as the moduli space of degree 0 line bundles
on the curve. More generally, letX be any projective pure-dimensional C-scheme of finite type
and dimension 1, hereinafter simply called a projective curve. The Picard group Pic(X) is the
set of isomorphism classes of invertible sheaves on X, i.e., the moduli space of line bundles on
X, and it is naturally an abelian group isomorphic to H1(X,O×X). We denote by Pic0(X) the
connected component of the identity of the Picard scheme and call it the Jacobian of X (see
e.g. [Kle05]). Clearly, in this generality, Pic0(X) is not a proper C-scheme (see e.g. [BLR90]
for a very good overview on the subject). The problem of compactifying the Jacobian of a
singular curve has been addressed by many authors using different methods and in various
levels of generality. Some references include [AK80, OS79, Ses82, Est01]. In this section
we focus on Simpson moduli space of semi-stable sheaves, which generalizes many of the
past constructions, and is intimately connected, as we will see, to the fibres of the Hitchin
fibration.
10Since ∇A is compatible with K and τ(Φ− τ(φ)) = −(Φ− τ(φ)) (i.e., Φ− τ(Φ) is a 1-form taking value
in ik). Moreover, from the equations, we see that ∇ is flat.
11For the non-abelian Hodge correspondence when G is a real reductive Lie group see [GPGMiR09,
BGPMiR03].
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Let us recall some basic definitions about sheaves. If E is any coherent sheaf on a (Noetherian)
scheme, one defines its dimension d(E) as the dimension of the closed set Supp (E) = {x ∈
X | Ex 6= 0}. Moreover, E is said to be pure of dimension d if for all non-trivial subsheaves
F ⊂ E , d(F) = d. Let us return to the case where X is a projective curve. Generalizing the
usual notion for integral curves, a coherent sheaf E on X will be called torsion-free if it is
pure of dimension one.
Example 1.7. If X is a projective smooth curve, a coherent sheaf E is torsion-free if and
only if it is locally-free. Thus, any coherent sheaf on X splits as a direct sum of a torsion
sheaf (a finite collection of points, and so a sheaf of dimension 0) and a locally free-sheaf (a
sheaf of dimension 1).
Let OX(1) be an ample invertible sheaf on X and δ the degree of the associated polariza-
tion. Then, for every coherent sheaf E on X there exists a polynomial, called the Hilbert
polynomial of E , with rational coefficients and degree d(E) defined by
P (E , t) = χ(X, E(t)), for t >> 0,
where E(t) = E ⊗OX(1)t. Let E be a coherent sheaf on X of dimension d(E) = 1. Then, the
associated Hilbert polynomial is of the form
P (E , t) = δ rkP (E)t+ degP (E) + rkP (E)χ(OX),
for some rational numbers rkP (E) and degP (E), called the (polarized) rank and degree
of E , resp., with respect to OX(1). We also denote define the (polarized) slope of E by
µP (E) = degP (E)/ rkP (E). Note in particular that considering some positive power of OX(1)
as the ample line bundle, does not alter the polarized slope.
Remark 1.3: If X is integral, the usual notions of degree and rank coincide with the ones
given above (for any polarization). In particular, if E is a 1-dimensional coherent sheaf on
X, there exists an open dense subset U ⊂ X, such that E|U is locally free and the rank of E
is the rank of the locally free sheaf E|U . In general, however, the polarized rank and degree
of a torsion-free sheaf need not be integers and might depend on the polarization.
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Example 1.8. Let X = Σ1 ∪ Σ2 be a nodal curve, where Σ1 and Σ2 are smooth curves (of
genus g1 and g2, respectively) meeting transversely at x0 ∈ X. A polarization on X can be
seen as a collection of rational numbers, one for each irreducible component, whose sum is
an integer. Let OX(1) be an ample line bundle whose corresponding polarization is given by
{1/2, 1/2}. Also, let E be a locally-free sheaf of rank r and degree d on Σ1, and consider the
coherent sheaf E = j∗E on X, where j : Σ1 → X is the natural inclusion. The sheaf E is
torsion-free and its polarized rank and degree are given by
P (E , t) = χ(X, E(t))
= rkP (E)t+ degP (E) + rkP (E)χ(OX)
= rkP (E)t+ degP (E) + rkP (E)(1− g1 − g2).
But,
χ(X, E(t)) = χ(Σ1, E ⊗ j∗OX(t))
=
r
2
t+ d+ r(1− g1),
by Riemann-Roch. Thus rkP(E) = r/2. This example illustrates two points. Taking E to
be an invertible sheaf on Σ1, we obtain that the polarized rank of j∗E is not integral. Also,
note that if a torsion-free sheaf has rank 1 on each irreducible component, it will also have
rank 1 on X. The converse, however, does not hold. Take the rank of E to be 2. Then,
rkP(j∗E) = 1, but j∗E restricted to Σ2 is a torsion-sheaf supported at x0.
Recall that any semi-stable sheaf E admits a (non-unique) Jordan-Ho¨lder filtration, i.e., a
filtration
0 = E0 ⊂ E1 ⊂ . . . ⊂ El = E ,
where the factors Ei/Ei−1 are stable and have polarized slope µP (E), for i = 1, . . . , l. More-
over, the graded object
Gr(E) :=
l⊕
i=1
Ei/Ei−1,
up to isomorphism, does not depend on the choice of the Jordan-Ho¨lder filtration (see e.g.
[HL10, Proposition 1.5.2]).
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Definition 1.4. A coherent sheaf E on X is semi-stable (resp. stable) if it is torsion-free
and for any proper subsheaf F ⊂ E , one has µP (F) ≤ µP (E) (resp. <). Also, two semi-stable
sheaves E1 and E2 are called S-equivalent if Gr(E1) ∼= Gr(E2).
Remark 1.5: The stability condition defined above is equivalent to Simpson’s definition
[Sim94a], where a torsion-free sheaf E is called µ-(semi-)stable if for all proper subsheaves
F ⊂ E one has
degP (F) + rkP (F)χ(OX)
δ rkP (F) <(≤)
degP (E) + rkP (E)χ(OX)
δ rkP (E) .
Also, for stable sheaves, S-equivalence is the same as isomorphism.
Simpson constructed in loc. cit. a coarse moduli space M(OX(1), P ), hereinafter called
Simpson moduli space, for semi-stable sheaves on a polarized curve12 (X,OX(1)) with
Hilbert polynomial
P (t) = δt+ k + χ(OX),
where δ, as before, is the degree of the polarization. He shows in [Sim94a, Theorem 1.21]
thatM(OX(1), P ) is a projective scheme whose points correspond to S-equivalence classes of
semi-stable (polarized) rank 1 and (polarized) degree k torsion-free sheaves on X. Moreover,
the locus Ms(OX(1), P ) corresponding to stable sheaves is the fine moduli space of stable
sheaves, an open dense set in M(OX(1), P ).
Remark 1.6: As pointed out in the beginning of this section, the Simpson moduli space is a
compactification of Pic0(X) which generalizes prior constructions. In particular, if X is inte-
gral (i.e., reduced and irreducible), every rank 1 torsion-free sheaf is stable andM(OX(1), P )
coincides with the compactification constructed by Altman and Kleiman [AK80]. Also, when
X is reduced but reducible, the (semi-)stability condition introduced by Seshadri in [Ses82]
is known to be equivalent to the notion introduced in this section. Moreover, Seshadri’s com-
pactification corresponds to the connected component of Simpson moduli space consisting of
sheaves which are rank 1 on every irreducible component of the curve (for more details and
a good guide to the literature see [LM05]).
12In loc. cit., Simpson actually constructs a moduli space of semi-stable sheaves on any polarized projective
C-scheme.
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1.4 Hitchin fibration
Let G be an (affine) reductive group over C with Lie algebra g and fix a topological type
d ∈ pi1(G). Consider a homogeneous basis {p1, . . . , pr} for the algebra C[g]G of polynomials
invariant under the adjoint action of G. Here, r is the rank of g and let di be the degree of
the invariant polynomial pi, for i = 1, . . . , r. The G-Hitchin fibration, or simply Hitchin
map, is given by
hG :Md(G)→ A(G) =
r⊕
i=1
H0(Σ,Kdi)
(P,Φ) 7→ (p1(Φ), . . . , pr(Φ)),
where A(G) is a vector space of half of the dimension of Md(G) called Hitchin base. If no
confusion is possible, we will drop the subscript and denote the morphism above simply by h.
The Hitchin map is a surjective proper morphism for any choice of basis, with complex La-
grangian fibres. Moreover it turns the moduli space of G-Higgs bundles into an algebraically
completely integrable Hamiltonian system13 [Hit87b]. To describe the fibres of h for classical
groups, Hitchin introduced the notion of spectral curve14 [Hit87a, Hit87b], which we will
recall in this section.
Note that given a linear representation ρ : G → GL(V), one can associate to any semi-
stable G-Higgs bundle (P,Φ) a semi-stable Higgs bundle (P (V), ρ(Φ)) and then consider a
particularly convenient basis of homogeneous polynomials given by the coefficients of the
characteristic polynomial (see e.g. [Don95]). As our main concern will be when the com-
plex group G is a classical group, we start by introducing the spectral curve for the group
GL(n,C). In this case, we use the more conventional notation M(n, d) for the moduli space
Md(GL(n,C)) of Higgs bundles of rank n and degree d on Σ. Choose the basis of invariant
polynomials to be given by the coefficients of the characteristic polynomial and denote the
13Recall that an algebraically completely integrable Hamiltonian system consists of a 2N -dimensional
symplectic complex algebraic variety Y with a map f = (f1, . . . , fN ) : Y → CN such that df1 ∧ . . . ∧ fN is
generically non-zero; the Poisson bracket of fi and fj vanish for all i, j = 1, . . . , N ; for generic z ∈ CN , f−1(c)
is an open set in an abelian variety (of dimension N); the Hamiltonian vector fields Xfi , i = 1, . . . , N , are
linear on f−1(c).
14For more general groups, the notion of a cameral cover was introduced by Donagi (see e.g. [Don95]).
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Hitchin fibration, which is a projective fibration, by
h :M(n, d)→ A =
n⊕
i=1
H0(Σ,Ki)
(V,Φ) 7→ (p1(Φ), . . . , pn(Φ)),
where pi(Φ) = (−1)i tr(ΛiΦ), for i = 1, . . . , n. Compactify pi : K → Σ to the ruled surface
p¯i : Y → Σ,
where Y = P(OΣ ⊕K), i.e., the total space of Proj(Sym•(OΣ ⊕K−1)), and let O(1) be the
relatively ample invertible sheaf on Y , so that p¯i∗O(1) ∼= OΣ ⊕K−1. Let σ ∈ H0(Y,O(1)) =
H0(Σ,OΣ ⊕ K−1) be the canonical section of O(1), called the “infinity section”, and let
λ ∈ H0(Σ, p¯i∗K(1)) = H0(Σ,K ⊕ OΣ) be the canonical section of p¯i∗K ⊗ O(1), called the
“zero section” (both corresponding to the respective associated summand OΣ).
Remark 1.7: Note that the zero section and the infinity section are disjoint on Y . Also,
when restricted to the total space |K| ⊂ Y of the canonical bundle, λ ∈ H0(|K|, p¯i∗K) is the
tautological section.
Let a = (a1, . . . , an) ∈ A and consider the section
sa = λ
n + (p¯i∗a1)λn−1σ + . . .+ (p¯i∗an)σn ∈ H0(Y, p¯i∗(K)n ⊗O(n)).
We denote by Xa the zeros of the section sa with the natural scheme structure and call it
the spectral curve associated to a ∈ A. In particular we denote by
pia : Xa → Σ,
the restriction of pi : K → Σ to Xa, and call it the spectral cover associated to Xa.
Remarks 1.7:
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1. Note that σ restricted to Xa is everywhere non-zero and so trivializes O(1)|Xa . Thus, λ
restricted to the spectral curve is a section of
(p¯i∗(K)⊗O(1))|Xa ∼= pi∗a(K).
In particular, the spectral curve Xa can be seen as the zero scheme corresponding to the
section
λn + pi∗a1λn−1 + . . .+ pi∗an ∈ H0(|K|, pi∗Kn).
2. It follows from the remark above that the spectral curve Xa is an element of the lin-
ear system P(H0(Y, p¯i∗(K)n ⊗ O(n))) which is contained in |K| ⊂ Y . As explained in
[Hit87b], this linear system is base-point free. This follows from the fact that λn is a point
of P(H0(Y, p¯i∗(K)n ⊗O(n))), but the linear system PH0(Σ,Kn) is base-point free for n ≥ 2,
which we may assume as the case n = 1 is trivial. In particular, it follows from Bertini’s
theorem that the generic spectral curve is a non-singular projective curve.
Since we will be dealing with non-reduced spectral curves, it is instructive to get a clearer
picture of the scheme structure of Xa. For this, set a0 = 1 ∈ H0(Σ,OΣ). We may see the
sections ai ∈ H0(Σ,Ki) as embeddings
ai : K
−n → K−n+i,
for each i = 0, . . . , n. Consider the ideal sheaf
Ia =
(
n⊕
i=0
ai(K
−n)
)
⊂ Sym•K−1
generated by the images of ai. Then,
Xa = Spec(Sym
•K−1/Ia) ⊂ |K| = Spec(Sym•K−1).
In particular, the spectral cover
pia : Xa → Σ
is a finite morphism of degree n.
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Note that15
pia,∗(OXa) = Sym•K−1/Ia = OΣ ⊕K−1 ⊕ . . .⊕K−(n−1)
and from this we can calculate the arithmetic genus gXa = pa(Xa) of Xa by using the fact
that the Euler characteristic is invariant under direct images by finite morphisms. So,
χ(Xa,OXa) = χ(Σ, pia,∗OXa)
gives
gXa = 1 + n
2(g − 1). (1.2)
A finite morphism is in particular affine. Let us make this explicit. Let U be an open
affine of Σ and consider a nowhere vanishing section u ∈ H0(U,K−1), so that |K|U | =
Spec(OΣ(U)[u]). Denote by
a¯i = 〈ai, ui〉 ∈ OΣ(U)
the local function on U obtained by the natural pairing between Ki and K−i, for i = 1, . . . , n.
Then, we obtain the affine open set
pi−1a (U) = Spec
( OΣ(U)[u]
(un + a¯1un−1 + . . .+ a¯n)
)
,
on Xa and the map pia restricted to this affine is simply the natural projection of OΣ(U)[u]
onto its quotient by the ideal (un + a¯1u
n−1 + . . .+ a¯n) ⊂ OΣ(U)[u].
1.4.1 The BNR correspondence
Let OΣ(1) be an ample line bundle on Σ of degree δ. Given a point a ∈ A of the Hitchin
base for the Hitchin fibration
h :M(n, d)→ A =
n⊕
i=1
H0(Σ,Ki),
let pia : Xa → Σ be the spectral cover associated to the spectral curve Xa, as in the last
section. We denote by M(a; k) the Simpson moduli space M(OXa(1), P ), given by the
15This is standard (see e.g. [Har77, Ex. 5.17]).
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polarization OXa(1), obtained by the pullback pi∗aOΣ(1) of the ample line bundle OΣ(1) by
the spectral cover, and Hilbert polynomial
P (t) = nδt+ k + χ(OXa).
In other words, M(a; k) is the Simpson moduli space for semi-stable rank 1 sheaves on Xa
(of polarized degree k).
Denote by B the OΣ-algebra pi∗OXa . Since pia is an affine morphism, the direct image pia,∗
induces an equivalence of categories between the category of quasi-coherent OXa-modules
and the category of B-modules (i.e., quasi-coherent OΣ-modules with a B-module structure),
which preserves the subcategories of torsion-free sheaves. If E is a torsion-free sheaf on Xa
of (polarized) rank 1 and degree k, then V = pia,∗(E) is a vector bundle16. Since the Euler
characteristic is invariant under direct image by a finite map, by the projection formula we
have χ(Xa, E ⊗OXa(t)) = χ(Σ, pia,∗(E)⊗OΣ(t)) and thus we obtain, as pointed out in [HP12,
Remark 3.8], the relations
n rkP(E) = rk(pia,∗(E))
degP(E) + rkP(E)χ(OXa) = deg(pia,∗(E)) + rk(pia,∗(E))χ(OΣ).
Thus, by the above and (1.2), V is a vector bundle of rank n and degree k+n(n− 1)(1− g).
A B-module structure on V corresponds to an algebra homomorphism
Sym•K−1/Ia → EndV,
which is equivalent to an OΣ-module K−1 → EndV , i.e., a Higgs field Φ. Equivalently, we
may see Φ as the twisted endomorphism of V obtained from multiplication by the tautological
section
λ : E → E ⊗ pi∗aK.
16We will avoid differentiating a vector bundle from its associated locally-free sheaf whenever notation
becomes too cumbersome.
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In particular, we denote the Higgs bundle obtained from E through this construction by
pia,∗(E , λ) = (V,Φ),
and sometimes say that (V,Φ) was obtained by the direct image construction of E . It follows
from [Sim94b, Corollary 6.9] that E is (semi-)stable (resp. polystable) if and only if pia,∗(E , λ)
is (semi-)stable (resp. polystable). Thus, since h(V,Φ) = a by [HP12, Lemma 6.2], the fibre
h−1(a) can be characterized in the following way.
Theorem 1.8. Let a ∈ A be any point of the Hitchin base. Then, the fibre h−1(a) of
the GL(n,C)-Hitchin fibration is isomorphic to the Simpson moduli space M(a; k), where
k = d+ n(n− 1)(g − 1).
We will refer to the correspondence above as the BNR correspondence, or spectral cor-
respondence. The name is justified by the fact that when the spectral curve is an integral
scheme, the characterization above is a theorem by Beauville, Narasimhan and Ramanan
[BNR89, Proposition 3.6] (in this case, Simpson moduli space simply parametrizes isomor-
phism classes of rank 1 torsion-free sheaves on the spectral curve). Explicitly, given a Higgs
bundle (V,Φ) ∈ h−1(a), the cokernel of
pi∗aΦ− λ Id : pi∗aV → pi∗a(V ⊗K)
defines a torsion-free sheaf E ⊗pi∗aK and one recovers the Higgs bundle as pia,∗(E , λ) = (V,Φ).
In particular, the torsion-free sheaf fits into the exact sequence
0→ E ⊗ pi∗aKn−1 → pi∗aV
pi∗aΦ−λ Id−−−−−−→ pi∗a(V ⊗K)→ E ⊗ pi∗aK → 0.
For general spectral curves, the characterization of the fibres is due to Schaub [Sch98], with
minor corrections, as pointed out in [CL16, dC16, HP12].
Remarks 1.8:
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1. As noted, the generic spectral curve Xa is non-singular (by Bertini’s theorem) and the
Simpson moduli spaceM(a; k) is isomorphic to Pick(Σ). In particular, these fibres are torsors
for the abelian variety Pic0(Σ).
2. Note that, given a Higgs bundle (V,Φ), any proper Φ-invariant subbundle W defines a
Higgs bundle (W,Φ|W ) and the characteristic polynomial of ΦW must divide the characteristic
polynomial of Φ. In other words, the spectral curve of (W,Φ|W ) is a component of the spectral
curve of (V,Φ). In particular, if Xa is integral, all Higgs bundles in the fibre h
−1(a) must be
stable.
3. The spectral correspondence for classical groups was achieved by Hitchin in [Hit87b] (see
also [Sch13] for spectral data for Higgs bundles for real groups). In particular, these can be
seen as special loci of the Simpson moduli space.
Part I
Higgs bundles and non-reduced
spectral curves
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Chapter 2
Extensions of Higgs bundles
In this chapter we introduce extensions of Higgs bundles as short exact sequences in the
abelian category of Higgs bundles and show how these are related to the first hypercohomology
group of a certain complex of sheaves, which can be seen as a Higgs bundle in its own
right. After recalling the long exact sequences which will be used in subsequent chapters to
obtain information about the hypercohomology groups of the Higgs bundles governing the
extensions, we give a parametrization of certain symplectic and orthogonal Higgs bundles
which appear as special extensions by maximally isotropic Higgs subbundles. The results
will be used in chapters 3 and 4 when describing the singular fibres related to the real groups
SU∗(2m), SO∗(4m) and Sp(m,m).
2.1 Classical Higgs bundles
A Higgs bundle on Σ can be viewed as a complex of locally-free sheaves concentrated in
degrees 0 and 1. Then, a homomorphism between two Higgs bundles E = (E
ϕ→ E ⊗K) and
F = (F
ψ→ F ⊗K) is a homomorphism of complexes of the form
E
ϕ //
α

E ⊗K
α⊗1

F
ψ // F ⊗K,
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for some homomorphism α : E → F of vector bundles.
Let Wi = (Wi
Φi→Wi ⊗K), i = 1, 2, be Higgs bundles on Σ. An extension of W2 by W1 is a
short exact sequence (of complexes)
0→W1 → V→W2 → 0, (2.1)
where V = (V
Φ→ V ⊗ K) is a Higgs bundle and the maps are homomorphisms of Higgs
bundles. In particular, these can be seen as short exact sequences in the abelian category
Higgs(Σ) of Higgs sheaves. We will sometimes denote such an extension by
0→ (W1,Φ1)→ (V,Φ)→ (W2,Φ2)→ 0 (2.2)
and say that (V,Φ) is an extension of (W2,Φ2) by (W1,Φ1). This means, of course, that the
vector bundle V is an extension of W2 by W1 and Φ is a Higgs field on V which projects
to Φ2 and satisfies Φ|W1 = Φ1. In particular, (W1,Φ1) is a Φ-invariant subbundle of (V,Φ).
The split extension W1 ⊕W2 = (W1 ⊕W2 Φ1⊕Φ2−→ (W1 ⊕W2)⊗K) will be called the trivial
extension.
Definition 2.1. Two extensions of W2 by W1 are strongly equivalent if we have an
isomorphism of exact sequences
0 // (W1,Φ1) //
Id

(V,Φ) //
∼=

(W2,Φ2) //
Id

0
0 // (W1,Φ1) // (V
′,Φ′) // (W2,Φ2) // 0,
where the vertical map in the middle is an isomorphism of Higgs bundles. If we allow IdWi ,
i = 1, 2, to be more general automorphisms of Higgs bundles, we say that the extensions are
weakly equivalent (i.e., two extensions are weakly equivalent if they are isomorphic short
exact sequences in Higgs(Σ)).
Extensions of Higgs bundles, modulo equivalence, are parametrized by the first hyperco-
homology group of a certain complex of sheaves. To see this, recall that given two Higgs
bundles V1 = (V1
Φ1→ V1 ⊗ K) and V2 = (V2 Φ2→ V2 ⊗ K), their tensor product V1 ⊗ V2 is
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defined as the Higgs bundle whose underlying vector bundle is V1 ⊗ V2 and Higgs field is
Φ1 ⊗ 1 + 1 ⊗ Φ2. We denote by O = (OΣ 0→ K) the neutral Higgs bundle. The dual of
a Higgs bundle V = (V
Φ→ V ⊗ K) is defined as the Higgs bundle V∗ whose Higgs field is
− tΦ : V ∗ → V ∗ ⊗ K, so that the natural morphisms O → V∗ ⊗ V → O are Higgs bundle
morphisms. Note also that the set of homomorphisms between two Higgs bundles V1 and V2
corresponds precisely to the zeroth hypercohomology group of V∗1 ⊗V2 (seen as a complex of
sheaves).
Tensoring (2.1) by W2
∗ we obtain the short exact sequence (since W2 is locally-free)
0→W2∗ ⊗W1 →W2∗ ⊗ V→W2∗ ⊗W2 → 0.
The exact sequence above is in particular a short exact sequence of two-term complex of
sheaves. Considering the corresponding long exact sequence in hypercohomology (for more
details, see Appendix B) we get the connecting homomorphism
H0(Σ,W∗2 ⊗W2)→ H1(Σ,W∗2 ⊗W1). (2.3)
Note that
IdW2 ∈ H0(Σ,W∗2 ⊗W2) ∼= ker(H0(Σ,End(W2))→ H0(Σ,End(W2)⊗K)).
Then, we define δ(V,Φ), or δ(V), as the element in H1(Σ,W∗2 ⊗W1) given by the image of
the identity endomorphism of W2 via the map (2.3).
Adapting Atiyah’s argument [Ati57] we can give a more precise description of δ(V,Φ). One
can always find an open covering U = {Ui} of Σ such that the restriction to Ui of the
underlying extension of vector bundles 0 → W1 → V p→ W2 → 0 splits. Let hi : W2,i → Vi
be the local splittings, where the subscript i denotes restriction to Ui. Thus, {hi} is a 0-
cochain of O(Hom(W2, V )) which lifts the 0-cocycle IdW2 of O(End(W2)) and {hj − hi} is a
representative for the image of IdW2 under the map
H0(Σ,End(W2))→ H1(Σ,Hom(W2,W1)),
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which corresponds to the extension class of V . Applying the Higgs field of the Higgs bundle
W∗2 ⊗ V to hi gives
ψi = Φi ◦ hi − hi ◦ Φ2,i
and this projects to zero under pi. Thus, {ψi} ∈ C0(U ,Hom(W2,W1)⊗K) (since pi◦Φi◦hi =
Φ2,i) and
({hj − hi}, {ψi}) ∈ C1(U ,Hom(W2,W1))⊕ C0(U ,Hom(W2,W1)⊗K)
is a representative for δ(V,Φ) ∈ H1(Σ,W∗2 ⊗W1). Indeed, the hypercohomology groups of
the complex W∗2 ⊗W1 are calculated by the cohomology of the complex (C•, d)
C0 = C0,0 = C0(U ,Hom(W2,W1))
C1 = C1,0 ⊕ C0,1 = C1(U ,Hom(W2,W1))⊕ C0(U ,Hom(W2,W1)⊗K)
C2 = C1,1 = C1(U ,Hom(W2,W1)⊗K)
whose differential is a combination between the Cˇech differential δ and the Higgs field φ21 of
W∗2 ⊗W1:
dn :=
∑
p+q=n
δ + (−1)qφ21 : Cn → Cn+1.
Remark 2.2: If we had considered local splittings hi : W2,i → Vi of the Higgs bundles, i.e.,
local splittings hi : W2,i → Vi such that the diagram
W2,i
hi //
Φ2,i

Vi
Φi

(W2 ⊗K)i hi⊗1 // (V ⊗K)i
(2.4)
commutes, then ({hj −hi}, 0) would be a representative for δ(V,Φ). In particular, the trivial
extension corresponds to 0 ∈ H1(Σ,W∗2 ⊗W1).
Let V = (V
Φ→ V ⊗K) and V′ = (V ′ Φ′→ V ′ ⊗K) be two weakly equivalent extensions of W2
by W1. In our applications, W1 and W2 are always stable Higgs bundles. In particular, their
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only automorphisms are non-zero scalars (see e.g. [Hau01, Thm 5.1.2]). In this case, we have
0 // W1 //
λ1

V //
∼=

W2 //
λ2

0
0 // W1 // V
′ // W2 // 0,
for some scalars λ1, λ2 ∈ C×. Thus, λ2δ(V ′,Φ′) = λ1δ(V,Φ). In particular, two strongly
equivalent extensions define the same element in H1(Σ,W∗2⊗W1), whereas weakly equivalent
extensions define only the same class in P(H1(Σ,W∗2 ⊗W1)).
Conversely, given an element δ ∈ H1(Σ,W∗2⊗W1), its image under the map H1(Σ,W∗2⊗W1)→
H1(Σ,W ∗2 ⊗W1) (for more details, see (2.6) in the end of the section) defines an extension
0→W1 → V p→W2 → 0
of W2 by W1. We may take an open covering U = {Ui} of Σ such that W1,i ⊕ W2,i is
isomorphic to Vi via (w1, w2) 7→ w1 + hi(w2), for holomorphic maps hi : W2,i → Vi, so that
{hj − hi} is a representative for V in H1(Σ,W ∗2 ⊗W1). Then δ is represented by the cocycle
({hj − hi}, {ψi}), for some {ψi} ∈ C0(U ,Hom(W2,W1)⊗K). We may then define
Φi = Φ1,i ◦ Id−hi ◦ pi + ψi ◦ pi + hi ◦ Φ2,i ◦ pi
and this is a Higgs field on V , which gives the extension of Higgs bundles. It is straightforward
to check that by choosing another representative of δ we obtain a weakly equivalent extension.
Thus we have proven the well-known1 result below.
Proposition 2.3. The set of extensions of a Higgs bundle (W1,Φ1) by a Higgs bundle
(W2,Φ2), modulo strong equivalence, is in bijection with H1(Σ,W2∗ ⊗ W1). Moreover, if
(W1,Φ1) and (W2,Φ2) are stable Higgs bundles, weak equivalence classes of such extensions
are parametrized by P(H1(Σ,W∗2 ⊗W1)).
It is convenient to also understand this correspondence from the Dolbeault point of view. De-
note by ∂¯V , ∂¯1, ∂¯2 and ∂¯Hom(W2,W1) (or simply ∂¯Hom if no confusion is possible) the Dolbeault
1See e.g. [Tha02, Section 3].
Chapter 2. Extensions of Higgs bundles 36
operator that gives the holomorphic structure on V , W1, W2 and Hom(W2,W1), respectively.
By the Dolbeault lemma the following resolutions are acyclic
O(Hom(W2,W1))→ Ω0(Hom(W2,W1)) ∂¯Hom−→ Ω0,1(Hom(W2,W1))→ 0,
O(Hom(W2,W1)⊗K)→ Ω1,0(Hom(W2,W1)) ∂¯Hom−→ Ω1,1(Hom(W2,W1))→ 0.
Moreover we can define the commutative diagram
O(Hom(W2,W1)) //
φ21

Ω0(Hom(W2,W1))
∂¯Hom //
φ21

Ω0,1(Hom(W2,W1)) //
φ21

0
O(Hom(W2,W1)⊗K) // Ω1,0(Hom(W2,W1)) ∂¯Hom // Ω1,1(Hom(W2,W1)) // 0,
where we extend φ21 in the natural way to a (0,1)-form α with value in Hom(W2,W1).
The hypercohomology groups of the complex W2
∗⊗W1 can be computed via the cohomology
of the associated simple complex (C•, d)
Cn(X) :=
⊕
p+q=n
Cp,q
dn :=
∑
p+q=n
∂¯Hom + (−1)qφ21
where Cp,q := Ωp,q(Σ,Hom(W2,W1)). In particular, given β ∈ Ω0,1(Σ,Hom(W2,W1)) and
ψ ∈ Ω1,0(Σ,Hom(W2,W1)) satisfying
∂¯Hom(ψ) + φ21(β) = 0,
the pair (β, ψ) is a representative for a class in the first hypercohomology group of W2
∗⊗W1.
Moreover, any other representative in the class of (β, ψ) is of the form (β, ψ) = (β+∂¯Homθ, ψ+
Φ21(θ)) ∈ H1(Σ,W2∗ ⊗W1), where θ ∈ Ω0(Σ,Hom(W1,W1)).
In the smooth category, every short exact sequence splits (due to the existence of a partition
of unity) and so choose a smooth splitting
V ∼= W1 ⊕W2.
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Note that this is only an isomorphism between the underlying smooth vector bundles and
with respect to this C∞-splitting we can write
∂¯V =
 ∂¯1 β
0 ∂¯2
 and Φ =
 Φ1 ψ
0 Φ2
 ,
where β ∈ Ω0,1(Σ,Hom(W2,W1)) (second fundamental form) and ψ ∈ Ω1,0(Σ,Hom(W2,W1)).
Remark 2.4: Any other smooth splitting differs from this one by a smooth section of
Hom(W2,W1). Indeed, the short exact sequence
0→W1 i→ V p→W2 → 0
splits if and only if there exists a map V → W1, such that composition with i equals IdW1 .
Let fk : V → W1, k = 1, 2, be the maps corresponding to two different splittings. Given
w2 ∈ W2, define f(w2) := (f1 − f2)(v), for some v ∈ V such that p(v) = w2 (p is surjective).
This is clearly well-defined because any other v′ ∈ V such that p(v′) = w2 satisfies v − v′ ∈
ker p = Im i, but (f1 − f2) ◦ i = 0.
Now, the fact that Φ is holomorphic is translated into the following compatibility condition
∂¯Hom(ψ) + φ21(β) = 0. (2.5)
Note that we chose a C∞-splitting V = W1⊕W2, associated to some f1 : V →W1. Consider
now another splitting V ′ = W1 ⊕ W2 given by f2 : V → W1 and let f := f1 − f2 ∈
Ω0(Σ,Hom(W2,W1)). Here, we use V
′ to distinguish the second identification V = W1⊕W2
via f2 with the first one given by f1. With respect to this new splitting we write ∂¯V ′ =∂¯1 β′
0 ∂¯2
 and Φ′ =
Φ1 ψ′
0 Φ2
. An isomorphism F : V → V ′ is given by
(a, b) 7→ (a− f(a), b)
and we must have (F ⊗ IdK) ◦ Φ = Φ′ ◦ F , which gives ψ′ = ψ + φ21(f). Similarly, from the
Dolbeault operators, we obtain β′ = β+∂¯Hom(f). This means that (β, ψ) ∈ H1(Σ,W2∗⊗W1).
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Conversely, given (β, ψ) ∈ H1(Σ,W2∗ ⊗ W1), the element β ∈ Ω0,1(Σ,Hom(W2,W1)) ∼=
H1(Σ,Hom(W2,W1)) gives an extension of bundles
0→W1 → V →W2 → 0.
Choose a smooth splitting V = W1 ⊕W2 with
∂¯V =
∂¯1 β
0 ∂¯2

and define
Φ :=
Φ1 ψ
0 Φ2
 .
We finish this section with the following remarks. Both spectral sequences associated to the
double complex that calculates hypercohomology of the complex of sheaves W2
∗⊗W1 satisfy
Ep,q2 = 0, unless p, q ∈ {0, 1}. Therefore, as discussed in Appendix B, we have the following
short exact sequence
0→ E1,02 → H1(Σ,W2∗ ⊗W1)→ E0,12 → 0.
The first spectral sequence gives
0→ coker(H0(Σ,Hom(W2,W1)→ H0(Σ,Hom(W2,W1)⊗K)))→ H1(Σ,W2∗ ⊗W1)
→ ker(H1(Σ,Hom(W2,W1)→ H1(Σ,Hom(W2,W1)⊗K)))→ 0.
This can be written as
0→ H0(Σ,W2∗ ⊗W1)→ H0(Σ,Hom(W2,W1)→ H0(Σ,Hom(W2,W1)⊗K))
→ H1(Σ,W2∗ ⊗W1)→ H1(Σ,Hom(W2,W1)→ H1(Σ,Hom(W2,W1)⊗K))
→ H2(Σ,W2∗ ⊗W1)→ 0. (2.6)
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Now, the second spectral sequence, which will be important for us further on, gives
0→ H1(Σ, kerφ21)→ H1 → H0(Σ, cokerφ21)→ 0. (2.7)
2.2 The orthogonal and symplectic cases
Let (V,Φ) be a Higgs bundle of rank 2n on Σ and α a bilinear non-degenerate form on V
with respect to which the Higgs field Φ is skew-symmetric. Of course, when α is symmetric
(respectively, skew-symmetric), ((V, α),Φ) is an orthogonal (respectively, symplectic) Higgs
bundle.
For any subbundle W ⊂ V , the orthogonal complement W⊥α of W with respect to α is
defined as the kernel of the map
V →W ∗
v 7→ α(v, ·)|W ,
so we have a short exact sequence
0→W⊥α → V →W ∗ → 0.
If W is a Φ-invariant maximally isotropic (i.e., W⊥α = W ) subbundle, we obtain an exact
sequence of Higgs bundles of the form2
0→ (W,φ)→ (V,Φ)→ (W ∗,− tφ)→ 0,
where φ := Φ|W . Choose a smooth splitting V ∼= W ⊕W ∗ so that α becomes
q =
0 1
1 0
 ,
2Note that the Higgs field of W ∗, say φ′ for now, is obtained via the map V →W ∗. More precisely, given
δ ∈W ∗, δ = α(v, ·), for some (non-unique) v ∈ V , we obtain φ′(δ) = α(Φv, ·) = −α(v, φ ·) = −δ(φ ·) = −tφ(δ).
So, as explained in the last section, this is the natural Higgs field in W ∗ associated to the Higgs bundle (W,φ).
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if the Higgs bundle is orthogonal and
ω =
 0 1
−1 0
 ,
if the Higgs bundle is symplectic. Thus, with respect to this smooth splitting,
∂¯V =
 ∂¯W β
0 − t∂¯W
 and Φ =
 φ ψ
0 − tφ
 .
Since Φ is skew-symmetric with respect to α we have tΦα+αΦ = 0. Thus, ψ ∈ Ω1,0(Σ,W⊗W )
is an element of Ω1,0(Σ,Λ2W ) in the orthogonal case and of Ω1,0(Σ,Sym2W ) in the symplectic
case. The form α can be seen as a global holomorphic section of Hom(V, V ∗), so
0 = (∂¯Hom(V,V ∗)α)v = − t∂¯V (α(v))− α(∂¯V (v)), (2.8)
for any smooth section v = (w, ξ) of V ∼= W ⊕W ∗. The condition (2.8) is equivalent to
β ∈ Ω0,1(Σ,W ⊗W ) being skew-symmetric (respectively, symmetric) when α is symmetric
(respectively, skew-symmetric). This means that (ψ, β) is a representative for a class in
the first hypercohomology group of a subcomplex of the complex of sheaves W ⊗W. In the
orthogonal case the two-term complex of sheaves is the Higgs bundle Λ2W, which corresponds
to the complex
φˆ : O(Λ2W )→ O(Λ2W ⊗K)
w1 ∧ w2 7→ φ(w1) ∧ w2 + w1 ∧ φ(w2)
while in the symplectic case the complex is
φˆ : O(Sym2W )→ O(Sym2W ⊗K)
w1  w2 7→ φ(w1) w2 + w1  φ(w2),
corresponding to the Higgs bundle Sym2 W.
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The class δ(V,Φ) is thus an element ofH1(Σ,Λ2W) in the orthogonal case and ofH1(Σ,Sym2 W)
in the symplectic case.
Proposition 2.5. An extension (V,Φ) of (W ∗,− tφ) by (W,φ) has an orthogonal (resp.,
symplectic) structure turning it into an orthogonal (resp., symplectic) Higgs bundle and with
respect to which W is a maximally isotropic subbundle if and only if it is strongly equivalent
to an extension of Higgs bundles whose hypercohomology class belongs to H1(Σ,Λ2W) (resp.,
H1(Σ,Sym2 W)).
Proof. It remains only to prove the converse, but this follows directly from the considerations
of Section 2.1 and [Hit07b, Criterion 2.1], where the case when there is no Higgs fields is dealt
with by Hitching.

Chapter 3
The group SU∗(2m)
Let U be a complex vector space of dimension 2m endowed with a non-degenerate skew-
form ω and A ∈ End(U) symmetric with respect to ω. Given eigenvectors ui, uj of A with
corresponding eigenvalues ci, cj , respectively, one has
ciω(ui, uj) = ω(Aui, uj)
= ω(ui, Auj)
= cjω(ui, uj).
By the non-degeneracy of ω it follows that the eigenspaces must be even-dimensional and
the characteristic polynomial of A is of the form det(x Id−A) = p(x)2. In particular, as
explained in Hitchin-Schaposnik [HS14], the polynomial p(x) may be seen as the Pfaffian
polynomial of x Id−A (i.e., p(x) is the polynomial defined by p(x)ωm = (xω − α)m, where
α ∈ Λ2U∗ is the element corresponding to A via the isomorphism End(U) ∼= U∗ ⊗ U∗ given
by ω).
Let (V,Φ) be an SU∗(2m)-Higgs bundle (see Example 1.4). The Higgs field Φ is symmetric
with respect to the symplectic form ω of V , so the image of (V,Φ) under the SL(2m,C)-
Hitchin fibration
h :M(SL(2m,C))→ A(SL(2m,C)) =
2m⊕
i=2
H0(Σ,Ki)
43
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is given by the coefficients of a polynomial of the form p(x)2, where p(x) = xm + a2x
m−2 +
. . .+ am, ai ∈ H0(Σ,Ki). By abuse of notation, we will refer to such a fibre as h−1(p2).
Denote the projection of the canonical bundle by pi : K → Σ, its total space by |K| and let
λ ∈ H0(|K|, pi∗K) be the tautological section. Note that the spectral curve corresponding to
(V,Φ) is non-reduced. However, by Bertini’s theorem, the reduced curve S = Zeros(p(λ)) ⊆
|K| is generically non-singular and we assume that is the case. In particular, restricting pi to
S gives a ramified m-fold covering
pi : S → Σ.
Also, by the adjunction formula, KS ∼= pi∗Km, which tells us that the genus of S is
gS = m
2(g − 1) + 1.
Note that from our definition of the polynomial p(x), any SU∗(2m)-Higgs bundle (V,Φ)
satisfies p(Φ) = 0 and so the cokernel of the map
p˜i∗Φ− λ Id : p˜i∗V → p˜i∗(V ⊗K)
is a torsion-free sheaf supported on the reduced curve S, where p˜i : X → Σ is the spectral
cover associated to the spectral curve X = Zeros(p(λ)2). Since S is non-singular and it has
miltiplicity 2 in X, this sheaf is a vector bundle of rank 2 on S. One then recovers the
SU∗(2m)-Higgs bundle as (V,Φ) = pi∗(E, λ), i.e., the Higgs bundle obtained by the direct
image construction of E. According to [HS14] we have the following.
Proposition 3.1. [HS14] Let p(λ) = λm + pi∗a2λm−2 + · · · + pi∗am be a section of the line
bundle pi∗Km on the cotangent bundle of Σ whose divisor is a smooth curve S, and let E be a
rank 2 vector bundle on S. Then the direct image of λ : E → E ⊗ pi∗K defines a semi-stable
Higgs bundle on Σ (with underlying vector bundle pi∗E) for the group SU∗(2m) if and only
if E is semi-stable with determinant line bundle Λ2E ∼= pi∗Km−1.
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From the proposition above, we can identify the locus N0 = N0(SL(2m,C)) in h−1(p2)
corresponding to SU∗(2m)-Higgs bundles with
N0 = US(2, pi∗Km−1).
Our goal is to describe the rest of the fibre h−1(p2) using data from the reduced non-singular
curve S. Let (V,Φ) ∈ h−1(p2). We have two cases depending on the vanishing of p(Φ) : V →
V ⊗Km.
Proposition 3.2. The locus
{(V,Φ) ∈ h−1(p2) | p(Φ) = 0}
is isomorphic to
N = {E ∈ US(2, e) | det(pi∗E) ∼= OΣ},
where US(2, e) is the moduli space of semi-stable rank 2 bundles on S of degree e = 2m(m−
1)(g − 1).
Proof. Since S is smooth and λ is a well-defined eigenvalue of Φ on S, the cokernel of pi∗Φ−λ
defines a rank 2 vector bundle E on S
0→ E ⊗OS(−Rpi)→ pi∗V pi
∗Φ−λ Id−−−−−−→ pi∗(V ⊗K)→ E ⊗ pi∗K → 0,
where Rpi is the ramification divisor of pi (in particular, OS(Rpi) ∼= pi∗Km−1 since we see
dpi as a holomorphic section from K−1S to pi
∗K−1). We recover (V,Φ) by the direct image
construction. That is, we take V = pi∗E and push-forward the map multiplication by the
tautological section λ : E → E⊗pi∗K, obtaining Φ = pi∗λ : pi∗E → pi∗(E⊗pi∗K) = pi∗E⊗K.
Since the Euler characteristic is invariant under direct images by finite maps, we must have
deg(E) = 2m(m− 1)(g − 1). Suppose L is a line subbundle of E with deg(L) > e/2. Then,
W := pi∗L is a Φ-variant subbundle of (V,Φ) of rank m and degree deg(L)−m(m−1)(g−1),
so deg(W ) > 0, contradicting the stability of (V,Φ). Thus, the rank 2 bundle E must be
semi-stable.
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Start now with E ∈ N and let (V,Φ) = pi∗(E, λ) be the Higgs bundle obtained by the direct
image construction of E. The constraint on the determinant makes (V,Φ) into a SL(2m,C)-
Higgs bundle. Note that p(λ) = 0 holds on S and if we push-forward this equation to Σ
we obtain p(Φ) = 0. Now, by the Cayley-Hamilton theorem, the characteristic polynomial
of Φ must divide p, which is irreducible, therefore det(x − Φ) = p(x). Let us check that
(V,Φ) = pi∗(E, λ) is semi-stable. Let W be a proper Φ-invariant subbundle of V . Then,
its characteristic polynomial p1(x) = det(x Id−Φ|W ) properly divides p(x)2 and, since S is
smooth, and in particular irreducible, it must be p(x). Semi-stability of E implies deg(W ) ≤ 0
and (V,Φ) is semi-stable.
Before we proceed we recall the definition of the norm map
Nmpi : Pic
0(S)→ Pic0(Σ) (3.1)
O(Σnipi) 7→ O(Σnipi(pi))
associated to the covering pi : S → Σ. Here, ni ∈ Z, pi ∈ S and the map is well-defined as it
only depends on the linear equivalence class of the divisor
∑
nipi. We will sometimes omit
the subscript and denote the norm map simply by Nm if the covering to which it is related
is clear. This is clearly a group homomorphism. Also, it satisfies (and can be characterized
by - see e.g. [ACGH85])
Nm(L) = det(pi∗(L))⊗ (det(pi∗OS))−1 (3.2)
= det(pi∗(L))⊗Km(m−1)/2
for any line bundle L on S. If the pullback pi∗ : Pic0(Σ)→ Pic0(S) is injective, then the norm
map homomorphism can also be identified with the transpose of pi∗ (and hence its kernel is
connected). The Prym variety P(S,Σ) associated to the covering pi : S → Σ is defined
as the kernel of Nmpi : Pic
0(S) → Pic0(Σ). It is an abelian variety, which, in our case, is
connected as the pullback map pi∗ : Pic0(Σ) → Pic0(S) is injective. We state a technical
lemma which will be needed later on in the text.
Lemma 3.3. Let M , E be vector bundles on S of rank r and 2, respectively, and L a line
bundle on S. We have
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a) det(pi∗(M ⊗ L)) ∼= det(pi∗M)⊗Nm(L)r.
b) det(pi∗(detE)) ∼= det(pi∗E)⊗Km(m−1)/2
(or, equivalently, Nm(detE) ∼= det(pi∗E)⊗Km(m−1)).
Proof. a) The statement follows from induction on the rank r. Indeed, for r = 1 this follows
directly from the characterization of the direct image (3.2) and the fact that the norm map
is a group homomorphism. Assume this is true for rank r − 1 and let M and L be as in the
lemma. The locally-free sheaf E = O(M) fits into a short exact sequence
0→ L′ → E → E ′ → 0,
where L′ is an invertible sheaf and E ′ a locally free sheaf of rank k− 1. Note that if M has a
section, the statement is clear. Otherwise, choose an effective divisor on S of degree d such
that rd > h1(M). Part of the exact sequence in cohomology associated to the short exact
sequence
0→ E → E(D)→ E ⊗OD → 0
is
H0(S, E(D))→ H0(S, E ⊗ OD)→ H1(S, E).
As rd > h1(M), the map H0(S, E ⊗OD)→ H1(S, E) cannot be injective, thus we can find a
non-zero section of E(D), or, in other words, a map O(−D)→ E whose image is an invertible
sheaf. The degree of an invertible subsheaf of E is bounded above by Riemann-Roch formula,
so we take a maximal degree invertible subsheaf. This guarantees that the cokernel is also
locally-free. Let L be the invertible sheaf corresponding to the line bundle L. As Ripi∗ = 0,
i > 0, we obtain
0→ pi∗(LL′)→ pi∗(E ⊗ L)→ pi∗(E ′ ⊗ L)→ 0.
Thus, det(pi∗(E ⊗ L)) ∼= det(pi∗(LL′)) det(pi∗(E ′ ⊗ L)), but det(pi∗(LL′)) ∼= det(pi∗L′) Nm(L)
and det(pi∗(E ′ ⊗ L)) ∼= det(pi∗E′) Nm(L)r−1 (by the induction hypothesis). Since
det(pi∗L′) det(pi∗E ′) ∼= det(pi∗E)
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the result follows.
b) Every rank 2 vector bundle E on a curve fits into a short exact sequence
0→ L1 → E → L2 → 0,
for some line bundles L1 and L2. Thus, det(E) ∼= L1L2 and
det(pi∗(detE)) ∼= det(pi∗(L1L2))
∼= Nm(L1L2)K−m(m−1)/2
∼= det(pi∗L1)Km(m−1)/2 det(pi∗L2)Km(m−1)/2K−m(m−1)/2
∼= det(pi∗L1) det(pi∗L2)Km(m−1)/2.
But det(pi∗E) ∼= det(pi∗L1) det(pi∗L2) since Ripi∗ = 0, i > 0, proving the statement.
Note that since elements of N0 are rank 2 vector bundles on S and they define SU
∗(2m)-Higgs
bundles in the fibre h−1(p2), from Proposition 3.2, N0 must be inside N . More directly, one
may use the lemma above to see this. Indeed, let E ∈ N0. Then,
det(pi∗(detE)) = det(pi∗(pi∗Km−1))
= det((OΣ ⊕K−1 ⊕ . . .⊕K−(m−1))⊗Km−1)
= det(OΣ ⊕K1 ⊕ . . .⊕K(m−1))
= Km(m−1)/2.
From item b) of Lemma 3.3, it follows that det(pi∗E) ∼= OΣ, which shows that N0 ⊂ N .
Consider now (V,Φ) ∈ h−1(p2) such that p(Φ) ∈ H0(Σ,EndV ⊗Km) is not identically zero.
The kernel of the map
p(Φ) : O(V )→ O(V ⊗Km)
is a locally free sheaf which corresponds to a proper Φ-invariant subbundle1 W1 ⊆ V . Now,
1More precisely, the kernel of p(φ) is a locally free sheaf of the form O(W ), where W is a vector bundle
on Σ. Denote by G the quotient of O(V ) by O(W ) and let T be its torsion. Then, the kernel of the natural
map O(V )→ G/T is isomorphic to O(W1), where W1 is a subbundle of V of same rank as W (and possibly
higher degree). This is usually called the vector bundle generically generated by ker p(Φ).
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the characteristic polynomial of Φ1 = Φ|W1 divides the characteristic polynomial of Φ, which
is p(x)2. The smoothness of S implies again that the characteristic polynomial of Φ1 must
be p(x) (by assumption, it cannot be p(x)2). In particular, W1 has rank m and by stability
deg(W1) = −d 6 0. Thus, we have the following extension of Higgs bundles
0→ (W1,Φ1)→ (V,Φ)→ (W2,Φ2)→ 0,
where W2 is the quotient bundle V/W1 and Φ projects to W2 giving the Higgs field Φ2 (this
projection being well-defined thanks to the Φ-invariance ofW1). Notice that the characteristic
polynomial of Φ2 is also p(x). In particular, since S is smooth, (W1,Φ1) and (W2,Φ2) are
stable Higgs bundles (see the second item of Remark 1.4.1).
Thus, to analyze points V = (V,Φ) ∈ h−1(p2) \N we consider extensions of Higgs bundles
0→W1 → V→W2 → 0, (3.3)
where
1. W1 = (W1,Φ1) and W2 = (W2,Φ2) are stable Higgs bundles having the same spectral
curve S, with deg(W2) = −deg(W1) = d ≥ 0 and
2. det(W1)⊗ det(W2) ∼= OΣ.
Let us rephrase these conditions in terms of S. The first condition is equivalent, by the BNR
correspondence, to the existence of line bundles Li ∈ Picdi(S), i = 1, 2, on S of degree
d1 = −d+m(m− 1)(g − 1)
d2 = d+m(m− 1)(g − 1)
such that Wi = pi∗(Li, λ). The degrees can be computed by the Riemann-Roch theorem using
that the Euler characteristic is preserved by direct image of finite maps.
Using the norm map, the condition det(W1)⊗ det(W2) ∼= OΣ becomes
Nm(L1L2) = K
m(m−1),
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or equivalently
L1L2pi
∗K1−m ∈ P(S,Σ) .
Remark 3.4: If d = 0, (V,Φ) is strictly semi-stable and we can replace it by the corre-
sponding polystable object, which in this case is isomorphic to (W1,Φ2) ⊕ (W2,Φ2). But
(W1,Φ2) ⊕ (W2,Φ2) ∼= pi∗(L1 ⊕ L2, λ) and we are back to the first case. Note also that, by
stability, the extension never splits if d > 0.
So, Higgs bundles (V,Φ) in this fibre lying outside the locus N are non-trivial extensions of
(W2,Φ2) = pi∗(L2, λ) by (W1,Φ1) = pi∗(L1, λ), for some line bundles Li ∈ Picdi(S), i = 1, 2,
with 2d2 > e and L1L2pi
∗K1−m ∈ P(S,Σ). Note that the condition 2d2 > e is equivalent to
d > 0 (the integer e, as defined in Proposition 3.2, is equal to 2m(m− 1)(g − 1)).
As discussed in the previous chapter, the space of extensions of the form (3.3) is parametrized
by the first hypercohomology group of the induced Higgs sheaf W2
∗ ⊗W1. In other words,
we look at the first hypercohomology group of the two-term complex of sheaves
φ21 : O(Hom(W2,W1))→ O(Hom(W2,W1)⊗K)
s 7→ −(s⊗ 1) ◦ Φ2 + Φ1 ◦ s,
where s is a local section of Hom(W2,W1). To simplify notation, if no confusion arises, we
will denote H1(Σ,W2∗ ⊗W1) by H1. One of the spectral sequences associated to the double
complex that calculates hypercohomology give us the following short exact sequence (see
Section 2.1 for more details)
0→ H1(Σ, kerφ21)→ H1 → H0(Σ, cokerφ21)→ 0. (3.4)
From the smoothness of the curve S, kerφ21 and cokerφ21 turn out to be vector bundles on
Σ and we can characterize them as the direct image of some line bundles on S as the next
lemma shows.
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Lemma 3.5. The OΣ-modules kerφ21 and cokerφ21 are locally-free sheaves of rank m. More-
over,
a) kerφ21 ∼= pi∗(L∗2L1).
b) cokerφ21 ∼= pi∗(L∗2L1KS).
Proof. a) We can cover Σ by open sets U ⊂ Σ which trivialize both W1 and W2. Denote
the trivial bundle of rank m on U by W ∼= W1|U ∼= W2|U and note that L1 and L2 will be
isomorphic on U , so φ := Φ1|U = Φ2|U . Then,
φ21|U = [φ,−] : End(W )→ End(W )⊗K|U .
Now, S smooth implies that (Wi,Φi), i = 1, 2, are everywhere regular
2. So, kernel and
cokernel of φ are locally free of rank m. Concretely, the kernel is the sheaf of sections of
pi∗OS ∼= OΣ ⊕K−1 ⊕ . . .⊕K−(m−1) restricted to U . Thus,
φ21 : Hom(W2,W1)→ Hom(W2,W1)⊗K
has kernel and cokernel vector bundles of rank m. The global picture corresponds to our
claim that the kernel subbundle is pi∗(L∗2L1).
Consider the natural map t : pi∗(L∗2L1) → O(Hom(W2,W1)) given by multiplication3. So,
for local sections s ∈ H0(U, pi∗(L∗2L1)) = H0(pi−1(U), L∗2L1) and s2 ∈ H0(U, pi∗(L2)) =
H0(pi−1(U), L2), t(s)(s2) = ss2. The map t is clearly injective. Moreover, we have the
2A classical Higgs bundle (V,Φ) of rank n is said to be everywhere regular if, for every x ∈ Σ,
the dimension of the centralizer of Φx is equal to n. The BNR correspondence gives a bijection between
(isomorphism classes of) rank 1 torsion-free sheaves on an integral spectral curve X and (isomorphism classes
of) Higgs bundles with spectral curve X. Under this correspondence, line bundles on X give everywhere
regular Higgs bundles [Bea90] (see also Remark 2.4 in [Mar94]). In our case S is assumed to be smooth, so
every torsion-free sheaf of rank 1 is a line bundle and the Higgs bundles obtained under this correspondence
are all stable and everywhere regular.
3We use the same symbol for the vector bundle pi∗L, where L is a line bundle on a smooth spectral curve
S, and its locally-free sheaf of sections.
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following diagram
H0(pi−1(U), L2)
s //
λ

H0(pi−1(U), L1)
λ

H0(pi−1(U), L2 ⊗ pi∗K) s⊗id // H0(pi−1(U), L1 ⊗ pi∗K)
which commutes since we are at the level of line bundles. Therefore we have the following
commutative diagram
H0(U,W2)
t(s) //
Φ2

H0(U,W1)
Φ1

H0(U,W2 ⊗K) t(s)⊗id// H0(U,W1 ⊗K).
So, t : pi∗(L∗2L1)→ kerφ21. Since this is not only an injective morphism of sheaves, but also
an injective morphism of vector bundles of same the rank, it follows that kerφ21 ∼= pi∗(L∗2L1).
b) Take the dual of the exact sequence
0→ kerφ21 → Hom(W2,W1)→ Hom(W2,W1)⊗K → cokerφ21 → 0
and tensor it by K. This yields the exact sequence
0→ (cokerφ21)∗ ⊗K → Hom(W1,W2)→ Hom(W1,W2)⊗K → (kerφ21)∗ ⊗K → 0.
Since we are interchanging the roles of W1 and W2 in this sequence, by (a), we obtain
(cokerφ21)
∗ ⊗K ∼= pi∗(L∗1L2). Now, the relative duality theorem gives (pi∗(M))∗ ∼= pi∗(M∗ ⊗
KS)⊗K−1 for a vector bundle M on S. In our case,
(pi∗(L∗1 ⊗ L2))∗ ∼= pi∗(L∗2L1pi∗Km)⊗K−1 ∼= pi∗(L∗2L1)⊗Km−1
where we use that KS ∼= pi∗Km. Thus, it follows that cokerφ21 ∼= pi∗(L∗2L1KS).
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Since the fibres of pi consist of a finite number of points, by the Leray spectral sequence, the
short exact sequence (3.4) can be rewritten as
0→ H1(S,L∗2L1)→ H1 ζ→ H0(S,L∗2L1KS)→ 0. (3.5)
Definition 3.6. Let d > 0. We denote by Ad the space of Higgs bundles (V,Φ) given by
(non-split) extensions of Higgs bundles of the form
0→ pi∗(L1, λ)→ (V,Φ)→ pi∗(L2, λ)→ 0,
for some Li ∈ Picdi(S), i = 1, 2, such that L1L2pi∗K1−m ∈ P(S,Σ) and ζ(δ) 6= 0 ∈
H0(S,L∗2L1KS), where δ = δ(V,Φ) is the element in H1 corresponding to (V,Φ).
As discussed, starting with (V,Φ) ∈ h−1(p2) \ N we get an element of Ad for some d > 0.
Conversely, given an element (V,Φ) ∈ Ad, clearly det(x−Φ) = p(x)2. As we will show in the
next lemma, p(Φ) 6= 0 for any element (V,Φ) ∈ Ad.
Lemma 3.7. Let (V,Φ) be an extension of (W2,Φ2) = pi∗(L2, λ) by (W2,Φ2) = pi∗(L1, λ)
represented by δ ∈ H1, where L1 and L2 are line bundles on S. Then, p(Φ) = 0 if and only
if ζ(δ) = 0.
Proof. Choose a C∞-splitting V = W1 ⊕W2 and write
∂¯V =
 ∂¯1 β
0 ∂¯2
 , Φ =
 Φ1 ψ
0 Φ2
 ,
where β ∈ Ω0,1(Σ,Hom(W2,W1)) and ψ ∈ Ω1,0(Σ,Hom(W2,W1)). As we saw in Chapter
2, δ is represented by the pair (β, ψ) and ζ(δ) is simply the class of ψ inside cokerφ21 (this
makes sense since ∂¯ψ + φ21β = 0). If ζ(δ) = 0, the element ψ ∈ Ω1,0(Σ,Hom(W2,W1))
is of the form φ21(θ) for some smooth section θ of Hom(W2,W1). This means we can find
another representative in the same class of (β, ψ) of the form (β′, 0) (corresponding to another
smooth splitting V = W1 ⊕W2). The condition (β′, 0) ∈ H1 implies β′ ◦Φ2 = Φ1 ◦ β′. Thus,
since the spectral curve is the same for (W1,Φ1) and (W2,Φ2), an eigenvalue of Φ1 is also an
eigenvalue of Φ2, which means that the generic eigenspace is two dimensional. It follows that
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(V,Φ) ∼= pi∗(E, λ), for some rank 2 vector bundle E on S, so p(Φ) = 0. This, of course, can
also be seen by a simple direct computation. With respect to the splitting V = W1 ⊕W2 we
have
Φk =
 Φk−11 qk(Φ)
0 Φk−12
 ,
for every integer k > 0, where
qk(Φ) =
k−1∑
i=0
Φk−1−i1 ψΦ
i
2.
If ψ = Φ1θ − θΦ2 for some θ ∈ Ω0(Σ,Hom(W2,W1)),
qk(Φ) =
k−1∑
i=0
Φk−1−i1 (Φ1θ − θΦ2)Φi2
= Φk1θ − Φk−11 θΦ2 + Φ1θΦk−12 − θΦk2 +
k−2∑
i=1
Φk−i1 θΦ
i
2 − Φk−1−i1 θΦi+12
= Φk1θ − θΦk2 +
k−1∑
i=1
Φk−i1 θΦ
i
2 −
k−1∑
j=1
Φk−j1 θΦ
j
2 (j = i+ 1)
= Φk1θ − θΦk2.
Thus,
p(Φ) =
 p(Φ1) q(Φ)
0 p(Φ2)
 ,
where
q(Φ) = qm(Φ) + a2qm−2(Φ) + . . .+ am−1q1(Φ) + amθ − amθ
= p(Φ1)θ − θp(Φ2).
Since the spectral curve of (W1,Φ1) and (W2,Φ2) is S, p(Φ1) = 0 = p(Φ2) and p(Φ) = 0.
Conversely, suppose p(Φ) = 0. Then, the cokernel of pi∗Φ − λ Id is a holomorphic vector
bundle of rank 2 on S. Equivalently stated, the rank 1 torsion-free sheaf on the spectral
curve whose direct image construction corresponds to (V,Φ) is supported on the reduced
scheme S, thus it must be a locally-free sheaf on S of rank 2. Thus, (V,Φ) fits into the short
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exact sequence
0→ pi∗(L1, λ)→ pi∗(E, λ)→ pi∗(L2, λ)→ 0, (3.6)
where E is a rank 2 holomorphic vector bundle on S. Since pi is an affine morphism, we have
an equivalence of categories between vector bundles on S and vector bundles on Σ with a
pi∗OS-module structure. This structure of a sheaf of algebras amounts to the data of a Higgs
bundle as we saw in the previous chapter. Thus, (3.6) comes from a short exact sequence
0→ L1 → E → L2 → 0
on S. Now, choose a smooth splitting E = L1 ⊕ L2. Since the Higgs field Φ is obtained by
taking the direct image of multiplication by the tautological section λ, it is block diagonal
with respect to the splitting V = W1 ⊕W2 induced by the smooth splitting E = L1 ⊕ L2.
Thus, ψ = 0 ∈ Ω1,0(Σ,Hom(W2,W1)). This means that δ is represented by the class (β, 0) =
(β + ∂¯θ, φ21θ), where θ ∈ Hom(Σ,Hom(W2,W1)). This shows that ζ(δ) = 0.
From the lemma above we conclude that points in Ad cannot also be in N . Moreover they
are stable Higgs bundles as the next lemma shows.
Lemma 3.8. Let (V,Φ) be an extension of (W2,Φ2) = pi∗(L2, λ) by (W1,Φ1) = pi∗(L1, λ),
where L1 and L2 are line bundles on S, satisfying p(Φ) 6= 0. Then, (V,Φ) is a stable Higgs
bundle if and only if d > 0.
Proof. If d ≤ 0, (V,Φ) is either strictly-semistable (when d = 0) or unstable (when d < 0).
Conversely, choose a C∞-splitting V = W1 ⊕W2 and write
∂¯V =
 ∂¯1 β
0 ∂¯2
 , Φ =
 Φ1 ψ
0 Φ2
 ,
where β ∈ Ω0,1(Σ,Hom(W2,W1)) and ψ ∈ Ω1,0(Σ,Hom(W2,W1)). With respect to this
splitting, p(Φ) can be written as
 p(Φ1) q(Φ)
0 p(Φ2)
 =
 0 q(Φ)
0 0
 ,
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for some non-zero holomorphic section q(Φ) of Hom(W2,W1)⊗Km and we have
0 // W1 //

V //
p(Φ)

W2 //
q(Φ)

0
0 W2 ⊗Kmoo V ⊗Kmoo W1 ⊗Kmoo 0.oo
Now, any Φ-invariant subbundle W of V is also invariant under p(Φ), but the image of p(Φ)
is contained in W1 ⊗Km. Since S is irreducible, W1 must be, up to isomorphism, the only
non-trivial Φ-invariant subbundle of V . Thus, (V,Φ) is stable if and only if deg(W1) < 0,
i.e., d > 0.
In particular, the lemma above shows that each Ad is contained in h
−1(p2)\N for d > 0. Let
d¯ = deg(L∗2L1KS) = −2d+ 2m2(g − 1).
From any non-zero element in H0(S,L∗2L1KS) we get an effective divisor D ∈ S(d¯), where
S(d¯) is the d¯-th symmetric product4 of the curve S. From (3.5) we get a natural map
Ad → Zd,
where
Zd =
 (D,L1, L2) ∈ S(d¯) × Picd1(S)× Picd2(S)
∣∣∣∣ i. O(D) = L∗2L1KS ,
ii. Nm(L1L2) = K
m(m−1).
 .
Note that (V,Φ) ∈ Ad defines a non-zero section of L∗2L1KS only up to a non-zero scalar, so
we get a well-defined map only to the corresponding effective divisor. Of course, we can also
write
Zd ∼= {(D,L) ∈ S(d¯) × Picd2(S) | L2(D)pi∗K1−2m ∈ P(S,Σ)}.
Moreover, the fact that ζ(δ) 6= 0 ∈ H0(S,L∗2L1KS) for any δ representing an element of Ad
gives a constraint on d. Namely, L∗2L1KS has at least one global section, which means that
4Given an irreducible smooth complex projective curve C and an integer k > 1, the group of permutations
of {1, . . . , k} acts on Ck. The quotient, denoted by C(k), is an irreducible smooth complex projective variety
of dimension k, called the k-th symmetric product of C. Moreover, C(k) can be naturally identified with
the set of effective divisors of degree k on C.
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we must have d¯ = deg(L∗2L1KS) ≥ 0. From this we obtain
1 6 d 6 gS − 1.
Consider the natural projection ϕ : Zd → S(d¯). Given two elements in the fibre of a di-
visor D ∈ S(d¯) they must differ by an element L ∈ Pic0(S) such that L2 ∈ P(S,Σ). The
connectedness of the Prym variety5 implies that the map
U ∈ P(S,Σ) 7→ U2 ∈ P(S,Σ)
is surjective and there exists U ∈ P(S,Σ) such that L2 = U2. If U ′ ∈ P(S,Σ) is another
element satisfying L2 = (U ′)2, then U ′U−1 ∈ P(S,Σ)[2] is a 2-torsion point of the Prym
variety. Therefore we have a well-defined map
F := {M ∈ Pic0(S) | M2 ∈ P(S,Σ)} → Pic
0(S)[2]
P(S,Σ)[2]
given by M 7→ [MU−1], where U ∈ P(S,Σ) satisfies M2 = U2. Note that the fibre of the
map defined above at [L′] ∈ Pic0(S)[2]/P(S,Σ)[2] ∼= (Z/2Z)2g is
{L′U0 | U0 ∈ P(S,Σ)} ∼= P(S,Σ) .
Since the index of P(S,Σ)[2] in Pic0(S)[2] is 22g, the fibre ϕ−1(D) is modeled on the disjoint
union of 22g copies of the Prym variety. As the divisor D moves, however, the base Zd
becomes connected.
Lemma 3.9. The space Zd is connected for 1 6 d < gS − 1 and ZgS−1 has 22g connected
components.
Proof. First assume that 1 6 d < gS − 1. Consider the map
n : Picd¯(S)× Picd2(S)→ Pic0(Σ)
(L1,L2) 7→ Nm(L22L1pi∗K1−2m)
5The multiplication map [r] : A → A for a (connected) complex abelian variety A is always surjective
(with kernel A[r] isomorphic to (Z/rZ)2 dimA).
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and the natural projections p1 : ker(n) → Picd¯(S) and p2 : ker(n) → Picd2(S). The fibre
p−12 (L2) is given by L1 ∈ Picd¯(S) such that L22L1pi∗K1−2m ∈ P(S,Σ). If L′1 is another element
of this fibre, L′1L−11 ∈ P(S,Σ) and the fibres of p2 are modeled on P(S,Σ), which is connected.
Since Picd2(S) is also connected, ker(n) is connected. Note that the fibres of p1 are modeled
on F and they are acted transitively by pi1(Pic
0(S)) = H1(S,Z). Consider the commutative
diagram
Zd
ϕ

// ker(n)
p1

S(d¯) // Picd¯(S).
Clearly Zd is the pullback of ker(n) by the natural map which send the effective divisor to
the correspond line bundle. Since d < gS − 1 gives d¯ > 0, there is a natural surjective map
H1(S
(d¯),Z) → H1(S,Z) and composing this with the surjective map pi1(S(d¯)) → H1(S(d¯),Z)
we obtain a surjection pi1(S
(d¯)) → pi1(Picd¯(S)) = H1(S,Z). Since H1(S,Z) acts transitively
on the fibres, so does pi1(S
(d¯)) and we conclude that Zd is connected. When d = gS −1, d¯ = 0
and by fixing an element L0 ∈ ZgS−1, we obtain an isomorphism between ZgS−1 and F and
we are done.
Lemma 3.10. Let 1 6 d 6 gS−1. There exists a unique vector bundle Fd on S(d¯) whose fibre
at a divisor D is canonically isomorphic to H1(S,K−1S (D)). The rank of Fd is 2d+ gS − 1.
Proof. The vector bundle is clearly unique up to canonical isomorphism, so let us prove
existence. Consider the universal effective divisor 4 ⊆ S(d¯) × S of degree d¯ . Explicitly,
4 = {(D,x) ∈ S(d¯) × S | x ∈ D}.
Let pr1 : S
(d¯) × S → S(d¯) and pr2 : S(d¯) × S → S be the natural projections and consider
the sheaf Fd = R
1pr1,∗(O(4)pr∗2K−1S ). The projection pr1 is a proper holomorphic map
whose fibre at D ∈ S(d¯) is pr−11 (D) ∼= S. The line bundle O(4)pr∗2K−1S restricted to this
fibre is simply K−1S (D), whose degree is −2d, so by Riemann-Roch, h1(S,K−1S (D)) is equal
to 2d + m2(g − 1), regardless of the effective divisor D ∈ S(d¯) taken. Thus, by Grauert’s
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theorem, Fd is a vector bundle whose fibre at D is isomorphic to H
1(S,K−1S (D)). Note that
when d = gS − 1 we have d¯ = 0. In this case, Fd is simply the vector space H1(S,K−1S ).
Also, let Ed be the total space of the vector bundle given by the pullback of Fd by ϕ
Ed

// Fd

Zd
ϕ // S(d¯).
In particular, this vector bundle has fibre at (L2, D) isomorphic toH
1(S,K−1S (D)) = H
1(S,L∗2L1).
Note that the dimension of Ed is
dimEd = dimZd +H
1(S,K−1S (D))
= (d¯+ gS − g) + (3(gS − 1)− d¯)
= (4m2 − 1)(g − 1),
where the dimension of H1(S,L∗2L1) is calculated by the Riemann-Roch theorem (noticing
that deg(L∗2L1) = −2d < 0).
Given two elements e, e′ ∈ Ad mapping to the same effective divisor, from the exactness of
the sequence (3.5), their difference defines a unique element in H1(S,L∗2L1). Thus, Ad → Zd
is an affine bundle modeled on the vector bundle Ed → Zd. In particular, Ad corresponds
to a certain class in H1(Zd, Ed), as this cohomology group classifies the set of isomorphism
classes of affine bundles on Zd with underlying linear structure Ed.
Theorem 3.11. Let p(λ) = λm + pi∗a2λm−2 + . . . + pi∗am be a section of the line bundle
pi∗Km on the total space of the cotangent bundle of Σ whose divisor is a smooth curve S.
The fibre h−1(p2) of the SL(2m,C)-Hitchin fibration is a disjoint union
h−1(p2) ∼= N ∪
g
S
−1⋃
d=1
Ad,
where
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• N consists of semi-stable rank 2 vector bundles on S with the property that the deter-
minant bundle of pi∗E is trivial.
• Ad → Zd is an affine bundle (of certain class in H1(Zd, Ed)) modeled on the vector
bundle Ed → Zd, whose fibre at (L,D) ∈ Zd is isomorphic to H1(S,K−1S (D)).
• Zd is connected for 1 6 d < gS − 1 and ZgS−1 has 22g connected components. Also,
the natural map Zd → S(d¯) is a fibration, whose fibres are modeled on 22g copies of the
Prym variety.
• Each stratum has dimension (4m2−1)(g−1) and the irreducible components of h−1(p2)
are precisely the Zariski closures of Ad, 1 6 d 6 gS − 1, and N .
Proof. The only thing that remains to be proven is the last assertion. For this, consider the
map
f : N → P(S,Σ)
E 7→ det(E)pi∗K1−m.
It follows from item b) of Lemma 3.3 that this map of projective varieties is well defined
(in particular, all vector bundles in an S-equivalence class have isomorphic determinant line
bundles). Also, f is a surjective map. Indeed, let L ∈ P(S,Σ). Since P(S,Σ) is a complex
abelian variety, the squaring map is surjective and we can choose L0 ∈ P(S,Σ) such that
L ∼= L20. Then, for any E ∈ N0 = f−1(OS), a straightforward computation using Lemma 3.3
shows that E′ = E⊗L0 ∈ N , and f(E′) = L. Note that, given L ∈ P(S,Σ), the moduli space
US(2, Lpi∗Km−1) of rank 2 bundles on S with fixed determinant Lpi∗Km−1 is contained in
N . This follows directly from Lemma 3.3. Therefore, every fibre f−1(L) ∼= US(2, Lpi∗Km−1)
is irreducible of dimension 3(gS − 1). Since P(S,Σ) is irreducible, N must also be. Moreover
we have
dimN = dimN0 + P(S,Σ)
= 3(gS − 1) + (gS − g)
= (4m2 − 1)(g − 1).
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As the SL(2m,C)-Hitchin map is flat, its fibres are equidimensional of dimension (4m2 −
1)(g − 1). Thus, N is an irreducible component and since Ad, d = 1, . . . , gS − 1, are open
disjoint sets of dimension (4m2 − 1)(g − 1), their Zariski closures give the other irreducible
components of the fibre h−1(p2).
Example 3.1. For m = 1, SU∗(2) = SU(2) and by taking p(x) = x, h−1(p2) is the nilpo-
tent cone Nilp(2,OΣ) associated to the SL(2,C)-Hitchin fibration. In this case, N0 = N =
U(2,OΣ) is the irreducible component where the Higgs field is zero. Moreover, Ad parametrizes
extensions of Higgs bundles of the form
0→ (L1, 0)→ (V,Φ)→ (L2, 0)→ 0,
where L2 = L
∗
1. Such extensions are parametrized by the two term complex of sheaves
φ21 : O(L−2)→ O(L−2K)→ 0,
where L = L2. This induces the short exact sequence
0→ H1(Σ, L−2)→ H1 → H0(Σ, L−2K)→ 0 (3.7)
with 0 < d = deg(L) 6 g − 1. We can always split the vector bundle V = L∗ ⊕ L smoothly
and with respect to this splitting we can write
∂¯V =
∂¯L β
0 ∂¯L∗

and
Φ =
0 ψ
0 0
 ,
where β ∈ Ω0,1(Σ, L−2), ψ ∈ Ω1,0(Σ, L−2). As discussed in the last section, the holomorphic-
ity of Φ implies
∂¯ψ + φ21(β) = 0,
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so that (β, ψ) ∈ H1. But φ21 = 0, so the short exact sequence (3.7) splits. Thus, Ad is actually
a vector bundle on Zd = {(L,D) ∈ Picd(Σ)× Σ(d¯) | O(D) = L−2K}, where d¯ = 2g − 2− 2d.
The map Zd → Σ(d¯) is a 22g-fold covering corresponding to choosing a square root of the
canonical bundle. In particular, Zg−1 corresponds precisely to the 22g square roots of the
canonical bundle. This is precisely Hitchin’s description of the nilpotent cone [Hit87a].
Remark 3.12: Note that, by dropping the constraints on the determinant we have a
description of the fibre at p(x)2 for the Hitchin fibration for classical Higgs bundles of rank
2m and zero degree. Also, we could have worked with L-twisted Higgs bundles (V,Φ) (for
a line bundle L of degree deg(L) > 2(g − 1)) and considered the fibre of the corresponding
Hitchin fibration associated to the moduli space of L-twisted Higgs bundles with traceless
Higgs field Φ : V → V ⊗ L and fixed determinant bundle det(V ) ∼= Λ (not necessarily the
trivial bundle). The construction would carry out precisely in the same way.
Chapter 4
Other cases
We now consider the connected semisimple non-compact groupsG0 = SO
∗(4m) and Sp(m,m),
real forms ofG = SO(4m,C) and Sp(4m,C), respectively. Being both subgroups of SU∗(4m),
the Higgs field of such a G0-Higgs bundle (V,Φ) (see Examples 1.5 and 1.6 for the descrip-
tion of these objects) has characteristic polynomial of the form p(x)2, for some polynomial
p(x). In both cases, the generic eigenspaces are two-dimensional and for each eigenvector
(w,w′) ∈ V of Φ with eigenvalue µ, (w,−w′) ∈ V is an eigenvector of Φ with eigenvalue −µ.
Thus, the reduced curve S = Zeros(p(λ)) ⊂ |K| admits an involution
σ : S → S
λ 7→ −λ
and the polynomial p(x) is of the form p(x) = x2m + b2x
2m−2 + . . .+ b2m−2x2 + b2m, for some
b2i ∈ H0(Σ,K2i).
Throughout this chapter we assume that the divisor S corresponding to the section p(λ) of
pi∗K2m is non-singular (again by Bertini’s theorem, this is true for generic bi). Also, consider
the quotient curve S¯ = S/σ, which is clearly non-singular, and denote by ρ : S → S¯ the
natural projection. Let p¯i : K2 → Σ be the square of the canonical bundle of Σ. Setting
η = λ2 embeds S¯ ⊂ |K2| with equation p(η) = 0. Also, η is the tautological section of p¯i∗K2
and the ramified coverings fit into the following commutative diagram.
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S
ρ
2:1
//
pi
2m:1

S¯
p¯i
m:1

Σ
In particular, by the adjunction formula, KS ∼= pi∗K2m and KS¯ ∼= p¯i∗K2m−1 (the canonical
bundle of K2 is p¯i∗K−1), so that
gS = 4m
2(g − 1) + 1, (4.1)
g
S¯
= m(2m− 1)(g − 1) + 1. (4.2)
The difference between the two cases manifests itself on how the involution acts on the
determinant bundle of the rank 2 bundle E on S. The spectral data for these two groups
was described by Hitchin and Schaposnik.
Proposition 4.1. [HS14] Let p(λ) = λ2m + pi∗b2λ2m−2 + · · ·+ pi∗b2m be a section of the line
bundle pi∗K2m on the cotangent bundle of Σ whose divisor is a non-singular curve S and let
σ be the involution σ(λ) = −λ on S. If E is a rank 2 vector bundle on S, then the direct
image of λ : E → E ⊗ pi∗K defines a semi-stable Higgs bundle on Σ for the group SO∗(4m)
if and only if
• E is semi-stable, with Λ2E ∼= pi∗K2m−1 and σ∗E ∼= E where the induced action on
Λ2E = pi∗K2m−1 is trivial
and for the group Sp(m,m) if and only if
• E is semi-stable, with Λ2E ∼= pi∗K2m−1 and σ∗E ∼= E where the induced action on
Λ2E = pi∗K2m−1 is −1.
Let us say a few words about these loci of the fibre h−1(p2), where
h :M(G)→ A(G)
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is the G-Hitchin fibration (for G = SO(4m,C) and Sp(4m,C)). First, note that σ induces a
natural (algebraic) involution τ on US(2, 0) defined by
τ · E = σ∗E∗.
This is clearly true in the stable locus of US(2, 0). Now, if E1 and E2 are in the same
S-equivalence class
Gr(τ · E1) ∼= σ∗Gr(E1)∗ ∼= σ∗Gr(E2)∗ ∼= Gr(τ · E2).
The fixed point set US(2, 0)τ is then a closed subvariety of US(2, 0) whose smooth points
correspond precisely to the locus where the bundles are stable (for more details see [AG06]).
Recall that for a generic point of the Hitchin base, the Hitchin fibre is a torsor for an abelian
variety. By choosing a square root K1/2 of the canonical bundle of Σ, one then has a natural
identification of the fibre with the abelian variety. Choosing K1/2 in our case will allow us to
identify h−1(p2) with some locus inside the Simpson moduli space of semi-stable sheaves of
rank 1 and degree 0. Thus, fix a square root K1/2 and denote the loci consisting of G0-Higgs
bundles in the fibre h−1G (p
2) by N0(G) (where G0 = SO
∗(4m) and Sp(m,m)). Since any
rank 2 bundle E on S satisfies det(E) ⊗ E∗ ∼= E, by tensoring the elements in N0(G) by
pi∗K(1−2m)/2 we obtain that
N0(G) ⊂ US(2, 0)τ
for both G0 = SO
∗(4m) and Sp(m,m). Note also that the action τ restricts naturally to an
involution on US(2,OS), which coincides in this case with the action
σ · E = σ∗E,
and by [AG06], N0(SO(4m,C)) and N0(Sp(4m,C)) account for all such fixed points. More
precisely, the determinant map gives an equivariant morphism
det : US(2, 0)σ → Pic(S)σ.
An equivariant structure on a line bundle L ∈ Pic(S)σ is a lifted action of σ to L. In other
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words, an isomorphism ϕ : σ∗L→ L such that ϕ◦σ∗ϕ = Id. There are two possible lifts, and
they differ by a sign. One can see this by looking at a fixed point p ∈ S of σ. In this case, ϕ
gives a linear action on Lp and ϕ
2 = 1, which means that ϕp = ±1. In cit. loc. the authors
also show that each point in US(2, 0)σ may be represented by a semi-stable bundle E together
with a lift ϕ : σ∗E → E (i.e., an isomorphism ϕ such that ϕ ◦ σ∗ϕ = Id). Again, at a fixed
point p ∈ S of σ there is a linear action ϕp : Ep
∼=−→ Ep and one either has that ϕp is of type
± Id or, in the case we have distinct +1 and −1 eigenspaces, ϕp =
±1 0
0 ∓1
. The former
case coincides with the trivial action on the determinant line bundle (i.e., N0(SO(4m,C))),
whereas the latter corresponds to the −1 action on the determinant (i.e., N0(Sp(4m,C))).
Note that we could have considered the map
ψ : σ∗E ϕ−→ E → E∗,
where the last map is given by the natural symplectic structure on an SL(2,C) = Sp(2,C)
bundle. More precisely,
E
∼=−→ E∗
e 7→ (e′ 7→ e ∧ e′).
The condition of the induced action on the determinant being ±1 is then equivalent to
t(σ∗ψ) = ∓ψ.
Remark 4.2: As remarked in [HS14], N0(SO(4m,C)) has 24m(g−1)−1 connected components
in the fibre. One can tell the components apart by the action on the fixed points of σ, which
are the images of the 4m(g− 1) zeros of b2m ∈ H0(Σ,K2m). More precisely, the action is +1
at M fixed points (and −1 at the remaining 4m(g − 1)−M fixed points). When the bundle
is stable there are only two possible lifts, which differ by the sign (and interchanges M by
4m(g − 1)−M). The locus N0(Sp(4m,C)) on the other hand is connected.
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4.1 The group SO∗(4m)
Let us highlight the differences from the SU∗(4m) case described in the last chapter. Recall
that an SO(4m,C)-Higgs bundle is a pair (V,Φ) consisting of an orthogonal vector bundle
(V, q) of rank 4m and a Higgs field Φ which is skew-symmetric with respect to the orthogonal
structure q of V . In the SU∗(4m) case, one of the irreducible components of the fibre
h−1SL(4m,C)(p
2) consisted of rank 2 semi-stable vector bundles E on the non-singular curve
S = Zeros(p(λ)) satisfying det(pi∗E) ∼= OΣ. As we want to compare our construction to the
one described in the last chapter, let us denote this component by N(SL(4m,C)) for now.
Inside it, we have the locus
N = N(SO(4m,C)) ⊂ N(SL(4m,C))
consisting of rank 2 bundles E on S whose direct image construction yields SO(4m,C)-Higgs
bundles.
Proposition 4.3. The locus
{(V,Φ) ∈ h−1(p2) | p(Φ) = 0} ⊂ M(SO(4m,C))
is isomorphic to
N =
 E ∈ US(2, e)
∣∣∣∣
There exists an isomorphism
ψ : σ∗E → E∗ ⊗ pi∗K2m−1
satisfying t(σ∗ψ) = −ψ.
 ,
where e = 4m(2m− 1)(g − 1).
Proof. Suppose E ∈ N and ψ : σ∗E → E∗⊗ pi∗K2m−1 is an isomorphism satisfying t(σ∗ψ) =
−ψ. We want to construct an orthogonal form q on V = pi∗E with respect to which the
Higgs field Φ is skew-symmetric, where Φ is obtained from the map λ : E → E ⊗ pi∗K,
which is multiplication by the tautological section λ. Let x ∈ Σ be a regular value of pi with
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pi−1(x) = {y1, σ(y1), . . . , ym, σ(ym)}. Then, at this point, the fibre of V decomposes as
Vx = Ey1 ⊕ Eσ(y1) ⊕ . . .⊕ Eym ⊕ Eσ(ym).
Taking s, t ∈ Vx, we define the non-degenerate pairing
q(s, t) =
∑
y∈pi−1(x)
〈ψ(σ∗s), t〉y
dpiy
=
∑
y∈pi−1(x)
〈ψy(sσ(y)), ty〉
dpiy
, (4.3)
where the brackets 〈·, ·〉 denote the natural pairing between E and its dual E∗. In the
expression above we see dpi as a holomorphic section of KSpi
∗K−1, which we identify with
pi∗K2m−1 via the canonical symplectic form on the cotangent bundle of Σ. From the condition
t(σ∗ψ) = −ψ we obtain the relation
〈sσ(y), ψσ(y)(ty)〉 = −〈ψy(sσ(y)), ty〉 (4.4)
for all y ∈ pi−1(x). The summands of q(s, t) and q(t, s) containing elements of Ey and Eσ(y)
for some y ∈ pi−1(x) are
〈ψy(sσ(y)), ty〉
dpiy
+
〈ψσ(y)(sy), tσ(y)〉
dpiσ(y)
and
〈ψy(tσ(y)), sy〉
dpiy
+
〈ψσ(y)(ty), sσ(y)〉
dpiσ(y)
respectively. Now, using (4.4) and the fact that the denominator dpi is anti-invariant, we
obtain that the pairing (4.3) is symmetric. Note that if
s = (sy1 , sσ(y1), . . . , sym , sσ(ym)),
multiplying by the tautological section we obtain
λ(s) = (sy1 ⊗ y1,−sσ(y1) ⊗ y1, . . . , sym ⊗ ym,−sσ(ym) ⊗ ym).
Thus, using (4.4) again we find
q(λ(s), t) = −q(s, λ(t)),
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which shows that the associated Higgs field is skew-symmetric with respect to q. Using
precisely the same argument as in [Hit16, Section 4] we see that q can be extended to the
branch points of pi and thus, pi∗(E, λ) is a semi-stable1 SO(4m,C)-Higgs bundle.
Conversely, let (V,Φ) be a semi-stable SO(4m,C)-Higgs bundle such that p(Φ) = 0. Analo-
gously to the SU∗(4m) case, this defines a semi-stable rank 2 vector bundle E on S, which
fits into the exact sequence
0→ E ⊗OS(−Rpi)→ pi∗V pi
∗Φ−λ Id−−−−−−→ pi∗(V ⊗K)→ E ⊗ pi∗K → 0, (4.5)
and we identify, as before, OS(Rpi) ∼= pi∗K2m−1. Taking σ∗ of (4.5) we obtain
0→ σ∗(E)⊗ pi∗K1−2m → pi∗V pi∗Φ+λ Id−−−−−−→ pi∗(V ⊗K)→ E ⊗ pi∗K → 0,
as σ∗(λ) = −λ. Since the Higgs field Φ is skew-symmetric with respect to the orthogonal
form q : V → V ∗, i.e., q ◦ Φ = −tΦ ◦ q, and the kernel and cokernel of the map
−pi∗(tΦ) + λ Id : pi∗(V ∗)→ pi∗(V ∗ ⊗K)
can be obtained by taking the dual of the exact sequence (4.5), we have
0 σ∗(E)⊗ pi∗K1−2m pi∗(V ) pi∗(V ⊗K) σ∗(E)⊗ pi∗(K) 0
0 E∗ pi∗(V ∗) pi∗(V ∗ ⊗K) E∗ ⊗ pi∗K2m 0.
ψ
pi∗Φ−λ Id
pi∗q pi∗q
−pi∗(tΦ)+λ Id
In particular, we obtain an isomorphism ψ : σ∗E → E∗ ⊗ pi∗K2m−1. Note that the exact
sequences above are really exact sequences of sheaves and the injective map taking σ∗(E)⊗
pi∗K1−2m into pi∗(V ) is given by multiplication by the section dpi, whereas the injective map
E∗ → pi∗(V ∗) corresponds to the transpose of the natural evaluation map ev : pi∗(pi∗E)→ E.
Since the section dpi is anti-invariant under σ, it follows that t(σ∗ψ) = −ψ.
1Semi-stability can be seen in many ways. One, as we will explain better in Chapter 5, comes from the
fact that these rank 2 bundles on S are part of the locus of Simpson moduli space of semi-stable rank 1 sheaves
on the non-reduced curve which gives the spectral data for the fibre in question. Another way is by noticing
that the corresponding Higgs bundle is in particular a semi-stable SL(4m,C)-Higgs bundles by Proposition
3.2, and thus must also be a semi-stable SO(4m,C)-Higgs bundle.
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Fix a square root K1/2 and let E be a stable rank 2 vector bundle on S of degree e =
4m(2m− 1)(g− 1). Also, denote by E0 the degree 0 stable bundle E⊗pi∗K(1−2m)/2. If there
exists an isomorphism σ∗E → E∗ ⊗ pi∗K2m−1, then E0 is anti-invariant, i.e., σ∗E0 ∼= E∗0 .
Denote this latter isomorphism by ψ. Since E0 is stable, it is simple and
t(σ∗ψ) = λψ, for
some λ ∈ C×. But σ is an involution, so applying σ∗ and taking the transpose map gives
ψ = λ2ψ and we must have λ = ±1.
Proposition 4.4. The closed subvariety N ⊂ US(2, e) has dimension
dimN = dimSO(4m,C)(g − 1).
Moreover, it has 2 connected components.
Proof. Choose a square root K1/2 of the canonical bundle of Σ and denote by N s the locus
of N consisting of stable vector bundles. Then,
N s ∼= { E0 ∈ UsS(2, e) | ∃ ψ : σ∗E0
∼=−→ E∗0 s.t. t(σ∗ψ) = −ψ }.
In particular, N s sits inside the fixed point set UsS(2, 0)τ of the involution τ on the moduli
space UsS(2, 0) of stable rank 2 bundles on S, where τ · E0 = σ∗E∗0 . The fixed point set
UsS(2, 0)τ is non-singular and so is the locus N s (see e.g. [Edi92]). By [Zel16, Theorem
3.12.(b)], the dimension of N s equals 2m(4m− 1)(g − 1) = dimSO(4m,C)(g − 1), thus the
dimension of N is dimSO(4m,C)(g − 1). To show that N has two connected components it
is enough to consider the smooth locus. Note that N s0 = N
s ∩ US(2,OS) is, after choosing
K1/2, naturally isomorphic to the smooth locus corresponding to SO∗(4m)-Higgs bundles in
the fibre h−1(p2) (see Proposition 4.1). Moreover, the tensor product gives a well-defined
map
N s0 × P(S, S¯)→ N s. (4.6)
Note that the determinant line bundle of an element E ∈ N s satisfies
σ∗ det(E) = det(E)∗
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and thus det(E) ∈ P(S, S¯). The Prym variety P(S, S¯) is connected, so the squaring map
[2] : P(S, S¯)→ P(S, S¯)
is surjective. This means that for any E ∈ N s we can find L ∈ P(S, S¯) such that L2 ∼= det(E).
We may write
E = (E ⊗ L∗)⊗ L,
and E ⊗ L∗ has trivial determinant. Thus, (4.6) is surjective. As noted in [Zel16], the 2-
torsion points P(S, S¯)[2] of the Prym variety P(S, S¯) act on the connected components of
N s0 . The action can be understood in terms of the fixed points of σ. More precisely, if pi,
i ∈ {1, . . . , 4m(g−1)} are the fixed points of σ, E ∈ N s0 we can tell the connected component
of E by looking at {ϕpi}, where ϕ : σ∗E
∼=−→ E is the isomorphism explained in the last section.
Then, given L ∈ P(S, S¯)[2] (i.e., σ∗L ∼= L∗ ∼= L) acts by multiplication by ±1 at each pi. Note
that the action is free modulo the trivial action, i.e., when the action is +1 at every fixed
point. This can only happen if the bundle comes from S¯, so that P(S, S¯)[2]/ρ∗ Pic0(S¯)[2] gives
a free action on the set of connected components of N s0 . Since there are 2
2(g
S
−2g
S¯
) = 24m−2
points in P(S, S¯)[2]/ρ∗ Pic0(S¯)[2], we find, from the surjectivity of (4.6), that Ns must have
two connected components.
The next step is to consider extensions of Higgs bundles. Let (V,Φ) be an element of the
fibre which is not in N (i.e., p(Φ) 6= 0). From the last chapter, we know that these points are
given by certain extensions of Higgs bundles. To understand which extensions can appear
note the following. If W is a Φ-invariant subbundle of V so is its orthogonal complement
W⊥q . Indeed, if v ∈ W⊥q , for any w ∈ W , Φw ∈ W and q(Φv, w) = −q(v,Φw) = 0. This
means that W ∼= W⊥q and W is a maximally isotropic subbundle. Thus, V is an extension
0→W → V →W ∗ → 0,
where the projection to W ∗ is given by q. As W is Φ-invariant, the Higgs bundle (V,Φ) is
an extension
0→ (W,φ)→ (V,Φ)→ (W ∗,−tφ)→ 0,
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where φ := Φ|W . From Theorem 2.5, such extensions of Higgs bundles are in correspondence
with the first hypercohomology group H1(Σ,Λ2W) of the two-term complex of sheaves
φˆ : O(Λ2W )→ O(Λ2W ⊗K)
w1 ∧ w2 7→ φ(w1) ∧ w2 + w1 ∧ φ(w2).
For simplicity, we denote H1(Σ,Λ2W) simply by H1. The Higgs bundles (W,φ) and (W ∗,−tφ)
have the same spectral curve S and we may assume that deg(W ) = −d < 0 (see Remark 3.4).
Also, by the BNR correspondence, pi∗(L, λ) ∼= (W,φ) and pi∗(L′, λ) ∼= (W ∗,−tφ) for some line
bundles L and L′ on S. In particular, since the Euler characteristic is invariant under direct
images we have
deg(L) = −d+ 2m(2m− 1)(g − 1). (4.7)
Let us show how L′ is related to L. Note that relative duality gives
pi∗(L∗KSpi∗K−1) ∼= W ∗.
However, multiplication by the tautological section
λ : L∗KSpi∗K−1 → L∗KS
induces the Higgs field tφ : W ∗ → W ∗ ⊗K. This is clear from the natural pairing, which is
the isomorphism in the relative duality theorem. Indeed, given a regular value x ∈ Σ of pi,
s ∈ (pi∗L)x and t ∈ pi∗(L∗KSpi∗K−1)x,
〈s, t〉 =
∑
y∈pi−1(x)
t(s)y
dpiy
and
〈λs, t〉 = 〈s, λt〉.
Lemma 4.5. Under the BNR correspondence we have pi∗(L′, λ) ∼= (W ∗,−tφ), where L′ =
σ∗(L∗KSpi∗K−1).
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Proof. There is an isomorphism
pi∗(σ∗(L∗KSpi∗K−1)) ∼= pi∗(L∗KSpi∗K−1),
which comes from pulling back sections by the involution. Also, given an open set U ⊆ Σ,
H0(pi−1(U), σ∗(L∗KSpi∗K−1))
∼= //
λ

H0(pi−1(U), L∗KSpi∗K−1)
−λ = σ∗(λ)

H0(pi−1(U), σ∗(L∗KS))
∼= // H0(pi−1(U), L∗KS).
Thus pi∗(L′, λ) = (W ∗,−tφ), where L′ = σ∗(L∗KSpi∗K−1).
Before we proceed, let us introduce some notation. Let M be a vector bundle of rank r on
S. Given an open set U ⊆ Σ, ρ−1(U) ⊆ S is invariant under σ and the ±1 eigenspaces of the
action on H0(ρ−1(U),M) decompose the direct image on S¯ as
ρ∗(M) = ρ∗(M)+ ⊕ ρ∗(M)−.
In particular, M¯+ := ρ∗(M)+ and M¯− := ρ∗(M)− are rank r bundles on S¯ and their direct
image under p¯i
M+ := p¯i∗(M¯+) = (pi∗M)+
M− := p¯i∗(M¯−) = (pi∗M)−
are rankmr vector bundles on Σ. From now on we denote byM the line bundle2 Lσ∗Lpi∗K1−2m.
Lemma 4.6. From the smoothness of the spectral curve it follows that ker φˆ and coker φˆ are
rank m vector bundles. Denote by M the line bundle Lσ∗Lpi∗K1−2m. We have:
a) ker φˆ ∼= pi∗(Lσ∗Lpi∗K1−2m)+ (i.e., M+) and
b) coker φˆ ∼= pi∗(Lσ∗Lpi∗K1−2m)− ⊗K2m (i.e., M− ⊗K2m).
2Making a parallel to last chapter, this corresponds to the line bundle L∗2L1.
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Proof. a) We have the following commutative diagram
H0(pi−1(U), σ∗(L∗KSpi∗K−1))
s //
λ

H0(pi−1(U), L)
λ

H0(pi−1(U), σ∗(L∗KS))
s⊗1 // H0(pi−1(U), Lpi∗K).
where s ∈ H0(pi−1(U), Lσ∗(LK∗Spi∗K)). This tells us that the kernel of φˆ viewed in Hom(W ∗,W )
is pi∗(Lσ∗(LK∗Spi
∗K)). Since we want the kernel in Λ2W we take the anti-invariant part of
the direct image. We now use the canonical symplectic form of the cotangent bundle of Σ to
identify KS with pi
∗K2m. Since the symplectic form on the cotangent bundle is anti-invariant
under σ, which is scalar multiplication by −1 in the fibres,
pi∗(Lσ∗(LK∗Spi
∗K))− ∼= pi∗(Lσ∗Lpi∗K1−2m)+.
b) Dualizing the sequence
0→ ker φˆ→ Λ2W → Λ2W ⊗K → coker φˆ→ 0
we obtain
0→ (coker φˆ)∗ ⊗K → Λ2W ∗ → Λ2W ∗ ⊗K → (ker φˆ)∗ ⊗K → 0.
Since we are exchanging the roles between (W,φ) and (W ∗,−tφ), we get
pi∗(L∗σ∗L∗pi∗K2m−1)+ ∼= (coker φˆ)∗ ⊗K.
By relative duality,
pi∗(L∗σ∗L∗pi∗K2m−1)∗ ∼= pi∗(Lσ∗Lpi∗K1−2mKS)⊗K−1
∼= M+K2m−1 ⊕M−K2m−1.
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To identify KS⊗pi∗K−1 with pi∗K2m−1 we use the canonical symplectic form of the cotangent
bundle of Σ, which is anti-invariant under σ. This gives
pi∗(L∗σ∗L∗pi∗K2m−1)+ ∼= M∗−K1−2m.
Thus we obtain coker φˆ ∼= M− ⊗K2m.
Remarks 4.6:
1. We can write Lσ∗L = ρ∗L¯, for some line bundle L¯ on S¯. Indeed, if we denote Lσ∗L by
L, σ∗L ∼= L and at any fixed point x ∈ S of the involution, the fibre Lx is of the form L2x
and the action is always trivial, which means that L is pulled-back from a line bundle on S¯.
Also, L¯ is unique as the map ρ∗ : Pic0(S¯)→ Pic0(S) is injective.
2. The direct image ρ∗OS is naturally isomorphic to OS¯ ⊕ p¯i∗K−1. Given s0 ∈ H0(U,OS¯),
s1 ∈ H0(U, p¯i∗K−1) we associate
(s0, s1) 7→ ρ∗s0 + λρ∗s1 ∈ H0(ρ−1(U),OS) = H0(U, ρ∗OS).
By the remark above
ρ∗(Lσ∗Lpi∗K1−2m) = ρ∗(ρ∗(L¯p¯i∗K1−2m))
= (OS¯ ⊕ p¯i∗K−1)⊗ L¯p¯i∗K1−2m.
Since the term p¯i∗K−1 comes from multiplication by λ, we must have
 M¯+ = L¯p¯i
∗K1−2m
M¯− = L¯p¯i∗K−2m,
where, as before, ρ∗(Lσ∗Lpi∗K1−2m) = M¯+ ⊕ M¯−.
The first hypercohomology group H1 = H1(Σ,Λ2W) fits into the short exact sequence
0→ H1(S¯, M¯+)→ H1 → H0(S¯, M¯− ⊗ p¯i∗K2m)→ 0.
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Equivalently,
0→ H1(S¯, L¯K−1
S¯
)→ H1 → H0(S¯, L¯)→ 0.
Since deg(σ∗L) = deg(L), we must have deg(L¯) = deg(L), whose value was given in (4.7).
Let
d¯ = deg(L¯) = −d+ 2(g
S¯
− 1),
d′ = deg(L′) = d+ 2(g
S¯
− 1).
From a non-zero element u ∈ H0(S, L¯) we get a divisor D¯ ∈ S¯(d¯). Thus, we define3
Zd = {(D¯, A) ∈ S¯(d¯) × Picd′(S) | Aσ∗A ∼= ρ∗(K2S¯(−D¯))}.
To obtain non-zero global holomorphic sections of L¯ we must impose the constraint d¯ ≥ 0.
Together with the assumption that d is positive, we have the constraint 0 < d ≤ 2(g
S¯
− 1).
Remarks 4.6:
1. Considering the natural map ϕ : Zd → S¯(d¯), its fibres are modeled on the Prym variety
P(S, S¯) = {M ∈ Pic0(S) | σ∗M ∼= M∗}
corresponding to the ramified covering ρ : S → S¯. In particular, Zd is connected for all
0 < d ≤ 2(g
S¯
− 1).
2. Since SO(4m,C) ⊆ SL(4m,C), our fibre is a subscheme of the fibre described in the
previous chapter. Let us temporarily denote Zd for SL(4m,C) by Zd(SL(4m,C)). Then,
Zd(SL(4m,C)) = {(D,A) ∈ S(d¯′) × Picd2(S) | A2(D)pi∗K1−4m ∈ P(S,Σ)},
3Note that we could also have defined Zd in terms of the line bundle L, i.e.,
Zd = {(D¯, L) ∈ S¯(d¯) × Picd1(S) | ρ∗OS¯(D¯) ∼= Lσ∗L}.
Even though this is more concise, we consider L′ as this is compatible with our construction in the SL(4m,C)
case.
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where d¯′ = deg((L′)∗LKS) = −2d+ 8m2(g − 1). Then,
Zd ↪→ Zd(SL(4m,C)).
To define the map note that we have a distinguished divisor on S whose corresponding line
bundle is isomorphic to pi∗K. This is the ramification divisor Rρ of the covering ρ : S → S¯,
which is simply the intersection of the zero section of K with S. We can define the map
above by assigning (D¯, A) ∈ Zd to (D,A) ∈ Zd(SL(4m,C)), where D = Rρ + ρ∗D¯ (and this
is clearly injective). To see that this is indeed well-defined, note that OS(D) = pi∗Kρ∗OS¯(D¯).
Thus, A2(D)pi∗K1−4m = Aσ∗A−1, which is clearly in P(S, S¯) ⊆ P(S,Σ).
The constructions from Chapter 3 for SL(4m,C) can be restricted to our case. For example,
Ed → Zd is a vector bundle, whose fibres are isomorphic to H1(S¯, L¯K−1S¯ ). We thus obtain
the following.
Theorem 4.7. Let p(λ) = λ2m + pi∗b2λ2m−2 + . . . + pi∗b2m be a section of the line bundle
pi∗K2m on the total space of the cotangent bundle of Σ whose divisor is a smooth curve S.
The fibre h−1(p2) of the SO(4m,C)-Hitchin fibration is a disjoint union
h−1(p2) ∼= N ∪
2(g
S¯
−1)⋃
d=1
Ad
where
• N has 2 connected components and it corresponds to the locus of rank 2 vector bundles
on S (of degree 4m(2m − 1)(g − 1)) which admit an isomorphism ψ : σ∗E → E∗ ⊗
pi∗K2m−1 satisfying t(σ∗ψ) = −ψ.
• Ad → Zd is an affine bundle modeled on the vector bundle Ed → Zd, whose fibre at
(D¯, L) is isomorphic to H1(S¯,KS¯(−D¯)).
• The natural map Zd → S(d¯) is a fibration, whose fibres are modeled on the Prym variety
P(S, S¯).
• Each stratum has dimension dimSO(4m,C)(g − 1) and the irreducible components of
h−1(p2) are precisely the Zariski closures of Ad, 1 6 d 6 2(gS¯ − 1), and N .
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Proof. The only thing left to be checked is that the dimension of eachAd equals dimSO(4m,C)(g−
1). Note that
dimAd = deg(L¯) + dimH
1(S¯, L¯K−1
S¯
) + dim P(S, S¯) .
The dimension of the Prym variety is gS − gS¯ , so, by (4.1) and (4.2), the dimension of the
Prym is m(2m+ 1)(g − 1). Now, the degree of L¯K−1
S¯
is −d < 0. So, by Riemann-Roch
h1(S¯, L¯K−1
S¯
) = d+ g
S¯
− 1
= d+m(2m− 1)(g − 1).
The degree of L¯ was given in (4.7) and so we obtain a total of
d¯+ h1(S¯, L¯K−1
S¯
) + dim P(S, S¯) =
= (−d+ 2m(2m− 1)(g − 1)) + (d+m(2m− 1)(g − 1)) + (m(2m+ 1)(g − 1))
= (8m2 − 2m)(g − 1)
= dimSO(4m,C)(g − 1),
finishing the proof.
4.2 The group Sp(m,m)
This is very similar to the SO∗(4m) case. First we consider the rank 1 sheaves supported on
the reduced curve S.
Proposition 4.8. The locus
{(V,Φ) ∈ h−1(p2) | p(Φ) = 0} ⊂ M(Sp(4m,C))
is isomorphic to
N =
 E ∈ US(2, e)
∣∣∣∣
There exists an isomorphism
ψ : σ∗E → E∗ ⊗ pi∗K2m−1
satisfying t(σ∗ψ) = ψ.
 ,
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where e = 4m(2m−1)(g−1). Moreover, N is connected and of dimension dimSp(4m,C)(g−
1).
Proof. The proof for the first assertion follows exactly as in Proposition 4.3. The only
difference is that the pairing (4.3) is now skew-symmetric, which is clear from the condition
t(σ∗ψ) = ψ. Note that starting with a symplectic Higgs bundle (V,Φ) we use the symplectic
form to identify the bundle V with its dual and obtain an isomorphism ψ : σ∗E → E∗.
Since dpi is anti-invariant under σ and the symplectic form is skew-symmetric, we obtain that
t(σ∗ψ) = ψ. The dimension follows from e.g. [Zel16, Theorem 3.12.(a)]. Now, choosing a
square root K1/2 of the canonical bundle of Σ we may identify the stable locus of N as
N s ∼= { E0 ∈ UsS(2, e) | ∃ ψ : σ∗E0
∼=−→ E∗0 s.t. t(σ∗ψ) = ψ }.
By fixing the determinant we obtain the stable locus N s0 of Higgs bundles for the real form
Sp(m,m). Note that, since the induced action on the determinant bundle is −1, at any fixed
point p ∈ S of σ we have distinct +1 and −1 eigenspaces and N s0 is irreducible (see [HS14] for
more details). Moreover, as argued for map (4.6) in the SO∗(4m) case, the tensor product
gives a surjective map
N s0 × P(S, S¯)→ N s
and thus N s is irreducible.
If W is an Φ-invariant subbundle of (V,Φ) ∈ M(Sp(4m,C)), then so is its symplectic com-
plement W⊥ω since Φ is skew-symmetric. Suppose (V,Φ) ∈ h−1(p2) is such that p(Φ) 6= 0,
then, as we saw, (V,Φ) is stable and given by a unique non-split extension. Thus, W ∼= W⊥ω
which means it is a maximally isotropic subbundle of (V, ω). Thus, we consider extensions
of Higgs bundles of the form
0→ (W,φ)→ (V,Φ)→ (W ∗,−tφ)→ 0
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where (V,Φ) is a symplectic Higgs bundle and W a maximally isotropic subbundle of V . It
follows from Proposition 2.5 that such extensions are governed by the complex
φˆ : Sym2W → Sym2W ⊗K (4.8)
w1  w2 7→ (φw1) w2 + w1  φw2
and we have4
1. ker φˆ ∼= pi∗(Lσ∗Lpi∗K1−2m)−,
2. coker φˆ ∼= pi∗(Lσ∗Lpi∗K1−2m)+ ⊗K2m,
where once again pi∗(L, λ) ∼= (W,φ) and pi∗(L′, λ) ∼= (W ∗,−φt), for L′ ∼= σ∗L−1pi∗K2m−1.
Then, denoting the first hypercohomology group H1(Σ, Sym2 W) of the complex (4.8), the
short exact sequence in question is
0→ H1(S¯, M¯−)→ H1 → H0(S¯, M¯+ ⊗ p¯i∗K2m)→ 0.
Or, equivalently,
0→ H1(S¯, L¯p¯i∗K−2m)→ H1 → H0(S¯, L¯p¯i∗K)→ 0,
where again L¯ is the line bundle on S¯ defined by Lσ∗L = ρ∗L¯.
Set
d¯ = deg(L¯p¯i∗K) = −d+ 4m2(g − 1).
Then,
Zd = {(D¯, A) ∈ S¯(d¯) × Picd′(S) | Aσ∗Aρ∗OS¯(D¯) ∼= pi∗K4m−1}.
Remark 4.9: The injective map
Zd ↪→ Zd(SL(4m,C))
4The proof is completely analogous to the SO∗(4m) case.
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is now given by assigning (A, D¯) ∈ Zd to (A,D) ∈ Zd(SL(4m,C)), where D is the effective
divisor ρ∗D¯. Note that this is well defined because
A2(D)pi∗K1−4m = Aσ∗A∗
and Aσ∗A∗ ∈ P(S, S¯) ⊆ P(S,Σ).
The fibres of ϕ : Zd → S¯(d¯) are again modeled on P(S, S¯) = {M ∈ Pic0(S) | σ∗M ∼= M∗}, so
Zd is connected and the dimension of the affine bundle Ad is
deg(L¯p¯i∗K) + dimH1(S¯, L¯p¯i∗K−2m) + dim P(S, S¯) =
= (−d+ 4m2(g − 1)) + (d+m(2m+ 1)(g − 1)) + (m(2m+ 1)(g − 1))
= (8m2 + 2m)(g − 1)
= Sp(4m,C)(g − 1).
Note that, since (D¯, L) ∈ Zd we have L¯p¯i∗K−2m = KS¯(−D¯). Thus, we obtain the following:
Theorem 4.10. Let p(λ) = λ2m + pi∗b2λ2m−2 + . . . + pi∗b2m be a section of the line bundle
pi∗K2m on the total space of the cotangent bundle of Σ whose divisor is a smooth curve S.
The fibre h−1(p2) of the Sp(4m,C)-Hitchin fibration is a disjoint union
h−1(p2) ∼= N ∪
g
S
−1⋃
d=1
Ad
where
• N corresponds to the locus of rank 2 semi-stable vector bundles on S (of degree 4m(2m−
1)(g−1)) which admit an isomorphism ψ : σ∗E → E∗⊗pi∗K2m−1 satisfying t(σ∗ψ) = ψ.
• Ad → Zd is an affine bundle modeled on the vector bundle Ed → Zd, whose fibre at
(D¯, L) is isomorphic to H1(S¯,KS¯(−D¯)).
• The natural map Zd → S(d¯) is a fibration, whose fibres are modeled on the Prym variety
P(S, S¯).
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• Each stratum has dimension dimSp(4m,C)(g − 1) and the irreducible components of
h−1(p2) are precisely the Zariski closures of Ad, 1 6 d 6 gS − 1, and N .
Chapter 5
Alternative description
Consider the Hitchin fibration for GL(2m,C)-Higgs bundles (of topological type d = 0)
h :M(2m, d)→ A =
2m⊕
i=1
H0(Σ,Ki).
Let p(x) = x2m + a1x
2m−1 + . . . + a2m be a polynomial with ai ∈ H0(Σ,Ki). In particular,
p(x)2 defines a point in the Hitchin base, which we denote simply by p2 ∈ A, and by the
BNR correspondence (see Theorem 1.8), the fibre h−1(p2) is isomorphic to Simpson moduli
space M(p2; k) of semi-stable sheaves of rank 1 and degree k = 2m(2m − 1)(g − 1) on the
spectral curve
X := Zeros(p(λ)2) ⊂ |K|. (5.1)
We denote by pi : X → Σ the natural finite morphism of degree 2m. Moreover, we will denote
the reduced scheme Xred by S and assume that
S = Zeros(p(λ)) ⊂ |K|
is a non-singular curve. We also denote the restriction of pi to S by
pired : S → Σ,
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which is a ramified m-fold covering of Σ. As we will see, X is an example of a ribbon and,
motivated by the existing literature (e.g., [DEL95, CK16]) we give an alternative descrip-
tion of the fibre h−1(p2) of the G-Hitchin fibration (where G = SL(2m,C), SO(4m,C) and
Sp(4m,C)).
5.1 Ribbons
Ribbons can be defined on any reduced connected scheme S of finite type over a fixed field k
(see, e.g., [BE95]). For us, however, it will be enough to consider ribbons on a non-singular
irreducible projective curve S over the complex numbers. From now on, S will always be a
compact Riemann surface.
Definition 5.1. A ribbon X on S is a curve (i.e., an irreducible projective C-scheme of
dimension 1) such that:
1. Xred ∼= S,
2. The ideal sheaf I of S in X satisfies
I2 = 0,
3. I is an invertible sheaf on S.
Remarks 5.1:
1. Recall that the reduced scheme Xred has the same underlying topological space of X and
its structure sheaf OXred is given by
0→ NX → OX → OXred → 0,
where NX is the nilradical of X. Since Xred ∼= S, the ideal sheaf I is the nilradical of X.
2. The condition I2 = 0 implies that:
Chapter 5. Alternative description 85
• I is isomorphic to the conormal sheaf of S in X. In particular, we have a short exact
sequence of OS-modules (namely, the restricted cotangent sequence):
0→ I → ΩX |S → ΩS → 0.
• I may be regarded as a sheaf on S, so that condition 3 in the definition of a ribbon
makes sense.
The restricted cotangent sequence not only gives an element in Ext1S(ΩS , I), but it actually
classifies ribbons on S. More precisely, given a line bundle I on S and a class e ∈ Ext1S(ΩS , I),
there is a unique ribbon X on S whose class is e ([BE95], Theorem 1.2). This works for any
ribbon on a connected reduced k-scheme. For us, this tells us that ribbons on S are classified
by H1(S,K−1S I).
The non-reduced curve X defined in (5.1) is an example of a ribbon, where the ideal sheaf is
isomorphic toO|K|(−S)|S ∼= K−1S . Thus, these are classified byH1(S,K−2S ) (or more precisely
by zero and P(H1(S,K−2S ))). In particular, the ribbon corresponding to 0 ∈ H1(S,H−2S ) is
just the first infinitesimal neighborhood of the zero section Σ ⊂ |K| (e.g., m = 1, where
p(x) = x, using our previous notation).
5.2 Generalized line bundles
Let X be a ribbon on S with generic point η.
Definition 5.2. Let E be a coherent sheaf on X.
• E is a generalized line bundle on X if it is torsion-free and generically free of rank
1. The last condition means that Eη ∼= OX,η (equivalently, E|U is an invertible sheaf for
some open set U ⊆ X).
• The sheaf E¯ associated to a generalized line bundle E is defined to be the maximal
torsion-free quotient of E ⊗ OS (i.e., E¯ = E|S/torsion).
• The genus gX of X is gX = 1− χ(OX).
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Remark 5.3: Clearly, a generalized line bundle has polarized rank equal to 1.
Let us restrict now to our case, where X = Zeros(p(λ)2) ⊂ |K| (and we assume that the
reduced scheme S = Zeros(p(λ)) of X is non-singular). As remarked, this means that the
ideal sheaf of S ⊂ X is K−1S . Given a generalized line bundle E , we can canonically associate
an effective divisor D supported on the set where E fails to be locally isomorphic to OX . One
way to see this is by considering the sheaf G defined as the kernel of the natural map from a
generalized line bundle to its maximal torsion-free quotient. We have a short exact sequence
of OX -modules
0→ G → E → E¯ → 0.
Note that G is torsion-free, since it is a subsheaf of the torsion-free sheaf E . Furthermore,
since E is generically free of rank 1, G can be seen as an invertible sheaf on S. The natural
map I ⊗ E¯ → G is injective (recall that I = K−1S is the ideal sheaf), thus G is naturally an
invertible sheaf on S isomorphic to K−1S (D) ⊗ E¯ , for the effective divisor D on S. We shall
denote by b(E) the degree of the corresponding effective divisor, and call it the index of E .
Note that the index of E is zero if and only if E is an invertible OX -module.
Theorem 5.4. ([EG95], Thm 1.1) Let E be a generalized line bundle on a ribbon X. There
is a unique effective Cartier divisor D on S and a unique line bundle L′ on the blow-up1
f : X ′ := BlD(X)→ X such that f∗L′ ∼= E.
Remark 5.5: X ′ is clearly also a ribbon on S and the ideal sheaf of S is K−1S (D). In
particular, using the short exact sequence of OX′-modules
0→ K−1S (D)→ OX′ → OS → 0,
we find that the genus g
X′ of X
′ is gX − b = 4gS − 3− b, where b = deg(D).
Let us see how this works through an example (the reader is referred to the paper [CK16] for
more details). Let p ∈ X and denote by OˆX,p the completion of the local ring OX,p of X at
the point p ∈ X. Thus,
OˆX,p ∼= O0 := C[[x, y]]
(y2)
,
1Here, the Cartier divisor D is considered as a closed subscheme of X.
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where C[[x, y]] is the ring of formal power series over C.
Consider the ideal sheaf E of the unique closed subscheme Z of length n > 0 supported at p
and contained in S. This is a generalized line bundle, which locally is the ideal (xn, y), and
its associated divisor is D = np (on S). Denote by
f : X ′ → X
the natural morphism associated to the blow-up X ′ = BlD(X) of X along D. The finite
morphism f : X ′ → X is a set-theoretical bijection (for any effective Cartier divisor on S).
Let q ∈ X ′ be the point mapping to p ∈ X via this map. Then,
OˆX′,q ∼= On := C[[X,Y ]]
(Y 2)
,
where On is the O0-algebra via
O0 → On (5.2)
x 7→ X,
y 7→ Y Xn.
Then, the line bundle L′ ∈ Pic(X ′) is locally On (seen as an algebra), and its direct image E is
locally On seen as an O0-module via the map (5.2), which is exactly the map associated to f
at the level of stalks (the blow-up of Spec(O0) along the ideal (xn, y) is Spec(On)→ Spec(O0)
by Lemma 2.12 from [CK16]).
Now let D be any effective Cartier divisor on S. Since the ideal sheaf of S in X ′ is K−1S (D)
and
0→ K−1S → K−1S (D)→ K−1S (D)⊗OD → 0, (5.3)
we have
0→ OX → f∗OX′ → K−1S (D)⊗OD → 0.
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Notice that, restricting to the invertible elements2, we obtain
0→ O×X → f∗O×X′ → K−1S (D)⊗OD → 0.
Now, the associated exact sequence in cohomology gives
0→ H0(D,K−1S (D)|D)→ Pic(X)→ Pic(X ′)→ 0, (5.4)
since H0(X,O×X) ∼= H0(X ′,O×X′) ∼= C×, H1(X, f∗O×X′) ∼= H1(X ′,O×X′) and the first coho-
mology of sheaves supported on points vanishes. Here, Pic(X) = H1(X,O×X) is the Picard
group of the curve X. Note that we have the following commutative diagram
0

0

0 // H0(D,K−1S (D)) //
Id

H1(S,K−1S ) //

H1(S,K−1S (D)) //

0
0 // H0(D,K−1S (D)) // Pic(X)
f∗ //

Pic(X ′) //

0
Pic(S)
Id //

Pic(S)

0 0.
The top horizontal sequence in the diagram comes from (5.3) by noting that degK−1S (D) < 0
and the middle horizontal one, for example, comes from the exact sequence
0→ K−1S → O×X → O×S → 0.
Remark 5.6: Let E1 and E2 be generalized line bundles on X with the same associated
effective divisor D = n1p1 + . . .+nkpk on S. Then, Ei ∼= f∗L′i, i = 1, 2, for line bundles L′i on
the blow-up X ′ = BlD(X). Since the map f∗ : Pic(X) → Pic(X ′) is surjective, we can find
2Note that we can always write P ∈ O0 as P = p1(x) + yp2(x) + (y2), where p1, p2 ∈ C[[x]]. Clearly, P
is not a zero divisor of O0 if and only if p1 6= 0. Also, P ∈ O×0 is an invertible element of O0 if and only if
p1 ∈ C[[x]]× = C× is an invertible polynomial in x (i.e., a non-zero scalar).
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L ∈ Pic(X) such that f∗(L) = L′1(L′2)−1, which, by the projection formula, implies
E2 ⊗ L ∼= E1.
Note also that any two line bundles with this property differ by an element of H0(D,K−1S (D)).
In particular, denoting by Z the unique closed subscheme on S supported at the points pi,
i = 1, . . . , k, and with lengths ni at pi, the ideal sheaf IZ is a generalized line bundle and all
the other generalized line bundles with corresponding divisor D are given by IZ ⊗ L, where
L ∈ Pic(X) (for more details see [CK16, Lemma 2.9]).
5.3 Stability
Let us give some examples of rank 1 torsion-free sheaves on X and discuss stability for these
sheaves (as points in Simpson moduli space M(p2; k), where k = 2m(2m − 1)(g − 1)). In
particular, note that (polarized) slope stability as defined in section 1.3 is independent of the
polarization taken.
Examples 5.6:
1. Let E be a rank 2 vector bundle on S of degree e = 2m(m− 1)(g − 1). Consider it as an
OX -module (i.e., j∗E, where j : S ↪→ X) and let us calculate its Hilbert polynomial.
P (j∗E, t) = χ(X, j∗E ⊗ pi∗OΣ(t))
= χ(X, j∗(E ⊗ j∗pi∗OΣ(t)))
= χ(S,E ⊗ piredOΣ(t))
= 2mδt+ e+ 2m2(1− g). (by Riemann-Roch)
Therefore, j∗E has (polarized) rank 1 and (polarized) degree k. Clearly, j∗E is torsion-free,
but not generically free (so it is not a generalized line bundle on the ribbon X). Moreover,
semi-stability for j∗E is the statement that every subsheaf F satisfies
degP (F)
rkP (F) ≤
degP (j∗E)
rkP (j∗E)
= k.
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It is enough to restrict to the case where F is of the form j∗L, for a line subbundle L of E.
Calculating the Hilbert polynomial of j∗L, we find that its (polarized) rank is rk(j∗L) = 1/2
and its (polarized) degree is degP (j∗L) = deg(L) +m2(g− 1). Thus, semi-stability for j∗L is
equivalent to
deg(L) +m2(g − 1)
1/2
≤ k
for every line subbundle L ⊂ E, i.e.,
deg(L) ≤ e/2.
This proves that (semi-)stability of a rank 2 bundle E on S is equivalent to (semi-)stability
of the corresponding rank 1 torsion-free sheaf j∗E on X.
2. Let E be a semi-stable generalized line bundle and b the degree of its corresponding
effective divisor D on S. Calculating degrees via the short exact sequence of OX -modules
0→ j∗(E¯(D)⊗K−1S )→ E → j∗(E¯)→ 0
we obtain
deg(E¯) = degP (E)− b
2
.
Moreover, F = j∗(E¯(D)⊗K−1S ) is a subsheaf of E and by stability, deg(F)/ rk(F) = deg(E¯)+
b−m2(g − 1)/(1/2) = deg(E) + b− 2m2(g − 1) ≤ deg(E). Thus we have the constraint
b ≤ 2m2(g − 1).
The Simpson moduli space M(p2; k) parametrizes semi-stable sheaves on X of (polarized)
rank 1 and (polarized) degree k. By [CK16, Theorem 3.5] (see also [DEL95, Theorem 3.2])
the ones described above comprise all such sheaves. More precisely, a semi-stable rank 1
sheaf E on X is either
• a generalized line bundle whose index satisfies b(E) ≤ 2m2(g − 1), or
• a direct image i∗(E) of some semi-stable rank 2 vector bundles E on S of degree
e = 2m(m− 1)(g − 1).
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Similarly, a generalized line bundle is stable if and only if the inequality above is strict. In
particular, this means that a generalized line bundle E is strictly semi-stable if and only if
b(E) = 2m2(g−1). Moreover, (semi-)stability of E ∈ US(2, e) is equivalent to (semi-)stability
of j∗E ∈M(p2; k) as we have checked.
5.4 The singular fibre
Note that if we disregard the constraint imposed by the determinant, Theorem 3.11 describes
the fibre h−1(p2) for the Hitchin fibration
h :M(2m, 0)→ A.
In particular, from the BNR correspondence,
h−1(p2) ∼=M(p2; k) ∼= US(2, e) ∪
g
S
−1⋃
d=1
Ad.
Let d¯ = −2d+ 2(gS − 1), d > 0, and consider
Ad := {E ∈ Ms(p2; k) | b(E) = d¯},
where k = 2m(2m− 1)(g − 1).
There is a natural map
Ad → Picd2(S)× S(d¯)
E 7→ (E¯ , DE),
where d2 = (k − d¯)/2. Let (L,D) ∈ Picd2(S) × S(d¯). As discussed, every generalized line
bundle E is characterized by its effective divisor DE and a line bundle L′ in X ′ = BlDE X.
Thus, the fibre at (L,D) of the map above is given by the line bundles L′ ∈ Pic(X ′) such
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that the restriction L¯′ to S is isomorphic to L. But
0→ H1(S,K−1S (D))→ Pic(X ′)→ Pic(S)→ 0,
so that the fibre at (L,D) is an affine space modeled on H1(S,K−1S (D)). This makes Ad →
Picd2(S)×S(d¯) into an affine bundle modeled on the vector bundle Ed on Picd2(S)×S(d¯) (see
Chapter 3 for the definition and construction of Ed).
Proposition 5.7. The locus Ad is isomorphic to the total space of the affine bundle Ad (see
Definition ??) for 1 ≤ d ≤ gS − 1.
Proof. Let E ∈ Ad¯. Then, the direct image pi∗E is a rank 2m vector bundle on Σ, as E
is torsion-free and generically free of rank 1, and pushing forward multiplication by the
tautological section λ : E → E ⊗pi∗K we get a Higgs field Φ : V → V ⊗K. As E is a sheaf on
X, p(Φ)2 = 0 and (V,Φ) ∈ h−1(p2). Note that p(Φ) cannot be zero, as that would correspond
to a rank 2 vector bundle on S. Thus, (V,Φ) is an extension of the form
0→ (W1,Φ1)→ (V,Φ)→ (W2,Φ2)→ 0,
where (W1,Φ1) ∼= pi∗(Li, λ), i = 1, 2, and
0→ L1 → E → L2 → 0.
In other words, L2 = E¯ and L1 = E¯K−1S (DE).
Let now (V,Φ) ∈ Ad which projects to (L,D) ∈ Picd2(S) × S(d¯). Consider the blow-up
f : X ′ := BlDE → X and denote by pi′ the composition pi ◦ f : X ′ → Σ. Then, (see, e.g.,
[Sim92, BNR89]) the cokernel of the map
pi∗Φ− λ : pi∗V → pi∗(V ⊗K)
is a torsion-free sheaf E ⊗ pi∗K of rank 1 (which must then be a generalized line bundle on
X) such that pi∗E ∼= V and the Higgs field Φ is obtained by pushing forward multiplication
by the tautological section. Alternatively, we could consider the cokernel of the map pulled
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back to the ribbon X ′
(pi′)∗Φ− λ : (pi′)∗V → (pi′)∗(V ⊗K).
This gives a line bundle L′ ⊗ (pi′)∗K ∈ Pic(X ′). Thus, f∗L′ = E ∈ Ad is the generalized line
bundle.
The proposition above gives a dictionary between our description of the fibre
h−1(p2) ∼= US(2, e) ∪
g
S
−1⋃
d=1
Ad
in terms of the reduced curve, and the description
h−1(p2) ∼=Mk(X) ∼= US(2, e) ∪
g
S
−1⋃
d=1
Ad,
of the Simpson moduli space in terms of rank 2 bundles on S and generalized line bundles
(see [CK16] and [DEL95] for more on the second description). Note also that the number
d¯ which appeared in Chapter 3, by considering the divisor obtained from the projection in
(3.5) of the extension class of the Higgs bundle in the fibre, has now a simple interpretation.
It is the degree of the effective divisor corresponding to the singularities of the generalized
line bundle.
Alternatively, Ad can be understood by looking directly at the projection to the corresponding
divisor
Ad → S(d¯).
The fibre of this map at a divisor D is Pick−d¯(X ′), where again X ′ = BlDX. The degrees are
found using the fact that f∗L′ ∼= E ∈ Ad, so that, χ(X ′,L′) = χ(X, E). In other words, the
fibres are torsors for Pic0(X ′). Note also that for d = gS − 1, the corresponding generalized
line bundles have no singularities (d¯ = 0) and Ag
S
−1 = Pick(X). In this case, Ag
S
−1 is an
affine bundle on Pick/2(S), and the affine structure comes from
0→ H1(S,K−1S )→ Pic(X)→ Pic(S)→ 0.
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5.5 The case SU ∗(2m) revisited
5.5.1 Norm map
We have already encountered the norm map associated to a covering between two Riemann
surfaces (see (3.1) in Chapter 3 ). We may generalize the construction of the norm map for
a finite morphism
pi : X → Σ
where X is a more general curve (e.g., an irreducible, projective C-scheme of dimension 1)
by setting
Nmpi : Pic
0(X)→ Pic0(Σ)
L 7→ det(pi∗L)⊗ det(pi∗OX)−1.
This is a group homomorphism (for more details see [Gro61, Section 6.5]) and clearly satisfies
Nmpi(pi
∗L) = Ldeg(pi),
as det(pi∗(pi∗L)) = det(pi∗OX ⊗ L) = det(pi∗OX)⊗ Ldeg pi using the projection formula.
The Prym variety P(X,Σ) is defined as the kernel of this map. Note that in this generality,
P(X,Σ) is neither a proper C-scheme, nor is it connected. The problem of finding the number
of connected components of the Prym variety was addressed in [HP12].
We will be particularly interested in the case where X is a ribbon as before. In this case,
Pic0(X) has dimension gX = 1 − χ(OX) = 4gS − 3, but it is not a proper C-scheme, so,
in particular, it is not projective (see, e.g., [BLR90, CK16]). Given an effective divisor
D on S we have three natural finite morphisms, namely pired : S → Σ, pi : X → Σ and
pi′ = pi ◦ f : X ′ → Σ, where X ′ = BlD(X) and f is the blow-up map. The norms of these
maps can be compared, by noting that
det(pired∗ OS) ∼= K−m(m−1)/2 (5.5)
det(pi∗OX) ∼= K−m(2m−1). (5.6)
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This follows directly from the fact that X and S are subschemes of the total space of the
canonical bundle of Σ determined by the zeros of a section of p(λ)2 ∈ H0(|K|, pi∗K2m) and
p(λ) ∈ H0(|K|, pi∗Km) (for more details, see Section 1.4). The determinant of the direct
image of the structure sheaf of X ′ by the morphism pi′ can also be computed by the simple
lemma below.
Lemma 5.8. det(pi′∗OX′) = Nmpired(OS(D))⊗K−m(2m−1).
Proof. Consider the exact sequence of OX′-modules
0→ K−1S (D)→ OX′ → OS → 0.
Then, we must have
det(pi′∗OX′) ∼= det(pired∗ K−1S (D))⊗ det(pired∗ OS),
and again by the projection formula
det(pi′∗OX′) ∼= det(pired∗ OS(D))⊗K−m
2
K−m(m−1)/2 ∼= det(pired∗ OS(D))⊗K(−3m
2+m)/2.
But, by the definition of the norm map, we find
det(pi′∗OX′) ∼= Nmpired(OS(D))K−m(m−1)/2K(−3m
2+m)/2
∼= Nmpired(OS(D))K−m(2m−1),
a required.
By the comments above we can deduce3 the following.
Lemma 5.9. Let j : S ↪→ X and j′ : S ↪→ X ′ be the natural inclusion.
a) Nmpi(L) = Nm2pired(j∗L), for any L ∈ Pic(X).
b) Nmpi′(L′) = Nm2pired((j′)∗(L′)), for any L′ ∈ Pic(X ′).
3A more general statement can be found in [HP12, Lemma 3.6]. For convenience, however we write down
a proof for the cases of importance for us.
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Proof. From the exact sequence
0→ K−1S L¯ → L → L¯ → 0
we obtain
det(pi∗L) ∼= det(pired∗ (L¯ ⊗K−1S ))⊗ det(pired∗ (L¯))
∼= det(pired∗ (L¯)⊗K−m))⊗ det(pired∗ (L¯))
∼= (det(pired∗ (L¯)))2 ⊗K−m
2
,
and a) follows from the definition of the norm map and (5.6). Alternatively, we could have
used the short exact sequence
0→ L → j∗j∗L → T → 0,
where T is a torsion OX -module. Item b) is analogous and the result follows, for example,
by using the short exact sequence
0→ K−1S (D)L¯′ → L′ → L¯′ → 0
together with the definition of the norm map and Lemma 5.8.
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In particular, the Prym variety P(X,Σ) is related to the Prym variety associated to the
covering pired : S → Σ
0

0

H1(S,K−1S )
Id //

H1(S,K−1S )

0 // P(X,Σ) //
j∗

Pic0(X)
Nmpi //
j∗

Pic0(Σ) //
Id

0
0 // F //

Pic0(S)
Nm2
pired //

Pic0(Σ) // 0.
0 0
The subvariety F was defined in Chapter 3 as
F = {M ∈ Pic0(S) | M2 ∈ P(S,Σ)}
and it also appears naturally when comparing the norm maps associated with pired and pi′
0

0

H1(S,K−1S )
H0(D,K−1S (D))
Id //

H1(S,K−1S (D))

0 // P(X′,Σ) //
(j′)∗

Pic0(X ′)
Nmpi′ //
(j′)∗

Pic0(Σ) //
Id

0
0 // F //

Pic0(S)
Nm2
pired //

Pic0(Σ) // 0
0 0
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5.5.2 The fibre
By [HP12, Proposition 6.1],
h−1(p2) ∼= {E ∈ M(p2; k) | det(pi∗E) = OΣ},
where k = 2m(2m− 1)(g − 1). Thus, we define
Ad := {E ∈ Ms(p2; k) | b(E) = d¯ and det(pi∗E) = OΣ},
where d¯ = −2d+ 2(gS − 1), d > 0. Once again we have the natural map
Ad → Picd2(S)× S(d¯),
E 7→ (E¯ , DE)
where d2 = (k − d¯)/2. This morphism maps Ad onto a subvariety Zd ⊆ Picd2(X) × S(d¯).
This, as we observe next, is isomorphic to
Zd ∼= {(D,L) ∈ S(d¯) × Picd2(S) | L2(D)(pired)∗K1−2m ∈ P(S,Σ)}
which was defined in Chapter 3.
Proposition 5.10. The locus Zd is isomorphic to the base Zd of the affine bundle Ad.
Proof. Let E ∈ Ad and L′ be its corresponding invertible sheaf on the blow-up X ′ = BlDE X.
Then the condition det(pi∗E) ∼= OΣ is equivalent to det(pi′∗L′) ∼= OΣ, since f∗L′ ∼= E and pi′ =
pi ◦ f . But, as noted, f∗OX′/OX is supported on DE , so det(pi∗f∗OX′) = det(pi′∗OX′) is iso-
morphic to det(OX)⊗det(pired∗ OD). Since det(pired∗ OD) ∼= det(pired∗ OS(D))⊗(det(pired∗ OS))−1,
it follows from the formulas in Lemma 5.8 that
det(pi′∗OX′) ∼= Nmpired(OS(D))⊗Km(1−2m).
Thus, det(pi′∗L′) ∼= OΣ is equivalent to Nmpi′(L′) ⊗ det(pi′∗OX′) ∼= OΣ. But, by Lemma 5.9
we have Nmpi′(L′) ∼= Nmpired(E¯2). Thus, the condition is equivalent to E¯2(D)(pired)∗K1−2m
being an element in P(S,Σ), which is exactly the definition of Zd.
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An alternative way to understand Ad ∼= Ad is by looking at the natural projection to the
effective divisor
Ad → S(d¯).
Proposition 5.11. Let 1 ≤ d ≤ gS − 1. The fibre of Ad → S(d¯) at an effective divisor D is
a torsor for the Prym variety P(X′,Σ), where X ′ = BlDX.
Proof. Let Ei, i = 1, 2, be two elements of the fibre at D ∈ S(d¯). Consider the corresponding
invertible sheaves L′i in the blow-up X ′ = BlDX. As we saw, det(pi′∗L′i) ∼= OΣ. Denote by
U ′ = (L′1)−1L′2. Then, since the norm map is a group homomorphism,
det(pi′∗L′2) det(pi′∗L′1) Nmpi′(U ′),
which means that U ′ ∈ P(X′,Σ).
Checking dimensions
dimAd = dimS(d¯) + dim P(X′,Σ)
= d¯+ (g
X′ − g)
= gX − g
= (4m2 − 1)(g − 1),
as expected. In particular, we have the following:
Proposition 5.12. The Prym variety P(X,Σ) is isomorphic to Ag
S
−1 ∼= Ag
S
−1. In partic-
ular, it has 22g connected components.
Proof. An element of Ag
S
−1 is an invertible sheaf L on X satisfying
L2(pired)∗K1−2m ∈ P(S,Σ),
where L = L¯. Thus, choosing a square root K1/2 of the canonical bundle of Σ, tensoring by
pi∗K(1−2m)/2 gives an isomorphism fromAg
S
−1 and P(X,Σ). Indeed, this follows directly from
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the fact that Nmpi(L) = Nmpired(L2). The number of connected components is a consequence
of Lemma 3.9.
Remark 5.13: As observed in the proof above, by choosing a square root K1/2, Ag
S
−1 can
be identified with P(X,Σ). Also, under this isomorphism, Zg
S
−1 gets identified with F . When
m = 1, for example, the spectral curve equals the non-reduced curve with trivial nilpotent
structure of order 2, F equals the 2-torsion points of Pic(Σ) and the Prym variety P(X,Σ)
is a copy of 22g vector spaces. As proven by Hausel and Pauly [HP12, Theorem 1.1(3)], the
group of connected components of P(X,Σ) is, in this case, isomorphic to Pic0(Σ)[2], which is
compatible with our description.
Note that taking the tensor product of elements of the fibre with pi∗K(1−2m)/2, identifies
h−1(p2) with N˜m
−1
pi (OΣ), where N˜mpi is defined as
N˜mpi :M(p2; 0)→ Pic0(Σ)
E 7→ det(pi∗E)⊗ det(pi∗OX)−1.
This is well-defined and our fibre can be seen as a compactification of the Prym variety
P(X,Σ) inside the Simpson moduli space.
5.6 The other cases
Let us give some indications on how to proceed in the other two cases. Consider the
polynomial p(x) = x2m + b2x
2m−2 + . . . + b2m, where b2i ∈ H0(Σ,K2i), and assume that
S = Zeros(p(λ)) ⊂ |K| is a non-singular curve. Once again we denote by S¯ = S/σ the
quotient curve, which is also non-singular, and think of it embedded in |K2| with equation
p(η) = 0, where η = λ2.
The non-reduced curve X = Zeros(p(λ)2) ⊂ |K| is a ribbon on S with ideal sheaf K−1S . In
particular,
gX − 1 = 16m2(g − 1)
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and the finite map pi : X → Σ provides a good local picture of the spectral curve X. Indeed,
let U ⊂ Σ be an open affine set and u : U → K∗ a nowhere vanishing section. Then, pi−1(U)
is the affine open set of X given by
Spec
( OΣ(U)[u]
((u2m + b¯2u2m−2 + . . .+ b¯2m))2
)
,
where a¯i = 〈bi, ui〉 ∈ OΣ(U). Thus, it is clear that we can extend σ to an involution
σ˜ : X → X,
which locally is just the map u 7→ −u. From the local description, it is also clear that the
categorical quotient X/σ˜ is a geometric quotient and it can be identified with
X¯ := Zeros(p(η)2) ⊂ |K2|,
which is a ribbon on S¯ with ideal sheaf p¯i∗K−2m and genus
g
X¯
− 1 = 2m(4m− 1)(g − 1).
Moreover, we have a finite morphism p¯i : X¯ → Σ of degree 2m and
p¯i−1(U) = Spec
( OΣ(U)[v]
((vm + b¯2vm−1 + . . .+ b¯2m))2
)
,
where v = u2 is a local nowhere vanishing section of K−2. We have
S
ρ

  j // X
ρ˜

S¯ 
 j¯ // X¯
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where ρ˜ : X → X¯ is the finite morphism4 of degree 2 locally given by the ring homomorphism
OΣ(U)[v]
((vm + b¯2vm−1 + . . .+ b¯2m))2
→ OΣ(U)[u]
((u2m + b¯2u2m−2 + . . .+ b¯2m))2
defined by sending v to u2. Moreover, just as in the non-singular case (see, e.g., [Hit87b]),
the involution σ˜ acts on Pic0(X) and the Prym variety P(X, X¯) may be defined as
P(X, X¯) = {L ∈ Pic0(X) | σ˜∗L ∼= L−1}.
Let us now focus on the symplectic case. Let D¯ be an effective divisor on S¯ of degree d¯
and consider the divisor D = ρ∗D¯ on S, which, as explained in Section 4.2, is the natural
way to embed Zd(Sp(4m,C)) into Zd(SL(4m,C)). Let X ′ = BlDX and X¯ ′ = BlD¯ X¯ be the
corresponding blow-ups, which are, in particular, ribbons on S and S¯, respectively. Note
that deg(D) = 2 deg(D¯) = 2d¯. For 1 6 d 6 gS − 1 we obtain the fibration
Ad → S¯(d¯).
Proposition 5.14. Let 1 ≤ d ≤ gS − 1 and consider the locus Ad inside the fibre h−1(p2) of
the Sp(4m,C)-Hitchin fibration (as defined in Section 4.2). Then,
Ad → S¯(d¯)
is a fibration, whose fibre at a divisor D¯ is modeled on the Prym variety P(X′, X¯′). In
particular, choosing a square root of the canonical bundle of Σ, the locus Ag
S
−1 can be
identified with P(X, X¯) ⊂ P(X,Σ).
Proof. Let us start with Ag
S
−1, whose elements are invertible sheaves on X. So, given
L ∈ Ag
S
−1, it defines the Sp(4m,C)-Higgs bundle (V,Φ) = pi∗(L, λ), where λ ∈ H0(|K|, pi∗K)
is the tautological section. These fit together in the exact sequence
0→ L⊗ pi∗K1−4m → pi∗(V ) pi∗Φ−λ Id−−−−−−→ pi∗(V ⊗K)→ L⊗ pi∗K → 0. (5.7)
4Denote OΣ(U)[v]/((vm + b¯2vm−1 + . . .+ b¯2m))2 and OΣ(U)[u]/((u2m + b¯2u2m−2 + . . .+ b¯2m))2 by A and
B, respectively. Then, B is finitely generated as an A-algebra as B ∼= A⊕A ·u. Also, B is integral over A (the
element u ∈ B is the zero of the monic polynomial T 2 − v ∈ A[T ]). This proves that ρ˜ is a finite morphism.
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Now, applying σ˜∗ we obtain
0→ σ˜∗(L)⊗ pi∗K1−4m → pi∗(V ) pi∗Φ+λ Id−−−−−−→ pi∗(V ⊗K)→ σ˜∗(L)⊗ pi∗K → 0
since σ˜∗(λ) = −λ. Since L is an invertible sheaf, we can dualize the exact sequence (5.7) and
identify V and its dual using the symplectic form, which comes from the pairing provided by
the relative duality. The Higgs field is skew-symmetric with respect to the symplectic form
on V , so we conclude that
L−1 ∼= L ⊗ pi∗K1−4m.
In particular, choosing a square root K1/2 of K, L⊗ pi∗K(1−4m)/2 is a point in P(X, X¯), and
this identifies Ag
S
−1 with P(X, X¯). Note also that, under this identification, the map which
takes the line bundle L to its restriction j∗L to the reduced curve S has the same content as
the natural projection
P(X, X¯)→ P(S, S¯),
which is well-defined since j ◦ σ = σ˜ ◦ j. For the other cases, let Ei, i = 1, 2, be two elements
of the fibre at D¯ ∈ S¯(d¯). Consider the corresponding invertible sheaves L′i in the blow-up
X ′ = BlDX. Then we may proceed exactly in the same way as before and we find that
L′1(L′2)−1 is in the Prym variety P(X′, X¯′).
In particular, checking dimensions we obtain:
dim S¯(d¯) + dim P(X′, X¯′) = d¯+ g
X′ − gX¯′
= d¯+ (gX − 2d¯)− (gX¯ − d¯)
= gX − gX¯
= (8m2 + 2m)(g − 1)
= dimSp(4m,C)(g − 1).
The SO(4m,C) case is almost identical. Let D¯ be an effective divisor on S¯ of degree d¯ and take
the corresponding divisor D = ρ∗D¯+Rρ on S (see Section 4.1 for more details). In particular,
deg(D) = 2d¯ + 4m(g − 1) and the genus of the ribbon X ′ = BlDX is gX − 2d¯ − 4m(g − 1),
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so that
dim S¯(d¯) + dim P(X′, X¯′) = dimSO(4m,C).
Proposition 5.15. Let 1 6 d 6 2(g
S¯
− 1) and consider the locus Ad inside the fibre h−1(p2)
of the SO(4m,C)-Hitchin fibration (as defined in Section 4.1). Then,
Ad → S¯(d¯)
is a fibration, whose fibre at a divisor D¯ is modeled on the Prym variety P(X′, X¯′). In
particular, choosing a square root of the canonical bundle of Σ, the locus Ag
S
−1 can be
identified with P(X, X¯) ⊂ P(X,Σ).
The proof of the proposition above is completely analogous to the proof of Proposition 5.14.
Note that in this case the ramification divisor Rρ of ρ : S → S¯ is incorporated into the picture.
In particular, Rρ prevents the fibre h
−1
SO(4m,C)(p
2) from intersecting Ag
S
−1(SL(4m,C)) ∼=
P(X,Σ).
Chapter 6
Mirror symmetry
One of the most remarkable mathematical predictions of string theory is the phenomenon of
mirror symmetry which relates the symplectic geometry (A-model) of a Calabi-Yau manifold
X to the complex geometry (B-model) of its mirror Calabi-Yau manifold Xˇ. Among the
major mathematical approaches to mirror symmetry are those of Kontsevich [Kon95], known
as homological mirror symmetry, and the proposal of Strominger, Yau and Zaslow [SYZ96],
hereinafter referred to as SYZ mirror symmetry.
In string theory there are natural geometrical objects associated to Dirichlet boundary condi-
tions, called D-branes. Kontsevich’s formulation relates D-branes on the A-model (A-branes)
of X to D-branes on the B-model of Xˇ (B-branes). Prototypical examples of A-branes are
Lagrangian submanifolds equipped with a flat connection, whereas B-branes are holomorphic
vector bundles on a complex submanifold (or more generally, coherent sheaves supported on
complex subvarieties). The duality is then formulated as an equivalence (of triangulated
categories) between the derived Fukaya category on X and the derived category of coherent
sheaves on Xˇ.
SYZ mirror symmetry, on the other hand, based on physical reasonings, provides a more
geometrical interpretation of mirror symmetry. Loosely stated, it states that if a Calabi-
Yau n-fold X has a mirror, then there exists a fibration whose general fibres are special
n-Lagrangian tori and the mirror is obtained by dualizing these tori. Thus, the so-called
SYZ mirror pair (X, Xˇ) should admit dual special Lagrangian fibrations (over the same
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base) and the duality should be realized as a Fourier-type transformation. In [Hit01], Hitchin
incorporated the notion of gerbes (known by physicists as B-fields) for describing important
features of the SYZ conjecture.
6.1 Mirror symmetry for Higgs bundles
Let G be a complex reductive Lie group with Lie algebra g. The Higgs bundle moduli space
M(G) can be constructed as a hyperka¨hler quotient, thus inheriting a hyperka¨hler structure,
with complex structures I, J and K = IJ. For us, the complex structure I is the one obtained
from Σ. In other words, it corresponds to G-Higgs bundles (P,Φ) (i.e., pairs consisting of a
holomorphic principal G-bundle P on Σ and a holomorphic global section Φ of the adjoint
bundle of P twisted by K). The complex structure J, on the other hand, refers to flat G-
bundles. Also, M(G) comes equipped with an algebraically integrable system through the
Hitchin fibration
h :M(G)→ A(G).
By fixing the topological type of the underlying principal bundle (i.e., an element of pi1(G)),
the generic fibres of h are connected complex Lagrangian submanifolds (with respect to ΩI =
ωJ + iωK), torsors for an abelian variety. Moreover, applying a hyperka¨hler rotation (using
complex structure J instead of I), the generic fibres become special Lagrangian submanifolds
(for more detail see [Hit97]). The Hitchin base for G can be identified with the one for its
Langlands dual group LG
M(G)

M(LG)

A(G) ∼=
Ξ // A(LG).
The isomorphism Ξ takes discriminant locus to discriminant locus and the smooth fibres are
dual abelian varieties, thus the moduli space of Higgs bundles for Langlands dual groups
are examples of SYZ pairs. This was first proven for the special linear group by Hausel
and Thaddeus [HT03], who also showed, by calculating Hodge theoretical invariants, that
topological mirror symmetry holds for these pairs (see also [BD12, GO17] for an extension
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of these results for parabolic Higgs bundles). The case of G2 was treated in [Hit07a] and, in
greater generality, Donagi and Pantev [DP12] extended the picture for semisimple groups. In
particular, the fundamental group pi1(
LG) can be identified with Z(G)∨ = Hom(Z(G),C×).
Under the SYZ duality, a choice of connected component of M(LG) corresponds to a C×-
gerbe onM(G) (which is induced from the universal G/Z(G)-bundle onM(G) after a choice
of element in pi1(
LG) ∼= Z(G)∨).
Since the moduli space of Higgs bundles for a complex group has a hyperka¨hler structure
one can speak of branes of type A or B with respect to any of the structures. For example,
a BAA-brane on a hyperka¨hler space M (with complex structures I, J and K) is a pair
consisting of a complex Lagrangian with respect to the first complex structure I and a flat
bundle on it. A BBB-brane on M, on the other hand, consists of a hyperka¨hler subvariety
Y ⊂M together with a hyperholomorphic bundle on it (i.e., principal bundle equipped with
a connection whose curvature is of type (1, 1) with respect to I, J and K1. These objects
generalize anti-self-dual connections in (real) dimension 4.
In [KW07], mirror symmetry for the Higgs bundle moduli space is derived by comparing
N = 4 super Yang-Mills theory for the maximal compact subgroups K ⊆ G and LK ⊆ LG
on a four-manifold M , which is a product of Σ with another Riemann surface C, together
with electric-magnetic duality. The theory in M = Σ×C reduces to a two-dimensional sigma
model on C with target space M(G) and geometric Langlands duality can be understood
in terms of electric-magnetic duality in M . In two-dimensions this corresponds to mirror
symmetry or S-duality between the B-model inMdR(LGc) (i.e., in complex structure I, J and
K) and the A-model in symplectic structure ωK for the gauge group K. Moreover, mirror
symmetry in complex structure I should be Fourier-Mukai transform [KW07, Guk11], so that
a brane on M(G) corresponds to a brane of the same type in M(LG). Thus, according
to the physics literature, mirror symmetry suggests that there is a correspondence between
BAA-branes onM(G) and BBB-branes onM(LG) (this particular correspondence has been
addressed by Hitchin in [Hit16] and more recently in [FJ17, FPN17]).
1Recall that on a complex manifold, if the (0, 2) part of the curvature vanishes we can endow the bundle
with a holomorphic structure. Thus, we are requiring that the principal bundle has holomorphic structures
compatible with I, J and K.
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A smooth fibre of the Hitchin fibration is a BAA-brane and its mirror is simply the skyscraper
sheaf of a distinguished point of the corresponding fibre for the Langlands dual group [KW07,
Guk11]. A natural way to obtain more general branes is by considering fixed point sets of
involutions (see e.g. [BS14, BS16, HS16, BGP15, GPR16]). A particular case of this arises
when one considers a real form G0 of G. As we will see next, G0-Higgs bundles insideM(G)
provide an example of a BAA-brane. It is natural to seek the mirror of such geometrical
object. From the discussion above, the mirror should be a BBB-brane on M(LG). Such
branes are interesting in themselves as they are special mathematical objects. For the real
groups treated here this is even more intriguing, since the complex Lagrangians never intersect
smooth fibres of the Hitchin fibration and general Fourier-type transforms are not available.
6.2 Real forms and branes
Let G0 be a non-compact real form of the complex semisimple Lie group G given by the
fixed point set of an anti-holomorphic involution σ : G → G. One can always find another
anti-holomorphic involution τ , corresponding to a compact real form of G that commutes
with σ (see e.g. [Car14, Oni04]). The composition of the two θ = τ ◦ σ, is a holomorphic
involution on G and it induces an involution, which we also denote by θ, on the moduli space
of G-Higgs bundles
θ :M(G)→M(G)
(P,Φ) 7→ (θ(P ),−θ(Φ)).
Note that the involution θ on the Lie algebra of G gives a decomposition into ±1 eigenspaces
g = hC ⊕mC,
where h is the Lie algebra of a maximal compact subgroup of G0. Thus the fixed point set
M(G)θ corresponds to G0-Higgs bundles in M(G).
From the expressions for the hyperka¨hler metric and complex structures (see Section 1.2),
it is clear that θ is an isometry with θ ◦ I = I ◦ θ and θ ◦ J = −J ◦ θ. Now, let (βi, ϕi) ∈
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T(P,Φ)M(G)θ = (T(P,Φ)M(G))θ, i = 1, 2. Equivalently, θ(βi) = βi and θ(ϕi) = −ϕi, i = 1, 2.
Then,
ωJ((β1, ϕ1), (β2, ϕ2)) = g(J(β1, ϕ1), (β2, ϕ2))
= g((−iτ(ϕ1), iτ(β1)), (β2, ϕ2))
= g((−iθ(τ(ϕ1)),−iθ(τ(β1))), (θ(β2),−θ(ϕ2)))
= −ωJ((β1, ϕ1), (β2, ϕ2)).
This shows that M(G)θ is a complex subvariety with respect to complex structure I and
a Lagrangian with respect to ωJ (as the dimension is clearly half the dimension of M(G)).
Thus, this is also a Lagrangian with respect to ωK and it provides an example of a BAA-brane
on M(G).
Remark 6.1: In general, this fixed point set need not be isomorphic to the moduli space of
Higgs bundles for the real group. In terms of representations of the fundamental group of Σ,
for example,M(G)θ is homeomorphic to the space of reductive2 representations ρ : pi1(Σ)→
G0 modulo conjugation by elements of g ∈ G such that gρg−1 : pi1(Σ)→ G0. In other words,
we quotient by the normalizer NG(G0) of G0 in G. As explained in [GPR16], the map
M(G0)→M(G)θ ⊂M(G)
is a well-defined nθ-to-1 map, where nθ is the order of the finite group NG(G0)/G0. Also,
if (P,Φ) is a semi-stable (respectively, polystable) G-Higgs which reduces to a Higgs bundle
for G0, then the corresponding G0-Higgs bundle is (respectively, polystable). By abuse of
notation, however, we will refer to the fixed point set M(G0)θ as M(G0) ⊂M(G).
6.3 The Nadler group
Given a connected reductive complex algebraic group G, a geometrical way to realize the
Langlands dual group LG is by studying perverse sheaves on the loop Grassmannian Gr of
2We say that a representation ρ is reductive if Ad ◦ρ is completely reducible
Chapter 6. Mirror symmetry 110
G. A certain category of perverse sheaves on Gr is equivalent to the category Rep(LG) of
finite-dimensional representations of LG, and from this one can recover the Langlands dual
group (see e.g. [MV07]). In [Nad05], Nadler extends these ideas for a real form G0 of G. It
turns out that the natural finite-dimensional stratification of the real loop Grassmannian Gr0
is real even-codimensional and some of the results for perverse sheaves on complex spaces
still hold on Gr0. Nadler introduces a certain subcategory of perverse sheaves on Gr0 and
shows that it is equivalent to Rep(LG0), for some complex subgroup
LG0 of
LG, which we
call the Nadler group associated to the real form G0 ⊂ G. Note that the moduli space
of LG0-Higgs bundles sits inside the moduli space of Higgs bundles for the Langlands dual
group LG as a hyperka¨hler subvariety. It is conjectured (see e.g. [BS16]) that the mirror
brane to the moduli space of G0-Higgs bundles is supported on M(LG0) ⊆M(LG).
Let us say a few words about why the conjecture is physically reasonable and expected. As
explained in [GW09, Section 6], the construction of the Nadler group can be interpreted from
a gauge-theoretical point of view, and thus be linked to mirror symmetry. If K is a maximal
compact subgroup of G, one studies K gauge theory on a four-dimensional manifold with
boundary, where the boundary condition is determined by the involution associated to the
real form G0. It turns out that ’t Hooft operators supported on the boundary are related
to representations of a different compact group. The complexification of this group is the
Nadler group. From the physics perspective, BAA-branes constructed from a real form form
a special class of boundary conditions and the dual brane is the S-dual boundary condition.
For real forms of the special linear group the S-dual branes are described in [GW09, Table 3]
and are supported on the moduli space of Higgs bundles for the Nadler group. Some remarks
about the relation of the Nadler group for other real forms and the S-dual brane associated
the real form are made in Section 7.4 in loc. cit..
Beyond the support of the BBB-brane, Hitchin also described in [Hit16] the hyperholomorphic
bundle on the dual brane associated to the real form U(m,m) ⊂ GL(2m,C), which arose from
the Dirac-Higgs bundle3. Hitchin’s description also matches the predictions from physics,
as remarked in [Gai16]. Let us now give some examples that provide a heuristic idea of
3For more details on the Dirac-Higgs operator and the Dirac-Higgs bundle see [Bla15].
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what duality should give and compare this to the conjecture that the dual brane should be
supported on the moduli space of Higgs bundles for the Nadler group.
Example 6.1. Take a generic (smooth) fibre A of the G-Hitchin fibration and suppose it
intersects M(G0) on an abelian variety B. This is the case, for example, when the real
form G0 is quasi-split (see [PN13]). The dual fibre in M(LG) is the dual abelian variety
Aˆ = Pic0(A) and duality should correspond to dualizing the inclusion. In other words, we
have a short exact sequence of abelian varieties
0→ B → A→ C → 0,
and dualizing it
0→ Cˆ → Aˆ→ Bˆ → 0
one obtains a distinguished abelian subvariety of the dual fibre which parametrizes line bundles
of degree zero on A which are trivial on B.
Now, given any subvariety B =M(G0) ∩A (not necessarily an abelian variety) of a smooth
fibre A of MGc , we still have a distinguished subvariety on the dual fibre Aˆ, namely the
annihilator B0 consisting of line bundles on A of zero degree which are trivial on B.
Example 6.2. If G0 is a split real form (e.g. SL(n,R) ⊂ SL(n,C)), M(G0) intersects a
smooth fibre A of the G-Hitchin fibration in the 2-torsion points A[2] of A [Sch13]. Following
the idea above we expect the dual brane to intersect the fibre Aˆ on the whole Aˆ, so this
brane should be supported on M(LG). This is compatible with the conjecture as in this case
LG0 =
LG. On the other extreme, take G0 to be a compact real form of G. Higgs bundles
for G0 are simply holomorphic principal G-bundles, and their moduli space is an algebraic
component of the nilpotent cone Nilp(G) (i.e., the zero section of the G-Hitchin fibration).
The dual brane should intersect the corresponding nilpotent cone on a single point (in the
irreducible component corresponding to principal LG-bundles) which is compatible with LG0
being trivial.
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6.4 Proposal for the mirror
We consider the real forms G0 = SU
∗(2m), SO∗(4m) and Sp(m,m) of G = SL(2m,C),
SO(4m,C) and Sp(4m,C), respectively. For these cases,M(G0) never intersects the smooth
fibres of the Hitchin fibration h : M(G) → A(G). We will see, however, that although the
singular fibres F of h which have non-empty intersection with M(G0) are complicated and
have many irreducible components, they basically depend only on the locus corresponding
to G0-Higgs bundles and a certain abelian variety A(G0) inside the Jacobian of the reduced
scheme of the spectral curve. The abelian variety in question appears naturally when con-
sidering what is morally the determinant line bundle of the rank 1 sheaves on the spectral
curve, which is non-reduced. This determinant-type map gives a surjective morphism from
the fibre (which restricts to a surjective map in each of its algebraic components) to A(G0).
Moreover, just as in the generic case, the fibre of the surjective map at the trivial line bundle
is isomorphic to the locus of G0-Higgs bundles inside F (or an affine version of that for the
other components which do not contain Higgs bundles for G0). Motivated by the heuristic
idea of duality explained in the last section, we are led to consider the dual abelian variety
of A(G0). It turns out that for the three cases considered, Â(G0) corresponds precisely to
the spectral data for LG0-Higgs bundles, as predicted by the conjecture.
6.4.1 The SU∗(2m) case
As described in Chapter 3, the locus of rank 1 torsion-free sheaves on the spectral curve
X = Zeros(p(λ)2) ⊂ |K| supported on the reduced curve S = Xred (assumed to be non-
singular) is given by the rank 2 semi-stable vector bundles E on S satisfying det(pi∗E) ∼= OΣ,
where pi : S → Σ is the ramified m-covering. We called this locus N and inside it we have
the locus N0 = US(2, pi∗Km−1) corresponding to SU∗(2m)-Higgs bundles in h−1(p2). There
is a natural map from the algebraic component N of h−1(p2) to an abelian variety, namely
the Prym variety P(S,Σ). The map is given by
n : N → Pic0(S)
E 7→ det(E)pi∗K1−m.
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Lemma 6.2. The map n : N → Pic0(S) is a surjection onto the Prym variety P(S,Σ). Also,
n−1(OS) = N0.
Proof. Firstly,
det(pi∗(det(E)⊗ pi∗K1−m)) = det(pi∗(det(E))⊗K1−m))
= det(pi∗(det(E)))⊗Km(1−m).
Using Lemma 3.3 and the fact that det(pi∗E) is trivial, det(pi∗(det(E))) ⊗ Km(1−m) =
Km(1−m)/2, thus n(E) ∈ P(S,Σ). Now, given an element L ∈ P(S,Σ), since the Prym
variety is connected, there exists U ∈ P(S,Σ) such that U2 ∼= L. Then, n(E0 ⊗ U) = L,
where E0 is any element in N0. Indeed, E0⊗U ∈ N since, by Lemma 3.3, det(pi∗(E0⊗U)) =
det(pi∗E0) ⊗ Nm(L) = OΣ. Moreover, det(E0 ⊗ U) = pi∗Km−1 ⊗ L. The last assertion is
obvious.
Before we proceed we remark on the naturality of the map above for our purposes. Given
E ∈ N , we can always write it as E = E0⊗L, where E0 ∈ N0 and L is a line bundle satisfying
L2 = det(E)pi∗K1−m ∈ P(S,Σ). This is clearly not unique as we can always tensor L with a
2-torsion point of Pic0(S). Thus, we have a natural map
N → F/Pic0(S)[2]
sending E = E0 ⊗ L to the equivalence class [L] of L in F/Pic0(S)[2], where F is the
locus of line bundles on S whose squares are in P(S,Σ). This map is surjective as, given
[L] ∈ F/Pic0(S)[2], we can take any element E0 ∈ N0 and E0 ⊗ L maps to [L] (note that
E0⊗L ∈ N as a direct consequence of Lemma 3.3). Also, Pic0(S)[2] acts on N0 and the fibre
of N → F/Pic0(S)[2] over [OS ] is precisely N0. Consider the map
F → P(S,Σ) . (6.1)
L 7→ L2.
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Connectedness of the Prym variety implies surjectivity of this map (as P(S,Σ) ⊆ F ) and we
have
F/Pic0(S)[2] ∼= P(S,Σ) . (6.2)
Under this isomorphism, (6.1) is precisely our map n. Note also that choosing a square
root K1/2 of the canonical bundle of Σ we can twist the elements of N by pi∗K(1−m)/2 thus
obtaining rank 2 bundles on S of degree 0. Under this identification,
N ∼= {E0 ∈ US(2, 0) | det(E0) ∈ P(S,Σ)}
and N0 ∼= US(2,OS). The map n in this case is precisely the determinant map.
Now, given δ ∈ Ad, let (L,D) be its projection to Zd. We then have a natural map
n : Ad → P(S,Σ)
δ 7→ L2(D)pi∗K1−2m.
This is clearly surjective. Moreover note that the fibres of Ad → Zd are mapped to the same
element. Since Ad is an affine bundle, the difference between two elements in the fibre of
(L2, D) will give a unique element in H
1(S,L∗2L1), where L1 = L2(D)K
−1
S . In other words,
it gives an extension of bundles
0→ L1 → E → L2 → 0
and detE ∼= L1L2 = pi∗Km−1, if this fibre is mapped to OS . This is the analogue of N0 in
Ad.
Now, we need to check that the map is well defined as a map
n : h−1(p2)→ P(S,Σ) .
For this, note that we only need to check how the Zariski closure A¯d of Ad intersects N . This
intersection consists of strictly semi-stable Higgs bundle. In other words, let δ ∈ A¯d. There
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is a natural projection
δ 7→ (L,D) ∈ Picm(m−1)(g−1)(S)× S(2m2(g−1)).
This element δ is Gr-equivalent to the object
L(D)K−1S ⊕ L
in the strictly semi-stable locus of N . In both cases, the maps send the point in the intersec-
tion to L2(D)pi∗K1−2m.
Note that the dual abelian variety of P(S,Σ) is P(S,Σ) /Pic0(Σ)[m], which is the spectral
data for PGL(m,C)-Higgs bundles. In particular, this corresponds to the Nadler group
LSU∗(2m).
The moduli space M(PGL(2m,C)) of PGL(2m,C)-Higgs bundles is an orbifold which can
be seen as the quotient of M(SL(2m,C)) by the 2m-torsion points of the Jacobian of Σ
(see, e.g., [Hau13] for more details). Thus, by Theorem 3.11, the corresponding fibre on the
fibration for M(PGL(2m,C)) is just
h−1(p2)/Pic0(Σ)[2m] ∼= N/Pic0(Σ)[2m] ∪
gS−1⋃
d=1
Ad/Pic
0(Σ)[2m],
where Pic0(Σ)[2m] acts naturally (via pullback) in each stratum. Since the surjective map
n to P(S,Σ) involves the square of a line bundle on S and P̂(S,Σ) = Pic0(P(S,Σ)) ∼=
P(S,Σ) /Pic0(Σ)[m], it is natural to see the injection of P(S,Σ) /Pic0(Σ)[m] into the com-
ponent N/Pic0(Σ)[2m] as the map sending [L] to [Lpi∗K
m−1
2 ⊕ Lpi∗K m−12 ], which reflects
the diagonal embedding of PGL(m,C) into PGL(2m,C) (for the computation of the Nadler
group, see Appendix A.1).
6.4.2 The other cases
We now focus on the cases when G0 = SO
∗(4m) or Sp(m,m). Again we start with the locus
N(G) containing the locus N0(G) consisting of G0-Higgs bundles in the fibre h
−1
G (p
2) (for
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more details see Chapter 4). Then, if we denote by N± the locus
N± =
 E ∈ US(2, e)
∣∣∣∣
there exists an isomorphism
ψ : σ∗E → E∗ ⊗ pi∗K2m−1
satisfying t(σ∗ψ) = ±ψ.
 ,
where e = 4m(2m − 1)(g − 1), then N(SO(4m,C)) ∼= N− and N(Sp(4m,C)) ∼= N+. Also,
N0(G) ⊂ N(G) is determined by the condition that the determinant of the rank 2 bundle
on S is pi∗K2m−1 (in both cases). In particular, this means that the induced action on the
determinant bundle pi∗K2m−1 is trivial when G0 = SO∗(4m) and −1 in the other case. If
E ∈ N(G), from the isomorphism σ∗E ∼= E∗ ⊗ pi∗K2m−1 we obtain that
det(E)⊗ pi∗K1−2m ∈ P(S, S¯),
since the Prym variety P(S, S¯) is characterized by those line bundles L on S which are
isomorphic to σ∗(L−1). Since P(S, S¯) is connected, the squaring map on this abelian variety
is surjective and we can always find U ∈ P(S, S¯) such that U2 ∼= det(E) ⊗ pi∗K1−2m. Now,
if we write E = E0 ⊗ U , the determinant of E0 is isomorphic to pi∗K2m−1. This means that
E0 ∈ N0(G) since U ∈ P(S, S¯) (and then we obtain an isomorphism σ∗E0 ∼= E∗0⊗pi∗K2m−1 of
the same type as the one it is induced from). If we had chosen another U ′ ∈ P(S, S¯) satisfying
(U ′)2 ∼= det(E)⊗ pi∗K1−2m, then L = U ′U−1 ∈ P(S, S¯)[2]. But if z is a fixed point of σ, the
linear action of σ on the fibres Uz and U
′
z is always the same. This means that at a fixed
point, the linear action of σ on L is always trivial and thus it must come from the quotient
curve S¯ (i.e., L ∈ ρ∗ Pic0(S¯)[2]). Thus we have a well-defined surjective map
h−1G (p
2)→ P(S, S¯) /ρ∗ Pic0(S¯)[2]
whose fibre at zero is precisely N0(G). The map is analogous to the previous case. Explicitly,
N(G)→ P(S, S¯) /ρ∗ Pic0(S¯)[2]
E 7→ [det(E)pi∗K1−2m].
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Now, given δ ∈ Ad(G), let (L, D¯) be its projection to Zd(G), we then define
Ad → P(S, S¯) /ρ∗ Pic0(S¯)[2]
δ 7→ [Lσ∗L−1].
Note that we see Zd(G) ⊂ Zd(SL(4m,C)) by mapping (L, D¯) to (L,Rρ + ρ∗D¯) (respectively,
(L, ρ∗D¯)) when G = SO(4m,C) (res. Sp(4m,C)), where Rρ is the ramification divisor of
the ramified 2-covering ρ : S → S¯. Then, L2(D)pi∗K1−4m = Lσ∗L−1 in both cases and this
coincides with our map n defined previously.
The dual abelian variety of P(S, S¯) /ρ∗ Pic0(S¯)[2] is P(S, S¯), which is the spectral data for
Sp(2m,C)-Higgs bundles (see [Hit87b]). In particular, this corresponds to the Nadler group
LSO∗(4m) = LSp(m,m).

Part II
Gaiotto’s Lagrangian
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Chapter 7
Symplectic Representations
7.1 General setup
Let G be a connected complex semi-simple Lie group, with Lie algebra g, acting linearly on
a finite-dimensional complex vector space V. Assume that V is equipped with a G-invariant
non-degenerate skew-symmetric bilinear form ω. Then, V is called a symplectic G-module
and the corresponding homomorphism from G to Sp(V, ω) is a symplectic representation
of G. Given a symplectic representation
ρ : G→ Sp(V, ω)
of G, the associated moment map µ0 : V→ g∗ is the function
〈µ0(v), ξ〉 = 1
2
ω(ρ(ξ)v, v),
where v ∈ V, ξ ∈ g. In the expression above, the brackets denote the natural pairing between
g and g∗ and, by abuse of notation, we also denote by ρ : g → sp(V, ω) the Lie algebra
homomorphism given by the derivative of the representation. Using a non-degenerate Ad-
invariant bilinear form B on g to identify g and g∗ (take for example the Killing form Bg),
we obtain the quadratic equivariant map µ : V→ g.
121
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Remark 7.1: Using the non-degenerate form ω we can identify EndV with V ⊗ V, so
that, given u1, u2 ∈ V, u1 ⊗ u2 corresponds to the endomorphism ω(u1, ·) ⊗ u2. Under this
isomorphism we have sp(V, ω) ∼= Sym2(V).
Fix a symplectic representation ρ : G → Sp(V, ω), where V has dimension 2n. Let P be
a holomorphic principal G-bundle on Σ and denote by V = P (V) the holomorphic vector
bundle (of rank 2n) associated to P via the representation ρ. A choice of square root K1/2
of the canonical bundle K is the same as a spin structure on Σ and the Dirac operator
∂¯ : Ω0(Σ,K1/2)→ Ω0,1(Σ,K1/2)
is the ∂¯-operator (see [Hit74]). Since V is a holomorphic vector bundle we can form the
coupled Dirac operator ∂¯A : Ω
0(Σ, V ⊗K1/2)→ Ω0,1(Σ, V ⊗K1/2). Note that, from the fact
that µ is a quadratic equivariant function, it induces a map
µ : V ⊗K1/2 → Ad(P )⊗K.
In particular, its evaluation on any spinor field ψ ∈ H0(Σ, V ⊗K1/2) is a well-defined Higgs
field. Note that by the Riemann-Roch theorem, h0(Σ, V ⊗ K1/2) = h1(Σ, V ⊗ K1/2) and
for a generic symplectic vector bundle V there may not be any non-zero global holomorphic
sections of V ⊗K1/2, thus the existence of a non-zero spinor field gives a constraint on the
vector bundle.
Definition 7.2. Choose a square root K1/2 of the canonical bundle of Σ and let ρ : G →
Sp(V, ω) be a symplectic representation. We define X(ρ,K1/2) ⊂ M(G), or simply X, as the
Zariski closure of the locus parametrizing
{(P,Φ) ∈Ms(G) | Φ = µ(ψ) for some 0 6= ψ ∈ H0(Σ, V ⊗K1/2)}.
Remark 7.3: The S-equivalence class of a stable G-Higgs bundle corresponds to its isomor-
phism class. Let (P,Φ) and (P ′,Φ′) be stable G-Higgs bundles corresponding to the same
point in M(G) and let η : (P,Φ) → (P ′,Φ′) be an isomorphism between the two (i.e., η
is an isomorphism between the underlying principal G-bundles whose induced isomorphism
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ηˆ : Ad(P )⊗K → Ad(P ′)⊗K sends Φ to Φ′). If Φ = µ(ψ) for some spinor field ψ, its image
under ηˆ is of the form µ(ψ′), for some ψ′ ∈ H0(Σ, V ′ ⊗K1/2). To see this, choose an open
covering U = {Uα} of Σ trivializing both P and P ′. The isomorphism η corresponds to a
0-cocycle (ηα), where ηα : Uα → G is holomorphic. Thus, the induced isomorphisms from
V → V ′ and Ad(P )→ Ad(P ′) are given by the 0-cocycles (ρ(ηα)) and (Ad(ηα)), respectively.
If ψ is represented by the cocycle (ψα), the section ηˆ(Φ) is represented by (Ad(ηα)µ(ψα)),
which, by the equivariance of the moment map is equal to (µ(ρ(ηα)ψα)), where (ρ(ηα)ψα) is
a 0-cocycle representing ψ′.
Example 7.1. Take (V, ω) to be the symplectic direct sum of the symplectic G-modules
(Vi, ωi), i = 1, . . . , u, whose moment maps we denote by µi : Vi → g. The moment map for
V is
µ(v1, . . . , vu) = µ1(v1) + . . .+ µu(vu),
where vi ∈ Vi.
Example 7.2. Let ρ be the standard representation of Sp(2n,C) = Sp(C2n, J), where
J =
 0 1
−1 0
 is the standard skew-symmetric form on C2n. Taking the invariant form
on sp(2n,C) to be B(ξ1, ξ2) = −1
2
tr(ξ1ξ2), where ξ1, ξ2 ∈ sp(2n,C), we have µ(v) = v ⊗ v ∈
Sym2(C2n) ∼= sp(2n,C). This follows directly from the obvious identities (u1⊗u2)◦(v1⊗v2) =
ω(u1, v2)v1 ⊗ u2 and tr(v1 ⊗ v2) = ω(v1, v2). Note that the associated Higgs fields Φ are of
the form ψ ⊗ ψ, where ψ ∈ H0(Σ, V ⊗ K1/2) for some symplectic vector bundle (V, ω) of
rank 2n on Σ. Then, Φ(v) = ω(ψ, v)ψ which shows that such Higgs fields have rank 1 and
satisfy Φ2 = 0. In particular, the variety X is contained in the nilpotent cone of the Hitchin
fibration for the complex symplectic group. We will discuss this further in the next chapter.
Example 7.3. Let τ : G → GL(W) be any finite-dimensional representation of G. In
particular, we may assume that τ : G → SL(W) since the group G is connected semisimple
(and thus does not have any non-trivial characters). We also denote by τ : g → sl(W)
the Lie algebra homomorphism, which is injective since g is semisimple. The vector space
V = W⊕W∗ carries a natural symplectic form
ω((u1, δ1), (u2, δ2)) = 〈δ2, u1〉 − 〈δ1, u2〉,
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where 〈 · , · 〉 is the natural pairing between W∗ and W. Then, the representation ρ = τ ⊕ τ∗ :
G→ GL(V) is symplectic with moment map satisfying
B(µ(u, δ), · ) = δ(τ(·)u),
where u ∈W and δ ∈W∗.
In particular, if W is the standard SL(n,C)-module and W is a vector bundle on Σ of rank
n with trivial determinant line bundle, a spinor is a pair ψ = (u, δ), where u ∈ H0(Σ,W ⊗
K1/2) and δ ∈ H0(Σ,W ∗ ⊗K1/2). Note that, since the degree of W is zero, it follows from
Riemann-Roch theorem that h0(Σ,W ∗ ⊗K1/2) = h1(Σ,W ∗ ⊗K1/2) and Serre duality gives
h0(Σ,W ⊗K1/2) = h1(Σ,W ∗ ⊗K1/2). Taking B to be the trace of the product between two
elements of sl(2n,C), we obtain
µ(ψ) = δ ⊗ u− 〈δ, u〉
n
Id ∈ H0(Σ,End0W ⊗K).
This example (combined with Example 7.1) is closely related to the n = 2 case treated by
Hitchin in [Hit09].
Example 7.4. One can blend the two previous examples by considering the representation
ρ = τ ⊕ τ∗ where τ : G→ Sp(V, ω) is itself a symplectic representation. Note that the map
V→ V∗
v 7→ ω(·, v)
is an isomorphism between the G-module V and its dual. The last example gives, for the
representation ρ = τ ⊕ τ , a moment map satisfying
B(µ(v1, v2), · ) = ω(τ(·)v1, v2),
where v1, v2 ∈ V. A simple calculation shows that the moment map for τ , which we will also
denote by µ, satisfies
B(µ(v1 + v2)− µ(v1)− µ(v2), · ) = ω(τ(·)v1, v2).
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Thus, by the non-degeneracy of B, the moment map for ρ is the bilinear form associated to
the quadratic moment map for the representation τ .
In particular, if V = C2n is the standard representation of Sp(2n,C) we may identify
µ(v1, v2) = v1  v2 ∈ Sym2(C2n), where v1  v2 = v1 ⊗ v2 + v2 ⊗ v1. Elements of X are
symplectic Higgs bundles of the form (V, ψ1  ψ2), where V is a symplectic vector bundle of
rank 2n and ψ1, ψ2 ∈ H0(Σ, V ⊗K1/2). This is closely related to higher-rank Brill-Noether
theory1, which has to do, for example, with understanding the geometry of the subvariety
of the moduli space of vector bundles consisting of those bundles admitting at least k in-
dependent sections. Note also that if the vector bundle V ⊗ K1/2 has more than 1 global
section, X intersects fibres of the Hitchin fibration other than the nilpotent cone. Take,
for example, the locus X2 ⊂ X consisting of Higgs bundles whose underlying vector bun-
dle V is such that h0(V ⊗ K1/2) = 2. Fix a basis {ψ1, ψ2} for H0(Σ, V ⊗ K1/2). Then,
det(x− ψ1  ψ2) = x2n−2(x− ω(ψ1, ψ2))(x+ ω(ψ1, ψ2)).
Example 7.5. Hitchin studied in [Hit17] the variety X associated to higher rank irreducible
symplectic representations of SL(2,C), with emphasis on the cases of genus 2 and 3. These
are Lagrangians in M(SL(2,C)) and are quite interesting as they are related to the Brill-
Noether problem for semi-stable rank 2 bundles on a curve and also intersect smooth fibres
of the SL(2,C)-Hitchin fibration in the m-torsion points of these Prym varieties.
Remark 7.4: As we will see later in the chapter, the locus X associated to a symplectic
representation of G will, under certain conditions, define a Lagrangian subvariety of M(G).
These complex Lagrangians are named after the physicist Gaiotto, who introduced many
examples of these objects (BAA-branes) on the Higgs bundle moduli space and sketched
in some cases physical arguments related to the dual BBB-brane on M(LG) (see [Gai16]).
Given a symplectic representation ρ of G, he called the associated Lagrangian a boundary
hyper-multiplet valued in ρ. Some cases treated in loc. cit. include Example 7.3 (full hyper-
multiplets) and matter interfaces, i.e., Lagrangians of M(G)×M(G) defined as
X =
 ((V1,Φ1), (V2,Φ2)) ∈M(G)×M(G)
∣∣∣∣ V1 = V2 = V and Φ2 − Φ1 = µ(ψ)
for some ψ ∈ H0(Σ, V ⊗K1/2)
 ,
1See, e.g., [GTiB09] for an overview of the main results of Brill-Noether theory on a curve.
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In both cases the analysis of the hyperholomorphic brane is related to the Dirac-Higgs bundle.
A symplectic representation is called indecomposable if it is not isomorphic to the sum
of two non-trivial symplectic representations. It follows from [Kno06, Theorem 2.1] that if
two symplectic representations are isomorphic as G-modules, then they are isomorphic as
symplectic representations. Moreover, every symplectic representation is a direct sum of
finitely many indecomposable symplectic representations, where the summands are unique
up to permutation. Every indecomposable symplectic representation is either an irreducible
G-module or of the form V = W ⊕W∗ (see Example 7.3), where W is an irreducible G-
module which does not admit a symplectic structure (and the symplectic form on V is, up
to a multiple, the natural one).
The subvariety X is always isotropic and under some conditions it is Lagrangian (see Section
7.4). To obtain information about X we introduce in the next section the moduli space of
twisted pairs.
7.2 The moduli space of K1/2-twisted symplectic pairs
Let L be a holomorphic line bundle on Σ. The notion of an L-twisted pair on Σ was given in
[GPGMiR09] and it fits into the more general framework of twisted affine ρ-bumps, introduced
by Schmitt (see [Sch08]), where ρ : G → GL(V) is a finite-dimensional representation of G.
Such an object consists of a pair (P,ϕ), where P is a holomorphic principal G-bundle on
Σ and ϕ is a global section of the vector bundle associated to P via ρ twisted by the line
bundle L. In particular, by considering ρ to be the adjoint representation of G and L to
be the canonical bundle of Σ, we recover the definition of a G-Higgs bundle on Σ. Fix a
square-root K1/2 of the canonical bundle K. We will mostly be interested in the case where
G is a connected semisimple Lie group, L = K1/2 and V is a symplectic G-module.
Definition 7.5. Let ρ : G→ Sp(V, ω) be a symplectic representation of G. A K1/2-twisted
symplectic ρ-bump on Σ, or simply a (ρ,K1/2)-pair, is a pair (P,ψ) consisting of a
holomorphic principal G-bundle and a spinor ψ ∈ H0(Σ, P (V) ⊗ K1/2), where P (V) is the
symplectic vector bundle associated to P via ρ. Two (ρ,K1/2)-pairs (Pi, ψi), i = 1, 2, are
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isomorphic if there is an isomorphism f : P1 → P2 such that the induced isomorphism
P (V1)⊗K1/2 → P (V2)⊗K1/2 sends ψ1 to ψ2.
SinceG is connected2, there is a bijection between isomorphism classes of topological principal
G-bundles on Σ and the fundamental group pi1(G) of G (see, e.g., [Ram75]). Thus, fix the
topological type d ∈ pi1(G) of the underlying topological (or equivalently, C∞) G-bundle. Let
us now discuss the notion of stability for (ρ,K1/2)-pairs.
Remark 7.6: If no confusion is possible, we will, for convenience, refer to a (ρ,K1/2)-pair
simply as a pair.
Given an anti-dominant character χ : Q → C× of a parabolic subgroup Q of G, with Lie
algebra q, and a reduction σ ∈ H0(Σ, P/Q) of the structure group of the principal G-bundle
P to Q (for details, see Appendix A), the degree deg(P )(σ, χ) of P with respect to σ and χ
is defined as the degree of the line bundle Pσ ×χ C, where Pσ = σ∗P is the Q-bundle on Σ
corresponding to the restriction of structure group of P to Q. Let l be the Lie algebra of the
Levi subgroup L corresponding to Q. Then, characters of q are in bijection with elements
of the dual z∗l of the center of l which in turn may be identified with an element of zl via
the Killing form. We denote by sχ ∈ zl the element corresponding to the derivative of the
character χ through this identification. If h is the Lie algebra of a maximal compact subgroup
H of G, one can check that zl ⊂ ih, so from an anti-dominant character χ of the parabolic Q
we obtain an element sχ ∈ ih (for more details see Section 2 of [MiR00]). Using this we can
define the complex subspace
V−χ = {v ∈ V | ρ(etsχ)v is bounded as t→∞}
of V which is invariant under Q. Note that, putting V = P (V), the symplectic vector bundle
V is naturally isomorphic to Pσ ×Q V and V −σ,χ = Pσ ×Q V−χ is a subbundle of V . Similarly,
one can define the complex subspace
V0χ = {v ∈ V | ρ(etsχ)v = v for any t ∈ R} ⊂ V−χ
2Recall that the category of complex semisimple algebraic groups is equivalent to the category of com-
plex semisimple Lie groups by considering C-points. Moreover, we usually refer to a G-bundle as either a
holomorphic G-principal bundle on the compact Riemann surface or the corresponding object in the algebraic
category.
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of V which is invariant under the action of L and thus gives rise to a vector subbundle
V 0σL,χ = PσL ×L V0χ of V −σ,χ, where σL ∈ H0(Σ, P/L) is a further reduction of P to L.
Definition 7.7. A pair (P,ψ) on Σ is
• semi-stable if for all parabolic subgroups Q ⊂ G, all reductions σ ∈ H0(Σ, P/Q), and
all non-trivial anti-dominant characters χ of Q such that ψ is a global holomorphic
section of V −σ,χ ⊗K1/2, we have
deg(P )(σ, χ) ≥ 0.
• stable if the inequality above is strict (for all non-trivial parabolic subgroups Q of G,
all reductions σ and all non-trivial anti-dominant characters χ of Q).
• polystable if it is semi-stable and for any parabolic subgroup Q ⊂ G, any reduction σ
and any non-trivial strictly anti-dominant character χ of Q, such that ψ ∈ H0(Σ, V −σ,χ⊗
K1/2) and
deg(P )(σ, χ) = 0,
there is a further reduction σL ∈ H0(Σ, P/L) to the Levi L ⊂ Q such that ψ ∈
H0(Σ, V 0σL,χ ⊗K1/2) ⊂ H0(Σ, V −σ,χ ⊗K1/2).
Remarks 7.7:
1. The notions of stability above can be generalized in the obvious way to any L-twisted
pair. Moreover, if one allows the group G to be a reductive Lie group, stability depends on
a parameter α in the center of the Lie algebra g (see [GPGMiR09]), or, as in [Sch08], on
a rational character of the reductive algebraic linear group. When G is semisimple, there
is only one such α as a semisimple Lie algebra is centreless (and a connected semisimple
algebraic group does not have any non-trivial characters).
2. When the spinor is identically zero, stability for the pair coincides with the usual stability
conditions for principal bundles on Σ due to Ramanathan [Ram75] (for the proof see [GLSS08]
or [Sch08, Theorem 2.4.9.3]).
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Using Geometric Invariant Theory, Schmitt [Sch08] constructed the moduli scheme Sd(ρ,K1/2)
whose closed points correspond to the S-equivalence classes of semi-stable (ρ,K1/2)-pairs of
type d ∈ pi1(G).
Proposition 7.8. The moduli space Sd(ρ,K1/2) is a quasi-projective variety.
Proof. This is a special case of [Sch08, Theorem 2.8.1.2]. Let V = V1 ⊕ . . . ⊕ Vu be the
decomposition of the G-module V into its irreducible components. In Schmitt’s notation,
Sd(ρ,K1/2) is denoted byMχ−ss(ρ, d, L), where χ = 0 and L = (L1, . . . , Lu), with Li = K1/2,
for i = 1, . . . , u.
In [GPGMiR09] a Hitchin-Kobayashi correspondence is established, where polystable pairs
correspond to solutions of a certain gauge-theoretic equation. We will go back to this point
of view in the next chapter, where we consider the standard representation of the complex
symplectic group.
7.2.1 The map between the moduli spaces
A (K-)twisted affine AdG-bump is the same as a G-Higgs bundle and the usual notion of
semi-stability (see, e.g., [DP05]) coincides with the one for bumps (see Remark 2.8.2.5 of
[Sch08]), which in turn is equivalent to the one given in [GPGMiR09]. One has the following
relation3 between stability of a pair and stability of the corresponding Higgs bundle.
Proposition 7.9. Let P be a holomorphic principal G-bundle on Σ and ψ a global section
of P (V)⊗K1/2. If (P, µ(ψ)) is a (semi-)stable Higgs bundle, the pair (P,ψ) is (semi-)stable.
Proof. Let Q ⊂ G be a parabolic subgroup, χ an anti-dominant character of Q and σ ∈
H0(Σ, P/Q) a reduction. If µ(ψ) ∈ H0(Σ,Ad(P )−χ,ξ⊗K), where Ad(P )−χ,ξ is the vector bundle
associated to Pσ via the representation Ad : Q → GL(g−χ,ξ), then ψ ∈ H0(Σ,V−χ,ξ ⊗K1/2).
We can see this by showing that if v ∈ V−χ,ξ, we have µ(v) ∈ g−χ,ξ. But this follows directly
from the G-equivariance of the moment map. Indeed,
Ad(etsχ)µ(v) = µ(ρ(etsχ)v)
3We thank Oscar Garc´ıa-Prada for pointing that out to us.
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and lim
t→∞Ad(e
tsχ)µ(v) = µ( lim
t→∞ρ(e
tsχ)v), which is bounded. Now, by (semi-)stability of the
Higgs bundle we have that deg(P )(σ, χ) (≥) > 0.
Note that the obstruction for the stability of the pair and the associated Higgs bundle to be
equivalent comes from the fact that, given an element s ∈ ih and v ∈ V such that µ(ρ(ets)v)
is bounded as t goes to infinity, it does not follow in general that ρ(ets)v is also bounded.
An obvious example comes from considering any symplectic vector space with the trivial
G-module structure. In this case the moment map is zero and the image of the moduli
space of pairs inside M(G) is just the moduli space of principal G-bundles on Σ. As in the
Higgs bundle case, the underlying bundle of a semi-stable pair (P,ψ) need not be semi-stable.
Indeed, the pair (K−1/2 ⊕K1/2, 1), where 1 ∈ H0(Σ,OΣ) ⊂ H0(Σ, (K−1/2 ⊕K1/2)⊗K1/2),
is semi-stable but K−1/2⊕K1/2 is not. Considering the standard representation of Sp(2n,C)
however, (etsv)⊗ (etsv) is bounded if and only if etsv is bounded (as t goes to infinity). Thus
we have shown the following.
Proposition 7.10. Let P be a holomorphic principal Sp(2n,C)-bundle on Σ and ψ be a
global section of P (C2n)⊗K1/2, where C2n is the standard Sp(2n,C)-module. Then, the pair
(P,ψ) is (semi-)stable if and only if (P,ψ ⊗ ψ) is a (semi-)stable symplectic Higgs bundle.
7.3 Hitchin-type map
Let V be a symplectic G-module and V = V1 ⊕ . . . ⊕ Vu its decomposition into irreducible
components. Just as in the case of Higgs bundles, one may consider a basis of the invariant
ring C[V]G = Sym(V∗)G and construct a map from the moduli space Sd(ρ,K1/2) of pairs
onto a vector space. We have a splitting of G-modules
Syme(V∗) =
⊕
e1+...+eu=e
Syme1(V∗1)⊗ . . .⊗ Symeu(V∗u),
so we may write
Syme(V∗)G =
⊕
e1+...+eu=e
S(e1, . . . , eu),
where
S(e1, . . . , eu) = (Sym
e1(V∗1)⊗ . . .⊗ Symeu(V∗u))G.
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Since C[V]G is a finitely generated C-algebra for any reductive complex group G, we can find
generators f1, . . . , fq of the invariant ring such that fi ∈ S(ei,1, . . . , ei,u), for some ei,j ∈ Z≥0,
i = 1, . . . , q, j = 1, . . . , u. Evaluation of fi on a spinor ψ ∈ H0(Σ, V ⊗ K1/2) induces a
Hitchin-type map
h : Sd(ρ,K1/2)→ Apair =
q⊕
i=1
H0(Σ,K(ei,1+...+eu,i)/2). (7.1)
Proposition 7.11. ([Sch08, Prop. 2.8.1.4]) The map (7.1) is a projective morphism.
Corollary 7.12. The moduli space of pairs Sd(ρ,K1/2) for the standard representation of
the complex symplectic group is a projective variety.
Proof. The standard representation V = C2n of G = Sp(2n,C) is transitive on C2n − {0}
since, given two non-zero vectors, we can always complete them to two symplectic basis.
Thus, C[V]G = C and the result follows from the proposition above.
Note that since the moment map
µ : V→ g
is equivariant, every element p ∈ C[g]G gives rise to an element µ∗p ∈ C[V]G.
Example 7.6. Consider the Example 7.3, where V = W ⊕ W∗ and W is the standard
representation of SL(n,C). There is an obvious invariant function p on V given by the
pairing, i.e.,
p(u, δ) = 〈δ, u〉.
The function p is clearly invariant for any G-module W, where G is a complex group. Thus,
in particular, the moduli space of pairs for the representation V is not projective. As we saw,
the moment map is given by
µ : V→ sl(n,C)
(u, δ) 7→ δ ⊗ u− 〈δ, u〉
n
Id .
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The functions pi(x) = tr(x
i) form a basis for the ring C[sl(n,C)]SL(n,C) and their pullback by
µ is given by
µ∗pi(u, δ) = tr
(
δ ⊗ u− 〈δ, u〉
n
Id
)i
= tr
 i∑
j=0
(−1)j
(
i
j
)
(δ ⊗ u)i−j(〈δ, u〉
n
Id)j
 .
But (δ ⊗ u)i−j = 〈δ, u〉i−j−1δ ⊗ u, for i− j > 0, so we obtain
µ∗pi(u, δ) = 〈δ, u〉i
 i−1∑
j=0
(−1)j
(
i
j
)
1
nj
+ (−1)i 1
ni−1

= 〈δ, u〉i ((1− n−1)i + (−1)i(n− 1)n−i ) .
In particular, all these functions are contained in the ideal generated by p ∈ C[V]SL(n,C). It
turns out that the ring of invariants of V is generated by {1, p} (see Tables 1 and 2 in [Kno06]
for the dimension of C[V]G for a large class of symplectic G-modules V).
7.4 The isotropy condition
Let (P,ψ) be a (ρ,K1/2)-pair, where again ρ : G → Sp(V, ω). The deformation complex
of (P,ψ) is the complex of sheaves C•pair(P,ψ) given by
ρ(·)(ψ) : O(Ad(P )))→ O(P (V)⊗K1/2).
It follows from [BR94] that the space of infinitesimal deformations of a pair (P,ψ) is naturally
isomorphic to the first hypercohomology group H1(Σ, C•pair(P,ψ)).
Also, recall that the smooth locus M(G)smt of the moduli space of G-Higgs bundles is a
hyperka¨hler manifold. The tangent space at a smooth point (P,Φ) is isomorphic to the
infinitesimal deformation space of (P,Φ), which was shown in [BR94] to be canonically iso-
morphic to the first hypercohomology group H1(Σ, C•(P,Φ)), where C•(P,Φ) is the two-term
complex of sheaves
[ · ,Φ] : O(Ad(P ))→ O(Ad(P )⊗K).
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Using an Ad-invariant form B on g to identify Ad(P ) with its dual, the complex C•(P,Φ)
becomes isomorphic to C•(P,Φ)∗ ⊗K and by Serre duality for hypercohomology we obtain
an isomorphism
ΩI : H1(Σ, C•(P,Φ))→ H1(Σ, C•(P,Φ))∗,
which gives rise to the I-complex symplectic structure on M(G) (where I is the complex
structure of the moduli space determined by the complex structure of Σ, see Section 1.2).
In [Hit17], Hitchin proves that X (see Definition 7.2) is an isotropic subvariety ofM(G) using
the infinite-dimensional approach to the construction of the Higgs bundle moduli space. Let
us show this from the Cˇech point of view. To this end we recall an explicit description of ΩI
(see [BR94]).
Let (P,Φ) be a G-Higgs bundle and C• = C•(P,Φ) its deformation complex. The complex
C• ⊗ C• is given by
Ad(P )⊗Ad(P ) β→ Ad(P )⊗(Ad(P )⊗K)⊕(Ad(P )⊗K)⊗Ad(P ) α→ (Ad(P )⊗K)⊗(Ad(P )⊗K),
where
β(x, y) = (x⊗ [y,Φ], [x,Φ]⊗ y),
α(x⊗ y, y′ ⊗ x′) = [x,Φ]⊗ y − y′ ⊗ [x′,Φ].
Denote by K[−1] the complex whose degree 1 entry is K and all others are zero. There is a
map of cochain complexes f• : C• ⊗ C• → K[−1], where fi = 0, for i 6= 1, and in degree 1
we have
f1 : (x⊗ y, y′ ⊗ x′) 7→ B(x, y′)−B(y, x′).
Also, there is a natural map H1(Σ, C•)⊗H1(Σ, C•)→ H2(Σ, C• ⊗ C•) and the composition
H1(Σ, C•)⊗H1(Σ, C•)→ H2(Σ, C• ⊗ C•)→ H2(Σ,K[−1]) = H1(Σ,K) ∼= C
is precisely the complex symplectic form ΩI , where the isomorphism H
1(Σ,K) ∼= C is given
by the residue map.
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Fix an open cover U = {Ui} of Σ. Let v, v′ ∈ H1(Σ, C•) be infinitesimal deformations
represented by the pairs ({sij}, {ti}) and ({s′ij}, {t′i}), respectively. This means that sij ∈
H0(Uij ,Ad(P )) and ti ∈ H0(Ui,Ad(P )⊗K) satisfying
sij + sjk = sik in Uijk, (7.2)
ti − tj + [sij ,Φ] = 0 in Uij , (7.3)
where Uij = Ui ∩ Uj and Uijk = Ui ∩ Uj ∩ Uk (similarly for ({s′ij}, {t′i})). Let Φ = µ(ψ), for
some non-zero spinor ψ ∈ H0(Σ, V ⊗K1/2), and take v and v′ to be infinitesimal deforma-
tions of X in H1(Σ, C•) as before. Let ({ui}) and ({u′i}), with ui, u′i ∈ H0(Σ, V ⊗ K1/2),
represent infinitesimal deformations of ψ (associated to the infinitesimal deformations v and
v′, respectively). Thus, we have the constraint
ui − uj + ρ(sij)ψ = 0 (7.4)
in Uij . Also, since
B(µ(ψ), · ) = 1
2
ω(ρ(·)ψ,ψ),
we have, using the skew-symmetry of ω and the fact that the representation is symplectic,
B(ti, · ) = 1
2
(ω(ρ(·)ui, ψ) + ω(ρ(·)ψ, ui)) (7.5)
= ω(ρ(·)ψ, ui) (7.6)
in Ui. Analogous statements hold for ({u′i}, {s′ij}).
Thus, the class ΩI(v, v
′) ∈ H1(Σ,K) is represented by the following cocycle
ΩI(({sij}, {µ(ui)}), ({s′ij}, {µ(u′i)})) = {B(sij , t′j)−B(s′ij , ti)}
= {ω(ρ(sij)ψ, u′j)− ω(ρ(s′ij)ψ, ui)} by (7.5)
= {ω(uj , u′j)− ω(ui, u′i)} by (7.4).
But ω(ui, u
′
i) ∈ H0(Ui,K), so ΩI(v, v′) = 0 ∈ H1(Σ,K) ∼= C.
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The complex symplectic form ΩI is exact. More precisely, consider the natural map
q : H1(Σ, C•)→ H1(Σ,Ad(P ))
sending a cocycle v = ({sij}, {ti}) to the infinitesimal deformation {sij} of the bundle P . Let
θ(P,Φ)(v) = SD(q(v)⊗ Φ),
where
SD : H1(Σ,Ad(P ))⊗H0(Σ,Ad(P )⊗K)→ H1(Σ,K) ∼= C
is the non-degenerate pairing given by Serre duality. Then, Biswas and Ramanan show
[BR94, Section 4] that ΩI = dθ (see also [BGL15]) and θ restricted to the cotangent bundle
to the moduli space of stable G-bundles corresponds to the tautological 1-form. If Φ = µ(ψ)
is the Higgs field of a smooth point of X and v = ({sij}, {µ(ui)}) a tangent vector of X in
Msmt(G) as before, we have
θ(P,µ(ψ))(v) = {B(sij , µ(ψ))}
= {1
2
ω(ρ(sij)ψ,ψ)} by (7.5)
= {1
2
ω(ui, ψ)− 1
2
ω(uj , ψ)} by (7.4)
= 0 ∈ H1(Σ,K).
Note that the spinor moduli space has a C×-action and X is invariant under the C×-action on
the Higgs bundle moduli space. Denote by ξ ∈ H0(M(G), TM(G)) the vector field defined
by the C×-action onM(G). Thus, ξ is tangential to X. Since X is isotropic, iξΩI restricted
to X is zero. But, by a simple calculation, one obtains iξdθ = θ (see, e.g., [BGL15, Lemma
2.1]). Thus, that is another way to see that the 1-form θ vanishes when restricted to X.
Proposition 7.13. The subvariety X of M(G) is isotropic. Moreover, the 1-form θ defined
above vanishes on X.
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7.5 Gaiotto’s Lagrangian
We now relate infinitesimal deformations (and smoothness) of pairs to the associated Higgs
bundles and show that under certain conditions the isotropic subvarietyX ofM(G) is actually
Lagrangian.
Lemma 7.14. Aut(P,ψ) ⊆ Aut(P, µ(ψ)).
Proof. An automorphism of (P,ψ) is given by a holomorphic map f : P → G satisfying
gf(p · g) = f(p)g, for all p ∈ P and g ∈ G, and ρ(f)(ψ) = ψ. But, from a direct computation
B(Ad(f)(µ(ψ)), ·)) = B(µ(ψ),Ad(f−1·))
=
1
2
ω(dρ(Ad(f−1·))ψ,ψ)
=
1
2
ω(ρ(f−1)dρ(·)ρ(f)ψ,ψ)
= B(µ(ψ), ·).
From the non-degeneracy of the Killing form the result follows.
Definition 7.15. A pair (P,ψ) is simple if Aut(P,ψ) = Z(G)∩ ker ρ and a G-Higgs bundle
(P,Φ) is simple if Aut(P,Φ) = Z(G), where Z(G) is the center of G.
From the lemma above we conclude that if (P, µ(ψ)) is simple,
Z(G) ∩ ker ρ ⊆ Aut(P,ψ) ⊆ Z(G).
To obtain simplicity of the pair from simplicity of the associated Higgs bundle we restrict to
a certain class of symplectic representations. Let
V =
u⊕
i=1
Vi
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be the decomposition of the symplectic G-module V into indecomposable symplectic modules.
We say that V is almost-saturated4 if Vi are symplectic G-modules pairwise non-isomorphic
and if whenever Vj = W⊕W∗ for some j ∈ {1, . . . , u}, then W W∗.
Lemma 7.16. Assume ρ is almost-saturated. If (P, µ(ψ)) is a simple Higgs bundle, the pair
(P,ψ) is simple.
Proof. Since (P, µ(ψ)) is simple, given an automorphism f ∈ Aut(P,ψ), we may see it as a
map f : P → Z(G). Thus, using Schur’s lemma in each component, ρ(f) : V ⊗K1/2 → V ⊗
K1/2 restricts to a non-zero multiple of the identity at each component Vi⊗K1/2 → Vi⊗K1/2,
where Vi = P (Vi). The induced map ρ(f) however sends ψ to itself and thus ρ(f) is the
identity map.
Equivariance of the moment map µ(ρ(g)ψ) = Ad(g)(µ(ψ)), for all g ∈ G, gives the following
commuting diagram
O(Ad(P )))
dρ(·)(ψ)
//
Id

O(P (V))⊗K1/2)
dµψ

O(Ad(P ))
[·, µ(ψ)]
// O(Ad(P )⊗K).
From the map C•pair(P,ψ)→ C•(P, µ(ψ)) above we obtain a map between the two associated
long exact sequences
H0(Σ,Ad(P ))
Id

// H0(Σ, P (V)⊗K1/2)
dµψ

// H1(Σ, C•pair(P,ψ))
j

// H1(Σ,Ad(P ))
Id

H0(Σ,Ad(P )) // H0(Σ,Ad(P )⊗K) // H1(Σ, C•(P, µ(ψ))) // H1(Σ,Ad(P )).
4The nomenclature almost-saturated is inspired by the notion of a saturated representation. In our context,
saturated representations are almost-saturated representations which do not admit indecomposable summands
of type W⊕W∗ (see, e.g., [Kno06]).
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Motivated by the Petri map, which plays an important role in classical Brill-Noether theory5,
we will refer to the map
dµψ : H
0(Σ, P (V)⊗K1/2)→ H0(Σ,Ad(P )⊗K)
as a Petri-type map. Assuming that the Petri-type map above is injective, by the five
lemma, we get
j : H1(Σ, C•pair(P,ψ)) ↪→ H1(Σ, C•(P, µ(ψ))). (7.7)
One of the spectral sequences (see (2.6) for more details) gives the long exact sequence
0→ H0(Σ, C•pair(P,ψ))→ H0(Σ,Ad(P ))→ H0(Σ, P (V)⊗K1/2)→ H1(Σ, C•pair(P,ψ))→
→ H1(Σ,Ad(P ))→ H1(Σ, P (V)⊗K1/2)→ H2(Σ, C•pair(P,ψ))→ 0.
So,
χ(C•pair(P,ψ))− χ(Ad(P )) + χ(P (V)⊗K1/2) = 0
which implies that
−χ(C•pair(P,ψ)) = dimG(g − 1).
Proposition 7.17. Assume ρ is almost-saturated. If the Higgs bundle (P, µ(ψ)) is stable
and simple, then (P, µ(ψ)) is a smooth point of Md(G) and (P,ψ) is a smooth point of
Sd(ρ,K1/2). Furthermore, if the Petri-type map is injective for all points6 in the smooth
locus of the moduli space of pairs, the subvariety X ⊆Md(G) is Lagrangian.
5Classically, given a complex subspace W of the space of global sections of a holomorphic vector bundle E
on Σ, the Petri map W⊗H0(Σ, E∗)→ H0(Σ,EndE⊗K) is given by the natural cup-product of sections. The
smoothness of the Brill-Noether scheme (respectively, the moduli space of coherent systems) at a stable point
E (respectively, (E,W)) is equivalent to injectivity of the Petri map (see, e.g., [BGPMnN03, GTiB09]). For
the standard representation of Sp(2n,C) one could take E = V ⊗K1/2, where V is a stable symplectic vector
bundle, and take W to be multiples of a given section of E or the whole space of global sections. The Petri
map, for W = H0(Σ, E), for example, is Sym2 H0(Σ, E)→ H0(Σ,Sym2 E). Note that sp(2n,C) ∼= Sym2(C2n)
and dµψ(ψ˙) = ψ⊗ ψ˙+ ψ˙⊗ψ. The analogy of the classical Petri map with the derivative of the moment map
(acting on global sections) motivates calling it a Petri-type map.
6Injectivity is an open condition and in particular the points where the Petri map is injective will define
a Lagrangian on the Higgs bundle moduli space.
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Proof. First note that (P, µ(ψ)) stable implies H0(Σ, C•pair(P, µ(ψ))) = 0 (see, for example,
[GPGMiR09, Proposition 3.11]). Serre duality for hypercohomology gives
H2(Σ, C•(P, µ(ψ))) ∼= H0(Σ, C•(P, µ(ψ)))∗,
so, by [BR94, Theorem 3.1] (see also [GPGMiR09, Proposition 3.18]), (P, µ(ψ)) is a smooth
point of Md(G). Now, (P, µ(ψ)) is stable, simple and H2(Σ, C•(P, µ(ψ))) = 0, so (P,ψ)
is stable (7.9), simple (Lemma 7.16) and from the map between the two long exact se-
quences coming from the map between the two infinitesimal deformation complexes, we
obtain H2(Σ, C•pair(P,ψ)) = 0. Note that, in this case, H0(Σ, C•pair(P,ψ)) is also zero as there
are no non-trivial infinitesimal automorphisms of (P,ψ) (see [GPGMiR09, Proposition 2.14])
and −χ(C•pair(P,ψ)) = dimH1(Σ, C•pair(P,ψ)) = dimG(g − 1). The last assertion follows
from (7.7).

Chapter 8
The standard representation
In this chapter we study the Gaiotto Lagrangian X, introduced in the last chapter, for the
standard representation of the symplectic group. Our primary goal is to identify X with
a particular irreducible component of the nilpotent cone of the Hitchin fibration for the
symplectic group. It turns out that X behaves in a similar fashion to the moduli space of
holomorphic triples on Σ [BGPG04]. A holomorphic triple consists of two holomorphic vector
bundles and a map between them (e.g. (V,K−1/2, ψ), where ψ : K−1/2 → V ). The moduli
space for these objects was constructed in [BGP96] (see also [Sch04] for an algebro-geometric
construction) and depends on a real parameter α, which is bounded when the ranks of the
two vector bundles are different. Take an α-polystable triple (V,K−1/2, ψ), for example. The
authors show (loc. cit.) that for α near the lower bound, the vector bundle V is polystable,
whereas near the upper bound, ψ is non-vanishing. As we shall see, the norm squared of the
spinor, which is a Morse function on our auxiliary moduli space, will play a very similar role
to the α-parameter.
8.1 Spinor moduli space
Fix a square-root K1/2 of the canonical bundle of Σ. When ρ is the standard representation
of Sp(2n,C) we denote the moduli space of K1/2-twisted symplectic pairs S(ρ,K1/2) (see
Section 7.2) simply by S and call it the spinor moduli space. We summarize in the
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theorem below the results obtained in Chapter 7 for the spinor moduli space. In particular,
we give a precise characterization of stability for pairs (V, ψ) ∈ S.
Theorem 8.1. Let (V, ψ) be a pair, consisting of a symplectic vector bundle on Σ and a
spinor ψ ∈ H0(Σ, V ⊗K1/2).
1. The pair (V, ψ) is (semi-)stable if and only if its associated Sp(2n,C)-Higgs bundle
(V, ψ ⊗ ψ) is (semi-)stable. Also, the pair is polystable if and only if the associated
Higgs bundle is polystable.
2. The pair (V, ψ) is (semi-)stable if and only if for all isotropic subbundles 0 6= U ⊂ V
such that ψ ∈ H0(Σ, U⊥⊗K1/2) we have deg(U) < (≤) 0. Also, (V, ψ) ∈ S is polystable
if it is semi-stable and satisfies the following property. If 0 6= U ⊂ V is an isotropic
(resp., proper coisotropic) subbundle of degree zero such that ψ ∈ H0(Σ, U⊥ ⊗ K1/2)
(resp., ψ ∈ H0(Σ, U ⊗K1/2)), then there exists a coisotropic (resp., proper isotropic)
subbundle U ′ of V such that ψ ∈ H0(Σ, U ′ ⊗K1/2) (resp., ψ ∈ H0(Σ, (U ′)⊥ ⊗K1/2))
and V = U ⊕ U ′.
3. The spinor moduli space S is a projective variety which embeds in M(Sp(2n,C)) and
the variety X, defined as the Zariski closure of
{(V,Φ) ∈Ms(Sp(2n,C)) | Φ = ψ ⊗ ψ for some 0 6= ψ ∈ H0(Σ, V ⊗K1/2)}
inside the Higgs bundle moduli space M(Sp(2nC)), has the property that the canonical
1-form θ (see Section 7.4) vanishes when restricted to X. Moreover, the embedded image
of S in M(G) is the union of X and the moduli space U(Sp(2n,C)) of symplectic
vector bundles on Σ, and U(Sp(2n,C)) intersects X in the generalized theta-divisor
Θ ⊂ U(Sp(2n,C)).
Proof. The first assertion is precisely Proposition 7.10 (polystability is a direct consequence
of the fact that the moment map µ(v) = v ⊗ v is injective). Note that if U is an isotropic
(ψ ⊗ ψ)-invariant subbundle of V , for all u ∈ U we have
ψ ⊗ ψ(u) = ω(ψ, u)ψ ∈ U ⊗K,
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so, at a point of the curve, ψ ∈ U⊗K1/2 or ω(ψ, u) = 0. In both cases, ψ ∈ H0(Σ, U⊥⊗K1/2).
Thus, the second item follows from the characterization of stability for Sp(2n,C)-Higgs bun-
dles [GPGMiR09, Theorem 4.2]. In particular, an Sp(2n,C)-Higgs bundle (V,Φ) is polystable
if it is semi-stable and for all non-zero isotropic (resp., coisotropic) Φ-invariant subbundles
U ⊂ V of degree 0, there exists a Φ-invariant coisotropic (resp., isotropic) subbundle U ′ ⊂ V
such that V = U ⊕ U ′. Thus, when Φ = ψ ⊗ ψ, if U is an isotropic subbundle of V of
degree zero with ψ ∈ H0(Σ, U⊥ ⊗ K1/2), there exists a coisotropic subbundle U ′ which is
(ψ⊗ψ)-invariant and satisfies V = U ⊕U ′. Since U ′ is coisotropic, (ψ⊗ψ)-invariance means
that ψ ∈ H0(Σ, U ′ ⊗K1/2). For the last item, S is a projective variety from Corollary 7.12.
Also, for any non-zero spinor, the derivative of the (complex) moment map
dµψ(ψ˙) = ψ ⊗ ψ˙ + ψ˙ ⊗ ψ
is injective, so, by Proposition 7.17, X is Lagrangian, and θ|X vanishes by Proposition 7.13.
Note in particular that if the symplectic Higgs bundles (Vi, ψi ⊗ ψi), for i = 1, 2, are iso-
morphic, there exists an isomorphism f between the symplectic vector bundles (V1, ω1) and
(V2, ω2) satisfying ω1(ψ1, ·)f(ψ1) = ω2(ψ2, f(·))ψ2. The non-degeneracy of the symplectic
forms implies that f takes zeros of ψ1 to zeros of ψ2 and for all other points, ψ1 equals to
ψ2 (up to a sign). In particular − Id is an automorphism of V which identifies the pairs
(V, ψ) = (V,−ψ) in S. The rest of the statement follows from the last item and from the fact
that Θ corresponds to the locus of symplectic vector bundles V such that H0(Σ, V ⊗K1/2) 6= 0
(c.f. Appendix D.2.3), thus X intersects U(Sp(2n,C)) in the generalized theta-divisor. In
particular, if (V, ψ ⊗ ψ) is not a fixed point of the C×-action on M(Sp(2n,C)) and V is
semi-stable, the pair at infinity over (V, ψ ⊗ ψ) (i.e., the point (V, λ−1ψ ⊗ ψ) as |λ| goes to
infinity) is (V, 0) ∈ Θ.
Note that when ψ = 0 the polystability condition above for a pair (V, 0) is precisely the
polystability condition for the symplectic vector bundle V (see Appendix D.2.2). Now, given
a pair (V, ψ), one may see the spinor as a homomorphism ψ : K−1/2 → V . We will denote
by Lψ the line bundle generated by the image of ψ. For any semi-stable pair (V, ψ), stability
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gives a constraint on the degree of the line bundle Lψ. More precisely,
1− g ≤ deg(Lψ) ≤ 0. (8.1)
Clearly, the degree of Lψ is 1−g if and only if the spinor is non-vanishing (and so Lψ = K−1/2).
For the other extreme, if the pair is polystable and deg(Lψ) = 0, there exists a coisotropic
subbundle U ′ of V such that ψ ∈ H0(Σ, U ′⊗K1/2) and V = Lψ ⊕U ′. This can only happen
when ψ = 0, since Lψ ⊂ U ′.
Example 8.1. Let V = K−1/2⊕K1/2⊕U , where U is a polystable symplectic vector bundle.
Then the pair (V, 1), where 1 ∈ H0(Σ,OΣ) ⊂ H0(Σ, V ⊗ K1/2), is polystable. This follows
directly from polystability of U and the fact that Lψ = K
−1/2 and L⊥ψ = K
−1/2 ⊕ U . Note
that if U is a stable symplectic vector bundle, so is the pair (V, 1).
The theorem above motivates the question we will address in this chapter. Recall that
a Bohr–Sommerfeld Lagrangian on M(Sp(2n,C)) is an irreducible compact complex
analytic subset of the Higgs bundle moduli space on which the canonical algebraic 1-form
θ of M(Sp(2n,C)) vanishes identically. It is proven1 in [BGL15] that Bohr–Sommerfeld
Lagrangians on M(Sp(2n,C)) are precisely the irreducible components of the zero fibre
(nilpotent cone) of the Hitchin fibration for Sp(2n,C). Thus, we ask which component(s)
correspond to X.
8.1.1 The symplectic vortex equation
Let us recall a Hitchin-Kobayashi correspondence for pairs [GPGMiR09, MiR00, BGPMiR03,
Ban00]. Let V be a (finite-dimensional) complex vector space equipped with a Hermitian
metric h. Then, we have a decomposition h = g − ωRi, where g is a flat metric and ωR its
associated Ka¨hler form.
Let H be a compact Lie group and ρ : H → U(V, h) be a unitary representation. We also
denote by ρ the associated Lie algebra homomorphism h → u(V, h). The action of H on V
1The statement actually holds for any reductive complex algebraic group [BGL15, Theorem 3.4].
Chapter 8. The standard representation 145
clearly respects the Ka¨hler structure and admits a moment map µ0 : V→ h∗ given by
〈µ0(v), ξ〉 = 1
2
ωR(ρ(ξ)v, v)
=
i
2
h(ρ(ξ)v, v),
where v ∈ V, ξ ∈ h, and the brackets stand for the natural pairing between h and h∗.
Remark 8.2: Alternatively, we can write
µ0(v) =
tρ(
i
2
v ⊗ v∗).
In the equation above, tρ : u(V, h)∗ → h∗ is the transpose of the map ρ : h→ u(V, h) and we
denote by v∗h , or simply v∗, the element h(·, v) ∈ V∗. Note that V∗ has a natural induced
Hermitian form h∗(v∗1, v∗2) := h(v2, v1), where v1, v2 ∈ V and we can identify u(V, h)∗ =
u(V∗, h∗) ⊂ V ⊗ V ∗. It is straightforward to check that iv ⊗ v∗ ∈ u(V∗, h∗). Now, assume,
without loss of generality, that ρ(ξ) ∈ u(V, h) is of the form u∗1⊗u2, for some u1, u2 ∈ V. We
have
〈tρ( i
2
v ⊗ v∗), ξ〉 = i
2
h(v, u1)h(u2, v)
=
i
2
h(u∗1 ⊗ u2(v), v)
=
i
2
h(ρ(ξ)v, v).
Choose an invariant non-degenerate form B on h and denote by µ : V→ h the moment map
(after identifying h∗ ∼= h through B). In this chapter we will restrict to the case where ρ is
the standard representation of the quaternionic unitary group. As in Example 7.2, assume
that V is equipped with a complex symplectic form ω. Then, we consider the quaternionic
structure j on V defined by
ω(u, j(v)) = h(u, v), (8.2)
where u, v ∈ V (for more details, see Appendix C). Thus, let H be the quaternionic unitary
group Sp(V, j) = Sp(V, ω)∩U(V, h), and take the invariant form on its Lie algebra sp(V, j) =
sp(V, ω) ∩ u(V, h) to be the inner product B(ξ1, ξ2) = −1
2
tr(ξ1ξ2), where ξ1, ξ2 ∈ sp(V, j).
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Claim 1. µ(v) =
i
2
(v ⊗ j(v) + j(v)⊗ v).
Proof. It follows from (8.2) that ω(j(u1), j(u2)) = ω(u1, u2), where u1, u2 ∈ V. From this
relation it is straightforward to check that x :=
i
2
(v ⊗ j(v) + j(v) ⊗ v) ∈ sp(V, j). Now, let
ξ ∈ sp(V, j). So, ξ = ∑
l∈L
u′l ⊗ ul, for some finite set L. It follows that
tr(xξ) =
i
2
(
∑
ω(v, u′l)ω(ul, v) + ω(j(v), u
′
l)ω(ul, v)),
but since ξ ∈ sp(V, ω), we have ∑ω(v, u′l)ω(ul, v) = ∑ω(j(v), u′l)ω(ul, v). Thus,
tr(xξ) = i
∑
ω(v, u′l)ω(ul, v).
On the other hand,
h(ξ(v), v) = ω(ξ, j(v)) =
∑
ω(ul, v)ω(u
′
l, jv).
From this, we find −1
2
tr(xξ) =
i
2
h(ξ(v), v), which concludes the proof as x ∈ sp(V, j).
The Hitchin-Kobayashi correspondence enables us to describe the spinor moduli space S as
a gauge-theoretic moduli space. For that, choose a Hermitian metric hΣ ∈ Ω0(Σ,KK¯) on
Σ, let dvol be the associated Ka¨hler form and denote by h0 = h
−1/2
Σ the induced Hermitian
metric on K1/2. Let (V, ψ) be a pair consisting of a symplectic vector bundle (V, ω) on Σ and
a global holomorphic section ψ of V ⊗K1/2. A reduction of structure group from Sp(2n,C)
to the maximal compact subgroup Sp(n) means a quaternion structure j : V → V and the
Hermitian form is h(u1, u2) = ω(u1, j(u2)) (this is completely analogous to the pointwise
notions given in Appendix C, which justifies also denoting by h and ω the Hermitian metric
and the symplectic form on V , resp.). The moment map µ0 applied to ψ is the restriction of
i
2
ψ⊗ψ∗h,h0 to sp(n). Thus, it follows from Claim 1 that µ(ψ) = i
2
(ψ⊗j(ψ)+j(ψ)⊗ψ)h0. The
Hitchin-Kobayashi theorem relates stability for pairs (V, ψ) to solutions of the symplectic
vortex equation
Λ(Fh) +
i
2
(ψ ⊗ j(ψ) + j(ψ)⊗ ψ)h0 = 0, (8.3)
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where Fh ∈ Ω1,1(Σ, sp(n)) ⊂ Ω2(Σ,End(V )) is the curvature of the Chern connection as-
sociated to h and Λ : Ω2Σ → Ω0Σ is the contraction with the Ka¨hler form dvol. The left
hand side of the symplectic vortex equation can be interpreted as the moment map for the
Hamiltonian natural action of the gauge group on the infinite dimension Ka¨hler submanifold
χ ⊂ A × Ω0(Σ, V ⊗ K1/2), which consists of pairs (A,ψ) such that ψ is holomorphic with
respect to the holomorphic structure induced by the Sp(n)-connection A on V (for more
details see [BGPMiR03, MiR00]). By the remarks above, the general result in [GPGMiR09,
Theorem 2.24] applied to our cases gives the following.
Theorem 8.3. Let (V, ψ) be a polystable pair. There is a quaternionic structure j on V such
that the Hermitian metric h(·, ·) = ω(·, j(·)) on V solves the symplectic vortex equation
Λ(Fh) +
i
2
(ψ ⊗ j(ψ) + j(ψ)⊗ ψ)h0 = 0.
Furthermore, if (V, ψ) be stable, the quaternionic structure is unique. Conversely, if (V, ψ)
admits a solution to the symplectic vortex equation, then (V, ψ) is polystable.
Remark 8.4: From now on we use the algebro-geometric and gauge-theoretic points of
view interchangeably and denote both moduli spaces by S.
8.2 Morse theory
Morse theory has been used as an important tool in the study of the topology of gauge-
theoretic moduli spaces, dating back to the work of Atiyah and Bott on the moduli space
of holomorphic vector bundles [AB83] and Hitchin on the moduli space of Higgs bundles
[Hit87a]. Even though our primary goal does not involve computing topological quantities,
introducing a natural Morse function on S will help us describe the locus X inside the
nilpotent cone for the Sp(2n,C)-Hitchin fibration.
There is a natural C×-action on S given by the map λ · (V, ψ) = (V, λψ). Interpreting the
spinor moduli space S from the gauge point of view, the natural action is well-defined only
when we restrict to complex number of norm 1, i.e., to S1 ∼= U(1) ⊂ C×, thus we obtain a
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circle action
eiθ · (A,ψ) = (A, eiθψ), (8.4)
where A is the Chern connection associated to a metric that solves the symplectic vortex
equation (8.3) for a polystable pair (V, ψ). Completely analogous to the Higgs bundles case
[Hit87a, Section 6], the map
f : S → R
(A,ψ) 7→ ‖ψ‖22
is a (multiple of the) moment map for the S1-action (8.4) on the smooth locus of S, where
‖ψ‖22 =
∫
Σ |ψ|2dvol is the L2-norm of ψ. The spinor moduli space is a projective variety (see
Theorem 8.1), thus the associated analytic space is compact and we have the following result.
Proposition 8.5. The map f : S → R is closed and proper.
Let us give an upper bound for the map f . Take the Hermitian metric hΣ on Σ to have
constant constant sectional curvature −1 (by the Uniformization theorem such a metric
exists) and denote the associated Hermitian metric h
−1/2
Σ on K
1/2 by h0. Let h be a Hermitian
metric solving the vortex equation for a pair (V, ψ) and denote by A the Chern connection
on V . Also, let B be the connection on V ⊗K1/2 obtained from A and the Chern connection
on K1/2 associated to h0. Then we have the decomposition ∇B = ∂B + ∂¯B into first order
differential operators and using the metric h˜ = hh0 on V ⊗ K1/2 and the metric on Σ we
define the formal adjoints
∂∗B : Ω
p,q(V ⊗K1/2)→ Ωp−1,q(V ⊗K1/2),
∂¯∗B : Ω
p,q(V ⊗K1/2)→ Ωp,q−1(V ⊗K1/2).
The Dolbeault Laplacian ∆∂¯ = ∂¯
∗
B ∂¯B + ∂¯B ∂¯
∗
B is a second order differential operator on
Ω•(V ⊗K1/2) and its restriction to Ω0(V ⊗K1/2) is ∂¯∗B ∂¯B. Using the Ka¨hler identities, one
establishes the following Weitzenbo¨ck formula (see e.g. [DK90, Lemma 6.1.7])
∂¯∗B ∂¯B =
1
2
∇∗B∇B −
i
2
FB.
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Note that
ΛFAψ = (− i
2
(ψ ⊗ j(ψ) + j(ψ)⊗ ψ)h0)ψ
= − i
2
ω(j(ψ), ψ)h0ψ
=
i
2
|ψ|2ψ,
where we have used that ω(j(ψ), ψ) = −h(ψ,ψ). But FBψ = FAψ − i
2
ψdvol, so
h˜(FBψ,ψ) =
i
2
(|ψ|4 − |ψ|2)dvol.
The Weitzenbo¨ck formula for the holomorphic section ψ gives ∇∗B∇Bψ = iFBψ, from which
we conclude that ∫
Σ
|∇Bψ|2 = −1
2
∫
Σ
(|ψ|4 − |ψ|2)dvol.
The left hand side of the equation above is always non-negative. Thus, we have the following
relation between the L4 and the L2-norm of ψ:
‖ψ‖44 ≤ ‖ψ‖22. (8.5)
Using the Cauchy-Schwarz inequality we obtain |〈|ψ|2, 1〉L2 |2 ≤ ‖ψ‖44 ‖1‖22, i.e.,
‖ψ‖42 ≤ vol(Σ)‖ψ‖44. (8.6)
Since hΣ has constant sectional curvature −1, the curvature of the associated Chern connec-
tion on K−1 is FΣ = idvol. From this we have
vol(Σ) =
∫
Σ
dvol = 4pi(g − 1).
Proposition 8.6. Let hΣ be a Hermitian metric on Σ with constant curvature −1 and
h0 = h
−1/2 the induced Hermitian metric on K1/2. Then,
0 ≤ f(V, ψ) = ‖ψ‖22 ≤ 4pi(g − 1), (8.7)
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for all (V, ψ) ∈ S.
Proof. The result follows directly from (8.6) and (8.5).
Using the symplectic vortex equation we obtain, from the bound above, a uniform L2 bound
on the curvature of the solutions to the symplectic vortex equation. Analogously to the
Higgs bundle case [Hit87a], we can apply Uhlenbeck’s weak compactness theorem [Uhl82].
This gives an analytic proof that S is compact.
8.2.1 Critical points
By a general result of Frankel [Fra59], a proper moment map for a Hamiltonian S1-action on
a Ka¨hler manifold is a perfect Morse function. Applying his ideas to the smooth locus Ssmt
of S, we have the following.
Proposition 8.7 ([GPGMn07, Proposition 3.3]). The critical points of f : Ssmt → R are
precisely the fixed points of the circle action. Moreover, the eigenvalue l subspace of the
Hessian of f is the same as the weight −l subspace for the infinitesimal circle action on the
tangent space. In particular, the Morse index of f at a critical point equals the dimension of
the positive weight space of the circle action on the tangent space.
Let us characterize the fixed points of the circle action on S. A pair with zero spinor is clearly
a fixed point. Let (V, ψ) ∈ S, with ψ 6= 0, be a fixed point of S1-action on S and denote
by A the Chern connection on V associated to a metric that solves the symplectic vortex
equation, so that the class (A,ψ) represents the pair. Then, there exists a one-parameter
family of Sp(n)-gauge transformations {gθ}, θ ∈ R, such that
gθ · (A,ψ) = (A, eiθψ). (8.8)
Let
Υ =
dgθ
dθ
∣∣∣∣
θ=0
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be the infinitesimal gauge transformation generating the family {gθ}. Since gθ ·A = gθ◦A◦g−1θ ,
differentiating (8.8) we obtain
dAΥ = 0, (8.9)
Υψ = iψ. (8.10)
Proposition 8.8. A pair (V, ψ) ∈ S is a fixed point of the circle action if and only if the
vector bundle V can be decomposed as a direct sum
V =
m⊕
k=1
(Vk ⊕ V ∗k )⊕ V0,
where Vk are the eigenbundles for a covariantly constant infinitesimal gauge transformation
Υ, with Υ|Vk = iak, for some ak ∈ R. Moreover,
ψ ∈ H0(Σ, V1 ⊗K1/2)
and
V−k ∼= jVk ∼= V ∗k ,
where j is the quaternionic structure on V coming from the metric that solves the symplectic
vortex equation. Also, V0 and Vk ⊕ V ∗k , for k > 1, are polystable.
Proof. As discussed, being a fixed point of the circle action is equivalent to the existence of
an infinitesimal gauge transformation Υ satisfying (8.9) and (8.10). Since Υ is covariantly
constant, V must decompose globally into a direct sum of eigenbundles of the endomorphism
Υ. An infinitesimal gauge transformation is locally in sp(n), so its eigenvalues are of the form
±iak, where ak ∈ R. Thus, V =
⊕
Vk, where Υ|Vk = iak, for some ak ∈ R. If vr ∈ Vr and
vs ∈ Vs
iarω(vr, vs) = ω(Υvr, vs) = −ω(vr,Υvs) = −iasω(vr, vs),
so Vr and Vs are orthogonal unless r+ s = 0. In that case, the symplectic form ω on V gives
an isomorphism Vr ∼= V ∗−r. Note also that Υ commutes with the quaternionic structure j on
V , so that if v ∈ Vr, jv ∈ V−r (since j is anti-linear), which gives jVr ∼= V−r ∼= V ∗r . Thus, we
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can write
V =
m⊕
k=1
(Vk ⊕ V ∗k )⊕ V0
and ψ ∈ V1, since (8.10) holds. From this we conclude that ψ⊗jψ+jψ⊗ψ is an endomorphism
of V1 ⊕ V ∗1 . Thus, V0 and Vk ⊕ V ∗k , for k > 1, are flat and thus polystable.
Let F be the fixed point set corresponding to the S1-action on S. Note that any maximum of
f is an element in F . In particular, they form a component of F which will play an important
role in this chapter.
Proposition 8.9. The maximum locus of f is a connected component of the fixed point set
F of the circle action, which is singular, irreducible and can be identified with
Z = {(K−1/2 ⊕K1/2 ⊕ U, 1) | U ∈ U(Sp(2n− 2,C))},
where we denote by 1 the spinor given by the canonical inclusion of K−1/2 into K−1/2 ⊕
K1/2 ⊕ U .
Proof. First note that Z is contained in S, since U is a polystable symplectic vector bundle,
and by the characterization of fixed points it must lie in F . Existence of strictly polystable
symplectic bundles and irreducibility of U(Sp(2n−2,C)) shows that Z is a singular irreducible
variety. It follows from [HT03, Lemma 9.2] that the ranks and degrees of the eigenbundles
which appear in the decomposition of a fixed point are locally constant on the fixed point
set. Thus, Z is a connected component of F . Moreover, note that the spinor 1 has L2-norm
4pi(g− 1) and thus, from (8.7), all pairs in Z are maximums. We show that the converse also
holds.
Let (V, ψ) ∈ S be a maximum. The spinor ψ : K−1/2 → V defines a line bundle Lψ ⊂ V
whose degree dψ, by (8.1), satisfies 1 − g ≤ dψ ≤ 0. Let h be the Hermitian metric on
V solving the symplectic vortex equation as before. From h we obtain a smooth splitting
V = Lψ ⊕ Q, where Q is the quotient V/Lψ. We denote by β ∈ Ω0,1(Σ,Hom(Q,Lψ)) the
second fundamental form associated to the smooth splitting of V and by pi the orthogonal
projection operator associated to Lψ. The Hermitian metric h induces in a natural way
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Hermitian metrics on Lψ and Q, and we can write the Chern connection A on V as
A =
 Aψ β
−β∗ AQ
 ,
where Aψ and AQ are the associated Chern connections on Lψ and Q, resp., and β
∗ ∈
Ω1,0(Σ,Hom(Q,Lψ)) is obtained from the metric and conjugation on the form part. From
this we find that the curvature associated to A can be written as
FA =
Fψ − β ∧ β∗ ∂Aβ
−∂¯Aβ∗ FQ − β∗ ∧ β
 ,
where Fψ and FQ are the curvatures associated to the connections Aψ and AQ, respectively.
Recall that given any holomorphic vector bundle E on Σ with a Hermitian metric, Chern-
Weil theory enables one to calculate the degree of E as deg(E) = i2pi
∫
Σ tr(F ), where F is the
curvature of the associated Chern connection2. In our context, this gives the formula
dψ =
1
2pi
∫
Σ
tr(piiΛFA)dvol− 1
2pi
∫
Σ
|β|2dvol.
But iΛFA =
1
2
(jψ ⊗ ψ + ψ ⊗ jψ)h0, thus projecting it onto Lψ and taking the trace gives
ω(jψ, ψ)h0/2 = −|ψ|2/2 and we obtain
dψ = − 1
4pi
‖ψ‖22 − b,
where b =
1
2pi
∫
Σ |β|2dvol ≥ 0. Now, the inequality dψ ≥ 1− g gives
‖ψ‖22 ≤ 4pi(g − 1)− 4pib.
Thus (V, ψ) is a maximum if and only if b = 0. In this case, dψ = 1 − g and Lψ must be
isomorphic to K−1/2. The vanishing of the second fundamental form means that the splitting
V = K−1/2⊕Q is holomorphic. Moreover, any maximum is a fixed point of the circle action,
which proves that V splits (holomorphically) as a direct sum K−1/2 ⊕K1/2 ⊕ U , where U is
a polystable symplectic vector bundle, and thus the pair must be in Z.
2This is standard and can be found in several textbooks, such as [Kob14] and [Wel08].
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Remark 8.10: Given a fixed point (V, ψ) of the circle action on S, the vector bundle
V decomposes as a direct sum of eigenbundles for an infinitesimal gauge transformation Υ
satisfying (8.10) and (8.9). In particular,
[Υ, ψ ⊗ ψ]v = ω(ψ, v)Υψ − ω(ψ,Υv)ψ
= iω(ψ, v)ψ + ω(Υψ, v)ψ
= 2iψ ⊗ ψ(v).
Thus, the Higgs bundle (V, ψ ⊗ ψ) is fixed by the circle action on M(Sp(2n,C)) and the
covariantly constant infinitesimal gauge transformation 12Υ induces the same decomposition
as a direct sum of subbundles as before.
8.3 The component of the nilpotent cone
Let (V, ψ ⊗ ψ) ∈ M(Sp(2n,C)) be a Higgs bundle such that the norm of the spinor ψ is
sufficiently large (see Remark 8.11 on the next page). Pairs in Z are non-vanishing, which
is an open condition. Since the pair (V, ψ) is near a maximum, its spinor must also be
non-vanishing. In particular, the image of ψ defines a subbundle of V , rather than just a
subsheaf. Dualizing the injection ψ : K−1/2 → V and using the symplectic form ω : V → V ∗
to identify V with its dual, we obtain a short exact sequence
0→ E → V → K1/2 → 0. (8.11)
Note that the projection V → K1/2 is given by the map tψ ◦ ω, so E is isomorphic to the
symplectic orthogonal (K−1/2)⊥ of K−1/2. In particular, we have
0→ K−1/2 → E → U → 0 (8.12)
and the skew-form ω|E⊗E induces a non-degenerate form on the quotient U , which is then
a symplectic vector bundle of rank 2n − 2. Recall that a maximum of f has an underlying
vector bundle of the form K−1/2 ⊕ K1/2 ⊕W , where W is a polystable symplectic vector
bundle of rank 2n− 2 (see Proposition 8.9). Since (V, ψ) is near a maximum, since stability
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is an open condition, U is also polystable. In particular, for a sufficiently small  > 0, the
subset of Higgs bundles of the form (V, ψ⊗ψ) satisfying fmax− < ‖ψ‖22 ≤ fmax is contained
in
Z− =
 (V, ψ ⊗ ψ) ∈M(Sp(2n,C))
∣∣∣∣
i. 0 6= ψ ∈ H0(Σ, V ⊗K1/2),
ii. ψ is non-vanishing,
iii. (K−1/2)⊥/K−1/2 ∈ U(Sp(2n− 2,C)).
 ,
which is thus a non-empty open subset of M(Sp(2n,C)). Here, fmax denotes the maximum
value of the function f : S → R. When we take the Hermitian connection on K1/2 associated
to a metric of constant negative curvature on Σ, fmax = 4pi(g − 1) (c.f. (8.7)). Note that if
(V, ψ ⊗ ψ) ∈ Z−, the limit of (V, z · ψ ⊗ ψ) as the norm of z ∈ C goes to infinity exists (as
the nilpotent cone is compact) and is a Higgs bundle in the maximum3 Z.
Remark 8.11: The Hitchin equation, differently from the symplectic vortex equation, does
not depend on the choice of a Hermitian metric on Σ. By fixing a Hermitian metric hΣ and
denoting the induced metric h
−1/2
Σ on K
1/2 by h0, the Hitchin equation
Fh + [Φ,Φ
∗] = 0
can be written (using the identifications from Section 8.1.1) as
Λ(Fh) +
i
2
|ψ|2(ψ ⊗ j(ψ) + j(ψ)⊗ ψ)h0 = 0,
since (ψ ⊗ ψ)∗ can be identified with −jψ ⊗ jψ and, for example, (ψ ⊗ ψ) ◦ (jψ ⊗ jψ) =
|ψ|2jψ⊗ψ. Thus, near a maximum of f , the metric solving the Hitchin equation for (V, ψ⊗ψ)
is essentially the same as the one solving the symplectic vortex equation for the pair (V, ψ),
and so |ψ|4pair ≈ |ψ ⊗ ψ|2Higgs. The same phenomenon, of course, also happens in the other
extreme. If (V, ψ) has a spinor whose norm is close to zero, the same is true for the norm
of the associated Higgs field (in the Higgs bundle metric). This tells us that the underlying
vector bundle is polystable.
3The locus Z corresponds to the maximums of f . If seen in the Higgs bundles moduli space, it corresponds
to the maximum of ‖Φ‖2 on X (see Remark 8.11).
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Example 8.2. The simplest example occurs when n = 1, i.e., for SL(2,C) = Sp(2,C),
and this has been worked out by Hitchin in [Hit17, Section 4.3]. In particular, in this case
Z corresponds to a point, where the Higgs bundle has an underlying vector bundle of the
form K−1/2 ⊕K1/2 (i.e., the intersection of the Hitchin section with the nilpotent cone for
our particular choice of theta-characteristic). Recall that the irreducible components of the
nilpotent cone for the SL(2,C)-Hitchin fibration are the Zariski closures of the total spaces
of some vector bundles Em, 1 ≤ m ≤ g − 1, over the (2g − 2− 2m)-symmetric product of Σ
(and U(2,OΣ)). Given (V,Φ) ∈ M(SL(2,C)) with a nilpotent Higgs field Φ 6= 0, let M be
the subbundle of V generated by the kernel of Φ. Then we have an extension
0→M → V →M∗ → 0
defined by some extension class δ ∈ H1(Σ,M2). Consider φ ∈ H0(Σ,M2K) given by
0 // M //

V //
Φ

M∗ //
φ

0
0 M∗Koo V ⊗Koo MKoo 0.oo
Then, (V,Φ), can be seen as a class (M, δ, φ) = (M,λδ, λφ), λ ∈ C×, and the vector bun-
dle Em consists of such classes where m = degM
∗. In particular, our choice of theta-
characteristic identifies Z− with H1(Σ,K∗). In other words, we see a point in Z− as a class
(K−1/2, δ, 1), where δ ∈ H1(Σ,K∗) is the extension class of the exact sequence determined
by ψ, which in this case is non-vanishing. The closure of the submanifold Z− is the Gaiotto
Lagrangian X.
To reconstruct this open set we start with a polystable symplectic vector bundle (U, θ)
of rank 2n − 2, where θ : U → U∗ is the symplectic form4, and an extension class δ ∈
H1(Σ,Hom(U,K−1/2)). The extension class gives
0→ K−1/2 → E → U → 0 (8.13)
4Recall that any two symplectic forms on a polystable symplectic vector bundle U are related by an
automorphism of U .
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and there exists trivializations of the vector bundle E over an open cover {Ui} of Σ whose
transition functions are of the form
eij =
lij δij
uij
 ,
where lij and uij are transition functions for K
−1/2 and U , resp., and the extension class δ
is determined by the Hom(U,K−1/2)-valued 1-cocycle {l−1ij δij}. Also, the symplectic form θ
on U is given by a cochain {θi} of skew-symmetric and non-degenerate (2n − 2) × (2n − 2)
matrices which agree on the intersections Uij , i.e.,
θj =
tuijθiuij .
Since Hom(K1/2, U) is a semi-stable vector bundle of negative degree, it does not have any
non-trivial global section. Thus, applying the functor Hom(K1/2,−) to (8.13) and considering
the corresponding long exact sequence in cohomology we obtain
0→ H1(Σ,K−1)→ H1(Σ,Hom(K1/2, E))→ H1(Σ,Hom(K1/2, U))→ 0.
Then, from the exact sequence above, δ defines an extension V of K1/2 by E, which is a
rank 2n vector bundle. More precisely, to be consistent with (8.11) and (8.12), we choose an
extension class δ˜ ∈ H1(Σ,Hom(K1/2, E)) lifting the dual extension class of δ, which, after
using the identification θ : U → U∗, is represented by the Hom(K1/2, U)-valued 1-cocycle
{−θ−1j tδijl−1ij }. From such a choice of δ˜ we obtain
0→ E → V → K−1/2 → 0
and the transition functions for V have the form
vij =
eij δ˜ij
l−1ij
 ,
where δ˜ is represented by the 1-cocycle {e−1ij δ˜ij}. We may think of e−1ij δ˜ij as the (2n− 1)× 1
matrix representing the corresponding homomorphism K1/2 → E in the trivialization Uj .
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Thus we may write
e−1ij δ˜ij =
 aij
−θ−1j tδijl−1ij
 ,
where {aij} ∈ H1(Σ,K−1). Note that the symplectic form θ on U extends naturally to a
degenerate skew-form θ˜ on E. Indeed, dualizing (8.13) we obtain
0→ U∗ → E∗ → K1/2 → 0,
so
0→ Λ2U∗ → Λ2E∗ → U∗ ⊗K1/2 → 0.
Now we need to further extend the form on E to a symplectic form on V .
Lemma 8.12. The skew-form θ˜ extends uniquely to a symplectic form ω on V .
Proof. First note that we may represent θ˜ by {θ˜i}, where
θ˜i =
0
θi
 . (8.14)
Thus, to define a symplectic form on V extending θ˜ we need to construct 2n × 2n non-
degenerate skew-symmetric matrices ωi for each open set Ui such that on the overlaps Uij ,
they are compatible, i.e.,
ωj =
tvijωivij . (8.15)
Since ω must extend θ˜ it must be of the form
ωi =
 θ˜i b˜i
−t˜bi 0
 ,
and we may further decompose the (2n− 1)× 1 matrix b˜i as
b˜i =
b0i
bi
 , (8.16)
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where b0i represents a local function and bi a homomorphism K
1/2 → U∗ on Ui. Condition
(8.15) then becomes
teij θ˜iδ˜ij +
teij b˜il
−1
ij = b˜j ,
or equivalently,
θ˜j
te−1ij δ˜ij +
teij b˜il
−1
ij = b˜j . (8.17)
This is simply the statement that the cup product θ˜ · δ˜ = 0 ∈ H1(Σ, E∗ ⊗ K−1/2). Now,
substituting (8.14) and (8.16) in the expression above gives b0i = b
0
j on Uij and so, {b0i } ∈
H0(Σ,OΣ) = C. Note that the determinant of ωi equals (b0i )2 det θi. Since we may assume
that ωi and θi have determinant 1, without loss of generality
5 we take b0i to be 1. The
expression (8.17) also gives the relation
tuijbil
−1
ij = bj
on Uij . But
tuijbil
−1
ij is just the expression of bi in the coordinate Uj , thus {bi} defines a
global holomorphic section of U ⊗ K−1/2. The vector bundle U ⊗ K−1/2 is semi-stable of
negative degree, so bi = 0, and that is the only way to extend θ˜ to a symplectic form on
V .
Note that we have reconstructed Z− from a polystable symplectic vector bundle U of rank
2n − 2, an extension class δ ∈ H1(Σ,Hom(U,K−1/2)) and a choice of {ak} ∈ H1(Σ,K−1).
Thus, using Riemann-Roch, we have that the dimension of the open set is
dimU(Sp(2n− 2,C) + h1(Hom(U,K−1/2)) + h1(K−1)
= (n− 1)(2n− 1)(g − 1) + 4(n− 1)(g − 1) + 3(g − 1)
= n(2n+ 1)(g − 1)
= dimSp(2n,C)(g − 1).
This is half of the dimension of the moduli space of Higgs bundles, so the Zariski closure of
this open set corresponds to Gaiotto’s Lagrangian X. Let us show that this is irreducible
5Minus the identity is an automorphism of the symplectic bundle and it identifies any pair (V, ψ) with
(V,−ψ).
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and thus identifies X with this particular algebraic component of the nilpotent cone for the
Sp(2n,C)-Hitchin fibration.
Lemma 8.13. The open set Z− intersects the conormal bundle of the generalized theta-
divisor DK1/2 of U(Sp(2n,C)).
Proof. Let 0 6= s ∈ H0(Σ,K) and write its divisor of zeros D as a sum of two divisors D1 and
D2 of degree g − 1 without common zeros. The line bundles corresponding to these divisors
are OΣ(D1) = LK1/2 and OΣ(D2) = L∗K1/2, for some line bundle L of degree 0. The line
bundles OΣ(D1) and OΣ(D2) come with distinguished (up to a non-zero scalar) sections s1
and s2 vanishing precisely on D1 and D2. From the fact that the supports of D1 and D2
have empty intersection, the map s1 + s2 : K
−1/2 → L ⊕ L∗ is injective. Thus, we have an
extension
0→ K−1/2 → L⊕ L∗ → K1/2 → 0.
Note that L ⊕ L∗ is a (strictly) semi-stable rank 2 vector bundle with trivial determinant,
which is non-very-stable, i.e., L ⊕ L∗ admits a non-zero nilpotent Higgs field Φ (take the
Higgs field corresponding to s21 ∈ H0(Σ, L2K) for example). Now, if K−1/2⊕K1/2⊕U is the
underlying vector bundle of a Higgs bundle in Z, then (L⊕L∗⊕U, s21) is in the conormal bundle
of the generalized theta-divisor DK1/2 of U(Sp(2n,C)) (since the underlying vector bundle is
semi-stable). Also, (K−1/2)⊥ ∼= K−1/2 ⊕ U , where U ∈ U(Sp(2n,C)), thus (L ⊕ L∗ ⊕ U, s21)
is a Higgs bundle in the intersection of Z− and the conormal bundle of DK1/2 .
In greater generality, Thaddeus [Tha90] has proven that the locus of Higgs bundles whose
underlying vector bundle is stable is non-empty in every irreducible component of the nilpo-
tent cone for Higgs bundles of rank 2 and fixed determinant. In any case, there are points in
Z− flowing down directly to the generalized theta-divisor.
Lemma 8.14. The Zariski closure of Z− is an irreducible component of the nilpotent cone
for the Sp(2n,C)-Hitchin fibration.
Proof. Consider the locus Z−1 of Z− consisting of Higgs bundles (V, ψ⊗ψ) where the under-
lying vector bundle V is semi-stable and H0(Σ, V ⊗K1/2) has dimension 1. By Lemma 8.13,
this is non-empty (as H0(Σ, U ⊗K1/2) = 0 for a generic polystable symplectic vector bundle
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U) and it constitutes an open set of Z−. Moreover, there is a natural morphism from this
open subset to the open set D1 of the generalized theta-divisor DK1/2 consisting of those V
such that h0(Σ, V ⊗K1/2) = 1. Note that Z−1 is pure-dimensional, as every component of the
nilpotent cone has the same dimension, and D1 is irreducible, since the generalized theta-
divisor is irreducible (c.f. Appendix D.8). The fibres of the map Z−1 → D1 are isomorphic
to C×, which shows that the closure of Z− is irreducible.
Recall that, when (n, d) ∈ Z>0 × Z are coprime, the moduli space M(n, d) of Higgs bundles
of rank n and degree d is smooth and the connected components of the fixed point set F
corresponding to the C×-action onM(n, d) are in bijection with the irreducible components of
the associated nilpotent cone. The connected components of F have a modular interpretation,
the so-called moduli space of chains (see e.g. [ACGPS06, Hei16]). For general (n, d), or other
groups, it is not known if the chains parametrize the components of the nilpotent cone. As
explained in [BGPGH17, Section 6], every connected component Z of the fixed point set
F gives at least one irreducible component, which arises as the closure of the set of Higgs
bundles (V,Φ) such that lim
|λ|→∞
(V, λΦ) ∈ Z.
In our case, the locus Z corresponding to maximums of f (c.f. Proposition 8.9), seen inside
the Higgs bundle moduli space, is a connected component of the fixed point set of the circle
action on M(Sp(2n,C)), which, in terms of chains can be written as
K1/2
1→ K−1/2 0→ U,
where U ∈ U(Sp(2n − 2,C)). As discussed, this is the maximum of ‖Φ‖22 on the Gaiotto
Lagrangian.
Theorem 8.15. The Gaiotto Lagrangian X corresponds to the irreducible component of the
nilpotent cone Nilp(Sp(2n,C)) labeled by the chain
K1/2
1→ K−1/2 0→ U,
where U ∈ U(Sp(2n− 2,C)).
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Note that when the norm of the spinor is sufficiently small, by Hitchin equation, the un-
derlying vector bundle is polystable. The theta-bundle Θ has a section vanishing on the
generalized theta-divisor DK1/2 and at a point V ∈ DK1/2 , the fibre of Θ is identified with
ΛtopH0(Σ, V ⊗K1/2)∗ ⊗ ΛtopH1(Σ, V ⊗K1/2)
(for more details see Appendix D.2.3). Since V is symplectic, Serre duality gives an iden-
tification between H1(Σ, V ⊗ K1/2) and H0(Σ, V ⊗ K1/2)∗. It thus follows that restrict-
ing to the locus of DK1/2 consisting of semi-stable symplectic vector bundle V which have
h0(Σ, V ⊗K1/2) = 1, the conormal bundle gets identified with Θ−2, as explained in [Hit17,
Section 3]. The Gaiotto Lagrangian intersects the cotangent bundle T ∗U(Sp(2n,C)) in the
conormal bundle of DK1/2 .
Part III
Further questions
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Chapter 9
Further questions
In this final chapter we mention some interesting questions that emerge from the results and
ideas in this thesis.
1. The hyperholomorphic bundle: Given a complex reductive group G, mirror sym-
metry should transform a BAA-brane on the moduli space M(G) of G-Higgs bundles
to a BBB-brane on the moduli space of Higgs bundles for the Langlands dual group
LG. Moreover, this duality should be realized by a Fourier-type transformation. For
any real form G0 of G there is a natural associated BAA-brane on M(G). In Chapter
6 we give a proposal for the support of the dual BBB-brane on M(LG) associated to
the real forms G0 = SU
∗(2m), SO∗(4m) and Sp(m,m) of G = SL(2m,C), SO(4m,C)
and Sp(4m,C), respectively. For these real forms, the BAA-branes are supported on
the singular locus (the associated spectral curves are non-reduced schemes) and a full
Fourier-Mukai transform is not known to exist. Recently, Gaiotto [Gai16] considered
several examples of BAA-branes in the moduli space of Higgs bundles and discussed
the associated dual BBB-brane, which always arose from the Dirac-Higgs bundle. In
particular, he considers examples of BAA-branes associated to symplectic representa-
tions of G (as in Chapter 7) and he also remarks that Hitchin’s proposal in [Hit16] for
the dual brane corresponding to the real form U(m,m) ⊂ GL(2m,C) is in accordance
with the ideas developed in his paper. Let us recall the construction of the Dirac-Higgs
bundle and explain some difficulties that arise for our real forms. A good reference for
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this material is [Bla15], which we follow closely together with Section 7 from [Hit16].
On a manifold with a spin structure we have natural spinor bundles S± and the ordi-
nary Dirac-operator can be seen as an operator taking smooth sections of S+ to smooth
section of S−. Let KC be a semisimple Lie group, where K is compact, and consider
a KC-Higgs bundle (P,Φ). Also, let A be the K-connection on P solving the Higgs
bundle equations. The Dirac-Higgs operator is then defined as the ordinary Dirac
operator coupled with (A,Φ). In particular, given a representation V of K we can
consider the operator DV : Ω
0(S+ ⊗ V ) → Ω0(S− ⊗ V ), where V is the vector bundle
associated to P via V. More precisely,
DV =
∂A −Φ
Φ∗ −∂¯A
 : Ω0(V )⊕2 → Ω1,0(V )⊕ Ω0,1(V )
and considering the L2-norm on Ω1(V ), the adjoint of DV is the elliptic operator
D∗V =
∂¯A Φ
Φ∗ ∂A
 : Ω1,0(V )⊕ Ω0,1(V )→ Ω1,1(V ).
As remarked by Hitchin in loc. cit., the Higgs bundle equation yields a vanishing
theorem for irreducible connections and the dimension of ker(D∗V) is 2 rk(V )(g − 1)
(this can also be found in [Bla15, Proposition 2.1.10]). Hodge theory allows one to
view the operator in complex structure I as the two-term complex of sheaves V given
by
Φ : O(V )→ O(V ⊗K)
and the kernel of D∗V is identified with the first hypercohomology H1(Σ,V). Moreover,
if det(Φ) has simple zeros z1, . . . , zN , one has the identification
H1(Σ,V) ∼=
N⊕
i=1
coker(Φzi),
where N = 2 rk(V )(g − 1) (see e.g. Lemmas 2.4.1 and 2.4.3 in [Bla15]). The moduli
space of Higgs bundles M =M(KC) is coarse and not fine, thus there is no universal
Higgs bundle on M× Σ. However, one can always find an open covering {Ui} of M
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and local universal Higgs bundles (Vi,Θi), where Vi is a vector bundle on Ui × Σ and
Vi → V ⊗ p∗1K, where p1 :M× Σ→ Σ is the projection onto the first factor. On each
intersection Uij = Ui ∩Uj the bundles are related by Vi|Uij = Lij ⊗Vj |Uij , for some flat
unitary line bundles Lij satisfying Lij = L
−1
ji on Uij and LijLjkLki = O on the triple
intersection Uijk = Ui ∩ Uj ∩ Uk. These line bundles define a so-called gerbe (for more
on gerbes, see e.g. [Hit01]). Moreover, if p1 :Ms ×Σ→Ms is the projection onto the
stable locus of M, the sheaf Di = R1p1,∗Vi is a vector bundle whose fibre at a stable
Higgs bundle (V,Φ) is isomorphic to H1(Σ,V). These vector bundles Di are related
to each other on the intersections by the line bundles Lij . One may embed Di in the
trivial bundle Ω = Ω1,0(V ) ⊕ Ω0,1(V ) ×Ms on Ms, where (V,Φ) ∈ Ms (denote by A
the metric solving the Higgs bundle equation). The Hermitian metric on V induces an
L2-metric on Ω and ker(D∗(A,Φ)) ⊂ Ω1,0(V )⊕ Ω0,1(V ) has a natural unitary connection
(coming from the orthogonal projection of the trivial connection on Ω). Using the
different interpretations of the operator D∗(A,Φ) in different complex structures (e.g. in
complex structure J it can be viewed as the de Rham complex for the flat connection
∇A + Φ + Φ∗), one can prove that the unitary connection constructed in each Di is
of type (1, 1) with respect to all complex structures of M, thus a hyperholomorphic
vector bundle (see e.g. [Bla15, Theorem 2.6.3]).
We want to find a hyperholomorphic bundle supported on the moduli space of Higgs
bundles for the Nadler group LG0, where G0 = SU
∗(2m), SO∗(4m) and Sp(m,m).
First we look at the Dirac-Higgs operator associated to the representations of the Nadler
group coming from the embedding LG0 ↪→ LG. Consider the embedding
g ∈ SL(2m,C) 7→ diag(g, g) ∈ SL(4m,C).
Take a vector bundle V of rank 2m with trivial determinant and assume that (V,Φ)
lies in a generic fibre of the SL(2m,C)-Hitchin fibration. Let S = Zeros(p(λ)) be the
(smooth) spectral curve of (V,Φ), where p(x) = x2m +a2x
2m−2 + . . .+a2m, and denote
by Z the distinct zeros of det(Φ) = a2m. Thus, the first hypercohomology at (V,Φ)
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gives
H1(Σ,V) ∼=
⊕
z∈Z
coker(Φ⊕ Φ)z
∼=
⊕
z∈Z
(Lpi∗K ⊕ Lpi∗K)z,
where pi : S → Σ is the spectral cover and L ∈ P(S,Σ) (with pi∗L ∼= V ). There is a
similar picture for the group SU∗(2m), but now the dual brane should be supported
on the strictly semi-stable locus of the moduli space of PGL(4m,C)-Higgs bundles and
so, there is no natural candidate for the hyperholomorphic bundle (or sheaf). For the
other two cases, one also encounters the difficulty of the dual brane being contained
in the strictly semi-stable locus of the Higgs bundle moduli space. For SO∗(4m),
the Nadler group LSO∗(4m) = Sp(2m,C) sits inside LSO(4m,C) = SO(4m,C) as
diag(g, tg−1). Let (V,Φ) be a symplectic Higgs bundle (of rank 2m) associated, via the
BNR correspondence, to the line bundle L ∈ P(S, S¯). If Z is the fixed point set of the
involution σ on the spectral curve S of (V,Φ), the hypercohomology at this point gives
H1(Σ,V) ∼=
⊕
z∈Z
(Lpi∗K(2m+1)/2 ⊕ σ∗Lpi∗K(2m+1)/2)z
and the obstruction to having an universal bundle lies in H2(M(Sp(2m,C),Z2)). As in
the U(m,m) case treated by Hitchin in loc. cit., the fibre of the integrable system for
SO∗(4m) has several connected components and it is not clear which hyperholomorphic
bundle should be taken for each component. Finally, for G0 = Sp(m,m) we consider
the embedding
LSp(m,m) = Sp(m,m)→ LSp(4m,C) = SO(4m+ 1,C)
g 7→ diag(g, t(g)−1, 1).
As remarked by Hitchin in [Hit07a], the zero eigenspace (associated to 1 in the em-
bedding) links so(4m+ 1,C) and sp(4m,C) in the duality and brings further technical
difficulties.
2. Vector bundles with many sections: In Chapter 8 we have studied the Lagrangian
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inside M(Sp(2m,C)) obtained by Higgs bundles of the form (V, ψ ⊗ ψ), where V was
a symplectic vector bundle such that V ⊗ K1/2 admitted sections (for a fixed square
root K1/2 of the canonical bundle of Σ). In particular, this Lagrangian intersected the
cotangent bundle to the moduli space of stable symplectic bundles on the conormal
bundle of the determinant divisor. A natural generalization is to look at the locus in-
sideM(Sp(2m,C)) consisting of those V such that h0(Σ, V ⊗K1/2) = k > 1. This is a
natural generalization of Gaiotto Lagrangian and is closely related to lower-dimensional
subvarieties contained in the determinant divisor of U(Sp(2m,C)) (and conormal bun-
dles of those). Recall that for any symplectic representation of the semisimple complex
group G, we obtained a quadratic moment map. In particular, µ corresponds to a
bilinear form and if we have a k-dimensional space of sections H0(Σ, V ⊗K1/2), then
we may look at the image of the map
Sym2H0(Σ, V ⊗K1/2)→ H0(Σ, Sym2(V )⊗K1/2)
inside the space of Higgs fields. By the same reasons given in Chapter 7, we expect to
obtain an isotropic subvariety and we may ask if it is a Lagrangian inside the Higgs
bundle moduli space and how it intersects the Gaiotto Lagrangian. To get an idea about
the dimension of this subvariety Xk inside M(Sp(2m,C)), note that the ∂¯-operator
∂¯ : Ω0(Σ, V ⊗K1/2)→ Ω0,1(Σ, V ⊗K1/2)
is formally symmetric (see [Hit17]). The finite-dimensional analog of this is the space
of symmetric matrices. In that case, it is known that the locus of points where the
kernel has dimension greater than or equal to k is of codimension k(k + 1)/2. Using
Fredholm operators one should expect the same to hold in this infinite-dimensional
setting, provided V is generic. Now, from a k-dimensional space of spinors we can
construct a k(k+ 1)/2-dimensional space of Higgs fields, thus obtaining that Xk is also
a Lagrangian. Another way to think of this is by shifting the problem to a problem
of Brill-Noether locus for line bundles, where much more is known. To that end we
consider the question of abelianisation for U(Sp(2m,C)), which has to do with finding
an open set of an abelian variety with a dominant rational map to U(Sp(2m,C)) (see
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[BNR89, Hit87b, Don95]). Thus, we consider a Prym variety P(S, S¯) given by a ramified
2-covering
ρ : S → S¯,
where S¯ is the quotient of S by an involution σ : S → S. Denote by pi : S → Σ the
corresponding 2m-ramified covering and note that H0(Σ, V ⊗K1/2) = H0(S,Upi∗Km),
where V is a symplectic vector bundle obtained by the direct image of the line bundle
L = Upi∗K(2m−1)/2, with U ∈ P(S, S¯). In [Kan96], Kanev studies Brill-Noether loci
related to Prym varieties which arise in this way and obtains that if the locus
W r = {U ∈ P(S, S¯) | h0(S,Upi∗Km) > r}
is non-empty, every irreducible component ofW r has dimension at least dimSp(2m,C)(g−
1)− (r + 2)(r + 1)/2. Also, the Zariski open set of W r containing line bundles U with
h0(S,Upi∗Km) = r+1 and whose kernel of the Petri map is Λ2H0(S,Upi∗Km) is smooth
of dimension dimSp(2m,C)(g − 1)− (r + 2)(r + 1)/2, which is what we expect to get
a Lagrangian. We finish by mentioning an example when the genus of Σ is 3 and the
rank of the bundle is 2. In that case, the moduli space UΣ(2,K) of semi-stable rank 2
bundles of fixed determinant K (this is isomorphic to UΣ(Sp(2,C))) is known to be em-
bedded in P7 as a so-called Coble quartic. Moreover, the Brill-Noether locus W = W 0
is such that W 1 is a Veronese cone with vertex W 2, a unique point. So there is a unique
vector bundle with 3-dimensional space of sections and it turns out that this is actually
a smooth point in this moduli space (see [OPP98]). Thus, the subvariety X3 inside the
moduli space of SL(2,C) = Sp(2,C)-Higgs bundles in this case is indeed a Lagrangian,
which is the closure of the fibre of the cotangent bundle inside the Higgs bundle moduli
space at this stable bundle W 2. Moreover, the usual Gaiotto Lagrangian is contained
in X3 as a quadric cone.
3. An orthogonal analogue: In the second part of the thesis we have considered a
distinguished (Lagrangian) subvariety of the Higgs bundle moduli space obtained from
a symplectic representation of the group. In particular, we describe in detail in Chapter
8 this subvariety for the standard representation of the symplectic group. Let us briefly
describe a natural analogue of this construction for the orthogonal group. Fix a square
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root K1/2 of the canonical bundle of Σ. Recall that for any vector bundle W on Σ with
O(n,C)-structure we can assign an analytic mod 2 index
ϕΣ(W ) = h
0(Σ,W ⊗K1/2) mod 2
which, by Theorem 1 in [Hit16], satisfies
w2(W ) = ϕΣ(W ) + ϕΣ(det(W )),
where w2 is the second Stiefel-Whitney class. So, let V be an orthogonal vector bundle.
If ϕΣ(V ) is one, there are always spinors (i.e., global holomorphic sections of V ⊗K1/2).
If it is zero, the generic stable orthogonal vector bundle does not admit any non-trivial
spinor and the constraint h0(Σ, V ⊗ K1/2) 6= 0 gives a divisor DK1/2 on the moduli
space of stable orthogonal bundles. Moreover, the associated ∂¯-operator
∂¯ : Ω0(Σ, V ⊗K1/2)→ Ω0,1(Σ, V ⊗K1/2)
is formally skew-adjoint and the Quillen determinant line bundle for this family of ∂¯-
operators is the square of a Pfaffian. In particular, if V is on the divisor and ψ1 and ψ2
are two non-zero spinors, we obtain ψ1∧ψ2 ∈ H0(Σ,Λ2V ⊗K). Since Λ2V is isomorphic
to the adjoint bundle of V , this is a Higgs field for the orthogonal group. Although
this may no longer be maximally isotropic, it provides a distinguished subvariety of the
Higgs bundle moduli space for the orthogonal group which appears as an analogue of the
construction for the symplectic group. Apart from the interesting task of studying the
geometry of this subvariety, one could try and see what is the corresponding locus inside
the symplectic group under the duality between Higgs bundles for the odd orthogonal
group and Higgs bundles for the symplectic group (for more details on this duality see
[Hit07a]).

Notational conventions
We gather below a list of selected notation and notational conventions frequently used
throughout the thesis.
• Σ is always a compact Riemann surface (or equivalently a projective non-singular irre-
ducible curve over C) of genus g ≥ 2 with canonical bundle K.
• C(k) is the k-th symmetric product of a Riemann surface C.
• I, J and K are always complex structures.
• G is a (connected) reductive group over C (in the algebraic or in the analytic category)
with Lie algebra g.
• G0 is a real form of G (fixed by some anti-holomorphic involution on G) with Lie algebra
g0.
• LG0 ⊂ LG is the Nadler group associated to the real form G0 of G, where LG denotes
the Langlands dual group of G.
• V and E are (holomorphic or algebraic) vector bundles.
• We usually denote the tensor product L1 ⊗ L2 of line bundles simply by L1L2.
• E is a coherent sheaf.
• P is a (holomorphic or algebraic) principal bundle.
• UΣ(n, d) (or simply U(n, d)) is the moduli space of semi-stable vector bundles of rank
n and degree d on Σ. Moreover, we denote by U(n,L) ⊂ U(n, d) the locus of vector
bundles with fixed determinant L, where L is a line bundle on Σ of degree d.
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• N d(G) is the moduli space of semi-stable principal G-bundles on Σ of topological type
d ∈ pi1(G). When seen as a moduli space parametrizing semi-stable vector bundles
(with extra structure) N d(d) is denoted by Ud(G).
• B is a non-degenerate Ad-invariant bilinear form on g. In particular, we usually denote
the Killing form of g by Bg.
• In general, when we want to refer to a Higgs bundle on Σ as a complex of locally-free
sheaves concentrated in degrees 0 and 1 we write the underlying bundle in Sans Serif
font, e.g. the Higgs bundle (E,Φ) is denoted as E = (E
ϕ→ E ⊗K).
• Md(G) is the moduli space of polystable G-Higgs bundles on Σ of type d ∈ pi1(G). In
particular, when G = GL(n,C), we denote by M(n, d) the moduli space of polystable
Higgs bundles of rank n and degree d.
• MddR(G) (respectively, Mdgauge(G)) is the moduli space of flat G-connections (respec-
tively, solutions to Hitchin equations) on Σ of type d ∈ pi1(G).
• hG : Md(G) → A(G) (or simply h) is the G-Hitchin map, where A(G) is the Hitchin
base.
• Xa (respectively, pia : Xa → Σ) is the spectral curve (respectively, spectral cover)
associated to a point a ∈ A(G) in the Hitchin base.
• Pic0(X) is the Jacobian of a projective curve X (i.e., the connected component of the
identity of the Picard scheme).
• Nmpi : Pic0(X1)→ Pic0(X2) is the Norm map associated to a finite map pi : X1 → X2
between projective curves over C. Moreover, P(X1, X2) is the associated Prym variety.
• M(OX(1), P ) is the Simpson moduli space parametrizing semi-stable sheaves on a po-
larized projective C-scheme (X,OX(1)) with Hilbert polynomial P . In particular, we
denote byM(a; k) the Simpson moduli space for semi-stable rank 1 sheaves on the spec-
tral curve Xa of polarized degree k (with the polarization coming from a polarization
on Σ).
• Sd(ρ,K1/2) is the moduli space of semi-stable (ρ,K1/2)-pairs of type d ∈ pi1(G) on Σ.
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• Θ(V) is the theta-bundle on N (G) associated to a linear representation V.
• DL0 = {P ∈ N (G) | H0(Σ, P (V) ⊗ L0) 6= 0} is the support of the generalized theta-
divisor associated to the linear representation V (and an appropriate choice of line
bundle L0).
• ∂A and ∂¯A are the (1, 0) and (0, 1)-parts of the covariant derivative dA (or ∇A) associ-
ated to a connection A.

Appendix A
Lie theory
In this subsection we recall some basic facts in Lie theory and establish notation used through-
out the text.
Let g be a finite-dimensional Lie algebra over the field of real or complex numbers. Consider
the algebraic group Aut(g) of automorphisms of g. We denote by Int(g) the (normal) sub-
group of Aut(g) generated by elements of the form exp(adx), x ∈ g, and call it the group
of inner automorphisms of g. Also, the quotient Out(g) = Aut(g)/ Int(g) is called the
group of outer outer isomorphisms of g. In particular, the Lie algebra of Int(g) is the
adjoint algebra ad(g), an ideal of the Lie algebra of Aut(g), which is the algebra der(g) of
derivations of g. Moreover, the image Ad(G) of the adjoint representation of G is a normal
subgroup of Aut(g) called the adjoint group of the Lie group G. When G is connected,
Ad(G) = Int(g) and ker Ad = Z(G) is the center of G.
Remark A.1: If g is semisimple, der(g) = ad(g) and Int(g) is the connected component
Aut(g)◦ containing the identity of Aut(g).
Let g be a Lie algebra over the complex numbers. A real subalgebra g0 ⊆ g is called a
real form of g if the natural homomorphism of complex Lie algebras g0 ⊗R C → g is an
isomorphism. Note that the real form g0 defines an anti-linear involution on g ∼= g0 ⊕ ig0 by
σ : x+ iy → x+−iy.
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Conversely, given an anti-linear involution σ : g→ g, the subalgebra of fixed points gσ defines
a real form of g. This correspondence gives a bijection between isomorphism classes of real
forms and isomorphism classes of anti-linear involutions, or conjugations, of g (where two
conjugations σ1 and σ2 are equivalent if σ1 = ασ2α
−1, for some α ∈ Aut(g)).
Complex semisimple Lie algebras always have special real forms. A real form g0 of g is called
compact if Int(g0) is a compact group. For the semisimple case, this is equivalent to g0 being
a Lie algebra of a compact Lie group, or that its Killing form Bg0(x, y) = tr(ad(x) ad(y))
is negative definite. There exists a unique compact real form, say k, up to conjugacy by
an inner automorphism, of a complex semisimple Lie algebra g and one can use this to get
a correspondence1 between real forms and isomorphism classes of C-linear involutions of g.
The correspondence goes as follows. Given an anti-linear involution σ, Cartan showed (see,
e.g., [Oni04]) that one can always find another anti-linear involution τ corresponding to a
compact real form of g which commutes with σ. One then assigns σ to θ := σ ◦ τ = τ ◦ σ.
Definition A.2. Let g0 be a real Lie algebra. An involution θ : g0 → g0 is called a Cartan
involution if the symmetric bilinear form on g0 given by Bθ(x, y) := −B(x, θy) is positive
definite.
The involution θ corresponding to a non-compact real form σ of a complex semisimple Lie
algebra g satisfies this property.
Claim 2. θ|g0 is a Cartan involution.
Proof. First notice that both τ and σ commute with θ. In particular, this means that
θ|g0 : g0 → g0 and θ|k : k → k. Moreover, the eigenspace decomposition defined by the
involution θ induces eigenspace decompositions
g0 = g
+ ⊕ g−
k = k+ ⊕ k−
1The correspondence between equivalence classes of anti-linear involutions and equivalence classes of linear
involutions restricts to a bijection when the equivalence is considered by inner automorphisms.
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where the superscripts ± indicate the ±1-eigenspaces with respect to θ. Let h := g+ and
m := g−0 . Since θ|g0 = σ|g0 and θ|k = τ |k,
k+ = h = g ∩ k
k− = im = ig ∩ k.
It is now straightforward to show, from the fact that the Killing form of k = h ⊕ im (Bk =
Bg|k×k) is negative definite, that the restriction of θ to g0 is a Cartan involution.
Note that,
• The decomposition g0 = h ⊕ m is orthogonal with respect to B and Bθ (this follows
directly from the fact that the Killing form is invariant under automorphisms).
• This decomposition satisfies
[h, h] ⊆ h, [h,m] ⊆ m, [m,m] ⊆ h.
• The Killing form is negative definite on h and positive definite on m. In particular, h
is a compact Lie algebra. If G0 is a connected semisimple Lie group with Lie algebra
g0, then the Lie subgroup H :=< exp h > of G0 generated by the exponential map is a
maximal compact subgroup of G0.
• It can be shown that any two Cartan involutions of g0 are conjugate via an inner
automorphism ([Kna02]).
Definition A.3. A direct sum of the form
g0 = h⊕m
is called a Cartan decomposition for the Lie algebra g0 if
[h, h] ⊆ h, [h,m] ⊆ m, [m,m] ⊆ h
and the Killing form is negative definite on h and positive definite on m.
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Now, starting with a Cartan decomposition g0 = h⊕m, one can define the involution θ whose
±1-eigenspace is h and m, respectively. Extending this to an involution on the complexifica-
tion of g0 (denoted by the same symbol) and considering the anti-involution σ corresponding
to g, we find that they commute. Thus, τ := σ ◦ θ is an anti-involution which commutes with
σ and is easily checked to be compact.
We conclude that any Cartan decomposition of a real semisimple Lie algebra g0 can be
obtained using a compact real form of the complexification of g0, as described previously.
A.1 The Nadler group
Let G0 be a real form of a connected reductive complex algebraic group G. In [Nad05], Nadler
constructs from G0 a complex subgroup of the connected dual group
LG, extending the idea
that the geometry of a connected group over C is reflected in the representation theory of
its dual group. This complex subgroup will be denoted by LG0 and hereinafter called the
Nadler group of the real form G0 ⊂ G. On page 3 loc. cit. one can find a table containing
the Lie algebra Lg0 of the Nadler group associated to a real form G0 of a simple group G
and in Section 10.7 loc. cit. a more self-contained description of the Nadler group is given.
In this section we will describe in some detail the Nadler group associated to the real form
SU∗(2n) of SL(2n,C). We also mention how the Nadler group of SO∗(4m) and Sp(m,m)
can be realized inside SO(4m,C) and SO(4m+ 1,C), respectively.
We begin with some structure theory. Let g0 be a real Lie algebra with g0 = h⊕m a Cartan
decomposition. Then k = h ⊕ im is a compact form of the complexification g of g0. Let σ
and τ denote the conjugations of g with respect to g0 and k, respectively. Let θ = στ = τσ
be the corresponding automorphism of g.
One can choose real subalgebras
g0 ⊇ p ⊇ l ⊇ t ⊇ a
that dictates the structure of g0. Here, p is minimal parabolic, l is its Levi factor, t is a
maximal toral subalgebra and a is a maximally split toral subalgebra. The recipe to find
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them is as follows. First, from the Cartan decomposition, pick
a ⊆ m any maximal abelian subalgebra.
Another choice a′ satisfies a′ = Ad(h)a for a h ∈ H(= analytic subgroup with Lie algebra h).
Then, define
l := a⊕ Zh(a).
Next, there is a root space decomposition g0 = l ⊕
⊕
λ∈Σ gλ. Here Σ = {λ ∈ a∗ | gλ 6= 0},
where gλ = {X ∈ g0 | [H,X] = λ(H) for all H ∈ a}. The set Σ = Σ(g0, a) forms a root
system (not necessarily reduced) called the restricted roots. Put an order on a∗ (e.g., the
lexicographic order with respect to a fixed basis of a∗) and denote by Σ+ the set of positive
elements on Σ. Then, the algebra p is given by
p = l⊕
⊕
λ∈Σ+
gλ.
So far we have g0 ⊇ p ⊇ l ⊇ a.
Further, let Φ = Φ(g, cC) be the root system of the complexified algebra g with respect to
any Cartan subalgebra cC. We let (cC)R = {H ∈ cC | α(H) ∈ R for all α ∈ Φ}. Now choose
t ⊆ l any maximal abelian subalgebra containing a.
Then, tC is a Cartan subalgebra of gC [Hel01, VI, Lemma 3.2] with (tC)R = a + i(t ∩ h) (as
tC is a Cartan, we could pick any t′ ⊆ g containing a and conjugate to a ⊆ t ⊆ l). In this
situation, the inclusion a ↪→ (tC)R induces a map res : (tC)∗R → a∗ by restriction. Then, res
induces a surjection (of sets) [Hel01, pp.260–264]
res : Φ(g, tC) Σ(g0, a) ∪ {0}
and we can consider Σ ⊆ (tC)∗R. If we denote by αθ the functional αθ(H) = α(θH) of (tC)R,
one has res(α) = 12(α − αθ) [Hel01, p.530]. Putting compatible orderings on a∗ and (tC)R
(e.g., lexicographic with respect to a basis of (tC)R in which the first elements form a basis
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of a), the map res sends Φ+ → Σ+ ∪ {0}. Moreover
dimR gλ = #{α ∈ Φ | res(α) = λ}.
Now, let us focus on the Lie algebra g0 = su
∗(2n). This algebra has an explicit realization as
su∗(2n) =

 α β
−β¯ α¯

 ∩ sl(2n,C).
With respect to the (real) involution τ : X 7→ −X∗ of g = sl(2n,C) we have g0 = h⊕m with
h = sp(n) and m =

 α β
−β¯ α¯
 | α = α∗, tr(α) = 0, β ∈ so(n,C)
 .
One checks that τ is the conjugation of g with respect to k = su(2n). Also, the (real)
involution σ : X 7→ JX¯J−1, where J = ( 0 1−1 0 ) is the conjugation of g with respect to g0.
Then, θ = στ = τσ is the involution of g given by X → −J tXJ−1.
Pick a ⊆ m to be the diagonal matrices, so that
a =

δ 0
0 δ
 | δ = diag(d1, . . . , dn) ∈ Rn, tr(δ) = 0
 .
One checks that
Zh(a) =
X =
 α β
−β¯ α¯
 ∈ sp(n) | [X,H] =
[α, δ] [β, δ]
[δ, β¯] [α¯, δ]
 = 0 for all H ∈ a

=

 iα β
−β¯ −iα
 | α = diag(a1, . . . , an) ∈ Rn, β = diag(b1, . . . , bn) ∈ Cn
 .
Hence,
l = a⊕ Zh(a) =

δ + iα β
−β¯ δ − iα
 | δ, α ∈ Rn, tr(δ) = 0, β ∈ Cn
 .
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Note that dimR l = 4n− 1 and that l ∼= su(2)n ⊕ Rn−1. Now we look at the roots. Let i be
the coordinate functionals in (R2n)∗ and let
λi,j :=
1
2(i − j + i+n − j+n),
with 1 ≤ i 6= j ≤ n. It follows that a∗ = R(λ1,2)⊕ · · · ⊕ R(λn−1,n) ⊆ (Rn)∗. Let this induce
the ordering of a∗. We then have
Σ = Σ(g0, a) = {λi,j | 1 ≤ i 6= j ≤ n}, and Σ+ = {λi,j | 1 ≤ i < j ≤ n}.
Indeed, note that the space
gλi,j = R
Ei,j 0
0 Ei,j
⊕ R
iEi,j 0
0 −iEi,j
⊕ R
 0 Ei,j
−Ei,j 0
⊕ R
 0 iEi,j
iEi,j 0

is contained in g0 and satisfies [H,X] = (di − dj)X for all H ∈ a and X ∈ gλi,j . Hence,
certainly,
l⊕
⊕
i 6=j
gλi,j ⊆ g0.
As the left hand side has dimension 4n− 1 + 4(n(n− 1)) = 4n2 − 1 = dimR g, this must be
the root space decomposition of g0. With the present ordering, we have Σ
+ = {λi,j | i < j}.
Hence,
p = l⊕
⊕
λ∈Σ+
gλ =

 A B
−B¯ A¯
 | A,B ∈ gl(n,C) strictly upper triangular
 .
Finally, take t ⊆ l to be the diagonal matrices. Hence,
t =

δ + iα 0
0 δ − iα
 | δ, α ∈ Rn, tr(δ) = 0
 ,
from which
tC = {diagonal in gl(2n,C)} ∩ sl(2n,C) and (tC)R = {diagonal in gl(2n,R)} ∩ sl(2n,R).
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Hence, (tC)∗R is naturally identified with the subspace of (R2n)∗ that vanishes on R(1, 1, . . . , 1).
Recall that the restriction function res : (tC)∗R → a∗ is given by α 7→ 12(α − αθ), where
θ : X 7→ −J tXJ−1. We note that since θ and σ coincide on (tR)∗R, we have αθ = ασ. We can
thus define res with respect to σ. The root system
Φ = Φ(g, tC) = {αi,j = i − j | 1 ≤ i 6= j ≤ 2n}.
If 1 ≤ i 6= j ≤ 2n note that
(αi,j)
θ = −αi+n,j+n,
where an index k means k mod 2n. Hence, as
λi,j =
1
2(αi,j + αi+n,j+n) =
1
2(αi+n,j + αi,j+n),
we have
{α ∈ Φ | res(α) = λi,j} = {αi,j , αn+i,n+j , αi+n,j , αi,j+n | 1 ≤ i 6= j ≤ n}
and the roots {αi,n+i, αn+i,i | 1 ≤ i ≤ n} are sent to zero. We note that to have compatible
orderings, we take Φ+ to be induced by the simple roots
{α1,n+1, αn+1,2, α2,n+2, αn+2,3, . . . , αn−1,2n−1, α2n−1,n, αn,2n}.
Now that we know the structure of the real Lie algebra g0, we realize the Lie algebra
Lg0 of
the associated Nadler group as in [Nad05]. We start by noting that we have
g ⊇ pC ⊇ lC ⊇ tC ⊇ aC
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aC =

A 0
0 A
 | A = diag(a1, . . . , an) ∈ Cn, tr(A) = 0

tC = {H = diag(h1, . . . h2n) ∈ C2n | tr(H) = 0}
lC = aC ⊕

D B
C −D
 | D,B,C ∈ Cn
 ∼= aC ⊕ sl(2,C)n
pC = lC ⊕

N1 N2
N3 N4
 | Nj ∈ gl(n,C) strictly upper triangular

g = sl(2n,C).
Note that aC is the center of lC. Hence, Φl = Φ(l
C, tC) = {roots of l} equals {αi,n+i, αn+i,i |
1 ≤ i ≤ n}. The positive are Φ+l = {αi,n+1}. The dual Lie algebra is Lg = sl(2n,C). Identify
g and Lg, and, by a slight abuse of notation, we denote by Lt the dual algebra associated to
tC. Also, let
Ψ = Ψ(Lg, Lt) = {ψi,j | 1 ≤ i 6= j ≤ 2n}
be the root system dual to Φ. Everything next will depend on these identifications.
A root of g is viewed as a coroot of Lg. Hence, α = αi,j : t
C → C is viewed as a function
αˇi,j : C→ Lt. Explicitly, αˇi,j(z) = z(Ei,i−Ej,j) ∈ Lt ⊆ Lg. Hence, the coroot 2ρˇM =
∑
Φ+l
αˇ
is the function
2ρˇl : z 7→
z1n 0
0 −z1n
 ,
where 1n is the identity. The subalgebra
Ll0 is defined as
Ll0 = ZLg(2ρˇM ). It is easy to check
that
Ll0 =

A 0
0 B
 | A,B ∈ gl(n,C), tr(A) + tr(B) = 0

The roots of Ll0 are Ψ0 = {ψ ∈ Ψ | 〈α, 2ρˇM 〉 = 0} which are
Ψ0 = {ψi,j | 1 ≤ i 6= j ≤ n} ∪ {ψi,j | n ≤ i 6= j ≤ 2n}.
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The conjugation σ induces an involution on Hom(C, tC) by sending a coweight λ : C→ tC to
the coweight defined by the composition
σ(λ) : C c−→ C λ−→ tC σ−→ tC,
where c is the complex conjugation. This can be extended to the whole algebra, which we
also denote by σ, and equals the dual involution Lσ of Lg. More precisely,
Lσ : x 7→ JxJ−1.
Note that the Dynkin diagram of Ll0 has two connected components (of type An−1) and Lσ
acts on the diagram by permuting these components. Thus, ψi,j +σ(ψi,j) is not a root. This
means that, for any choice of {Xα | Xα ∈ g}, we have [Xα, Xσ(α)] = 0. Hence, we have
Ll0 =
Ll1
by [Nad05, Remark 10.7.1].
Remark A.4: Nadler says in Section 10.2 loc. cit. that the dual group comes equipped
with a distinguished choice of Borel subgroup. For our particular example, however, this will
not matter, as we have Ll0 =
Ll1.
Thus, the Lie algebra of the corresponding Nadler group is realized as the fixed points of Ll0
with respect to Lσ. Therefore
Lsu∗(2n) =

A 0
0 A
 | tr(A) = 0
 ∼= sl(n,C) ⊂ sl(2n,C) (A.1)
and the Nadler group of SU∗(2n) ⊂ SL(2n,C) is PGL(n,C), which sits inside PGL(2n,C)
as two equal blocks in the diagonal. Following this recipe we find that the Nadler group
of SO∗(4m) ⊂ SO(4m,C) and Sp(m,m) ⊂ Sp(4m,C) is Sp(2m,C) (inside SO(4m,C) and
Appendix A. Lie theory 187
SO(4m+ 1,C), respectively). These can be realized as
Lso∗(4m) =

A 0
0 −tA
 | A ∈ sp(2m,C)
 ∼= sp(2m,C) ⊂ so(4m,C) (A.2)
and
Lsp(m,m) =


A 0
0 −tA
0
 | A ∈ sp(2m,C)

∼= sp(2m,C) ⊂ so(4m+ 1,C). (A.3)

Appendix B
Spectral sequences and
hypercohomology
In order to set up notation and state some basic facts that are used throughout the text, we
recall the notion of hypercohomology for a complex of sheaves. Also, we introduce spectral
sequences obtained from filtrations and explain how one can use these to extract information
about the cohomology of the complex. This material is standard and we refer to [Bry08,
Har11, GH94] for more details.
B.1 Preliminary notions
Let Ab be the category of abelian groups1.
Definition B.1. A spectral sequence is a sequence {Er, dr}, r ≥ 0, of bigraded objects in
Ab, Er = {Ep,qr }, p, q ≥ 0, together with morphisms dr = {dp,qr }, p, q ≥ 0,
dp,qr : E
p,q
r → Ep+r,q−r+1r , dp+r,q−r+1r ◦ dp,qr = 0
such that the cohomology of Er is Er+1, i.e., E
p,q
r+1
∼= ker d
p,q
r
Im dp−r,q+r−1r
.
1In this section, there is no harm in substituting Ab for any abelian category, such as the category of
R-modules, where R is any ring, the category of sheaves of abelian groups, or OX -modules, on a topological
space X, the category of (quasi-)coherent sheaves on an algebraic variety, etc.
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Although this definition may seem rather arbitrary at first, we will see that it appears natu-
rally. Before that, however, let us show how one can obtain spectral sequences from filtrations
of a complex.
Let (K•, d•)
K0
d→ K1 d→ K2 · · ·
be a complex in Ab (very often we will simply write K•). A subcomplex L• of K• consists
of a family Lp ⊆ Kp of subobjects such that d(Lp) ⊆ Lp+1 for every p.
Remark B.2: Given a subcomplex L• of K•, one can define a new complex K•/L•, whose
n-th object is the quotient (K•/L•)n = Kn/Ln, and the differential is the induced one.
Definition B.3. A filtration2 of a complex K• consists of a nested family
F t(K•) = {0} ⊆ F t−1(K•) ⊆ . . . ⊆ F p(K•) ⊆ . . . ⊆ F 0(K•) = K•
of subcomplexes F p(K•) of K•. We denote the degree n of the complex F p(K•) by F pKn.
Remark B.4: Let {F p(K•)} be a filtration of a complex K•. Each inclusion of complexes
F p(K•) ↪→ K• induces a homomorphism in cohomology
Hn(F p(K•))→ Hn(K•)
and we denote the image of this homomorphism by F p(Hn(K•)). This yields a filtration of
the cohomology with
F 0(Hn(K•)) = Hn(K•)
F p(Hn(K•)) = 0, for p > n.
2Note that we are only considering complexes bounded below and filtrations can be defined in a more
general setting, i.e., without assuming F t(K•) = {0} and F 0(K•) = K•. These filtrations are examples of
simple and exhaustive filtrations (see [Bry08]), and these are the ones which will be important to us.
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Note that we start with objects in the first quadrant, i.e., Ep,q0 , p, q ≥ 0, and take successive
cohomologies from
Ep−r,q+r−1r → Ep,qr → Ep+r,q−r+1r .
This means that for a large r taking cohomology will have no effect on the object considered.
More precisely, there exists r0 such that Er = Er+1 = . . . , for every r > r0. One says
that the spectral sequence degenerates at Er0 and calls E∞ := Er0 the abutment of the
spectral sequence. It is also common said that the spectral sequence converges to E∞. The
following proposition can be found in [GH94, Chapter 3.5].
Proposition B.5. Let K• be a filtered complex of abelian groups. Then there exists a spectral
sequence {Er} with
Ep,q0 =
F pKp+q
F p+1Kp+q
Ep,q∞ =
F p(Hp+q(K•))
F p+1(Hp+q(K•))
Let us now see the relationship between the cohomology of a filtered complex K• and a
special type of spectral sequence which will play an important role for us. Let {Er} be the
spectral sequence given by the proposition above and assume further that Ep,q2 = 0 unless
q = 0 or q = 1. As mentioned, the cohomology acquires a filtration from the filtration of the
complex
{0} = Fn+1(Hn(K•)) ⊆ Fn(Hn(K•)) ⊆ . . . ⊆ F 0(Hn(K•)) = Hn(K•).
From the proposition we have the following short exact sequence
0→ Fn−q+1(Hn(K•))→ Fn−q(Hn(K•))→ En−q,q∞ → 0.
In particular, Fn(Hn(K•)) ∼= En,0∞ . Since Ep,q2 = 0 unless q = 0 or q = 1, Fn−1(Hn(K•)) ∼=
. . . ∼= F 0(Hn(K•)) = Hn(K•). We can then put together the short exact sequence
0→ En,0∞ → Hn(K•)→ En−1,1∞ → 0. (B.1)
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Moreover, the only non-zero terms in the third page are
Ep,03 = coker(d2 : E
p−2,1
2 → Ep,02 )
Ep,13 = ker(d2 : E
p,1
2 → Ep+2,02 ).
Since dr : E
p,q
r → Ep+r,q−r+1r , the spectral sequence degenerates at E3 and we can put
together (B.1) for different n. This yields a long exact sequence
. . .→ Hn−1(K•)→ En−2,12 → En,02 → Hn(K•)→ En−1,12 → En+1,02 → Hn+1(K•)→ . . .
B.2 Hypercohomology
Let F be a sheaf of abelian groups over a topological space X. Recall that one can define
sheaf cohomology in two steps. First consider an injective resolution for F
0→ F → I0 → I1 → . . .
which always exists since one can always embed F into an injective sheaf. Then apply
the functor of global sections to the complex of sheaves I•. Sheaf cohomology of F is the
cohomology of the resulting complex
Hn(X,F) := Hn(I•(X)).
Moreover, given two injective resolutions, there exists a morphism of resolutions, which in-
duces a morphism between the complexes obtained by considering global sections. This
morphism of complexes is unique up to homotopy and the sheaf cohomology groups do not
depend on the injective resolution considered. It is a classical result that acyclic resolutions
(i.e., given by a complex of sheaves G• such that Hn(X,Gk) = 0 for n ≥ 1, k ≥ 0) also
calculate sheaf cohomology, i.e., Hn(X,F) = Hn(G•(X)) (for more details see, e.g. [Bry08]).
Now consider a complex G• of sheaves of abelian groups over X
G0 → G1 → . . .→ Gn → . . .
Appendix B. Spectral sequences and hypercohomology 193
We want to construct an injective resolution for this complex. First a remark.
• Let 0 → A → B → C → 0 be a short exact sequence of sheaves, A → IA• an injective
resolution of A and C → IC• an injective resolution of C. Then we have the commutative
diagram
0

0

0

0 // A //

B //

C //

0
0 // IA0 //

IA0 ⊕ IC0 //

IC0 //

0
0 // IA1 //

IA1 ⊕ IC1 //

IC1 //

0.
...
...
...
Here the horizontal morphisms are the obvious ones and the injectivity of the sheaves
allows the construction of an injective resolution of B such that each square in the
diagram commutes. In particular, such construction of an injective resolution of the
middle sheaf enables one to prove easily that there is a natural long exact sequence of
sheaf cohomology groups.
Let us return to our complex G• and denote the sheaf given by the n-th cohomology of
this complex by Hn(G•) = Z(Gn)/B(Gn) = ker(Gn → Gn+1)/ Im(Gn−1 → Gn) (i.e., the
sheafification of the presheaf U 7→ ker(Gn(U) → Gn+1(U))/ Im(Gn−1(U) → Gn(U))). We
construct an injective resolution of G• using the following short exact sequences
0→ B(Gn)→ Z(Gn)→ Hn(G•)→ 0,
0→ Z(Gn)→ Gn → B(Gn+1)→ 0.
For this we choose injective resolutions B(Gn) → In,•B and Hn(G•) → In,•H . We can find
an injective resolution of G0, since Z(G0) = H0(G•). Then we use the second short exact
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sequence to find an injective resolution of G1 using the one from Z(G1) (obtained by the first
short exact sequence) and so on. As a result we get an injective resolution of the complex G•
0

0

0

0 // G0 //

. . . // Gn //

Gn+1 //

. . .
0 // I0,0 //

. . . // In,0 //

In+1,0 //

. . .
0 // I0,1 //

. . . // In,1 //

In+1,1 //

. . .
...
...
...
Remark B.6: From the construction above, Ip,q = Ip,qB ⊕ Ip,qH ⊕ Ip+1,qB .
Apply the functor global sections and denote the differentials by
′dp,q : Ip,q(X)→ Ip+1,q(X)
′′dp,q : Ip,q(X)→ Ip,q+1(X)
Since they commute, (I•,•(X),′ d,′′ d) is a double complex. From this double complex we get
a complex of abelian groups (I•(X), d) defined by
In(X) :=
⊕
p+q=n
Ip,q(X)
dn :=
∑
p+q=n
′dp,q + (−1)p ′′dp,q.
Definition B.7. Let G• be a bounded below complex of sheaves over a space X. The n-th
hypercohomology group Hn(X,G•) (or simply Hn(G•)) is the n-th cohomology of the
complex of abelian groups (I•(X), d), where I•,• is an injective resolution of G•.
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A similar argument to the sheaf cohomology case shows that this does not depend on the
injective resolution of the complex and therefore is well defined (see e.g. [Bry08]). Further-
more, given a short exact sequence of bounded below complexes of sheaves, we can construct
an injective resolution for the complex in the middle using given injective resolutions of the
other two complexes (as we have done previously). Therefore we have the following.
Proposition B.8. Let 0→ G• →′ G• →′′ G• → 0 be a short exact sequence of bounded below
complexes of sheaves. Then, there exists a long exact sequence
. . .→ Hn(G•)→ Hn(′G•)→ Hn(′′G•)→ Hn+1(G•)→ . . .
Example B.1. Let G be a sheaf over X and consider it as a complex of sheaves (i.e., G → 0→
. . .). Then, hypercohomology recovers the sheaf cohomology of G. Now, denote by G[−k] the
complex which is G in degree k and 0 otherwise. Then, an injective resolution of this complex
will give a complex, which in degree n is In(X) = Ik,n(X). Thus, Hn(G[−k]) = Hn−k(X,G).
Consider again the complex of sheaves G• and let I•,• be the injective resolution of this
complex constructed previously. There are two natural filtrations of the complex (I•(X), d)
′F p(I•(X)) =
⊕
r>p
s>0
Ir,s(X),
′′F p(I•(X)) =
⊕
s>p
r>0
Ir,s(X).
From proposition 15, each of these filtrations gives rise to a spectral sequence whose initial
term is Ep,q0 =
F pIp+q(X)
F p+1Ip+q(X) . Let us describe the first and second page of each spectral
sequence.
1. F p(I•(X)) = ′F p(I•(X)):
We have Ep,q0 =
Ip,q(X)⊕ Ip+1,q−1(X)⊕ . . .
Ip+1,q−1(X)⊕ . . .
∼= Ip,q(X). To find the Ep,q1 term we have
to calculate cohomology of the piece Ip,q−1(X) → Ip,q(X) → Ip,q+1(X). Since Ip,•
gives an injective resolution of Gp we have Ep,q1 = Hq(X,Gp). Now, d1 : Ep,q1 → Ep+1,q1 ,
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so we are looking at the p-th term of the complex Hq(X,G•)
Hq(X,Gp−1)→ Hq(X,Gp)→ Hq(X,Gp+1).
In other words, Ep,q2 = H
p(Hq(X,G•)).
2. F p(I•(X)) = ′′F p(I•(X)):
Here, Ep,q0 =
Iq,p(X)⊕ Iq−1,p+1(X)⊕ . . .
Iq−1,p+1(X)⊕ . . .
∼= Iq,p(X) and d0 : Iq,p(X) → Iq+1,p(X) is
the map
Iq,pB (X)⊕ Iq,pH (X)⊕ Iq+1,pB (X)→ Iq+1,pB (X)⊕ Iq+1,pH (X)⊕ Iq+2,pB (X)
(x, y, z) 7→ (z, 0, 0).
Therefore, Ep,q1
∼= I
q,p
B (X)⊕ Iq,pH (X)
Iq,pB (X)
∼= Iq,pH (X) and we obtain Ep,q2 by considering the
cohomology from the piece
Ep−1,q1 → Ep,q1 → Ep+1,q1 ,
which in this case is
Iq,p−1H (X)→ Iq,pH (X)→ Iq,p+1H (X).
Since Hq(G•)→ Iq,•H is an injective resolution, we find Ep,q2 = Hp(X,Hq(G•)).
Throughout the text we will refer to these as the first and second spectral sequences as-
sociated to the corresponding double complex. One could also define hypercohomology of a
bounded below complex of sheaves over X using the double complex obtained by considering
the groups of Cˇech cochains. For reasonable spaces (e.g. X paracompact) this turns out
to be isomorphic to our definition via resolutions. Since we will be working with sheaves
over a Riemann surface Σ, there is no harm in exchanging the notions (see [Bry08] for more
details).
Appendix C
Quaternionic vector spaces
Let H be the (real non-commutative) algebra of quaternions, whose elements are of the form
q = a0 + a1i + a2j + a3k, where al ∈ R, l = 0, 1, 2, 3, and i, j, k satisfy the usual quaternion
identities
i2 = j2 = k2 = ijk = −1.
The prototypical quaternionic vector space is Hn, which will be regarded as a left H-module
(by left multiplication). Using the decomposition H ∼= C⊕ Cj, consider the isomorphism of
left C-vector spaces Hn → C2n given by
(q1, . . . , qn) 7→ (u1, . . . , un, u′1, . . . , u′n),
where ql = ul + u
′
lj ∈ C⊕ Cj = H. Note that under this isomorphism, multiplication on the
left by j in Hn is identified with an anti-linear map1, which we also denote by j, satisfying
j2 = − Id. Concretely,
j : C2n → C2n
u 7→ −Ju¯,
1This follows immediately from the relation jz = z¯j in H, where z ∈ C.
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where u is seen as a column vector and J =
 0 1
−1 0
 is the standard skew-symmetric form
on C2n.
We define the standard quaternionic Hermitian product on Hn by
h˜(p, q) =
∑
plq¯l,
where p = (p1, . . . , pn) ∈ Hn and q = (q1, . . . , qn) ∈ Hn. Using the relation described in
footnote1, we have the following decomposition
h˜ = g − iω1 − jω2 − kω3 = (g − iω1)− (w2 + iω3)j = h− ωj, (C.1)
where g is the flat metric, ω1, ω2, ω3 are the Ka¨hler forms (associated to the complex structures
i, j, k, respectively), h is the standard Hermitian form on C2n and ω the standard (complex)
symplectic form on C2n. The quaternionic unitary group Sp(n) is defined as the subgroup
of GL(n,H) preserving the standard quaternionic Hermitian form2, thus, by (C.1), we have
the usual identification
Sp(n) ∼= Sp(2n,C) ∩ U(2n).
More generally we can define a quaternionic Hermitian form on any left H-module V. That
is, an R-bilinear map h˜ : V⊗RV→ H, which is H-linear in the first coordinate, the conjugate
of h˜(p, q) equals h˜(q, p), and is such that h˜(p, p) ∈ R>0 with equality if and only if p = 0.
Now, let V be a complex vector space equipped with a (complex) symplectic form ω and
a Hermitian form h. A quaternionic structure on (any complex vector space) V is an
anti-linear map j : V → V such that j2 = − Id. Given a quaternionic structure j on V,
we can regard it as a left H-module in the obvious way. Note that, if ω and h satisfy the
compatibility condition
ω(u, j(v)) = h(u, v),
h˜ := h− ωj is a quaternionic Hermitian form on V.
2If we view q ∈ Hn as a row vector, g ∈ GL(n,H) acts on q as qg−1. Thus, Sp(n) consists of elements
g ∈ GL(n,H) satisfying gg‡ = Id.
Appendix D
Principal bundles
In this appendix we define principal bundles and recall some necessary background related to
these objects which will be needed in the text. A classic reference for principal bundles and
their moduli space is [Ser95]. In the case of G-bundles on a curve, which will be our main
focus, we refer to [Ram75, Ram96a, Sor00].
D.1 General notions and conventions
Let G be an affine algebraic group over C and X a smooth variety (or more generally a
C-scheme).
Definition D.1. A principal G-bundle on X is a variety (or more generally a C-scheme)
P with a right G-action and a G-invariant morphism P → X, which is locally trivial in the
e´tale topology. A morphism between two principal G-bundles pi : P → X and pi′ : P ′ → X
is a morphism of varieties ϕ : P → P ′ (or more generally of C-schemes) such that pi = pi′ ◦ϕ.
Being locally trivial in the e´tale topology means that there is an open cover {hi : Ui → X}
by e´tale maps hi and G-equivariant isomorphisms
ϕi : h
∗
iU → Ui ×G
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to the trivial G-bundle on Ui. Then, on Uij = Ui ∩Uj the isomorphism ϕi ◦ϕ−1j defines tran-
sition functions pij , whose class in the pointed set H
1
e´t(X,G) corresponds to the isomorphism
class of the G-bundle P . The base point of the e´tale cohomology set H1e´t(X,G), which we
will denote simply by H1(X,G), is the principal trivial G-bundle X ×G.
Remarks D.1:
1. In general, being locally trivial in the Zariski sense turns out to be too restrictive (e.g., when
G is a finite group). As observed by Serre, locally triviality in the Zariski sense is stronger
than locally triviality in the e´tale sense. A group for which the notions are equivalent is
called special (e.g., the general linear group is special [Mil80]). When G is semisimple, by
the work of Grothendieck, special groups are exactly direct products of special linear groups
and symplectic groups.
2. We will be mostly interested in the case X is a connected smooth projective curve and in
that case locally triviality on the Zariski topology is the same as in the e´tale topology [Ste65,
Theorem 1.9]. The study of principal G-bundles on X, however, usually involves considering
G-bundles on families. Thus the e´tale topology is more appropriate.
3. If X is a smooth projective curve, there is an equivalence of categories of principal G-
bundles on X and analytic principal G-bundles on X (seen as a compact Riemann surface).
We will frequently pass from one point of view to the other without further mention.
Let P be a G-bundle on a variety X and suppose Y is a quasi-projective variety acted on
the left by G. We form the associated bundle to P with fibre Y by taking the quotient of
P × Y by the G-action defined by
g · (p, y) = (p · g, g−1 · y).
This quotient is well-defined since Y is a quasi-projective variety and will be denoted by
P (Y ) (or P ×G Y ).
Examples D.1:
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1. Let ρ : G→ GL(V) be a linear (finite-dimensional) representation. Then P (V) = P ×G V
is a vector bundle with fibre V called the vector bundle associated to P via ρ. If we
want to emphasize the particular representation the associated bundle is obtained from we
write P ×ρ V. In terms of transition functions, P (V) is given by {ρ ◦ pij}, where {pij} are
transition functions of P , i.e., the isomorphism class of the vector bundle P (V) correspond
to the image of {pij} via the natural map of pointed sets
H1(X,G)→ H1(X,GL(V))
associated to ρ.
2. More generally, let ρ : G → G′ be a homomorphism of groups. Then G acts on G′ by
g · g′ = ρ(g)g′ and P (G′) is a principal G′-bundle called extension of structure group of
P from G to G′.
Note that giving a section s : X → P (Y ) of an associated bundle to P , we have a morphism
s′ : P → Y such that s′(p · g) = g−1 · s′(p). Conversely, given such a morphism s′, we may
define a section of P (Y ) by setting s(x) = (p, s′(p)), where p ∈ P is any point in the fibre of
x ∈ X. Moreover, if Y and Y ′ are two quasi-projective varieties acted on the left by G and
f : Y → Y ′ is a G-equivariant morphism, there is a natural morphism P (f) : P (Y )→ P (Y ′)
between the two associated bundles.
Let H ⊂ G be a subgroup and P a principal G-bundle on X. A reduction of structure
group of P to H is a section
σ : X → P/H ∼= P (G/H).
In particular, if H is a maximal compact subgroup, a reduction of structure group to H is
called a metric of P . Now, given any reduction of structure group σ : X → P/H, we call
the pullback bundle σ∗P a restriction of structure group of P to H and denote it by
Pσ (or PH). Note that Pσ ⊂ P is a principal H-bundle and its extension of structure group
Pσ(G) (via the inclusion) is naturally isomorphic to the principal G-bundle P .
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D.2 Principal bundles on a curve
We now focus on principal G-bundles on a compact Riemann surface Σ (see the third item
in Remark D.1), where G is a connected complex reductive group. Recall that, topologically,
principal G-bundle on Σ, are classified by a discrete invariant in pi1(G) ([Ram75, Proposition
5.1]). This is usually called the topological type of the bundle and can be defined as follows.
Let G˜ be the universal covering group of G. The exact sequence
1→ pi1(G)→ G˜→ G→ 1
determines a long exact sequence in cohomology. In particular we have a map
H1(Σ, G)→ H2(Σ, pi1(G)) ∼= pi1(G).
The image under this map of the transition functions of a principal G-bundle gives its topo-
logical type.
Since an affine algebraic group G can always be realized as a (Zariski) closed subgroup of
a general linear group, the theory of principal G-bundles is a natural generalization of the
classical theory of vector bundles on a curve. Let us briefly recall the basic definitions for
GL(n,C)-principal bundles, i.e., holomorphic (or equivalently algebraic) vector bundles of
rank n on Σ. Fix the topological type d ∈ pi1(GL(n,C)) = Z, i.e. the degree of the vector
bundle. Then, a vector bundle V is said to be semi-stable if for any non-zero subbundle
W ⊂ V ,
µ(W ) ≤ µ(V ), (D.1)
where the slope µ of a vector bundle on Σ is defined as the quotient of the degree by the rank
of the bundle. Also, V is said to be stable if the inequality (D.1) is strict for all proper and
non-zero subbundles W of V . To obtain a good moduli space, one introduces an equivalence
condition slightly weaker than isomorphism called S-equivalence. Let V be a strictly semi-
stable vector bundle of slope µ(V ) = µ (in our case, µ = n/d). Then, there exists a subbundle
W ⊆ V with µ(W ) = µ. Among those, choose the one of least rank and denote it by W1. It
follows that any proper subbundle of W1 must have slope less than µ(W1), i.e., W1 is stable.
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Now consider the vector bundle V/W1. One has µ(V/W1) = µ and V/W1 is semi-stable. If
V/W1 is strictly semi-stable, one repeats the process to get a subbundle W2/W1 ⊆ V/W1,
which is stable and of same slope. By induction one obtains a filtration
0 = W0 ⊆W1 ⊆ . . . ⊆Wk = V
by holomorphic subbundles such that:
1. µ(Wj/Wj−1) = µ, for 1 ≤ j ≤ k.
2. The bundles Wj/Wj−1 are stable.
This is called the Jordan-Ho¨lder decomposition of V . Although it is clearly not unique,
the graded object
Gr(V ) :=
k⊕
j=1
Wj/Wj−1
is unique up to isomorphism. Two semi-stable vector bundles V and V ′ of rank n and degree
d are said to be S-equivalent if Gr(V ) ∼= Gr(V ′). Finally, a vector bundle V is polystable
if V ∼= Gr(V ). For the theorem below the reader is referred to [LP97, Ses82].
Theorem D.2. Fix (n, d) ∈ Z+ × Z. There exists a coarse moduli space UΣ(n, d) for semi-
stable vector bundles on Σ of rank n and topological type d. It is an irreducible projective
variety whose points correspond to S-equivalence classes of semi-stable vector bundles of rank
n and degree d on Σ.
If no confusion arises, we will drop the subscript Σ and simply denote the moduli space of
semi-stable vector bundles of rank n and degree d by U(n, d).
D.2.1 The moduli space of principal G-bundles
Now, let G be a connected reductive group over C. A natural way to generalize the semi-
stability condition for principal G-bundles on Σ from the previous notion is to consider certain
characters of parabolic subgroups and reductions of the structure group to these subgroups.
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Given a proper parabolic subgroup Q of G, then G→ G/Q is naturally a principal Q-bundle
on the projective variety G/Q. Let χ : Q → C× be a character of Q and consider the line
bundle
Lχ = G×χ C→ G/Q
on G/Q associated to G → G/Q via χ. The character χ is called anti-dominant if it is
trivial on the center Z(Q) and the line bundle Lχ is ample
1. Now, if P → Σ is a principal
G-bundle on the curve, χ : Q → C× is an anti-dominant character of a proper parabolic
subgroup Q ⊂ G and σ : Σ→ P/Q is a reduction to Q, we define the line bundle
Lσ,χ = Pσ ×χ C→ Σ
to be the associated bundle to the reduction of structure group Pσ via χ. The degree of Lσ,χ
is called the degree of P with respect to σ and χ and we denote it by deg(P )(σ, χ). We
are now ready to state the (semi-)condition for P (see Ramanathan’s paper [Ram96a] for a
further discussion and alternative characterizations).
Definition D.3. A G-bundle P on Σ is stable (respectively, semi-stable) if for every
parabolic subgroup Q ⊂ G, every non-trivial anti-dominant character χ : Q→ C× of Q and
every reduction σ : Σ→ P/Q of structure group to Q, we have
deg(P )(σ, χ) ≥ 0.
Let us indicate why this seemingly technical condition is a natural generalization of the vector
bundle case.
Example D.1. Let P be a GL(n,C)-principal bundle on Σ and denote its associated vector
bundle by V . Consider the parabolic subgroup Q ⊂ GL(n,C) consisting of matrices of the
form g =
g1 g3
0 g2
, where g1 ∈ GL(k,C) and g2 ∈ GL(n− k,C), for some 0 < k < n. The
quotient GL(n,C)/Q is then the Grassmannian variety of (n − k)-dimensional quotients of
Cn. Thus, a reduction σ : Σ → P/Q defines a subbundle W ⊂ V of rank k. The parabolic
1It is also possible to define the notion of anti-dominant character in terms of fundamental weights (see,
e.g., [GPGMiR09, Ram75] for more details).
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subgroup Q is maximal and it follows from the general theory that any anti-dominant character
χ of Q is a positive multiple of
χ0 : Q→ C×
g 7→ (det g1)k−n(det g2)k.
The associated line bundle is then a positive power of Lσ,χ0 = (detW )
k−n(detV/W )k, whose
degree is
deg(P )(σ, χ0) = (k − n) deg(W ) + k deg(V/W ).
Thus, the condition deg(P )(σ, χ) ≥ 0 is equivalent to
µ(W ) ≤ µ(V ).
Just as one can associate a graded object Gr(V ) to a semi-stable vector bundle, Ramanathan
showed [Ram96a] that there is a corresponding notion for semi-stable principal G-bundles.
He proved that every semi-stable principal G-bundle P on Σ admits a special reduction of
structure group PQ to a parabolic Q ⊂ G such that the associated bundle PQ(M) is a stable
principal M -bundle, where M ⊂ Q is the Levi factor of Q. Such special reductions, called
admissible, are characterized by the property that the degree of Lχ is zero for every character
χ of Q which is trivial on the center Z(Q). Then, the G-bundle Gr(P ) := (PQ(M))(G)
obtained by extension of structure group via the inclusion M ⊂ G is called the associated
graded bundle of P . Two semi-stable principal G-bundles P and P ′ are said to be S-
equivalent if Gr(P ) ∼= Gr(P ′).
Theorem D.4 ([Ram96a, Ram96b]). Let G be a complex connected reductive group and
d ∈ pi1(G).
(i) There exists a coarse moduli scheme N dΣ(G), or simply N d(G), for semi-stable principal
G-bundles on Σ of topological type d.
(ii) It is an irreducible normal variety of dimension
dimN d(G) = dimG(g − 1) + dimZ(G),
Appendix D. Principal bundles 206
whose points correspond to S-equivalence classes of semi-stable principal G-bundles.
(iii) If P ∈ N d(G) is stable, then, near P , the moduli space N d(G) is isomorphic to a
neighborhood of 0 in
H1(Σ,Ad(P ))
Aut(P )/Z(G)
.
In particular, for a generic stable G-bundle P , we have
TP (N d(G)) ∼= H1(Σ,Ad(P )).
D.2.2 The symplectic group
Given a homomorphism G1 → G2 between reductive groups, it is natural to consider the
induced map between the moduli spaces. A particularly important case is when one considers
the standard representation of a classical group, which turns the study of principal bundles
into the study of vector bundles. It follows from the work of Ramanathan (loc. cit.) that the
moduli space N d(GL(n,C)) for principal GL(n,C)-bundles of topological type d is naturally
isomorphic to the moduli space U(n, d) for vector bundles of rank n and degree d. Moreover,
under this identification, N (SL(n,C)) corresponds precisely to the locus U(n,OΣ) of U(n, 0)
consisting of semi-stable vector bundles V with trivial determinant line bundle. Note in
particular that SL(n,C) is simply connected, so the only topological type (in this case the
degree) is zero, which we have omitted.
Assume G is semisimple and ρ : G → GL(V) is a faithful representation. Then a principal
G-bundle P on Σ is semi-stable if and only if the associate vector bundle P (V) is semi-stable
[Ram96a, Proposition 3.17]. Actually, as shown in [RR84], P is semi-stable if and only if
P (V) is a semi-stable vector bundle for any finite-dimensional representation V. The same
phenomenon is not true for stability though. Let us give as an example the moduli space of
symplectic principal bundles on Σ, which plays an important role in this thesis.
Theorem D.5 ([Hit05, Section 2.1]). A principal Sp(2n,C)-bundle P ∈ N (Sp(2n,C)) is
stable if and only if the symplectic vector bundle (V = P (C2n), ω) associated to the standard
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representation is an orthogonal direct sum
(V, ω) =
⊕
(Wr, ωr),
where Wr are stable vector bundles and (Wr, ωr) are mutually non-isomorphic symplectic
bundles on Σ. Moreover, P is a singular point of the stable locus of N (Sp(2n,C)) if and
only if r > 1 (i.e., W =
⊕
Wr is a strictly semi-stable vector bundle). This characterizes
the smooth locus of N (Sp(2n,C)) as the open set of stable symplectic Sp(2n,C)-bundles P
whose automorphism group Aut(P ) equals the center Z(Sp(2nC)) = {± Id}.
The moduli space N (SL(2n,C)) can be thought of as the moduli space of symplectic vector
bundles, which we denote by U(Sp(2n,C)), where such an object (V, ω) is called semi-stable
(respectively, stable) if for all isotropic subbundles W ⊂ V , its slope µ(W ) is non-positive
(respectively, negative). Moreover, (V, ω) is polystable if it is semi-stable and for all for
any strict isotropic (respectively, coisotropic) subbundle 0 6= W ⊂ V of degree 0, there is a
coisotropic (respectively, isotropic) subbundle W ′ ⊂ V such that V = W ⊕W ′. It follows
from the work of Serman [Ser08] that the forgetful map
N (Sp(2n,C))
∼=

// N (SL(2n,C))
∼=

U(Sp(2n,C)) // U(2n,OΣ)
associated to the extension of structure group Sp(2n,C) ⊂ SL(2n,C) is an embedding, a
phenomenon which does not hold in general for arbitrary reductive groups. Note that we
may identify the image of this map as the locus of U(2n,OΣ) consisting of vector bundles
which admit a symplectic form.
Remark D.6: For classical groups we will usually identify the moduli space N (G) with its
vector bundle counterpart (with the correct notion of stability, as in U(Sp(2n,C))), which
will be denoted by U(G).
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D.2.3 Generalized theta-divisor
In order to generalize the canonically defined theta divisor on Picg−1(Σ) = U(1, g − 1) to
the moduli space of vector bundles of higher rank, and ultimately to the moduli space of
principal G-bundles on Σ, we recall the determinant of the cohomology of a family of vector
bundles. The idea is that there exists a natural line bundle on U(n, d), whose fibre over a
vector bundle V can be naturally identified with ΛtopH0(Σ, V )∗ ⊗ ΛtopH1(Σ, V ). Moreover,
when d = n(g − 1), one can construct a section of this line bundle and the corresponding
divisor generalizes the classical theta divisor. We will closely follow [KNR94]. For more
details, the reader is also referred to [Sor00, KM76, DN89] (or, from a more analytic point
of view, to Quillen’s determinant construction [Qui85]).
Let T be a variety and V be a vector bundle on ΣT = Σ× T , which we think of as a family
of vector bundles {Vt}t∈T parametrized by T . There exists a two-term complex V• of vector
bundles on T
V0 → V1
such that for any base change f : Z → T , we have
Rip2,∗((Id×f)∗V) = H1(f∗V•),
where p2 : Σ × Z → Z is the projection onto the second factor and f∗V• is the complex
obtained by pulling-back V• to Z. We define the determinant of cohomology of V as the
line bundle on T given by
D(V) = Λtop(V∗0 )⊗ Λtop(V1).
In particular, its fibre on t ∈ T is canonically isomorphic to
ΛtopH0(Σ,Vt)∗ ⊗ ΛtopH1(Σ,Vt),
where Vt = V|Σ×{t}. From the base change property, it follows that
D((Id×f)∗V) ∼= f∗(D(V)),
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for any morphism f : Z → T . Moreover, if L is a line bundle on a connected variety T and
p : Σ×T → T is the projection onto the second factor, it follows from the projection formula
that
D(V ⊗ p∗L) ∼= D(V)⊗ L−χ(Vt),
where χ(Vt) = h0(Σ,Vt) − h1(Σ,Vt) is the Euler characteristic for any Vt with t ∈ T . Since
T is connected, χ(Vt) does not depend on the choice of t ∈ T .
Remarks D.6:
1. Take a universal line bundle L on Σ × Picg−1(Σ), for example. Then, fix a divisor D on
Σ of degree large enough and consider the exact sequence
0→ L(−D)→ L → L|D → 0.
If p : Σ × Picg−1(Σ) → Picg−1(Σ) is the projection, by pushing forward the short exact
sequence above to Picg−1(Σ) we obtain the complex
p∗(L|D)→ R1p∗(L(−D)))
which can be shown to satisfy the properties required.
2. In general, there is no universal bundle on moduli spaces of higher dimensional vector
bundles. It follows, however, from Grothendieck [Gro63], that the complex Rp2,∗(V) is perfect
and induces such a complex V•. More concretely, there exists an exact sequence
0→ p∗V → V0 γ→ V1 → R1p∗V → 0,
where p : Σ × T → T is the natural projection onto the second factor and V0 and V1 are
vector bundles whose ranks satisfy rk(V0) = rk(V1)+χ(Vt) (see, e.g., [ACGH85]). Here χ(Vt)
is the Euler characteristic of Vt for some closed point t ∈ T . The complex V0 γ→ V1 satisfies
the desired properties.
Once a point of the curve is fixed, we have canonical divisors on Picd(Σ) for every d ∈ Z.
Analogously to the case of the Picard variety, fix a point p ∈ Σ. Given a family of rank n and
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degree 0 vector bundles V → Σ×T parametrized by a variety T , we define the theta-bundle
by
Θ(V) = D(V)⊗ det(Vp)χ(Vt)/n,
where det(Vp) is the usual determinant line bundle of Vp = V|{p}×T . It follows from the
properties of the determinant of cohomology that
Θ((Id×f)∗V) ∼= f∗(Θ(V)),
for any morphism f : Z → T . Also,
Θ(V) = Θ(V ⊗ p∗L)
for any line bundle L on T , where p : Σ× T → T is the projection.
Theorem D.7 ([DN89]). There exists a line bundle Θ on U(n, 0) such that for any family
V of rank n and degree 0 semi-stable vector bundles on Σ parametrized by T ,
f∗(Θ) ∼= Θ(V),
where f : T → U(n, 0) is the morphism given by the coarse moduli property of U(n, 0).
Now suppose G is a connected semisimple group and V is a finite-dimensional representation
of dimension n. As discussed in Appendix D.2.2, from a family of semi-stable principal G-
bundles on Σ parametrized by T , we can associate a family of semi-stable vector bundles
of rank n and degree 0 (since G is semisimple). This, in turn gives a canonical morphism
f : T → U(n, 0). Now, using the coarse moduli property of N (G) we have a canonical
morphism φV : N (G) → U(n, 0). The theta-bundle on N (G) associated to V is defined
as the line bundle
Θ(V) = φ∗V(Θ)
on N (G). In particular, if P is a family of semi-stable principal G-bundles parametrized by
T and P(V) is the induced family of semi-stable vector bundles, it follows that
f∗(Θ(V)) ∼= Θ(P(V)),
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where we denote by f : T → N (G) the morphism given by the coarse moduli property of
N (G).
Given L0 ∈ Picg−1(Σ), we can identify U(n, 0) with U(n, n(g − 1)). Thus, given a family of
semi-stable principal G-bundles parametrized by a variety T , we can consider the associated
family V of semi-stable vector bundles (defined by L0 and V) of rank n = dimV and degree
n(g − 1) parametrized by T . Taking a complex V•, as before, given by
V0 γ→ V1,
note that rk(V0) = rk(V1), since the Euler characteristic is χ(Vt) = 0 by Riemann-Roch, and
so the determinant of the map γ defines a section of D(V) = Θ(V) (the equality coming from
the fact that the Euler characteristic is zero). These patch together to give a a canonical
global section of the theta-bundle on U(n, n(g − 1)), and so of the theta-bundle Θ(V) on
N (G). By [DN89], the zeros of this section define a Cartier divisor on N (G) whose support
is
DL0 = {P ∈ N (G) | H0(Σ, P (V)⊗ L0) 6= 0}.
Moreover, this is independent of the choice of L0 and the divisor is called the generalized
theta-divisor, or determinant divisor, in N (G) associated to the linear representation
V. Moreover, the line bundle associated to DL0 corresponds to the theta-bundle Θ(V). The
study of the Picard group of N (G) has been carried out by many authors. Generalizing
the results of Dre´zet and Narasimhan for SL(n,C), the case where G is a simply-connected
complex affine algebraic group was considered in [LS97, KN97] and the semisimple case was
treated in [BLS98]. When G is simply-connected, the Picard group is an infinite cyclic group.
It turns out that for classical groups, or when G is of type G2, the moduli space N (G) is
locally factorial precisely when the group is special (cf. Remark D.1). The groups Sp(2n,C)
and SL(2n,C) are particularly important for us and we state the results for these cases.
Theorem D.8 ([DN89, KN97, LS97]). Let G be SL(2n,C) or Sp(2n,C). Then, the moduli
space of principal G-bundles on Σ is locally factorial and its Picard group Pic(N (G)) is an in-
finite cyclic group generated by the theta-bundle corresponding to the standard representation
of G. In particular, the support of the generalized theta-divisor is irreducible.
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