We derive the inverse spatial Laplacian for static, spherically symmetric backgrounds by solving Poisson's equation for a point source. This is different from the electrostatic Green function, which is defined on the four dimensional static spacetime, while the equation we consider is defined on the spatial hypersurface of such spacetimes. This Green function is relevant in the Hamiltonian dynamics of theories defined on spherically symmetric backgrounds, and closed form expressions for the solutions we find are absent in the literature. We derive an expression in terms of elementary functions for the Schwarzschild spacetime, and comment on the relation of this solution with the known Green function of the spacetime Laplacian operator. We also find an expression for the Green function on the static pure de Sitter space in terms of hypergeometric functions. We conclude with a discussion of the constraints of the electromagnetic field.
INTRODUCTION
Let us consider a four dimensional, static, spherically symmetric background with metric
By static, we mean that the spacetime admits a hypersurface orthogonal timelike Killing vector ξ µ , such that ξ µ ξ µ = −λ 2 . The induced metric on the spacelike hypersurface Σ is h αβ = g αβ + λ −2 ξ α ξ β , and since the hypersurface is assumed to be spherically symmetric,
we can write λ = λ(r) .
The object of our interest in this paper is the Green function G( x, y) for the induced spatial Laplacian operator, which formally satisfies the equation
where D µ is the induced covariant derivative compatible with the induced metric,
and the 3-dimensional covariant delta function δ ( x, y) is defined by
for all well-behaved functions f ( x) if σ ⊆ Σ includes the point y, and zero otherwise. This
Green function is relevant for the Hamiltonian dynamics of fields on curved backgrounds, as we discuss below.
On the other hand, a different Green function appears in solving for the Coulomb potential in static spherically symmetric spacetimes, and a closed form expression for it is well known.
For Maxwell's equation 5) where F µν = ∂ µ A ν −∂ ν A µ is the usual electromagnetic field strength tensor. In what follows, a µ = h ν µ A ν and φ = ξ α A α represent the spatial and temporal components of the spacetime field A µ respectively. By defining the electric field as 6) we find that the contraction of Eq.(1.5) with λ −1 ξ µ , equivalent to setting µ = 0, leads to
where J 0 = λ −1 ξ µ J µ and £ ξ is the Lie derivative with respect to ξ α . If we also set £ ξ φ = 0 = £ ξ a µ , and take a point charge by setting J 0 = δ ( x, y), Eq.(1.7) reduces to that for the Green function for the electrostatic potential,
x G( x, y) = −4πδ( x, y) .
(1.8)
The left hand side of Eq.(1.8) is nothing but the the action of the d'Alembertian on timeindependent functions, for which the expansion
reveals that while Eq.(1.2) and Eq.(1.8) are the same in flat space, they differ on curved backgrounds where λ is not a constant. We will call the Green function corresponding to Eq.(1.8) the 4d static scalar Green function, and that of Eq.(1.2) the inverse spatial Laplacian.
For the Schwarzschild background, the 4d Green function G( x, y) is known in closed form.
It can be derived by direct construction of the Hadamard elementary solution [1] and also using the method of multipole expansion [2, 3] . A closed form expression was given in [4] , which included an additional term missed in [1] . This term accounts for the induced charge behind the horizon of the black hole on the Schwarzschild background, and corresponds to the zero mode contribution in the multipole expansion result. The closed form expression for the static, scalar Green function for the spacetime Laplacian on curved backgrounds has found numerous applications [5] [6] [7] [8] [9] predominantly in its use in determining the self force acting on the particle placed on such backgrounds [10] [11] [12] [13] [14] [15] [16] . Such closed form expressions have additionally been determined for the Reissner-Nördstrom [17] , and more recently for Kerr backgrounds [18] .
In contrast, the Green function of Eq.(1.2) arises in various contexts which involve fields on static foliations of spacetime. These include the gravitational initial value problem [19] [20] [21] , metric fluctuations around solutions of the Einstein field equations [22] [23] [24] , classical radiation of free-falling charges [25] , and more recently, renormalization group equations on curved backgrounds [26] [27] [28] , to name a few. This Green function is particularly relevant in the context of Hamiltonian dynamics of fields. The specific context we have in mind is the constrained dynamics of gauge field theories, where this function appears for gravitational [29] [30] [31] and electromagnetic [32] [33] [34] [35] fields. For example, the Maxwell field has the first class Gauss law constraint D i π i ≈ 0 , which implies the existence of redundant or gauge degrees of freedom, which can be eliminated by fixing the gauge and then applying Dirac's procedure. The resultant Dirac brackets of the fields and their momenta in the radiation gauge on curved backgrounds with horizons involves this Green function [36] . However, while well motivated in the literature, we found no closed form expressions for them on curved backgrounds. In this work, we consider these functions for spherically symmetric backgrounds, and derive their expressions for the Schwarzschild and pure de Sitter cases.
For these backgrounds, the metric of Eq.(1.10) takes the form
Both backgrounds possess a horizon, defined by λ = 0. 
where the delta functions are normalized according to
Away from the point charge, the right hand side of Eq.(2.1) vanishes, and we can expand G as 
Substituting Eq.(2.3) in Eq.(2.1) away from the source, we find that R l (r) is a linear combination of two independent solutions,
where g l (r) and f l (r) are given by [2, 38] 
Here P l and Q l are the Legendre functions of the first and second kind, respectively. With the exception of g 0 (r) = 1, the leading term of g l (r) is proportional to r l and diverges as r → ∞.
Thus this solution is ruled out for large values of r. Both g l (r) and f l (r) are well behaved at the horizon r = 2m. However, d dr f l (r) diverges logarithmically as r → 2m , except when l = 0. On the other hand, the leading behaviour of f l (r) for large r is proportional to r −l−1 .
We can thus write Eq.(2.3) as
The continuity of G and discontinuity of ∇G at r = r ′ tells us that by defining r < = min(r , r ′ ) and r > = max(r , r ′ ), we can write G( r, r ′ ) as
A bit of algebra now shows that these solutions can be rewritten in the form
This expression, found in [4] , differs from a solution provided many years earlier [1] because of the term m rr ′ , which accounts for the zero-mode contribution in Eq.(2.11). The result in Eq.(2.12) has been derived recently using the heat kernel method and bi-conformal symmetry in [40] . 
It will be convenient to make a change of variables from r to y = r m − 1 . After we find the solution, we can change variables again to express the Green function in terms of the original coordinates.
In terms of y , Eq.(3.1) takes the form sin θ ∂ y (y + 1)
with the point source located at (y ′ , θ ′ , φ ′ ) in the new coordinates.
The angular delta functions satisfy the expressions in Eq.(2.2), while the y delta function now satisfies
3)
The first step in our derivation is to consider Eq.(3.2) far removed from the source. Thus we need to solve the following equation
and substituting Eq.(3.5) in Eq.(3.4), we get the differential equation
We have described the solution of Eq.(3.6) in Appendix A. The general solution is given in Eq.(A8), and it is of the form
where the functions g l (y) and f l (y) involve Legendre polynomials of fractional degree, with the argument y > 1. Legendre polynomials of fractional degree can be described in terms of hypergeometric functions, for which there exist several representations. A particular representation which we will use is (cf. pp 153-163, Table entry 10 and 28, of [39] )
The solutions g l (y) and f l (y) make use of these solutions for the case of µ = 1 2
and ν = l as shown in Eq.(A8) of Appendix A, and can be written as
It turns out that the functions given in Eq.(3.9) admit expressions in terms of more elementary functions, which we will now describe. These expressions will be relevant in determining the final form of the Green function for the spatial Laplacian. The hypergeometric functions contained in g l (y) in Eq.(3.9) are both of the following generic form, with the known representation
where a stands for both in the above expression. We can thus write the expression for g l (y) as
Likewise, the hypergeometric function given in f l (y) has the following expression in terms of elementary functions, . We can thus write f l (y) as
The calculation below will require the Wronskian of the solutions given in Eq.(3.9). Using the above expressions, we readily find that the Wronskian W (g l (y), f l (y), y) is given by
There are two limits to consider of the solutions given in Eq.(3.11) and Eq.(3.13), and their derivatives. These are the y → 1 and y → ∞ limits, which correspond to r → 2m and r → ∞ respectively. Before describing these, we note that g 0 (y) is a special case in that it is a constant, g 0 (y) = 1 for all values of y.
For all the other terms we find the following. As y → 1, both g l (y) → 1 and f l (y) → 1 for all values of l, i.e. they are both finite. However, all derivatives of f l (y) diverge as y → 1,
Thus the near horizon solution must only contain g l (y), and we must set B l (y ′ ) = 0 in Eq.(3.7) in the region between (y ′ , θ ′ , φ ′ ) and the event horizon of the black hole.
On the other hand, as y → ∞ , we find that f l (y) → 0 for all values of l, and the derivatives of f l (y) are also well behaved, but g l (y) diverges for l = 0. We must thus set
We can therefore write the solution in the following way in the two regions,
using which we can write the solution in the form
We can now determine the constants C l by appropriately integrating Eq.(3.2). To begin with, we insert Eq.(3.5) into Eq.(3.2), multiply both sides with P l ′ (cos γ) and integrate with respect to θ and φ to find
Integrating Eq.(3.18) over an infinitesimal region from y ′ − ǫ to y ′ + ǫ , we get 19) where in going from the second to the third equality in Eq.(3.19), we made use of Eq.(3.14).
Thus we have determined that C l is independent of l ,
and we can write the solution of Eq.(3.2) as
where y < = min(y , y ′ ) and y > = max(y , y ′ ) . Using Eq.(3.13) and Eq.(3.11), we find that
For the sake of notational convenience, let us define
Using Eq. (3.22) , and the standard expression for the generating function for Legendre poly-
we find that Eq.(3.21) takes the form
To write the solution in terms of Schwarzschild coordinates, we simply make the substitution for y , and write , and κ(r ′ ) similarly. As noted earlier, we see that as we take the flat space limit (m → 0), this solution as well as that of Eq.(2.12)
reduce to the Green function of flat space. We also note that just as in the Green function result given in the previous section, this solution is regular at the horizon.
IV. INVERSE SPATIAL LAPLACIAN OF THE DE SITTER BACKGROUND
We now turn our attention to writing a closed form expression for the Green function on a de Sitter background. The scalar de Sitter Green function for cosmological de Sitter spacetimes has been derived in [41] [42] [43] . In static coordinates, the thermal Green function for the massless scalar field equation [44] , as well as the Green function for the massive scalar field equation [45, 46] are known in the literature. These Green functions correspond to the de Sitter generalization of Eq.(1.9), whereas we will be concerned with the derivation of the solution of the inverse spatial Laplacian, i.e. of Eq.(1.2). The procedure described in this subsection can be used for finding the solution of Eq.(1.8) as well.
For pure de Sitter space with cosmological constant Λ , we have λ(r)
, working in the quadrant of de Sitter space where the time coordinate increases into the future. We again make a change of coordinates and write y = 
The delta functions for the angular variables satisfy Eq.(2.2), but the y delta function now
As in the Schwarzschild case, we begin by solving the above equation far away from the
Substituting Eq.(4.3) in Eq.(4.2), and using Eq.(2.5), we get the equation
To find the general solution in this case, it will be convenient to express Eq.(4.4) in terms of t = 1 − y 2 , which results in
Using the ansatz R l (t, t ′ ) = B l (t ′ )P ν µ (t)A(t) as before (see Appendix A), we find the following general solution
(4.6)
The Legendre polynomials described in Eq.(4.6) can be described in terms of hypergeometric functions. For Legendre polynomials defined in the region between −1 and +1, we have (cf.
p.166 of [39] )
By using the expressions in Eq.(4.7), and writing the results in terms of the variables y by substituting 1 − t 2 = y 2 , one can find the following general solution
where g l (y) and f l (y) are now given by
Here, A l (y ′ ) and B l (y ′ ) are real coefficients, and the solutions themselves are positive and real in the region between 0 and +1. The Wronskian of the two solutions given in Eq.(4.9)
satisfies the following relation
Unlike in the Schwarzschild case, we were unable to determine a closed form expression of the solutions in terms of elementary functions for arbitrary l. The solutions for specific choices of l however can be easily determined. Using the derivative relations satisfied by the hypergeometric functions, we have derived in Appendix B the following general form of the f l (y) solutions To proceed further, we need to determine the behaviour of the solution in the limit y → 0 and y → 1 . As before, g 0 (y) = 1, which follows from 2 F 1 0, 1; ; y 2 = 1, and will not be considered in the following. As y → 0, we can make use of the following derivative relation satisfied by the hypergeometric functions 12) as well as 2 F 1 (a, b, c, 0) = 1, to determine the behaviour of the solutions. We see that g l (y) and its first derivative vanish, while f l (y) and its first derivative diverge for all values of l , as y → 0 . We must thus set B l = 0 in Eq.(4.8) in the region where y can vanish, in order to have regular solutions.
As y → 1, we need to consider the integral representation of the hypergeometric function to demonstrate that g l (y) is finite while its first derivative diverges, for l = 0. This is shown in Appendix B. The solutions provided in Eq.(4.11) tell us the following about the f l (y)
solutions in the limit y → 1. While f l (y) remains finite for all l, and f l (1) = 0 when l is even, the behaviours of the first derivatives differ for even and odd l. The first derivative of f l (y) diverges when l is even, and is finite when l is odd. Regularity of the solutions requires that in the region where y → 1, we not only set A l = 0 for all l = 0, but also set B l = 0 for even l .
We can now determine the general solution G( y, y ′ ) for the point source located at
Away from the source the solution is given by Eq.(4.3). As explained above, in the region y < y ′ we simply set B l (y ′ ) = 0 and sum over all l. In the region y > y ′ we set A l (y ′ ) = 0 for all l = 0 and sum over all odd l, but we in addition have the g 0 (y) = 1 term which contributes a constant term. Thus, we can write
(4.13)
Finally, we need to match these solutions at y = y ′ . This sets A 0 = A ′ 0 , and leads us to define the constant
, and we also find that A k vanishes for even k( = 0). Then we can write 14) where C 0 ≡ A 0 is the constant zero-mode contribution, and
Multiplying both sides of Eq.(4.1) with P 2l ′ +1 (cos γ) and integrating with respect to θ and φ, we get
where we have used Eq.(2.6). We next integrate over y from y ′ − ǫ to y ′ + ǫ, i.e. over an infinitesimal region about the point source, for which we find
where we have made use of Eq.(4.10) in going from the second to the third equality in Eq.(4.17). Using this, we can write the Green function in the de Sitter case as , to find the solution in terms of r ,
In this paper, we have discussed a new class of static, scalar Green functions on spherically symmetric spacetimes, those corresponding to the inverse spatial Laplacian defined exclusively on the spatial hypersurface of the spherically symmetric spacetime. Specifically, we have derived the inverse spatial Laplacian in the form of mode solutions for the Schwarzschild and pure de Sitter backgrounds. We have determined the closed form expression for Green function on Schwarzschild spacetime in terms of elementary functions, and on the pure de Sitter space in terms of hypergeometric functions.
As we have mentioned earlier, one of the places where the spatial Laplacian appears is in the constrained quantization of Maxwell fields on static spherical symmetric spacetimes with horizons. Let us now briefly discuss the role of the Green function in that problem; for more details we refer the reader to [36] .
For the Maxwell field, an important distinction between the its treatment on spacetimes with or without horizons is that the Gauss law constraint in the former case picks up additional surface terms from the horizon,
Here π µ are the momenta conjugate to the hypersurface projected field a µ , r H is the horizon radius, and n µ is the outward pointing normal on the horizon. This is still a first class constraint, and one way of handling it is to fix a gauge and find the corresponding Dirac brackets. An interesting choice of gauge fixing function is one that includes a surface term,
For this choice, the relevant Dirac bracket becomes the second term on the right hand side, and that term also picks up a factor of λ .
Consider the Dirac bracket in the Schwarzschild background. When one of the arguments is at the horizon, e.g., in the limit y → r H , we find for the r − r component that We seek to solve Eq.(3.6) and Eq.(4.5), which take the general form
We will solve this equation, for the cases of Eq.(3.6) and Eq.(4.5) by making use of
We first recall that the Legendre polynomial is a solution of the following differential equation
Expanding Eq.(3.6), we find
Substituting the ansatz and making use of Eq.(A2), we get
Collecting terms, we have
We can now explore the simplest possibility which makes Eq.(A5) true, namely, that the coefficients of l (y). Since our procedure made use of the Legendre polynomials, we would get another solution by simply using R l (y,
, with the same solution for A(y). The general solution is thus found to be
Eq.(3.6) is written as it is since i Q 1 2 l (y) is a real solution. This procedure can similarly be used in Eq.(4.5), which can be written as
Substitution of the ansatz R l (t, t ′ ) = B l (t ′ )P µ ν (t)A(t) now leads to the following equation
As before, we assume the possibility that the coefficients of the P µ ν (t) and 
Substituting this equation back into Eq.(A10) leads to the following result
which is satisfied for the choice of ν = . Since in this case ν ± µ is an integer but µ is not, the other independent solution is not Q µ ν , but rather P −µ ν . Thus the general solution can be written as
which is Eq.(4.6).
f l (y) solutions and hypergeometric functions
For the f l solutions, we need to find the expressions explicitly in order to determine the nature of the derivatives at the point y = 1. For the values of l = 0, 1, 2 and 3, the corresponding hypergeometric functions are, respectively,
Here we see that 2 F 1 (a, b; c; y 2 ) and 2 F 1 (a − 1, b − 1; c − 2; y 2 ) represent two successive even (odd) solutions when (a, b; c) =
Two hypergeometric functions which are contiguous are related to one another through certain differentiation formulas (cf. Eq.s (15.5.4) and (15.5.9) of [37] ). Let us look at the ones relevant to the f l functions. These are 
With this definition, the solutions we seek are given by f l (y) = we know that 2 F 1 (0, b; c; z) = 2 F 1 (a, 0; c; z) = 2 F 1 (a, b; c; 0) = 1. This tells us that the lowest order solutions are simply
We will use these to derive the expressions for the f l (y) functions given in Eq.(4.11). We begin with the even l solutions. It can be seen that all even l solutions are of the form We can now make a change of variable to z = y 2 in all the F l (z) solutions, and consider f l (y) = , which guarantees that 2 F 1 a, a + 1, 2a + 
