Abstract-In this paper, the authors propose an algorithm to find all the minimal signed digit (MSD) representations of a constant and present an algorithm to synthesize digital filters based on the MSD representation. The hardware complexity of a digital signal processing system is dependent on the number system used for the implementation. Although the canonical signed digit (CSD) representation is widely employed, as it is unique and guarantees the minimal number of nonzero digits for a constant, the MSD representation provides multiple representations that have the same number of nonzero digits as the CSD representation. The proposed filter synthesis algorithm utilizes this redundancy of the MSD representation to make common subexpressions, as many as possible, leading to smaller filters. By applying the proposed algorithm to the hardware synthesis of finite impulse response filters, the authors obtained multiplier blocks that are 7% smaller than those generated from the CSD representation.
I. INTRODUCTION
Digital filters are frequently used in digital signal processing by virtue of stability and easy implementation. Although programmable filters based on digital signal processing cores can take an advantage of flexibility, they are not suitable for recent consumer applications demanding high throughput and low-power consumption. In such an application, therefore, application specific digital filters are frequently adopted to meet the constraints of performance and power consumption. However, these filters are suffering from a large number of multiplications, leading to excessive area and power consumption even if implemented in full custom integrated circuits. Therefore, the problem of designing digital filters with small area and low-power consumption has received a great attention during the last decade. Early works have focused on replacing multiplications by decomposing them into simple operations such as addition, subtraction, and shift. As the coefficients of an application specific filter are constant, the decomposition is more efficient than employing general multipliers. The number of additions/subtractions used to implement the coefficient multiplications in this case dominates the complexity of filters. Many approaches have been proposed for the implementation of multiple constant multiplications (MCMs) [1] - [10] . In the approaches, a common subexpression is searched among multiple constants and implemented into one hardware in order to share the result of the subexpression in evaluating all the constants. Previous approaches have tried to select common subexpressions, as many as possible, after representing the constants in the canonical signed digit (CSD) representation. Although the CSD representation is good for one constant, it is not the best for multiple constants because the CSD representation of a constant is unique and independent of the other constants, leading to limited subexpressions for multiple constants. For the multiple constant multiplications, it is more efficient to use the minimal signed digit (MSD) representation that has the same number of nonzero digits as the CSD representation but provides multiple representations for a constant [9] , [10] .
As the CSD representation is unique, it has received much attention and there have been many methods of converting a given binary number into the CSD representation [11] - [15] . The uniqueness is important in terms of mathematics, but not in implementing hardware units. In general, the MSD representation providing multiple representations that yield the same value is more flexible than the CSD representation. This redundancy can result in smaller hardware units than those generated from the CSD representation, if an appropriate MSD representation is selected for each constant. Even better results could be obtained by using all signed digit representations including nonminimal signed digit representations. The search space, however, becomes so large that the exploration time becomes unreasonably long. Each digit in the signed digit representation can have one of three values, 01, 0 and 1. In n-digit representation, 3 n combination represents 2 n+1 0 1 numbers. Therefore, the average number of representations per number is (3=2) n =2 approximately, growing exponentially as n increases. The MSD representation gives a search space small enough to explore in reasonable time and large enough to give good results. In spite of this advantage, the MSD number system has not been studied much because of the lack of formalism and there has been no report on how to find all the MSD representations for a given number except enumerating all cases. In this paper, we propose an algorithm that can find all the MSD representations for a given constant number. In addition to the MSD generation algorithm, we present a new digital filter synthesis algorithm to exploit the MSD representations of coefficients.
The rest of this paper is organized as follows. In Section II, the CSD and MSD representations are introduced and compared in more detail. In Section III, we suggest a theorem and an algorithm to generate all MSD representations of an arbitrary number. We explain the algorithm to synthesize digital filters with the MSD representation in Section IV and experimental results obtained from the filter synthesis are described in Section V. Finally, concluding remarks are made in Section VI.
II. CSD AND MSD REPRESENTATIONS
The CSD representation is a radix-2 signed digit system with the digit set f1; 0; 1g, where 1 denotes 01. Given a constant, the corresponding CSD representation is unique and has two properties; the first is that the number of nonzero digits is minimal and the second is that the product of adjacent two digits is zero, that is, two nonzero digits are not adjacent. Due to the first property, the CSD representation is widely used in implementing MCMs because it guarantees the least number of additions for a given constant. The second property is called "property M" in [11] . If a signed digit representation of a constant satisfies property M, it is the CSD representation. If the second property is relaxed, it is called the minimal signed digit (MSD) representation.
Although the CSD representation is optimal for one constant, it is difficult to consider the other constants in case of multiple constants because a number is uniquely represented in the CSD representation. Since the MSD representation is a superset of the CSD representation and provides a number of forms, the MSD representation is more appropriate in finding common subexpressions for multiple constants if a proper MSD representation is selected for each constant to be synthesized [9] , [10] . Since the representation method affects the number of additions (or subtractions) in the decomposed multiplication block and the number of common subexpressions that can be eliminated, it has significant influence on the resulting area and power consumption.
III. MSD GENERATION ALGORITHM
Basically, the MSD representations of a number are derived from the corresponding CSD representation. In this section, we present a theorem related to the CSD-to-MSD conversion and an algorithm to generate MSD representations. (1) 
where + represents at least one repetition. The proof of Theorem 1 is complex and thus omitted in this paper for simplicity. If there are readers who are interested in the exact proof, please refer to [16] . From Theorem 1, it can be induced that the only transformations needed to convert the CSD representation to MSD representations are 10 1 ! 011 and 101 ! 0 1
1. Fig. 1 shows how a number of MSD representations are achieved by repeatedly applying the short transformations. The overall algorithm developed from that fact is as follows. First, a number is represented in the CSD representation by using one of the algorithms presented in [11] - [14] . As the CSD representation is also an MSD representation, it is registered as the first MSD representation. Next, a pattern of either 10 1 or 101 is searched starting from the most significant digit and transformed to 011 or 0 1 1, respectively. For each transformation, a new MSD representation is generated. The transformation is repeatedly applied to the new MSD representations found in the previous transformations until there is no such pattern. To avoid duplications, the patterns are searched in an MSD representation from the next position of the digit where a transformation is applied to generate the MSD representation.
The detailed explanation of the algorithm and related terms is described below.
Definitions: 
IV. FILTER SYNTHESIS ALGORITHM
In this section, we explain the proposed multiplier block synthesis algorithm. In the previous methods, common subexpressions are searched and combined after all coefficients are expressed in the CSD representation, whereas in the proposed algorithm coefficients are considered and synthesized one by one, e.g., a coefficient is selected and synthesized sequentially one at a time.
The first step is to generate all MSD representations for each coefficient. Then, a coefficient that can be implemented using a minimal number of adders is selected for synthesis, that is, a coefficient with the minimal number of nonzero digits is selected for the first synthesis. The intermediate sums that can be obtainable from the adders used for the synthesized coefficients are registered as partial sums. Among not-yet synthesized coefficients, we select a coefficient that can be implemented with minimal additional adders. Therefore, the next coefficient to be synthesized is the one that can be implemented with the previously defined partial sums. The following is the flow of our algorithm where cSet is the set of coefficients that are to be synthesized and patSet is the set of patterns of partial sums that can be used to synthesize the selected coefficient.
Algorithm 2
Step 1. Insert 1 into patSet.
Step 2. Even coefficients are made odd by dividing them by a power of 2. Negative coefficients are converted to positive ones. The coefficients that have the same value with other coefficients are removed. The remaining coefficients are inserted into cSet.
Step 3. Obtain all the MSD representations of the elements in cSet.
Step 4. If there is an element in cSet that has the same MSD representation as the shifted value of an element in patSet, it is removed from cSet. Repeat this step until there is no such element in cSet. If no element is in cSet, end.
Step 5. If there is an element in cSet that has the same MSD representation as a shifted combination of two elements in patSet, it is removed from cSet and inserted into patSet. Fig. 3(a) is an example that a combination of two partial sums matches a coefficient. Repeat this step until there is no such element in cSet. If no element is in cSet, end.
Step 6. If there is an element in cSet that has the same MSD representation as a shifted combination of three elements in patSet, it is removed from cSet and inserted into patSet. One combination of two partial sums is inserted into patSet. An example is shown in Fig. 3(b) . If no element is remained in cSet, end. If no element is removed from cSet in Steps 4-6, go to Step 7. Otherwise, go to Step 4.
Step 7. For each shifted combination of two partial sums in patSet and each MSD representation of elements in cSet, check if the pattern of the combination is included in the MSD representation and count the number of nonzero digits in the MSD representation that are uncovered by the combination. Select a pair of a combination and an MSD representation that has the minimal number of uncovered nonzero digits. The pattern of the combination is registered as a new partial sum. A new element obtained by removing the selected combination is inserted into cSet. Fig. 3(c) presents an example, where becomes a new partial sum and becomes a new coefficient. Go to Step 4.
When combining elements, shifting of elements is allowed, but there must be no conflict between them, e.g., there must be no digit place where two or more elements have nonzero digits simultaneously. Steps 1 and 2 are the preparing steps. In Step 1, 1 is inserted into patSet because it needs no adder. In Step 2, the coefficients are modified. The division or multiplication by a power of 2 can be implemented by wiring and the negation can be implemented by changing the adders to the subtractors. We can use positive odd numbers in place of negative or even numbers and the original negative or even coefficients can be produced from the positive odd numbers with a little hardware overhead.
Step 3 generates the CSD representation and all of the MSD representations for each coefficient. The MSD representations are created with the algorithm in Section III. In Step 4, the elements in cSet that are already in patSet are removed because they are already made. In Step 5, the elements that can be synthesized with only one adder are selected and synthesized. In Step 6, the elements that need two adders are synthesized. In Step 7, we modify a coefficient by including the most matched combination of partial sums into patSet when there is no element that can be synthesized with one or two adders.
The above algorithm, however, cannot consider all the coefficients simultaneously. The partial sums generated in the later coefficients cannot be shared with the former coefficients. The iterative scheme can solve this problem. Algorithm 2 is repeated once more with the partial sums generated in the first process. Some of the partial sums should be eliminated in order not to generate the same results. More iterations might provide better results, but our experiments reveal that more-than-three iterations do not give better results. The following algorithm provides the best results in most cases.
Algorithm 3
Step 1. Process Algorithm 2.
Step 2. Eliminate the partials sums that are not used in generating other partial sums. Go to Step 3 of Algorithm 2.
Step 3. Eliminate the partial sums that are not shared. Go to Step 3 of Algorithm 2.
V. EXPERIMENTAL RESULTS
The proposed algorithms are applied to several finite impulse response filters (FIRs) and compared with previous algorithms. The specification of those filters is summarized in Table I , where f p and f s are normalized passband frequency and stopband frequency, respectively, #tap is the number of taps, and Width denotes the word size of fixed-point representation. The passband and stopband frequency of the first filter in Table I are quoted from the example in [5] . Given the parameters, the floating-point coefficients of test filters are generated using the Remez algorithm in MATLAB and then converted to integer numbers by rounding. We assume transposed-form filters that can accept the subexpression sharing.
In Table II , the results obtained by the previous and proposed algorithms are shown. The results are compared in two terms. The first one is the number of adders required in each multiplier block. A subtractor is also counted as an adder since the area of a subtractor is almost the same as an adder. The other one is the number of adder steps. It means the number of adders in a maximal path of a multiplier block. A large number of adder steps increases the length of the critical path and decreases the speed. In addition, it generates more glitch and consumes more power. The column denoted as 'Simple' represents the results obtained by constructing a separate adder tree for each coefficient. The simple method requires a lot of adders but provides the fastest results requiring the minimal number of adder steps. The next three columns show the results of previous CSD-based algorithms. Among them, Paško's and Hartley's method provide better results. Comparing to the simple method, the methods significantly reduce the number of adders needed to synthesize the filters at the cost of delay increase for some filters. In terms of the number of adders, Paško's results are slightly better than those of Hartley, whereas the number of adder steps resulting from Paško's method is usually larger than that of Hartley's method. The last column describes the results obtained by the proposed algorithm. The MSD-based algorithm provides fast results that need the minimal number of adders without increasing the number of adder steps. It can reduce the number of adders by 7% even compared to Hartley's method. III  EXECUTION TIMES   TABLE IV  PLACEMENT AND ROUTING RESULTS   Table III compares the execution time (in seconds) taken to process 16 filters at a Sun Ultra60 workstation. All algorithms are written in C language and compiled in GNU C compiler with -O3 option. The proposed algorithm with the MSD representations takes more time than Hartley's algorithm because it has larger search space. For a filter, however, the average execution time of the proposed algorithm is about 20 s.
The filters generated by algorithms are described in Verilog hardware description language and synthesized by Synopsys Design Compiler with 0.35 m technology standard cell library. We have done placement and routing with Avanti's Astro. Power consumptions of filters generated with Hartley's algorithm and the proposed algorithm are almost the same (less than 0.5% on the average). Table IV shows the delays after placement and routing. The filters of the proposed algorithm are slightly faster than those of Hartley's.
VI. CONCLUSION
In this paper, we have presented an algorithm to find all the MSD representations of a constant number and a digital filter synthesis algorithm based on the MSD representation. Starting from the CSD representation, all the MSD representations are discovered by repeatedly applying simple transforms, 10 1 ! 011 and 101 ! 0 1
1. The proposed filter synthesis algorithm is to select one coefficient at a time and synthesize it using previously synthesized patterns, which is different from the conventional method that searches subexpressions common to multiple constants. To overcome the disadvantage that the algorithm can view only one coefficient at a time, the proposed algorithm is repeated by keeping the partial sums generated from the previous iteration. To show the effectiveness of the proposed algorithm, several filters are implemented and the results are compared with those generated from previous algorithms. The experimental results show that the proposed algorithm yields better results than the conventional ones obtained from the CSD representation.
