Towards Distributed Energy Services: Decentralizing Optimal Power Flow
  with Machine Learning by Dobbe, Roel et al.
1Data-Driven Decentralized Optimal Power Flow For
Distributed Energy Services in Distribution Grids
Roel Dobbe, Oscar Sondermeijer, David Fridovich-Keil, Daniel Arnold, Duncan Callaway and Claire Tomlin
Abstract—The implementation of optimal power flow (OPF)
methods to perform voltage and power flow regulation in electric
networks is generally believed to require extensive communica-
tion. We consider distribution systems with multiple controllable
Distributed Energy Resources (DERs) and present a data-driven
approach to learn control policies for each DER to reconstruct
and mimic the solution to a centralized OPF problem from solely
locally available information. Collectively, all local controllers
closely match the centralized OPF solution, providing near-
optimal performance and satisfaction of system constraints. A
rate distortion framework enables the analysis of how well the
resulting fully decentralized control policies are able to recon-
struct the OPF solution. The methodology provides a natural
extension to decide what nodes a DER should communicate with
to improve the reconstruction of its individual policy. The method
is applied on both single- and three-phase test feeder networks
using data from real loads and distributed generators, focusing on
DERs that do not exhibit intertemporal dependencies. It provides
a framework for Distribution System Operators to efficiently
plan and operate the contributions of DERs to active distribution
networks.
I. INTRODUCTION
Many Distribution System Operators (DSOs) are testing ways
to prevent expensive network updates by exploiting DERs and
their sensing and actuation capabilities to provide Distributed
Energy Services (DES) to enable active distribution networks.
In DES, DERs are embraced (1) to compensate for the negative
effects of distributed generation (DG) and electric vehicle (EV)
charging to allow for higher levels of penetration, and (2) to
distribute and diversify capital investments on the grid both in
space and time, to align closer with actual changes that occur
organically. The latter benefit can dramatically decrease capital
costs, as larger updates tend to be more conservative due to
longer and more uncertain planning horizons [1].
Earlier efforts to address voltage and power flow problems
related to higher penetrations of DERs aimed at developing
decentralized control based on local information [2], [3], [4],
[5]. These use heuristics to adjust reactive power output at
each inverter based on the local voltage, and have shown
promise in their ability to reduce voltage variability, but
suffer from extensive tuning, which is impractical for larger
networks with many inverters. In addition, these methods yield
suboptimal control signals and generally do not guarantee the
satisfaction of critical system constraints [6]. A step further,
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we find methods that consider a control theoretic formulation
emulating proportional [7] or integral control [8]. Some of
these exploit sensitivities between controllable variables and
relevant quantities in the network such as critical voltage
or branch flow levels [9], [10], [11]. Lastly, [8] proposes a
simple localized optimization framework aiming to track a
local voltage reference, and provides necessary conditions that
show that these methods do not converge and may not be stable
for longer and more heavily loaded networks.
The emerging need for active distribution grids also motivates
the use of Optimal Power Flow (OPF to enable optimization &
control based on system-wide information [12]. OPF refers to
solving an optimization problem that minimizes some economic
or operational objective subject to power flow and other
constraints, such as capacity or thermal limits. Traditionally,
OPF is used offline as a design tool for network upgrades to size
and place equipment, as proposed for capacitor planning in [13],
or as a planning tool to schedule the dispatch of generators
and control equipment. With recent theoretical advances in
optimization overcoming a lack of convergence guarantees [14],
[15], the implementation of OPF in an online setting has been
a popular research area. The inherent lack of communication
infrastructure in distribution networks subsequently motivated
various efforts to implement OPF in a distributed fashion,
relying on agent-to-agent communication, such as via consensus
algorithms [16] or dual decomposition [17], [18], [19]. Recent
work has considered the co-optimization of planning and
operation by considering both traditional expansion measures
(such upgrading transformers or cables) as well as real-time
control through DES, utilizing a decision-making process that
builds on an iterative AC optimal power flow method [20].
Lastly, advances in extremum-seeking showed that model-
free optimization is possible with provable guarantees for
convergence and convexity for a variety of distribution feeder
objective functions over a broad range of power flows [21].
Despite the elegance of distributed solutions, the necessary
communication infrastructure is still a steep investment at the
scale of transforming distribution networks.
More recently, data-driven approaches to active distribution
networks have been proposed. Some efforts propose data-driven
methods to robustify OPF against the inherent uncertainty
in injections from DERs [22], [23]. These methods do not
address the challenge of determining parameters for local
controllers. In [24], linear mappings are determined in real-
time to approximate the nonlinear relationship between voltage
magnitudes and nodal power injections. While useful in
scenarios where topological changes occur, the approach as is
does not incorporate the abilities of OPF to produce network-
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2wide sophisticated behaviors and constraint satisfaction. The
idea to use machine learning to learn how to mimic OPF by
learning local mappings based on OPF calculations was first
proposed in [25], and further formalized with information
theory in [26]. A related approach uses kernels to learn
nonlinear localized control policies based on a linearized OPF
problem [24]. More recently, the approach was applied to
design voltage-reactive power (volt-var) droop-curves in [27],
[28]. These approaches constrain the parameter space of the
machine learning model to produce a monotonically decreasing
volt-var relationship. Some related papers consider the use of
robust optimization to infer decentralized linear decision rules
for volt-var [29] or affine policies for controlling both real and
reactive power [30]. The former effort adopts the nonlinear bus
injection model, while the latter assumes linear branch flow
equations and includes intertemporal dependencies of battery
storage systems. While linear and (piecewise-)affine control
policies have been central in the emerging debate on active
distribution networks, they do form a limit on the kind of
behaviors that may be attained and the types of OPF problems
that can be decentralized. In addition, the use of voltage as an
exogenous variable may lead to closed-loop feedback instability
issues [31].
A. Contributions and Outline
We propose to decentralize OPF by using supervised
learning to learn inverter controllers that predict, and thereby
approximate, optimal inverter actions from local measurements.
The method is agnostic in the structure of the machine
learning models used, and relies on endogenous variables as
features, giving rise to an open-loop feedforward optimization
approach. The method bridges control techniques based on
local information with those based on system-wide optimization,
thereby making contributions that overcome respective limi-
tations. Firstly, our method yields close-to-optimal results for
various OPF objectives, for both single-phase and unbalanced
three-phase networks. The method respects constraints on
voltage, equipment specifications and power capacity across
all validation scenarios. Secondly, the implementation of
decentralized OPF is data-driven, requires no manual controller
tuning, and needs little or no real-time communication. The
approach does require for updated controller parameters to
be sent from the central design location to each inverter.
Thirdly, the open-loop nature of the method allows it be
operated alongside legacy control equipment, such as load
tap changers and capacitor banks, and does not compete or
interfere with operator actions or other autonomous systems
that make real-time control decisions. The controller’s strict
dependence on disturbance variables not affected by control
actions circumvents stability issues. The feedforward nature
does mean that the controller cannot pick up sudden changes in
the endogenous state, and a separate effort deals with combining
feedforward and feedback mechanisms to allow for this [32].
The approach consists of four main steps. First, for a
specific network with a set of controllable DERs, we gather
historical data for loads and generators, collected over an
extended period of time, typically collected by advanced
metering infrastructure (AMI) or from simulations. For all
scenarios, we run a centralized optimal power flow computation
to understand how a group of DERs best minimizes a collective
objective by adjusting real and/or reactive power injections,
given certain capacity, operational and safety constraints
(Section II). Secondly, we apply an information-theoretic
framework to understand to what extent the local data of
each DER allows any parameterized controller to reconstruct
the optimal set points and whether communication with other
nodes is needed (Section III). Thirdly, for each individual DER,
we use supervised learning to determine a function that relates
its local measurements to its optimal power injections, as
determined by OPF (Section IV). Lastly, we implement these
functions as controllers on the system to determine power
injections based on a new local measurement that collectively
mimic a centralized OPF scheme, which we validate on
different test setups in single- and three-phase power flow
(Section V). The paper ends with a discussion about the effects
of communication, the interpretation of the learned controller
parameters and the challenges related to designing, planning
and maintaining the learned controllers (Section VI).
II. OPTIMAL POWER FLOW
We first set up the OPF framework, which enables us to
compute the optimal set point for a collection of controllable
DERs. While we consider both singe- and three-phase networks,
for the sake of brevity, we provide the derivation of OPF for
single-phase settings only, directing the reader to three-phase
OPF formulations in Section V-A. Adopting the full nonlinear
DistFlow model [13] for single-phase networks, we model a
network G := (N , E) with buses or nodes N and edges or
branches E . The branch flow equations are
Pmn = rmn`mn + p
c
n − pgn + upn +
∑
(n,k)∈E,k 6=m
Pnk,(1)
Qmn = χmn`mn + q
c
n − qgn + uqn +
∑
(n,k)∈E,k 6=m
Qnk,(2)
ym − yn = 2 (rmnPmn + χmnQmn)
− (r2mn + χ2mn) `mn , (3)
`mn =
P 2mn +Q
2
mn
ym
, ∀(m,n) ∈ E , (4)
where Pmn, Qmn denote the real and reactive power flowing
out of node m towards node n, pcn and q
c
n are the uncontrollable
real and reactive power consumption at node n, pgn and q
g
n are
the uncontrollable real and reactive power generation at node n,
yn := V
2
n is the squared voltage magnitude, and `mn := I
2
mn
is the squared current magnitude on branch (m,n). We assume
we are given a subset C ⊂ N of buses that are equipped with
a controllable source or load. upn and u
q
n, for n ∈ C, are the
controllable parts of the real and reactive nodal power. rmn and
χmn are the resistance and reactance of branch (m,n). Here,
we assume the nodal power consumption to be constant and not
sensitive to voltage or current fluctuations. This assumption is
justified as loads are increasingly behaving as constant power
due to many devices controlling their power intake or injection.
Extension to include voltage sensitivity is possible but omitted
here. For a formulation, see [33].
3A. Optimal Power Flow Objectives and Constraints
We consider different controller architectures that can deliver
real and reactive power upn, u
q
n. Whether these are available
depends on the controllable parts of the inverter-interfaced
system, which may include both controllable generation,
storage or load. We consider the following optimal power
flow formulation:
min
u
fo(x,u) (5)
s.t. (1)− (3),
`mn ≥ P
2
mn +Q
2
mn
ym
,∀(m,n) ∈ E , (6)
capacity constraints on upi , u
q
i ,
y ≤ yn ≤ y ,∀n ∈ N , (7)
x = (yn, `mn, Pmn, Qmn) , u = (u
p
i , u
q
i ) ,
∀n ∈ N , ∀(m,n) ∈ E , ∀i ∈ C .
In our case studies in Section V, we optimize various objectives
relevant in distribution grid operations.
fo := α
∑
(m,n)∈E
rmn`mn + β
∑
n∈N
(yn − yref)2
+ γ
(
P 201 +Q
2
01
)
. (8)
Firstly, to ensure the solution lies on the feasibility boundary
of the inequality constraint (6), the convex relaxation requires
an objective strictly increasing in the squared current magni-
tude `mn and no upper bounds on the loads, thereby satisfying
the original equality constraint (4), as explained in [34]. We
also use this objective to minimize real power losses. Secondly,
we minimize voltage deviations from a reference and voltage
variability due to the intermittent nature of generation and
consumption. This objective aims to actively keep the voltage
in a safe and desirable operable regime. Lastly, we aim to make
a network self-sufficient by minimizing power delivered from
the transmission grid, injected at the top of a radial network,
thereby maximizing the use of distributed energy resources to
provide loads nearby. α, β, γ denote hyperparameters, and yref
the reference voltage throughout the network. In this paper,
we are primarily concerned with attaining certain qualitative
behaviors with OPF. If one has an economic consideration,
the hyper parameters can be scaled to reflect the economic
cost of various objectives. The nonlinear equality constraint
(4) is relaxed to (6), enabling a convex second order cone
program [34]. Equation (7) formulates the responsibility of
American utilities to maintain service voltage within ±5% of
120V as specified by ANSI Standard C84.1.
Two constraints are included to account for inverter capacity
and voltage goals. Each controller i ∈ C is ultimately limited
by a local capacity on total apparent power capacity s¯i, which
depends on the other functions an inverter executes. Most
inverters are able to provide real and reactive power in a
coupled fashion through a four-quadrant configuration, which
yields a disk constraint,
(upi )
2(t) + (uqi )
2(t) ≤ s¯2i (t) . (9)
In some cases, capacity may be assigned in a decoupled fashion
for real and/or reactive power, in which an inner approximation
of the disk constraint leads to
p
i
(t) ≤ upi (t) ≤ pi(t) , qi(t) ≤ u
q
i (t) ≤ qi(t) , (10)
with p
i
, pi denoting the lower and upper capacity constraints
on nodal power injection. Lastly, we consider inverters that also
interface a system with a local photovoltaic (PV) installation,
an electric vehicle (EV) or battery charging system, smart loads
or a combination thereof. While incorporating the temporal
capacity of batteries and its intertemporal dependencies as
a constraint is out-of-scope for this work, we can indirectly
model time-varying capacity when historical data of capacity
is available or can be computed. Due to the nature of these
subsystems having some hierarchy of priority, it can happen
that the capacity available for the OPF problem is dependent
on the scheduling and activity of these other systems. In this
paper, we consider a case where inverters can only deliver
or consume reactive power based on the remaining capacity
after injecting surplus energy from the PV installation into the
grid. In this case, the reactive power capacity q¯i(t) at time t
of an inverter is limited by the total apparent power capacity s¯
(constant) minus the real power generation pgi (t). As a result,
the demand of reactive power does not interfere with real power
generation, which is formulated as
|uqi (t)| ≤ q¯i(t) =
√
s¯2i − (pgi (t))2 . (11)
We will use this constraint in case 1, where we assume that each
inverter has some overcapacity with respect to the maximum
real power output, e.g. s¯i = 1.05p¯i.
B. A Principled Partitioning of Variables
To formalize the reconstruction, we first reformulate the
state variables per bus as
xi :=

Vi
δi
pi
qi
 ∈ R4 . (12)
Based on the bus type, we can partition the state x into
controllable inputs u, uncontrollable inputs or disturbances d
and endogenous variables xend, as suggested in [35] and
summarized in Table I for basic bus types. Note that an actual
bus may be a combination of basic bus types (such as combining
load and generation, or a controllable load), and pi, qi denote
the net nodal power.
TABLE I
PARTITIONING OF VARIABLES FOR ALL BUS TYPES, AS PROPOSED IN [35].
Exogenous Endogenous
Controlled - u Uncontrolled - d xend := x\{u,d}
PQ generation pn, qn Vn, δn
PQ load pn, qn Vn, δn
PV generation pn, Vn qn, δn
slack bus V0 δ0 p0, q0
4An important reason to distinguish between endogenous and
exogenous variables, is that these have a different effect on
the dynamics when chosen as controller variables. Endoge-
nous variables implicate closed-loop feedback control, while
exogenous variables lead to an open-loop feedforward control
scheme. In this paper we focus our attention on the latter,
using exogenous disturbances di as our controller variables.
This choice circumvents the potential for instability inherent
to feedback policies, such as those known to exist for volt-
var control schemes [31]. In addition to exogenous variables
directly impacting the optimal power flow problem, as listed
in Table I, we consider other exogenous variables dother that
may help explain our data, such as time and weather variables
that are readily available. In a separate effort, we compare
open-loop and closed-loop configurations [32].
C. Building A Data Set Of Optimal Set Points
We treat the ith agent’s optimal action in the centralized
problem as a random variable u∗i , which we define as an
element in the set of minimizers of problem (5)-(7), and which
depends on the global state variables x = (x1, . . . , x|N |). In the
OPF context, the goal of the machine learning procedure is to
find a model for each DER i ∈ C that approximates the optimal
power injection u∗i based solely on local measurements di
available at node i. We construct a central training set
consisting of power flow scenarios that are representative of
future behavior on the grid. This data set can contain historical
measurements taken from advanced metering infrastructure
(AMI) in the grid, augmented with proxy data for variables
that were not measured or for scenarios that did not occur in
the past, but are anticipated to occur in the future. For example,
a load not metered by AMI, may be approximated with an
average load profile. Examples of anticipated future behaviors
not captured in historical measurements are connections of new
electric vehicles or solar installations. If known a priori, these
may be simulated and added to the training set. Together, the
central training set contains T power flow scenarios augmented
with the optimal control set points {x(t), u∗(t)}Tt=1, which
were computed in a centralized OPF problem as defined in
Section II.
III. ASSESSING DATA FOR LOCAL RECONSTRUCTION
The core challenge we are facing is developing a predictor uˆi
that can reconstruct the optimal action u∗i (which depends on
the whole network state x), based on solely local information
di (a subset of xi as defined in Equation (12)). Traditional
machine learning methods do not provide a straight-forward
way to assess how well a predictor performs in an absolute
sense. To provide such a measure, we formulate our approach
as a data compression problem. Analogue to reducing the
number of pixels in a JPG photo, we reduce the number of
states that a predictor has access to, from all states x (that
fully describe the optimal action u∗i ) to the local exogenous
state variables di (that inherently only hold limited information
about u∗i ).
A. Rate Distortion Framework
With rate distortion theory [36, Chapter 10], a branch
of information theory, we cast this problem formally to
understand the inherent distortion that comes with compressing
the data produced by an information source into a specified
encoding rate. In our case, this rate is equivalent to the mutual
information I(di, u∗i ) between accessible variables di and the
optimal action u∗i , both treated as random variables. For our
problem, the theoretical minimum distortion given the encoding
rate is
D∗ = min
p(uˆ|u∗)
E [d(uˆ, u∗)] , (13)
s.t. I(uˆi;u∗j ) ≤ I(di;u∗j ) , γij ,
I(uˆi; uˆj) ≤ I(di;xj) , δij ,∀i, j ∈ C ,
where I(·, ·) denotes mutual information and d(·, ·) an arbitrary
non-negative distortion measure. For the remainder of this
paper, we will measure distortion it as the mean square error
(MSE) deviation between uˆi and u∗i , which is a common
loss function in supervised learning. The minimum distortion
between random variable u∗ and its reconstruction uˆ hold
over any conditional distributions p(uˆ|u∗). Note that this result
holds for any non-negative distortion measure.
Solving for all conditional distributions p(uˆ|u∗) is not
feasible nor is it necessary for our purpose. We are strictly
interested in finding the best parameterized Markov control
policy uˆi = pˆii(di) among a finite set of available supervised
learning techniques. As such, we do not need to compute D∗,
and use (13) to provide us with two practical tools to assess
the quality of the data set.
Firstly, regardless of the distortion measure d(·, ·), minimum
distortion D∗ is monotonically decreasing in the encoding rate
I(di;u
∗
j ). Equivalently, policies uˆi that have a higher mutual
information I(uˆi;u∗i ) also yield lower distortion rates, with
the minimum occurring for I(uˆi;u∗i ) = I(di;u
∗
i ). Therefore,
we can use I(di;u∗i ) as a benchmark for assessing various
policies. Mutual information cannot be computed exactly but
can be approximated numerically. To do this, the data sets
for all three quantities, {uˆi(t)}Tt=1, {u∗i (t)}Tt=1, {di(t)}Tt=1, are
discretized into even buckets, allowing the use of an estimation
algorithm to compute mutual information [37]. Note that a finer
discretization yields a better estimate, but also requires more
memory. Depending on the available computational resources,
a feasible tradeoff should be made. Explicit results of these
computations are included in [26].
Secondly, if the policy that attains the highest possible
mutual information does not provide good performance, the rate
distortion framework provides a ready extension to determine
the optimal nodes to communicate with, thereby increasing the
mutual information benchmark (and decreasing the minimally
achievable distortion D∗), which is discussed next.
B. Allowing Restricted Communication
Suppose that a decentralized policy pˆii(di) suffers from
the fact that the data set with local measurements {di[t]}Tt=1
does not contain enough information to make an accurate
reconstruction of the optimal action u∗i that generalizes well
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Fig. 1. A flow diagram explaining the key steps of the decentralized regression method. We first collect data from a multi-agent system, and then solve the
centralized optimization problem using all the data. The data is then split into smaller training and test sets for all agents to develop individual decentralized
policies pˆii(xi) (or pˆii(di) as proposed in the context of OPF) that approximate the optimal solution of the centralized problem. These policies are then
implemented in the multi-agent system to collectively achieve a common global behavior.
across power flow scenarios. An example of such a scenario
is when the optimal set points do not correlate with any
local process, instead responding more to behaviors elsewhere
in the network. We simulate such an example in Section V
and discuss it further in Section VI-A. Such a deficiency in
local information can be determined by estimating the mutual
information I(di, u∗i ) or by inspecting the prediction accuracy
of resulting machine learning models. Since u∗i depends on all
states in the network x, we would like to quantify the potential
benefits of communicating with other nodes j 6= i in order to
reduce the distortion limit D∗ from (13) and thereby improving
the reconstruction uˆi = pˆii(di, dj) as compared to uˆi = pˆii(di).
Lemma 1. (Restricted Communication [26])
If Si is the set of k nodes j 6= i ∈ N which uˆi is allowed
to observe in addition to di, then setting
Si = arg maxS I(u
∗
i ; di, {dj : j ∈ S}) : |S| = k , (14)
minimizes the best-case expectation of any distortion measure.
That is, this choice of Si yields the smallest lower bound D∗
from (13) of any possible choice of S.
Lemma 1 provides a means of choosing a subset of the state
{dj : j 6= i} to communicate to policy pˆii that minimizes
the corresponding best expected distortion D∗. Practically
speaking, this result may be interpreted as formalizing the
following intuition: “the best thing to do is to transmit the most
information.” In this case, “transmitting the most information”
corresponds to allowing pˆii to observe the set S of nodes
{dj : j 6= i} which contains the most additional information
about u∗i . Likewise, by “best” we mean that Si minimizes the
best-case expected distortion D∗, for any distortion metric d.
Following the logic above of an example where there is little
local information about u∗i , the resulting nodes Si are likely
to exhibit behaviors that u∗i responds to in the considered OPF
problem. We determine Si by evaluating the mutual information
for all possible sets {dj : j ∈ S}) : |S| = k. In addition, in
the case of selecting multiple nodes to communicate with, one
may encounter the estimation to require significant memory
and slow down. In such cases, a greedy approach, selecting
one node at a time, may prove useful. This approach has near-
optimal properties due to the submodular nature of mutual
information [38].
IV. MACHINE LEARNING
Regression is now performed for each individual DER, by
selecting a local data set from the central data set. As discussed,
we deliberately choose to only select exogenous uncontrollable
variables di that are measured at node i. As such, we do
not consider states in xi that are dynamically coupled with
the control ui, thereby circumventing instability arising from
controller interactions. The variables contained in di may differ
from node to node based on the local sensing infrastructure.
These can be complemented by other predictive variables that
are available locally such as time or weather information dother.
For illustration, we use a running example of a node that can
measure only the local load pci , the local PV generation p
g
i ,
and the present capacity si. This yields the local training set
with base variables and labels,
Xi = [di(1) · · · di(T )] , Yi = [u∗i (1) · · ·u∗i (T )] . (15)
The next step is to select a machine learning model that is
expressive enough to reconstruct valid patterns in the optimal
control actions that can be found in the local data, and that
is simple enough to generalize well to new scenarios. We
compared various model structures in our earlier work [25]
and selected a multiple stepwise linear regression algorithm
that selects a subset of available nonlinear features [39,
Section 3.3]. This model is linear in the parameters, but
allows for nonlinear transformations of the base variables in
ϕ(di), concretely quadratic and interaction terms. For instance,
if di contains 3 base variables as in our example, ϕ(di)
would yield 3 linear features; ϕ(i)1 := p
c
i , ϕ
(i)
2 := p
g
i and
ϕ
(i)
3 := si, and 6 more nonlinear features, of which 3 interaction
terms (ϕ(i)4 := ϕ
(i)
1 ϕ
(i)
2 etc.) and 3 quadratic action terms
(ϕ(i)7 := (ϕ
(i)
1 )
2 etc.). In general, for Bi base variables, we
construct Fi = 2Bi +
(
Bi
2
)
features as inputs to the regression
problem. The Fi input variables of the tth sample are denoted
6as φ(i)(t) ∈ RFi . All Fi features across all T data points can
be organized as
Φ(i) =
φ
(i)>(1)
...
φ(i)>(T )
 =

ϕ
(i)
1 (1) . . . ϕ
(i)
Fi
(1)
...
. . .
...
ϕ
(i)
1 (T ) . . . ϕ
(i)
Fi
(T )
 . (16)
We use a linear model to relate output Yi to input matrix Φ(i),
pˆii(β
(i),φ(i)(t)) = β
(i)
0 +β
(i)
1 ϕ
(i)
1 (t)+ . . .+β
(i)
Fi
ϕ
(i)
Fi
(t) . (17)
A least squares approach determines the coefficients β(i) =[
β
(i)
0 , ..., β
(i)
F
]
that minimize the residuals sum of squares (18)
given T samples,
RSS(β(i)) =
T∑
t=1
(
u∗i (t)− pˆi
(
β(i),φ(i)(t)
))2
. (18)
The algorithm is initialized with a multiple linear model of the
basic variables in Xi only. At each iteration, the new feature
that improves the Bayesian Information Criterion (BIC) [40]
the most and sufficiently is added to the model. Subsequently,
the variable with the lowest contribution is removed. These two
steps are iterated until no variables meet the entrance or exit
threshold of the algorithm. The goal of the stepwise selection
algorithm is to select the subset of features that most accurately
predicts the optimal power injection of a DER.
V. RESULTS
We evaluate the proposed method on a realistic testbed that
is constructed from two independent sources: we construct
a 129 node feeder model based on a real distribution feeder
from Arizona (Figure 2). Pecan Street power consumption
and PV generation data with a resolution of 15 minutes is
obtained from 126 individual residences in Austin, Texas for a
period of 330 days, starting on January 1, 2015 [41]. Individual
household load and PV time series are selected randomly
from the Pecan Street data set and aggregated to match the
spot load for each bus as specified in the experiment. We
demonstrate Decentralized OPF with three experiments. The
first experiment assumes controllable DER and loads spread
randomly across a network. In this experiment, only reactive
power is controlled with the objective to minimize voltage
variations throughout the network. The second experiment
considers a group of controllable DER concentrated in one
area, and a group of large loads concentrated in another area.
In this experiment, both real and reactive power are controlled
and the objective is to produce power locally as much as
possible. The third experiment considers Decentralized OPF
in a three-phase setting, where linear approximations are used
in OPF to enable balancing of voltage across phases.
Case 1: Minimize Losses and Voltage Variations
For the first experiment, 27 of the 53 nodes with loads are
randomly selected and equipped with PV installations with peak
generation 80% of the peak real power load. PV data is retrieved
for different households in the Pecan Street dataset [41], and
Substation
Inverter B
Inverter A
Line
Load
Load+ Inverter
Inverter C
Fig. 2. Distribution feeder topology for case 1 and 2, with load and inverter
assignment for case 1. Substation is located on the far right, locations of loads
with PV inverters (squares), and without PV inverters (circles) are included.
aggregated to match peak generation. We solve 2500 instances
of OPF with sampled load and PV generation data to retrieve
the optimal reactive power output of all inverters {u∗[t]}Tt=1,
with the objective set with α = 1, β = 2 · 10−4, γ = 0. We
consider the control of reactive power, which is constrained
by the real power generation as formulated in (11). The data
is separated into training, test and validation data. The test
data is used to test the predictive performance of the machine
learning models. The models are then applied in simulation
with validation data.
The data-driven decentralized OPF approach is simulated
and compared to two other scenarios: a situation where inverter
reactive power capacities are not utilized, and the approach
described in [4] where inverters are operated at a constant,
non-unity, power factor. In our context, we chose to tune
the inverters to operate at lagging (generating) power factor
of 0.9 to reduce losses. In addition to the comparison, we
extend our method to show it is capable of collaboration with
a load tap changer (LTC). We design a scheme in which
the inverters operate with controllers to flatten the voltage
throughout the feeder, and then adjust the turn ratio of the
LTC at the substation, to safely lower the voltages throughout
the feeder, without violating the lower voltage constraints. As
such, we consider four approaches:
a) no reactive power support
b) constant power factor support
c) data-driven decentralized OPF
d) data-driven decentralized OPF collaborating with substa-
tion load tap changer
Figure 3 shows the voltage ranges across a full day for the
different approaches. It is relevant to note, that here we do not
plot the results for OPF, as these are indistinguishable from
the Decentralized OPF method. For the case of no control, the
voltage drop in the system is smallest between 10:00–16:00,
when most real power demand is supplied by PV systems. The
data-driven decentralized OPF method achieves system voltages
that are close to the nominal value of 1 p.u., and simultaneously
7reduces losses as shown in Figure 4. The transition from
peak PV generation to peak consumption between 12.00 and
20.00 causes the system voltage to change significantly without
control. For the case of no control, the lower bound of the
ANSI standard is violated in the evening if traditional voltage
regulators are not operated. The effect of Decentralized OPF is
obvious at these times: reactive power generated by inverters
minimizes voltage drops in the system and reduces losses.
Figure 4 compares the losses for approaches a), b), and
c). Compared to the situation of approach a), both approach
b) and c) have beneficial effect on the objective function.
However, approach c) achieves the best performance across
time. Approach b) generates reactive power proportional to real
power output, which is reflected in a lack of control during
hours when PV power is not available. Between 12.00 and
20.00 the objective function value of approach a) increases
rapidly, which is caused by the transition from peak real power
generation to peak real consumption. The objective function
value of approach c) also increases, but significantly less.
Compared to the objective values of the original OPF
problem, the data-driven decentralized OPF method performs
near-optimal at a difference of 0.15% on average, with a
maximum of 1.6% as compared to the objective value achieved
by OPF. The bottom graph in Figure 3 shows the resulting
voltage range for the scenario where the LTC is adjusted such
that the voltage at the substation is set at 0.97 p.u.. We see that
the decentralized controllers collectively maintain the ability to
flatten the voltage throughout the network and keep the voltage
above the lower constraint boundary.
While the set of controllers produce desirable global
behaviors and constraint satisfaction in the network, it is
also relevant to see if individual controllers respect their
local capacity constraints. While we eventually implement
a saturation rule that prevents the signal from going beyond
its capacity boundaries, we also analyze the percentage of
constraint violations on the validation data. Figure 5 shows the
resulting control signal across all training and validation data for
Inverter C (see Figure 2). Notice that the controllers performs
at its upper capacity. It has learned to respect this constraint
from the data itself. For models trained with a training set of
only 700 data points, violations happen on average 0.00025%
on the test data, with a maximum of 0.33% over all nodes. It
is important to realize that a controller may learn to do a better
job at satisfying its own local constraints, if the training data
includes sufficient cases where the inverter hits its constraint
boundaries in the solution of the OPF problem.
Case 2: Localize Power Generation
Case 2 aims to source power locally, thereby minimizing
the reliance on the transmission grid. We use the same feeder
network topology and impedances, as depicted in Figure 2,
with a different load and inverter assignment. We assign 20
nodes in the lower right subradial with controllable DERs.
In addition, the spot loads of 12 nodes in the two left upper
subradials are increased by a factor 3. By setting parameter γ
in the objective function sufficiently high (here we set α =
1, β = 0, γ = 103), this OPF problem tries minimize power
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Fig. 3. Range of network voltages for the case of no control and applying
the regression-based Decentralized OPF method. Colored planes represent the
range between the maximum and minimum voltages across all network buses.
Lower voltage bound is indicated with red dashed line.
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Fig. 4. Comparison of losses with no control and constant power factor
method.
Fig. 5. Representative example of a control signal for inverter C (in Figure 2).
Notice that the inverter is operating at full capacity all the time, and has
learned to respect its upper capacity boundary.
procurement from the transmission grid by matching supply
and demand locally, letting power flow from the area with
controllable DER to the area with concentrated loads. The
focus is on controlling real power injections, with constraints
formulated as in (10). The total real power capacity of the
controllable DERs is assumed to be constant; future work will
introduce time-varying capacity profiles and inter-temporal
dependencies based on charging, generation and consumption
patterns. We assign 4 kWatt capacity to 20 inverters, totalling
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0
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Fig. 6. Total net load delivered by the substation, in the case of: no control,
OPF and Decentralized OPF.
to 80 kWatt generation/consumption capacity across the feeder,
as indicated by the dotted red line in Figure 6. Figure 6 shows
the approximate nature of Decentralized OPF as compared to
the central OPF solution. That said, Decentralized OPF does a
fine job at how mimicking the centralized OPF solutions across
the test and validation data. Notice how the power delivered
by the substation is 0 for all times where the network’s net
load is smaller than the combined power capacity of 80 kWatt.
A. Case 3: Phase Balancing in a Three-Phase System
Whereas the use of convex relaxations is well-applicable
in single-phase networks, these are not yet robust enough for
the more complex OPF formulations for unbalanced three-
phase systems. Its development for three-phase networks [18]
is hampered by issues of nondegeneracy and inexactness of the
semidefinite relaxations [42]. In [43], a linear approximation of
the unbalanced power flow equations is proposed to overcome
these challenges and enable three-phase OPF for a broad
range of conditions. Here we adopt the modeling developed
in [44], [43], [45], which can be seen as an adaptation of
the DistFlow model [13] to unbalanced circuits, coined the
Dist3Flow model. We show the efficacy of Decentralized
OPF for three-phase unbalanced networks, by learning and
reconstructing the solutions up,φn , u
q,φ
n , with phase φ ∈ {a, b, c},
of the centralized OPF problem [43, Eqn. 25]. The feeder model
used here is the IEEE 13 node test feeder [46]. Figure 7 shows
the results of applying Decentralized OPF to balance voltage
magnitudes across phases for a scenario with a significant gap
between phase b and phase c of almost 0.1p.u.. We see that
the voltage magnitudes are tightly balanced across the network.
Notice that in order to balance the large gap in the lower half of
the feeder (nodes 671, 692, 675, 680, 684), a small increase in
gap is incurred in the left upper radial (nodes 645, 646). Similar
to the results for single-phase networks, the Decentralized
OPF method also performs well at locally reconstructing OPF
solutions in three-phase unbalanced networks, further validating
its promise to serve as a new paradigm for regulating voltage
and power flow in distribution networks.
VI. DISCUSSION
In Section VI-A, we analyze how the optimal communication
strategy, as determined via Lemma 1 and (14), differs between
scenario 1 and 2. In Section VI-B, we interpret the resulting
controller parameters for inverters located in different parts
of the feeder. Lastly, in Section VI-C, we discuss practical
Fig. 7. Voltage magnitude balancing. In grey, voltage magnitudes across
three phases without control. In black, voltage magnitudes across three phases
applying decentralized OPF.
considerations to integrate the decentralized OPF method across
distribution planning and operation.
A. The Effect of Communication
The ability to fully decentralize OPF problems is surprising.
The information theoretic lens used in this paper complements
insights from control-theoretic analysis that show the necessity
of communication for a large class of local controllers to ensure
that equilibria are feasible with respect to voltage constraints [6].
In our setting, the use of exogenous disturbance variables di
prevents the need for a dynamic analysis as di is not affected
by the control signals. Rather than for the purpose of stability
and feasibility, in [26], we applied Lemma 1 to the OPF
problem for a smaller network [46], in order to study the
value of communication for improving the reconstruction of
u∗, yielding an optimal communication strategy. In this paper,
we also studied the emerging communication topology that
arises from maximizing the mutual information between the
optimal actions and the combined available measured variables.
For case 1, where we minimize voltage deviations and losses
across the network with DERs spread randomly across all buses,
we see no particular patterns in the optimal communication
infrastructure. Some DERs closer to the end of the network
tend to communicate with loads nearby, which can be explained
by the emerging effect of the OPF problem that supply tends
to match demand nearby to minimize losses higher upstream
in the radial network. For case 2, where we are localizing the
production of power by minimizing the power delivered from
the substation, an interesting pattern arises from the fact that the
loads and DER are concentrated in different areas. As a result,
if we allow DERs to observe one extra node anywhere in the
network, all select a node in the other area with concentrated
loads. This makes intuitive sense as the optimal control actions
are largely responding to the high demand in the other area. In
addition, across all 20 DERs the selected nodes are all in a set
of only 3 nodes, suggesting an efficient sensor implementation.
A relevant question that arises when communication is needed,
is whether the different agents have the economic incentives
to signal their information truthfully. Here, we have assumed
that the inverters are all managed by one entity. However,
in the practical scenario where third-parties operate different
controllers, a further analysis of how signaling incentives may
affect the quality of the decentralized control scheme is relevant,
and inspiration may be drawn from the literature on optimal
decentralized control [47].
9TABLE II
NORMALIZED REGRESSION COEFFICIENTS FOR INVERTER A AND B, AS
DEPICTED IN FIGURE 2.
A Est. SE p-value B Est. SE p-value
offset 0.02 0.01 0.01 offset 0.02 0.00 8.2e−4
ϕ1 0.37 0.01 0 ϕ1 0.04 0.00 0
ϕ2 0.77 0.01 0 ϕ3 0.96 0.01 0
ϕ3 -0.21 0.02 0 ϕ1ϕ3 0.06 0.01 0
ϕ1ϕ2 0.17 0.01 0 ϕ21 -0.03 0.00 0
ϕ21 -0.06 0.01 0 ϕ
2
3 -0.03 0.01 0
B. Interpreting the Machine Learning Models
In this section, we analyze how the structure of different
learned controllers i, j ∈ C differs across the network as
reflected by parameters β(i), β(j) in (17). What does this tell
us about the network and OPF problem?
In our first case study, we determined regression models
for 27 different inverters. Table II shows regression results
for inverters A and B (both depicted in Figure 2). The first
two columns present the features selected by the stepwise
regression and the values for the β-coefficients in (17). The
third column shows the standard error of the estimate, and
the fourth lists p-values, which here means the probability
that a coefficient is zero. Note how the stepwise regression
approach results in two clearly different models. The reactive
power output of inverter A depends predominantly on the local
reactive power consumption ϕ(A)2 , while the output of inverter
B is strongly related to the reactive power capacity ϕ(B)3 and
ϕ
(B)
2 is less relevant. Inverter A’s structure can be explained
by the fact it is located at the end of the feeder. As a result,
the aggregate power flow at A is relatively low and correlated
with A’s own consumption. As the objective is to minimize
losses and voltage deviations, A tries to produce a signal that
looks like providing the neighboring demand for reactive power,
thereby minimizing current locally and upstream. Inverter B’s
structure can be explained by its location close to the feeder
head. In this area, the aggregate power flow is much larger, and
the output of inverter B is needed more as a “bulk” product
that lowers the loss and voltage drop on the branch between
B and the substation. This causes inverter B to operate at
its maximum capacity most of the time, causing correlation
with the output. As the maximum capacity varies with the
local real power generation at B (a constraint formulated
in (11) of the main manuscript), the learning algorithm tries to
“listen closely” to the present maximum capacity. This example
illustrates that optimal reactive power output of inverters tend
to have idiosyncratic structures depending on location and
the assignment of loads, generation and capacity across a
network. Therefore, effective design of controllers based on
local measurements is complex, and rather than relying on one-
size-fits-all solutions, better and safer results may be achieved
with a flexible data-driven approach that respects constraints.
C. Designing Across Planning and Operation
When using supervised learning, some immediate concerns
arise around the quality of the training set and the historical
data used to construct it. Firstly, a designer wants to have
certainty that the historical data reflect the “normal” system
behavior expected in future operation. If certain scenarios are
not measured historically, the controllers may not learn how
to respond in an optimal or desired way. If future scenarios
are not measured, but can be anticipated, is may be possible
to instead simulate these and augment these to the historical
data. Secondly, a designer will want to analyze how the system
behaves under faults and safety-critical scenarios or want to
know what happens when changes occur in the system, such as
a new street block connecting to a feeder or smaller increments,
such as the installation of new electric vehicles. Based on
the effects on the behavior of the controllers, it may or may
not be needed to retrain all local policies through the central
OPF and machine learning steps as covered in Sections II
and IV, and send new controller parameters to the inverters.
In our future work, we are assessing different learning-based
controllers for OPF on their performance across a spectrum of
system changes [32]. For smaller changes, a periodic retraining
procedure can update the control parameters incrementally
by augmenting the training data with more recent historical
measurements.
VII. CONCLUSIONS
In this paper, we presented an integrative approach for
decentralizing optimal power flow (OPF) methods based on
machine learning. By exploiting the information in local
exogenous disturbance variables, a machine learning model
is able to reconstruct the optimal set point to OPF problems.
In concert, all machine learning models implemented in a
decentralized fashion mimic the execution of a centralized
OPF problem. A rate distortion framework allowed to interpret
the decentralized learning approach as a compression and
reconstruction problem, providing a theoretical lower bound on
the distortion that can be achieved with local information and a
procedure to improve controllers by communicating with a node
that maximizes the mutual information between the optimal
control and the resulting available variables. Experiments on
both single- and three-phase unbalanced (see supplementary
material) systems illustrated the relevancy of Decentralized OPF
for a broad range of systems and objectives. Lastly, we provided
analysis and discussion about the effect of communication,
the interpretation of controller parameters and the process of
updating the controllers in an ongoing fashion.
ACKNOWLEDGMENTS
We thank Michael Sankur for contributions to the code
base for this work. This work is supported by the National
Science Foundation’s CPS FORCES Grant (award number
CNS-1239166) and the UC-Philippine-California Advanced
Research Institute (award number IIID-2015-10).
REFERENCES
[1] S. Lacey and R. Hanley, “The Interchange Podcast with Ryan Hanley:
Building a Blueprint for the Transactive Grid at PG&E, SolarCity, Tesla
and AMS,” Mar. 2018. [Online]. Available: https://www.greentechmedia.
com/articles/read/the-blueprint-for-the-distributed-grid
10
[2] P. M. Carvalho, P. F. Correia, and L. A. Ferreira, “Distributed reactive
power generation control for voltage rise mitigation in distribution
networks,” IEEE Transactions on Power Systems, vol. 23, no. 2, pp.
766–772, 2008.
[3] A. Keane, L. F. Ochoa, E. Vittal, C. J. Dent, and G. P. Harrison,
“Enhanced utilization of voltage control resources with distributed
generation,” IEEE Transactions on Power Systems, vol. 26, no. 1, pp.
252–260, 2011.
[4] J. Smith, W. Sunderman, R. Dugan, and B. Seal, “Smart inverter volt/var
control functions for high penetration of PV on distribution systems,”
in Power Systems Conference and Exposition (PSCE), 2011 IEEE/PES,
Mar. 2011, pp. 1–6.
[5] K. Turitsyn, P. Sulc, S. Backhaus, and M. Chertkov, “Options for Control
of Reactive Power by Distributed Photovoltaic Generators,” Proceedings
of the IEEE, vol. 99, no. 6, pp. 1063–1073, Jun. 2011.
[6] G. Cavraro, S. Bolognani, R. Carli, and S. Zampieri, “The value of
communication in the voltage regulation problem,” in Decision and
Control (CDC), 2016 IEEE 55th Conference on. IEEE, 2016, pp.
5781–5786.
[7] N. Li, G. Qu, and M. Dahleh, “Real-time decentralized voltage control
in distribution networks,” in Communication, Control, and Computing
(Allerton), 2014 52nd Annual Allerton Conference on. IEEE, 2014, pp.
582–588. [Online]. Available: http://ieeexplore.ieee.org/xpls/abs_all.jsp?
arnumber=7028508
[8] B. Zhang, A. D. Dominguez-Garcia, and D. Tse, “A local control approach
to voltage regulation in distribution networks,” in North American Power
Symposium (NAPS). IEEE, 2013.
[9] K. M. Rogers, R. Klump, H. Khurana, A. A. Aquino-Lugo, and T. J.
Overbye, “An authenticated control framework for distributed voltage
support on the smart grid,” IEEE Transactions on Smart Grid, vol. 1,
no. 1, pp. 40–47, 2010.
[10] B. Robbins, C. Hadjicostis, and A. Dominguez-Garcia, “A Two-Stage
Distributed Architecture for Voltage Control in Power Distribution
Systems,” IEEE Transactions on Power Systems, vol. 28, no. 2, pp.
1470–1482, May 2013.
[11] V. Calderaro, G. Conio, V. Galdi, G. Massa, and A. Piccolo,
“Optimal decentralized voltage control for distribution systems with
inverter-based distributed generators,” Power Systems, IEEE Transactions
on, vol. 29, no. 1, pp. 230–241, 2014. [Online]. Available:
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=6601722
[12] M. Farivar, R. Neal, C. Clarke, and S. Low, “Optimal inverter VAR
control in distribution systems with high PV penetration,” in Power and
Energy Society General Meeting, 2012 IEEE. IEEE, 2012, pp. 1–7.
[13] M. E. Baran and F. F. Wu, “Optimal sizing of capacitors
placed on a radial distribution system,” Power Delivery, IEEE
Transactions on, vol. 4, no. 1, pp. 735–743, 1989. [Online]. Available:
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=19266
[14] X. Bai, H. Wei, K. Fujisawa, and Y. Wang, “Semidefinite programming
for optimal power flow problems,” International Journal of Electrical
Power & Energy Systems, vol. 30, no. 6-7, pp. 383–392, 2008.
[15] J. Lavaei and S. Low, “Zero Duality Gap in Optimal Power Flow Problem,”
IEEE Transactions on Power Systems, vol. 27, no. 1, pp. 92–107, Feb.
2012.
[16] B. Zhang, A. Y. S. Lam, A. D. Domínguez-García, and D. Tse, “An
Optimal and Distributed Method for Voltage Regulation in Power
Distribution Systems,” IEEE Transactions on Power Systems, vol. 30,
no. 4, pp. 1714–1726, Jul. 2015.
[17] S. Bolognani and S. Zampieri, “A Distributed Control Strategy for
Reactive Power Compensation in Smart Microgrids,” IEEE Transactions
on Automatic Control, vol. 58, no. 11, pp. 2818–2833, Nov. 2013.
[18] E. Dall’Anese, H. Zhu, and G. Giannakis, “Distributed Optimal Power
Flow for Smart Microgrids,” IEEE Transactions on Smart Grid, vol. 4,
no. 3, pp. 1464–1475, Sep. 2013.
[19] P. Šulc, S. Backhaus, and M. Chertkov, “Optimal distributed control of
reactive power via the alternating direction method of multipliers,” IEEE
Transactions on Energy Conversion, vol. 29, no. 4, pp. 968–977, 2014.
[20] S. Karagiannopoulos, P. Aristidou, and G. Hug, “Hybrid approach
for planning and operating active distribution grids,” IET Generation,
Transmission & Distribution, vol. 11, no. 3, pp. 685–695, 2017.
[21] D. B. Arnold, M. Negrete-Pincetic, M. D. Sankur, D. M. Auslander,
and D. S. Callaway, “Model-free optimal control of var resources in
distribution systems: An extremum seeking approach,” IEEE Transactions
on Power Systems, vol. 31, no. 5, pp. 3583–3593, 2016.
[22] Y. Zhang, S. Shen, and J. L. Mathieu, “Data-driven optimization
approaches for optimal power flow with uncertain reserves from load
control,” in 2015 American Control Conference (ACC), Jul. 2015, pp.
3013–3018.
[23] R. Mieth and Y. Dvorkin, “Data-driven distributionally robust optimal
power flow for distribution systems,” IEEE Control Systems Letters,
vol. 2, no. 3, pp. 363–368, 2018.
[24] H. Xu, A. D. Domínguez-García, and P. W. Sauer, “A Data-driven Voltage
Control Framework for Power Distribution Systems,” in Power & Energy
Society General Meeting (PESGM). Portland: IEEE, Aug. 2018.
[25] O. Sondermeijer, R. Dobbe, D. Arnold, C. Tomlin, and T. Keviczky,
“Regression-based Inverter Control for Decentralized Optimal Power
Flow and Voltage Regulation,” in arXiv:1902.08594 [cs, stat]
(Presented at IEEE Power & Energy Society General Meeting,
Boston, July 2016), 2016, arXiv: 1902.08594. [Online]. Available:
http://arxiv.org/abs/1902.08594
[26] R. Dobbe, D. Fridovich-Keil, and C. Tomlin, “Fully Decentralized
Policies for Multi-Agent Systems: An Information Theoretic Approach,”
Long Beach, CA, USA, Dec. 2017. [Online]. Available: https:
//arxiv.org/abs/1707.06334
[27] F. Bellizio, S. Karagiannopoulos, P. Aristidou, and G. Hug, “Optimized
local control schemes for active distribution grids using machine learning
techniques,” in Submitted to IEEE PES GM, Nov. 2017.
[28] S. Karagiannopoulos, P. Aristidou, and G. Hug, “Data-driven Local
Control Design using Optimization and Machine Learning Techniques,”
arXiv:1808.01009 [math], Aug. 2018, arXiv: 1808.01009. [Online].
Available: http://arxiv.org/abs/1808.01009
[29] R. A. Jabr, “Linear decision rules for control of reactive power by
distributed photovoltaic generators,” IEEE Transactions on Power Systems,
vol. 33, no. 2, pp. 2165–2174, 2018.
[30] W. Lin and E. Bitar, “Decentralized stochastic control of distributed
energy resources,” IEEE Transactions on Power Systems, vol. 33, no. 1,
pp. 888–900, 2018.
[31] M. Farivar, L. Chen, and S. Low, “Equilibrium and dynamics of local
voltage control in distribution systems,” in 2013 IEEE 52nd Annual
Conference on Decision and Control (CDC), Dec. 2013, pp. 4329–4334.
[32] S. Karagiannopoulos, R. Dobbe, P. Aristidou, D. Callaway, and G. Hug,
“Data-driven Control Design Schemes in Active Distribution Grids:
Capabilities and Challenges,” in Under Review, 2019, p. 6.
[33] M. Farivar, C. Clarke, S. Low, and K. Chandy, “Inverter VAR control
for distribution systems with renewables,” in 2011 IEEE International
Conference on Smart Grid Communications (SmartGridComm), Oct.
2011, pp. 457–462.
[34] M. Farivar and S. H. Low, “Branch flow model: Relaxations and
convexification—Part I,” IEEE Transactions on Power Systems, vol. 28,
no. 3, pp. 2554–2564, 2013.
[35] A. Hauswirth, A. Zanardi, S. Bolognani, F. Dörfler, and G. Hug, “Online
optimization in closed loop on the power flow manifold,” in PowerTech,
2017 IEEE Manchester. IEEE, 2017.
[36] T. M. Cover and J. A. Thomas, Elements of information theory. John
Wiley & Sons, 2012.
[37] J. Jiao, K. Venkat, Y. Han, and T. Weissman, “Minimax estimation of
functionals of discrete distributions,” IEEE Transactions on Information
Theory, vol. 61, no. 5, pp. 2835–2885, 2015.
[38] D. Sharma, A. Kapoor, and A. Deshpande, “On greedy maximization of
entropy,” in International Conference on Machine Learning, 2015, pp.
1330–1338.
[39] J. Friedman, T. Hastie, and R. Tibshirani, The elements of statistical
learning. Springer series in statistics Springer, Berlin, 2001, vol. 1.
[40] G. Schwarz, “Estimating the dimension of a model,” The annals of
statistics, vol. 6, no. 2, pp. 461–464, 1978.
[41] “Dataport,” 2017. [Online]. Available: http://www.pecanstreet.org/
[42] R. Louca, P. Seiler, and E. Bitar, “Nondegeneracy and inexactness
of semidefinite relaxations of optimal power flow,” arXiv preprint
arXiv:1411.4663, 2014.
[43] M. D. Sankur, R. Dobbe, E. Stewart, D. S. Callaway,
and D. B. Arnold, “A Linearized Power Flow Model for
Optimization in Unbalanced Distribution Systems,” arXiv
preprint arXiv:1606.04492, 2016. [Online]. Available: https:
//www.researchgate.net/profile/Emma_Stewart2/publication/303970012_
A_Linearized_Power_Flow_Model_for_Optimization_in_Unbalanced_
Distribution_Systems/links/578903a208ae7a588ee85778.pdf
[44] D. B. Arnold, M. Sankur, R. Dobbe, K. Brady, D. S. Callaway, and A. V.
Meier, “Optimal dispatch of reactive power for voltage regulation and
balancing in unbalanced distribution systems,” in 2016 IEEE Power and
Energy Society General Meeting (PESGM), Jul. 2016.
[45] M. D. Sankur, R. Dobbe, A. von Meier, E. M. Stewart, and D. B.
Arnold, “Optimal Voltage Phasor Regulation for Switching Actions in
Unbalanced Distribution Systems,” arXiv:1804.02080 [math], Apr. 2018,
arXiv: 1804.02080. [Online]. Available: http://arxiv.org/abs/1804.02080
11
[46] “IEEE Distribution Test Feeders,” 2017. [Online]. Available: http:
//ewh.ieee.org/soc/pes/dsacom/testfeeders/
[47] A. Mahajan, N. Martins, M. Rotkowitz, and S. Yuksel, “Information
structures in optimal decentralized control,” in 2012 IEEE 51st Annual
Conference on Decision and Control (CDC), Dec. 2012, pp. 1291–1306.
