Abstract. Fisher's equation was proposed in 1937 to model the spatial spread of an advantageous gene in a population living in a homogeneous one-dimensional habitat [Ann. Eugenics, 7 (1937), pp. 355-369]. The model assumed single locus with two alleles and that the fitnesses of the genotypes are constants. Here, the same model is considered except that the fitnesses of the genotypes are allowed to depend on the population size. It is shown that solutions of the resulting reaction-diffusion equations converge to maximize the population size lying on the zero mean fitness curve. In many cases, the solutions also propagate spatially with a positive speed.
1. Introduction. The purpose of this paper is to study the asymptotic behavior of solutions to the following system of reaction-diffusion equations:
Pt =Pxx + (NA-a)P(l This system of equations arises from a model in evolutionary ecology where p represents the frequency of an allele A and N represents the size of the population. The functions N1A, Na, N-represent the average fitnesses of allele A, allele a, and the population, respectively. They may depend on p and N, and their precise definitions will be given later.
Evolutionary ecology is a fusion of population ecology with the classical theory of population genetics. Population ecology is primarily concerned with the growth of population and how individuals in the population interact with each other. Until recently, all the models in population ecology have assumed that the genetics of the individuals are identical. This is due to the belief that the time scale for natural selection is much longer than that of changes in population size. Recently, natural selection has been proven to be much stronger than expected so that genetic changes can occur in the same length of time needed by a population to attain equilibrium in size [8] . Therefore, there seems to be a need to develop models that can handle population growth and population genetics simultaneously. Evolutionary ecology is thus formed. One of the best references on this subject is the book by Roughgarden [8] .
Without diffusion, that is, without the terms p,, and N, (1.1) is contained in [2, ? 5.3] . Roughgarden [8, Chap. 17] derived and studied a model that is the discrete-time version of (1.1), also without diffusion. To derive (1.1), we assume that the population has a genetic system of one locus with two alleles. Therefore, individuals in this population are classified into three types according to their genotypes: AA, Aa, and aa. Let the fitnesses of the three genotypes be denoted by NAA, NqAa, and 77aa, respectively. (They may depend on p and N.) Then the average fitnesses of allele A, allele a, and the population are given by NqA=PNAA+(l0-P)71Aa, 1a =PNqAa+(l P) aa and 7= P71A + ( -P) 7a , respectively.
Let 2n be the total number of allele A in the population. If we think of the 71's as per capita growth rates and that the individuals in the population diffuse at the same (unit) rate, then n and N satisfy the equations: (1.2) n, = nxx+ NAn, N, = Nxx+NN.
By definition, p = n/N. It is easy to verify that p and N satisfy (1.1) with the term 2(ln N)xpx added to the right side of the equation for p. Let this system be denoted by (1.1)*. We show later in this paper that under certain conditions on the fitness functions, the solutions (p, N) of (1.1) converge to a constant as t oo, uniformly on compact subsets of lR with lim,O N > 0. From Schauder estimates, N, and px converge to zero uniformly on compact subsets of lR. Hence (p, N) satisfies (1.1)* approximately for large time. This is one reason why we study (1.1) instead of (1.1)* other than the fact that (1.1) is mathematically more manageable.
In the absence of diffusion, (1.1) has been studied by Selgrade and Namkoong [7] , [10] . They have shown that if the fitnesses of the genotypes depend only on N (density dependent), then the solutions of the reaction equ-ations evolve to maximize, locally, the population size lying on the curve -q = 0. Lui [6] has shown that the results continue to hold for (1 .1) on a bounded domain with homogeneous Neumann boundary conditions. Thus diffusions do not change the dynamic effects of reactions in this case. In this paper, we again assume density-dependent selection and show that the results of Selgrade, Namkoong, and Lui also hold for an unbounded domain, in the sense of uniform convergence on compact subsets of lR. Actually our results are slightly stronger than this, and in several cases (Theorems 3.1 and 3.3), we show that solutions of (1.1) converge to the equilibrium and at the same time propagate spatially with a positive asymptotic speed.
One of the main difficulties in working with parabolic systems is that maximum principles are hard to apply. We circumvent this difficulty by going back and forth between the two equations in (1.1), each time using the results we know for a single equation. Results for a single equation are summarized in ? 2. Section 3 contains the hypotheses and statements of our main theorems and ? 4 contains the proofs. We end the paper with an example in ? 5.
2. Mathematical preliminaries. Consider the following initial value problem:
We assume that 0' uj(x) ' 1 in lR and h satisfies the conditions
Since u 0 and u 1 are solutions to the differential equation, the maximum principle implies that 0' u(x, t) ' 1 for all time. In addition to (2.2), we also assume that h satisfies one of the following three conditions: (2.5) h'(0) < 0, h'(1) < 0 and there exists an a C (0, 1) such that h(u) < 0 on (0, a), h(u) > O on (a, 1) and J,h(u) du > O.
Fisher [3] has used (2.1) with h(u) = u(1 -u) to study the spatial spread of an advantageous gene in a population living in a one-dimensional homogeneous habitat. Aronson and Weinberger [1] have extended Fisher's model to include the cases (2.4) and (2.5). They called (2.3) the heterozygote intermediate case, (2.4) the heterozygote superior case, and (2.5) the heterozygote inferior case. The following theorem is a combination of the results in ? 4 of their paper. Let ,3 C (0, 1) in the intermediate or inferior case. Define x(t) = sup {x I u(x, t) =/8} and x(t) = inf {x > 0 l u(x, t) =/}. Then lim,, jc-(t)/ t = lim,,D x( t)/ t = c*, where c* is defined in Theorem 2.1 [1] . This result implies the following about the solutions of (2.1).
Let D be a conical domain with slope 1/c and suppose 0< c < c*. Then, in the intermediate or inferior case, the solution u of (2.1), with appropriate initial data, converges to 1 uniformly in D. A similar statement can be made in the superior case for the solution to converge to a.
In the sequel we shall study (2.1) in a conical domain D, as defined above, with zero boundary conditions. The standard theory of parabolic equations, such as the maximum principles and Schauder estimates, are also valid for such a domain [4] . 
Remark 3.1. Condition (3.1)(i) implies that the genotype fitness functions are frequency-independent.
Remark 3.2. Condition (3.1)(iii) implies that allele A is more fit than allele a if N> N(p) and condition (3.1)(iv) implies that the average fitness of the population decreases when the population size increases. Remark 3.3. Conditions (3.1)(ii) and (iii) are not needed when there is no diffusion. However, they are quite reasonable assumptions. We shall see later that the ordering of the constants Ki allows us to classify the model into the heterozygote intermediate, superior, and inferior cases, which is very similar to what was done in [1] . Note that condition (3.1) (ii) implies that 7q (p, 0) > 0 and -q (p, N) < 0 for sufficiently large N. F1 and F2 intersect no more than once in the interior of Q and any intersection must be nontangential. There are then four cases to consider. Case 1. F1 is above F2. Case 2. F1 is below F2. There is also a relationship between the K,'s and the shape of 17. To see this, we assume for simplicity that
is positive for O_p'1. If N>KI, then Ti is negative for O?p?l and if K3< N < KI, then Ti is negative near p = 0 and positive near p = 1. Hence, if K3 < K2 < KI, we are in Case 1. Similarly, if K3> K2 > K,, we are in Case 2. We call these two cases the first and second (heterozygote) intermediate cases, respectively. If K3 < K2, K, < K2, then we are in Case 3 or the (heterozygote) superior case and if K2 < K3, K2 < K,, we are in Case 4 or the (heterozygote) inferior case. Figures 3.1(a)-3 .1(d) summarize all this information together with the local stability properties of the equilibrium points. The internal equilibrium, denoted by (p*, N*), is stable in the superior case and is a saddle point in the inferior case.
We always assume the following about our initial data. The region Q' = {( p, N) I 0 ' p ' 1, 0' N ' M} is an invariant rectangle and solutions of (1.1) exist and are unique and remain in Q' for all time [9] . We are now ready to state our main results. for N-'O, and
. Then F2 is increasing. Let ABCD be any square in Q with side 2S and center at the internal equilibrium (p*, N*). Then there exists c8 > 0 such that for any conical domain D8 with slope 1/c8 and (p, N) a solution to (1.1) in R x [0, oo) with initial data satisfying (3.4) , there exists T> 0 such that (p, N) C ABCD if (x, t) E D8 and t _ T. for N-0, and
Then F, is decreasing. Suppose also that there exist constants 0 < NJ < N* and K1 ' N, _ M such that (3.7)
max (m-m)< min (N1rN). Proof of Theorem 3.1. We only prove part (i) assuming that F2 lies below N= K3 -Eo. The case when F2 is increasing will be proved in Remark 4.3. Part (ii) may be reduced to a case very similar to part (i) by looking at the system of equations involving the functions q = 1 -p and N.
To define c, we have to define three conical domains D3 D D2 ' D1. First look at the proof of Lemma 4.1 with a = 0, b = 1, and D' = {(x, t) I t ? 0}. We observe that the same proof works if in the last paragraph of the proof, instead of applying Theorem 2.2, we apply the maximum principle for the upper halfspace. Therefore, there exists c*>0 (depending only on 77) such that if D3 is any conical domain with slope 1/c3, 0 < c3 < c*, then lim inf,x N(x, t) ? K3 uniformly in D3 . We fix C3 for the rest of the argument.
From both the above and Lemma 4.2, given a conical domain D3 with slope 1/c3, there exists a constant T3 T3(D3, EO, po, No) such that Also h may be chosen so that h'(O) is independent of 8. Therefore, lim inf,, q(x, t) q+ -8 uniformly in D", which is equivalent to lim sup,,, p(x, t) p p + ( uniformly in D". Since 8 is arbitrary and 3" is independent of 8, the first inequality is proved.
We now repeat the same idea to prove the second inequality, obtaining a constant c" along the way. c" in the theorem is then defined to be the smaller of 3" and c". The proof of Lemma 4.3 is complete.
Remark 4.1. We see from the above proof that if there exists * >0 such that yo+8*=-c< d _ yl -E*, then c" depends only on * and not on c, d. To define R2, let 0 < E < E* and let Di, D2, Cl, C2 be defined as above. From (4.4), there exists T2= T2(D2, 8, Po, NO) such that 0 ' p(x, t) ' p* + E for (x, t) C D2 and t? _T2. Let a=0, b =p*+E, D'=D2n {t-T2}, andc'=c2asinLemma4.1.Thenthere exists C3> 0, independent of 8, such that for any conical subdomain D3 of D' with slope 1/ C3, we have uniformly in D4. Here (p+, N* + E) and (pE 9K3-E) both lie on F2. Since p+ I p*, PF increases to p;-as E 0 0 where (p-, K3) E F2, and C4 is independent of 8, we have (4.6) p2 _ lim inf p(x, t) ? lim sup p(x, t) _ p* Remark 4.3. We now prove Theorem 3.1(i), assuming that F, is increasing but does not lie below N= K3. We observe that FT and FT to the left of p =p* in Fig. 4 .1 is exactly like the first intermediate case except that yj <,f1 as in Fig. 3.1(a) . Let ABCD be a square with side 28 in Q with f,3 as the midpoint of the right side. Choose 8 > 0 small enough so that ABCD lies above F2. Proceed as in the proof of Theorem 3. Proof of Theorem 3.3. From (3.6) and the definition of N, F2 is decreasing. From (3.7), (mR3 -Nq2)(KI) < (Ni -Nq2)(K1), which implies that K3 < K,. We now state a technical lemma whose proof will be given at the end of this section. One direction of the unstable manifold at (a, 0) remains in S-= {(q, p) 0 ? < q < a, p < O} until it reaches the negative p-axis and then spirals into (0, 0). Let (qp3, pf3) be the trajectory mentioned in (b) of Appendix A that connects a point on the positive p-axis to a point on the negative p-axis. If (q,8(0), p,(0)) is sufficiently close to P, then (q,,, pB) passes through a point (/3, 0) that is very close to the equilibrium point (a, 0). Since N1 <,8 <a, q13(x)> N1 on an interval (a, b) with length greater than Lo) defined earlier.
Let z be a solution to (2.1) in OR x [0, x), iJ(x) = qp(x) on (0, bp) and zero elsewhere. into the inequality (r3 -r1) < (r3/K3 -r1/ K1) N1. Suppose N1 = K2, which must be less than N*; then this inequality is satisfied if r3(1 -K2/K3) < r1(1 -K2/ K1).
Appendix A. Proof of Lemma 2.3(i). We first observe that by replacing v by the function v(x+ (L1 + L2)/2, t -r), we may assume that D is symmetric about the t-axis (L, = -L2= L) and its base lies on the x-axis (i-= 0). The constant c' in the statement of the theorem can be any number that satisfies 0 < c'< min {2A1h'(0), c}. We fix such a number for the rest of the argument.
To prove Lemma 2.3(i), we must construct lower comparison functions z and i These are solutions of (2.1) in D that vanish on the boundaries and have initial data To prove the second half of the lemma, let L. = b,3. From our hypotheses, there exists xo such that v(x, 0) _ q, (x -x0) on the interval (xo, xo + bj3) that lies on the base of D. Let w be the solution to w, = w,, + h(w) in D, and w = 0 on the boundaries. Also, let w(x,0)=q13(x-xo) on (xo,xo+b13), and w=0 elsewhere on the base of D. Then Theorem 2.2 implies that w(x, t) < v(x, t) in D. We can show that w increases to one uniformly on compact subsets of R, just as we did for the function v in the proof of Lemma 2.3(i). Therefore, lim,O v(x, t) = 1 uniformly on compact subsets of 1R.
The proof of the first half of Lemma 2.3(ii) follows the same recipe as the proof of Lemma 2.3(i). By choosing A > 0 sufficiently small, the origin is a saddle and (a, 0) is a stable focus in the phase plane of (A2). We can show that there exists a trajectory connecting the positive and negative p-axes. We leave the details to the reader. The proof of Lemma 2.3(ii) is complete.
