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ABSTRACT 
An important goal in the study ofobject perception is to understand how the brain 
integrates various visual properties into a coherent object. Currently, neural 
synchronization is regarded as a flexible and effective way to perform this integration. 
Under the framework ofthis theory, one question that has not been explored will be 
raised inevitably that whether synchronization underlying perception is automatic, that is， 
it is independent ofattention. My hypothesis is that perceptual integration could be 
performed automatically through neural synchronization. Two experiments were 
designed to study it. In Experiment 1，participants were required to press a key to respond 
to match one offour stimuli: red circle, green circle, and red rectangle, green rectangle. 
Over 1/3 of the times, a sound was presented before the visual stimulus lasting for 40 or 
80 ms. The presence of the sound was random, unpredictable. In Experiment 2, two 
numbers were presented on a computer screen before displaying the target stimulus. The 
interval between the numbers and visual stimulus was 100 ms, 200 ms, and 400 ms.. The 
participants were required to respond the target stimulus as quickly as possible i f the sum 
of two numbers was odd, otherwise no response was necessary. 
Results showed that latency of synchronization underlying perception was the 
same in all conditions of the two experiments, indicating that synchronization might be 
















CHAPTER I INTRODUCTION 
A single object, containing different properties such as color, size, orientation, 
generally activates neurons in many visual cortical areas corresponding to a 
distributed representation of its properties. Li this chapter, I will present the evidence 
showing that neuronal synchronization might be the mechanism to integrating 
distributed neuronal activities for the perception of a coherent object, after that I will 
formulate questions and hypothesis about whether synchronization is independent of 
attention. 
1. Neuronal synchronization 
In the visual system, a single stimulus can evoke spatially distributed neuronal 
activities. Fellman and Van Essen (1991) found that different regions of cortex 
showed increased activation corresponding to color, spatial frequency, shape, 
brightness, location, texture, and motion. Also, in response to a simple visual 
stimulus, synchronous neuronal activities were reported in the cats among visual 
areas 17，18，and 19 (Eckhom and Schanze, 1991; Eckhom, 1991，1992), and in the 
monkey between VI and V2 (Frien et al., 1994). 
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These findings lead to the intriguing question: how can spatially distributed neuronal 
activities be integrated to give the perception of a single object? Traditionally, this is 
known as the binding problem. 
The most intuitive solution for the binding problem is that there is a special binding 
unit that connects the group of activated neurons together, with different neurons 
corresponding to different properties of the object. In other words, after all neurons 
responding to the properties of an object are activated, the threshold of one of the 
binding units would be reached. With such a convergence of activation, perception 
could be performed. 
The analysis of single-cell receptive fields at different levels of visual processing 
agrees with that visual system does exploit the option ofbinding by convergence. 
Cells at higher level of processing tend to have larger receptive fields and to respond 
selectively to rather complex elementary features, such as stereotypes of faces or 
patterns (Gallant et al.，1993). However, it is impossible to be a general mechanism 
for perceptual integration. Although such a mechanism could enable the rapid and 
unambiguous association of a limited set ofkey features, introducing binding units is 
extremely expensive in terms ofhardware, because the number of required binding 
units scales very inappropriate with the number of different constellations that can be 
bound. Moreover, because of its inherent lack of flexibility such a mechanism cannot 
easily cope with the perception of new or modified patterns. Besides, evidences have 
shown that the pattern-specific cells are not selective for individual perceptual objects 
but for characteristic components of pattems (Fujita et al., 1992). 
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An alternative solution has therefore been proposed. It is based on the assumption that 
binding is achieved by synchronization of activities among the neurons responding to 
different properties of a coherent object. This solution greatly economizes the number 
ofrequired cells in perceptual integration better than binding unit model does. 
Because a cell can be bound in a flexible way to changing partners, it is possible to 
create with a limited set of neurons a nearly infinite number of different binding 
constellations. This solution to the binding problem closely resembles previously 
formulated concepts on sensory representations that assume that perceptual objects 
are represented in the brain by assemblies of interacting neurons rather than by 
individual, highly selective cardinal cells (Hebb, 1949; Martin, 1994). 
Currently, considerable neurophysiological, psychological, and computational 
research has been conducted to assess the "binding-by-synchronization" hypothesis, 
which has become considerably more elaborate and adapted to recent neurobiological 
findings. 
Gray & Singer (1989) recorded multiunit activities from two locations in cat area 17 
separated by 7 mm. The receptive fields of the recorded cells were non-overlapping, 
had nearly identical orientation preferences. In their experiments, three different 
conditions were involved: two bars moving in opposite directions, two bars moving in 
the same direction, and one long bar moving across both fields coherently. The long 
bar stimulus resulted in a robust synchronization of the activity at the two sites. In 
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related experiments, Engel, K6nig, Kreiter, & Singer (1991) demonstrated in the cat 
that the synchronization of activity between areas 17 in the two hemispheres was 
dependent on the visual stimulus. Those findings indicate that properties of visual 
stimuli could influence synchronization between widely separated cells located within 
and between different cortical areas. Usher & Donnelly (1998) provided support that 
visual grouping could be facilitated when elements ofone percept are presented at the 
same time as each other. 
These results clearly support the idea that neuronal synchronization is a candidate 
mechanism for integrating neuronal activities corresponding to different properties of 
an object into unambiguous objects. 
2. Synchronization and Attention 
The hypothesis that information about feature constellations is contained in the 
temporal relation in the discharge of distributed neurons, and in particular in their 
synchrony, also has some bearing on the process of attention. It is obvious that 
synchronous activity will be more effective in driving cells at higher levels than 
nonorganized, asynchronous discharges. Thus, such an assembly of activating would 
particularly effective in determining the focus of attention. 
Such synchronization may be dependent on the nature of the stimulus. When features 
are not grouped or bound together, responses of corresponding neurons can not be 
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synchronized together. These activities would have little chance ofbeing relayed 
further and influencing shifts of selective attention. 
On the other hand, attention shift can be initialized by higher levels through top-
down; synchronization of neurons at lower levels can be achieved by feedback 
connections from higher levels. These top-down influences could favor the emergence 
of coherent states in selected subpopulations of neurons. The advantage would be that 
nonattended signals do not have to be suppressed. Rather, cells could remain active 
and thus be rapidly recmitable into an assembly if changes of afferent activity or of 
feedback signals modify the balance among neurons competing for the formation of 
synchronous assemblies. 
Thus, the attention-direction systems would simply have to provide a temporal frame 
within which distributed responses could self-organize toward a coherent state 
through the network of selective cortico-cortical connections. In doing so, the 
attentional systems need not themselves produce responses in cortical neurons. It 
would be sufficient that they cause a synchronous modulation of their excitability. 
From this line of argument, we could propose that synchronization for perception is 
automatic, not affected by any ongoing cortical activities or simultaneous task 
demands. 
The automaticity of synchronization for perception could be supported with the 
discovery of reciprocal anatomical connections (Rockland & Pandya，1979). The 
reciprocal connections support the concept of efferent control along the visual cortical 
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hierarchy (Pribram, 1967), and make it apparent that information processing could 
involve reciprocal communication along the identified processing pathways (Mishkin 
& Aggleton，1981). When concurrent processing was discovered at the initial and 
terminal ends of the ventral visual cortical pathway (Ashford & Fuster, 1985), the 
notion of simultaneous hierarchical processing was introduced, suggesting that quite 
complex methods of analysis were possible, including parallel distributed processing. 
In the monkey's experiments (Ashford, 1984; Ashford & Fuster，1985), early 
electrical activity in the cortex represents initial visual processing. Thua a initial 
neuronal response suggests that information of the visual stimulus is sent both to the 
primary visual processing area to begin detailed analysis, and more widely to the 
entire visual system to prepares for the synchronous and reciprocal analysis of visual 
information between the primary, secondary, and associational sensory processing 
areas. 
However, previous ERP results indicated that NlOO and P100 could be affected by 
attention (Hillyard et al., 1995). In the visual domain, unattended visual-spatial 
stimuli are associated with attenuation in the amplitude ofboth NlOO and P100 
components. This was interpreted to support a role for perceptual filtering (early 
attentional selection), rather than change in response bias (later attentional processing) 
in the behavioral advantage ofbeing validly-cued to a target location. Furthermore, 
their finding suggests that the P100 and NlOO waveform reflect discrete attentional 
mechanisms: enhancement of the P100 would appear to be invoked by suppression of 
unattended stimuli, while amplitude increase of the NlOO are elicited by enhancement 
of attended stimuli. Those results strongly imply that signal processing might be 
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sequential, and then attention has an effort on deciding which information would be 
transfer to next level. This assumption apparently contradicts that synchronization 
model in which several processes would be operated in parallel. Increased ERPs 
means neural activities improved at the recording location，but not that activities 
between different cortical areas are increased simultaneously. Based on the 
synchronization model, increased activities do not crucially induce perceptual 
integration. Therefore, my hypothesis is that synchronization for perception is 
automatic. In other words, once neurons responding to different properties o fan 
object were activated, following integration could be performed automatically. To my 
understanding, this has not yet been explored in previous researches in humans. 
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CHAPTER II METHODOLOGY OF EEG SIGNAL 
ANALYSIS 
7. A time series and a stochastic process 
It is difficult to find any branch of science which does not lead to the study of data 
arising in the form of time series. A time series is a deterministic or nondeterministic 
function x of an independent variable t. The function x(t) will be a function oftime. It 
is evident that EEG is a time series. 
When time series data are analyzed it is necessary to perform various operations on 
the actual numbers obtained from an experiment. Before the data are collected it is 
convenient to regard them as being one of the many sets of data which might have 
arisen. This is achieved by associating with each point of time t in the range ( - oo< t < 
00) an random variable (rv) X(t) which has a sample space { - oo< X(t) < co} and an 
associated probability density function (pdf) fX(t)(x). In addition, it is necessary to 
specify thejoint p d f s associated with any arbitrary set of times (tl, t2,. ..，tn). 
An ordered set of rv's is called a stochastic process. It provides a probabilistic 
description of a physical phenomenon which evolves in time according to well-
defined probability laws. Note that the sample space associated with a univariate 
stochastic process is doubly infinite, extending from -coto +coat each point oftime 
and time itself extending from -ooto +cQ The doubly infinite set of time functions 
which can be defined on this sample space is called an ensemble. An observed time 
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series x(t) is regarded as one realization of an infinite ensemble of functions which 
might have been observed. 
In general the properties of a stochastic process will be time dependent, that is，the 
current value x(t) will depend on the time. A simplifying assumption is that the series 
has reached some form of steady state or equilibrium, in the sense that the statistical 
properties of the series are independent of absolute time. In other words, the p d f / 
x{t)Qc) is independent of time. Thus a stationary time series has a constant mean ju and 
a constant variance a^. Therefore, the common p d f f x(,)(x) can be estimated by 
forming the histogram. 
Another consequence of assuming that the process is in a state of equilibrium is that 
the joint pdf /u{xi , x2) depends only on the time difference t2 - ti and not on the 
absolute values of ti and t2. More generally, the equilibrium condition implies that the 
properties of the multivariate pdf associated with any set oftimes t\, h’..., t^ depend 
only on the time differences 11/- ty|. Another way of saying this is that the pdf 
associated with any set of times t\, h，..” /n is the same as that associated with any 
other set of times obtained by translating t\, ti，...，t^ ahead or backward by an amount 
k. In mathematical terms, 
/ x ( r 7 ) X ( t 2 ) . . . X ( t n ) ( ^ y ,义2，--.，^ n ) = / x ( " + ^ . . X ( t n + k ) ( X / , 又 2 ， … ， ^ n ) ( 2 . 1 ) 
for all sets of times and for all of displacement k. A stochastic process which satisfies 
the conditions (2.1) is said to be completely stationary. 
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2. Methods to capture neuronal synchronization 
Generally, several different methods are employed to calculate synchronized 
oscillations between two EEG signals in signal processing. The first method, which is 
simplest, earliest and direct, is called cross-correlation. It provides a means of 
establishing whether there are components in common between two EEG channels, 
and of establishing the relative timing or phase relation between such components. 
However, if there are common components that are rather rhythmic and lie in more 
than one frequency band (e.g., alpha and theta), separate identification in the summary 
cross correlogram for each frequency may be difficult. Therefore, cross correlation is 
inappropriately, almost impossibly used to find synchronized oscillatory at EEG 
signals with several frequencies. 
Based on aforesaid reasons, a new method, which can capture synchronized 
oscillatory in EEG signals of several frequencies, has been developed. It is called 
coherence. The method provides a statement ofhow common activity between two 
channels is distributed across frequencies. As an example, consider two processes 
each of which consists of a quasiperiodic signal embedded in wide band noise 
processes. Suppose the quasiperiodic signals are due to a common phenomenon so 
that they are closely related. The wide band noise processes, on the other hand, are 
due to random fluctuations that are unique to each process and so are unrelated. 
Because the wide band noise processes are independent and not a shared activity, the 
coherence ofthe two processes would be relatively large in the frequency band ofthe 
shared, quasiperiodic signal and small at other frequencies. If x and y processes are 
identical, then the COHy^y{f)=l at all frequencies. At the opposite extreme, if x and y 
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are independent processes, COH^yiJ)=0 at all frequencies. Between these two 
extremes there lies a multitude of possible relationships between the processes that 
can often be measured usefully by the coherence function. Coherence could be 
calculated with the following function: 
G ( f � 
Cohxv(/) 二 v2 (2.2) 
砂 (SM)Syy(ny 
where G^^ ( / ) is cross-spectrum between channel x and y, which means common 
power variety between two channels at frequency /，and S^{f) ,Syy{f) is power 
spectrum at channel x and y. Note should be taken that the coherence function 
suppresses any phase information concerning the two processes. It considers their 
relationship only in terms of power at a given frequency. 
3, Disadvantage of traditional method to calculate coherence 
In the past time, spectral analysis of physiological signals such as EEG is performed 
predominantly by means of fast Fourier transform (FFT). This is mainly due to the 
numerical efficiency of the algorithm. However, this method is crucially affected by 
sample length, demands stationarity of the data segments studied, and suffers from an 
algorithm-specific discrepancy between time and frequency resolution since only N/2 
(where N denotes the sample length) frequency points are taken into consideration. To 
keep the benefits of the FFT in the analysis of nonstationary signals with temporarily 
changing spectra, it is usual to makes use of the short-time Fourier transformation 
(STFT) where the FFT is applied to short overlapping sequences which are assumed 
to be stationary. Otherwise power spectrum obtained from STFT would fluctuate 
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greatly and its statistical significance would be very low. Smoothing is usually 
necessary, but such process decreases the spectral resolution very much. Because such 
disadvantages can be overcome by parametric spectral analysis based on linear 
models, the parametric approach is used in a number of areas including EEG analysis. 
4. MultiVariate AutoRegressive model (MVAR) 
Because of i t s general nature, MVAR model is very popular among the linear models. 
In the framework of the MVAR model the EEG signals are treated as a stochastic 
time series, which contain periodic information, and the random noise component. 
This means that the signal value at each point in time can be expressed as a weighted 
sum of the values of a fixed number of immediately preceding points plus 
unpredictable random noise component. The multi-channel EEG process can be 
described by the following equation: 
足 +从—丨 +…“人爪二已， （2.3) 
where Z , = (x,^, X2^  ... x^^) is the vector of EEG ；？-channel process, A^,A,...A^^xQ 
the p X p matrices of model coefficients, a n d � = (气 , , �， . . .， e ~ ) is the vector of 
multivariate zero mean uncorrelated white noise process. The schematic 
representation of the four-channel AR model is shown in Figure 2.1 
After estimating the parameters of the model, A^,...,A^, power spectrum could be 
calculated, and then coherence can be obtained. Because the spectrum is obtained 
directly from parameters of the model, the limit of frequency in FFT will be solved. 
12 




i ^ ^ X h f 
7 ¾ ^ 
^ 4 ¾ ¾ 
^ A A ^ F 
\乙 A43 \ A34 \ Z 
X4 i ^ 
Figure. 2.1. Schematic representation of the four-channel AR process e is 
the input noise signal, x is the output EEG time series, and A is the 
coefficient of AR model 
The AR model involving multichannel data is the vector version of conventional AR 
model (univariate AR model) and always termed as multivariate autoregressive 
(MVAR) model. Therefore, its concept of order selection and parameter estimation is 
similar to the univariate one. As in the univariate case, an instantaneous estimation of 
the spectral density which in the multivariate case is a matrix-valued function of 
frequency, can be given in terms of the AR coefficient 
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S{co) = ^ [n-' {o^)V^H-'\co)]， （2.4) 
ZTT 
where 
H{co) = I-A,e''^ Ape_jmp 
Ve is the covariance matrix of white noise process E，and H* denotes the conjugate 
complex of H . To measure the interdependence (or 'synchronization' used in 
neuroscience) between two components of multichannel EEG data, the coherence 
function is introduced as Equation. 2.2. 
Since EEG is considered as nonstationary stochastic signal during a cognitive process, 
its analysis usually is done within short time windows in which it behaves much like a 
stationary process. To reach such quasi-stationary, the EEG trails are divided into 
segments and the values of the parameter of the multivariate autoregressive model are 
estimated. To obtain smooth time courses of spectral estimation, the short time 
window is overlapped .The dynamics coherence between two arbitrary EEG channels 
can then derived from the time varying MVAR model: 
S{o),t) 二 + [n-' [CO,t)V^ {t)H-• * {co,0] (2.5) 
271 
. ( • 、 S,^{co,t^ 
cohj^i{co,t) = . (2.6) 
4^kki^co^t) S,(co,t) 
On the time-frequency plane of dynamics coherence the coherence can be localized at 
a certain time and a certain frequency clearly. 
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5. Estimation algorithm ofMVAR model 
If the process order p is known, various techniques are available to estimate the 
coefficient matrices A. ( i 二 1,...，p) and the noise covariance matrix V^ from an 
observed time series of state vector X^. The most commonly used estimates that can 
be computed via fast algorithm are the Yule-Walker estimates, Burg-type estimates, 
and Least Squares estimates. While these estimates are all asymptotically unbiased 
and can be shown to be asymptotically equivalent, their finite-sample behavior differs 
significantly. In the condition of dynamic EEG analysis, the number of sample points 
is limited which may cause unexpected biased estimation fNunez etc., 1997). The 
alternative one is the maximum likelihood (ML) estimates with good performance in 
small-sample condition fNTunez etc., 1999), but its computational complexity makes it 
slow. Li the above dynamic estimation scheme of EEG, the computation time of 
analysis should be considered well. Here we introduce an efficient Least Squares 
estimation algorithm initialized by Neumaier and Schneider with almost the same 
quality but less computational expense than ML method. 
The description equation (2.1) ofMVAR model can be rewritten in the form 
Vt=AUt+Ef t = l,--',N (2.7) 
with coefficient matrix 




The most important step in the derivation of the least square estimates is to view 
equation 2.6 as a linear regression model with fixed predictors U,，which is an 
approximation as for measured time series U^  are realizations of a random variable. 
Using parameter estimates for the regression model in the MVAR model can be 
expected to be consistent and asymptotically normal. For the linear regression model 
(2.7)，the least square procedure yields the best linear unbiased estimates: 
A * = m r i and 6 "二 ^ ~ (厂一哪 - 1 妒 0 (2.8) 
N-n 
where 
U = jytUfT V = f / , v : W = j^tUtT 
/=1 t=\ t=l 
Noted that C* is the Schur complement ofthe matrix 
[ " 妒 卞 們 ( ， � � K T K (2.9) 
w V . V ‘ v^ K 乂 /=i V ^ t y 
where 
/ T T \ ( ^r, X„ , … X^ y^„,, 
(jjT yT \ p p-\ I p+\ 
^1 ^1 vT V T ^T ^T 厂一 ： ： _ 义州 Xp ...义2 Ap+2 
八— . • — . . • . . ， 
u^ v^ ’ ‘ ‘‘ ’ ‘‘ 
V ^ Nj yT yT yT yT 
\^ N—\ ^ N-2 ^ N-p ^ N J 
the QR factorization ofK， 
K = QR 
fR R \ 
with 0 orthogonal, R= '' '" upper triangular, provides an evident way of 
‘ V 0 ^22j 
computing the estimates (2.8): Rewriting (2.10 ) as 
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… ^ n = K'K = R'Q'QR = R'R = f^'；^" , ^''^'V 1 (2-10) 
1^ F J l^,'^u <2 ,^2+^[2^22J 
we get a easy-to-implement form of equation(2.8): 
A ' = { R ; ! R j , ^ * = + ¾ (2.11) 
7V — n 
The reliability of the proposed algorithm was tested on simulated data. 
6. Validation of the algorithm by simulation 
Li order to assess the capability of the method in detecting the presence of 
synchronized oscillations between the signals, it is tested on simulated signals. The 
following signals are considered: 
y,{t) = sm{l7jf^{t)-t) + e,{t) ^^12) 
y,_{t) = sm{l7tf^{t)-t) + e^{t) ‘ 
where ei(t) and e2(t) are two white noises and where frequency f\ is set constant equal 
to 3 Hz, while is changed as a sinusoidal function of time (range 8 士 0.5 Hz). In such 
a way, y, and y： have time-variant characteristics and present common rhythms of 
oscillation at frequency/.. In Figure 2.2 and 2.3, the power spectrum of>v and y： 
correctly evidence the spectral characteristic of each signal separately. Figure 2.4 
contains the estimated cross-spectra, which are a measure of the power coherently 
interchanged at each frequency: it is clearly evident that cross-spectral peaks appear at 
the frequency/.(^) as expected. Accordingly, the sequence of coherence, see Figure 
2.5, reveals the value of this parameter close to one at around the same frequencies. 
Higher values of coherence are found when the signals have common rhythms. 
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The simulated results support that our method is appropriate and able to find dynamic 
synchronized oscillation between two time series such as EEG. 
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Figure. 2.2. Auto-spectmm of signal yj clearly shows the presentation o f / . 
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Figure. 2.4. Cross-spectrum between signals y^ andyj. 
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Figure. 2.5. Coherence of signals y； andy.. It verifies that our method 
is able to recognize coherent oscillations between processes. 
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CHAPTER III EXPERIMENTS AND RESULTS 
1. Experiment 1 
1,1 Subjects and experimental procedures 
Eight subjects, 19 - 24 years old, participated in this experiment for the course 
requirement in the department of psychology at Chinese University ofHong Kong. 
All subjects were right-handed and had normal or corrected to normal vision. The 
EEG was recorded continuously during visual stimulation. 
Visual stimulus, a color figure (red circle, red rectangle, green circle or green 
rectangle) was presented for 40 ms on a CRT monitor. Participants were instructed to 
maintain their gaze on the fixation point and respond only to the color figure as 
quickly as possible by pressing a button. The color figures were presented in three 
conditions: no sound condition (NS) in which a color figure was presented only, short 
Figure (40ms) 
\l__ 
No sound condition _ _ _ L J 
Short sound condition 一 
> H 
Sound (40ms) 
Long sound condition J _ _ ^ 
> V 
Sound (80ms) 
Figure 3.1. Three different condition used in the experiment. 
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sound condition (SS) in which a 40 ms sound was presented simultaneously with a 
color figure, or long sound condition (LS) in which a 80 ms sound was presented 
simultaneously with a color figure (Figure 3.1). Conditions were presented in random 
order. Each of the SS and LS conditions was presented at 1/6 probability of total 
trials. 
1,2 EEG recording and processing 
y^\ FpK 
F7/ * * XF8 卜 F3 Fz F4 *X 
FT7 / • FC3 FCz FC4 • \?18 
T3 參 C3 Cz C4 參 T4 
TP7\» CP3 CPz CP4 參,TP8 
\ P3 Pz P4 j 
T 5 X * * * ^ 6 
> s ^ l Oz 02 y 
Figure 3.2. Electrode montage. 
While recording subjects' reaction time, EEG was recorded continuously from 30 
channels with linked earlobe references using scalp Ag-AgCl electrodes filled with 
conductive electrode paste according to the international 10-20 system (Jasper, 1958) 
(Figure 2.2). EEG signals were amplified (Synamps amplifiers, Neuroscan, Hemdon, 
VA) between DC and 30 Hz，and digitized with a sampling frequency of 250 Hz. 
Electrode impedances were kept below 5 kQ. Horizontal and vertical eye movements 
were monitored with the bipolar recordings of the electrooculogram (EOG). 
22 
EEG signals were digitally filtered off-line (30 Hz lowpass, slope 48 dB/octave). 
Behavioral data was merged with continuous EEG files for segmenting into epochs of 
1000 ms. After baseline correction (-200 - 0 ms pre-trigger), the single sweeps were 
visually inspected and trials with artifacts were rejected. And then artifact-free epochs 
per subject were processed with our MVAR method discussed in the chapter 2 for 
obtaining coherence between different channels. 
13 Results and discussion 
The ANOVA performed on mean correct reaction time (RT) revealed a significant 
main effect of sound duration [F(2,14) 二 11.99,;? < .05], indicating that RT increased 
as sound duration increased (Figure 3.3). This pattem ofRTs was typically attributed 
to sound disturbing effect. With the Post Hoc test, the difference between LS and NS 
was significant {p < 0.01) only. 







480 ‘ ‘ ~ ~ ~ L _ 
NS SS LS 
Condition 
Figure 3.3. Reaction time in all three condition 
Spectral coherence analysis was performed with MVAR model on the 30 channels. 
Graph show the coherence of the following pairs of electrode: (1) the coherence 
between 02 (occipital) and T4 (temporal); (2) the coherence between T4 and C3 
(sensorimotor area); (3) the coherence between 02 and C3 
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Coherence between 0 2 and T4 appeared on peak around 200 ms after stimulus onset 
with frequency of 13-15 Hz in all conditions (Figure 3.4，3.5，3.6)，which means that 
neural synchronization underlying perceptual integration is independent of attention. 
If attention is crucial for perceptual integration, 02-T4 coherence would be shifted as 
a function of attention in this experiment in which attention was controlled. However, 
this was not case in my findings. 
The pattem of coherence between T4 and C3 was different from one of coherence 
between 0 2 and T4 in this experiment. Generally, the latencies of coherence between 
T4 and C3 were not equal in all three conditions (Figure 3.7). ln NS condition, the 
range of peak times extended from 400 ms to 550 ms after stimulus onset, and a very 
small peak was discovered at approximative 200 ms same as the latency ofcoherence 
between 0 2 and T4 (Figure 3.4). In SS condition, two peaks could be clearly 
observed: one of them was presented around 200 ms after stimulus onset; another one 
appeared at approximative 400 ms beyond stimulus onset (Figure 3.5). The latency of 
first peak was same as latency of coherence between 0 2 and T4, while the latency of 
second peak was same as one of coherence between T4 and C3 in the NS condition. 
In LS condition, two peaks were observed again, indicating the same pattem as in the 
SS condition. Although the first peak was found around 200 ms same as the latency of 
the first peak in SS condition, the latency of second peak was around 600 ms after 
stimulus onset. Clearly, the trend of coherence latency between T4 and C3 in the three 
conditions was similar to those of the reaction time. 
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The coherence between 0 2 and C3 was also explored in the results. In all three 
conditions，peaks were only found around 200 ms，indicating that the neurons at 
occipital and sensorimotor area were activated synchronically. 
RT results suggested that subjects' attention have been disturbed by sound. Those 
were consistent with previous findings (Coles et al.，1995) that stimulus presented at 
little probability could attract attention automatically. Coherence between T4 and C3 
showed trend similar to the RT pattern, suggesting that perceptual motor behavior was 
performed by synchronization of multiple brain areas. Those results also implied that 
our MVAR model was sensitive and useful for capturing coherence between different 
electrodes. 
This results were not similar to previous findings from monkeys (Bressler，1993). In 
their experiment, monkeys were trained to respond to one visual pattern, and to 
withhold responding to the other. Coherence between occipital and prestriate areas 
has been observed between 100 and 200 ms post-stimulus in all two conditions, 
indicating that those two areas have been functionally connected while motive choice 
happened. However, the coherence between occipital (01，02，OZ) and prestriate (P3, 
P4) was not found in this experiment. Key-press response required in this experiment 
implied that visually responsive areas located in P3 and P4 (Tootell et al., 1997) were 
less involved, while inferior temporal was more possibly activated for recognizing an 
object. Therefore, it was reasonable to see the synchronized activities between 
occipital and inferior temporal (T4, T3) in this experiment. 
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However, questions will be raised against the argument that perceptual integration 
was independent of attention. 
First, it is possible that RT delay in sound conditions is not completely effect of 
attention. Rationally, our brain possibly spends more time doing one task than doing 
two tasks, particularly when different sensory modalities are involved. 
Second, two sensory systems were involved in this experiment. Some may argue that 
the finding that latency of 02-T4 coherence equal in all conditions was caused by the 
interaction of two systems, but not by the attention 
So, the second experiment was designed to solve those problems, and find more direct 
evidence to answer my first hypothesis whether the perceptual integration is likely 
independent of attention. 
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Figure 3.4. Coherence between 0 2 and T4，T4 and C3, and 02 and C3 in 
the no sound condition. The horizontal line (right panel) represents the 90% 
confidence limit for significant deviation for random coherence. 
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Figure 3.1. Coherence between 0 2 and T4, T4 and C3, and 
0 2 and C3 at 13-15 frequency in all three condition 
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2. Experiment 2 
2.1 Subjects and experimental procedures 
Eight adult subjects, 19 - 23 years of age, participated in the experiment with the 
payment. All subjects were right-handed and had normal or corrected to normal 
vision. The experiment was performed with written consent ofall subjects. The EEG 
was recorded continuously during visual stimulation. 
On each trial, the participants were presented for 40 ms with two numbers in the 
center ofacomputer screen. With an ISI of 00 ms, 200 ms, or 400 ms, a color figure 
(red circle, red rectangle, green circle or green rectangle) was displayed for 40 ms on 
the screen. Subjects were instructed to respond to the color figure as quickly as 
possible by pressing a button if the sum of two numbers was odd, otherwise no 
response was necessary (Figure 3.8). 
ISI 
~ , (100,200, 400 ms) ^ i ~ 
A i \ 
Numbers (40ms) Figure (40ms) 
Figure 3.8. Experiment 2 trial sequence. 
2.2 EEG recording and processing 
EEG was recorded continuously from 30 channels with the same parameter settings as 
in the first experiment. The continuous EEG files were segmented into epochs with 
the trigger aligned the color figure. 
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2,3 Results and discussion 
The ANOVA performed on mean correct reaction time (RT) revealed a significant 
main effect ofISI [F(2, 14) = 26.41,;? < .01]，indicating that RT decreased as ISI was 
increased (Figure 3.9). On post hoc testing，RT was shown significantly higher when 
1400 
1200 ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ S 
H ^ f c { ^ ^ s ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ M i i i ^ ^ ^ ^ ^ B 
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6 0 0 — — L _ _ — — I ‘ ‘ 
100ms 200ms 400ms 
ISI 
Figure 3.9. Reaction time in all three condition 
the ISI was 100 ms than when it was 400 ms {P < 0.01), and was significantly lower 
when the ISI was 400 ms than when it was 200 ms (P < 0.01). 
Figures show the spectral coherence analysis ofMVAR model on the 30 channels. 
Results show the following: (1) the coherence between 02 (occipital) and T4 
(temporal); (2) the coherence between T4 and C3 (sensorimotor area); (3) the 
coherence between 02 and C3; (4) the coherence between 02 and F4 (frontal area); 
(5) the coherence between F4 and C3; (6) the coherence between T4 and F4. 
Coherence between 02 and T4 electrodes consistently developed two peaks with 
frequency in 12 - 13 Hz band in three conditions (Figure 3.10). Both of these peaks 
are time-locked to visual stimulus onset: the first peak component appear at 
approximate 100 ms after numbers stimulus onset; the range of the second peak times 
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extended from 100 ms to 300 ms beyond figure stimulus onset, which is identical to 
results from the first experiment. Consequently, intervals between two peaks are 
exactly compatible with ISIs in all conditions, indicating that synchronized neuronal 
activities are caused by extemal stimuli. Under the assumption that attention is 
imperative for perceptual integration, 0 2 - T4 coherence should be delayed, 
particularly in short ISI condition, because participants could focus their attention on 
the color figures task only after performing the calculation. The results suggest that 
synchronization is independent of attention. 
The F4 electrodes are localized over the frontal cortex, which is known to be 
concerned with decision functions. Therefore, coherence between occipital and frontal 
areas was expected to appear, because a decision of whether to respond to the next 
stimulus or not is involved in this experiment. 0 2 - F4 coherence is only observed 
around 100 ms after numbers stimulus onset and the range of 12 - 13 Hz frequencies 
in short ISI condition, median ISI condition, long ISI condition. Comparing the plots 
of coherence between 0 2 and F4 with those between 0 2 and C3 (Figure 3.11)，we 
could found that coherence pattem of two pairs is very similar in all conditions. 
T4 - C3 coherence is centered at the frequency of 12 - 13 Hz in short ISI and median 
ISI, emerging at approximate 550 ms and 450 ms separately. After figure stimulus 
onset, two peaks appeared apparently, but insignificantly in long ISI, which might be 
due to interindividual difference. Latency of the first peak is approximately 350 ms in 
long ISI condition, while the second peak is presented around 550 ms in long ISI 
condition. The fact that T4-C3 coherence latencies are similar to those ofRT, 
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indicated that attention has an effect on the reaction time but not on the perceptual 
integration. 
In this experiment, the problems involved in the first experiment have been resolved. 
Because participants, who were instructed to calculate the sum of two numbers so as 
to decide whether to respond to the target stimulus, can not shift their attention to a 
color figure stimulus without finishing the calculation. The fact that RTs decreased 
while ISI increased suggests that participants have to delay the color figure task in the 
short ISI condition more than in the long ISI condition, revealing that attention is 
effectively controlled by the numbers stimulus. 
the first experiment. It was not sure whether this fact was related to auditory 
involvement in Experiment 1. Li general, these experimental results ofRTs and 
coherence support the conclusion from the first experiment that perceptual integration 
is independent of the attention. 
34 
‘\ ODPLF FRK HUHFH EHWZ •��OPL F FRK HUHFH EHWZ H 
i ^ l p B i C ^ 
_ _ i M ^ 
7LPH 7LPH 
• \ QDPL F FRK HUHFH EHWZ • \ ODPL F FRK HUHFH EHWZ H ^ ^ ^ ^ ^ ^ ^ 
H [ ^ K S H • 
|^B^^M||M^^^^^^^^rf^MM^^Ma ^H 
^ ^ � r ? ^ ^ I _ 
• 譬 . • r I - -
^ • % � * , ！ - A _ 
“• • � . : .. '•_ r • \ ,A i \ — 
- . , . I , ‘ r I - . 八 / - \ ^ 、 产 
# . i i � • [ ^ ' ' ^ 
7L PH 7L PH 
‘\ QDPt F FRKHUHFH EHWZ • \ QQPL F FRK HUHFH EHWZ H 
— • _ I r ™ ^ 
• - , ' ' ' 
秦 ''，-• • z . n . 
0 ^ ^ ^ 、 、 u. / \ 
X ^^ \ ~ ‘ , r / \ /_A 卜 ‘‘ ‘ w � = ！ ~ \ / \ 广\ X . 〜， &^ ,.¾::.:;- ； / \ / \ � ，严： V w i I V/A /W f \ 
一 m.. �‘ * ^ ^ I “ \ 厂 / \ r 
a | 、 ， * . I _ / 〜、 /、 \」_ 
_ . i . . 急 、 ： i : l l b ^ : 、 ！ ^ 
7L PH 7L PH 
Figure 3.10. Coherence between 0 2 and T4. The horizontal line (right panel) 
represents the 90% confidence limit for significant deviation for random 
coherence. 
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Figure 3.11. Coherence between 0 2 and F4 in three conditions. The horizontal line (right panel) r presents the 90% confide ce limit for si nificant deviation for random coherence.
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Figure 3.12. Coherence between 0 2 and C3. The horizontal line 
(right panel) represents the 90% confidence limit for significant 
deviation for random coherence. 37 
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Figure 3.13. Coherence between T4 and C3. The horizontal line 
(right panel) represents the 90% confidence limit for significant 
deviation for random coherence. 
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Figure 3.14. Coherence between T4 and F4. The horizontal line 
(right panel) represents the 90% confidence limit for significant 
deviation for random coherence. 
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CHAPTER IV DISCUSSION AND CONCLUSION 
This study was designed to examine whether synchronization for perception 
integration is independent of attention using coherence techniques. Results show that 
in humans, neural synchronization underlying perceptual integration is automatic, not 
influenced by attention. 
1. Functional connection between different cortical areas 
]n animal studies, coherent oscillatory activity has previously been suggested to 
reflect functional cooperativity in the visual cortex over short distances (Fries et al., 
1996) and interhemispherically, via the corpus callosum (Engel et al., 1991). In 
addition to visual percept, coherent activity has been formed in associated with the 
generation of auditory (deCharms and Merzenich, 1996), and olfactory percept 
(Laurent et al., 1996), as well as motor behavior (Sanes and Donoghue, 1993), in a 
number ofstudies on intraregional cortical physiology. More recently, Chiange et al. 
(1996) presented preliminary data in the cat indicating an increase of synchronous 
activity between striate and sensorimotor association cortex in a visuomotor stimulus-
response task. 
In my two experiments, different cortical areas were functionally connected at 
different periods of achieving the special task. In Experiment 1，02，T4 and C3 were 
connected around post-stimulus 200 ms (Figure 4.1) in short and long sound 
conditions, but in no sound condition in which 02-C3 and 02-T4 were connected 
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only. No combination o f T 4 and C3 might infer that self-organized network at this 
time point is merely responsive to perception integration, but to movement decision. 
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Figure 4.1. Functional connection between different areas around post-stimulus 200 ms in SS 
and LS condition but not in NS condition, in the fu:st experiment (Left). Functional connection 
between different areas around 600 ms after figure stimulus onset in LS condition, 400 ms in NS 
and SS conditions, in the experiment 1 (Right). 
However, this suggestion openly contradicts the findings that C3-T4 coherence exists 
in sound conditions. To explain this inconsistency, we would emphasize the following 
points. First, participants, who were instructed to ignore the sound stimulus, inhibited 
response to the sound stimulus. Second, it is due to the poor spatial resolution ofEEG 
that T4 electrode possibly recorded the neuron activities over auditory areas. 
Therefore, it is reasonable to assume that C3-T4 connection might be used to perform 
inhibition of movement. In addition, coherence between T4 and C3 was observed only 
at different time at different conditions (Figure 4.1). Results are consistent with 
previous argument that the brain was best views as a large-scale network with parallel 
processing capability (Bressler, 1995). 
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Li the experiment 2, F4 that was not involved in the first experiment was observed to 
connect with other electrodes. Frontal area (F4) concerned with decision function is 
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Figure 4.2. Functional connection between different areas around 100 ms after number 
stimulus onset (Left), and around 200 ms after figure stimulus onset (Right), in the 
experiment 2. 
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Figure 4.3. Functional connection between different areas around 600 ms after 
figure stimulus onset in SISI condition, 400 ms in MISI condition, and 300 ms in 
LISI condition, in the experiment 2 
crucial in this task in which participants had to make a decision whether or not to 
respond to the target stimulus after performing a calculation. Consequently, 02-T4, 
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02-C3, and 02-F4 were connected together around 100 ms after number stimulus 
onset (Figure 4.2)，indicating that the network is responsive to accomplish a 
calculation. Only coherence between 0 2 and T4 was founded beyond approximate 
post-figure-stimulus 200 ms. (Figure 4.2). T4-C3, T4-F4, and C3-F4 was connected 
around 600 ms after figure stimulus onset in short ISI condition, 400 ms in median ISI 
condition, and 300 ms in long ISI condition, in Experiment 2 (Figure 4.3). All those 
results confirm suggestion that complex, high-level functions may be implemented by 
parallel processing in large-scale cortical networks (Bressler, 1995). According to this 
view, sequentiality of functions results from dynamic network reorganization. Each 
sequential sub-process in high-level function corresponds to a change in the 
functional topology of the network, which is adaptively reconfigured under the 
influence of control processes implementing constraints imposed by the evolving 
processing contingencies of the high-level function (Van Essen et al., 1992). Thus, as 
a human performs a complex process composed of sequential functional steps, the 
areas engaged at each step depend on the particular sub-process that is executed. 
2. Relationship of coherence to motor behavior 
In Bressler's experiment (Bressler, 1993)，a large increase in broadband coherence 
between striate and motor areas was observed at the time of the response in GO 
condition. However, T4-C3 coherence peak always appears prior to response onset, 
but rather at time of response onset, in these experiments. 
Numerous studies have found that a better correlation of oscillations occurred in 
periods before movement rather than their actual performance (Kristeva et al., 1991; 
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Lado et al., 1991; Murthyand Fetz, 1992; Pfurtscheller and Neuper, 1992; Samelin 
and Hari, 1994; Sanes and Donoghue, 1993). For example, local field potential (LFP) 
oscillations in cat motor cortex (MI) occur during motionless episodes that appear to 
be periods of focused attention. Possibly, these oscillations are disrupted by self-
initiated movements (Bouyer et al. 1987). Further, as noted above, fast LFP 
oscillations recorded in monkeymotor cortex during operantly conditioned step-
tracking tasks appear primarily during a required premovement waiting period and 
decrease abruptly after a visual cue to move (Sanes and Donoghue 1993). Such 
observations suggest that oscillations before motor action could reflect planning or 
more global signals related to an upcoming behavior or they could simply reflect 
relative inactivityof motor cortex neurons until close to the time of motor action. 
Concurrent LFP and neural discharge oscillations during untrained exploratory 
grasping movements in monkeys (Murthy and Fetz 1992,1996) and oscillations in 
human electroencephalogram recordings during, as well as before, self-paced button 
pressing (Pfurtscheller and Neuper 1992) suggest that oscillations more likely be 
related to an active process. 
Therefore, it is reasonable to argue that T4-C3 coherence might imply the movements 
plan but rather motor action. 
3. Automatic synchronization 
The results from the two experiments in this research indicate that neural 
synchronization for perceptual integration might be independent of the attention. This 
contradicts the findings from ERP experiments in which ERP evoked by valid stimuli 
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showed an enhanced N1 component relative to a neutral cue condition, whereas the 
invalid stimulus elicited a reduced P1 amplitude relative to the neutral condition 
(Hillyard et al.，1995). Based on those findings, some argued that attention have an 
effect on the perception. 
However, this contradiction might be reconciled. First, evidence has shown that, in 
visual cortex, oscillatory LFP responses occur without detectable spike activity when 
stimuli are presented to orientation-tuned cells in their nonpreferred direction (Bauer 
et al. 1995; Eckhom and Obermueller 1993; Grayet aL 1992). These results might 
indicate that power ofEEG signals might be not totally correlated to coherence 
between different areas. Therefore, enhanced N1 component doesn't mean that 
coherence could be observed. 
Overall, my results show that in human, neural synchronization underlying perceptual 
integration is independent of attention. 
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