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We study electronic structure of rotated bilayer graphene by using of tight-binding method and Green’s func-
tions techniques . A perturbative approach which is valid for not too small angles (θ ≥ 3◦) and states close to
Dirac energy is developed. We calculate the self-energy of states of the upper plane due to their coupling with
states of the lower plane . We discuss consequences for velocity renormalization and for electron-lifetime due
to disorder in one plane. We also calculate and discuss the spatial modulations of density of states. We compare
our analytical results to fully numerical calculations, showing good agreement between the two approaches.
PACS numbers: 73.22.Pr; 73.21.Ac
I. INTRODUCTION
Stacking several layers of Graphene on top of each other,
may affect the original electronic structure. Indeed AB or
Bernal stacking (as shown previously) destroys the linear dis-
persion and changes chirality properties even in a bilayer1–6
Interaction between layers is then an important question. Yet
as we will show in the following it does not systematically de-
stroy interesting properties but on the contrary it can lead to
the emergence of very peculiar and new behaviors.
Graphene can be formed in multilayers on SiC4–12 but also
on metal surfaces such as Ni13 and in exfoliated flakes14 )
where interactions between successive layers play a crucial
role. While on the Si face of SiC, multilayers have an AB
stacking and do not show graphene properties3–6 , on the C-
face, multilayers have been shown to present graphene like
properties even when they involve a large number of C planes.
ARPES9–12 , STM15 , transport16 and optical transitions17 in-
deed show properties characteristic of a linear graphene like
dispersion.
These multilayers are rotated with respect to each other and
the rotations show up as Moire´ patterns on STM images10,18.
The Moire´ effect is a well known phenomenon which occurs
when repetitive structures (such as screens, grids or gratings)
are superposed or viewed against each other. It consists of
a new pattern of alternating dark and bright areas which is
clearly observed at the superposition, although it does not ap-
pear in any of the original structures? . Moire´ patterns are
common in everyday life and often occur when two lattices
overlap one another.
This apparent paradox of thick multilayers exhibiting
graphene properties was partially solved recently when dif-
ferent theoretical approaches10,19–26 showed that rotated mul-
tilayers are decoupled, at least for large rotation angles.
Going further, theory predicts the existence of three do-
mains: for large rotation angles (θ > 20◦) the layers are de-
coupled and behave as a collection of isolated graphene layers.
For intermediate angles 3◦ < θ < 20◦ the dispersion remains
linear but the velocity is renormalized. What happens at the
smallest values of θ is even more puzzling. As already shown
by different theoretical groups, for the lowest θ , flat bands ap-
pear and result in electronic localization : states of similar en-
ergies, belonging to the Dirac cones of the two layers interact,
a gap opens at the intersection, associated with saddle points.
As the angle decreases, the saddle points come closer to the
Dirac point and the renormalization of the velocity increases19
.
Landau Level (LL) Scanning Tunneling Spectroscopy
(STS) gave results in close agreement with theory. The three
regimes where observed for CVD graphene grown on Ni: de-
coupling at large angle, renormalization and van Hove singu-
larities for smaller angles. The singularities appear as peaks
on both sides of ED in STS experiments13. On the other hand,
if decoupling is indeed observed for multilayers on C face of
SiC (ARPES) velocity renormalization has never been shown
for this system11,12 . The origin of the different behavior be-
tween two so similar systems (both are rotated multi- layer
graphene) and a possible discrepancy with theory is still sub-
ject to intense debate.
In this paper we develop a perturbative theory which gives
us deeper insight in the regime 3◦ < θ < 20◦ (intermediate
angles). We recover known results for the velocity renormal-
ization with a better justification for tight-binding model. We
analyze also the effect of disorder in one plane on the lifetime
of the other plane. We analyze also the spatial modulation of
the DOS and demonstrate an increase of the DOS in AA re-
gion of the Moire´. This is a precursor of the localization in the
AA region for very low angles less than 3◦. This localization
has already been observed in some systems and is predicted
numerically.
II. TIGHT-BINDING MODEL AND HAMILTONIAN
In the tight-binding scheme only pz orbitals are taken into
account since we are interested in electronic states close to the
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2Fermi level. Since the planes are rotated, neighbors are not on
top of each other (as is the case in the Bernal AB stacking).
Interlayer interactions are then not restricted to ppσ terms but
some pppi terms have also to be introduced26.
The first thing is to compete the coupling between two
states of two planes. Let us consider normalized Bloch states
made of atomic orbitals A or B in plane α. One has
|~KA〉α =
1√
N∑~R
ei~K· ~RA |A,R〉α (1)
|~KB〉α =
1√
N∑~R
ei~K· ~RB |B,R〉α (2)
Where N is the number of unit cells of the crystal and the
summation is perfumed on all cells of crystal. ~R is the position
of A atom of the cell. In the following A or B are indicated by
ε according to the following convention
ε =
{
+1 for A-atom
−1 for B-atom (3)
α =
{
+1 upper plane
−1 lower plane (4)
We want to compute the matrix element of the Hamiltonian
between two normalized Bloch states |ε~k〉+ and |ε ′~k′〉− :
Hc(ε,ε ′;~k,~k′) = 〈~k′ε ′|Hc|ε~k〉= Hc(~k′ε ′;~kε) (5)
Because Hc is Hermitian, then we have:
+〈~k′ε ′|Hc|ε~k〉− = (−〈ε~k|Hc|〈~k′ε ′〉+)
∗
(6)
Hc(ε,ε ′;~k,~k′) = ∑
~R,~R′
ei(~K·~R−~K′·~R′)−〈~R′ε ′|Hc|ε~R〉+ (7)
We have:

~rε~R(position in upper layer) = ~R if ε =+1
~rε~R = ~R+~u if ε =−1
~r′ε ′~R′(position in down layer) =
~R′ if ε ′ =+1
~r′ε ′~R′ =
~R′+~u′ if ε ′ =−1
(8)
Then
−〈~R′ε ′|Hc|ε~R〉+ = Hc(|~rε~R−~r′ε ′~R′ |) (9)
where ~u and ~u′ are vectors connecting the two atoms in the
unit cells, i.e. A and B atoms in upper and A′ and B′ atoms in
down layers respectively.
From Fourier transformation we write:
Hc(~r) =
∫
H˜c(~k) ei
~k·~r d2~k (10)
H˜c(~k) =
1
(2pi)2
∫
Hc(~r)e−i
~k·~r d2~r (11)
Writing
Hc|ε~k〉+ =∑
i
t(εi~ki ,ε~k) |εi~ki〉− (12)
Where t(εi~ki ,ε~k) ≡ ti is the transfer matrix element. We find
selection rules such that
~k+~Kr = ~k′+ ~K′r (13)
Which means that coupling Hamiltonian Hc couples the up-
per state |ε~k〉+ to lower state |ε~k〉−
Finally for ~ki =~k+ ~Kr = ~k′(mod ~K′r ) we derive formula
for coupling matrix after some calculations (Appendix B) we
switch to the following expression of the Hamiltonian: Where
~Kr and ~K′r are vectors of reciprocal lattices.
ti(~k+ ~Kr) =
4pi2
S
H˜c(~k+ ~Kr)ei(
~k+~Kr)·(ε ′~u′−ε~u+~∆) (14)
Where S is area of unit cell,~∆ is translation between the two
layers. However this translation of the two layers just translate
the overall Moire´ pattern and can be set to zero without loss
of generality.
By symmetry of interaction between two orbitals, coupling
depends only on the modulus of ~k + ~Kr i.e H˜c(~k + ~Kr) ≈
H˜c(|~Kd+ ~Kr|). The modulus of ti is represented in Fig.1.
From Fig (2.9 ) one sees that the most important value of |ti|
is one corresponding to the smallest possible value of~k+ ~Kr.
By careful examination it can be shown that for electronic
states close to the Dirac point this minimum corresponds to
the modulus of wave-vector in Dirac point (|~Kd | ≈ 1.72 ).
From figure(coupling) it is easy to compute coupling value
close Dirac is around 0.12eV. All the other contributions are
much smaller and will be neglected here.
Selecting only this contribution means that ~Kr is such that
~k+ ~Kr belongs to one of three equivalent valleys. Therefore
a set of two Bloch states with a given wave vector (equations
1 and 2) in one plane will be coupled to three sets of of two
Bloch states in other plane corresponding to three different
wave vectors. This simplifies much the structure of Hamilto-
nian and the analytical calculations presented here.
3FIG. 1: Modulus of the inter-layer coupling in versus modulus of
the wave-vector
III. VELOCITY RENORMALIZATION AND ELECTRON
LIFE TIME
We are interested in the self-energy of coupling of states in
upper plane due to the coupling with states of lower plane. In-
deed the real-part of self-energy ℜσ(z) is associated to mod-
ification of dispersion relation and will allow us to discuss
velocity renormalization. The imaginary part of self-energy is
associated to the electron lifetime. It will allow us to discuss
lifetime of the electron in one plane when there is disorder in
other plane.
Using matrix notations defined in Appendix B we have:
Σ˜0(z) =∑
~Kr
T+(~Kr) G−0 (~Kd+ ~Kr) T−(~Kr) (15)
where ~Kr is the vector of reciprocal lattice which has three
values as explanined above.
T describes the coupling between two plane and Green op-
erator at wave vector θ ~ζ × ~Kµ is
G−0 (z,θ ~ζ × ~Kµ) =
1
z−H−(θ ~ζ × ~Kµ)
(16)
where ~Kµ counts three Dirac points.
and for the Hamiltonian:
H−(θ ~ζ× ~Kµ)=
(
−γ1 g(θ ~ζ × ~Kµ)+∆ −γ0 f (θ ~ζ × ~Kµ)
−γ0 f ∗ (θ ~ζ × ~Kµ) −γ1 g(θ ~ζ × ~Kµ)+∆
)
(17)
Where ∆ is potential difference between two layers
(plane(+) is in potential 0 and plane(-) is in potential ∆ ),
g= (| f |2−3) is effect of next-nearest neighbor hoping of one
plane30 γ1 ≈ 0.1eV and:
f (θ ~ζ × ~Kµ) = | f (θ ~ζ × ~Kµ)| ei(θµ+ pi2 εθ ) eiα−(θ) (18)
where: εθ = sgn(θ), α−(θ) = 2piθ√3 , is the next-nearest
neighbor hoping and
| f (θ ~ζ × ~Kµ)|=
∣∣∣γ0ei 2pi√3 θ(1− e−i 2pi√3 θ)∣∣∣= 2sin piθ√
3
(19)
Note that this matrix is evaluated at θ ~ζ × ~Kµ . Indeed for~k
sufficiently close to Dirac point~k,
because h¯3(|~k−~Kd |) γ0| f (θ ~ζ× ~Kµ)| and we can neglect
the dependence on the~k in H−, G− and Σ˜(z)
So now after complex calculations (Appendix B) we can
write a perfect relation for self-energy:
Σ˜0(z) = σ(z)I (20)
with I is identity matrix and
σ(z) =
6t2[
z− γ1g(θ)
]2− γ20 | f (θ)|2
×
[
z−∆− γ1g(θ)−2γ0 sin(
piθ√
3
)sin(
2piθ√
3
)
] (21)
Let us recall that the perturbation theory is valid for
z, t,∆ γ0 f (θ) (22)
As shown below the important quantities are σ(z) and its
derivative σ ′(z). For both quantities we can neglect z in de-
nominator. For simplicity we also neglect g(θ) and assimilate
| f (θ)| and keep linear relation of sinθ = θ :
σ(z)≈ −6t
2
γ20
4pi2
3 θ 2
[
z−∆− γ20
4pi2
3
θ 2
]
(23)
A. Velocity renormalization
Using equation 19 we have every thing in hand to calculate
the Green’s function term in states~k of the upper plane
G+0 =
1
z−H+(~k)− Σ˜0(z)
=
(
z−σ(z) −h¯v|~k|eiθ(~k)
−h¯v|~k|e−iθ(~k) z−σ(z)
)−1
=
1
(z−σ(z))2− (h¯v|~k|)2
(
z−σ(z) h¯v|~k|eiθ(~k)
h¯v|~k|e−iθ(~k) z−σ(z)
)
(24)
The eigenvalues are the poles of the Green’s function.
Therefore the energy E(~k) is given by
E−σ(E) =±h¯v|~k| (25)
For |~k|= 0 we have solution E = E0 such that
4E0−σ(E0) = 0 (26)
For small~k we can write E(~k) = E0 + δE(~k). Eventually
we have a nice formula:
δE =
±h¯v|~k|
1−σ ′(E0) (27)
Finally the renormalized velocity 3r is
3r
3
=
1
1+A/θ 2
(28)
where
A=
6t2
4/3pi2γ20
(29)
Therefore using a well established tight-binding model, we
recover velocity renormalization consistent with that of35. In
addition we find that this velocity renormalization is indepen-
dent of the difference in potential of two planes.
FIG. 2: Velocity ratio 3bi/3mono for a commensurate (n, m) bilayer
cell versus rotation angle θ : circle, VASP; cross, TB calculations.
The line is the model of Lopez dos Santos et al 3bi/3mono = 1−
9[t˜/(3monoK sin(θ/2))], with t˜ = 0.11eV and 3monoK = 2
√
3γ0pi =
9.8 eV . From26
As it is shown in Fig.2 a systematic study of the renormal-
ization of the velocity close to the Dirac point is done26, com-
pared to its value in a monolayer graphene, for rotation angles
θ varying between 0◦ and 60◦ (Fig.2 ). The renormalization
of the velocity varies symmetrically around θ = 30◦. Indeed,
the two limit cases θ = 0◦ (AA stacking) and θ = 60◦ (AB
stacking) are different, but Moire´ patterns when θ → 0◦ and
when θ → 60◦ are similar because a simple translation by a
vector transforms an AA zone to an AB zone.
Focusing on angles smaller than 30◦, it is defined26 three
regimes as a function of the rotation angle θ (Fig.2 ). For
large θ(20◦ ≤ θ ≤ 30◦) the Fermi velocity is very close to
that of graphene. For intermediate values of θ(3◦ ≤ θ ≤ 20◦)
the perturbative theory of Lopez dos Santos et al. predicts cor-
rectly the velocity renormalization which is also in accordance
to the above formula equation(28). For the small rotation an-
gles (θ < 3◦) a new regime occurs where the velocity tends to
zero and perturbation theory can’t be applied.
B. Electron lifetime
The two planes of the bilayer can have very different
amount of disorder due to their different exposure to environ-
ment . For example the lower plane will be in contact with a
substrate and the upper plane is exposed either to vacuum or
to a gas (sensor application). Therefore it is of high interest to
consider the limit case where defects are present in one plane
and absent from the other plane. In the following we con-
sider that defects are present only in the lower plane. If the
two planes were decoupled, defects in one plane would affect
electron lifetime in that plane but not in other one. Since the
planes are coupled defects in one plane will also affect elec-
tronic lifetime in the other plane. In this chapter we discuss
how such a repartition of defects impacts the electron lifetime.
In chapter III based the present results we shall discuss how
electron lifetime affects the overall electronic conduction of
the bilayer.
If there is disorder in the lower plane the Bloch states of
this plane will have a contribution to their self-energy which
is imaginary. This can be represented in the simple possible
model by a purey imaginary part of the potential evergy ∆
∆=−i h¯
τ−
(30)
where τ− is the lifetime in the lower plane due to disorder
in the lower plane. Using formula 2.29 we see that electrons
in the upper plane acquire an imaginary self-energy
ℑσ(z) =− ih¯
τ−
× 6t
2
γ20 4/3pi2θ 2
=− ih¯
τ+
(31)
Therefore the lifetimes τ− and τ+ in the lower and upper
planes are related through:
τ+
τ−
=
θ 2
A
(32)
where A is given by equation 29, and is same quantity as in
the velocity renormalization expression eq.28.
IV. DENSITY OF STATES
We consider now the Density of States (DOS) on one plane
as a function of position~r in the Moire´ structure. Here~r will
be position of the A and B atom.
5ρ(E,~r) = 〈~r|δ (E−H)|~r′〉 (33)
This quantity can be measured by STM and oscillations of
the DOS are observed in experiments. To our knowledge a
theory of this quantity didn’t exist prior to this work and is
presented now. According to the theory developed in Ap-
pendix B, the upper plane has an effective Hamiltonian which
is modified by the coupling with lower plane. This effective
Hamiltonian contains a self-energy discussed before which is
independent of position and just renormalizes the velocity. It
contains also a term that couples states with wave vector~k and
states with wave vector~k+ ~G where ~G is a reciprocal vector
of Moire´ pattern. It is this coupling which mixes those states
and will give oscillation of DOS with vector ~G.
Due to our approximation on the inter-plane hopping |ti|
only the 6 ~G j with |~G j| = |
√
3Kdθ | occur. These six G j are
along 6 directions with angles θ j = 2pi/6 j. After a long cal-
culation(Appendix B) we get a compact formula for variation
of the DOS29
⇒ ∆ρ(E,
~R,ε)
ρ(E)

2t2
(h¯cKdθ)2
6
∑
j=1
cos(~G j ·~R) (34)
as we see this formula doesn’t depend to type of atom ε (A
or B atom), it oscillates with ~G as expected. Using t ≈ 0.12eV
we have
⇒ ∆ρ(E,
~R)
ρ(E)

1
θ 2deg
6
∑
j=1
cos(~G j ·~R) (35)
where θdeg is the rotation angle expressed in degrees. As
it is clear the maximum value is obtained for ~R = 0 which is
in the AA region and
6
∑
j=1
cos(~G j · ~R) is 6. For example for
θ = 3◦ the maximum value of relation variation of DOS is 69
in the AA region which is strong. We note also that the relative
variation rapidly decreases when θ increases.
We now compare our model results with those of tight-
binding calculations. As shown in Fig.3 the overall agreement
between tight-binding and model calculations is quite good.
We observe in particular a reinforcement of the DOS in the
AA region and a lowering in the AB regions. This behavior is
a precursor of the electronic localization in AA region which
is observed in the very low angle limit θ < 1−2◦.
The main difference between the two approaches is the fol-
lowing. In the tight-binding results, two neighboring A and B
atoms do not have the same DOS. In the analytical approach
there is no such difference. As shown in Fig.4 average DOS
of two neighboring A and B atoms is well reproduced by the
analytical model. Yet the DOS on sub lattices A and B can dif-
fer by about±15% as compared to averaged DOS. The reason
of this discrepancy is not firmly established. It could be due
to the use of perturbative theory. Another cause could be that
we retained only one Fourier component of the transfer matrix
FIG. 3: Relative variation of the LDOS on top layer for two angles.
Tight-binding results are in the top and corresponding analytical re-
sults are below.
element of t(~k). Indeed in the calculation by Castro Neto et.
al36 the authors retain also only one Fourier component of the
transfer matrix t(~k), but do numerical non-perturbative calcu-
lation. They find also a DOS which is the same for neighbor-
ing A and B atoms.
FIG. 4: 3D relative variation of DOS ∆ρ(E,
~R)
ρ(E) . The green and red
points correspond to A and B atoms with a difference of about±15%.
Blue points corresponds to our analytical model which reproduce the
average values of relative variation of DOSs on A and B atoms.
Conclusion
To conclude the present work we consider in particular the
case of twisted bilayers of graphene. These systems have
been discovered especially in graphene produced on Silicon
Carbide and present original properties when compared with
standard AB bilayers that occur for example in graphite. We
analyze by perturbative theory and by numerical methods the
density of states. We show that the electronic density of states
presents periodic oscillations with the period of the geometric
Moire´ produced by these systems. We analyze also the role of
defects on electron lifetime and in particular we consider the
case where the defects are only in one layer.
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