Abstract. A Hecke action on the space of periods of cusp forms, which is compatible with that on the space of cusp forms, was first computed using continued fraction [19] and an explicit algebraic formula of Hecke operators acting on the space of period functions of modular forms was derived by studying the rational period functions [8] . As an application an elementary proof of the Eichler-Selberg trace formula was derived [26] . Similar modification has been applied to period space of Maass cusp forms with spectral parameter s [21, 22, 20] . In this paper we study the space of period functions of Jacobi forms by means of Jacobi integral and give an explicit description of Hecke operator acting on this space. a Jacobi Eisenstein series E 2,1 (τ, z)
Introduction
Period functions of modular forms have played an important role to understand the arithmetics on cusp forms [17] . Manin [19] studied a Hecke action on the space of period of cusp forms, which is compatible with that on the space of cusp forms, in terms of continued fractions. Later an explicit algebraic description of a Hecke operator on the space of period functions of modular forms was given by studying the rational period functions [8] . As an application, a new elementary proof of the Eichler-Selberg trace formula was derived [26] . Moreover, various modifications of period theory have been also developed. A notion of rational period functions has been introduced and completely classified in the case of cofinite subgroups of SL 2 (Z) [14, 16, 15, 1] . Some period functions were attached bijectively to Maass cusp forms according to the spectral parameter s and its cohomological counterpart was described (see [18, 2] ). Similar modification to Hecke operators on the period space has also been applied to that of Maass cusp forms with spectral parameter s [21, 22, 20] .
Historically, Eichler [10] and Shimura [23] discovered an isomorphism between a space of cusp forms and Eichler cohomology group, attaching period polynomials to cusp forms. A notion of Eichler integral for arbitrary real weight with multiplier system has been introduced and shown that there is an isomorphism between the space of modular forms and Eichler cohomology group [14] . Along this line, recently a notion of Jacobi integral has been introduced [7] and shown there is also an isomorphism between the space of Jacobi cusp forms and the corresponding Eichler cohomology group [3] . Mock Jacobi form [9] is one of the typical example of Jacobi integral.
The main purpose of this paper is to give an explicit algebraic description of Hecke operator on the period functions attached to the Jacobi integrals. This is an analogous result of [8] to the case of Jacobi forms. This paper is organized as follows: in section 2 we state the main results and section 3 discusses about a Jacobi Eisenstein series E 2,1 (τ, z) as an example of Jacobi integral with period functions. Basic definitions and notations are given in section 4 and section 5 gives proofs of the main theorems by introducing various properties which are modified from the results about rational period functions [8] .
Statement of Main Results
Let f be an element of J k,m (Γ(1)), that is, f is a real analytic function f : H × C → C satisfying a certain growth condition with the following functional equation,
with P γ ∈ P m , where P m is a set of holomorphic functions (2.2)
a usual Jacobi form (see [11] ). It turns out that each element of the following set
We also consider the following subspace:
It turns out that the following set (2.5)
is a generating set of a system of period functions
For each positive integer n, define two Hecke operators
a, c = 0
Remark 2.3.
(1) There are Hecke operators acting on the space of Jacobi forms [11] . One needs to choose a special set of representatives to apply Hecke operators to Jacobi integral f since f is not Γ (1) J -invariant.
(2) Note that T ∞ n acts only on the subspace EJ k,m (Γ(1)) (see section 5 for details). (3) It is shown that there is an isomorphism between the space of Jacobi cusp forms and Eichler cohomology group with some coefficient module(there, denoted by P e M ) corresponding to period functions for f ∈ EJ k,m (Γ(1)). Hence the Hecke operatorT n can also be regarded as an Hecke operator on the Eichler cohomology group.
Example of Jacobi Integral
It is well known that Eisenstein series E 2 (τ ) := 1 − 24 n≥1 ( 0<d|n d)q n is not a modular form on Γ(1), but it is a modular integral(see [16] ). Similarly Jacobi-Eisenstien series E 2,1 (τ, z) is not a Jacobi form on Γ(1), but it is a Jacobi integral as we explain below.
The following Jacobi-Eisenstein series was studied in [5] :
n,r∈Z,r 2 ≤4n
where H(n) be the class number of the quadratic forms of discriminant −n with
where
Remark 3.1.
(1) E 2,1 (τ, z) was defined in [5] as the holomorphic part of
The following function F transforms like a modular form of weight 3 2 on the group Γ 0 (4) (see [13] , p 91-92):
It is easy to check that ϕ(τ, z) transforms like a Jacobi form for Γ(1) J of weight 2 and index 1 and so ϕ 2,1 T = ϕ. On the other hand, following the computation in [13] , page 92 we see
using the transformation formula (for example, see [6] ) of theta series θ 1,µ (τ, z). So we conclude that
Next, for each prime p, let
and
It can be directly checked that the following diagram commutes:
n with a fundamental discriminant D and ψ( n≥0 c(n)q n ) := −12 n,r∈Z,r 2 ≤4n c(4n − r 2 )q n ζ r (see [5] , Theorem 3.2). on Γ 0 (4) and the space of Jacobi forms of weight k and index 1 on Γ(1)
J . The above diagram shows that this correspondence is extended to the more general case E 2 (τ ), H 3 2 (τ ) and E 2.1 (τ, z). Knopp[16] ). In summary we have shown the following:
The above commutative diagram implies that
.
Definitions and Notations
Let H be the usual complex upper half plane, τ ∈ H, z ∈ C and τ = u + iv, z = x + iy, u, v, x, y ∈ R. Take k, m ∈ Z. Let
be the full Jacobi group with a group law
Let us introduce the following elements in Γ(1)
In [4] it is known that Γ(1) J is generated by S and T . Also Γ(1) J is generated by T and U and they satisfy the relations
and these are the defining relations for Γ(1) J .
Also, let G J be the set of triples [M,
which defines a usual slash operator on a function f : H × C → C defined by :
We will omit ζ if ζ = 1.
Definition 4.1. (Jacobi Integral)
(1) A real analytic periodic (in both variables) function f : H × C → C is called a Jacobi Integral of weight k ∈ Z and index m ∈ Z with period functions P γ on Γ(1) J if it satisfies the following relations:
(ii) It satisfies a growth condition, when v, y → ∞,
The space of Jacobi integrals forms a vector space over C and we denote it by J k,m (Γ (1) J ).
The periodicity condition on f is equivalent to saying that
satisfies the following consistency condition:
So using the relations T 4 = U 6 = E, it is easy to see that P T satisfies
so that P T belongs Per k,m . In fact it is shown in [7] that Per k,m generates the space of period functions {P γ |γ ∈ Γ(1)
Next we consider a subspace
By the similar method as that for Per k,m we can show that a set of period functions {P γ |γ ∈ Γ(1) J } of g is spanned by EPer k,m .
Hecke Operators on the space of Jacobi Integral
We start to prove Theorem 2.2 and only sketch out the proof of Theorem 2.1 briefly, since it is similar but simpler. (1)) by checking the following:
Proof of Theorem 2.2. It is immediate to see
To prove (2) in Theorem 2.2, first we need to prove a couple of propositions and lemmata. For each integer n > 0 let M
The proof of Proposition 5.1 is similar to that in [8] where the explicit Hecke operators on the space rational period functions associated to elliptic modular forms were computed.
Proof of Proposition 5.1 (1) For the assertionT ∞ n (S − I) ≡ 0 we compute as in [8] . To claimT
For the assertionT
To claimT by induction on the word length.
Now writeT
J so that the set of i ′ 's is equal to that of i. ThenT
, where a ∈ C is not rational or quadratic and let q(τ, z) := (r| k,m X)(τ, z). Then q(τ, z) behaves somewhat like the rational period functions in [8] , i.e., it has finite number of singularities as a function of τ (when z is fixed), and these singularities are rational or real quadratic. But it can be seen that for some z 0 , q(τ, z 0 ) has a singularity at some point τ = M −1 a with n M = 0, contradicting to the fact that q(τ, z 0 ) have singularities only at rational or quadratic irrational points. On the other hand, if X is left invariant under 
This proves the second hypothesis in the definition of acyclicity.
Lemma 5.4. If V is an acyclic Γ−module and v ∈ V, then
Proof of Lemma 5.4 The direction "⇐" is true for any Γ(1) J -module, since
Conversely, assume that V is acyclic and (1 − T )v = (1 − S)w for some w ∈ V . Then
This element must vanish since
and T 3 w ∈ Im((I + U + · · · + U 5 )) by the second hypothesis in the definition , (0, 0) (τ, z) we conclude our claim.
Proof of Theorem 2.1-(2)
. By following similar way to the proof of Theorem 2.2-(2) we find an explicit formula forṼ n and the detailed proof will be skipped.
