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Analytical Solution of Smoluchowski Equations in
Aggregation-Fragmentation Processes
Abstract
The z-transform technique is used to analyze Smoluchowski equations of aggregation-fragmentation
processes where the selection of aggregation clusters, a decomposed cluster and a generated cluster is
entirely random and independent of cluster size. An analytic form of asymptotic behavior for a clus-
ter size distribution function is derived on the basis of approximation where lower-order terms in the
average cluster size are neglected. The obtained results agree well with numerical ones.
1 Introduction
Aggregation processes of clusters are begin energetically investigated in various fields/systems of natural
and social sciences [1, 2]. A great deal of attention has been paid to systems where an aggregation process
Ai + A j ! Ai+ j and a fragmentation process Aa ! Aa b + Ab coexist [3, 4, 5, 6, 7, 8, 9]. In an elementary
model of aggregation-fragmentation processes, the selection of aggregation clusters Ai and A j, a decom-
posed cluster Aa, and a generated cluster Ab is entirely random, and the probabilities are independent of
cluster size i, j, a, and b, respectively. Astonishingly, as far as we know, an analytical solution of this
model has not yet been obtained. A similar models has been used to describe reversible polymerization
processes [10], where monomer-monomer bonds are selected at random in the depolymerization. In terms
of aggregation-fragmentation processes, the selection of Ai, A j, and Ab is random, but the selection prob-
ability of Aa is in proportion to a. In this model, Smoluchowski equations have been solved analytically
in both discrete [10] and continuous [11] cases. This paper analytically discusses Smoluchowski equa-
tions of an elementary model and establishes the missing link of aggregation-fragmentation processes.
The results of this elemental process provide us with a foundation for discussing real systems. In the
next section, we investigate the asymptotic behavior of a distribution function of cluster size. Here, we
introduce an approximation where lower-order terms in the average cluster size < X > are neglected. We
check the validity of this approximation numerically in Sect. 3. Finally, in Sect. 4, we discuss our results.
2 Theory
We consider the process described below. Initially N clusters are set, where each cluster has a certain
number of units (monomers) in accordance with an initial distribution. The unit process consists of two
parts, (1) aggregation Ai + A j ! Ai+ j and (2) fragmentation Aa ! Aa b + Ab. First, two randomly
selected clusters of size i and j aggregate and make one cluster of size i + j. Second, a cluster of size
a2 decomposes into two clusters of size a   b and b. Note that cluster Aa is selected at random with an
equal probability independent of size a. The size b (1ba   1) of the decomposed cluster is determined
randomly with an equal weight 1=(a   1). The whole process proceeds by repeating the unit process.
We analyze these processes theoretically at the thermodynamic limits N ! 1, Nu ! 1, and NuN =<
X >=constant, where Nu is the total unit (monomer) number. In steady states, Smoluchowski coagulation
equations for probability distribution functions P(X) are given by
2
1X
a=2
1
a   1
P(a)
1   P(1) =
2P(1)2 + 2P(1)(1   P(1)) (X = 1);
(1)
X
i+ j=X
P(i)P( j) + 2
1X
a=X+1
1
a   1
P(a)
1   P(1) =
2P(X) +
P(X)
1   P(1) (X  2):
(2)
The left-hand sides in the above equations express the creation of clusters and the right-hand sides express
the annihilation of clusters. The coecient of 1=(a   1) in Eqs. (1) and (2) represents a normalization
constant for the fragmentation probability. In the reversible polymerization processes [10, 11], a factor
1=(a   1) is absent, so the Smoluchowski equations can be solved easily. We multiply Eq. (1) by z 1 and
Eq. (2) by z X and sum them. Using the z-transform (z) =
P1
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 X , we have
(1   P(1)) (z)2 + 2
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The second term in Eq. (3) can be transformed into an integral form by exchanging the order of summa-
tion,
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Integrating the z-transform Z 1
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We sort Eq. (6) in terms of (z   1),
(z   1)F(z) +G(z) = 0; (7)
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(z)2   (3   2P(1))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z
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Dierentiating n times and setting z ! 1, we obtain
nF(n 1)(1) +G(n)(1) = 0; (10)
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Equations (10)-(12) can be arranged as
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An exact solution of this recurrence equation has not been found yet. However, Eq. (13) has solutions of
the form
(n)(1) = Cn(n!)(1   P(1))n 1((1)(1))n + O(((1)(1))n 2); (14)
where Cn is a numerical constant and the factor n! is introduced for convenience. The first term on the
right-hand side of Eq. (14) is the exact solution of the next equation obtained by neglecting the second
term on the right hand side of Eq. (13),
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We explicitly show some lower-order solutions as follows:
n = 2 (2)(1) = 6(1   P(1))((1)(1))2 + 2P(1); (16)
n = 3 (3)(1) = 12(1   P(1))(2)(1)(1)(1)   6P(1)
= 72(1   P(1))2((1)(1))3
+ 24(1   P(1))P(1)(1)(1)   6P(1);
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The second term in Eq. (14) is smaller than the first term by two orders of (1)(1). Note that (1)(1)=
 PXP(X)= M1, where M1 is the first-order moment, that is, the average cluster size < X >. When
M1  1, neglecting the second term in Eq. (14) is therefore a good approximation. Thus, we put
˜(n)(1) = Cn(n!)(1   P(1))n 1( M1)n; (19)
where tilde s represents an approximate solution. In the next section, we show the validity of this ap-
proximation Eq. (19) numerically. Substitution of Eq. (19) into Eq. (15) leads to
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Comparing Eqs. (19) and (20), we have8>><>>:Cn = n+1n 1
Pn 1
k=1 CkCn k (n  2);
C1 = 1:
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The recurrence formula in Eq. (21) has the solution [12],
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As a result, we obtain
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Additionally, (n)(1) =
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X=1( 1)nXn¯P(X), where Xn¯= X(X + 1)    (X + n   1) is a rising factorial power
[13]. We convert the rising factorial power to an ordinary power as
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where Mn is the n-th-order moment and the coecients
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of the second kind. Then, the n-th-order moment Mn is given by
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Substituting Eq. (23) into Eq. (25), we obtain
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We make an approximation by taking the highest-order term in M1,
M˜n = n!
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Table 1: Comparison of j(1)(n)j and j˜(1)(n)j.
M1 n 2 3 4
10 j(1)
(n)j eq(13) 3:9774  102 3:1588  104 3:8342  106
j˜(1)(n)j eq(23) 3:9707  102 3:1532  104 3:8257  106
104 j(1)
(n)j eq(13) 5:8174  108 6:7685  1013 1:2031  1019
j˜(1)(n)j eq(23) 5:8174  108 6:7685  1013 1:2031  1019
Using Stirling’s formula,
M˜n = n!
p
3
4
p

6:75nn 
3
2 (1   P(1))n 1(M1)n: (28)
To investigate the asymptotic behavior X ! 1, we keep the most divergent terms in the limit n ! 1
lim
n!1 M˜n = n!6:75
n(1   P(1))n 1(M1)n: (29)
Eq. (29) shows that the probability distribution function asymptotically obeys the exponential decay
limX!1P(X) =e X=M1 . The n-th-order moment of the exponential distribution e X=M1 is given byZ 1
1
Xne 
X
M1 dX = n!(M1)n: (30)
Comparing Eq. (29) with Eq. (30), we obtain
 = 6:75(1   P(1)): (31)
3 Numerical Analysis
Here, we check the validity of the approximations numerically. First, we neglect the second term in Eq.
(13). Then, we obtain the approximate form of Eq. (23). Table 1 shows (n)(1) in Eq. (13) and ˜(n)(1) in
Eq. (23) for M1 =10 and 10000 calculated numerically. We obtain three-digit accuracy for M1 =10 and
more than five-digit accuracy for M1=10000. That is, the accidental error is of order M 21 as expected
from Eq. (14). The second approximation is made in Eq. (26) by taking the highest-order term in M1. In
Table 2, we give numerical values of Mn in Eq. (26) and M˜n in Eq. (27) for M1=10 and 10000. Here,
the order of the accidental error is M 11 . Finally, we check Eq. (31). We show numerical values of P(1)
and  for M1=10, 100, 1000, and 10000 in Table 3. Cumulative distribution functions of the cluster size
for M1=10, 100, 1000, and 10000 are plotted in Figs. 1 and 2. The cluster size is scaled by M1 and
the x-axis is X=M1. An ensemble average is taken 10 times and the time step of the calculation is 1011.
The analytical results [Eq. (31)] are plotted by straight lines. It is evident that the M1 dependence of the
asymptotic behavior ( in Table 3) is well reproduced.
4 Discussion
We introduce the elementary (free fragmentation) model of aggregation-fragmentation processes and
analyze it theoretically. It is evident that the asymptotic behavior of the probability distribution function
is given by P(X)=e X=M1 with index  = 6:75(1   P(1)). When M1 >> 1, we find that P(1) << 1 and
 '6.75. In contrast, the index  of reversible polymerization processes is known to be  = 1 [10, 11],
Table 2: Comparison of jMnj and jM˜nj.
Mn n 2 3 4
10 jMnj eq(26) 4:0774  10
2 3:2791  104 4:0265  106
jM˜nj eq(27) 3:9707  102 3:1532  104 3:8257  106
104 jMnj eq(26) 5:8173  10
8 6:7686  1013 1:2032  1019
jM˜nj eq(27) 5:8174  108 6:7685  1013 1:2031  1019
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Figure 1: (Coloer online) Scaled cumulative distributions for M1=10, 102, and 103.
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Figure 2: (Coloer online) Scaled cumulative distributions for M1=103 and 104.
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Figure 3: (Coloer online) Scaled cumulative distributions for elementary and reversible polymerization
processes. N=105, M1=104.
Table 3: Numerical values of P(1) and .
M1 P(1) 
10 0.338 4.47
100 0.147 5.76
1000 0.067 6.296
10000 0.030 6.544
where the selection probability of a decomposed cluster is in proportion to the cluster size. Figure 3 shows
the simulation results of cumulative distribution functions for elementary (free) processes and reversible
polymerization processes. We found that both cases are quite dierent. Therefore, if distributions of
real systems are determined experimentally, a comparison with the simulation results tells us which case
is closer to the experiments and then gives us insight into the fragmentation mechanism. Furthermore,
in some cases M1 may not be measured directly in experiments. We present the M1 dependence of
 in Table 3. This may help us to obtain information on M1 from the experimental data of cluster size
distribution. Consequently, the present work is expected to contribute to the understanding of aggregation-
fragmentation processes.
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