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Аннотация. В работе рассматривается решение стохастического
уравнения X(t) = x0 + b
R t
0
sign(X(s))jX(s)jds + w(t); где w(t) —
винеровский процесс, константа b 6= 0;  2 (0; 1]. Доказан локаль-
ный принцип больших уклонений для последовательности процес-
сов Xn(t) = X(nt)n ; где  > 1=2. Найден вид функционала уклонений
(действия).
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Введение
Рассмотрим, заданное на стохастическом базисе (
;F;Ft;P) ре-
шение стохастического уравнения Ито
X(t) = x0 + b
Z t
0
sign(X(s))jX(s)jds+ w(t); (1)
где t  0, w(t) — Ft-согласованный винеровский процесс, константа
b 6= 0;  2 (0; 1],
sign(x) =
  1; если x < 0;
1; если x  0:
Из Proposition 1.11 [1] или теоремы 5.53 цикла работ [2] следует, что
уравнение (1) имеет единственное сильное решение.
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Нас будет интересовать локальный принцип больших уклонений
(л.п.б.у.) для последовательности процессов
Xn(t) =
X(nt)
n
;
где t 2 [0; 1];  > 1=2, n > 0.
Статьи посвященные принципу больших уклонений (п.б.у.) для
решений стохастических уравнений Ито можно разделить на две
группы:
1) работы в которых ослабляются, по сравнению с монографи-
ей [3], условия на коэффициенты сноса и диффузии (допускаются
разрывы у коэффициентов, вырожденность коэффициента диффу-
зии, уравнения содержат локальное время) [5–9];
2) статьи в которых коэффициенты сноса и диффузии зависят от
параметра (периодические коэффициенты, коэффициенты имеют ин-
тегральные средние, диффузия в случайной среде) [10–14]. При этом
в работах из второй группы требуется в какой-то форме сходимость
коэффициентов сноса и диффузии.
Последовательность Xn(t) совпадает по распределению с после-
довательностью решений стохастических уравнений Ито
yn(t) =
x0
n
+ bn1 (1 )
Z t
0
sign(yn(s))jyn(s)jds+ 1
n 1=2
w(t):
Очевидно, что если  < 11  , то коэффициент сноса bn
1 (1 )
 sign(y)jyj не удовлетворяет условиям перечисленных выше работ.
При этом тут есть два принципиально разных случая:
1) b < 0, в этом случае если винеровский шум “выбивает” решение
из окрестности нуля, то снос “возвращает” траекторию обратно;
2) b > 0, в этом случае если винеровский шум “выбивает” решение
из окрестности нуля, то снос “уносит” траекторию на бесконечность.
В обоих случаях, как будет показано, вероятность попасть в
окрестность фиксированной непрерывной функции “гораздо” меньше
чем для случаев, когда есть сходимость коэффициента сноса. При
этом для обоих случаев эта вероятность имеет одинаковую грубую
экспоненциальную асимптотику.
Статья построена по следующему плану: во введении введены
основные обозначения и сделан обзор известных результатов; в пер-
вом разделе получен л.п.б.у. для последовательности Xn; во втором
разделе доказан л.п.б.у. для последовательности yn, а также в каче-
стве примера получен л.п.б.у. для процесса Орнштейна–Уленбека.
Введем обозначения. Пространство непрерывных на отрезке [0; 1]
функций обозначим C[0; 1], через C0 обозначим множество функций
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ff 2 C[0; 1] : f(0) = 0g. Через AC0 обозначим множество абсолютно
непрерывных на отрезке [0; 1] функций, которые в нуле равны нулю,
обозначим X fg индикатор множества.
На пространстве C[0; 1] зададим равномерную метрику
(f; g) = sup
t2[0;1]
jf(t)  g(t)j:
Борелевскую -алгебру подмножеств метрического пространства
(м.п.) (C[0; 1]; ) обозначим B(C[0;1];).
Для борелевского множества B из м.п. (C[0; 1]; ), через (B); [B]
будем обозначать внутренность и замыкание множества B, соответ-
ственно.
Определение 1. Будем говорить, что последовательность случай-
ных процессов n удовлетворяет п.б.у. в м.п. (C[0; 1]; ) с функци-
оналом уклонений I = I(f) : C[0; 1] ! [0;1] и нормирующей фун-
кцией  (n) : lim
n!1 (n) = 1, если для любого c  0 множество
ff 2 C[0; 1] : I(f)  cg является компактом в м.п. (C[0; 1]; ) и для
любого множества B 2 B(C[0;1];) выполнены неравенства
lim sup
n!1
1
 (n)
lnP( n 2 B )   I([B]);
lim inf
n!1
1
 (n)
lnP( n 2 B )   I((B));
где I(A) = inf
y2A
I(y) для A 2 B(C[0;1];):
Определение 2. Последовательность случайных процессов n удо-
влетворяет л.п.б.у. в м.п. (C[0; 1]; ) с функционалом уклонений I =
I(f) : C[0; 1] ! [0;1] и нормирующей функцией  (n) : lim
n!1 (n) =
1, если для любой функции f 2 C[0; 1] выполнены неравенства
lim
"!0
lim sup
n!1
1
 (n)
lnP(Xn(t) 2 U"(f))
= lim
"!0
lim inf
n!1
1
 (n)
lnP(Xn(t) 2 U"(f)) =  I(f);
где U"(f) = fg 2 C : (f; g) < "g:
Более подробно о понятии л.п.б.у. см. [15, 16].
Заметим, что метод, который будет использоваться при доказа-
тельстве основного результата аналогичен методу, который был при-
менен в работе [17].
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1. Л.п.б.у. для последовательности процессов Xn
Прежде чем формулировать основной результат докажем нес-
колько вспомогательных лемм.
Лемма 1. Пусть  > 1=2, тогда последовательность случайных
процессов
wn(t) =
x0 + w(nt)
n
; t 2 [0; 1]
удовлетворяет п.б.у. в м.п. (C[0; 1]; ) с нормирующей функцией
n2 1 и функционалом уклонений
~I(f) :=

1
2
R 1
0
_f2(s)ds; если f 2 AC0;
1; если f 62 AC0:
Доказательство. Используя свойство автомодельности винеровско-
го процесса, получаем
w(nt)
n
=
1
n 1=2
w(nt)
n1=2
=
1
n 1=2
~wn(t);
где ~wn(t) — винеровский процесс при каждом n.
Например, из монографии [3] следует, что последовательность
1
n 1=2 ~wn(t) удовлетворяет п.б.у. в м.п. (C[0; 1]; ) с нормирующей
функцией n2 1 и функционалом уклонений ~I, поэтому этому же
п.б.у. удовлетворяет и w(nt)n .
Так как для любого " > 0
lim sup
n!1
1
n2 1
lnP



wn(t);
w(nt)
n

> "

=  1;
то по теореме 4.2.13 [4] последовательности wn(t) и
w(nt)
n удовлетво-
ряют одинаковому п.б.у.
Лемма 2. Пусть jxj  C и jyj  C, тогда для любого  2 (0; 1]
выполнено неравенство
jsign(x)jxj   sign(y)jyj j  l(; C)jx  yj 2 ;
где l(; C) = 
4 2 C 2   2 2 .
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Доказательство. Используя неравенство Гельдера, получаем
jsign(x)jxj   sign(y)jyj j = 
Z y
x
jtj 1dt

 
Z y
x
jtj 2 22  dt
 2 2 jx  yj 2
 jx  yj 2 
2   sign(t)jtj 2 
y
x

2 
2
 jx  yj 2 
4  2 C 2 
 2 2 :
На пространстве C[0; 1] определим функционал I : C[0; 1] ! R [
f1g
I(f) :=

b2
2
R 1
0 jf(s)j2ds; если f 2 C0;
1; если f 62 C0:
Теорема 1. Пусть 12 <  <
1
1  , тогда для любой функции f 2
C[0; 1]
lim
"!0
lim sup
n!1
1
n1+2
lnP(Xn(t) 2 U"(f))
= lim
"!0
lim inf
n!1
1
n1+2
lnP(Xn(t) 2 U"(f)) =  I(f);
где
U"(f) = fg 2 C : (f; g) < "g:
Доказательство. Чтобы доказать теорему достаточно установить
справедливость следующих неравенств
lim sup
"!0
lim sup
n!1
1
n1+2
lnP(Xn(t) 2 U"(f))   I(f); (2)
lim inf
"!0
lim inf
n!1
1
n1+2
lnP(Xn(t) 2 U"(f))   I(f): (3)
Обозначим ~b(x) := b  sign(x)jxj .
Из теоремы Гирсанова следует, что для любого фиксированного
n > 0 на стохастическом базисе (
;F;Ft; eP), при t 2 [0; n] случай-
ный процесс X(t) будет иметь вид x0 +B(t), где B(t) — винеровский
процесс на стохастическом базисе (
;F;Ft; eP) и
deP
dP
= exp

 
Z n
0
~b(X(s))dw(s)  1
2
Z n
0
~b2(X(s))ds

:
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Пусть f 2 C0, тогда
P(Xn 2 U"(f)) = P
 
sup
t2[0;1]
jX(nt)  nf(t)j < n"
!
= P
 
sup
t2[0;n]
jX(t)  nf(t=n)j < n"
!
= eE expZ n
0
~b(x0 +B(s))dB(s)  1
2
Z n
0
~b2(x0 +B(s))ds

 X

sup
t2[0;n]
jx0 +B(t)  nf(t=n)j < n"

;
где eE — математическое ожидание по мере eP.
Обозначим
Bn(t) =
x0 +B(nt)
n
:
Будем иметь
P(Xn 2 U"(f))
= eE exp(Z n
0
~b(x0 +B(s))dB(s)  n
1+2b2
2
Z 1
0
x0 +B(ns)n
2 ds
)
X fBn 2 U"(f)g : (4)
Оценим сомножители равенства (4).
exp
(
 n
1+2b2
2
Z 1
0
x0 +B(ns)n
2 ds
)
X fBn 2 U"(f)g
= exp

 n
1+2b2
2
Z 1
0
jBn(s)j2 X fBn(s) 2 [f(s)  "; f(s) + "]g ds

 X fBn 2 U"(f)g :
Откуда следует, что
exp

 n
1+2b2
2
Z 1
0
 
f2(s) + 2C"+ "2

ds

X fBn 2 U"(f)g
 exp
(
 n
1+2b2
2
Z 1
0
x0 +B(ns)n
2 ds
)
X fBn 2 U"(f)g
 exp

 n
1+2b2
2
Z 1
0
 
f2(s)  2C" X f2(s)  2C"	 ds
X fBn 2 U"(f)g ; (5)
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где C = sup
t2[0;1]
jf(t)j.
Так как функция f(t) непрерывна на отрезке [0; 1], то она на нем
равномерно непрерывна, поэтому найдется " : 8 t; s 2 [0; 1] : jt  sj <
" будет выполнено jf(t)  f(s)j < ".
Обозначим через g"(t) ломанную с узлами в точках (0; 0);
(";
r
p
f(")); (2";
r
p
f(2")) : : : ; (1;
r
p
f(1)), где нечетное r  1= .
Тогда значения функции d"(t) = (g"(t))r будут совпадать со зна-
чениями функции f(t) при t 2 f0; "; 2"; : : : ; 1g, а для остальных
t 2 [0; 1] будет выполнено неравенство jf(t)  d"(t)j < ".
Будем иметь
Z n
0
~b(x0 +B(s))dB(s) = b
Z n
0
sign(x0 +B(s))jx0 +B(s)jdB(s)
= bn
Z 1
0
sign(Bn(s))jBn(s)jdB(ns)
= bn
Z 1
0
 
sign(Bn(s))jBn(s)j   sign(d"(s))jd"(s)j

dB(ns)
+ bn
Z 1
0
sign(d"(s))jd"(s)jdB(ns) :=M1 +M2:
Применяя формулу Ито к функции sign
 
d"
 
s
n
 d"   sn B(s), полу-
чаем
sign(d"(1))jd"(1)jB(n) = sign(g"(1))jg"(1)jrB(n)
=
r
n
Z n
0
g"  s
n
r 1 _g"  s
n

B(s)ds
+
Z n
0
sign

d"
 s
n
 d"  s
n
 dB(s)
= r
Z 1
0
jg"(s)jr 1 _g"(s)B(ns)ds+
Z 1
0
sign(d"(s))jd"(s)jdB(ns):
Поэтому будем иметь
M2 = bn
sign(g"(1))jg"(1)jrB(n) bnr
Z 1
0
jg"(s)jr 1 _g"(s)B(ns)ds:
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Откуда следует, что
jbjn(C + ") sup
t2[0;1]
jB(nt)j
+ jbjnr sup
t2[0;1]
jB(nt)j(C + ") 1=r 2
r
p
C
"
M2
  jbjn(C + ") sup
t2[0;1]
jB(nt)j
  jbjnr sup
t2[0;1]
jB(nt)j(C + ") 1=r 2
r
p
C
"
:
Обозначим K(") := jbj(C + ") + 2 r
p
Cjbjr
"
(C + ") 1=r:
Тогда справедливо неравенство
n sup
t2[0;1]
jB(nt)jK(") M2   n sup
t2[0;1]
jB(nt)jK("): (6)
Оценим сверху P(Xn 2 U"(f)). Используя неравенства (5), (6), полу-
чаем
P(Xn 2 U"(f))
 exp

 n
1+2b2
2
Z 1
0
 
f2(s)  2C" X f2(s)  2C"	 ds
 eE exp(n sup
t2[0;1]
jB(nt)jK(") +M1
)
X fBn 2 U"(f)g
 exp

 n
1+2b2
2
Z 1
0
 
f2(s)  2C" X f2(s)  2C"	 ds
 eE expn+(C + "+ jx0j)K(") +M1	X fBn 2 U"(f)g
= exp

 n
1+2b2
2
Z 1
0
 
f2(s)  2C" X f2(s)  2C"	 ds
+n+ ~K(")
o eE expfM1gX fBn 2 U"(f)g ; (7)
где ~K(") = (C + "+ jx0j)K("):
Обозначим z"(s) := sign(Bn(s))jBn(s)j  sign(d"(s))jd"(s)j . Будем
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иметь
eE expfM1gX fBn 2 U"(f)g
= eE expbn Z 1
0
z"(s)dB(ns)

X fBn 2 U"(f)g
 eE expbn Z 1
0
z"(s)X fBn(s) 2 [f(s)  "; f(s) + "]g dB(ns)

= eE expbn1=2+ Z 1
0
z"(s)X fBn(s) 2 [f(s)  "; f(s) + "]g d ~Bn(s)

;
где ~Bn(t) =
B(nt)p
n
— винеровский процесс.
Обозначим ~z"(t) = z"(t)X fBn(t) 2 [f(t)  "; f(t) + "]g.
Используя лемму 2, получаем
eE expbn1=2+ Z 1
0
~z"(s)d ~Bn(s)

= eE expbn1=2+ Z 1
0
~z"(s)d ~Bn(s)  b
2n1+2
2
Z 1
0
~z2" (s)ds

 exp

b2n1+2
2
Z 1
0
~z2" (s)ds

 exp

b2n1+2
2
l2(; C + ")(2")
 eE
 exp

bn1=2+
Z 1
0
~z"(s)d ~Bn(s)  b
2n1+2
2
Z 1
0
~z2" (s)ds

= exp

b2n1+2
2
l2(;C + ")(2")

: (8)
Из (7), (8) следует, что
P(Xn 2 U"(f))
 exp

 n
1+2b2
2
Z 1
0
 
f2(s)  2C" X f2(s)  2C"	 ds
 exp

n+ ~K(") +
b2n1+2
2
l2(;C + ")(2")

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Поэтому
lim sup
n!1
1
n1+2
lnP(Xn(t) 2 U"(f))
  b
2
2
Z 1
0
 
f2(s)  2C" X f2(s)  2C"	 ds+ b2
2
l2(; C + ")(2") :
Перейдя к пределу при "! 0, получим неравенство (2).
Оценим снизу P(Xn 2 U"(f)). Используя равенство (4) и неравен-
ства (5), (6), получаем
P(Xn 2 U"(f))  exp

 n
1+2b2
2
Z 1
0
 
f2(s) + 2C"+ "2

ds

 eE exp( n sup
t2[0;1]
jB(nt)jK(") +M1
)
X fBn 2 U"(f)g
 exp

 n
1+2b2
2
Z 1
0
 
f2(s) + 2C"+ "2

ds  n+ ~K(")

eE exp fM1gX fBn 2 U"(f)g : (9)
Обозначим M3 := bn1=2+
R 1
0 ~z"(s)d
~Bn(s): Тогда
eE exp fM1gX fBn 2 U"(f)g
= eE expbn Z 1
0
z"(s)dB(ns)

X fBn 2 U"(f)g
= eE expbn Z 1
0
~z"(s)dB(ns)

X fBn 2 U"(f)g
= eE exp fM3gX fBn 2 U"(f)g
 exp b2n1+2l2(; C + ")(2")	 eEX fBn 2 U"(f)g
 X M3   b2n1+2l2(; C + ")(2")	
= expf b2n1+2l2(; C + ")(2")g~P(A \G); (10)
где A := f! :M3   b2n1+2l2(; C+")(2")g, G := f! : Bn 2 U"(f)g.
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Применяя неравенство Чебышева и лемму 2, получаем
~P(A) = ~P( M3  b2n1+2l2(; C + ")(2"))
= ~P
 
expf M3g  expfb2n1+2l2(;C + ")(2")g

= 1  ~P  expf M3g > expfb2n1+2l2(; C + ")(2")g
= 1  ~P

exp

 M3   b
2n1+2
2
Z 1
0
~z2" (s)ds

> exp

b2n1+2l2(;C + ")(2")   b
2n1+2
2
Z 1
0
~z2" (s)ds

 1  ~P

exp

 M3   b
2n1+2
2
Z 1
0
~z2" (s)ds

> exp

b2n1+2l2(; C + ")(2")
2

 1 
eE expn M3   b2n1+22 R 10 ~z2" (s)dso
exp
n
b2n1+2 l2(;C+")(2")
2
o
= 1  exp

 b
2n1+2l2(;C + ")(2")
2

: (11)
Так как функция f(t) непрерывна, то для любого " > 0 найдется
непрерывно дифференцируемая функция h"(t) 2 U"(f). Обозначим
H" = sup
t2[0;1]
h0"(t). Тогда из леммы 1 следует, что
~P(G)  exp

 H
2
"
2
n2 1 + o(n2 1)

: (12)
Используя оценки (11), (12), неравенство ~P(A \ G)  ~P(A) +
~P(G) 1 и условие 12 <  < 11  , при достаточно больших n получаем
~P(A \G)  exp H2"n2 1 + o(n2 1)	 : (13)
Применяя оценки (9), (10), (13), получаем
P(Xn 2 U"(f))
 exp

 n
1+2b2
2
Z 1
0
 
f2(s) + 2C"+ "2

ds  n+ ~K(")

 exp b2n1+2l2(;C + ")(2")	 exp H2"n2 1 + o(n2 1)	 :
Поэтому
lim inf
n!1
1
n1+2
lnP(Xn(t) 2 U"(f))
  b
2
2
Z 1
0
 
f2(s) + 2C"+ "2

ds  b
2
2
l2(; C + ")(2") :
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Перейдя к пределу при "! 0, получим неравенство (3).
Если f 62 C0, то ~P(Bn 2 U"(f)) = 0 для всех достаточно малых ",
откуда следует, что
lim
"!0
lim sup
n!1
1
n1+2
lnP(Xn(t) 2 U"(f))
= lim
"!0
lim inf
n!1
1
n1+2
lnP(Xn(t) 2 U"(f)) =  1:
Покажем, что последовательность Xn не является экспоненциаль-
но плотной, а следовательно (см. [4, Remark (a) с. 8]) нельзя получить
п.б.у. в смысле определения 1. Напомним определение экспоненциаль-
но плотной последовательности.
Определение 3. Будем говорить, что последовательность случай-
ных процессов n является экспоненциально плотной в м.п. (Y; d),
если для любого  <1 найдется компакт K  Y такой, что
lim sup
n!1
1
 (n)
lnP(n =2 K) <  :
Предположим, что последовательность Xn является экспоненци-
ально плотной. Тогда найдется компакт K1 такой, что
lim sup
n!1
1
n1+2
lnP(Xn =2 K1) <  1:
Из теоремы Асколи–Арцела следует, что существует константа C > 0
такая, что для всех функций f 2 K1 выполнено неравенство
sup
t2[0;1]
jf(t)j  C. Рассмотрим функцию
g(t) =
8>><>>:
0; если t 2 [0; 1=2  r];
C+2
r (t  1=2 + r); если t 2 (1=2  r; 1=2];
C+2
r (1=2 + r   t); если t 2 (1=2; 1=2 + r];
0; если t 2 (1=2 + r; 1];
где константа 0 < r < min

1
2 ;
1
2b2(C+2)2

.
Очевидно, что множество U1(g) =2 K1. Используя теорему 1, по-
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лучаем
 1 > lim sup
n!1
1
n1+2
lnP(Xn =2 K1)
 lim sup
n!1
1
n1+2
lnP(Xn 2 U1(g))
 lim
"!0
lim inf
n!1
1
n1+2
lnP(Xn(t) 2 U"(g)) =  I(g)
=  b
2
2
Z 1
0
jg(s)j2ds   b
2
2
2r(C + 2)2   1
2
:
Имеем  1 > lim sup
n!1
1
n1+2
lnP(Xn =2 K1)   12 , значит, наше предпо-
ложение неверно и последовательность Xn не является экспоненци-
ально плотной.
2. Л.п.б.у. для решений стохастических уравнений Ито
Рассмотрим последовательность случайных процессов
yn(t) = bn
1 (1 )
Z t
0
sign(yn(s))jyn(s)jds+ 1
n 1=2
w(t): (14)
Справедлива следующая теорема.
Теорема 2. Пусть  2 (0; 1), тогда для последовательности yn во-
зможны следующие 3 режима.
1) Если 12 <  <
1
1  , то последовательность случайных про-
цессов yn удовлетворяет л.п.б.у. в м.п. (C[0; 1]; ) с нормирующей
функцией  (n) = n1+2 и функционалом уклонений
I(f) =

b2
2
R 1
0 jf(s)j2ds; если f 2 C0;
1; если f 62 C0:
2) Если  = 11  , то последовательность случайных процессов
yn удовлетворяет п.б.у. в м.п. (C[0; 1]; ) с нормирующей функцией
 (n) = n
2+2
1  и функционалом уклонений
I^(f) =

1
2
R 1
0 (
_f(s)  b  sign(f(s))jf(s)j)2ds; если f 2 AC0;
1; если f 62 AC0:
3) Если  > 11  , то последовательность случайных процессов
yn удовлетворяет п.б.у. в м.п. (C[0; 1]; ) с нормирующей функцией
 (n) = n2 1 и функционалом уклонений
~I(f) =

1
2
R 1
0
_f2(s)ds; если f 2 AC0;
1; если f 62 AC0:
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Доказательство. Легко показать, сделав замену переменной, что слу-
чайные процессы yn(t) иXn(t) имеют одинаковые распределения, сле-
довательно л.п.б.у. для 1-го режима следует из теоремы 1.
П.б.у. для 2-го режима следует из теоремы 2.2 работы [18].
П.б.у. для 3-го режима следует из теоремы 3.2.1 монографии [19].
Пример. Частным случаем решения уравнения типа (14) будет
процесс Орнштейна–Уленбека ( = 1)
yn(t) =  bn
Z t
0
yn(s)ds+
1
n 1=2
w(t);
где константа b > 0.
Из теоремы 1 следует, что для процесса Орнштейна–Уленбека в
рассмотренной постановке возможен только один режим  > 1=2.
Нормирующей функцией будет n1+2, функционал уклонений будет
иметь вид
I(f) :=

b2
2
R 1
0 f
2(s)ds; если f 2 C0;
1; если f 62 C0:
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