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FINITENESS OF COHOMOLOGY GROUPS OF STACKS OF
SHTUKAS AS MODULES OVER HECKE ALGEBRAS,
AND APPLICATIONS
CONG XUE
Abstract. In this note we prove that the cohomology groups with compact
support of stacks of shtukas are modules of finite type over a Hecke algebra.
As an application, we extend the construction of excursion operators, defined
in [Laf18] on the space of cuspidal automorphic forms, to the space of automor-
phic forms with compact support. This gives the Langlands parametrization
for some quotient spaces of the latter, which is compatible with the constant
term morphism.
Introduction
Let X be a smooth projective geometrically connected curve over a finite field
Fq. We denote by F its function field, A the ring of adèles of F and O the ring
of integral adèles.
Let G be a connected split reductive group over Fq.
Let Ξ be a cocompact subgroup in ZG(F )\ZG(A), where ZG is the center of G.
Then the quotient ZG(F )\ZG(A)/ZG(O)Ξ is finite.
Let N ⊂ X be a finite subscheme. We denote by ON the ring of functions on
N and KN := Ker(G(O)→ G(ON)).
Let ` be a prime number not dividing q. Let E be a finite extension of Q`
containing a square root of q. We denote by Cc(G(F )\G(A)/KNΞ, E) the vector
space of automophic forms with compact support.
Let u be a place in X rN . Let Ou be the complete local ring at u and let Fu
be its field of fractions. Let HG,u := Cc(G(Ou)\G(Fu)/G(Ou), E) be the Hecke
algebra of G at the place u. The algebra HG,u acts on Cc(G(F )\G(A)/KNΞ, E)
by convolution on the right. The following proposition was already known by
some experts:
Proposition 0.0.1. For any place u of X r N , the vector space
Cc(G(F )\G(A)/KNΞ, E) is a HG,u-module of finite type.
Due to the lack of reference, in Section 1 we recall the proof of Proposition
0.0.1 for G = SL2 to illustrate the idea of the proof in the general case.
Let Ĝ be the Langlands dual group of G over E (i.e. the reductive group
whose roots and weights are the coroots and coweights of G, and vice-versa). Let
I be a finite set and W be a finite dimensional E-linear representation of ĜI .
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2 CONG XUE
Associated to these data, in [Var04] Varshavsky defined the stack classifying G-
shtukas (denoted by ChtG,N,I,W ) over (XrN)I and its `-adic cohomology groups
with compact support in any degree j ∈ Z (denoted by HjG,N,I,W,x, where x is
a geometric point of (X r N)I). In particular, when I = ∅ and W = 1 (the
one-dimensional trivial representation of the trivial group Ĝ∅), the cohomology
group H0G,N,∅,1,x coincides with Cc(G(F )\G(A)/KNΞ, E).
The cohomology group HjG,N,I,W,x is equipped with an action ofHG,u by Hecke
correspondences on the stacks of shtukas. Suppose that x is over the generic point
of each copy of X. The main result in this paper is
Theorem 0.0.2. For any place u of X rN , the cohomology group HjG,N,I,W,x is
a HG,u-module of finite type.
Since H0G,N,∅,1,x = Cc(G(F )\G(A)/KNΞ, E), Theorem 0.0.2 is a generalization
of Proposition 0.0.1. The proof of Theorem 0.0.2 is given in Section 2. The idea is
similar to the case of automorphic forms explained in Section 1. In addition, we
use the constant term morphisms of the cohomology groups of stacks of shtukas
and the contractibility of deep enough Harder-Narasimhan strata established in
[Xue18].
As an application, in Section 3, we extend the excursion operators,
defined in [Laf18] on the vector space of cuspidal automorphic forms
Ccuspc (G(F )\G(A)/KNΞ, E), to Cc(G(F )\G(A)/KNΞ, E).
Concretely, fix an algebraic closure F of F . Let ηI be the generic point of
XI and fix a geometric point ηI over ηI . The cohomology group Hj
G,N,I,W,ηI
is equipped with an action of pi1(ηI , ηI) and an action of the partial Frobenius
morphisms. In [Laf18], V. Lafforgue
(1) defined a Hecke-finite part of Hj
G,N,I,W,ηI
(denoted by Hj,Hf
G,N,I,W,ηI
). Then
he used Drinfeld’s lemma (for OE-modules of finite type, where OE is the
ring of integers of E) to construct an action of Gal(F/F )I on Hj,Hf
G,N,I,W,ηI
.
(2) with the help of (1), he constructed the excursion operators acting on
Ccuspc (G(F )\G(A)/KNΞ, E).
(3) with the help of (2), he obtained a canonical decomposition of
Ccuspc (G(F )\G(A)/KNΞ,Q`) indexed by Langlands parameters.
In this paper,
(1’) thanks to Theorem 0.0.2, we apply a variant of Drinfeld’s lemma (for
HG,u-modules of finite type) to Hj
G,N,I,W,ηI
and obtain an action of
Weil(F/F )I on Hj
G,N,I,W,ηI
(Proposition 3.2.11).
(2’) with the help of (1’), we construct in Section 3.4 the excursion
operators acting on Cc(G(F )\G(A)/KNΞ, E). When restricted to
Ccuspc (G(F )\G(A)/KNΞ, E), these excursion operators coincide with
those defined in (2).
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(3’) Let I be a finite codimensional ideal of HG,u. With the help of (2’), we
obtain a canonical decomposition of the quotient vector space
Cc(G(F )\G(A)/KNΞ,Q`)/I · Cc(G(F )\G(A)/KNΞ,Q`)
indexed by Langlands parameters (Theorem 3.6.7).
More generally, in Section 3.7, we construct the excursion operators acting on
the cohomology groups of stacks of shtukas, which are compatible with the action
of the Hecke algebras and the action of the Galois group. Moreover, there is a
canonical decomposition similar to (3’) for some quotient vector spaces of the
cohomology groups.
In Section 4, we show that the action of the excursion operators commutes with
the constant term morphisms. As a consequence, the parametrization in (3’) is
compatible with the constant term morphisms.
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1. Example of automorphic forms for SL2
We consider the case N = ∅ for simplicity. Let G = SL2.
1.0.1. Let BunG be the classifying stack of G-bundles over X. In this example,
it is the classifying stack of rank 2 vector bundles on X with trivial determinant.
It is well-known that (see [Laf18] Remarque 8.21 for more details)
G(F )\G(A)/G(O) = BunG(Fq).
Thus
Cc(G(F )\G(A)/G(O), E) = Cc(BunG(Fq), E).
It is also well-known that the action of HG,u by convolution on
Cc(G(F )\G(A)/G(O), E) coincides with the action of HG,u by Hecke
correspondences on Cc(BunG(Fq), E).
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1.0.2. The stack BunG has a Harder-Narasimhan stratification. In this example,
we have
BunG = lim−→
d∈Z≥0
Bun
≤(d,−d)
G ,
where Bun≤(d,−d)G is the open substack of BunG defined by the condition that the
degree of any line subbundle of the rank 2 vector bundle is ≤ d. For any d1, d2 ∈
Z≥0 such that d1 ≤ d2, we have an open immersion Bun≤(d1,−d1)G ↪→ Bun≤(d2,−d2)G .
It induces an inclusion Cc(Bun
≤(d1,−d1)
G (Fq), E) ⊂ Cc(Bun≤(d2,−d2)G (Fq), E) by ex-
tension by zero. Thus the vector space Cc(BunG(Fq), E) has a filtration F •G in-
dexed by d ∈ Z≥0:
F dG := Cc(Bun
≤(d,−d)
G (Fq), E),
with associated graded quotients (for d ≥ 1)
grdG := F
d
G/F
d−1
G = Cc(Bun
=(d,−d)
G (Fq), E),
where Bun=(d,−d)G is the closed substack of Bun
≤(d,−d)
G defined by the condition
that for the canonical Harder-Narasimhan filtration 0 ⊂ L ⊂ E of the rank 2
vector bundle E, we have degL = d. (When d = 0, we have Bun=(0,0)G = Bun
≤(0,0)
G
which classifies the semistable vector bundles.)
Since every F dG has finite dimension, Proposition 0.0.1 is a direct consequence
of Lemma 1.0.4 below.
1.0.3. Let l := deg(u). Let g be the genus of X. Let d0 = max{0, g − 1}+ l.
Lemma 1.0.4. We have
Cc(BunG(Fq), E) =HG,u · F d0G .
Proof. Applying successively Lemma 1.0.7 below to d0 + 1, d0 + 2, d0 + 3, · · · ,
we deduce that for any d > d0, we have F dG ⊂ HG,u · F d0G . This implies Lemma
1.0.4. 
1.0.5. Fix a Borel subgroup B of G = SL2. The group G has only one simple
coroot αˇ = (1,−1). A generator of the coweight lattice is ω = αˇ. Let $ be a
uniformizer of Ou. We have
$ω =
(
$
$−1
)
.
Let hGω be the Hecke operator inHG,u associated to the characteristic function of
G(Ou)$
ωG(Ou).
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1.0.6. The action of hGω on F •G is defined in the following way: let
Γ(G(Ou)$
ωG(Ou)) be the groupoid classifying pairs (G 99K G′), where G, G′ are
rank 2 vector bundles of trivial determinant, G 99K G′ is an isomorphism outside
u such that when restricted to the formal disc on u, the relative position of G
and G′ is equal to $ω. We have a Hecke correspondence (where the arrows are
morphisms of groupoids):
BunG(Fq)
pr1←−− Γ(G(Ou)$ωG(Ou)) pr2−−→ BunG(Fq).
G←[ (G 99K G′) 7→ G′
For any d ∈ Z≥0 such that d − l > 0, the projection pr1 sends
pr−12 (Bun
≤(d−l,−(d−l))
G ) to Bun
≤(d,−d)
G . We deduce a morphism
hGω : F
d−l
G → F dG, f 7→ (pr1)!(pr2)∗f.
Similarly, we have a morphism hGω : F
d−l−1
G → F d−1G . We deduce a morphism
(1.1) hGω : gr
d−l
G → grdG.
Lemma 1.0.7. For any d ∈ Z≥0 such that d > d0, we have
F dG = h
G
ω · F d−lG + F d−1G ⊂HG,u · F d−1G .
Proof. It is a direct consequence of Lemma 1.0.8 below. 
Lemma 1.0.8. If d > d0, then the morphism (1.1) is an isomorphism.
1.0.9. To prove Lemma 1.0.8, we need some preparation. Recall that B is a
Borel subgroup of G. Let BunB be the classifying stack of B-bundles on X. In
this example, it is the classifying stack of pairs (L ⊂ E), where E is in BunG and
L is a line subbundle. Let T be the torus of G. Let BunT be the classifying stack
of T -bundles on X. In this example, it is the classifying stack of pairs of line
bundles (L,L−1) on X. We have a correspondence
(1.2) BunG
i←− BunB pi−→ BunT , E←[ (L ⊂ E) 7→ (L,E/L).
1.0.10. For any d′ ∈ Z, let Bun=(d′,−d′)T be the open and closed substack of BunT
defined by the condition that deg(L) = d′. (Note that d′ can be negative.) Then
BunT =
⊔
d′∈Z Bun
=(d′,−d′)
T . Let H
d′
T := Cc(Bun
=(d′,−d′)
T (Fq), E). Consider the
vector space lim−→d∈Z≥0
∏
d′∈Z, d′≤dH
d′
T . It has a filtration F •T indexed by d ∈ Z≥0:
F dT :=
∏
d′∈Z, d′≤d
Hd
′
T ,
with associated graded quotients
grdT := F
d
T/F
d−1
T = H
d
T .
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1.0.11. For any d ∈ Z≥0, we define Bun≤(d,−d)B := i−1(Bun≤(d,−d)G ) and
Bun
≤(d,−d)
T := unionsqd′≤d Bun=(d
′,−d′)
T . Then (1.2) induces a morphism of groupoids
Bun
≤(d,−d)
G (Fq)
i←− Bun≤(d,−d)B (Fq) pi−→ Bun≤(d,−d)T (Fq).
We have a constant term morphism
CBG : F
d
G → F dT , f 7→ pi!i∗f.
When d ≥ 1, we have a commutative diagram:
F d−1G //
CBG

F dG
//
CBG

grdG
CBG

F d−1T // F
d
T
// grdT
1.0.12. Let HT,u := Cc(T (Ou)\T (Fu)/T (Ou), E) be the Hecke algebra of T at
the place u. It acts on F •T by Hecke correspondences. Let hTω ∈ HT,u be the
Hecke operator associated to the characteristic function of T (Ou)$ωT (Ou). By
the Satake isomorphism, we have hGω ∈ HG,u ∼→ H S2T,u ⊂ HT,u, where S2 is the
symmetric group. In HT,u, we have hGω = q((hTω)−1 + hTω).
Lemma 1.0.13. (i) For any d ∈ Z, the action of hGω induces a morphism hGω :
F dT → F d+lT .
(ii) The induced morphism on the associated graded quotients hGω : grdT → grd+lT
is an isomorphism.
Proof. (i) For any d ∈ Z, the action of hTω induces an isomorphism:
Bun
=(d,−d)
T
∼→ Bun=(d+l,−(d+l))T , (L1,L2) 7→ (L1(u),L2(−u))
(the inverse is induced by (hTω)−1).Thus the Hecke operator hTω induces an iso-
morphism
(1.3) hTω : H
d
T
∼→ Hd+lT .
The Hecke operator (hTω)−1 induces
(1.4) (hTω)
−1 : HdT
∼→ Hd−lT .
As a consequence, the Hecke operator hGω = q((hTω)−1 + hTω) induces a morphism
(1.5) hGω : H
d
T → Hd−lT ×Hd+lT .
Applying (1.5) to all d′ ≤ d and taking the product, we get a morhism: hGω :∏
d′≤dH
d′
T →
∏
d′′≤d+lH
d′′
T , i.e. hGω : F dT → F d+lT .
(ii) The morphisms hGω : F dT → F d+lT and hGω : F d−1T → F d−1+lT induce a mor-
phism hGω : F dT/F
d−1
T → F d+lT /F d+l−1T .
Recall that grdT = F dT/F
d−1
T = H
d
T . The action of hGω = q(hTω + (hTω)−1) on
F dT/F
d−1
T equals to the action of qh
T
ω on F dT/F
d−1
T , because by (1.4) we have
(hTω)
−1(HdT ) = H
d−l
T ⊂ F d+l−1T ,
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i.e. the morphism (hTω)−1 : F dT/F
d−1
T → F d+lT /F d+l−1T is the zero morphism. 
Proof of Lemma 1.0.8: Let d > l. Since the constant term morphism commutes
with the action of the Hecke algebra HG,u, we have a commutative diagram
(1.6) grd−lG
CBG

hGω // grdG
CBG

grd−lT
hGω // grdT
It is well-known that if d > max{0, g − 1}, then CBG : grdG → grdT is an iso-
morphism. (Indeed, for any E ∈ Bun=(d,−d)G (Fq), let 0 ⊂ L ⊂ E be its canonical
Harder-Narasimhan filtration, then degL = d. We have E/L = L−1. The con-
dition d > max{0, g − 1} implies that Ext1(L−1,L) ' H1(X,L2) = 0. Thus
E ' L ⊕ L−1. Let Bun=(d,−d)B := i−1(Bun=(d,−d)G ) ∩ pi−1(Bun=(d,−d)T ). We deduce
that
(1.7) Bun=(d,−d)G (Fq)← Bun=(d,−d)B (Fq)→ Bun=(d,−d)T (Fq)
are bijective. Thus Cc(Bun
=(d,−d)
G (Fq), E)
∼→ Cc(Bun=(d,−d)T (Fq), E).)
As a consequence, if d − l > max{0, g − 1}, then the two vertical morphisms
in (1.6) are isomorphisms. Moreover, by Lemma 1.0.13, the lower line in (1.6) is
an isomorphism. So the upper line in (1.6) is an isomorphism. 
Remark 1.0.14. For a general group G, to prove Proposition 0.0.1, we need
[DG15] Proposition 9.2.2 to show that an analogue of (1.7) is bijective. We do
not give details here because that we will prove some more general statements in
Section 2.
2. Proof of Theorem 0.0.2
2.1. Reminder of cohomologies of stacks of shtukas. The stacks of shtukas
and their cohomologies are defined in [Var04], recalled in [Laf18] Section 2 and
in [Xue18] Section 1, 2.
As in the introduction, let N ⊂ X be a finite subscheme. Let I be a finite
set and W be a representation of ĜI (in this paper, this always means a finite
dimensional E-linear representation of ĜI).
2.1.1. In [Xue18] Definition 2.3.1, we defined a classifying stack of G-shtukas
ChtG,N,I,W over (X rN)I (this stack is denoted by Cht(I)N,I,W in [Laf18] Notation
4.4). It is a Deligne-Mumford stack locally of finite type.
2.1.2. Let Gad be the adjoint group of G. Let Λ̂Gad denote the coweight lattice
of Gad and Λ̂Q
Gad
:= Λ̂Gad ⊗Z Q. Fix a Borel subgroup B ⊂ G. Let Λ̂+Gad ⊂ Λ̂Gad
denote the monoid of dominant coweights. Let Λ̂+,Q
Gad
⊂ Λ̂Q
Gad
be the corresponding
rational cone.
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For any µ1, µ2 ∈ Λ̂+,QGad , we say µ1 ≤ µ2 if and only if µ2 − µ1 is a linear
combination with coefficients in Q≥0 of simple coroots of Gad, or equivalently, of
simple coroots of G modulo Λ̂QZG , where Λ̂ZG is the coweight lattice of ZG and
Λ̂QZG := Λ̂ZG ⊗Z Q.
2.1.3. In [Laf18] Définition 2.1 and [Xue18] 2.3.3, for any µ ∈ Λ̂+,Q
Gad
, we defined
an open substack Cht≤µG,N,I,W of ChtG,N,I,W . For any µ1, µ2 ∈ Λ̂+,QGad and µ1 ≤ µ2,
we have an open immersion:
(2.1) Cht≤µ1G,N,I,W ↪→ Cht≤µ2G,N,I,W .
We have ChtG,N,I,W =
⋃
µ∈Λ̂+,Q
Gad
Cht≤µG,N,I,W .
Remark 2.1.4. The above Harder-Narasimhan truncations Cht≤µG,N,I,W on
ChtG,N,I,W come from the Harder-Narasimhan truncations defined in [Sch15] and
[DG15] for BunG.
2.1.5. Recall that we have fixed Ξ ⊂ ZG(F )\ZG(A) in the introduction. As
recalled in [Xue18] Proposition 2.3.4, the quotient Cht≤µG,N,I,W /Ξ is a Deligne-
Mumford stack of finite type.
2.1.6. In [Laf18] Définition 4.5 and [Xue18] Definition 2.4.7, we defined a Satake
perverse sheaf FΞG,N,I,W over ChtG,N,I,W /Ξ (normalized relatively to (X r N)I).
When W is irreducible, FΞG,N,I,W is (non canonically) isomorphic to the inter-
section complex of ChtG,N,I,W /Ξ (with coefficient in E and with the perverse
normalization relative to (X rN)I).
2.1.7. As in [Xue18] 1.1.7, let pG : ChtG,N,I,W /Ξ→ (X rN)I be the projection
of paws. Let x→ (X rN)I be a geometric point.
Definition 2.1.8. ([Laf18] Définition 4.7, [Xue18] Definition 2.5.1) For any µ ∈
Λ̂+,Q
Gad
and any j ∈ Z, we define
H
j,≤µ
G,N,I,W := R
j(pG)!(F
Ξ
G,N,I,W
∣∣
Cht≤µG,N,I,W /Ξ
);
Hj,≤µG,N,I,W,x := H
j,≤µ
G,N,I,W
∣∣∣
x
.
Remark 2.1.9. (i) Since Cht≤µG,N,I,W /Ξ is of finite type, H
j,≤µ
G,N,I,W is an E-
constructible sheaf on (X r N)I and Hj,≤µG,N,I,W,x is a finite dimensional E-vector
space.
(ii) Hj,≤µG,N,I,W and H
j,≤µ
G,N,I,W,x depend on Ξ. We do not write Ξ in the index to
simplify the notations.
(iii) Let d be the dimension of ChtG,N,I,W relatively to (X rN)I . By [BBD82]
4.2, the cohomology group Hj,≤µG,N,I,W,x is concentrated in degrees j ∈ [−d, d].
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2.1.10. For any µ1, µ2 ∈ Λ̂+,QGad and µ1 ≤ µ2, the open immersion (2.1) induces a
morphism of sheaves:
H
j,≤µ1
G,N,I,W → Hj,≤µ2G,N,I,W .
Definition 2.1.11. ([Xue18] Definition 2.5.3) We define
H
j
G,N,I,W := lim−→
µ
H
j,≤µ
G,N,I,W ,
in the category of inductive limits of constructible sheaves over (X r N)I . And
we define
HjG,N,I,W,x := lim−→
µ
Hj,≤µG,N,I,W,x.
We have HjG,N,I,W,x = H
j
G,N,I,W
∣∣
x
.
2.1.12. When I = ∅ and W = 1, we have ChtG,N,∅,1 = BunG,N(Fq) =
G(F )\G(A)/KN and H0G,N,∅,1,x = Cc(G(F )\G(A)/KNΞ, E), where x is a
geometric point of SpecFq.
2.1.13. Let u be a place in X r N . Let l = deg(u). The Hecke algebra HG,u
acts on HjG,N,I,W,x by Hecke correspondences ([Laf18] 2.20, 4.4, [Xue18] 6.1-6.2).
This action does not preserve the subspaces Hj,≤µG,N,I,W,x.
Concretely, for any dominant coweight β of G, let hGβ ∈HG,u be the character-
istic function of G(Ou)$βG(Ou). We have the Hecke correspondence associated
to hGβ :
ChtG,N,I,W /Ξ
pr1←−− Γ(G(Ou)$βG(Ou)) pr2−−→ ChtG,N,I,W /Ξ,
where pr1 and pr2 are finite étale morphisms. For any µ ∈ 1r R̂+Gad , the projection
pr1 sends pr−12 (Cht
≤µ
G,N,I,W /Ξ) to Cht
≤µ+βl
G,N,I,W /Ξ. It induces a morphism
hGβ : H
j,≤µ
G,N,I,W,x → Hj,≤µ+βlG,N,I,W,x.
2.1.14. From now on, let x→ (XrN)I be a geometric point such that for every
i ∈ I, the composition x → (X r N)I pri−→ X r N is over the generic point η of
X rN , where pri is the projection to i-th factor. (This condition will be needed
in 2.3.13 and Proposition 2.3.14.)
Notation 2.1.15. In the remaining part of Section 2, we write Hj,≤µG (resp. H
j
G)
instead of Hj,≤µG,N,I,W,x (resp. H
j
G,N,I,W,x) to simplify the notation.
2.2. Strategy of the proof of Theorem 0.0.2.
2.2.1. We denote by R̂+
Gad
the dominant cone of the coroot lattice of Gad. We
have R̂+
Gad
⊂ Λ̂+
Gad
. Let r be a positive integer large enough as in [Xue18] 5.1.1.
Then we have Λ̂+
Gad
⊂ 1
r
R̂+
Gad
⊂ Λ̂+,Q
Gad
.
Definition 2.2.2. We define a filtration F •G of H
j
G:
µ ∈ 1
r
R̂+
Gad
, F µG := Im(H
j,≤µ
G → HjG).
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2.2.3. For any µ1, µ2 ∈ 1r R̂+Gad and µ1 ≤ µ2, the morphism Hj,≤µ1G → HjG factors
through Hj,≤µ2G . Thus F
µ1
G ⊂ F µ2G .
Since every F µG has finite dimension, Theorem 0.0.2 is a direct consequence of
the following proposition:
Proposition 2.2.4. There exists µ0 ∈ 1r R̂+Gad large enough (a priori depending
on u and x), such that
HjG =HG,u · F µ0G
Proposition 2.2.4 will follow from Lemma 2.2.8 below.
2.2.5. We denote by ΓG the set of vertices of the Dynkin diagram of G. For any
i ∈ ΓG, we denote by αi (resp. αˇi) the simple root (resp. simple coroot) of G
associated to i. We denote by 〈 , 〉 the natural pairing between coweights and
weights. Let Pi be the standard maximal parabolic with Levi quotient Mi such
that ΓG − ΓMi = {i}, where ΓMi is the set of vertices of the Dynkin diagram
of Mi. By a quasi-fundamental coweight of G we mean the smallest positive
multiple of a fundamental coweight of Gad, which is a coweight of G. Let ωi be
the quasi-fundamental coweight of G such that 〈ωi, αj〉 = 0 for any j ∈ ΓMi .
Notation 2.2.6. Let CG ∈ Q≤0 be the constant in Proposition 5.1.5 (c) of
[Xue18]. Let
C(G, u) := CG + maxi∈ΓG〈ωil +
1
r
αˇi, αi〉,
where l = deg(u).
Remark 2.2.7. The above definition implies that for any µ ∈ 1
r
R̂+
Gad
and any
i ∈ ΓG, if 〈µ, αi〉 ≥ C(G, u), then 〈µ − ωil − 1r αˇi, αj〉 ≥ 0 for all j ∈ ΓG, i.e.
µ− ωil − 1r αˇi is dominant.
Lemma 2.2.8. For any µ ∈ 1
r
R̂+
Gad
, if 〈µ, γj〉 > C(G, u) for all j ∈ ΓG, then for
any i ∈ ΓG, we have
F µG ⊂HG,u · F
µ− 1
r
αˇi
G .
The proof of Lemma 2.2.8 will be given after Lemma 2.2.11 below.
Proof of Proposition 2.2.4 admiting Lemma 2.2.8: We use the same argu-
ment as in the proof of Lemma 5.3.6 in [Xue18]. Let Z(C) be the set of µ ∈ 1
r
R̂+
Gad
such that 〈µ, αj〉 > C(G, u) for all j ∈ ΓG. Let Ω(C) be the set of µ ∈ Z(C) such
that µ− 1
r
αˇi /∈ Z(C) for all i ∈ ΓG. The set Ω(C) is bounded, thus is finite. Let
µ0 ∈ 1r R̂+Gad such that µ0 > µ for all µ ∈ Ω(C).
For any λ ∈ Z(C), there exists a (zigzag) chain λ(m) < λ(m−1) < · · · < λ(1) <
λ(0) = λ in 1
r
R̂+
Gad
for some m ∈ Z≥0 such that
(i) for all j, we have λ(j) ∈ Z(C),
(ii) for all j, we have λ(j) − λ(j+1) = 1
r
αˇi for some i ∈ ΓG.
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(iii) λ(m) ∈ Ω(C).
Applying successively Lemma 2.2.8 to λ(0), λ(1), · · · , until λ(m), we deduce that
F λG ⊂HG,u · F λ
(m)
G .
Since λ(m) < µ0, by 2.2.3, we have F λ
(m)
G ⊂ F µ0G . Thus F λG ⊂HG,u · F µ0G . 
Notation 2.2.9. For any quasi-fundamental coweight ωi of G, let hGωi ∈HG,u be
the characteristic function of G(Ou)$ωiG(Ou).
2.2.10. Suppose that µ−ωil− 1r αˇi is dominant. By 2.1.13, hGωi induces morphisms
hGωi : F
µ−ωil
G → F µG.
hGωi : F
µ−ωil− 1r αˇi
G → F
µ− 1
r
αˇi
G .
They induce a morphism on the quotient spaces
(2.2) F µ−ωilG /F
µ−ωil− 1r αˇi
G
hGωi−−→ F µG/F
µ− 1
r
αˇi
G .
Lemma 2.2.11. For any µ ∈ 1
r
R̂+
Gad
, if 〈µ, γj〉 > C(G, u) for all j ∈ ΓG, then
for any i ∈ ΓG, morphism (2.2) is an isomorphism.
Proof of Lemma 2.2.8 admiting Lemma 2.2.11: We deduce from Lemma
2.2.11 that
(2.3) F µG = h
G
ωi
· F µ−ωilG + F
µ− 1
r
αˇi
G .
For any i ∈ ΓG, we have ωi ≥ 1r αˇi. (Indeed, since ωi ∈ 1r R̂+Gad , we have
ωi =
∑
j
cij
r
αˇj for some cij ∈ Z≥0. Since 〈ωi, αj〉 = 0 for all j 6= i ∈ ΓG, we have
〈ωi, ωi〉 = 〈ωi, ciir αi〉 = ciir 〈ωi, αi〉. The fact that 〈ωi, ωi〉 > 0 implies cii 6= 0. Thus
cii ≥ 1.)
Taking into account that l ≥ 1, we have µ − ωil ≤ µ − 1r αˇi. Thus F µ−ωilG ⊂
F
µ− 1
r
αˇi
G . As a consequence,
(2.4) F µG ⊂ hGωi · F
µ− 1
r
αˇi
G + F
µ− 1
r
αˇi
G ⊂HG,u · F
µ− 1
r
αˇi
G .

Figure 1: illustration of lemma 2.2.11 for G = GL3, M2, ω2 and αˇ2, where the
set SM2(µ) is defined in 2.3.9 below.
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Notation 2.2.12. In the following, let Pi be a maximal parabolic subgroup with
Levi quotient Mi such that ΓG−ΓMi = {i}. We note P := Pi, M := Mi, α := αi,
αˇ := αˇi and ω := ωi.
The goal of the remaining part of Section 2 is to prove Lemma 2.2.11. We
need to use the cohomology group HM of the stack of M -shtukas, the constant
term morphism from HG to HM and the contractibility of deep enough Harder-
Narasimhan strata of ChtG. We recall these in Section 2.3. Then we study the
action of hGω on HM in Section 2.4. Finally in Section 2.5, we use Section 2.3 and
Section 2.4 to prove Lemma 2.2.11.
2.3. Cohomology of stacks of M-shtukas and constant term morphism.
For the convenience of the reader, we extract some results from [Xue18]. The
goal of this subsection is to state Corollary 2.3.16.
As before, let I be a finite set and W be a representation of ĜI .
2.3.1. In [Xue18] 2.6.2, we defined the classifying stack ofM -shtukas ChtM,N,I,W
over (X rN)I . It is a Deligne-Mumford stack locally of finite type.
In loc. cit. 2.6.3, for any µ ∈ Λ̂+,Q
Gad
, we defined an open substack Cht≤µM,N,I,W of
ChtM,N,I,W . We have ChtM,N,I,W =
⋃
µ∈Λ̂+,Q
Gad
Cht≤µM,N,I,W .
2.3.2. Let ZM be the center ofM . Let Λ̂ZM/ZG be the coweight lattice of ZM/ZG
and Λ̂QZM/ZG = Λ̂ZM/ZG ⊗Z Q. In loc. cit. Definition 1.7.1 and 2.6.3, for any
ν ∈ Λ̂QZM/ZG , we defined an open and closed substack Cht
≤µ, ν
M,N,I,W of Cht
≤µ
M,N,I,W .
We have Cht≤µM,N,I,W =
⊔
ν∈Λ̂Q
ZM/ZG
Cht≤µ, νM,N,I,W .
Let Ξ ⊂ ZG(F )\ZG(A) as before. We defined the quotient Cht≤µ, νM,N,I,W /Ξ,
which is a Deligne-Mumford stack of finite type.
Remark 2.3.3. Ξ is a lattice in ZG(F )\ZG(A) but only a discrete subgroup in
ZM(F )\ZM(A). Thus the stack Cht≤µM,N,I,W /Ξ is only locally of finite type.
2.3.4. As in loc. cit. 1.5.11, let
pradP : Λ̂
Q
Gad
→ Λ̂QZM/ZG
be the projection. In loc. cit. 1.5.13, we defined a partial order "≤" on Λ̂QZM/ZG
which is induced by the partial order on Λ̂Q
Gad
. We defined a translated cone
Λ̂µZM/ZG := {ν ∈ Λ̂
Q
ZM/ZG
, ν ≤ pradP (µ)} in Λ̂QZM/ZG . By loc. cit. Lemma 1.5.14, if
ν /∈ Λ̂µZM/ZG ∩ pradP (1r R̂+Gad), then the stack Cht
≤µ, ν
M,N,I,W is empty.
2.3.5. In loc. cit. Definition 3.4.2, we defined Cht′M,N,I,W :=
ChtM,N,I,W
P (ON )× G(ON). In loc. cit. Definition 3.4.5, we defined Cht′≤µM,N,I,W and
Cht
′≤µ, ν
M,N,I,W in the same way.
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2.3.6. In loc. cit. Definition 3.4.7, we defined a Satake perverse sheaf F′ ΞM,N,I,W
over Cht′M,N,I,W /Ξ (normalized relatively to (X rN)I).
Definition 2.3.7. (loc. cit. Definition 3.4.7 and Definition 3.4.9) Let pM :
Cht′M,N,I,W → (X r N)I be the morphism of paws. For any µ ∈ Λ̂+,QGad and
ν ∈ Λ̂µZM/ZG , for any geometric point x of (X rN)I , we define
H
′ j,≤µ, ν
M,N,I,W,x := R
j(pM)!(F
′ Ξ
M,N,I,W
∣∣∣
Cht
′ ≤µ, ν
M,N,I,W /Ξ
)
H
′ j,≤µ, ν
M,N,I,W,x := H
′ j,≤µ, ν
M,N,I,W,x
∣∣∣
x
H
′ j,≤µ
M,N,I,W,x :=
∏
ν∈Λ̂µ
ZM/ZG
H
′ j,≤µ, ν
M,N,I,W,x
H
′ j
M,N,I,W,x := lim−→
µ
H
′ j,≤µ
M,N,I,W,x
We also define
H
′ j, ν
M,N,I,W,x := lim−→
µ
H
′ j,≤µ, ν
M,N,I,W,x.
By definition, H
′ j,≤µ, ν
M,N,I,W,x is a finite dimensional E-vector space and it depends
on Ξ.
Notation 2.3.8. From now on, we will omit the indices N, I,W, x and ′ to sim-
plify the notation.
2.3.9. Let µ ∈ Λ̂+,Q
Gad
. In loc. cit. Definition 4.1.1, we defined a bounded set:
SM(µ) := {λ ∈ Λ̂+,QGad | λ ≤ µ}
⋂
{λ ∈ Λ̂+,Q
Gad
| pradP (λ) = pradP (µ)}.
where ≤ is the partial order in Λ̂Q
Gad
.
2.3.10. In loc. cit. Definition 4.1.10, we defined a locally closed substack
Cht
SM (µ)
G of ChtG and an open and closed substack Cht
SM (µ)
M of ChtM . In loc.
cit. Definition 4.6.2, we defined
H
j, SM (µ)
G := H
j
c (Cht
SM (µ)
G /Ξ
∣∣∣
x
,FG);
H
j, SM (µ)
M := H
j
c (Cht
SM (µ)
M /Ξ
∣∣∣
x
,FM).
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2.3.11. Let αˇ as in Notation 2.2.12. Note that it is a simple coroot of G but not
a simple coroot of M . Let µ ∈ 1
r
R̂+
Gad
and µ ≥ 1
r
αˇ. By the proof of Lemma 5.3.1
(1) in loc. cit, we have an open substack and the complementary closed substack
in Cht≤µG :
Cht
≤µ− 1
r
αˇ
G → Cht≤µG ← ChtSM (µ)G
We have a long exact sequences of compact support cohomology groups:
(2.5)
· · · → Hj,≤µ−
1
r
αˇ
G
fj−→ Hj,≤µG → Hj, SM (µ)G → H
j+1,≤µ− 1
r
αˇ
G
fj+1−−→ Hj+1,≤µG → · · ·
2.3.12. By the proof of Lemma 5.3.1 (1) of loc. cit, we also have an open substack
and the complementary closed substack in Cht≤µM :
Cht
≤µ− 1
r
αˇ
M → Cht≤µM ← ChtSM (µ)M
Moreover, by loc. cit. 4.1.7, ChtSM (µ)M = Cht
≤µ, pradP (µ)
M . So it is open and closed
in Cht≤µM . Thus we have a (split) short exact sequence of compact support coho-
mology groups for every degree j:
0→ Hj,≤µ−
1
r
αˇ
M → Hj,≤µM → Hj, SM (µ)M → 0
And we have Hj, SM (µ)M = H
j,≤µ, pradP (µ)
M .
2.3.13. In loc. cit. 3.5.8 and 4.6.3 for any µ ∈ 1
r
R̂+
Gad
, we defined the constant
term morphism:
CP, j,≤µG : H
j,≤µ
G → Hj,≤µM ;
C
P, j, SM (µ)
G : H
j, SM (µ)
G → Hj, SM (µ)M .
Proposition 2.3.14. ([Xue18] Lemma A.0.8, Proposition 4.6.4, Proposition
5.1.5) Let µ ∈ 1
r
R̂+
Gad
and µ ≥ 1
r
αˇ. Let j ∈ Z. Let CG be the constant in loc. cit.
Proposition 5.1.5.
(i) We have a commutative diagram:
(2.6) Hj,≤µ−
1
r
αˇ
G
fj //
C
P, j,≤µ− 1r αˇ
G
Hj,≤µG //
CP, j,≤µG

H
j, SM (µ)
G
C
P,j, SM (µ)
G

H
j,≤µ− 1
r
αˇ
M
// Hj,≤µM // H
j, SM (µ)
M
(ii) If 〈µ, α〉 > CG, then the morphism CP, j, SM (µ)G is an isomorphism.
(iii) If moreover 〈µ, γ〉 > CG for every simple root γ of G, then for every j ∈ Z,
the morphism Hj,≤µG → HjG is injective. In particular, fj and fj+1 in (2.5) are
injective. So we have a short exact sequence:
0→ Hj,≤µ−
1
r
αˇ
G
fj−→ Hj,≤µG → Hj, SM (µ)G → 0.
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Remark 2.3.15. In loc.cit. the constant term morphism CP, j,≤µG and Proposition
5.1.5 are stated for x = ηI , a geometric generic point of XI . But in fact, in
loc.cit. 3.5.7, we can replace ηI by any geometric point x satisfying the conditions
in 2.1.14 (of this paper). The same arguments go through.
Corollary 2.3.16. Under the hypothesis of Proposition 2.3.14 (iii), we deduce
from (2.6) a commutative diagram
(2.7) Hj,≤µG /H
j,≤µ− 1
r
αˇ
G
= //
CP, j,≤µG
H
j, SM (µ)
G
' CP, j, SM (µ)G

Hj,≤µM /H
j,≤µ− 1
r
αˇ
M
= // H
j, SM (µ)
M
Thus the left vertical map CP, j,≤µG is an isomorphism.
2.4. Action of Hecke operators. Let M as in Notation 2.2.12. The goal of
this section is to prove Lemma 2.4.3.
2.4.1. LetHM,u := Cc(M(Ou)\M(Fu)/M(Ou), E) be the Hecke algebra of M at
the place u. The cohomology group HjM is equipped with an action of HM,u by
Hecke correspondences ([Laf18] 2.20, 4.4, [Xue18] 6.1-6.2) and equipped with an
action of HG,u via the Satake transformation HG,u ↪→HM,u.
Definition 2.4.2. We define a filtration F •M of H
j
M :
µ ∈ 1
r
R̂+
Gad
, F µM := Im(H
j,≤µ
M → HjM)
Lemma 2.4.3. Let ω as in Notation 2.2.12 and hGω as in Notation 2.2.9.
(i) For any λ ∈ 1
r
R̂+
Gad
, the Hecke operator hGω induces a morphism
(2.8) F λM
hGω−→ F λ+ωlM .
(ii) If λ− 1
r
αˇ is still in 1
r
R̂+
Gad
, the induced morphism on the quotients
(2.9) F λM/F
λ− 1
r
αˇ
M
hGω−→ F λ+ωlM /F
λ+ωl− 1
r
αˇ
M
is an isomorphism.
To prove this lemma we need some preparations.
2.4.4. We define
Ω := {θ coweight of G conjugate to ω, θ is dominant for M}.
Since ω is dominant for G, for any θ ∈ Ω, we have θ ≤ ω for the order in Λ̂G.
16 CONG XUE
2.4.5. For any dominant coweight θ of M , let hMθ ∈ HM,u be the characteristic
function of M(Ou)$θM(Ou).
We can view hGω as an element in HM,u by the Satake transformation HG,u ↪→
HM,u. We have the following equality (up to multiplication by a power of q) in
HM,u:
(2.10) hGω = h
M
ω +
∑
θ∈Ω, θ 6=ω
cθh
M
θ , cθ ∈ Q≥0.
2.4.6. For any θ ∈ Ω, θ 6= ω, we have ω − θ ≥ 1
r
αˇ for the order in Λ̂QG (hence
for the order in Λ̂Q
Gad
). Indeed, we have θ < ω, i.e. ω − θ = ∑j cjr αˇj for some
cj ∈ Z≥0. Recall that αˇ = αˇi. Then the fact that 〈ω, αj〉 = 0 for all j 6= i ∈ ΓG
implies 〈ω, ω − θ〉 = 〈ω, ci
r
αi〉 = cir 〈ω, αi〉. Since ‖θ‖2 = ‖ω‖2, we cannot have〈ω, ω − θ〉 = 0. This implies ci 6= 0. Thus ci ≥ 1.
Moreover, since l ≥ 1, we have ωl − θl ≥ 1
r
αˇ.
Proof of Lemma 2.4.3: Recall that in 2.3.4 we defined a projection pradP :
Λ̂Q
Gad
→ Λ̂QZM/ZG . We will write pr := pradP to simplify the notations.
(i) Let λ ∈ 1
r
R̂+
Gad
and ν ∈ Λ̂QZM/ZG . Note that ω is a coweight of the center of
M . Thus the Hecke operator hMω induces an isomorphism of stacks ([Xue18] 1.3.1
applied to reductive group M and proof of Lemma 6.3.3):
Cht≤λ, νM /Ξ
∼→ Cht≤λ+ωl, ν+pr(ω)lM /Ξ
This induces an isomorphism of cohomology groups:
(2.11) hMω : H
j,≤λ, ν
M
∼→ Hj,≤λ+ωl, ν+pr(ω)lM
Now consider the Hecke operator hMθ for θ ∈ Ω and θ 6= ω. As in [Laf18] 2.20,
4.4, [Xue18] 6.1-6.2, we have the Hecke correspondence associated to θ:
ChtM /Ξ
pr1←−− Γ(M(Ou)$θM(Ou)) pr2−−→ ChtM /Ξ
where pr1 and pr2 are finite étale morphisms. The morphism pr1 sends
pr−12 (Cht
≤λ, ν
M /Ξ) to Cht
≤λ+θl, ν+pr(θ)l
M /Ξ. This induces a morphism of
cohomology groups:
(2.12) hMθ : H
j,≤λ, ν
M → Hj,≤λ+θl, ν+pr(θ)lM
Taking into account (2.10), we deduce from (2.11) and (2.12) a morphism
(2.13) Hj,≤λ, νM
hGω−→ (
∏
θ∈Ω, θ 6=ω
H
j,≤λ+θl, ν+pr(θ)l
M )×Hj,≤λ+ωl, ν+pr(ω)lM .
Consider the RHS of (2.13). For any θ ∈ Ω and θ 6= ω, by 2.4.6 we have
θl ≤ ωl − 1
r
αˇ. Thus
(2.14) Hj,≤λ+θl, ν+pr(θ)lM ⊂ H
j,≤λ+ωl− 1
r
αˇ, ν+pr(θ)l
M .
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By [Sch15] Proposition 3.1.2, pr is order-preserving. Thus pr(θ)l ≤ pr(ω)l −
pr(1
r
αˇ). We deduce that
(2.15) Hj,≤λ+ωl−
1
r
αˇ, ν+pr(θ)l
M ⊂
∏
ν′≤ν+pr(ω)l− 1
r
pr(αˇ)
H
j,≤λ+ωl− 1
r
αˇ, ν′
M .
Moreover, by loc. cit. pr(αˇ) > 0, thus
(2.16)
∏
ν′≤ν+pr(ω)l− 1
r
pr(αˇ)
H
j,≤λ+ωl− 1
r
αˇ, ν′
M ⊂
∏
ν′<ν+pr(ω)l
Hj,≤λ+ωl, ν
′
M .
Combining (2.14), (2.15) and (2.16), we deduce that the RHS of (2.13) can be
sent in
(
∏
ν′<ν+pr(ω)l
Hj,≤λ+ωl, ν
′
M )×Hj,≤λ+ωl, ν+pr(ω)lM ,
which is nothing but
∏
ν′≤ν+pr(ω)lH
j,≤λ+ωl, ν′
M . So (2.13) induces a morphism
hGω : H
j,≤λ, ν
M →
∏
ν′≤ν+pr(ω)l
Hj,≤λ+ωl, ν
′
M .
Now fixing λ and taking product over all ν ′ ∈ Λ̂QZM/ZG such that ν ′ ≤ pr(λ), we
obtain:
(2.17) hGω :
∏
ν′≤pr(λ)
Hj,≤λ, ν
′
M →
∏
ν′≤pr(λ)+pr(ω)l
Hj,≤λ+ωl, ν
′
M .
By Definition 2.3.7,∏
ν′≤pr(λ)
Hj,≤λ, ν
′
M = H
j,≤λ
M ;
∏
ν′≤pr(λ)+pr(ω)l
Hj,≤λ+ωl, ν
′
M = H
j,≤λ+ωl
M .
We deduce from (2.17) the morphism (2.8).
(ii) By 2.3.12, we have
Hj,≤λM /H
j,≤λ− 1
r
αˇ
M = H
j, SM (λ)
M = H
j,≤λ, pr(λ)
M ;
Hj,≤λ+ωlM /H
j,≤λ− 1
r
αˇ+ωl
M = H
j, SM (λ+ωl)
M = H
j,≤λ+ωl, pr(λ+ωl)
M .
For any θ ∈ Ω and θ 6= ω, by (2.12), (2.14) and (2.15), hMθ induces a morphism
H
j,≤λ, pr(λ)
M →
∏
ν′≤pr(λ)+pr(ω)l− 1
r
pr(αˇ)
H
j,≤λ+ωl− 1
r
αˇ, ν′
M = H
j,≤λ+ωl− 1
r
αˇ
M .
Thus the morphism
Hj,≤λM /H
j,≤λ− 1
r
αˇ
M
hMθ−−→ Hj,≤λ+ωlM /H
j,≤λ− 1
r
αˇ+ωl
M
is the zero morphism.
By (2.10) and (2.11), we deduce that
Hj,≤λM /H
j,≤λ− 1
r
αˇ
M
hGω−→ Hj,≤λ+ωlM /H
j,≤λ− 1
r
αˇ+ωl
M
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is an isomorphism.
Finally, since
F λM/F
λ− 1
r
αˇ
M = Im(H
j, SM (λ)
M → HjM)
F λ+ωlM /F
λ− 1
r
αˇ+ωl
M = Im(H
j, SM (λ+ωl)
M → HjM)
we deduce that (2.9) is an isomorphism. 
2.5. Proof of Lemma 2.2.11. By [Xue18] Lemma 6.2.15, the action of HG,u
commutes with CPG . The following diagram is commutative, where the horizontal
lines are the exact sequences in 2.3.11 and 2.3.12, the vertical morphisms are
constant term morphisms:
F
µ−ωl− 1
r
αˇ
G
//

hGω
zz
(a)
F µ−ωlG //

hGω
}}
(b)
F µ−ωlG /F
µ−ω− 1
r
αˇ
G

hGω
ww
(c)
F
µ− 1
r
αˇ
G
//

F µG
//

F µG/F
µ− 1
r
αˇ
G

F
µ−ωl− 1
r
αˇ
M
//
hGω
zz
F µ−ωlM //
hGω
}}
F µ−ωlM /F
µ−ωl− 1
r
αˇ
M
hGω
ww
F
µ− 1
r
αˇ
M
// F µM
// F µM/F
µ− 1
r
αˇ
M
Consider the right face (c):
F µ−ωlG /F
µ−ωl− 1
r
αˇ
G
hGω //
CPG 
F µG/F
µ− 1
r
αˇ
G
CPG 
F µ−ωlM /F
µ−ω− 1
r
αˇl
M
hGω
'
// F µM/F
µ− 1
r
αˇ
M
where the isomorphism of the lower line follows from Lemma 2.4.3. Moreover, by
Corollary 2.3.16, the vertical morphisms are isomorphism. We deduce that the
upper line is an isomorphism.

Remark 2.5.1. To prove Lemma 2.2.8, we only need the surjectivity of the mor-
phism in Lemma 2.2.11. But our proof gives the isomorphism as well.
Remark 2.5.2. In Section 3, we only need to use Proposition 2.2.4 for x = ηI .
But we prefer to state Proposition 2.2.4 for general x.
Remark 2.5.3. (i) We do not know if the statement of Theorem 0.0.2 is still
true for u ∈ |N | because our argument uses the Satake transform for the spherical
local Hecke algebra.
(ii) Let HG := Cc(KN\G(A)/KN , E) be the global Hecke algebra. We have
HG = ⊗′u∈|X|HG,u. Theorem 0.0.2 implies that HjG,N,I,W,x is a HG-module of
finite type.
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3. Global excursion operators
Recall that in Definition 2.1.11, we defined an inductive limit of E-constructible
sheaves HjG,N,I,W over (X r N)I . In this section, we write H
j
I,W := H
j
G,N,I,W to
simplify the notations.
The goal of this section is Construction 3.4.6, Theorem 3.6.7 and Construction
3.7.6. For this, we need a specialization morphism constructed in Section 3.1.
We also need some variant of Drinfeld’s lemma to get an action of Weil(F/F )I
on HjI,W
∣∣
ηI
in Secton 3.2.
3.1. Specialization morphism.
3.1.1. Let I be a finite set. We denote by ∆ : X → XI the diagonal morphism.
We denote by F I the function field of XI and ηI = Spec(F I) the generic point
of XI . We fix an algebraic closure F I of F I and denote by ηI = Spec(F I) the
geometric point over ηI . Moreover, we fix a specialization map
(3.1) sp : ηI → ∆(η).
It induces the homomorphism of specialization:
(3.2) sp∗ : HjI,W
∣∣
∆(η)
→ HjI,W
∣∣
ηI
By [Laf18] Proposition 8.32, this morphism is injective.
Proposition 3.1.2. The morphism (3.2) is a bijection.
Notation 3.1.3. For any i ∈ I, let Frob{i} : XI → XI be the morphism xi 7→
Frob(xi) and xj 7→ xj if j 6= i.
Proof of Proposition 3.1.2: We only need to prove the surjectivity. The proof
consists of 3 steps.
(1) Let µ0 ∈ Λ̂+,QGad as in Proposition 2.2.4 such that
(3.3) HjI,W
∣∣
ηI
=HG,u ·Hj,≤µ0I,W
∣∣∣
ηI
,
where Hj,≤µ0I,W is the E-constructible sheaf over (X r N)I defined in Definition
2.1.8. Let Ω0 be an open dense subscheme of (X r N)I such that Hj,≤µ0I,W
∣∣∣
Ω0
is
smooth. By [Lau04] Lemme 9.2.1 (the argument is recalled in the proof of Lemme
8.12 of [Laf18]), the set {(∏i∈I Frobmi{i})(∆(η)), (mi)i∈I ∈ NI} is Zariski dense in
XI . Thus there exists (ni)i∈I ∈ NI such that (
∏
i∈I Frob
ni
{i})(∆(η)) ∈ Ω0.
(2) The image by
∏
i∈I Frob
ni
{i} of the specialization map (3.1) gives a special-
ization map
s˜p : (
∏
i∈I
Frobni{i})(η
I)→ (
∏
i∈I
Frobni{i})(∆(η)).
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We have a commutative diagram:
(3.4) Hj,≤µ0I,W
∣∣∣
(
∏
Frob)(∆(η))
s˜p
∗
(a)
//

H
j,≤µ0
I,W
∣∣∣
(
∏
Frob)(ηI)

H
j
I,W
∣∣
(
∏
Frob)(∆(η))
s˜p
∗
(b)
// H
j
I,W
∣∣
(
∏
Frob)(ηI)
where
∏
Frob is a shortcut of
∏
i∈I Frob
ni
{i}. The horizontal maps are homomor-
phism of specialization induced by s˜p. The vertical maps come from the morphism
of sheaves Hj,≤µ0I,W → HjI,W .
Since Hj,≤µ0I,W
∣∣∣
Ω0
is smooth and (
∏
i∈I Frob
ni
{i})(∆(η)) ∈ Ω0, the morphism (a) in
the diagram (3.4) is an isomorphism.
Now we show that the morphism (b) in the diagram (3.4) is surjective. Since
(
∏
Frob)(ηI) ' ηI , by (3.3) we have
(3.5) HjI,W
∣∣
(
∏
Frob)(ηI)
=HG,u ·Hj,≤µ0I,W
∣∣∣
(
∏
Frob)(ηI)
.
Let x ∈ HjI,W
∣∣
(
∏
Frob)(ηI)
. Then x =
∑
hkak for hk ∈ HG,u and
ak ∈ Hj,≤µ0I,W
∣∣∣
(
∏
Frob)(ηI)
. Since (a) is an isomorphism, there exists
bk ∈ Hj,≤µ0I,W
∣∣∣
(
∏
Frob)(∆(η))
such that ak = s˜p
∗
(bk). Moreover, the diagram
(3.4) is compatible with the action of HG,u. Thus x is the image of∑
hkbk ∈ HjI,W
∣∣
(
∏
Frob)(∆(η))
. This proves the surjectivity of (b).
(3) As in the proof of Proposition 8.31 in [Laf18], we have a commutative
diagram
H
j
I,W
∣∣
(
∏
Frob)(∆(η))∏
i∈I F
ni
{i}'

(b)
// H
j
I,W
∣∣
(
∏
Frob)(ηI)∏
i∈I F
ni
{i}'

H
j
I,W
∣∣
∆(η)
(3.2)
// H
j
I,W
∣∣
ηI
where the vertical morphisms are the partial Frobenius morphisms defined in loc.
cit. 4.3. The surjectivity of (b) implies the surjectivity of (3.2). 
3.2. Drinfeld’s lemmas. Drinfeld’s lemma is first proved in [Dri89] Proposition
6.1, then generalized in [Lau04] Théorème 8.1.4 and [Laf18] Lemme 8.2.
3.2.1. We have fixed an algebraic closure F I of F I and sp in 3.1.1. As in [Laf18]
Remarque 8.18, we define
FWeil(ηI, ηI) := {δ ∈ AutFq(F I), ∃(ni)i∈I ∈ ZI , s. t. δ
∣∣
(F I)perf
=
∏
i∈I
(Frob{i})−ni},
where (F I)perf is the perfection of F I , Frob{i} is defined in Notation 3.1.3.
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As in loc.cit. Remarque 8.18, the specialization map sp induces an inclusion
F ×Fq · · · ×Fq F ⊂ F I .
By restriction of automorphisms, we obtain a surjective morphism
(3.6) Ψ : FWeil(ηI , ηI)Weil(η, η)I
(depending on the choice of sp). Let Q be its kernel (not depending on the choice
of sp).
3.2.2. Note that we have pi1(η, η) = Gal(F/F ). Let Weil(η, η) be the Weil group
in pi1(η, η) (also denoted by Weil(F/F )). Let Frob : F I → F I be the absolute
Frobenius morphism over Fq. When I is a singleton, we have an isomorphism
(3.7)
Weil(η, η)
∼→ FWeil(η, η)
δ 7→ Frob− deg(δ) ◦δ.
Its inverse is the morphism (3.6).
For general I, we have
0 // pigeom1 (η
I , ηI) //

pi1(η
I , ηI) //

Ẑ // _

0
0 // pigeom1 (η, η)
I // pi1(η, η)
I // ẐI // 0
0 // pigeom1 (η
I , ηI) //

Weil(ηI , ηI) //

Z // _

0
0 // pigeom1 (η, η)
I // Weil(η, η)I // ZI // 0
0 // pigeom1 (η
I , ηI) //

FWeil(ηI , ηI) //

ZI //
'

0
0 // pigeom1 (η, η)
I // Weil(η, η)I // ZI // 0
where ZI has the discrete topology.
Proposition 3.2.3. ([Dri89] Proposition 6.1, generalized in [Laf18] Lemme 8.2)
The kernel Q is equal to the intersection of all open subgroups of pigeom1 (ηI , ηI),
which are normal in FWeil(ηI, ηI).
Proof. (For the convenience of the reader, we recall the argument in [Dri89]
Proposition 6.1.) Begin by the inclusion in the "easy" direction. By definition,
Q =
⋂
Vi open normal subgroups in Weil(η,η)
Ψ−1(
∏
i∈I
Vi).
Thus Q contains the intersection of all open subgroups of pigeom1 (ηI , ηI) which are
normal in FWeil(ηI, ηI).
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Now we prove the inclusion in the "hard" direction. We use induction on the
cardinality of I. The singleton case is explained in 3.2.2. Let I = J∪{0}. Suppose
that we have already proved the statement for J . Let U ⊂ pigeom1 (ηI , ηI) be an
open subgroup which is normal in FWeil(ηI, ηI), we want to show that U ⊃ Q.
Let Y = XJ . Let η˜ be the generic point of Y ⊗Fqη. The intersection U∩pi1(η˜, ηI)
is an open subgroup of pi1(η˜, ηI). It corresponds to an étale covering Z˜ of η˜.
The normalization of Y ⊗Fq η in Z˜ gives a covering pi : Z → Y ⊗Fq η (see for
example [Mil80] Proposition 1.1). Let ηZ be the generic point of Z, we have
U ∩ pi1(η˜, ηI) = pi1(ηZ , ηI).
Moreover, since U is normal in FWeil(ηI, ηI), the left translation action of
pigeom1 (η
I , ηI)/U on pigeom1 (ηI , ηI)/U extends to an action of FWeil(ηI, ηI) /U on
pigeom1 (η
I , ηI)/U. So the action of pigeom1 (ηI , ηI)/U on the finite set HomX⊗Fqη(η
I , Z)
extends to an action of FWeil(ηI, ηI) /U. Thus Z is equipped with an action of
the partial Frobenius morphisms. In particular, IdY ×Frobη ∈ Aut(Y ⊗Fq η) lifts
to an automorphism of Z.
Applying [Dri87] Proposition 1.1 (generalized in [Laf18] Lem 8.8) to pi∗OZ
(which is a coherent sheaf on Y ⊗Fq η since pi is finite), we deduce that there exists
a covering Z0 of Y such that Z = Z0 ⊗Fq η. This implies that Weil(ηZ , ηI) ⊃ Q.
So U ⊃ Q. 
Remark 3.2.4. The general case is proved in [Laf18] Lemme 8.2. It implies
[Dri89] Proposition 6.1 in the following way: let U ⊂ pigeom1 (ηI , ηI) be an open
subgroup which is normal in FWeil(ηI, ηI). Then U corresponds to an étale cov-
ering Z of ηI , equipped with an action of the partial Frobenius morphisms. By
[Laf18] Lemme 8.12, there exists a dense open subscheme V of X such that Z
extends to an étale covering Z ′ of V I , equipped with an action of the partial Frobe-
nius morphisms. By [Laf18] Lemme 8.11, the finite set HomV I (ηI , Z ′) is equipped
with a continuous action of Weil(V, η)I . This implies that pigeom1 (Z, ηI) ⊃ Q. So
U ⊃ Q.
Remark 3.2.5. In the following, Lemma 3.2.7, Lemma 3.2.8 and their proofs
are due to Drinfeld and were communicated to the author by V. Lafforgue.
Lemma 3.2.6. (Drinfeld) A continuous action of FWeil(ηI, ηI) on an OE-module
of finite type factors through Weil(η, η)I .
For the convenience of the reader, we recall how Proposition 3.2.3 implies
Lemma 3.2.6.
Proof. Let ρ : FWeil(ηI , ηI) → GLr(OE) be a continuous morphism. For
any n > 1, the induced morphism ρn : FWeil(ηI , ηI) → GLr(OE/λEnOE) is a
continuous morphism, where λE is a uniformizer of OE. Then:
• Ker(ρn
∣∣
pigeom1 (η
I ,ηI)
) = pigeom1 (η
I , ηI) ∩Ker(ρn) is normal in FWeil(ηI, ηI).
• Ker(ρn
∣∣
pigeom1 (η
I ,ηI)
) is an open subgroup of pigeom1 (ηI , ηI), because 1 is open
in GLr(OE/λEnOE) which is a finite group.
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Proposition 3.2.3 implies that Ker(ρn
∣∣
pigeom1 (η
I ,ηI)
) contains Q. Taking the limit
on n we get the lemma. 
Lemma 3.2.7. (Drinfeld [Dri13]) A continuous action of FWeil(ηI, ηI) on an
E-vector space of finite dimension factors through Weil(η, η)I .
Proof. Let ρ : FWeil(ηI , ηI)→ GLr(E) be a continuous morphism. In this case
• Ker(ρ∣∣
pigeom1 (η
I ,ηI)
) is normal in FWeil(ηI, ηI).
• Ker(ρ∣∣
pigeom1 (η
I ,ηI)
) is closed in pigeom1 (ηI , ηI) (we do not know if it is open).
• ρ(pigeom1 (ηI , ηI)) is topologically finitely generated (i.e. there exists a dense
finitely generated subgroup)(also called "of finite type" in some literature).
To prove the last statement, note that pigeom1 (ηI , ηI) is compact and ρ is continu-
ous. So ρ(pigeom1 (ηI , ηI)) ⊂ GLr(E) is a closed subgroup. By the theory of `-adic
Lie group (also called "analytical `-adic group") in [Laz65] (recalled in [Ser64]) or
[Sch11], GLr(E) is an `-adic Lie group. By [Ser64] 1.3, any closed subgroup of an
`-adic Lie group is still an `-adic Lie group. By loc. cit. Théorème 2, any `-adic
Lie group is topologically finitely generated. We deduce that ρ(pigeom1 (ηI , ηI)) is
topologically finitely generated.
Then apply Lemma 3.2.8 below to H = Ker(ρ
∣∣
pigeom1 (η
I ,ηI)
). We deduce that
Ker(ρ
∣∣
pigeom1 (η
I ,ηI)
) contains Q. 
Lemma 3.2.8. (Drinfeld [Dri13]) Let H be a closed subgroup of pigeom1 (ηI , ηI)
such that
• H is normal in FWeil(ηI , ηI);
• pigeom1 (ηI , ηI)/H is topologically finitely generated.
Then H contains Q.
Proof. For any finite group L, we define
UL :=
⋂
f trivial on H
Ker(pigeom1 (η
I , ηI)
f−→ L).
Since pigeom1 (ηI , ηI)/H is topologically finitely generated, there is only a finite
number of morphisms f on the right hand side. Thus UL is an open subgroup
of pigeom1 (ηI , ηI). Moreover, by definition, UL is preserved by any automorphism
of pigeom1 (ηI , ηI) which preserves H. By hypothesis H is normal in FWeil(ηI , ηI).
We deduce that UL is normal in FWeil(ηI , ηI). Then by Proposition 3.2.3, UL
contains Q.
Since pigeom1 (ηI , ηI) is profinite and H is a closed and normal subgroup,
the quotient group pigeom1 (ηI , ηI)/H is profinite. So pi
geom
1 (η
I , ηI)/H =
lim
←−
pigeom1 (η
I , ηI)/UL. Thus H =
⋂
L finite group UL, which contains Q. 
Lemma 3.2.9. Let A be a finitely generated E-algebra. Let M be an A-module
of finite type. Then a continuous A-linear action of FWeil(ηI, ηI) on M factors
through Weil(η, η)I .
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By 3.2.1, we have 0 → pigeom1 (ηI , ηI) → FWeil(ηI, ηI) → ZI → 0. An action of
FWeil(ηI, ηI) on M is said to be continuous if M is a union of finite dimensional
E-vector subspaces which are stable under pigeom1 (ηI , ηI) and on which the action
of pigeom1 (ηI , ηI) is continuous.
This implies that for any finite codimensional ideal I of A, the action of
FWeil(ηI, ηI) on M/IM is continuous.
Proof. For any maximal ideal m of A, since A is finitely generated over E (in
particular A is Noetherian), by Hilbert Nullstellensatz A/m is of finite dimension
over E. Thus for any n ∈ N, the quotient A/mn is of finite dimension over E.
SinceM is an A-module of finite type,M/mnM is an A/mn-module of finite type.
Thus M/mnM is an E-vector space of finite dimension.
Applying Lemma 3.2.7 toM/mnM , we deduce that the action of Q onM/mnM
is trivial. Since A is Noetherian, for any q ∈ Q and x ∈M , we have
q · x− x ∈
⋂
m max ideal
∞⋂
n=1
mnM
(a)⊂
⋂
m max ideal
Ker(M →Mm) (b)= {0}.
where Mm is the localization of M on A−m. (a) follows from [Mat89] Theorem
8.9 and (b) follows from loc.cit. Theorem 4.6. We deduce that q · x = x. Thus
the action of Q on M is trivial. 
3.2.10. By the discussion after Remarque 8.18 of [Laf18], we have a continu-
ous action of FWeil(ηI, ηI) on HjI,W
∣∣
ηI
(depending on the choice of ηI and sp)
which combines the action of pi1(ηI , ηI) and the action of the partial Frobenius
morphisms.
Concretely, let θ ∈ FWeil(ηI, ηI) such that θ∣∣
(F I)perf
=
∏
i∈I Frob
−di
{i} . It induces
a specialization map (which is in fact a morphism):
spθ :
∏
i∈I
Frob−di{i} (η
I)→ ηI .
The action of θ on HjI,W
∣∣
ηI
is defined as the composition:
H
j
I,W
∣∣
ηI
sp∗θ−→ HjI,W
∣∣∏
i∈I Frob
−di
{i} (η
I)
∏
i∈I F
−di
{i}−−−−−−→ HjI,W
∣∣
ηI
,
where the second map is the partial Frobenius morphism on HjI,W defined in
[Laf18] 4.3.
To see that this action is continuous, note that HjI,W
∣∣
ηI
= lim−→µH
j,≤µ
I,W
∣∣∣
ηI
.
Each Hj,≤µI,W
∣∣∣
ηI
is finite dimensional and stable by pigeom1 (ηI , ηI); and the action of
pigeom1 (η
I , ηI) is continuous on Hj,≤µI,W
∣∣∣
ηI
.
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Proposition 3.2.11. The action of FWeil(ηI, ηI) on HjI,W
∣∣
ηI
factors through
Weil(η, η)I .
Proof. The action of FWeil(ηI, ηI) on HjI,W
∣∣
ηI
commutes with the action of
the Hecke algebra HG,u. The Hecke algebra HG,u is finitely generated over E
and is commutative. By Theorem 0.0.2, HjI,W
∣∣
ηI
is a HG,u-module of finite type.
Applying Lemma 3.2.9 to A =HG,u andM = HjI,W
∣∣
ηI
, we obtain the proposition.

Remark 3.2.12. Proposition 3.2.11 generalizes [Laf18] Proposition 8.27.
3.3. More on Drinfeld’s lemmas. We need the following variant of [Laf18]
Lemma 8.2.
3.3.1. As in [Del80] 1.1.10, let Y be a connected scheme of finite type over
Fq. We define the Weil group Weil(Y, η) as the inverse image of Weil(Fq/Fq) in
pi1(Y, η).
A Weil E-sheaf F on Y consists a pair (F, φ), where F is a constructible E-sheaf
on Y = Y ×
Fq
Fq, equipped with an action of Weil(Fq/Fq): φ : (IdY ×F )∗F ∼→ F.
The category of smooth E-sheaves over Y is a full subcategory of the category
of smooth Weil E-sheaves over Y .
Lemma 3.3.2. (rational coefficients version of [Laf18] Lemma 8.2) Let U be an
open dense subscheme of X. We have an equivalence between
(a) the category of smooth Weil E-sheaves over U I , equipped with the partial
Frobenius morphisms.
(b) the category of continuous representations of Weil(U, η)I on E-vector spaces
of finite dimension.
which is characterized by the following two facts as in [Laf18] Lemma 8.2:
• the composition with the restriction functor of the representations of
Weil(U, η)I to Weil(U, η) (diagonally) is the functor E 7→ E∣∣
∆(η)
;
• if (Fi)i∈I is a family of smooth Weil E-sheaves over U , the image of the
functor of i∈IFi is (i∈IFi)
∣∣
∆(η)
= ⊗i∈I(Fi)
∣∣
η
, equipped with the action
of Weil(U, η)I coming from the fact that each (Fi)
∣∣
η
is equipped with an
action of Weil(U, η).
3.3.3. As in loc.cit. Remarque 8.3, the functor (b) → (a) is explicit: the image
of a continuous representation Weil(U, η)I → GL(V ) where V is a E-vector space
of finite dimension, is the smooth Weil E-sheaf F over U I associated to the
continuous representation Weil(U I ,∆(η))→Weil(U, η)I → GL(V ).
Proof of Lemma 3.3.2: ("hard" direction) Let E be a smooth Weil E-sheaf
over U I equipped with the partial Frobenius morphisms. It induces a continuous
morphism
FWeil(ηI , ηI)→ Aut(E∣∣
ηI
).
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By Lemma 3.2.7, this morphism factors through Weil(η, η)I . We deduce a con-
tinuous morphism:
Weil(η, η)I → Aut(E∣∣
ηI
).
Since E is unramified over U I , the above morphism factors through Weil(U, η)I .
We deduce a continuous morphism:
Weil(U, η)I → Aut(E∣∣
ηI
).
Since E is smooth over U I , the homomorphism of specialization sp∗ : E
∣∣
∆(η)
→
E
∣∣
ηI
is an isomorphism. We deduce a continuous morphism (not depending on
ηI and sp):
Weil(U, η)I → Aut(E∣∣
∆(η)
).

We will also need the following lemma, whose proof is the same as in [Laf18]
Lemme 8.12.
Lemma 3.3.4. (rational coefficients version of [Laf18] Lemme 8.12) Let Ω be an
open dense subscheme of XI . Let E be a smooth E-sheaf over Ω equipped with
the partial Frobenius morphisms. Then there exists an open dense subscheme U
of X such that E can be extended to a smooth E-sheaf over U I . 
3.4. Excursion operators. The goal of this subsection is to construct the ex-
cursion operators in Construction 3.4.6. We begin by some preparations.
Construction 3.4.1. Let (γi)i∈I ∈Weil(η, η)I . We construct an action of (γi)i∈I
on HjI,W
∣∣
∆(η)
for any j ∈ Z as the composition of morphisms
(3.8) HjI,W
∣∣
∆(η)
sp∗
∼ // H
j
I,W
∣∣
ηI
(γi)i∈I

H
j
I,W
∣∣
∆(η)
H
j
I,W
∣∣
ηI
(sp∗)−1
∼oo
where the isomorphism sp∗ is defined in 3.1.1 and Proposition 3.1.2, the action
of Weil(η, η)I on HjI,W
∣∣
ηI
is defined in Proposition 3.2.11.
Lemma 3.4.2. (for the Hecke-finite part, see [Laf18] Lemme 9.4) For any j ∈ Z,
the action of Weil(η, η)I on HjI,W
∣∣
∆(η)
defined in Construction 3.4.1 is indepen-
dent of the choice of ηI and sp.
We need some preparations before the proof.
3.4.3. Let I be an ideal ofHG,u of finite codimension. Let HjI,W
∣∣
ηI
/I ·HjI,W
∣∣
ηI
be the quotient sheaf. It is stable under the action of the partial Frobenius
morphisms. By Theorem 0.0.2, HjI,W
∣∣
ηI
is of finite type as HG,u-module, thus
H
j
I,W
∣∣
ηI
/I ·HjI,W
∣∣
ηI
is a constructible (and smooth) sheaf over ηI . By Lemma
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3.3.4 applied to this sheaf, there exists an open subscheme U ⊂ X r N and a
smooth E-sheaf E over U I such that
(3.9) E
∣∣
ηI
= HjI,W
∣∣
ηI
/I ·HjI,W
∣∣
ηI
.
We define a natural morphism f as the following composition of morphisms:
(3.10) HjI,W
∣∣
∆(η)
/I ·HjI,W
∣∣
∆(η)
f

sp∗
'
// H
j
I,W
∣∣
ηI
/I ·HjI,W
∣∣
ηI
' (3.9)

E
∣∣
∆(η)
E
∣∣
ηI(sp∗)−1
'oo
where both sp∗ and (sp∗)−1 are defined by the same specialization map sp fixed
in 3.1.1 (thus f is independent of the choice of ηI and sp). The isomorphism of
the upper line follows from Proposition 3.1.2. The isomorphism of the lower line
follows from the fact that E is smooth.
3.4.4. For any maximal ideal m of HG,u, we denote by (HjI,W
∣∣
∆(η)
)∧m the m-
adic completion of HjI,W
∣∣
∆(η)
. By Theorem 0.0.2, HjI,W
∣∣
∆(η)
is of finite type as
HG,u-module. By [Mat89] Theorem 4.6, the morphism
(3.11) HjI,W
∣∣
∆(η)
→
∏
m
(HjI,W
∣∣
∆(η)
)∧m
is injective.
Proof of Lemma 3.4.2: The proof consists of 2 steps.
(1) Let I and f defined as in 3.4.3. The morphism f is compatible with the
action of Weil(η, η)I , where
• the actions onHjI,W
∣∣
ηI
/I ·HjI,W
∣∣
ηI
and on E
∣∣
ηI
are given by Lemma 3.2.7;
• the action on HjI,W
∣∣
∆(η)
/I ·HjI,W
∣∣
∆(η)
is induced by sp∗ (defined in Con-
struction 3.4.1);
• the action on E∣∣
∆(η)
is given by Lemma 3.3.2, hence is independent of the
choice of ηI and sp.
By 3.4.3, f is independent of the choice of ηI and sp. We deduce that the action
of Weil(η, η)I on HjI,W
∣∣
∆(η)
/I ·HjI,W
∣∣
∆(η)
is independent of the choice of ηI and
sp.
(2) Through the morphism (3.11), the action of Weil(η, η)I on HjI,W
∣∣
∆(η)
is
compatible with the action on
∏
m(H
j
I,W
∣∣
∆(η)
)∧m.
Applying (1) to I = mn, n ∈ N, we deduce that the action of Weil(η, η)I on∏
m(H
j
I,W
∣∣
∆(η)
)∧m is independent of the choice of ηI and sp. So is the action of
Weil(η, η)I on HjI,W
∣∣
∆(η)
. 
28 CONG XUE
3.4.5. Let I be a finite set and W be a representation of ĜI . Let x ∈ W and
ξ ∈ W ∗ be invariant under the diagonal action of Ĝ. In [Laf18] Definition 5.1 and
the beginning of Section 9, the creation operator C]x is defined as a morphism of
sheaves over ∆(X rN):
(3.12) C]x : Cc(BunG,N(Fq)/Ξ, E) E(XrN) → H0I,W
∣∣
∆(XrN),
where E(XrN) is the constant sheaf on XrN . Similarly, in loc.cit. Definition 5.2,
the annihilation operator C[ξ is defined as a morphism of sheaves over ∆(X rN):
(3.13) C[ξ : H
0
I,W
∣∣
∆(XrN) → Cc(BunG,N(Fq)/Ξ, E) E(XrN).
We denote by C]x
∣∣
η
(resp. C[ξ
∣∣
η
) the restriction of (3.12) (resp. (3.13)) on η.
Construction 3.4.6. Let I be a finite set and W be a representation of ĜI .
Let x ∈ W and ξ ∈ W ∗ be invariant under the diagonal action of Ĝ. Let
(γi)i∈I ∈ Weil(η, η)I . We construct an excursion operator SI,W,x,ξ,(γi)i∈I on
Cc(BunG,N(Fq)/Ξ, E) as the composition of morphisms:
Cc(BunG,N(Fq)/Ξ, E)
C
]
x
∣∣∣∣
η // H0I,W
∣∣
∆(η)
(γi)i∈I

Cc(BunG,N(Fq)/Ξ, E) H0I,W
∣∣
∆(η)
C[ξ
∣∣∣∣
ηoo
where the action of (γi)i∈I is defined in Construction 3.4.1.
The action of SI,W,x,ξ,(γi)i∈I commutes with the action of the global Hecke algebra
HG = Cc(KN\G(A)/KN , E). Thus
SI,W,x,ξ,(γi)i∈I ∈ EndHG(Cc(BunG,N(Fq)/Ξ, E)).
Remark 3.4.7. Let Ccuspc (BunG,N(Fq)/Ξ, E) be the vector subspace of cuspidal
automorphic forms. It is well-known that it is of finite dimension. The restriction
of SI,W,x,ξ,(γi)i∈I on C
cusp
c (BunG,N(Fq)/Ξ, E) coincides with the excursion operator
defined in [Laf18] Définition-Proposition 9.1.
Remark 3.4.8. In [Laf18] Définition 9.3, the notation HI,W is used for the
Hecke-finite part of the cohomology group in degree 0, which we denote here by
(H0I,W
∣∣
∆(η)
)Hf . In this paper, the notation HjI,W is used for the cohomology group
in degree j, which we denote here by HjI,W
∣∣
∆(η)
.
Now we extend the properties satisfied by the excursion operators acting on
Ccuspc (BunG,N(Fq)/Ξ, E) (proven in [Laf18] Sections 9 and 10) to the excursion
operators acting on Cc(BunG,N(Fq)/Ξ, E).
Lemma 3.4.9. The properties in [Laf18] Lemme 10.1 for the excursion operators
acting on Ccuspc (BunG,N(Fq)/Ξ, E) extend to the same properties for the excursion
operators acting on Cc(BunG,N(Fq)/Ξ, E) by the same proof. In particular, the
excursion operators commute with each other.
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Lemma 3.4.10. (for the cuspidal part, see [Laf18] Lemme 10.6) The
excursion operator SI,W,x,ξ,(γi)i∈I depends only on I, f and (γi)i∈I , where
f ∈ O(ĜE\(ĜE)I/ĜE) is the function given by
f : (gi)i∈I 7→ 〈ξ, (gi)i∈I · x〉.
The proof is the same as in [Laf18] Lemme 10.6.
3.4.11. For any place v of X, fix an algebraic closure Fv of Fv and fix the
embeddings such that the following diagram commutes:
(3.14) F 
 // Fv
F 
 //
?
OO
Fv
?
OO
Let kv be the residue field of Fv and let kv be the residue field of the maximal
unramified extension of Fv in Fv. Let v = Spec(kv) be the associated geometric
point over v = Spec(kv). Let
(3.15) spv : η → v
be the specialization map associated to F ⊂ Fv. We denote still by spv the image
by ∆ of the above specialization map (3.15)
(3.16) spv : ∆(η)→ ∆(v).
The inclusion F ⊂ Fv induces Weil(Fv/Fv) ⊂Weil(F/F ).
Lemma 3.4.12. (for the cuspidal part, see [Laf18] Lemme 10.4) Let v be a place
in X rN . Let (γi)i∈I ∈Weil(Fv/Fv)I ⊂Weil(F/F )I . Let di = deg(γi). We have
a commutative diagram
Cc(BunG,N(Fq)/Ξ, E)
C
]
x
∣∣∣∣
v

C
]
x
∣∣∣∣
η
''
H0I,W
∣∣
∆(v)
sp∗v //
∏
i∈I F
deg(v)di
{i}

H0I,W
∣∣
∆(η)
(γi)i∈I

H0I,W
∣∣
∆(v)
sp∗v //
C[ξ
∣∣∣∣
v

H0I,W
∣∣
∆(η)
C[ξ
∣∣∣∣
η
ww
Cc(BunG,N(Fq)/Ξ, E)
where
∏
i∈I F
deg(v)di
{i} is the partial Frobenius morphism, C
]
x
∣∣
v
(resp. C[ξ
∣∣
v
) is the
restriction of (3.12) (resp. (3.13)) on v.
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The proof will be given in the next subsection.
3.4.13. Let V be a representation of Ĝ and V ∗ be the dual of V . Let δV : 1 →
V ⊗ V ∗ and evV : V ⊗ V ∗ → 1 be the canonical morphisms.
Let v ∈ |X r N |. Let hV,v ∈ HG,v be the spherical function associated
to V by the Satake isomorphism. Let T (hV,v) be the Hecke operator on
Cc(BunG,N(Fq)/Ξ, E) associated to hV,v.
Lemma 3.4.14. (for the cuspidal part, see [Laf18] Lemme 10.2) Let d ∈ N and
γ ∈Weil(Fv/Fv) ⊂Weil(F/F ) such that deg(γ) = d. Then S{1,2},V V ∗,δV ,evV ,(γ,1)
depends only on d, and if d = 1 it equals to T (hV,v).
Proof. This follows from Lemma 3.4.12 above and [Laf18] Proposition 6.2 (where
the statement is already for the whole cohomology, not only for the cuspidal part).

Proposition 3.4.15. (for the cuspidal part, see [Laf18] Lemme 10.10) For any
I and f , SI,f,(γi)i∈I depends only on the image of (γi)i∈I in Weil(X rN, η)I .
Proof. (The argument is the same as in loc. cit. Lemme 10.10.) Let (δi)i∈I ∈
(Iv)
I ⊂ Weil(Fv/Fv)I ⊂ Weil(F/F )I . Applying Lemma 3.4.12 to di = 0, we
deduce that the image of Cc(BunG,N(Fq)/Ξ, E) in H0I,W
∣∣
ηI
is invariant by (Iv)I .
Thus for (γi)i∈I ∈ Weil(F/F )I and (δi)i∈I ∈ (Iv)I , we have SI,f,(γi) = SI,f,(δiγi).
We have this for any choice of inclusion F ⊂ Fv.
Since Weil(X r N, η) is the quotient of Weil(η, η) by the subgroup generated
by the Iv for v ∈ X r N and their conjugates, we deduce that SI,f,(γi) depends
only on the image of (γi) by Weil(η, η)I →Weil(X rN, η)I . 
Remark 3.4.16. Proposition 10.8 in [Laf18] can be generalized to the excursion
operators acting on Cc(BunG,N(Fq)/Ξ, E). The statement and the proof are the
same. So we will not state them here.
3.5. Proof of Lemma 3.4.12. Lemma 3.4.12 will follow from Lemma 3.5.4
below.
Lemma 3.5.1. (rational coefficient version of [Laf18] Lemme 8.15) Let U be an
open subscheme of X. We denote by jI : U I ↪→ XI the inclusion. Let E be a
smooth E-sheaf over U I , equipped with the partial Frobenius morphisms. Let v be
a place in X as in 3.4.11. Let (γi)i∈I and (di)i∈I as in Lemma 3.4.12. Then the
following diagram is commutative
(3.17) (jI)∗E
∣∣
∆(v)∏
i∈I F
deg(v)di
{i}

(spv)
∗
// E
∣∣
∆(η)
(γi)i∈I

(jI)∗E
∣∣
∆(v)
(spv)
∗
// E
∣∣
∆(η)
where the vertical map on the right is the action of Weil(U, η)I on E
∣∣
∆(η)
given
by Lemma 3.3.2.
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Proof. (The argument is the same as in loc.cit. Lemme 8.15.) It is enough to
prove with E of the form i∈IEi (as in Lemma 3.3.2). Noting j : U ↪→ X the
inclusion, we have ((jI)∗E)
∣∣
∆(v)
= ⊗i∈I(j∗Ei
∣∣
v
). Thus it is enough to prove the
lemma in the case where I is a singleton. In this case, the commutativity follows
from the definition of deg : Weil(Fv/Fv)→Weil(k(v)/k(v)) by restriction of the
action on the maximal unramified extension of Fv on its residue field. 
3.5.2. By [Laf18] 4.3, for any (di)i∈I ∈ ZI , there exists κ ∈ Λ̂+Gad , such that for
any µ ∈ Λ̂+
Gad
, we have morphism of partial Frobenius∏
i∈I
F
deg(v)di
{i} : H
j,≤µ
I,W
∣∣∣
∆(v)
→ Hj,≤µ+κI,W
∣∣∣
∆(v)
.
Lemma 3.5.3. Let I be an ideal of HG,u of finite codimension as in 3.4.3. Let
(γi)i∈I and (di)i∈I as in Lemma 3.4.12. For any µ ∈ Λ̂+Gad, the following diagram
is commutative
H
j,≤µ
I,W
∣∣∣
∆(v)∏
i∈I F
deg(v)di
{i}

(spv)
∗
// H
j
I,W
∣∣
∆(η)
/I ·HjI,W
∣∣
∆(η)
(γi)i∈I

H
j,≤µ+κ
I,W
∣∣∣
∆(v)
(spv)
∗
// H
j
I,W
∣∣
∆(η)
/I ·HjI,W
∣∣
∆(η)
Proof. Let E and U as defined in 3.4.3.
There exists an open subscheme Ω of U I such that Hj,≤µI,W and H
j,≤µ+κ
I,W are
smooth over Ω. Let ι : Ω ↪→ U I and jΩ : Ω ↪→ XI be the inclusions. We have
jΩ = j
I ◦ ι. Since both (jI)∗Hj,≤µI,W and E are smooth over Ω, the morphism
(3.18) Hj,≤µI,W
∣∣∣
ηI
→ HjI,W
∣∣
ηI
→ HjI,W
∣∣
ηI
/I ·HjI,W
∣∣
ηI
= E
∣∣
ηI
extends to a morphism
(3.19) ι∗(jI)∗Hj,≤µI,W → ι∗E.
By adjunction, this morphism induces a morphism (the fonctors are not derived)
(3.20) Hj,≤µI,W → (jI)∗ι∗ι∗E ' (jI)∗E
where the isomorphism follows from the fact that E is smooth over U I so the ad-
junction morphism E→ ι∗ι∗E is an isomorphism. Similarly, we have a morphism
(3.21) Hj,≤µ+κI,W → (jI)∗ι∗ι∗E ' (jI)∗E
The following diagram is commutative
(3.22) Hj,≤µI,W
∣∣∣
∆(v)∏
i∈I F
deg(v)di
{i}

// (jI)∗E
∣∣
∆(v)
∏
i∈I F
deg(v)di
{i}

H
j,≤µ+κ
I,W
∣∣∣
∆(v)
// (jI)∗E
∣∣
∆(v)
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Applying Lemma 3.5.1 to E, we deduce that the following diagram (which is
the composition of (3.22) and ( 3.17)) is commutative
(3.23) Hj,≤µI,W
∣∣∣
∆(v)∏
i∈I F
deg(v)di
{i}

(spv)
∗
// E
∣∣
∆(η)
(γi)i∈I

H
j,≤µ+κ
I,W
∣∣∣
∆(v)
(spv)
∗
// E
∣∣
∆(η)
Taking into account of the isomorphism
f : HjI,W
∣∣
∆(η)
/I ·HjI,W
∣∣
∆(η)
∼→ E∣∣
∆(η)
defined in 3.4.3, we deduce the lemma.
(By construction, it is easy to verify that the composition of morphisms
H
j,≤µ
I,W
∣∣∣
∆(v)
sp∗v−→ E∣∣
∆(η)
f−1−−→ HjI,W
∣∣
∆(η)
/I ·HjI,W
∣∣
∆(η)
and
H
j,≤µ
I,W
∣∣∣
∆(v)
sp∗v−→ HjI,W
∣∣
∆(η)
→ HjI,W
∣∣
∆(η)
/I ·HjI,W
∣∣
∆(η)
are the same.) 
Lemma 3.5.4. (for the cuspidal part, see [Laf18] Lemme 10.4) Let v ∈ |X rN |.
Let (γi)i∈I ∈ Weil(Fv/Fv)I with degree (di)i∈I ∈ ZI . Then for any j ∈ Z, the
following diagram is commutative:
H
j
I,W
∣∣
∆(v)∏
i∈I F
deg(v)di
{i}

(spv)
∗
// H
j
I,W
∣∣
∆(η)
(γi)i∈I

H
j
I,W
∣∣
∆(v)
(spv)
∗
// H
j
I,W
∣∣
∆(η)
Proof. Applying Lemma 3.5.3 to I = mn, n ∈ N, we deduce that the following
diagram is commutative
(3.24) Hj,≤µI,W
∣∣∣
∆(v)∏
i∈I F
deg(v)di
{i}

(spv)
∗
//
∏
m(H
j
I,W
∣∣
∆(η)
)∧m
(γi)i∈I

H
j,≤µ+κ
I,W
∣∣∣
∆(v)
(spv)
∗
//
∏
m(H
j
I,W
∣∣
∆(η)
)∧m
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By 3.4.4, we deduce that the following diagram is commutative
(3.25) Hj,≤µI,W
∣∣∣
∆(v)∏
i∈I F
deg(v)di
{i}

(spv)
∗
// H
j
I,W
∣∣
∆(η)
(γi)i∈I

H
j,≤µ+κ
I,W
∣∣∣
∆(v)
(spv)
∗
// H
j
I,W
∣∣
∆(η)
Taking limit on µ, we deduce Lemma 3.5.4. 
Remark 3.5.5. For another proof of Lemma 3.5.4, see the first version of this
paper on arXiv.
3.6. Langlands parametrizations.
Definition 3.6.1. We denote by B∼ the sub-E-algebra of
EndHG
(
Cc(BunG,N(Fq)/Ξ, E)
)
generated by all the excursion operators SI,f,(γi)i∈I . It may be infinite dimensional.
By Lemma 3.4.9, B∼ is commutative.
By Lemma 3.4.14, B∼ contains the Hecke algebras at all the places of X rN .
3.6.2. Let u ∈ |X r N |. Let I be an ideal of HG,u of finite codimension. By
Proposition 0.0.1, the quotient E-vector space
(3.26) Cc(BunG,N(Fq)/Ξ, E)/I · Cc(BunG,N(Fq)/Ξ, E)
is of finite dimension.
Remark 3.6.3. In the case dimHG,u/I = 1, we have I = Kerχ for
some character χ : HG,u → E. In this case (3.26) is the largest quotient of
Cc(BunG,N(Fq)/Ξ,Q`) on which HG,u acts by χ.
3.6.4. Replacing H0I,W
∣∣
∆(η)
in Construction 3.4.6 by the quotient H0I,W
∣∣
∆(η)
/I ·
H0I,W
∣∣
∆(η)
, we define the excursion operators SI,f,(γi) acting on (3.26). All the
properties in 3.4 are still true for SI,f,(γi) acting on this quotient vector space.
Definition 3.6.5. We denote by BI the sub-E-algebra of
EndHG
(
Cc(BunG,N(Fq)/Ξ, E)/I · Cc(BunG,N(Fq)/Ξ, E)
)
generated by all the excursion operators SI,f,(γi)i∈I . It is finite dimensional. By
Lemma 3.4.9, BI is commutative.
By Lemma 3.4.14, BI contains the Hecke algebras at all the places of X rN .
Lemma 3.6.6. (for the cuspidal part, see [Laf18] Proposition 10.10) The mor-
phism
Weil(X rN, η)I → BI , (γi)i∈I 7→ SI,f,(γi)
is continuous, where BI is endowed with the E-adic topology.
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Proof. The proof is the same as loc.cit. Proposition 10.10, except that we use
Lemma 3.5.4 instead of loc.cit. Lemme 10.4. 
Then we use the same arguments as in [Laf18] Section 11, except that we replace
Ccuspc (BunG,N(Fq)/Ξ,Q`) by Cc(BunG,N(Fq)/Ξ,Q`)/I · Cc(BunG,N(Fq)/Ξ,Q`)
and replace pi1(X rN, η) by Weil(X rN, η). We obtain:
Theorem 3.6.7. We have a canonical decomposition of Cc(KN\G(A)/KN ,Q`)-
modules
Cc(BunG,N(Fq)/Ξ,Q`)/I · Cc(BunG,N(Fq)/Ξ,Q`) = ⊕σHσ
where the direct sum is indexed by Ĝ(Q`)-conjugacy classes of morphisms σ :
Weil(F/F )→ Ĝ(Q`) defined over a finite extension of Q`, continuous, semisimple
and unramified outside N .
This decomposition is characterized by the following property: Hσ is equal to
the generalized eigenspace Hν associated to the character ν of BI defined by
ν(SI,f,(γi)i∈I ) = f((σ(γi))i∈I).
It is compatible with the Satake isomorphism at every place v of X r N : for
any irreducible representation V of Ĝ, we denote by T (hV,v) the Hecke operator at
v associated to V . Then Hσ is included in the generalized eigenspace of T (hV,v)
for the eigenvalue ν(T (hV,v)) = χV (σ(Frobv)), where χV is the character of V
and Frobv is an arbitary lifting of Frobenius element on v.
Remark 3.6.8. Contrary to the case of the cuspidal part Ccuspc (BunG,N(Fq)/Ξ,Q`)
in [Laf18], here the Hecke operators actions on Cc(BunG,N(Fq)/Ξ,Q`)/I ·
Cc(BunG,N(Fq)/Ξ,Q`) are not always diagonalizable.
3.7. Excursion operators on cohomologies.
3.7.1. Let J be a finite set and V be a representation of ĜJ . Let j ∈ Z. Applying
Definition 2.1.11 to J and V , we define HjJ,V , which is an inductive limit of
constructible sheaves on (X rN)J .
Let I be a finite set and W be a representation of ĜI . Let x ∈ W and ξ ∈ W ∗
be invariant under the diagonal action of Ĝ. Let (γi)i∈I ∈ Weil(η, η)I . We
will construct an excursion operator SI,W,x,ξ,(γi)i∈I on H
j
J,V = H
j
J,V
∣∣
∆J (η)
, where
∆J : X rN ↪→ (X rN)J is the diagonal morphism.
Proposition 3.7.2. ([Laf18] Proposition 4.12) Let I1, I2 be two finite sets and
ζ : I1 → I2 be a map. Let ∆ζ : XI2 → XI1, (xj)j∈I2 7→ (xζ(i))i∈I1 be the
morphism associated to ζ. Let W be a representation of ĜI1. We denote by
W ζ the representation of ĜI2 which is the composition of W with the morphism
ĜI2 → ĜI1, (gj)j∈I2 7→ (gζ(i))i∈I1. Then there is a canonical isomorphism in
Dbc((X rN)I2 , E):
χζ : ∆
∗
ζ(H
j
I1,W
)
∼→ Hj
I2,W ζ
.
This is called the fusion.
COHOMOLOGIES OF STACKS OF SHTUKAS 35
3.7.3. In the following the unions J ∪ I and J ∪ {0} always mean the disjoint
unions. Applying the above proposition to the map J ↪→ J ∪ {0}, we deduce
H
j
J,V  E(XrN)
∼→ HjJ∪{0},V 1.
Let ζ : I  {0}. Applying the above proposition to the map (IdJ , ζ) : J ∪ I 
J ∪ {0}, and denoting by ∆I : X ↪→ XI the diagonal morphism, we deduce
H
j
J∪I,V W
∣∣
(XrN)J×∆I(XrN)
∼→ Hj
J∪{0},V W ζ .
Definition 3.7.4. ([Laf18] Définition 5.1, but the notations are different) The
creation morphism C]x is defined as the composition
(3.27)
H
j
J,VE(XrN)
∼→ HjJ∪{0},V 1
H(IdV x)−−−−−−→ Hj
J∪{0},V W ζ
∼→ HjJ∪I,V W
∣∣
(XrN)J×∆I(XrN),
where the middle morphism is the functoriality of the cohomology for (IdV , x) :
V  1→ V W ζ (loc. cit. Notation 4.9).
The annihilation morphism C[ξ is defined as the composition
(3.28)
H
j
J∪I,V W
∣∣
(XrN)J×∆I(XrN)
∼→ Hj
J∪{0},V W ζ
H(IdV ξ)−−−−−−→ HjJ∪{0},V 1
∼→ HjJ,VE(XrN).
where the middle morphism is the functoriality of the cohomology for (IdV , ξ) :
V W ζ → V  1.
3.7.5. We restrict (3.27) to ∆J∪{0}(η) and obtain
C]x
∣∣
η
: HjJ,V
∣∣
∆J (η)
→ HjJ∪I,V W
∣∣
∆J∪I(η)
.
We restrict (3.28) to ∆J∪{0}(η) and obtain
C[ξ
∣∣
η
: HjJ∪I,V W
∣∣
∆J∪I(η)
→ HjJ,V
∣∣
∆J (η)
.
Construction 3.7.6. With the notations in 3.7.1, we construct an excursion
operator SI,W,x,ξ,(γi)i∈I acting on H
j
J,V = H
j
J,V
∣∣
∆J (η)
as the composition of mor-
phisms:
H
j
J,V
∣∣
∆J (η)
C
]
x
∣∣∣∣
η // H
j
J∪I,V W
∣∣
∆J∪I(η)
(γi)i∈I

H
j
J,V
∣∣
∆J (η)
H
j
J∪I,V W
∣∣
∆J∪I(η)
C[ξ
∣∣∣∣
ηoo
where the action of Weil(η, η)I ↪→Weil(η, η)J∪I on HjJ∪I,V W
∣∣
∆J∪I(η)
is defined in
Construction 3.4.1 applied to J ∪ I.
Remark 3.7.7. When J = ∅ and V = 1, this construction coincides with Con-
struction 3.4.6.
The vector space HjJ,V is equipped with an action of the global Hecke algebra
HG and an action of Weil(η, η)J (Construction 3.4.1 applied to J).
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Lemma 3.7.8. The action of SI,W,x,ξ,(γi)i∈I on H
j
J,V commutes with the action of
HG and the action of Weil(η, η)J .
Proof. For the Hecke algebra: by [Laf18], the action of Hecke algebra commutes
with the functoriality, the fusion, the action of the partial Frobenius morphisms
and the action of Galois groups.
For Weil(η, η)J : by [Laf18], the action of Weil(η, η)J commutes with the func-
toriality and the fusion. Moreover, by the above construction, the action of
Weil(η, η)J on HjJ∪I,V W
∣∣
∆J∪I(η)
is given by
(IdJ , 1) : Weil(η, η)
J →Weil(η, η)J ×Weil(η, η)I
and the action of Weil(η, η)I on HjJ∪I,V W
∣∣
∆J∪I(η)
is given by
(1, IdI) : Weil(η, η)
I →Weil(η, η)J ×Weil(η, η)I .
Thus the action of Weil(η, η)J commutes with the action of Weil(η, η)I . 
Remark 3.7.9. By Lemma 3.7.8, SI,W,x,ξ,(γi)i∈I sends the Hecke finite part H
j,Hf
J,V
([Laf18] Définition 8.19) to Hj,HfJ,V .
Proposition 3.7.10. The excursion operators constructed in Construction 3.7.6
above have the same properties as in Section 3.4. Moreover, for any u ∈ |X r
N | and any ideal I of HG,u of finite codimension, the quotient E-vector space
HjJ,V /I · HjJ,V has finite dimension and admits a similar decomposition as in
Theorem 3.6.7.
4. Compatibility with the constant term morphisms
4.1. Commutativity of the excursion operators and the constant term
morphisms.
4.1.1. Let P be a parabolic subgroup of G and M its Levi quotient. In [Xue18]
1.5, for any ν ∈ Λ̂QZM/ZG , we have defined an open and closed substack BunνM,N
of BunM,N and we have BunM,N =
⊔
ν∈Λ̂Q
ZM/ZG
BunνM,N . As in loc. cit. 3.4,
let Bun
′ ν
M,N(Fq) = BunνM,N(Fq)
P (ON )× G(ON). We have defined the constant term
morphism CP, νG : Cc(BunG,N(Fq)/Ξ, E)→ Cc(Bun
′ ν
M,N(Fq)/Ξ, E), which coincides
with the classical constant term morphism (loc. cit. Example 3.5.16).
4.1.2. Let I be a finite set and W be a representation of ĜI . Let x ∈ W and
ξ ∈ W ∗ be invariant by the diagonal action of Ĝ. Let (γi)i∈I ∈ Weil(η, η)I .
In Construction 3.4.1 and Construction 3.4.6, we defined the excursion opera-
tor SGI,W,x,ξ,(γi)i∈I acting on Cc(BunG,N(Fq)/Ξ, E). Similarly, we define an action
COHOMOLOGIES OF STACKS OF SHTUKAS 37
of Weil(η, η)I on H
′ 0, ν
M,N,I,W (defined in Definition 2.3.7, where we view W as a
representation of M̂ I via M̂ I ↪→ ĜI) as the composition of morphisms
H
′ 0, ν
M,N,I,W
∣∣∣
∆(η)
sp∗−→ H′ 0, νM,N,I,W
∣∣∣
ηI
(γi)i∈I−−−−→ H′ 0, νM,N,I,W
∣∣∣
ηI
(sp∗)−1−−−−→ H′ 0, νM,N,I,W
∣∣∣
∆(η)
and we define the excursion operator SMI,W,x,ξ,(γi)i∈I acting on Cc(Bun
′ ν
M,N(Fq)/Ξ, E)
as the composition of morphisms:
Cc(Bun
′ ν
M,N(Fq)/Ξ, E)
C
]
x // H
′ 0, ν
M,N,I,W
∣∣∣
∆(η)
(γi)i∈I

Cc(Bun
′ ν
M,N(Fq)/Ξ, E) H
′ 0, ν
M,N,I,W
∣∣∣
∆(η)
C[ξoo
Proposition 4.1.3. For any ν ∈ Λ̂QZM/ZG, the following diagram is commutative:
Cc(BunG,N(Fq)/Ξ, E)
SG
I,W,x,ξ,(γi)i∈I //
CP, νG
Cc(BunG,N(Fq)/Ξ, E)
CP, νG
Cc(Bun
′ ν
M,N(Fq)/Ξ, E)
SM
I,W,x,ξ,(γi)i∈I // Cc(Bun
′ ν
M,N(Fq)/Ξ, E)
Proof. The proof consists of 4 parts.
(1) The constant term morphisms commute with the creation operators: the
following diagram is commutative
(4.1)
Cc(BunG,N(Fq)/Ξ, E) = H0G,N,{0},1
∣∣∣
η
H(x)
//
CP, νG

(a)
H0
G,N,{0},W ζI
∣∣∣
η
χ−1ζI
∼ //
C
P, ν
G

(b)
H0G,N,I,W
∣∣
∆(η)
C
P, ν
G

Cc(Bun
′ ν
M,N(Fq)/Ξ, E) = H
′ 0, ν
M,N,{0},1
∣∣∣
η
H(x)
// H
′ 0, ν
M,N,{0},W ζI
∣∣∣
η
χ−1ζI
∼ // H
′ 0, ν
M,N,I,W
∣∣∣
∆(η)
.
where W ζI is the representation of Ĝ via the diagonal inclusion Ĝ ↪→ ĜI , χ−1ζI
and H(x) are defined in [Laf18] Définition 5.1 and C]x = χ
−1
ζI
◦H(x).
Indeed, the commutativity of (a) comes from the fact that CP, νG is functorial on
u. The commutativity of (b) follows from Lemma 4.1.5 below applied to J = {0}.
(2) The constant term morphisms commute with the specialization morphisms:
the following diagram is commutative:
(4.2) HjG,N,I,W
∣∣
∆(η)
sp∗
'
//
C
P, ν
G

H
j
G,N,I,W
∣∣
ηI
C
P, ν
G

H
′ j, ν
M,N,I,W
∣∣∣
∆(η)
sp∗
'
// H
′ j, ν
M,N,I,W
∣∣∣
ηI
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Indeed, by [Xue18] 3.5.6, for any µ ∈ Λ̂+,Q
Gad
and ν ∈ Λ̂QZM/ZG , the morphism
C
P,≤µ, ν
G is defined over Ω
≤µ, ν , which is an open subscheme of XI containing ∆(η).
We have a morphism of sheaves
C
P,≤µ, ν
G : H
j,≤µ
G,N,I,W
∣∣∣
Ω≤µ, ν
→ H′ j,≤µ, νM,N,I,W
∣∣∣
Ω≤µ, ν
.
Since the homomorphism of specialization is functorial, for any µ ∈ Λ̂+,Q
Gad
, it
induces a commutative diagram:
(4.3) Hj,≤µG,N,I,W
∣∣∣
∆(η)
sp∗ //
C
P,≤µ, ν
G

H
j,≤µ
G,N,I,W
∣∣∣
ηI
C
P,≤µ, ν
G

H
′ j,≤µ, ν
M,N,I,W
∣∣∣
∆(η)
sp∗ // H
′ j,≤µ, ν
M,N,I,W
∣∣∣
ηI
Moreover, by loc. cit. Remark 3.5.4, for µ1 ≤ µ2, we have Ω≤µ2, ν ⊂ Ω≤µ1, ν .
By loc. cit. 3.5.9, we have a commutative diagram:
H
j,≤µ1
G,N,I,W
∣∣∣
U≤µ2, ν
//
C
P,≤µ1, ν
G

H
j,≤µ2
G,N,I,W
∣∣∣
U≤µ2, ν
C
P,≤µ2, ν
G

H
′ j,≤µ1, ν
M,N,I,W
∣∣∣
U≤µ2, ν
// H
′ j,≤µ2, ν
M,N,I,W
∣∣∣
U≤µ2, ν
The diagram (4.3) is compatible with µ1 ≤ µ2. Taking inductive limit on µ in
(4.3), we deduce that the diagram (4.2) is commutative.
(3) The following diagram is commutative:
(4.4) HjG,N,I,W
∣∣
ηI
(γi)i∈I //
C
P, ν
G

H
j
G,N,I,W
∣∣
ηI
C
P, ν
G

H
′ j, ν
M,N,I,W
∣∣∣
ηI
(γi)i∈I // H
′ j, ν
M,N,I,W
∣∣∣
ηI
Indeed, by Lemma 4.1.7 below, CP, νG commutes with the partial Frobenius mor-
phisms. And CP, νG commutes with the action of pi1(η
I , ηI) (since CP, νG is de-
fined over ηI). So the constant term morphism commutes with the action of
FWeil(ηI , ηI) and thus with the action of Weil(F/F )I .
(4) The constant term morphisms commute with the annihilation operators:
in the same way as (1). 
4.1.4. Let I, J be two finite sets and ζ : I → J be a map. Let ∆ζ : XJ → XI ,
(xj)j∈J 7→ (xζ(i))i∈I be the morphism associated to ζ. Let W be a representation
of ĜI (resp. M̂ I). We denote by W ζ the representation of ĜJ (resp. M̂J) which
is the composition of W with the morphism ĜJ → ĜI , (gj)j∈J 7→ (gζ(i))i∈I (resp.
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M̂J → M̂ I , (mj)j∈J 7→ (mζ(i))i∈I). Let ηJ be the generic point of XJ . Fix a
geometric point ηJ over ηJ .
Lemma 4.1.5. (The constant term morphisms commute with the fusion) The
following diagram is commutative:
H
j
G,N,I,W
∣∣
∆ζ(ηJ )
C
P, ν
G

χζ
∼ // H
j
G,N,J,W ζ
∣∣∣
ηJ
C
P, ν
G

H
′ j, ν
M,N,I,W
∣∣∣
∆ζ(ηJ )
χζ
∼ // H
′ j, ν
M,N,J,W ζ
∣∣∣
ηJ
.
where χζ are defined in Proposition 3.7.2 applied to the reductive group G and to
the reductive group M respectively.
Proof. The proof consists of 3 steps.
(1) By [BD99] Section 5.3 or [BR18] Section 15, we have a commutative diagram
of Beilinson-Drinfeld grassmannians (see [Xue18] Definition 1.1.11 and 3.1.2 for
a reminder of definitions and vertical morphisms):
GrG,J,W ζ '
// GrG,I,W
∣∣
∆ζ(XJ )
∆Gζ // GrG,I,W
GrP,J,W ζ '
//
i0J
OO
pi0J

GrP,I,W
∣∣
∆ζ(XJ )
OO

∆Pζ // GrP,I,W
i0I
OO
pi0I

GrM,J,W ζ '
// GrM,I,W
∣∣
∆ζ(XJ )
∆Mζ // GrM,I,W
where all squares are cartesian. Moreover, we have a commutative diagram of
categories, where the back and front faces are recalled in [Xue18] Theorem 3.2.6
applied to I and J respectively.
PervGI,∞(GrG,I , E)
MV
(pi0I )!(i
0
I)
∗
//
(∆Gζ )
∗
tt
PervMI,∞(GrM,I , E)
MV
(∆Mζ )
∗
tt
PervGJ,∞(GrG,J , E)
MV
(pi0J )!(i
0
J )
∗
// PervMJ,∞(GrM,J , E)
MV
RepE(Ĝ
I)
Res //
tt
OO
RepE(M̂
I)
tt
OO
RepE(Ĝ
J)
Res //
OO
RepE(M̂
J)
OO
By loc. cit. Theorem 3.2.6, there exists canonical isomorphisms
(4.5) (pi0I )!(i
0
I)
∗SG,I,W
∼→ SM,I,W , (pi0J)!(i0J)∗SG,J,W ζ ∼→ SM,J,W ζ .
The commutativity of the left and right face follows from the compatibility of
the geometric Satake equivalence with the fusion. In other words, there exists
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canonical isomorphisms
(4.6) (∆Gζ )
∗SG,I,W ' SG,J,W ζ , (∆Mζ )∗SM,I,W ' SM,J,W ζ .
The commutativity of the bottom face is evident.
We deduce a commutative diagram:
(4.7) (pi0J)!(i0J)∗(∆Gζ )∗SG,I,W
'base change

' // (pi0J)!(i
0
J)
∗SG,J,W ζ
'

(∆Mζ )
∗(pi0I )!(i
0
I)
∗SG,I,W
'

(∆Mζ )
∗SM,I,W
' // SM,J,W ζ
(2) Similarly, we have a commutative diagram of stacks of shtukas, where all
squares are cartesian:
ChtG,N,J,W ζ '
// ChtG,N,I,W
∣∣
∆ζ(XJ )
∆Gζ // ChtG,N,I,W
Cht′P,N,J,W ζ '
//
iJ
OO
piJ

Cht′P,N,I,W
∣∣
∆ζ(XJ )
OO

∆Pζ // Cht′P,N,I,W
iI
OO
piI

Cht′M,N,J,W ζ '
// Cht′M,N,I,W
∣∣
∆ζ(XJ )
∆Mζ // Cht′M,N,I,W
By loc. cit. Definition 2.4.5, FG,N,I,W is defined as the inverse image of SG,I,W
by ChtG,N,I,W → [GI,∞\GrG,I,W ]. Thus (4.6) implies
(4.8) (∆Gζ )
∗FG,N,I,W ' FG,N,J,W ζ , (∆Mζ )∗F′M,N,I,W ' F′M,N,J,W ζ .
Moreover, in loc. cit. (3.31), we constructed a canonical morphism:
(4.9) (piI)!(iI)∗FG,N,I,W → F′M,N,I,W , (resp. (piJ)!(iJ)∗FG,N,J,W ζ → F′M,N,J,W ζ).
The construction uses the isomorphism (4.5) and TrpiI,d : (piI,d)!(piI,d)! → Id (resp.
TrpiJ,d : (piJ,d)!(piJ,d)
! → Id), where piI,d (resp. piJ,d) is defined in the following
diagram:
Cht′P,N,J,W ζ '
//
piJ,d

Cht′P,N,I,W
∣∣
∆ζ(XJ )

∆Pζ // Cht′P,N,I,W
piI,d

C˜ht
′
M,N,J,W ζ '
//
pi0J,d

C˜ht
′
M,N,I,W
∣∣∣
∆ζ(XJ )
//

C˜ht
′
M,N,I,W
pi0I,d

Cht′M,N,J,W ζ '
// Cht′M,N,I,W
∣∣
∆ζ(XJ )
∆Mζ // Cht′M,N,I,W
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where piI = pi0I,d ◦ piI,d and piJ = pi0J,d ◦ piJ,d.
The above diagram is commutative and all squares are cartesian. By [SGA4]
XVIII Théorème 2.9, the trace morphism is compatible with base change, thus
(4.10) TrpiJ,d = (∆
M
ζ )
∗TrpiI,d .
We deduce from (4.7), (4.8), (4.9) and (4.10) a commutative diagram:
(4.11) (piJ)!(iJ)∗(∆Gζ )∗FG,N,I,W
'base change

' // (piJ)!(iJ)∗FG,N,J,W ζ
(4.5)+TrpiJ,d

(∆Mζ )
∗(piI)!(iI)∗FG,N,I,W
(4.5)+TrpiI,d

(∆Mζ )
∗FM,N,I,W
' // FM,N,J,W ζ
(3) In loc. cit. 3.5.6, we defined
C
P, ν
G,I : H
j,≤µ
G,N,I,W
∣∣∣
U≤µ, ν
→ H′ j,≤µ, νM,N,I,W
∣∣∣
U≤µ, ν
(resp. CP, νG,J : H
j,≤µ
G,N,J,W ζ
∣∣∣
U≤µ, ν
→ H′ j,≤µ, ν
M,N,J,W ζ
∣∣∣
U≤µ, ν
)
by using adjiI : Id → (iI)∗(iI)∗ (resp. adjiJ : Id → (iJ)∗(iJ)∗) and (4.9). The
adjunction morphism is compatible with base change, thus
adjiJ = (∆
G
ζ )
∗ adjiI .
This fact together with the commutativity of the diagram (4.11) induce a com-
mutative diagram
(4.12) (∆Gζ )∗H
j,≤µ
G,N,I,W
∣∣∣
U≤µ, ν
C
P, ν
G,I

' // Hj,≤µ
G,N,J,W ζ
∣∣∣
U≤µ, ν
C
P, ν
G,J

(∆Mζ )
∗H
′ j,≤µ, ν
M,N,I,W
∣∣∣
U≤µ, ν
' // H
′ j,≤µ, ν
M,N,J,W ζ
∣∣∣
U≤µ, ν
In particular, we have a commutative diagram:
H
j,≤µ
G,N,I,W
∣∣∣
∆ζ(ηJ )
C
P, ν
G

χζ
∼ // H
j,≤µ
G,N,J,W ζ
∣∣∣
ηJ
C
P, ν
G

H
′ j,≤µ, ν
M,N,I,W
∣∣∣
∆ζ(ηJ )
χζ
∼ // H
′ j,≤µ, ν
M,N,J,W ζ
∣∣∣
ηJ
Taking limit on µ, we prove the lemma. 
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4.1.6. For any partition (I1, · · · , Ik) of I, let Cht(I1,··· ,Ik)G,N,I,W be the stack of iterated
shtukas defined in [Laf18] Définition 2.1 and let F(I1,··· ,Ik),ΞG,N,I,W be the perverse sheaf
on Cht(I1,··· ,Ik)G,N,I,W /Ξ defined in loc.cit. Définition 4.5. Note that ChtG,N,I,W defined
in 2.1.1 corresponds to the partition (I). Moreover, by loc.cit. Corollaire 2.18 and
Définition 4.1, there is an equality:
(4.13)
H
j,≤µ
G,N,I,W,Ξ = R
j(pG)!(F
Ξ
G,N,I,W
∣∣
Cht≤µG,N,I,W /Ξ
)
= Rj(pG)!(F
(I1,··· ,Ik),Ξ
G,N,I,W
∣∣∣
Cht
(I1,··· ,Ik),≤µ
G,N,I,W /Ξ
)
In loc. cit. Section 3 and 4.3, Cht(I1,··· ,Ik)G,N,I,W and thus H
j
G,N,I,W,Ξ are equipped with
the partial Frobenuis morphisms.
Lemma 4.1.7. The constant term morphisms commute with the partial Frobenius
morphisms.
Proof. The construction of constant term morphisms in [Xue18] works for any
partition (I1, · · · , Ik), i.e. we can use
(4.14) Cht(I1,··· ,Ik)G,N,I,W
i←− Cht′ (I1,··· ,Ik)P,N,I,W pi−→ Cht
′ (I1,··· ,Ik)
M,N,I,W
and the cohomological correspondence
(4.15) pi!i∗F
(I1,··· ,Ik)
G,N,I,W → F(I1,··· ,Ik)
′
M,N,I,W .
to construct the constant term morphism
(4.16) CP, νG : H
j
G,N,I,W,Ξ → H
′ j, ν
M,N,I,W,Ξ.
(By (4.13), morphism (4.16) is independent of the choice of partition (I1, · · · , Ik),
thus coincides with the constant term morphism we used before.)
The following diagram is commutative:
Cht
(I1,··· ,Ik)
G,N,I,W
∣∣∣
ηI
Fr
(I1,··· ,Ik)
I1 // Cht
(I2,··· ,Ik,I1)
G,N,I,W
∣∣∣
FrobI1 (η
I)
Cht
′ (I1,··· ,Ik)
P,N,I,W
∣∣∣
ηI
Fr
(I1,··· ,Ik)
I1 //
i1
OO
pi1

Cht
′ (I2,··· ,Ik,I1)
P,N,I,W
∣∣∣
FrobI1 (η
I)
i2
OO
pi2

Cht
′ (I1,··· ,Ik)
M,N,I,W
∣∣∣
ηI
Fr
(I1,··· ,Ik)
I1 // Cht
′ (I2,··· ,Ik,I1)
M,N,I,W
∣∣∣
FrobI1 (η
I)
where the squares are Cartesian up to homeomorphism which is locally radical
(so we have proper base change).
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We have a commutative diagram, where FI1 is defined in [Laf18] Proposition
3.3 and the vertical functors come from (4.15):
(FrI1)
∗(pi2)!(i2)∗(F
(I2,··· ,I1)
G,N,I,W )
' //

(pi1)!(i1)
∗(FrI1)
∗(F(I2,··· ,I1)G,N,I,W ) '
FI1 // (pi1)!(i1)
∗F(I1,··· ,Ik)G,N,I,W

(FrI1)
∗(F
′ (I2,··· ,I1)
M,N,I,W ) '
FI1 // F
′ (I1,··· ,Ik)
M,N,I,W
(Here we use the fact that the trace morphism is compatible with base change,
as in (4.11).)
We deduce that the following diagram is commutative:
H
j
G,N,I,W
∣∣
FrobI1 (η
I)
FI1 //
C
P, ν
G

H
j
G,N,I,W
∣∣
ηI
C
P, ν
G

H
′ j, ν
M,N,I,W
∣∣∣
FrobI1 (η
I)
FI1 // H
′ j, ν
M,N,I,W
∣∣∣
ηI

Remark 4.1.8. In Section 3.7, for J a finite set, V a representation of ĜJ
and j ∈ Z, we defined the excursion operators acting on HjG,J,V = HjG,J,V
∣∣
∆J (η)
.
Similarly, for any ν ∈ Λ̂QZM/ZG, we can define excursion operators acting on
H
′ j, ν
M,J,V = H
′ j, ν
M,J,V
∣∣∣
∆J (η)
. The same arguments as in the proof of Proposition 4.1.3
prove that the following diagram is commutative:
HjG,J,V
SG
I,W,x,ξ,(γi)i∈I //
CP, νG

HjG,J,V
CP, νG

H
′ j, ν
M,J,V
SM
I,W,x,ξ,(γi)i∈I // H
′ j, ν
M,J,V
where the constant term morphism CP, νG is defined in [Xue18] Remark 3.5.11.
4.2. Compatibility of Langlands parametrizations.
4.2.1. Let P be a parabolic subgroup of G and M its Levi quotient. For any
finite set I and any function f ∈ O(ĜQ`\(ĜQ`)I/ĜQ`), let fM be the composition
M̂Q`\(M̂Q`)I/M̂Q` ↪→ ĜQ`\(ĜQ`)I/ĜQ`
f−→ Q`. For any (γi)i∈I ∈ Weil(η, η)I ,
Proposition 4.1.3 implies that the following diagram is commutative:
Cc(BunG,N(Fq)/Ξ,Q`)
SG
I,f,(γi)i∈I //
CPG

Cc(BunG,N(Fq)/Ξ,Q`)
CPG
∏
ν∈Λ̂Q
ZM/ZG
Cc(Bun
′ ν
M,N(Fq)/Ξ,Q`)
SM
I,fM ,(γi)i∈I //
∏
ν∈Λ̂Q
ZM/ZG
Cc(Bun
′ ν
M,N(Fq)/Ξ,Q`)
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4.2.2. Let u ∈ |X r N |. Let I be an ideal of HG,u of finite codimension. We
denote by
QG,I := Cc(BunG,N(Fq)/Ξ,Q`)
/
I · Cc(BunG,N(Fq)/Ξ,Q`)
the quotient vector space. In Definition 3.6.5, we defined the algebra of excursion
operators BI ⊂ EndHG(QG,I ). Here we denote it by BGI . We have Theorem
3.6.7 for QG,I .
4.2.3. Recall that Ξ is a lattice in ZG(F )\ZG(A). Let ΞM be a lattice in
ZM(F )\ZM(A) small enough. Then for any ν ∈ Λ̂QZM/ZG , the composition
BunνM,N /Ξ→ BunM,N /Ξ→ BunM,N /ΞM
is an open and closed immersion. We deduce that
(4.17) Cc(Bun
′ ν
M,N(Fq)/Ξ,Q`) ↪→ Cc(Bun
′
M,N(Fq)/ΞM ,Q`).
Applying Proposition 0.0.1 to M , we deduce that Cc(Bun
′
M,N(Fq)/ΞM ,Q`) is
of finite type as HM,u-module. Together with the fact that the Hecke operator
hMω acts on
∏
ν Cc(Bun
′ ν
M,N(Fq)/Ξ,Q`) by translating the component indexed by
ν (c.f. Section 2.4), we deduce that
∏
ν Cc(Bun
′ ν
M,N(Fq)/Ξ,Q`) is of finite type as
HM,u-module.
4.2.4. Since I is of finite codimension in HG,u and HG,u ↪→ HM,u is of finite
type, we deduce that I ·HM,u is of finite codimension inHM,u. Thus the quotient
vector space
QM,I :=
∏
ν
Cc(Bun
′ ν
M,N(Fq)/Ξ,Q`)
/
(I ·HM,u) ·
∏
ν
Cc(Bun
′ ν
M,N(Fq)/Ξ,Q`)
is of finite dimension.
We denote by
B
M,G
I ⊂ EndHM
(
QM,I
)
the sub-Q`-algebra generated by all the excursion operators SMI,fM ,(γi)i∈I , where
f ∈ O(ĜQ`\(ĜQ`)I/ĜQ`). Similarly to Theorem 3.6.7, there is a canonical decom-
position of HM -modules
(4.18) QM,I =
⊕
ρ
HM,Gρ
where the direct sum is indexed by Ĝ(Q`)-conjugacy classes of morphisms ρ :
Weil(F/F )→ Ĝ(Q`) defined over a finite extension of Q`, continuous, semisimple
and unramified outside N . The decomposition is characterized by the following
property: HM,Gρ is equal to the generalized eigenspace associated to the character
ν of BM,GI defined by ν(S
M
I,fM ,(γi)i∈I
) = f((ρ(γi))i∈I).
COHOMOLOGIES OF STACKS OF SHTUKAS 45
4.2.5. We denote by
BMI ⊂ EndHM
(
QM,I
)
the sub-E-algebra generated by all the excursion operators SMI,g,(γi)i∈I , where
g ∈ O(M̂Q`\(M̂Q`)I/M̂Q`). Similarly to Theorem 3.6.7, there is a canonical de-
composition of HM -modules
(4.19) QM,I =
⊕
ρ′
HMρ′
where the direct sum is indexed by M̂(Q`)-conjugacy classes of morphisms ρ :
Weil(F/F )→ M̂(Q`) defined over a finite extension of Q`, continuous, semisim-
ple and unramified outside N . And HMρ′ is equal to the generalized eigenspace
associated to the character ν of BMI defined by ν(SMI,g,(γi)i∈I ) = g((ρ
′(γi))i∈I).
Denote by j : M̂(Q`) ↪→ Ĝ(Q`) the inclusion. We have
(4.20) HM,Gρ =
⊕
ρ′:Weil(F/F )→M̂(Q`), j◦ρ′=ρ
HMρ′ ,
where j ◦ ρ′ = ρ is up to Ĝ(Q`)-conjugacy.
4.2.6. We have a commutative diagram as HG-modules:
QG,I
=
Theorem 3.6.7
//
CPG

⊕
ρ
HGρ
CPG

QM,I
=
(4.18)
//
⊕
ρ
HM,Gρ
By 4.2.1, for f ∈ O(ĜE\(ĜE)I/ĜE), the excursion operator SMI,fM ,(γi)
acts on CPG(H
G
ρ ) by f((ρ(γi))i∈I). As a consequence, if CPG(H
G
ρ ) 6= 0, then
ρ : Weil(F/F ) → Ĝ(Q`) factors through Weil(F/F ) ρ
′−→ M̂(Q`) → Ĝ(Q`)
for some ρ′ (which may not be unique). We conclude that in this case (as
HM -modules)
CPG(H
G
ρ ) ⊂ HM,Gρ =
⊕
ρ′:Weil(F/F )→M̂(Q`), j◦ρ′=ρ
HMρ′ .
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