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Under the assumption that a self-similar measure deﬁned by a one-dimensional iterated
function system with overlaps satisﬁes a family of second-order self-similar identities
introduced by Strichartz et al., we obtain a method to discretize the equation deﬁning
the eigenvalues and eigenfunctions of the corresponding fractal Laplacian. This allows us
to obtain numerical solutions by using the ﬁnite element method. We also prove that the
numerical eigenvalues and eigenfunctions converge to the true ones, and obtain estimates
for the rates of convergence. We apply this scheme to the fractal Laplacians deﬁned by the
well-known inﬁnite Bernoulli convolution associated with the golden ratio and the 3-fold
convolution of the Cantor measure. The iterated function systems deﬁning these measures
do not satisfy the open set condition or the post-critically ﬁnite condition; we use second-
order self-similar identities to analyze the measures.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let μ be a continuous (i.e., atomless) positive ﬁnite measure with support supp(μ) = [a,b]. It is well known that μ
deﬁnes a Dirichlet or Neumann Laplacian μ so that μu = f if and only if u = f dμ in the sense of distribution, i.e.,
b∫
a
u′v ′ dx =
b∫
a
(−μu)v dμ (1.1)
for all v ∈ C∞0 (a,b), the space of inﬁnitely differentiable functions on (a,b) with compact support. Moreover, there exists an
orthonormal basis of L2([a,b],μ) consisting of eigenfunctions {un} of μ , and the eigenvalues {λn} are discrete and satisfy
0 λ1 < λ2 < · · · and lim
n→∞λn = ∞. (1.2)
The eigenvalues λ and eigenfunctions u are deﬁned by the following equation:∫
u′(x)v ′(x)dx = λ
∫
u(x)v(x)dμ(x), (1.3)
* Corresponding author.
E-mail addresses: chenjie@math.washington.edu (J. Chen), smngai@georgiasouthern.edu (S.-M. Ngai).
1 Current address: Department of Mathematics, University of Washington, Box 354350, Seattle, WA 98195-4350, USA.
2 The author is supported in part by a Faculty Research Grant from Georgia Southern University and an HKRGC grant.0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.10.009
J. Chen, S.-M. Ngai / J. Math. Anal. Appl. 364 (2010) 222–241 223where the equation holds for all v ∈ C∞0 (a,b). Unless stated otherwise, all integrals in the paper are over [a,b]. We impose
either the Dirichlet boundary condition
u(a) = u(b) = 0
or the Neumann boundary condition
u′(a) = u′(b) = 0.
Equivalently, we deﬁne the bilinear energy form
E(u, v) :=
∫
u′(x)v ′(x)dx,
and denote its domain by Dom(E). Then in the Neumann case Dom(E) is the Sobolev space H1(a,b), and in the Dirichlet
case it is the subspace H10(a,b). We denote both the Dirichlet and Neumann Laplacians by μ . (1.3) can also be written as
μu = λu.
The operators μ and the associated eigenvalue problems have been studied in connection with spectral functions of
strings and diffusion processes (see [8,9,3,32,22] and the references therein). More recently, they have also been studied in
connection with fractal measures μ (see [5,13–17,20,33]). We also note that if μ is absolutely continuous, (1.3) reduces to
a well-known Sturm–Liouville equation.
In [5], the ﬁnite element method is used to obtain numerical solutions to the eigenproblem (1.3) for self-similar measures
deﬁned by the iterated functions system (IFS)
S1(x) = 1
2
x, S2(x) = 1
2
x+ 1
2
.
This IFS satisﬁes both the post-critically ﬁnite (p.c.f.) condition (see [25]) and the open set condition (OSC) (see [21,7]). Strichartz
and Usher [38], and Gibbons et al. [18] studied numerical approximations by the ﬁnite element method and splines on the
Sierpin´ski gasket and other post-critically ﬁnite fractals.
In this paper, we are mainly interested in IFSs that do not satisfy the open set condition or the post-critically ﬁnite
condition. Such IFSs are said to have overlaps. Through research over the past two decades, there is now a well-developed
theory of analysis on p.c.f. fractals (see [25,36]). Using a direct analytic approach, Kigami [23–25] has constructed Laplacians
on the Sierpin´ski gasket and, more generally, on a class of p.c.f. fractals. For certain non-p.c.f. fractals deﬁned by IFSs satis-
fying the open set condition, such as the Sierpin´ski carpet, the Laplacian has also been obtained by probabilistic techniques
as the inﬁnitesimal generator of Brownian motion (see [4]). However, little is known if the fractal is deﬁned by an IFS with
overlaps, and a main motivation of our investigation is to extend the current theory to such fractals. Moreover, some of
the measures we study in the paper, such as the inﬁnite Bernoulli convolution associated with the golden ratio, have been
studied since the 1930s (see [6,1,2,26,29,11,10]). It is of interest to understand, from an analytic point of view, how such
measures determine the physical phenomena, such as wave propagation and heat conduction, that occur on the support of
the measure.
We will use the ﬁnite element method to solve the eigenproblem (1.3) numerically. Our main idea in discretizing the
equation is to use second-order self-similar identities to decompose the measure. Second-order self-similar identities were
ﬁrst introduced by Strichartz et al. [37] to study the density of self-similar measures, more precisely, the behavior of the ratio
μ(Br(x))/(2r)α , as r → 0, where α is the so-called local dimension of the measure at x. Let {Si}Ni=1 be an IFS of contractive
similitudes on R of the form
Si(x) = ρx+ bi, i = 1, . . . ,N, (1.4)
and let μ be an associated self-similar measure satisfying the following self-similar identity:
μ =
N∑
i=1
piμ ◦ S−1i , (1.5)
where 0 < pi < 1 and
∑N
i=1 pi = 1. We assume that supp(μ) = [a,b]. Deﬁne
T j(x) = ρn j x+ d j, j = 1,2, . . . , L, (1.6)
where n j ∈ N and d j ∈ R. μ is said to satisfy a family of second-order self-similar identities (or simply second-order identities)
with respect to {T j}L (see [30]) ifj=1
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(ii) for each Borel set A ⊆ supp(μ) and 1 i, j  L, μ(Ti T j A) can be expressed as a linear combination of {μ(Tk A): k =
1, . . . , L} as⎡⎣μ(T1T j A)...
μ(TLT j A)
⎤⎦= M j
⎡⎣μ(T1A)...
μ(TL A)
⎤⎦ , j = 1, . . . , L, (1.7)
or
μ(Ti T j A) = eiM j
⎡⎣μ(T1A)...
μ(TL A)
⎤⎦ , i, j = 1, . . . , L,
where ei is the ith row of the L × L identity matrix, and M j are L × L matrices independent of A.
For our purposes, we will assume that {T j}Lj=1 satisﬁes the OSC. Moreover, without loss of generality, we will arrange
the T j so that [a,b] =⋃Lj=1 T j[a,b] with T1(a) = a, TL(b) = b, and T j(b) = T j+1(a) for j = 1, . . . , L − 1. We call T j[a,b]
a ﬁrst-level cell, or simply a 1-cell.
Condition (ii) above is a rather restrictive. In general, given an IFS {Si}, it is not possible to ﬁnd a family {T j} under
which (1.7) holds. We do not have a necessary and suﬃcient condition on the IFS {Si} for the existence of an auxiliary
IFS {Ti} satisfying conditions (i) and (ii). Nevertheless, if such an IFS {T j} does exist, one has a very good control of the
measure. The IFS {T j} induces partitions of supp(μ) into arbitrarily small subintervals of which the μ measure can be
computed. We also remark that an auxiliary IFS {Ti} satisfying conditions (i) and (ii), if exists, is not unique (see [30]) in
general.
Examples of self-similar measures that satisfy a family of second-order self-similar identities include the inﬁnite Bernoulli
convolution associated with the golden ratio and the 3-fold convolution of the Cantor measure (see [30]). These measures
have been studied extensively, especially in connection with their dimension and multifractal structure (see [29–31,12]).
The spectral dimension for each of these two measures has recently been computed by the second author [33].
Our ﬁrst theorem gives a suﬃcient condition to discretize (1.3).
Theorem 1.1. Let μ be a self-similar measure on R deﬁned by (1.4) and (1.5) and assume that it satisﬁes a family of second-order
self-similar identities. Suppose
∫
xi dμ ◦ T j , i = 0,1,2 and j = 1, . . . , L, can be evaluated explicitly. Then the eigenproblem (1.3) can
be discretized into a matrix equation. Therefore, it can be solved numerically by the ﬁnite element method.
The second assumption in the theorem is not a restrictive one. For all the examples we have studied, the integrals∫
xi dμ ◦ T j , i = 0,1,2 and j = 1, . . . , L, can be evaluated explicitly. We do not know whether this is true in general. Propo-
sition 2.1 provides a suﬃcient condition for this assumption. In any case, these integrals can be approximated numerically
and the ﬁnite element method can still be applied.
The proof of the theorem in Section 2 will show that second-order identities play a crucial role in discretizing the
eigenproblem. In Section 3 we study the inﬁnite Bernoulli convolution associated with the golden ratio, and in Section 4 we
focus on the 3-fold convolution of the Cantor measure. Theorem 1.1 applies to all the examples in this paper.
In Section 5, we study the differences between the numerical solutions and the true ones, and prove the following
convergence theorem for the numerical solutions. Throughout this paper we let ‖ · ‖ denote the L2([a,b],μ)-norm.
Theorem 1.2. Assume the same hypotheses of Theorem 1.1 and let m be the level of the partition of the interval [a,b] deﬁned by
{T j1 ◦ · · · ◦ T jm [a,b]: 1 jk  L, 1 k m}. Then the numerical eigenvalues λˆ(m)n and normalized eigenfunctions uˆ(m)n converge to
the corresponding theoretical λn and un, respectively. Moreover, for each n 1 there exists a constant C = C(n) > 0 (depending only
possibly on n) such that for all m 1,
λn  λˆ(m)n  λn + Cρmλn (1.8)
and ∥∥un − uˆ(m)n ∥∥ Cρm. (1.9)
We remark that the constant C(n) does not depend on m. We do not know whether it is uniformly bounded in n.
To prove Theorem 1.2, we modify the classical argument (see [35]) and replace Lebesgue measure by a more general
self-similar measure μ.
In Section 6, we present some numerical eigenfunctions and eigenvalues of the eigenproblem (1.3) deﬁned by the inﬁnite
Bernoulli convolution associated with the golden ratio and the 3-fold convolution of the Cantor measure.
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Throughout the rest of this paper we consider self-similar measures μ deﬁned by IFSs of the form {Si}Ni=1 as given
in (1.4) and (1.5). We assume that μ satisﬁes a family of second-order self-similar identities with respect to {T j}Lj=1. For
any integer m 0 and a multi-index I = i1 · · · im , ik ∈ {1, . . . ,N}, we let |I| =m denote the length of I and use the standard
notation
S I := Si1 ◦ · · · ◦ Sim and pI := pi1 · · · pim .
For J = j1 · · · jm , where ji ∈ {1, . . . , L}, T J is similarly deﬁned. By iterating (1.7), we have, for any Borel subset A ⊆
supp(μ) = [a,b],
μ(T J A) = c J
⎡⎣μ(T1A)...
μ(TL A)
⎤⎦ , (2.1)
where
c J :=
[
c1J , . . . , c
L
J
] := e j1M j2 · · ·M jm .
Thus,
μ(T J A) = c1Jμ(T1A) + · · · + cLJμ(TL A). (2.2)
Consequently, given the measures of the 1-cells T1[a,b], . . . , TL[a,b], we can calculate the measure of each mth-level cell (or
m-cell), T J [a,b], J = j1 · · · jm , by substituting A = [a,b] into (2.1).
Proof of Theorem 1.1. To discretize Eq. (1.3) and apply the ﬁnite element method, we use the fact that [a,b], the support
of μ, can be subdivided into arbitrarily small subintervals whose μ measure can be expressed in terms of μ(T j[a,b]),
j = 1, . . . , L.
Let Vm be the set of end-points of all the m-cells, i.e., Vm = {T J (z): | J | = m, z = a or b}, and order its elements so
that Vm = {tk: k = 0,1, . . . , Lm} with tk < tk+1 for k = 0,1, . . . , Lm − 1. Let Sm be the space of continuous piecewise linear
functions with nodes Vm . The functions in Sm are bounded; moreover, dim Sm = Lm + 1. Let
SmD :=
{
u ∈ Sm: u(a) = u(b) = 0}, SmN := {u ∈ Sm: u′(a) = u′(b) = 0}
be the subspace of Sm consisting of functions satisfying the Dirichlet and Neumann boundary conditions, respectively. Then
dim SmD = dim SmN = #Vm − 2= Lm − 1.
We will choose the basis of Sm consisting of the following tent functions:
φ0(x) =
{
x−t1
t0−t1 if t0  x t1,
0 otherwise,
φk(x) =
⎧⎪⎪⎨⎪⎪⎩
x−tk−1
tk−tk−1 if tk−1  x tk, 1 k L
m − 1,
x−tk+1
tk−tk+1 if tk  x tk+1,
0 otherwise,
φLm (x) =
{
x−tLm−1
tLm−tLm−1 if tLm−1  x tLm ,
0 otherwise,
equivalently,
φk(x) =
⎧⎪⎨⎪⎩
x−tk−1
tk−tk−1 if tk−1  x tk, k = 1, . . . , Lm,
x−tk+1
tk−tk+1 if tk  x tk+1, k = 0, . . . , Lm − 1,
0 otherwise.
Then any um, vm ∈ Sm can be expanded as
um =
∑
akφk, vm =
∑
bkφk,
where ak , bk are the generalized coordinates. Moreover, for x ∈ [tk−1, tk], k = 1, . . . , Lm , the functions um(x) and vm(x) can
be expressed as follows:
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tk − tk−1 (x− tk−1) + ak−1,
vm(x) = bk − bk−1
tk − tk−1 (x− tk−1) + bk−1. (2.3)
The left-hand side of the eigenproblem (1.3) is a Riemann integral. Substituting u = um and v = vm , we get∫
u′mv ′m dx =
Lm∑
k=1
(ak − ak−1)(bk − bk−1)
tk − tk−1
= −a1 − a0
t1 − t0 b0 +
Lm−1∑
k=1
(
ak − ak−1
tk − tk−1 −
ak+1 − ak
tk+1 − tk
)
bk + aL
m − aLm−1
tLm − tLm−1 bL
m . (2.4)
To discretize the right-hand side of (1.3), we note that each m-cell T J [a,b], where J = ( j1, . . . , jm) and ji ∈ {1, . . . , L},
can be written as [tk−1, tk], where the index k can be obtained directly from J as follows:
k = k( J) := ( j1 − 1)Lm−1 + ( j2 − 1)Lm−2 + · · · + ( jm − 1)L0 + 1.
For example, if J = (1, . . . ,1), then k( J ) = 1, and if J = (L, . . . , L), then k( J ) = Lm . It follows that
T J [a,b] = [tk−1, tk], or T J (x) = (tk − tk−1) x− ab − a + tk−1. (2.5)
We deﬁne c jk := c jJ for j = 1, . . . , L and k = 1, . . . , Lm .
By assumption, we can evaluate the measure of each 1-cell, i.e., μ(T j[a,b]) =
∫
dμ ◦ T j , and the integrals of
∫
xdμ ◦ T j
and
∫
x2 dμ ◦ T j , j = 1, . . . , L. Deﬁne
Ii j :=
∫ (
x− a
b − a
)i
dμ ◦ T j, i = 0,1,2, and j = 1, . . . , L. (2.6)
Substituting u = um and v = vm into the right-hand side of (1.3), and using (2.2), we have∫
umvm dμ =
∑
| J |=m
∫
T J [a,b]
umvm dμ
=
∑
| J |=m
∫
um
(
T J (x)
)
vm
(
T J (x)
)
dμ ◦ T J
=
∑
| J |=m
L∑
j=1
∫
um
(
T J (x)
)
vm
(
T J (x)
)
c jJ dμ ◦ T j.
Using (2.3), (2.5), and (2.6), we see that the above integral equals
Lm∑
k=1
L∑
j=1
c jk
∫ (
(ak − ak−1) x− ab − a + ak−1
)(
(bk − bk−1) x− ab − a + bk−1
)
dμ ◦ T j
=
Lm∑
k=1
L∑
j=1
c jk
[∫ (
(ak − ak−1)
(
x− a
b − a
)2
+ ak−1 x− ab − a
)
bk dμ ◦ T j
+
∫ (
(ak − 2ak−1) x− ab − a − (ak − ak−1)
(
x− a
b − a
)2
+ ak−1
)
bk−1 dμ ◦ T j
]
=
Lm∑
k=1
L∑
j=1
c jk
[
(ak − ak−1)I2 j + ak−1I1 j
]
bk +
Lm∑
k=1
L∑
j=1
c jk
[
(ak − 2ak−1)I1 j − (ak − ak−1)I2 j + ak−1I0 j
]
bk−1.
That is,∫
umvm dμ =
L∑[
(a1 − 2a0)c j1I1 j − (a1 − a0)c j1I2 j + a0c j1 I0 j
]
b0j=1
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Lm−1∑
k=1
L∑
j=1
[
(ak − ak−1)c jkI2 j + ak−1c jkI1 j
+ (ak+1 − 2ak)c jk+1I1 j − (ak+1 − ak)c jk+1I2 j + akc jk+1I0 j
]
bk
+
L∑
j=1
[
(aLm − aLm−1)c jLm I2 j + aLm−1c jLm I1 j
]
bLm . (2.7)
We consider functions vm that vanish at the two end-points, i.e., b0 = bLm = 0, and bk , k = 1,2, . . . , Lm − 1, can be arbi-
trarily chosen. We impose the Neumann boundary conditions for um by setting a0 = a1 and aLm−1 = aLm and the Dirichlet
boundary condition by setting a0 = aLm = 0. Comparing the corresponding coeﬃcients of bk in (2.4) and (2.7) leads to the
following linear systems with respect to the two boundary conditions.
In the Neumann case, we get
−(a2 − a1)
t2 − t1 = λ
L∑
j=1
[(I1 jc j1 + (I0 j − 2I1 j + I2 j)c j2)a1 + (I1 j − I2 j)c j2a2].
For k = 2, . . . , Lm − 2,
ak − ak−1
tk − tk−1 −
ak+1 − ak
tk+1 − tk = λ
L∑
j=1
[
(I1 j − I2 j)c jkak−1 +
(I2 jc jk + (I0 j − 2I1 j + I2 j)c jk+1)ak
+ (I1 j − I2 j)c jk+1ak+1
]
, (2.8)
and
aLm−1 − aLm−2
tLm−1 − tLm−2 = λ
L∑
j=1
[
(I1 j − I2 j)c jLm−1aLm−2 +
(I2 jc jLm−1 − I1 jc jLm + I0 jc jLm)aLm−1].
Writing u = [a1, . . . ,aLm−1]t , we can express this linear system in matrix form as:
Mmu = λNmu, (2.9)
where Mm and Nm are both symmetric, tridiagonal sparse matrices of order Lm − 1. Numerical algorithms for the general
eigenproblem Mu = λNu have been well developed. According to the convergence theorem that will be proved in Section 5,
we can get good approximations by choosing m suﬃciently large.
In the Dirichlet case, by letting a0 = aLm = 0 and comparing the coeﬃcients of bk , k = 1, . . . , Lm − 1, in (2.4) and (2.7),
we obtain the following linear system:
a1
t1 − t0 −
a2 − a1
t2 − t1 = λ
L∑
j=1
[(I2 jc j1 + (I0 j − 2I1 j + I2 j)c j2)a1 + (I1 j − I2 j)c j2a2].
For k = 2, . . . , Lm − 2, the equations are the same as those in (2.8), and for k = Lm − 1,
aLm−1 − aLm−2
tLm−1 − tLm−2 +
aLm−1
tLm − tLm−1 = λ
L∑
j=1
[
(I1 j − I2 j)c jLm−1aLm−2 +
(I2 jc jLm−1 + (I2 j − 2I1 j + I0 j)c jLm)aLm−1].
Similarly, we can rewrite the system in matrix form as shown in (2.9) and solve for numerical approximations with the
Dirichlet boundary condition. In the Dirichlet case, the matrices Mm and Nm are also symmetric, tridiagonal sparse matrices
of order Lm − 1. This completes the proof of the theorem. 
For all examples that we have encountered, the measure of each 1-cell, as well as the integrals
∫
xi dμ ◦ T j , i = 1,2,
j = 1, . . . , L, can be evaluated explicitly. We do not know whether this is true in general under the sole assumption that
the measure satisﬁes a family of second-order self-similar identities. The following proposition provides a partial result
concerning this.
Proposition 2.1. Let μ be a self-similar measure on R that satisﬁes a family of second-order self-similar identities. Assume that the
second-order identities can be obtained by iterating the self-similar identity a ﬁnite number of times, and assume that the measure of
each 1-cell can be calculated explicitly. Then
∫
xi dμ ◦ T j , i = 1,2, j = 1, . . . , L, can also be computed explicitly.
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functions f ,∫
f (x)dμ ◦ T j =
∫
I j
f
(
T−1j x
)
dμ,
and T−1j (x) = ρ−n j x− ρ−n jd j , we only need to evaluate the integrals
∫
I j
xi dμ for i = 1,2.
Again, let Vm , m 1, be the end-points of all the m-cells. In the following proof, we assume that
S−1i (V1) ∩ [a,b] ⊆ V1 for all i. (2.10)
This assumption is true for all of our examples. We do not know whether it is true in general. Nevertheless, if the assump-
tion is not satisﬁed, we deﬁne a new set
V˜1 :=
( ⋃
| J |>0
S−1J V1
)
∩ [a,b] =
∞⋃
k=1
( ⋃
| J |=k
S−1J V1 ∩ [a,b]
)
.
It is clear that (2.10) holds with V˜1 replacing V1. We claim that V˜1 is ﬁnite. Therefore, the following proof still works if we
replace V1 by V˜1. To see the claim, let Imj denote the jth m-cell.
Fix j ∈ {1, . . . , L2}. Using the self-similar identity we have
μ
(
I2j
)=∑
i
piμ
(
S−1i I
2
j
)= ∑
| J |=2
p Jμ
(
S−1J I
2
j
)= · · · = ∑
| J |=k
p Jμ
(
S−1J I
2
j
)= · · · . (2.11)
Let {Ik,l}l be the subintervals deﬁned by (⋃| J |=k S−1J V2) ∩ [a,b]. Then S−1J I2j is the union of {Ik,l}l , and we can rewrite the
above identities as:
μ
(
I2j
)=∑
l
a1,lμ(I1,l) =
∑
l
a2,lμ(I2,l) = · · · =
∑
l
ak,lμ(Ik,l) = · · · .
On the other hand, according to second-order identities,
μ
(
T j1 T j2 [a,b]
)= e j1M j2
⎡⎣μ(T1[a,b])...
μ(TL[a,b])
⎤⎦ . (2.12)
Hence, the measure of any 2-cell can be represented as a linear combination of the measures of 1-cells, say
μ
(
I2j
)= L∑
l=1
blμ
(
I1l
)
, (2.13)
where bl are the coeﬃcients which can be computed from (2.12). Since we assume that each second-order identity can
be obtained by iterating the self-similar identity (2.11) a ﬁnite number of times, (2.13) is a rearrangement of some K th
iteration in (2.11):
L∑
l=1
blμ
(
I1l
)= ∑
| J |=K
p Jμ
(
S−1J I
2
j
)=∑
l
aK ,lμ(I K ,l),
where K = K ( j) depends on j and, after reordering if necessary, {I1l : bl = 0} and {I K ,l: aK ,l = 0} are identical and {bl} and{aK ,l} are identical.
Now, let V2 = {t j: j = 1, . . . , L2} with t j < t j+1. We deﬁne
P jk :=
( ⋃
| J |=k
S−1J {t j}
)
∩ [a,b], Q j :=
( ⋃
0| J |K ( j)
S−1J {t j}
)
∩ [a,b], Q :=
L2⋃
j=1
Q j.
By what we have just proved, P jK ( j) ⊆ V1 ⊆ V2. P jk is the set of preimages of t j by applying {S−1i } iteratively k times, and
Q j can be regarded as the set of all trajectories of t j obtained by applying {S−1i } up to K ( j) times. So, any trajectory in Q j
of length K ( j) starts with t j ∈ V2 and has its terminal point in V1. Since V1 ⊆ V2, the terminal point becomes the starting
point of some other trajectory. Therefore, P jk is contained in Q
j if k  K ( j) and elements in P jK ( j) are starting points of
some new trajectories, which are also contained in Q . Repeating this process, as k increases, elements in P jk may jump from
one trajectory to another, but they can never escape from Q . Thus, V˜1 ⊆ Q , a ﬁnite set. This proves the claim.
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self-similar identity holds for all j = 1, . . . , L∫
I j
xdμ =
N∑
i=1
pi
∫
S−1i I j
Si(x)dμ
=
N∑
i=1
piρi
∫
S−1i I j
xdμ +
N∑
i=1
pibiμ
(
S−1i I j
)
.
Rearranging this equation, we get∫
I j
xdμ −
N∑
i=1
piρi
∫
S−1i I j
xdμ =
N∑
i=1
pibiμ
(
S−1i I j
)
. (2.14)
Therefore,
∫
I j
xdμ appears in the jth equation. Also, it appears in the kth equation if and only if I j ⊆ S−1i Ik , for some i.
Since (2.14) holds for all j = 1, . . . , L and S−1i I j is the union of a ﬁnite number of I j′ , we obtain a linear system AX = C ,
consisting of L equations and L unknowns, where A = (akj) and C = (c j), k, j = 1, . . . , L, are determined by (2.14), and
X =
[∫
I1
xdμ, . . . ,
∫
I L
xdμ
]T
.
Our next goal is to show that AT , the transpose of A, is strictly diagonally dominant, and therefore A is nonsingular
and the system has a unique solution. Consider the jth column of A for an arbitrary j. That
∫
I j
xdμ appears in the jth
equation contributes a 1 to the ( j, j) entry. Also, for each 1 i  N , there exists a unique ji such that I j ⊆ S−1i I ji , because
[a,b] ⊆⋃Lj=1 S−1i I j . Combining these with (2.14), we have the following two possibilities:
(1) ji = j for 1 i  N . Then a jj = 1 and a j1 j = −p1ρ1,a j2 j = −p2ρ2, . . . ,a jN , j = −pNρN , and the other entries in the jth
column are zero.
(2) ji = j for some i. Then a j1 j = −p1ρ1, . . . ,a ji j = 1 − p jρ j, . . . ,a jN j = −pNρN , and the other entries in the jth column
are zero.
In either case, we have
|a jj| −
L∑
k=1, i = j
|akj| = 1−
N∑
i=1
piρi > 1−
N∑
i=1
pi = 0.
Therefore, AT is strictly diagonally dominant and the system has a unique solution, which gives
∫
I j
xdμ.
∫
I j
x2 dμ can be
evaluated by the same argument. This completes the proof. 
To better compare the eigenfunctions, we normalize them in the L2(μ) norm numerically. Deﬁne the factor c by
1=
∫
(cum)
2 dμ ⇔ c =
(∫
u2m dμ
)−1/2
.
cum is normalized. Since u2m is a piecewise quadratic function. This can be done by using the integrals in (2.6).
The numerical solutions for eigenproblem (1.3) are given in Section 6. The eigenfunctions shown in Figs. 1 and 4 are all
normalized.
3. Inﬁnite Bernoulli convolution associated with the golden ratio
In this section, we solve the eigenproblem (1.3) numerically for the case μ being the inﬁnite Bernoulli convolution
associated with the golden ratio. An inﬁnite Bernoulli convolution can be identiﬁed with a self-similar measure deﬁned by
an IFS on [0,1] of the form
S1(x) = ρx, S2(x) = ρx+ (1− ρ),
230 J. Chen, S.-M. Ngai / J. Math. Anal. Appl. 364 (2010) 222–241where 0 < ρ < 1. We are interested in the case 1/2 < ρ < 1 because in this case the OSC and p.c.f. condition fail. The
self-similar measure μ deﬁned by the probability weights {p,1− p} is the unique probability measure satisfying
μ = pμ ◦ S−11 + (1− p)μ ◦ S−12 , (3.1)
with supp(μ) = [0,1]. We also have∫
f (x)dμ = p
∫
f (S1x)dμ + (1− p)
∫
f (S2x)dμ. (3.2)
If we choose p = 1/2, then the corresponding self-similar measure μ equals the distribution measure of the random
variable (1−ρ)∑∞n=0 ρnn where {n}∞n=0 are i.i.d. random variables taking values 0 and 1 with probability 1/2. The measure
in this context is called an inﬁnitely convolved Bernoulli measure. Such measures have been studied since the 1930s. Erdo˝s [6]
proved that if ρ is the reciprocal of a Pisot number, then μ is singular. Solomyak [34] showed that for Lebesgue almost all
ρ ∈ (1/2,1), μ is absolutely continuous. The multifractal structure of the Bernoulli convolution associated with the golden
ratio and other Pisot numbers has been investigated extensively (see [27–29,10,11]).
Fig. 1. Normalized Dirichlet (left column) and Neumann (right column) eigenfunctions for the Bernoulli convolution associated with the golden ratio.
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For ρ being the reciprocal of the golden ratio, i.e., ρ = (√5−1)/2, the IFS {S1, S2} does not satisfy the open set condition.
By introducing the following IFS, Strichartz et al. [37] showed that the measure satisﬁes a family of second-order identities:
T1(x) = S1S1x = ρ2x,
T2(x) = S1S2S2x = S2S1S1x = ρ3x+ ρ2,
T3(x) = S2S2x = ρ2x+ ρ.
0 1


T1 

T3

T2
2ρ ρ0 1
232 J. Chen, S.-M. Ngai / J. Math. Anal. Appl. 364 (2010) 222–241Then T1[0,1] = [0,ρ2], T2[0,1] = [ρ2,ρ], and T3[0,1] = [ρ,1] are three intervals with disjoint interiors. Using these maps
and the self-similar identity (3.1), we obtain the following three sets of second-order self-similar identities: for any Borel
subset A ⊆ [0,1],⎡⎣μ(T1Ti A)μ(T2Ti A)
μ(T3Ti A)
⎤⎦= Mi
⎡⎣μ(T1A)μ(T2A)
μ(T3A)
⎤⎦ , i = 1,2,3,
where
M1 =
[ p2 0 0
(1− p)p2 (1− p)p 0
0 1− p 0
]
, M2 =
⎡⎣0 p2 00 (1− p)p 0
0 (1− p)2 0
⎤⎦ , M3 =
⎡⎣0 p 00 (1− p)p (1− p)2p
0 0 (1− p)2
⎤⎦ .
If p = 1/2, we obtain
M1 = 1
8
[2 0 0
1 2 0
0 4 0
]
, M2 = 1
4
[0 1 0
0 1 0
0 1 0
]
, M3 = 1
8
[0 4 0
0 2 1
0 0 2
]
.
Let J = j1 j2 · · · jm , ji = 1,2 or 3. Then
μ(T J A) = c J
⎡⎣μ(T1A)μ(T2A)
μ(T3A)
⎤⎦ ,
where
c J = e j1M j2 · · ·M jm =
(
c1J , c
2
J , c
3
J
)
.
By using (3.2), we can evaluate the measure of each cell μ(T j[0,1]) =
∫
dμ ◦ T j , as well as the integrals
∫
xdμ ◦ Ti and∫
x2 dμ ◦ Ti , i = 1,2,3, for any probability weights p and 1− p. All the integrals in this example are over the unit interval
[0,1]. The following is the matrix notation for the integrals with p = 1/2⎡⎣
∫
dμ ◦ T1
∫
dμ ◦ T2
∫
dμ ◦ T3∫
xdμ ◦ T1
∫
xdμ ◦ T2
∫
xdμ ◦ T3∫
x2 dμ ◦ T1
∫
x2 dμ ◦ T2
∫
x2 dμ ◦ T3
⎤⎦=
⎡⎢⎣
1
3
1
3
1
3
1
6(3ρ−1)
1
6
1
6(ρ2+3)
5ρ+4
6(ρ+8)
ρ+5
6(8+ρ)
2−ρ
6(ρ+8)
⎤⎥⎦ .
By following the routine of the ﬁnite element method described in Section 2, we obtain the linear system (2.9) as well
as the numerical solutions for the eigenproblem (1.3). Some numerical eigenfunctions and eigenvalues of this example are
given in Section 6.
4. Convolution of the Cantor measure
The 3-fold convolution of the Cantor measure is another example of a self-similar measure that satisﬁes a family of
second-order identities
Si(x) = 13 x+
2
3
(i − 1), for i = 1,2,3,4.
0 3


S1 

S2 	
		

S3 

S4
1 20 3
The associated self-similar measure, deﬁned with the probability weight { 18 , 38 , 38 , 18 }, i.e.,
μ = 1
8
μ ◦ S−11 +
3
8
μ ◦ S−12 +
3
8
μ ◦ S−13 +
1
8
μ ◦ S−14 ,
satisﬁes
μ = μ∗3c := μc ∗ μc ∗ μc,
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has also been studied extensively (see [30,31,12,19]). Deﬁne an associated IFS without overlaps as follows:
T j(x) = 13 x+ j − 1, for j = 1,2,3.
0 3


T1 

T3

T2
1 20 3
Then μ satisﬁes the following second-order self-similar identities: for any Borel subset A ⊆ [0,3],⎡⎣μ(T1 j A)μ(T2 j A)
μ(T3 j A)
⎤⎦= M j
⎡⎣μ(T1A)μ(T2A)
μ(T3A)
⎤⎦ , j = 1,2,3,
where the coeﬃcient matrices M j are given by
M1 = 1
8
[1 0 0
0 3 0
1 0 3
]
, M2 = 1
8
[0 1 0
3 0 3
0 1 0
]
, M3 = 1
8
[3 0 1
0 3 0
0 0 1
]
.
We can also evaluate the quantities {Ii j}; they are given by⎡⎢⎣
∫
dμ ◦ T1
∫
dμ ◦ T2
∫
dμ ◦ T3∫ x
3 dμ ◦ T1
∫ x
3 dμ ◦ T2
∫ x
3 dμ ◦ T3∫ x2
9 dμ ◦ T1
∫ x2
9 dμ ◦ T2
∫ x2
9 dμ ◦ T3
⎤⎥⎦=
⎡⎢⎣
1
5
3
5
1
5
9
70
3
10
1
2
613
6440
1327
6440
7
184
⎤⎥⎦ ,
where all the integrals are over the interval [0,3].
Again, by Theorem 1.1, the existence of the second-order self-similar identities implies that the eigenproblem can be
discretized and the numerical solutions can be obtained by the same process.
5. Convergence of numerical solutions
In this section our goal is to prove that numerical eigenvalues and eigenfunctions converge to the corresponding theo-
retical ones, and obtain the rates of convergence, i.e., Theorem 1.2. Assume the hypotheses of Theorem 1.2. Let {un} be an
orthonormal basis of eigenfunctions of either the Dirichlet or Neumann Laplacians μ and let {λn} be the corresponding
eigenvalues as in (1.2). Let Vm be the set of end-points deﬁned by the m-cells. Let uˆ
(m)
n and λˆ
(m)
n denote, respectively, the
nth normalized numerical eigenfunction and eigenvalue of (1.3) restricted to the subspace of piecewise linear functions over
the nodes Vm .
The proof of convergence of eigenvalues consists of the following several steps. To simplify notation, we deﬁne the inner
product (u, v) on L2(μ) as:
(u, v) :=
∫
uv dμ.
Then Eq. (1.3) can be written as E(u, v) = λ(u, v).
The following lemma follows from the fact that
∫
u′v ′ dx = E(u, v) holds for all u ∈ Dom(−μ) and all v ∈ Dom(E) ⊇
Dom(−μ). It has been proved in [13]. We include a simple proof for completeness.
Lemma 5.1. E(u,u) = λ(u,u) holds when λ is an eigenvalue and u is an associated eigenfunction of Eq. (1.3).
Proof. The eigenproblem (1.3) is equivalent to the following Volterra–Stieltjes integral equation (see, e.g., [3,5]):
u(x) = u(a) + u′(a)x− λ
x∫
a
(x− y)u(y)dμ(y), a x b. (5.1)
Moreover, a solution u of (5.1) is differentiable and its derivative satisﬁes
u′(x) = u′(a) − λ
x∫
u(y)dμ(y), a x b. (5.2)a
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have
u′(a)
b∫
a
u′(x)dx = 0. (5.3)
Combining (5.1)–(5.3) and Fubini’s Theorem, we obtain E(u,u) = λ(u,u), proving the lemma. 
In order to prove Theorem 1.2, we will derive some properties of the actual eigenvalues and eigenfunctions as well as
their numerical approximations. We adapt the approach in [35] to our setting. First, deﬁne the Rayleigh quotient R(u) for
u ∈ Dom(E) by
R(u) := E(u,u)
(u,u)
=
∫
(u′)2 dx∫
u2 dμ
.
Let  > 0, u, v ∈ Dom(E) \ {0}. Then by using long division, we have
R(u + v) = E(u + v,u + v)
(u + v,u + v) =
E(u,u) + 2E(u, v) + 2E(v, v)
(u,u) + 2(u, v) + 2(v, v)
= R(u) + 2 E(u, v)(u,u) − E(u,u)(u, v)
(u,u)2
+ · · · .
Now it follows from Lemma 5.1 that if u is an eigenfunction associate with an eigenvalue λ, then
R(u + v) = R(u) + 2 E(u, v) − λ(u, v)
(u,u)
+ O (2)= R(u) + O (2).
We see that the stationary points of R(u), which are the points where the gradient of R vanishes, are exactly the eigen-
functions of the eigenproblem. In other words, there is a one-to-one correspondence between stationary points of R(u) and
solutions of (1.3).
For the ﬁrst eigenvalue λ1, the stationary point is actually a minimum:
λ1 = min
u∈Dom(E) R(u).
In fact, by expanding u ∈ L2(μ) as
u =
∑
αiui,
where the ui are eigenfunctions, and by Parseval’s identity we have
R(u) =
∑
λiα
2
i∑
α2i
 λ1.
Let En−1 be the subspace spanned by the true eigenfunctions u1, . . . ,un−1. A similar argument yields
λn = min
u⊥En−1
R(u). (5.4)
There is an alternative formula for λn due to Poincaré, Courant and Fisher, known as the minmax principle, which does
not depend on knowing u1, . . . ,un−1.
Lemma 5.2 (Minmax principle). If R(u) is maximized over an n-dimensional subspace Kn, then the minimum possible value for this
maximum is λn, i.e.,
λn = min
Kn
max
u∈Kn
R(u), (5.5)
where the minimum is taken over all n-dimensional subspaces of Dom(E).
Proof. For the special subspace Kn = En , the maximum of R(u) is exactly λn , and thus minKn maxu∈Kn R(u) λn .
To prove the reverse inequality, we note that since the dimension of En−1 is n − 1 and the dimension of Kn is n, there
exists u∗ ∈ Kn \ {0} such that u∗ ⊥ En−1. Thus by (5.4),
max
u∈Kn
R(u) R(u∗) min
u⊥En−1
R(u) = λn.
This completes the proof of the minmax principle. 
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proof. So the approximate eigenvalues can be characterized by
λˆ
(m)
n = min
Smn
max
uˆ(m)∈Smn
R
(
uˆ(m)
)
, (5.6)
where Smn ranges over all n-dimensional subspaces of S
m
D or S
m
N , depending on the boundary condition. Of course, the
deﬁnition makes sense only for n Lm−1. It follows immediately from (5.5) and (5.6) that every eigenvalue is approximated
from above:
λˆ
(m)
n  λn for all n. (5.7)
This is because every subspace Smn which is allowed in (5.6) is also allowed in (5.5), and therefore the minimum λn is at
least as small as λˆ(m)n . For the same reason, we also have,
λˆ
(1)
n  λˆ(2)n  · · · λn for all n.
Let Pm be the Rayleigh–Ritz projection, deﬁned as follows. For u ∈ Dom(E), Pmu is its component in the subspace SmD
or SmN (with respect to the energy form), such that u − Pmu vanishes on the boundary and
E(u − Pmu, uˆ(m))= 0 for all uˆ(m) ∈ SmD or SmN .
Lemma 5.3. Let u be an eigenfunction of (1.3), and let Pmu be the Rayleigh–Ritz projection of u to the subspace SmD or SmN of piecewise
linear functions with nodes Vm. Then
u|Vm = Pmu|Vm .
Proof. We prove the lemma for SmD ; the proof for S
m
N is similar. Let u ∈ Dom(E) and denote v = u − Pmu. By the deﬁnition
of the Rayleigh–Ritz projection, we have
0= E(v, uˆ(m))= Lm∑
k=1
ck
tk∫
tk−1
v ′ dx for all uˆ(m) ∈ SmD ,
where ck is the slope of uˆ(m) on [tk−1, tk]. Here uˆ(m) is arbitrarily chosen in SmD , and so is ck . This leads to
∫ k
tk−1 v
′ dx = 0.
Therefore, v|Vm is constant. We also know that v vanishes on the boundary. Thus v|Vm = 0. 
From the proof, we can easily see that the projections Pmu converge to the eigenfunction u pointwise.
Recall that En is the subspace spanned by the true eigenfunctions u1, . . . ,un .
Lemma 5.4. Let en be the set of unit vectors in En and let
σ
(m)
n := max
u∈en
∣∣2(u,u − Pmu) − (u − Pmu,u − Pmu)∣∣. (5.8)
Then provided that σ (m)n < 1, the approximate eigenvalues are bounded above by
λˆ
(m)
n 
λn
1− σ (m)n
. (5.9)
Proof. To apply the minmax principle we must make sure that Fn := PmEn is n-dimensional. Since En itself is n-
dimensional, we need only prove that Pm is injective. Let u∗ ∈ en . Suppose Pmu∗ = 0. Then we would obtain
σ
(m)
n 
∣∣2(u∗,u∗ − Pmu∗)− (u∗ − Pmu∗,u∗ − Pmu∗)∣∣= ∣∣(u∗,u∗)∣∣= 1,
contradicting σ (m)n < 1. So Fn is n-dimensional.
Now by using Fn = PmEn and the minmax principle,
λˆ
(m)
n  max
uˆ(m)∈Fn
R
(
uˆ(m)
)= max
u∈en
E(Pmu, Pmu)
(Pmu, Pmu)
.
The numerator is bounded above by E(Pmu, Pmu) E(u,u), since
E(u,u) = E(Pmu, Pmu) + 2E(u − Pmu, Pmu) + E(u − Pmu,u − Pmu),
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bounded below by
(Pmu, Pmu) = (u,u) − 2(u,u − Pmu) + (u − Pmu,u − Pmu) 1− σ (m)n .
Therefore,
λˆ
(m)
n max
u∈en
E(u,u)
1− σ (m)n
= λn
1− σ (m)n
. 
The problem now is to estimate σ (m)n , which leads to the following lemmas.
Lemma 5.5. Assume the same hypotheses of Theorem 1.2. Let u be an eigenfunction of (1.3), and let Pmu be the Rayleigh–Ritz projec-
tion of u to the subspace of piecewise linear functions. Then there exists a constant M, such that
‖u − Pmu‖2 =
∫
(u − Pmu)2 dμ < M2ρ2m (5.10)
and ∫ ∣∣u(u − Pmu)∣∣dμ < M2ρm. (5.11)
Proof. Since u ∈ C1, both u and u′ are bounded, say by a constant M . Applying the mean value theorem and Lemma 5.3,
we have∣∣u(x) − Pmu(x)∣∣ Mh,
where h = max{tk+1 − tk}. Therefore,∫ (
u(x) − Pmu(x)
)2
dμ < M2h2 (5.12)
and ∫ ∣∣u(u − Pmu)∣∣dμ < M2h. (5.13)
By the deﬁnition of {T j}Lj=1, the maximum length h of the m-cells is bounded above by ρm . (5.10) and (5.11) follow by
substituting h ρm into (5.12) and (5.13), respectively. 
Lemma 5.6. For all n and k,(
λˆ
(m)
k − λn
)(Pmun, uˆ(m)k )= λn(un − Pmun, uˆ(m)k ).
Proof. Since the term λn(Pmun, uˆ(m)k ) appears on both sides, we only need to show that
λˆ
(m)
k
(Pmun, uˆ(m)k )= λn(un, uˆ(m)k ).
Because uˆ(m)n and un are eigenfunctions, the two sides of this equation can be rewritten as E(Pmun, uˆ(m)k ) and E(un, uˆ(m)k ),
respectively. Thus, by the deﬁnition of Pm ,
E(Pmun, uˆ(m)k )− E(un, uˆ(m)k )= E(Pmun − un, uˆ(m)k )= 0. 
Proof of Theorem 1.2. According to (5.8) and Lemma 5.5, we have σ (m)n < M0h M0ρm , where M0 is a constant (depending
only on n). We ﬁrst assume m is suﬃciently large so that σ (m)n < 1/2. Then by (5.7) and (5.9), we get
λn  λˆ(m)n 
λn
1− σ (m)n
 λn
(
1+ 2σ (m)n
)
.
Thus, there exists a constant C > 0 (depending only on n) such that for all m 1,
λn  λˆ(m)n  λn + Cρmλn.
This proves the convergence of the eigenvalues as (1.8). It remains to prove the convergence of the numerical eigenfunctions.
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Fig. 2. First 100 eigenvalues for the Bernoulli convolution associated with the golden ratio, subject to Dirichlet and Neumann boundary conditions.
(a) Dirichlet boundary conditions (b) Neumann boundary conditions
Fig. 3. Approximate Weyl ratio, plotted by using the ﬁrst 100 eigenvalues for the Bernoulli convolution associated with the golden ratio, subject to Dirichlet
and Neumann boundary conditions.
The set of normalized approximate eigenfunctions {uˆ(m)1 , . . . , uˆ(m)Lm−1}, forms an orthonormal basis for SmD or SmN , and in
particular,
Pmun =
Lm−1∑
k=1
(Pmun, uˆ(m)k )uˆ(m)k . (5.14)
Since the eigenvalues λn are distinct, for any ﬁxed λn , there exists a constant γ > 0 such that for all m suﬃciently large,
λn
|λˆ(m)k − λn|
 γ for all k = n.
Write α for the coeﬃcient (Pmun, uˆ(m)n ) in (5.14). The size of the remaining sum is given by∥∥Pmun − αuˆ(m)n ∥∥2 =∑
k =n
(Pmun, uˆ(m)k )2
=
∑
k =n
(
λn
λˆ
(m)
k − λn
)2(
un − Pmun, uˆ(m)k
)2
(Lemma 5.6)
 γ 2
∑
k =n
(
un − Pmun, uˆ(m)k
)2
 γ 2‖un − Pmun‖2.
Thus, ∥∥un − αuˆ(m)n ∥∥ ‖un − Pmun‖ + ∥∥Pmun − αuˆ(m)n ∥∥
 (1+ γ )‖un − Pmun‖. (5.15)
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|α − 1| = ∣∣∥∥αuˆ(m)n ∥∥− ‖un‖∣∣ ∥∥un − αuˆ(m)n ∥∥. (5.16)
Finally, by combining (5.15), (5.16) and Lemma 5.5, we get∥∥un − uˆ(m)n ∥∥ ∥∥un − αuˆ(m)n ∥∥+ ∥∥αuˆ(m)n − uˆ(m)n ∥∥
 2
∥∥un − αuˆ(m)n ∥∥
 2(1+ γ )‖un − Pmun‖
 2M(1+ γ )ρm.
This completes the proof of Theorem 1.2. 
Fig. 4. Normalized Dirichlet (left column) and Neumann (right column) eigenfunctions for the 3-fold convolution of the Cantor measure.
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6. Numerical solutions
In this section, we give the numerical solutions of the eigenproblems for the inﬁnite Bernoulli convolution associated
with golden ratio and the 3-fold convolution of the Cantor measure. Figs. 1 and 4 are the ﬁrst 10 numerical eigenfunc-
tions and eigenvalues. All of them are computed by taking m = 11 and normalized in the L2([a,b],μ)-norm. The Dirichlet
eigenfunctions are in the left-hand column and the Neumann eigenfunctions are in the right-hand column.
For a given inﬁnite sequence λ1  λ2  · · · of eigenvalues, we say that spectral gaps exist if limsupk1 λk+1/λk > 1. Figs. 2
and 5 show the ﬁrst 100 eigenvalues with Dirichlet and Neumann boundary conditions, respectively. We cannot determine
whether spectral gaps exist.
Figs. 3 and 6 plot the Weyl ratio, which is deﬁned to be W (x) = N(x)/xα , where N(x) = #{ j: λ j  x} is the eigenvalue
counting function, and α is the spectral dimension (see [33]).
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