Abstract-As modern CMPs scale to ever increasing core counts, Networks-on-Chip (NoCs) are emerging as an interconnection fabric, enabling communication between components. While NoCs provide high and scalable bandwidth, current routing algorithms, such as dimension-ordered routing, suffer from poor load balance, leading to reduced throughput and high latencies. Improving load balance, hence, is critical in future CMP designs where increased latency leads to wasted power and energy waiting for outstanding requests to resolve. Adaptive routing is a known technique to improve load balance, however, prior adaptive routing techniques either use local or regionally-aggregated information to form their routing decisions. This paper proposes a new, light-weight, adaptive routing algorithm for on-chip routers based on global link state and congestion information, Global Congestion Awareness (GCA). GCA uses a simple, low-complexity route calculation unit, to calculate paths to their destination without the myopia of local decisions, nor the aggregation of unrelated status information, found in prior designs. In particular GCA outperforms local adaptive routing by 26 percent, Regional Congestion Awareness (RCA) by 15 percent, and a recent competing adaptive routing algorithm, DAR, by 8 percent on average on realistic workloads.
INTRODUCTION
C URRENT architectures are moving towards multi-and many-core designs, such as the Intel Many Integrated Core (MIC) Knights Corner and Xeon Phi [1] , [2] , as a means to efficiently achieve higher performance with increasing transistor density. As these designs scale, there is a critical need for a scalable and high-bandwidth on-chip communication fabric to serve as an interconnection network. Networks-on-chip (NoCs) have emerged to fulfill this role. Na€ ıve scaling of NoCs for large multi-core designs, however, exponentially increases the latency of program data accesses and sharing. High interconnect latencies translate into idle processor core cycles and wasted power, eschewing the primary motivation for multi-core designs. Therefore, reducing interconnect latency is critical to achieve scaling performance in future CMP designs.
Since multiple paths between source and destination exist, NoCs must implement a routing algorithm to route packets to their destination. This algorithm impacts the latency and throughput that the traffic experiences. Many current NoC proposals implement oblivious routing algorithms [3] , such as dimension ordered routing (DOR), which route packets irrespective of the state of the congestion in the network. Although these algorithms have low complexity, they often perform poorly because they produce load imbalances in the network, particularly when under realistic workloads that are often inherently imbalanced. Adaptive routing exploits the path diversity of the topology to select a less congested path for every source-destination pair. Such techniques are efficient at routing traffic around congested hotspots, balancing load across the network, thereby providing better performance over oblivious routing.
This paper proposes a novel globally-aware routing policy that efficiently reacts to changing network conditions. This algorithm:
Uses "back-annotated piggybacking" to propagate congestion information across the network in an efficient manner. Contains a light-weight, shortest path route computation technique, and optimized implementation. Two versions of the algorithm are presented, one (GCA) designed for small to medium sized networks (up to 64-nodes), another (LGCA) designed for large networks.
RELATED WORK

Locally Aware Adaptive Routing
Locally adaptive routing techniques make decisions based on local congestion information. Dally and Aoki make use of the number of free VCs as a congestion metric and pick the port with the higher number of free VCs [4] . Kim et al. [5] use buffer availability at adjacent nodes as a congestion metric, while Singh et al. [6] , [7] use output queue lengths for the same purpose. DyXY [8] and DyAD [9] switch between deterministic and minimal adaptive routing based on local congestion information. These schemes use buffer occupancy as their metric of congestion. Wang and Hu [10] employs a routing-independent parallel buffer structure and its management scheme [11] . They use the number of free parallel buffers of adjacent nodes as congestion metric. Their arbitration policies give priority for packets arriving from highly congested upstream nodes and route them to less congested downstream nodes.
As these techniques use readily available local information only, they have low implementation complexity and have no secondary impact on network traffic due to status information propagation. Such schemes, however, often make sub-optimal routing decisions at a global level due to a myopic view of network congestion. They also react slower to congestion at further links as they rely on network back pressure for information propagation. Fig. 1 highlights these limitations. If we route a packet from S to D using local adaptive routing, at each hop the link with a lower congestion value will be chosen. In this manner, the path S ! T ! U ! X ! D on which the sum of congestion values is 1 þ 3 þ 13 þ 11 ¼ 28 would be selected. 1 For this packet, however, a better path is S ! V ! W ! Z ! D as the total sum of the congestion values on this path is 9 þ 2 þ 1 þ 2 ¼ 14. Thus, local adaptive routing picks a more congested path due to greedy decision making based on local lightly loaded links to nodes T and U; once it reaches node U, it has only one minimal direction to traverse, and that direction is heavily congested.
Global congestion awareness (GCA) enables complete visibility of the network state and alleviates poor, greedy decisions, without reliance on network back pressure for information.
Regionally Aware Adaptive Routing
Regional Congestion Awareness (RCA) was the first work to explore adaptive routing based on congestion visibility beyond the adjacent nodes [12] . RCA gathers congestion information from distant nodes by propagation over a lightweight monitoring network. At each hop, the incoming congestion information is aggregated with the local congestion information and then propagated further into the network. RCA weights the congestion values by distance from the local node, such that distant links have less impact upon route selection. DBAR is a regional adaptive routing algorithm, which factors in information about the destination node while selecting the route, reducing aggregation noise [13] . This technique is particularly useful for partitioned many-core architectures, where distant partition congestion information is not useful for routing decisions in the local partition. In unpartitioned networks, however, DBAR's performance is very similar to RCA and hence we do not explicitly compare GCA's performance against it.
In FreeRider [14] , another regionally aware NoC routing architecture, each node uses congestion information of links along dimension nodes and links perpendicular to them for routing decisions. A link is considered to be a hotspot if the number of free VCs associated with the link is less than half the total VCs. The congestion value of each link is embedded as binary bit in the packet header and communicated to downstream nodes as the packet traverses. Due to the low resolution of congestion information maintained by each node, it may not result in choosing a globally optimum path.
Although these regionally aware techniques provide a better view of the network than locally adaptive schemes, due to the congestion weight aggregation, the resolution of the information can be quite poor, leading to degraded performance. The relevance of congestion of a downstream link is highly dependent on whether or not that link will eventually be traversed by the packet. If we route a packet from S to D in Fig. 1 using a regional adaptive algorithm like RCA-1D [12] , we can see these limitations. At node S, it compares between the aggregate congestion of all links in the EAST direction against the SOUTH direction. This comparison leads it to pick the EAST direction. Similarly at downstream nodes, it picks EAST at T to reach U from where it has only one admissible dimension to traverse. It selects the same path as local adaptive, S ! T ! U ! X ! D, and the sum is 28. This route is chosen because RCA considered links in the SOUTH and EAST direction that were two hops away from the current node. With minimal routing, for a packet from S to D, these links would never be used as they fall out of the minimal region, however, their congestion status adversely affects the route selection.
Global awareness overcomes the issue of aggregated information by maintaining fine-grained congestion information about the network, helping it avoid considering links outside the minimum path range for a given sourcedestination pair.
Globally Aware Adaptive Routing
Few recent works have proposed globally aware adaptive routing techniques. Adaptive Toggle Dimension Ordered Routing (ATDOR) is a NoC architecture that implements a secondary network to transmit congestion information by each node to a dedicated node, using it to pick between XY or YX DOR for every source destination pair in the network [15] . DAR adds a separate network, used to communicate their local congestion information with the rest of the network [16] . Every node then determines the amount of traffic that it has to split for a particular destination amongst the candidate output ports. Both these approaches introduce a sideband network for gathering and disseminating congestion information, adding to implementation overheads. GCA removes the need for a sideband network by embedding ("piggybacking") status information in packet headers. GCA also implements a low-complexity, lowlatency route computation unit, providing a much lower response time to the changing network congestion.
GLOBAL CONGESTION AWARENESS
Global Congestion Awareness is a globally-aware, adaptive routing scheme for NoCs that provides each router a timely and complete view of the congestion status of the whole network. The two main contributions of this technique are in the method of dissemination of the information across the 1. We only consider minimal adaptive routing, due to the complexity and higher latencies of non-minimal adaptive routing. network and the route computation technique that each node employs. A globally aware algorithm can determine the amount of congestion that the packet will encounter along the candidate paths instead of a rough estimate of the congestion in a given direction. Thus, it picks a better path as it accounts for each individual link that can be traversed and does not include links which lie outside the proposed route. The minimal adaptive model guarantees livelock freedom and we implement deterministically routed escape channel VCs for deadlock freedom.
GCA Model
Ideally, at every hop of the packet's traversal, output port selection would be based upon a perfect view of the network's congestion and thus always pick the best path towards its destination. In a realistic implementation, however, a perfect view is impossible due to the latency incurred in transferring congestion information from one point of the network to another. Furthermore, for packets traversing a considerable number of hops from their source, network congestion close to the destination might change by the time the packet reaches that region. Thus, the decision made at the source might turn out to not be the best. These issues are specifically addressed in our route computation technique.
The GCA algorithm consists of the following:
1) A new field in the header flit called the "traffic vector" consisting of "back-annotated" congestion information as seen by the packet as it traverses the network, along with bits recording the path taken. 2) Every node extracts this traffic vector field from the header flit and updates its own current view of the network based upon this new information. 3) Each node maintains a congestion map of the link status of all links in the network. Upon extraction of the traffic vector from an incoming packet, the node performs a route computation of the affected subnetwork to determine the best output port for every node in that sub-network. These routes are maintained in a pre-route table. 4) Every node appends congestion information about its link into the header before sending out the packet. 5) Packets are routed to the appropriate output port in each node by looking up the pre-route information embedded in the flit. The current node also adds in output port information for the next hop by looking up its routing table; thus employing per-hop lookahead routing. In the following sections, we present a detailed description of GCA at a packet-level and router-level.
Traffic Vector
Prior globally aware techniques employ a separate sideband network, dedicated to congestion information. This approach, introduces significant hardware overhead and complexity. GCA proposes to embed congestion status information in the packet header, "piggybacking" it for propagation in the network.
Typically, a significant fraction a packet's header goes unused due to the wide bit-widths of typical NoC links (see Fig. 3 ). The header flit contains source and destination node identifiers, and the physical memory address of the cache block. We assume a flow-control overhead of five bits, 3 bits for virtual channel ID (VC) and 2 bits for flit type (FT). Given an assumed link width of 128 bits, the remaining ten bytes in the header are unused. We propose to use some of these bits to encode the congestion information from nodes that the header flit has visited. This eliminates the complex overhead of a sideband network, making better utilization of bits that were being wasted. In Fig. 3 , the new field required in the header flit is highlighted. At each hop, the node appends its traffic information into the traffic vector field of the header flit. As shown in Fig. 3 , this information consists of two parts: congestion information ðC i Þ and input port information ðP i Þ. The congestion metric we use is the number of free VCs (3 bits) and corresponds to the link that is connected to the current node. This together with input port information denoting the flit's arrival port (2 bits), is appended to the traffic vector.
The traffic vector for a 4x4 2D-Mesh is shown in Fig. 3 . For this network the maximum size of the traffic vector is 25 bits, leaving 55 unused bits in a network with 128-bit wide links. Generally, the maximum bits required scales as 2 Ã ð ffiffiffiffi ffi N p À 1Þ where N is the total number of nodes in the network. Thus, the 80 bits available in the header would support networks up to 64 nodes. For larger networks or where the header has fewer free bits, we find that constraining the information to a smaller window provides sufficient information for GCA to successfully route packets. We term this technique as Limited GCA (LGCA) and discuss it in further detail in Section 4.3. In network designs where available header bits are scarce, an easily implementable alternative is to add an extra, "monitor tail flit" to the packet, at the cost of some increase in the network load.
This method does imply that the visibility of the network is limited to the regions that experience the traffic. Most of on-chip traffic, however, is request-response packets, thus the links loaded with "upstream" traffic are candidates for transmission of "downstream" traffic too. To reduce the effect of lack of information for unvisited nodes, links for which a node does not receive direct information are approximated to a nominal congestion level, this trade-off helps in keeping the solution realistic (further details are provided in Section 3.3).
Piggybacking congestion information in the flit's direction of travel (solid links in Fig. 2 ), would pass information about links that are in the ingress direction to all downstream nodes. This would be useless as the downstream nodes can only send traffic in the opposite direction (dashed links in Fig. 2 ). Therefore, we "back-annotate" the flit by embedding information about the links opposite the direction of travel.
Congestion Map
The congestion map provides each node an accurate representation of the network's link congestion to use in routing. It contains values denoting the congestion of links in the network downstream from the current node.
For every incoming header flit, the router reads the traffic vector field and inserts this information into its local map. It back-traces the flit's path by using the output port information embedded by previous hops. The router simply overwrites the older value in the map with the new value. In parallel, the router appends the local congestion information and also adds the input port information into the traffic vector field before sending the flit back out into the network.
Initial State
Initially, the congestion state of links is unknown before its entries can be filled up through the piggybacked information. If we signify a congested link as black and an uncongested link as white, we will assign the initial, unknown state of all links as an intermediate or nominal value, which is between the extremes (e.g. gray). Over time, as information about links is received, the gray links would subsequently be changed to a known state of a value lying between black and white. We experimented with initial states at the extremes, but either case caused a degradation in performance, relative gray.
Congestion Information Staleness
It is always possible that some cycles after congestion state information about a given link is received, the condition of the network could change, despite a lack of new information about that link. Then the value present in the local congestion map would be stale, potentially leading to wrong decisions. To address information staleness, the congestion map employs a fading mechanism. If an entry in the congestion map has not been updated in the last n cycles, we fade (increment or decrement) it towards the gray status in steps of x. Intuitively, the link's knowledge is now considered gray because we have not received any information about it over a considerable period of time. (See Section 4.2 for the actual values used for n and x).
Route Computation
So far, we have described how the algorithm makes every node "globally aware" by employing a combination of piggybacking and the congestion map structure. The router employs a specially tailored shortest path algorithm to compute the best possible output port for the incoming traffic using this information.
Shortest Path Algorithm
Every link in the network is assigned a value which represents its congestion. A path between nodes is made up of multiple links and its congestion is the sum of the congestion of all those links. GCA picks the path with least congestion from the current node to every other node in the network from the set of minimal paths that are admissible.
We can easily abstract this problem to finding the shortest path in a graph. Each edge weight is a congestion metric and the shortest path would denote the path whose sum congestion is the least. The graph analogy would make sure that all possible options are evaluated. We note, however, that minimal routing greatly reduces the size of the graph to be considered. Also, from each node's perspective, the network can be partitioned into four parts (quadrants), such that each quadrant can be processed in parallel. Further, the graph is acyclic and directed with non-negative edge weights.
Finding shortest paths in a graph is well documented with standard solutions (cf. Dijkstra [17] ), which are widely used in network routing protocols like IS-IS [18] . As we need to implement route computation in hardware, however, we take advantage of the constraints described above to come up with a light-weight, hardware implementable algorithm.
Congestion Information Scaling
Due to less frequent and high-latency congestion updates, the congestion map view will be less accurate for distant nodes. Furthermore, the likelihood that congestion status would change before a packet gets to the link increases considerably for distant nodes. To address both these issues, we assume that the choice of the final path should be more influenced by the congestion status of nearby links than far away links. The links are scaled towards the nominal value gray (G ¼ ðblack þ whiteÞ=2), where black and white denote the two extremes on the congestion scale. Then, we scale every link's congestion value with a scaling factor S i , where i denotes the distance from the source node in hops and w (w < 1) is an empirically determined constant, according to Formula 1,
The scaled congestion value C 0 i for a link with congestion value C i is according to the Formula 2,
In this manner, the node's own output links are not scaled (S i ¼ 1) and the scaling increases in steps of w as you move away from the node. For all the links with i ! 1=w, the value of S i is fixed at w as we do not allow negative congestion metrics.
Route Computation Example
Consider the 4x4 mesh in Fig. 4a . In the figure, the number in the top left corner of each node represents the node ID. We take node 5 to be the source node, searching for the preferred output port for packets destined to every other node in the network. The congestion values from the congestion map (Section 3.3), for every link, are shown in the numbers on the links (already scaled as shown). The local node has no cost associated with it, therefore the cost of reaching itself is assigned zero. For all other nodes, we assign a value of infinity. We also define an optimal output port with respect to the local node. This output port corresponds to the calculated path from the local node to that node. The number inside the node is the shortest path's congestion value in reaching that node while the letter in the node denotes the optimal output port from the local node (N: North, E:East, W:West, S:South). Nodes on the same X and Y dimension as the source node are termed dimension nodes (shaded in Fig. 4a ). Traffic within each quadrant is restricted within that quadrant by the minimal routing constraint. Thus we may perform parallel computation of the paths in each quadrant as they are independent of each other. We first describe the route computation algorithm at a high level and list the "rules" it enforces in order to keep the implementation simple.
Every step of the routing algorithm, we update a set of nodes with the congestion value of their shortest path from the source node and the output port, which corresponds to this path. The congestion value of the shortest path to a node is used in computing the shortest path of the neighboring nodes accessible from it. For every node X, we can define at most two feeder nodes (i.e., the nodes that can send traffic to node X). The orthogonal dimension nodes form a special case because they have only one legal output port from the source node and the congestion of their shortest path is simply the sum of the scaled congestion values of the links connecting such a node to the source. Due to the straightforward, static nature of computation for the dimension nodes, their output ports are hard coded and their shortest path distances are updated whenever their feeder links are updated. For other nodes, route computation consists of a simple add-and-compare step. Every node has at most two options; the algorithm compares the congestion seen on both paths and picks the lesser. Given these rules, the initial starting state of the computation mesh is as shown in Fig. 4a . We now illustrate the route computation technique step by step for the mesh in Fig. 4: 1) In the first step, all the nodes which can be reached from the dimension nodes only are "ready".
Consider the case of node 10 in the Fig. 4a , which can be reached through either node 6 or node 9.
The cost of reaching node 10 through node 6 is:
Similarly, for the path through node 9: Cost(9) ¼ 6 þ 3 ¼ 9. Comparing Costð6Þ and Costð9Þ, the cost to reach node 10 is least through node 6. We therefore, assign a cost of 4 for reaching node 10 and the EAST output port is carried over from node 6. A similar operation is carried out for all the other "ready" nodes and at the end of this step, we have Fig. 4b . 2) For the next step, we have a new set of nodes, which are ready to be evaluated using the results of the previous step. Continuing in the same quadrant for our example, we illustrate the same operation for node 14 whose feeder nodes are node 10 and node 13. For the path through node 10, the cost to node 14 is: Cost(10) ¼ 4 þ 4 ¼ 8. Similarly, for the path through node 13: Cost(13) ¼ 8 þ 4 ¼ 12. Comparing Costð10Þ and Costð13Þ, the cost to reach node 14 is least through node 10. We therefore, assign a cost of 8 for reaching node 14 and the EAST output port is carried over from node 10. At the end of this step, we have Fig. 4c.  3 ) At this point, we only have one node left (node 15) whose path still needs to be computed. Repeating the operation described above, we calculate that the minimum cost to reach it is 8 through node 11 and it is assigned an output port of EAST. Fig. 4d shows the final state after the algorithm has computed the optimal output ports for all the nodes in the network. For a mesh of N nodes, the maximum number of required steps is ð2 Ã ffiffiffiffi ffi
When a node updates one of the map links, our route computation module need only recompute a subgraph of the network, because the traffic is unidirectional and thus can only affect downstream nodes.
IMPLEMENTATION
Baseline Adaptive Router
We use the baseline adaptive router architecture proposed by Kim et al. [5] . This design reduces the router pipeline to three stages by pre-computing the optimal output port for the incoming flit. The congestion information from neighbouring nodes at each output port is stored in a structure called the Congestion Value Registers (CVRs), which are used in the port preselect stage to pick the least congested option.
GCA Router Microarchitecture
Here, we present the GCA router microarchitecture. The GCA router is shown in Fig. 5 , with the GCA specific additional hardware components highlighted in gray. At the skeletal level, the router's microarchitecture is the same as that of the baseline adaptive model. Instead of using CVRs to store local congestion status, however, the router needs a larger structure to store information about the complete network. Despite the larger structure, lookahead routing ensures that the router pipeline is not adversely effected as we will discuss in the next section. In addition to introducing new storage elements, the algorithm also introduces a route computation module in order to use the congestion map and build the optimal output port case for all the other nodes.
Scaling Congestion Value
The traffic vector in each header flit consists of a set of 5-bit fields containing congestion value and input port information appended by every node in the path traversed by the flit. If a flit takes n hops to reach current node from source node, the traffic vector contains ðn À 1Þ 5-bit fields.
The congestion value and input port information are extracted incrementally from the traffic vector starting from field appended by the node 1 hop away from current node, until the field appended by the node ðn À 1Þ hops away. With the port information extracted at each step, we can trace back the links (path) traversed by the flit from source to current node with a finite state machine (FSM). A n Ã m network requires a ð2nm À n À mÞ state FSM where each state represents a link in the network. The initial state of FSM corresponds to link between current and sender node. The FSM takes port information extracted at each step as input and transitions to next link state from current link state. The state of FSM at end of ith step represents the link taken by the flit at ðn À iÞth hop.
The congestion value extracted at each step needs to be scaled according to Formula 2 before storing it in the congestion map. For ease of practical implementation, the congestion weight w in Formula 1 is approximated to the nearest 2 n by choosing appropriate n. For example, we will show that w ¼ 0:1 is the optimum congestion weight in our experiments. This is approximated as 0:125 ð2 3 Þ. The Formula 2 becomes,
ðC i À GÞ Ã i requires a 3-bit multiplier, division by eight requires 3-bit right shifter, the subtractions require only 3-bit adders as shown in the Fig. 6 . The scaled congestion value is stored in the congestion map corresponding to the link trace-backed by the FSM. The iterative process of tracing back the link, scaling and storing corresponding congestion value is repeated until all fields in the traffic vector are processed. Fig. 6 shows block diagram of congestion map unit implementation for a 4x4 network. This requires a 24-state "TraceLink FSM" and a 72 bit congestion map.
Fading Congestion Value
The fading mechanism (Section 3.3) is implemented by using a flag array. To avoid making decisions based on stale information, we use a flag bit for every entry in the map, which denotes whether or not this value was modified in the last n cycle window. Whenever an entry in congestion map is updated, corresponding flag bit is set in the flag array. At the end of every n cycles if the flag bit is set for any entry in the map, that entry is faded towards the value of 4 in steps of x.
As we need to fade any entry in the map which has not been modified in the last n cycles, we need to keep track of the last modification time-stamp of every entry. Keeping very accurate timestamps would greatly increase the storage requirements, thus we implement an approximation method, outlined here:
for every entry i in the congestion map do if flag i ¼ 1 then
For large networks, performing the fading operation for all entries in one go could be a slow process. We propose to stagger the fading operation by applying the above algorithm for one entry in the map every n=l cycles where l is the number of links in the network. The values of n and x were empirically determined to be 100 cycles and 1 respectively. This flag array adds 2 ffiffiffiffi ffi N p Ã ð ffiffiffiffi ffi N p À 1Þ bits. A n Ã m network requires ð2nm À n À mÞ modulo fading counter which generates the index of link to be faded every n=l cycles. Each entry in congestion map can be considered as a 3-bit up/down counter with parallel load. It also accompanies small combinatorial logic circuit to generate up/ down count signals and set/reset flag bit. When the entry is selected by the FSM, the scaled congestion value is loaded in the counter and flag bit is set. When the entry is selected by the fade counter and flag bit is zero, it is incremented if it is less than the Gray value or decremented if it is more than the Gray value. Otherwise the set flag bit is reset to zero.
Route Computation
The route computation hardware consists of a very simple circuit matrix of add and compare units. The basic logical block of the circuit uses the stored values in the congestion map (CMAP) to compute the best case output port for every node. As described in Section 3.4, the route computation algorithm performs two additions to determine the possible path costs for reaching a particular node and then compares the results to pick the optimal one. For nodes that are feeders to other nodes in the network, the resultant optimal path cost and optimal output port choice feed through to the computation basic logical block of its downstream nodes.
For any node of the mesh, which is not a dimension node, the block uses adders to add the cost of reaching its feeder nodes to the cost of the link connecting the node to its feeder. As all the evaluated nodes have two feeders, we end up with two cost values that are compared to pick the lower one and also to pick the corresponding winner's output port to carry forward as the output port for this node. One copy of this basic logical block is instantiated for every node for which route computation has to be performed, such that two of these blocks feed into the downstream block as its inputs. As the whole circuit is combinatorial, there is no requirement for storage except for the port decisions made at each basic logical block, which are stored in the optimal output port table (OPT). An NxN mesh would require ðN Ã N À 1Þ basic logical blocks for route computation. Based on position of the node in the mesh, the configuration of blocks per quadrant changes. Fig. 7 shows the route computation hardware for all quadrants of a node located at second row and second column of 4Â4 mesh. It employs a configuration where nine blocks in S-E quadrant, five blocks in S-W quadrant, two blocks in N-W quadrant and five blocks in N-E quadrant are required for route computation.
Crucially, the route computation in GCA is not part of the router pipeline, but rather operates in parallel to the router's critical path. New, incoming information is not used for route computation of the packet that carried it, as this would be useless since it covers the reverse direction. Incoming packets are routed via previously computed routes, stored in the route table, based upon prior incoming status information. Thus GCA adds no latency to the traffic and can be implemented in aggressive router designs.
The weight w for the scaling factor as defined in Equation (1) was empirically determined to optimally be 0:10. Whenever we update a link's congestion value in the congestion map, we can scale and store it because it is predetermined due to a static network topology. The different design variables introduced for GCA act as tuning knobs for the algorithm. We performed experiments spanning the range of legal values for all the design parameters over different workloads and the final values that we selected provide the best performance. Table 1 summarizes these optimal values for a 64-node network employing GCA.
Storage Requirement
The congestion map holds congestion status information about all the links in the network. We normalize the value of the congestion metric to a scale of 0-7, using 3 bits. Since it is possible that up to four packet headers with traffic vectors could arrive at any given cycle, a five entry queue is placed at the input to this structure. In the unlikely event packet headers come in faster than the vectors can be processed, the new vectors are dropped, with some degradation in the congestion map quality. For a network with N nodes, this structure would use 6 ffiffiffiffi ffi N p ð ffiffiffiffi ffi N p À 1Þ bits. The result of the route computation is stored in an optimal output port table. The computation of the complete route helps in implementing the look-ahead route computation, which enables pre-routing in the next hop. To do this, we store the output port decision that corresponds to the next hop and embed this information in the packet. As GCA employs perhop minimal routing, we only need one bit per destination. We do not save anything for the dimension nodes as they have only one valid output port. The overhead of this structure is N þ 1 À 2 ffiffiffiffi ffi N p bits for an N node network. This structure is replicated per port to allow parallel reads.
The last storage structure, the flag array, is used to implement the fading mechanism. We use a flag bit for every entry in the map, which denotes whether or not this value was modified in the last n cycle window. 
Limited GCA (LGCA)
The hardware overhead incurred by GCA is a function of the number of nodes in the mesh. As the network grows, the storage requirements increase, as does the size of the route computation hardware and the size of the traffic vector. To address the scalability of GCA, we propose a constrained GCA for large networks (greater than 64-node), Limited GCA (LGCA).
LGCA maintains congestion information for a limited window of j hops around the current node. This works because the link state of nodes closer to the current node is both more likely to be accurate and more likely to be used by a packet going through the current node; a factor GCA implicitly acknowledges in the algorithm's scaling technique; which assign a lower importance to congestion information which is far away from the node. We further note that as the packet traverses the network, subsequent nodes will have congestion information in their windows, missing in the current node to assist in routing. The scaling factor from Equation (1) simply uses a S i ¼ 0 for all links that lie outside this window. Table 2 also shows the overheads of an LGCA implementation where j ¼ 7.
LGCA performance is sensitive to it's window size. Smaller windows, relative to the network size, will result in loss of resolution of congestion information since node links that lie outside the window are not considered during route computation. This affects LGCA performance as distant links have less impact upon route selection. Increasing window size relative to the network size will improve the performance of LGCA but at the cost of increased hardware complexity. We note, in some instances,
LGCA can marginally outperform GCA when distant congestion is transient. In such cases, the congestion information of distant links behaves as noise during route computation in GCA, leading to sub-optimal decisions versus LGCA.
Synthesis Experiment
To evaluate the feasibility of implementing LGCA in a typical adpative NoC router, we performed synthesis on the LGCA RCU (the most complex component of LGCA) with j ¼ 4 using Synopsys Design Compiler on a 45 nm process technology at 1.8 V. We find that the incurred area overhead of LGCA, relative a baseline NoC adaptive router [12] , is negligible (less than 1 percent). The synthesized route computation unit is capable of running at 2 GHz, thus we expect it not to lie on the router's critical timing path. For designs where the size of the route computation unit must be made larger than j ¼ 4, the design is easily pipelined by adding latches at clock boundaries to stagger the computation over multiple cycles.
EVALUATION
Methodology
This section presents the performance results of the GCA routing algorithm on different synthetic traffic patterns and a suite of realistic workloads. The results are compared against oblivious routing as well as local and regional adaptive techniques. We employ a window size of 4 for LGCA in all our experiments. We also present our results from the network sensitivity studies that we performed. We employ a C++ based cycle-accurate on-chip network simulator [19] that models the two-stage baseline router microarchitecture as described in Section 4.1. All the new structures as described in Section 4.2 were built into the simulator and the congestion of the links is denoted by the amount of free virtual channels in the downstream node of the link. In designs with low VC count, the number of free buffers could be used for greater resolution (as in RCA [12] ). There are three algorithms that GCA competes against: (1) DOR, an oblivious routing algorithm for 2-D meshes; (2) Local, a local adaptive routing technique; (3) RCA-1D, a regional congestion aware adaptive routing technique (all further reference to RCA refer to RCA-1D). As all competing algorithms present their results in terms of average packet latency, we use the same metric to be able to perform a fair comparison. GCA is also compared against another globally aware routing scheme, DAR [16] under realistic workloads. Table 3 details all the parameters that are used to configure the network for our simulations.
To demonstrate the effectiveness of GCA on realistic workloads, we simulate traces of the SPLASH-2 suite of benchmarks [20] . These traffic patterns represent typical scientific workloads. The traces correspond to a 49-node shared memory CMP organized in a 7Â7 2D Mesh topology [21] . Fig. 8 shows the average packet latency for the seven benchmarks. The numbers are normalized to the average packet latency of the DOR algorithm. Using Gratz et al.'s [12] The results show a 44 percent overall benefit on average packet latency for GCA over DOR, 26 percent over local, 15 percent over RCA and 8 percent over DAR. The best case is seen for the benchmark water-spatial where GCA performs 51 percent better than RCA and 53 percent better than DAR on average packet latency. More importantly, GCA improves latency $27 percent on water-nsquared and by 4 percent on lu over RCA. These two contended benchmarks do not see much improvement for RCA over local; GCA shows the real benefit that is derived by increasing the awareness that every node has about the congestion status of the network. Comparing the performance of DAR and GCA over the four benchmarks-fft, radix, ocean and barnes, we find some interesting details. DAR outperforms GCA on fft and radix while GCA comfortably beats DAR on the other two. In fact, DAR performs worse than local adaptive on ocean and barnes. These results highlight the difference between the two globally-aware techniques. fft and radix both have stable traffic patterns, in these cases it appears DAR's stochastic traffic distribution improves latency by reducing route thrashing. Radix and ocean have more rapidly changing traffic patterns where DAR's slow route calculation and propagation can not keep up. GCA's faster congestion propagation and route computation ensures that it is competitive on all workloads and has a better mean performance.
Multiple Region Performance
As described in Section 2, regionally aware adaptive techniques suffer from aggregating excess information and are unable to offer isolation for consolidated workloads. Here we evaluate the performance of GCA in a scenario where there are different traffic patterns in different partitions of a larger network (i.e., multiple virtual machines). We simulated SPLASH traffic on a 14 Â 14 mesh, subdivided into four 7 Â 7 meshes, as shown in Fig. 9 . Each sub-mesh runs a different trace and the traffic from one sub-mesh does not cross over to another. GCA naturally constrains route calculation to only links relevant to the packet destination. Hence, it should avoid interference from congestion values in the different partitions. Fig. 10 shows the results from the different combinations of traces, contrasted with the performance of the same benchmarks in isolation. Table 4 lists the compositions of the different combinations evaluated. The performance of local adaptive and GCA remains unaffected relative the isolated versions of the same benchmark as expected. RCA-1D, however, is adversely affected in this scenario as it would always consider congestion information of other submeshes thereby degrading its performance. GCA performs better than RCA by 20 percent on this combination of benchmarks due to the fact that it takes into consideration the locality of traffic in the sub-meshes. It still outperforms local by 9 percent due to the fact that it is globally adaptive in that sub-mesh.
Synthetic Traffic
We evaluate the techniques under uniform random and transpose traffic patterns. The load latency graphs for these traffic patterns are presented in Fig. 11 and we consider saturation bandwidth to be three times of zero load latency.
For the transpose traffic pattern, DOR causes load imbalances that are greatly corrected by introducing adaptive routing. We see local shows a huge improvement in the saturation bandwidth and it further improves as the adaptive routing algorithm's awareness increases. GCA is able to achieve a 5 percent improvement in throughput over RCA without sacrificing latency. In uniform random traffic, adaptivity does improve performance over oblivious routing but the amount of improvement that can be exploited by increasing awareness is limited and that's why there is not much of a difference between local, RCA or GCA. However, GCA still offers the best throughput without sacrificing latency. In this section, we evaluated the GCA algorithm's sensitivity to various parameters of both the network as well as those of the algorithm itself. We choose the transpose traffic pattern as it shows a clear distinction in performance for GCA and compare it against local.
Network Dimension
As the sizes of the mesh network may vary greatly, we also perform simulations to investigate the variation in performance of GCA based on the network's size. We evaluate transpose traffic on a 16 Â 16 mesh and compare it with local. As the size of the network increases, locally adaptive algorithms base their decisions on a much smaller subset of links thereby making even more suboptimal routing decisions as they would in a medium sized network. In such a scenario, global awareness comes to the rescue by providing a complete view of the network and as we see in Fig. 11c , GCA outperforms local by 21 percent in a 16 Â 16 mesh as compared to 5 percent in a 8 Â 8 mesh. The use of a smaller window size of 4 for LGCA in the 16 Â 16 mesh, however, results in decreased performance compared to 8 Â 8 mesh due a the loss of congestion information resolution for links lying outside the window during route computation.
Number of VCs
Figs. 12 and 13 show the load-latency graphs comparing the performance of GCA over local for different numbers of virtual channels per router port. Theses simulations were run on the random and transpose traffic patterns, as it shows the maximum benefit for GCA over local and gives a clear view of the effect of varying the virtual channel count. The count of virtual channels affects the resolution at which the congestion information is presented to the route computation algorithm. In such a case, the algorithm is presented with a much coarser view of the network thereby diminishing its performance. However, we still see that GCA outperforms local over the counts of 2, 4 and 6 virtual channels.
DESIGN SPACE EXPLORATION
This section presents results obtained from changing the parameters of the GCA and LGCA algorithm.
Fading Formula
We present here the effect of variation of the parameter G in Formula 2. To avoid staleness of congestion values of links away from source node due to less frequent high-latency congestion updates, they are faded towards the gray value G with time in respective congestion maps. Apart from the default value G ¼ 4, we consider the effect of applying two extremes G ¼ 0 and G ¼ 7 on congestion scale. Fading the congestion values towards 0 and 7 signifies that the links away from source node gets uncongested and congested with time respectively. The default value scales distant links to the nominal value.
Figs. 14 and 15 show the results for GCA and LGCA respectively. We see that performance of GCA for G ¼ 4 is better than the extreme choices.
Links Outside LGCA Window
LGCA's implementation only stores link congestion information for a window around the source node and assumes a value Z for the links which lie outside this window. We evaluate the performance of a 4 Â 4 window LGCA on a 8 Â 8 mesh for two values of Z, (Z ¼ 0 and Z ¼ 4) and present the results in Fig. 15 . The performance for Z ¼ 4 is better as it is consistent with the other design principles of assuming a nominal value for the links about which we do not have any information. We also present results for combinations of Z and G.
7.3
LGCA Window Size The window size represents the limitation of congestion map information for each node. The default implementation refers to a 4 Â 4 mesh and we explore Size ¼ 5; 6; 7. The obtained results shows that 4 Â 4 is the optimal option for the given implementation constraints.
Sensitivity to Congestion Weight
We present here the effect of variation of congestion weight parameter w in Formula 1. This value determines the scaling factor S i for the link i hops away from source. Higher the w value, lower is the influence of congestion status of links away from source node. Figs. 17a and 17b shows sensitivity of GCA's saturation injection bandwidth to congestion weight parameter for random and transpose traffic respectively in a 8Â8 mesh network. We can observe that the saturation injection bandwidth is maximum when w is about 0.1. Based on these results we have chosen w ¼ 0.1 as optimum congestion weight for GCA. Fig. 17c shows sensitivity of GCA performance to transpose traffic in a 16Â16 mesh network at its saturation injection bandwidth.
Sensitivity to Fading Constant
The entry in congestion map is faded (increment or decrement) towards the gray status (G) in steps of x if it not updated for certain number of cycles. We present here the effect of variation of this fading constant x.
Figs. 18a and 18b shows sensitivity of GCA's saturation injection bandwidth to congestion weight parameter for random and transpose traffic respectively in a 8Â8 mesh network. We can observe that the saturation injection bandwidth tend to decrease as entry in congestion map is faded faster. We have chosen x = 0.5 as optimum fading constant for GCA. Fig. 18c shows sensitivity of GCA performance to transpose traffic in a 16Â16 mesh network at its saturation injection bandwidth.
CONCLUSION
In this paper we present a novel routing adaptive routing technique for on-chip networks, which aims to make routing decisions based on global knowledge of network state, Global Congestion Awareness. GCA is a light-weight, low-complexity adaptive routing algorithm, which makes per-hop routing decisions based upon awareness of the congestion of links throughout the network. It differs from other globally aware routing schemes in that it utilizes the existent packets within the network to convey ("piggyback") congestion information instead of requiring a sideband network dedicated to congestion status propagation. This makes it a more scalable solution than other existing techniques. Our experiments show that GCA consistently performs better than Regional Congestion Awareness (RCA-1D) on a variety of workloads. On SPLASH-2 traffic, GCA is 51 percent better in latency over RCA in the best case and 15 percent better on average. It also betters a competing globally aware routing algorithm, DAR, by 8 percent on average on realistic workloads. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
