Abstract
Introduction
Perceiving the motion of the human body is difficult. First of all, the human body is richly articulated -even a simple stick model describing the pose of arms, legs, torso and head requires more than 20 degrees of freedom. The body moves in 3D which makes the estimation of these degrees of freedom a challenge in a monocular setting [3, 5] . Image processing is also a challenge: humans typically wear clothing which may be loose and textured, and part of the body is typically self-occluded. This makes it difficult to identify limb boundaries, and even more so to segment the main parts of the body. In a general setting all that can be extracted reliably from the images is patches of texture in motion. It is not so surprising after all that the human visual system has evolved to be so good at perceiving Johansson's stimuli [6, 7] where each joint of the body is shown as a moving dot.
Human motion perception may be divided into two phases: first detection and, possibly, segmentation; then tracking. Of the two, tracking has recently been object of much attention and considerable progress has been made [9, 8, 3, 4, 2] . Detection (given two frames: is there a human, where?), on the contrary, remains an open problem so that current trackers have either to be initialized by hand, or by ad-hoc heuristics. Song et al. [10] have focused on detection in the context of Johannson stimuli. A method was proposed based on probabilistic modeling of human motion and on modeling the dependency of the motion of body parts with a triangulated graph, which makes it possible to solve the combinatorial problem of labeling body parts in polynomial time. Excellent and efficient performance of the method has been demonstrated on a number of motion sequences. However, that work is limited to Johansson stimuli with no clutter (the only moving parts belong to the body, as in Johansson's displays) and very limited occlusion. In a realistic situation there is no guarantee that the joints of the body will constitute good features to be tracked by the early-vision front-end. Moreover: significant occlusion and possibly large amounts of moving clutter may be present. We propose a scheme which extends this work to real images. The localization results from our algorithm may be used to compute 3D pose as in [3, 5] .
System Overview
Given two consecutive image frames, our goal is to detect whether a moving human body is present. As shown in Figure 1 , our system requires a training phase. To this effect we first hand-construct a training set containing position and velocity of labeled features on the human body in a number of motion sequences. A model of human motion is learned from the training set. The model contains the joint position and velocity probability density function of triplets of features.
At runtime the system has a feature-tracking front-end measuring the position and velocity of all the observable features between two frames. From these features, we first detect whether there is a person in the scene by maximizing the appropriate a posterior probability. Localization is further done by finding the labeling which maximizes the likelihood of the probabilistic model. 
Perceptual Model of

Approach
The set of dots and associated velocities can be obtained from a motion detector/feature tracker applied to the entire image ( Figure 2 ). In the following, we will address two problems: detection -if there is a person in the scene; localization -finding the most human-like configuration, i.e, the best labeling, given a set of features.
Notation
Suppose that we observe AE points (as in Figure 2 ), and ½ AE is the vector of measurements. Let Ç ½ denote a person present in the image, and Ç ¼ absent. The detection task is to determine whether the ratio
is greater than ½. 
When there is no person in the scene, the only possible labeling is Ä ¼ . Then,
If we don't have any prior information about the labeling, then we can assume in equation (2) 
where Ã is the number of body parts appearing in Ä. If we assume that the position and velocity of the visible body parts is independent of position and velocity of clutter points, then,
where È Ä Ó Ý´ Ó Ý µ is the marginalized probability density of the whole body according to Ä Ó Ý . If independent uniform background noise is assumed, È ´ µ ´½ Ëµ AE Ã , where AE Ã is the number of background points, and Ë is the volume of the space can be in. We will use this assumption about background features throughout this paper. Under this assumption, part of the background terms in È´ Ä Ç ½ µ and È´ Ä ¼ Ç ¼ µ can be cancelled out so that detection can be performed by thresholding the summation of the 'modified' foreground likelihoods without accurately estimating background probabilities. More details of the procedure will be explained below.
Summation of likelihoods
We first consider the problem where there are no missing body parts, i.e., if a person is present, then all the body parts can be seen. In this case, from the above subsection, we know that if background (clutter) features are assumed to be independent and uniform, then the detection depends on´½ Ä µ¡ È Ä¾Ä È Ë Ó Ý´ Ó Ý µ. If the summation is done in a brute-force way, the computational cost would be exponential with regard to the number of body parts (Å ), which is computationally prohibitive. The method proposed in [10] provides a way to approximate the foreground probability density È Ë Ó Ý´ Ó Ý µ so that we can do the summation efficiently. By using the kinematic chain structure of human body, the whole body can be decomposed as in Figure 3 . If the appropriate conditional independence (Markov property) is valid, then
Where Ì is the number of triangles in the decomposed graph in Figure 3 , Ø is the triangle index, and Ø is the first label associated to triangle Ø, etc. The structure of the decomposable graph ( [1, 10] ) allows us to do the summation as follows,
The summation in equation (7) can be done by an algorithm similar to dynamic programming ( [10, 1] ). Let
be the cost function associate with each triangle, then the summation algorithm can be described as follows: When stage T calculation is complete, the overall sum can be obtained by
The computational complexity of the above method is on the order of Å £ AE ¿ .
Detection and localization -with occlusion
From the above subsection, in the case of no occlusion, detection can be done by thresholding´½ Ä µ ¡ È Ä¾Ä È Ë Ó Ý´ Ó Ý µ. Assuming equal priors and independent and uniform background features, localization and labeling can be obtained by finding the labeling Ä £ ,
The above optimization can be done by dynamic programming as in [10, 11] . When some body parts are occluded, the foreground probability È Ä Ó Ý´ Ó Ý µ is the marginalized version of È Ë Ó Ý´ Ó Ý µ -marginalization over the missing body parts. If we assume that the background features are independent and uniformly distributed, detection can be done by thresholdinǵ
where Å is the total number of body parts, Ã Ä is the num- -if Ø or Ø is missing and the other two body parts observed, it is È Ø Ø´ Ø Ø µ or È Ø Ø´ Ø Ø µ.
(the same idea can be applied to the last triangle Ì ), then the summation algorithm described in section 3.2 can be used to obtain equation (12) . Similar to equation (11), the localization and labeling can be found by
Under the above described local cost function, dynamic programming can be used to get the optimum labeling. The detailed analysis and explanation of equation (12) to (13) can be found in [11] . One intuitive explanation is that for each triangle, the dimensions of the local cost function are the same for different number of missing body parts, which makes it reasonable to sum (or get the maximum of) them locally. Also, the dimension of the domain of È Ä Ó Ý´ Ó Ý µ ¡´½ Ëµ Å Ã Ä is fixed regardless of the number of candidate features and the number of missing body parts in the labeling Ä, so we can directly compare the likelihood of different hypotheses, even hypotheses from different images.
Another way to perform detection [11] is to first get the most likely labeling (the labeling with highest È Ä Ó Ý´ Ó Ý µ ¡´½ Ëµ Å Ã Ä ), then compare the likelihood of such labeling to a threshold. If the likelihood is higher than the threshold, then we will declare that a person is there. We did experiments on both methods and compare their performances in the experiments section.
Using information from multiple frames
So far, we have only assumed that we may use information from two consecutive frames, from which we obtain position and velocity of a number of features. In this section we would like to extend our previous results to the case where multiple frames are available. However, in order to maintain generality we will assume that tracking features across more than 2 frames is impossible. This is a simplified model of the situation where, due to extreme body motion or to loose and textured clothing, tracking is extremely unreliable and each individual feature's lifetime is short. Neri et al. [7] used similar assumption when conducting their psychophysical investigation of biological motion perception in the human visual system. 
Experiments
The image sequences used in the experiments were captured by a CCD camera at 30 Hz. There are three different types of motion: (1) . A subject walks from the left back corner to the right front corner, facing about 60 degrees away from the front view (middle row of Figure 4 ). For this motion, we have about 1000 frames (8 sequences, around 120 frames each) as training set, and another 1500 frames (12 sequences) as testing set. (2) . A chair moves from left to right, about 1000 frames (8 sequences) (bottom row of Figure 4) . (3) . While a subject walks as in the motion type (1), a chair also moves as a background moving object (top row of Figure 4 ). 2000 frames (16 sequences) were collected. The goal is to detect if there is a person walking in the scene and further localize and label the person.
Training of the probabilistic models
We chose 20 features to represent the human body configuration. Most of these features are close to the main joints of the body. The dark dots in Figure 2 show 17 of them (being correctly labeled in that frame), the other 3 are missing: two at the left knee and one at the right heel.
On the 8 training sequences with about 1000 frames in total, we hand-construct the ground truth of feature positions and velocities in the following way: on the first frame of each sequence, we manually select the positions of all the visible model features. Then the features are tracked automatically to the next frame using the Lucas-Tomasi-Kanade tracking algorithm ( [12] ) and their velocities between the two frames are computed. At each frame after tracking, we monitor the result and discard the features which have obvious tracking errors. The correct positions of these discarded features and some newly appeared ones after occlusion are given by hand, so that we have again the positions of all the features appearing in this frame and we may track them to the next frame and get their velocities. The features are also hand-labeled at the same time. Occlusion is common in our training set: each feature is present in approximately 85% of frames (see Figure 5 (a) ).
The training was done by estimating the joint (or conditional) probabilistic density functions (pdf) for all the triplets as described in section 3. As in [10, 11] , we assumed all the pdfs were Gaussian, and the parameters for the Gaussian distribution were estimated from the training set.
Testing Set
For the testing sequences, the system automatically selects features at each frame, and tracks them to the next frame. The feature selection and tracking algorithm is the standard Tomasi-Kanade version. We don't track features over more than 2 frames, but reselect all the features at the next frame after tracking. Thus, there is no feature correspondence between sequential frames and each frame has a unique set of features and velocities, which is arguably the most difficult conditions under which to perform labeling and detection, as mentioned in section 3.4. The dots in Figures 2 and 4 are the features from the automatic selection and tracking.
Test of probabilistic model
To test the triangulated probabilistic model (Figure 3) , we first did experiments on the manually tracked data (with ground truth, as in section 4.1). We have a total of 8 sequences (with 120 frames each). To test a sequence, frames from all the other seven sequences were used as the training set. A label error happens when a body part appears but is labeled as either a different part, or as background, and when a body part is missing but its label is assigned to another point. Figure 5 (a) shows the statistics of the number of body parts present in all the sequences used in this experiment. Since the data were manually tracked, not a big number of body parts were missing. Figure 5 (b) shows the correct labeling rate vs. the number of body parts present, with the overall (considering all the frames) correct labeling rate being ±. If the average number of features detected is AE , (AE ½ in this experiment), the chance level of a body part being assigned a correct candidate feature by random selection is ½ ´AE · ½ µ (with one more background point). The correct rate here is much higher than that. From Figure 5 (b), we see that the correct label rate goes up as the number of detected body parts increases, which is consistent with the fact that with more body parts present, the probability decomposition as in equation (6) is a more accurate approximation.
Detection
The detection task is: for a given image pair, to decide whether or not there is a moving person in the scene. We performed detection experiments using three types of sequences: body moving (middle row of Figure 4 ), body and chair moving (top row of Figure 4) , and chair moving (bottom row of Figure 4) . Figure 4 shows sample frames The chance level of a body part being assigned a correct candidate feature is around 0.06. The correct rates here are much higher than that.
from the three types of sequences. The white and black dots are features detected by the Tomasi-Kanade tracker.
The sequences with only the person walking had a total of 1500 frames and with an average of 64 features detected per frame. The sequences with both the person and the chair moving had 2000 frames total and average 58 features per frame, and the sequences with only the chair had 1000 frames and 46 features. Figure 6 shows two receiver operating characteristics (ROC) curves constructed from the summation of likelihoods as in equation (12) . The solid curve is the ROC when the sequences with the body and chair and the sequences with the chair only were combined to compute the false alarm and detection rates. With È Ø Ø ½ È Ð× Ð ÖÑ , the detection rate was ±. The dashed curve is the (13). For most frames, the person is localized correctly. Notice that for an image, the white dots consisting of the best configuration can be far away from each other. For example for the frame in the middle of the top row ( Figure  4) , except the white dots on the body, two white dots are on the wall, and four white dots are on the chair. A detailed study finds that the program took the two dots on the wall as 'left elbow and left wrist', and the four dots on the chair as 'left outside knee, left ankle, left toe and left heel'. The reason for this is that for a triangulated body decomposition such as the one we use, shown in Figure 3 , if, say, 'left shoulder and left hip' are missing, then both 'left elbow and left wrist' and 'left outside knee, left ankle, left toe and left heel' are disconnected with other body parts. Therefore, the optimal labeling is composed of several independent components, possibly far away from each other. It is clear that in this case the conditional independence required by equation (6) is not a good approximation any longer.
Experiments were also conducted to compare the performance of thresholding the summation of likelihood of all the possible labelings (as in section 3.3) and thresholding the likelihood of the most human like configuration (as in [11] ). Solid curves in Figure 7 show the results of using the method in section 3.3, and dashed lines are of [11] . 7 (a) and (b) are respectively of images with body and chair vs. images with chair only and of images with body only vs. images with chair only. From Figure 7 , we see that our method here works better.
Using information from multiple frames
Here we tested how the detection rate improved by integrating information over time, using the approach described in section 3.4. The sequences with the body and chair and the sequences with the chair only were used. With more frames used, the detection rate gets higher. The detection rate is more than ± when more than frames (around 200 ms) were used. 
Experiments on different subjects
In the previous experiments, the sequences for training and testing were from the same subject. In this section we test the performance on another subject, who was also walking with a chair moving in the scene. Four sequences, around 120 frames each, were used. Figure 9 number of frames integrated for the new subject. The detection performance improves with more frames integrated:
it is almost perfect with more than ½¼ frames used.
Discussion and conclusions
We have presented a method for detecting and labeling human motion in monocular image sequences. The method takes as its input the position and velocity of the most salient features in the image, as computed by the Lucas-Kanade feature tracker. No prior image segmentation is required. The method is based on modeling human motion with an approximation of the joint probability density of the position and motion of features that are associated with the human body. Given a (possibly cluttered) motion sequence, the detection is performed by summation of the likelihoods of all the possible labelings. Localization is done by finding the subset of detected features that is most likely to be associated with a human body. The model is trained on a hand-labeled training set.
We have tested our method on a number of image sequences containing either a walking pedestrian, or some non-human motion, or both. The results are encouraging: the detection rate is around 90% on 2 frames, or 60ms, and in excess of 98% on 7 frames, or 200ms. It also appears to generalize well when training and testing are done on two different people. Both labeling and detection take less than 1 second per frame in a Matlab implementation running on a 450MHz Pentium PC giving hope for a real-time implementation in C.
Our ideas may be extended and improved upon in a number of directions. For instance, currently human motion is modeled using Gaussians; this choice is arbitrary and needs to be re-examined in the light of our training data. Also, we did not experiment with different structures for the triangulated model -many reasonable choices exist. Furthermore, some form of hierarchical modeling will be needed to account for long-range dependency of body parts; this is critical in the case of occlusion as discussed in the experimental section. One last issue: Song et al. [10] have demonstrated that their system generalizes well to viewpoint changes and to different types of motion when using unoccluded Johansson stimuli and this gives reason to believe that our system would be equally robust. However, systematic testing needs to be done on a variety of body motions and under a number of viewing conditions in order to assess the limits.
