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Abstract
This thesis studies guaranteed error control for elliptic partial differential equations
on the basis of the Poisson model problem, the Stokes equations and the obstacle prob-
lem. The error control derives guaranteed upper bounds for the energy error between
the exact solution and different finite element discretisations, namely conforming and
nonconforming first-order approximations.
The unified approach expresses the energy error by dual norms of one or more
residuals plus computable extra terms, such as oscillations of the given data, with
explicit constants. There exist various techniques for the estimation of the dual norms
of such residuals. This thesis focuses on equilibration error estimators based on
Raviart-Thomas finite elements, which permit efficient guaranteed upper bounds.
The proposed postprocessing in this thesis considerably increases their efficiency at
almost no additional computational costs. Nonconforming finite element methods
also give rise to a nonconsistency residual that permits alternative treatment by
conforming interpolations.
A side aspect concerns the explicit residual-based error estimator that usually
yields cheap and optimal refinement indicators for adaptive mesh refinement but
not very sharp guaranteed upper bounds. A novel variant of the residual-based
error estimator, based on the Luce-Wohlmuth equilibration design, leads to highly
improved reliability constants.
A large number of numerical experiments compares all implemented error estimat-
ors and provides evidence that efficient and guaranteed error control in the energy
norm is indeed possible in all model problems under consideration. Particularly, one
model problem demonstrates how to extend the error estimators for guaranteed error
control on domains with curved boundary.
iii
Zusammenfassung
Diese Arbeit behandelt garantierte Fehlerkontrolle für elliptische partielle Differen-
tialgleichungen anhand des Poisson-Modellproblems, des Stokes-Problems und des
Hindernisproblems. Hierzu werden garantierte obere Schranken für den Energiefeh-
ler zwischen exakter Lösung und diskreten Finite-Elemente-Approximationen erster
Ordnung entwickelt.
Ein verallgemeinerter Ansatz drückt den Energiefehler durch Dualnormen eines
oder mehrerer Residuen aus. Hinzu kommen berechenbare Zusatzterme, wie Os-
zillationen der gegebenen Daten, mit expliziten Konstanten. Für die Abschätzung
der Dualnormen der Residuen existieren viele verschiedene Techniken. Diese Ar-
beit beschäftigt sich vorrangig mit Equilibrierungsschätzern, basierend auf Raviart-
Thomas-Elementen, welche effiziente garantierte obere Schranken ermöglichen. Diese
Schätzer werden mit einem Postprocessing-Verfahren kombiniert, das deren Effizi-
enz mit geringem zusätzlichen Rechenaufwand deutlich verbessert. Nichtkonforme
Finite-Elemente-Methoden erzeugen zusätzlich ein Inkonsistenzresiduum, dessen
Dualnorm mit Hilfe diverser konformer Approximationen abgeschätzt wird.
Ein Nebenaspekt der Arbeit betrifft den expliziten residuen-basierten Fehlerschät-
zer, der für gewöhnlich optimale und leicht zu berechnende Verfeinerungsindikatoren
für das adaptive Netzdesign liefert, aber nur schlechte garantierte obere Schran-
ken. Eine neue Variante, die auf den equilibrierten Flüssen des Luce-Wohlmuth-
Fehlerschätzers basiert, führt zu stark verbesserten Zuverlässigkeitskonstanten.
Eine Vielzahl numerischer Experimente vergleicht alle implementierten Fehlerschät-
zer und zeigt, dass effiziente und garantierte Fehlerkontrolle in allen vorliegenden
Modellproblemen möglich ist. Insbesondere zeigt ein Modellproblem, wie die Fehler-
schätzer erweitert werden können, um auch auf Gebieten mit gekrümmten Rändern
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This thesis studies finite element methods for elliptic partial differential equations of
second order and derives sharp guaranteed upper bounds for the energy error between
the exact and discrete solution for three exemplary problem classes. The introduction pro-
ceeds with the explanation and motivation of the mentioned keywords and an overview
of the content of this thesis. The last part of the introduction draws some conclusions and
gives an outlook for possible further applications.
Partial Differential Equations of Second Order
Partial differential equations allow mathematical modeling of various physical processes.
The Poisson model problem is the most fundamental elliptic partial differential equation
and arises in numerous applications in the field of potential theory. The strong formulation
of the Poisson model problem in 2D, for given data f : Ω Ñ R and homogeneous Dirichlet
boundary data along BΩ, seeks u P C2pΩq with
´ divp∇uq “ f in Ω and u “ 0 on BΩ. (1.1)
The function u represents an electric field potential in static electromagnetism, or a
hydraulic head in steady-state groundwater flow, or a gravitational potential in classical
mechanics. The right-hand side f in these applications determines (up to constants) the
charge density in static electromagnetism, or the mass distribution in gravitation. For
steady-state groundwater flow, the hydraulic head is a harmonic function, hence f ” 0 but
with inhomogeneous boundary conditions instead. Moreover, every linear second order
elliptic partial differential equation with constant coefficients can be transformed into a
Poisson problem. Therefore, it is reasonable to study this model problem thoroughly. Real
world applications replace the zero boundary conditions in (1.1) by Dirichlet boundary
conditions, which fix certain values of u along the boundary of Ω, or Neumann boundary
conditions, which prescribe the normal component of ∇u. Additional time-dependent
derivatives lead to parabolic (e.g. the heat equation) or hyperbolic (e.g. the wave equation)
partial differential equations of second order.
Finite Element Methods
Finite element methods (FEMs) are very popular and flexible tools for the numerical
approximation of solutions of partial differential equations in computational mechanics.
These methods approximate the solution u or its stress tensor σ “ ∇u by piecewise
polynomials on a regular triangulation of the domain Ω into triangles (in 2D) or tetrahedra
(in 3D). To assess the quality of the discrete solution, the a posteriori error estimation is an
important field of interest. It enables adaptive mesh design and stopping criteria for the
discretisation process. Its importance has attracted high attention over the last decades
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Figure 1.1: Schematic visualisation of the Lagrange (left), Crouzeix-Raviart (middle) and
Raviart-Thomas (right) finite element.
and led to textbooks such as Verfürth (1996); Ainsworth and Oden (2000); Han (2005);
Repin (2008) and to special chapters in standard textbooks on FEM such as Babuška and
Strouboulis (2001); Braess (2007); Brenner and Scott (2008).
The characteristic of a finite element method is the choice of polynomials and their con-
tinuity or regularity properties at certain nodes (degrees of freedom) of the triangulation.
This work studies mainly the P1 conforming FEM, the Crouzeix-Raviart nonconforming
FEM and the Raviart-Thomas mixed FEM of lowest order. Figure 1.1 displays a schematic
view on their local degrees of freedom on a single triangle.
Each method leads to a discrete stress tensor σh, which is an approximation of the
exact stress tensor σ. The overall goal is to design error estimators for the energy norm
difference ∥σ ´ σh∥L2pΩq –
´
Ω |σ ´ σh|
2 dx. Reliability and efficiency of an error estimator
η means existence of equivalence constants c1 and c2 independent of the mesh size and
up to higher-order terms (hot), such that
hot ` c1η ď ∥σ ´ σh∥L2pΩq ď c2η ` hot. (1.2)
Adaptive refinement based on local contributions to η leads to improved convergence
rates of the energy error and so to more economic use of CPU time and the memory
that is needed to represent a solution with a certain quality. Figure 1.2 compares the
energy error ~u ´ uh~ – ∥σ ´ σh∥L2pΩq between the exact flux and the discrete flux of
the P1 conforming finite element method for some Poisson model problem on an L-
shaped domain. The adaptive mesh refinement automatically detects singularities like
the reentrant corner in this example and leads to optimal convergence rates. However,
the proper choice of refinement indicators, at least for the Poisson model problem, is
well-understood, so this is only a side aspect of this thesis.
Guaranteed Upper Error Bounds
The main focus in this thesis lies on guaranteed upper bounds (called “error majorants”
by Repin (1999)), i.e., c2 “ 1 and computable terms of higher order in (1.2). In all model




f v dx `
ˆ
Ω
σh ¨ ∇v dx for v P V – H10pΩq (1.3)




































Figure 1.2: Convergence history for the energy error ~u ´ uh~ for the P1-conforming finite
element solution uh of the Poisson model problem (1.1) with f ” 1 on uniform (solid line)
and adaptive (dashed line) meshes as a function of the number of degrees of freedom. The
right image shows the adaptive mesh on level 4.
with respect to some test function space Z Ď H1 and an energy norm ~¨~. For instance,
the Poisson model problem (1.1) and its discrete P1 conforming finite element solution
uh with discrete flux σh – ∇uh lead to Z “ V, ~¨~ – ∥∇¨∥L2pΩq and ∥σ ´ σh∥L2pΩq “
~u ´ uh~ “ ~Res~V‹ . In other applications or for inhomogeneous Dirichlet data further
overhead terms appear. Although they are of higher order for smooth data, this thesis
includes a thorough analysis and derives explicit constants for these additional terms to
allow for guaranteed error control also on arbitrary coarse meshes and for nonsmooth
data.
Equilibration Error Estimators
The most efficient guaranteed upper bounds of ~Res~‹ involve the design of some equi-
librated quantity q that has an L2-measurable divergence div q P L2pΩq, i.e. q P Hpdiv, Ωq.
The terminus “equilibrated” means that f ` div q is small and spawns overhead terms
of higher order that are computable oscillations of f and vanish if f is constant. For the
Poisson model problem, this leads to
~Res~V‹ “ ~divpσh ´ qq~V‹ ` hot ď ∥σh ´ q∥L2pΩq ` hot. (1.4)
Some popular designs for q were suggested by Ainsworth and Oden (2000), Braess (2007)
or Luce and Wohlmuth (2004) and also the design in Carstensen and Funken (1999) can
be identified as an equilibration error estimator. Minimisation of the right-hand side of
(1.4) over some discrete subspace of Hpdiv, Ωq leads to mixed or least-square FEMs or
the dual error majorants of Repin (1999). Equilibration error estimates are usually quite
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sharp, however the estimate in (1.4) is suboptimal, since




pσh ´ qq ¨ ∇ϕ dx “ min
vPH1pΩq
∥σh ´ q ´ Curl v∥L2pΩq . (1.5)
In fact, this is the nature of the Helmholtz decomposition and coincides with the majorant
theory of Repin (1999), since every pq – q ´ Curl v is again an equilibrated quantity in (1.4)
and an error majorant in the sense of Repin. However, the algorithmic exploitation of this
identity is not so clear and the computation of the exact q “ σ or Curl v is as expensive
as the solve of the original problem. This thesis suggests to compute an equilibrated
quantity q after Braess or Luce-Wohlmuth first. Then a novel postprocessing computes
and subtracts some discrete Curl v and so leads to increased efficiency at low costs.
Figure 1.3 displays efficiency indices ∥σh ´ q ´ Curl v∥L2pΩq { ∥σ ´ σh∥L2pΩq for some
equilibration error estimators after Braess (B) or Luce-Wohlmuth (LW) and the post-
processed quantities (Br(1), Brr(3), LW(1)). In this example, the efficiency indices are
improved by a factor ten, namely from 1.3 to 1.03 in case of the Braess error estim-
ator. Hence, Brr(3) is an almost exact guaranteed upper error bound. More numerical
benchmark problems are studied in Chapter 4 also with mixed boundary conditions and
discontinuous diffusion coefficients. Moreover, domains with curved boundaries, which
cannot be approximated exactly with triangulations into triangles, are considered.
Nonconsistency Residual for Nonconforming Approximations
While the conforming solutions uh are in H10pΩq, the nonconforming approximations
uCR by Crouzeix-Raviart finite element methods are not. So the latter ones only allow
for a piecewise gradient ∇NCuCR, which has also a Curl contribution in its Helmholtz
decomposition. In the error analysis for the 2D Poisson model problem (1.1), this leads to




∇NCuCR ¨ Curl v dx “
ˆ
Ω
CurlNC uCR ¨ ∇v dx for v P H1pΩq.
This residual has the form of (1.3) with f ” 0 and σh “ Curl uCR (and hence permits the
application of equilibration error estimators), but there is also the characterisation
~ResNC~H1pΩq‹ “ min
vPH10 pΩq
∥∇NCpuCR ´ vq∥L2pΩq .
This implies that any (discrete) conforming approximation v P H10pΩq of uCR leads to
a guaranteed upper bound of ~ResNC~H1pΩq‹ . Section 4.4 explains several possibilities,
also for mixed boundary conditions. One of the most efficient designs in 2D employs
the red-refinement and solves local one-dimensional problems to define some piecewise




































Figure 1.3: History of efficiency indices ηxyz{ ~e~ of various error estimators ηxyz labelled
xyz as functions of the number of degrees of freedom on adaptive meshes for the Poisson
model problem (1.1) with f ” 1.
Stokes Problem
For given data f : Ω Ñ R2, the 2D Stokes problem seeks a velocity field u P H1pΩ; R2q
and a pressure p P L2pΩq, such that
´ divp∇uq ´ ∇p “ f and div u “ 0 in Ω while u “ 0 on ΓD. (1.6)
This problem describes the motion of Newtonian fluids, like water. The constraint div u
“ 0 in (1.6) implies the incompressibility of the fluid, while f is a force that accelerates or
decelerates the flow. Since only the gradient of p enters, it is unique up to some constant
which is commonly fixed with the condition
´
Ω p dx “ 0. The stress tensor σ “ ∇u ` pI
solves the Poisson problem ´ div σ “ f and the error analysis involves a residual of the
type (1.3), but, due to the side constraint, is tested with divergence-free functions Z. In
the design of guaranteed upper bounds, this property allows to restrict the investigation
to the deviatoric part, i.e.,
~divpσh ´ qq~Z‹ “ minvPH1pΩq
∥devpσh ´ q ´ Curl vq∥L2pΩq .
The divergence constraint also leads to some difficulties in the discretisation. For
existence and uniqueness of solutions, the discretisation spaces of uh P Xh and ph P Yh
have to satisfy an inf-sup-condition, which reads
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Figure 1.4: Streamlines of Stokes Example with driven cavity on a square domain and zoom-in
for the Moffatt eddies in the lower left corner.
It turns out that P1 conforming elements for Xh and P0 or P1 conforming elements for
Yh yield c0 “ 0, and hence lead to an unstable discretisation scheme. The simplest stable
finite element method is the mini finite element method that enriches the velocity space
with cubic element bubble functions. Another popular finite element for this application
is the Taylor-Hood finite element that pairs P2 elements (or the isomorphic P1 elements
on the red-refinement) for the velocity with P1 elements for the pressure.
The nonconforming discretisation, however, is stable also for the lowest-order Crou-
zeix-Raviart finite elements. Moreover, the selection of divergence-free Crouzeix-Raviart
functions also allows the elimination of the pressure and the div u “ 0 constraint. Fig-
ure 1.4 shows the velocity field and streamlines for some simulation of a lid-driven cavity
flow with f ” 0 and inhomogeneous Dirichlet data. The zoom of the lower right corner
reveals the characteristic Moffatt eddies.
Variational Inequalities
Variational inequalities involve an energy functional that is to be minimised amongst a
certain (convex) set of admissible functions. The obstacle problem in Chapter 6 is the









f v dx (1.8)







for some obstacle function χ.
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Figure 1.5: Energy minimiser uh without an obstacle constraint (left) and for some (gray-
shaded) cusp-shaped obstacle χ ď uh (right) and f ” ´2.
The weak formulation characterises the exact solution u P K by the variational inequality
ˆ
Ω
∇u ¨ ∇pu ´ vq dx ď
ˆ
Ω
f pu ´ vq dx for all v P K.
Details can be found in the literature, e.g. in Kinderlehrer and Stampacchia (1980). Fig-
ure 1.5 displays two solutions for the energy minimisation problem with f ” ´2. The
right picture shows the minimiser for some cusp-shaped obstacle and the left picture
shows the minimiser without an obstacle constraint which is in fact the solution of the
Poisson problem with right-hand side f .
While the unconstrained solutions u and uh satisfy ~Res~‹ “ ~u ´ uh~, this identity
does not hold for the constrained solutions of the obstacle problem. The residual of (1.3)
does not take into account the contact force in the part of the domain where uh touches
the obstacle χ. The revelating view of Braess (2005) on the obstacle problem identifies the
discrete solution uh as the solution of an auxiliary Poisson problem for the right-hand
side f ´ Λh with some nonunique discrete contact force Λh. Then, the energy error equals
~u ´ uh~ ď ~Resaux~‹ ` overhead terms,
where Resaux is the residual for the auxiliary Poisson problem. The discrete contact
force Λh, however, has to satisfy certain properties, and there are few suggestions in the
literature how to realise them. The choice of Carstensen and Merdon (2012) is improved
in this thesis in some aspects, e.g., rigorous analysis and explicit constants for all overhead
terms and the considerations of extra errors due to inexact solve. This allows guaranteed
error control also for inexact discrete solutions (an exact solve is in general infeasible
here) that violate the discrete complementary conditions. Efficiency is proven for affine
obstacles χ.
Structure of this Thesis
This thesis is structured as follows. Chapter 2 explains all theoretical preliminaries such as
Sobolev spaces, finite element spaces, triangulations and the three finite element methods
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of Figure 1.1 for the Poisson model problem. It also gives a brief introduction to the data
structures and the MATLAB implementation.
Chapter 3 motivates and studies residuals of the form (1.3). The chapter continues
with an explanation of the equilibration error estimator design after Braess and Luce-
Wohlmuth and of the Curl postprocessing. The final part of the chapter concerns the
standard residual-based error estimator and its efficiency as well as a novel variant with
explicit reliability constants that render it a guaranteed upper bound.
Chapter 4 studies a generalised Poisson model problem with mixed homogeneous
boundary conditions and a discontinues diffusion tensor, also for three dimensions and
domains with curved boundaries. For all three finite element methods under considera-
tions, guaranteed upper bounds for the energy error are derived and validated in many
numerical benchmark examples from the literature.
Chapter 5 concerns the Stokes problem and commences with the discretisation by
the mini finite element method and its error analysis, which is valid also for other con-
forming discretisations. The second part studies the nonconforming discretisation with
Crouzeix-Raviart elements. The efficiency of the derived guaranteed upper bounds for
both methods is examined in five benchmark problems.
Chapter 6 studies the obstacle problem. The first part introduces the setting of this
variational inequality and its conforming discretisation. Then, the details of the Braess
methodology are explained to achieve guaranteed upper bounds for the energy error with
several overhead terms and explicit constants. Moreover, efficiency for affine obstacles is
proven and verified in some numerical benchmark examples.
Appendix A shows the main parts of the MATLAB implementation and gives an over-
view of the content of the data carrier that comes with this thesis.
Appendix B lists and explains all notation that is used throughout the thesis.
Conclusions and Outlook
The main conclusion of this thesis is that guaranteed error control with sharp efficiency
indices is indeed possible for all problems under considerations with a typical overestim-
ation of the guaranteed error bound by a factor 1 to 4.
The suggested postprocessing allows improvement of the efficiency of any equilibration
error estimator at very low extra effort. Naturally, the gain of efficiency is limited by the
influence of the overhead terms. They are the reason for the slightly worse efficiency
indices in the numerical examples for the Stokes problem (about 1 to 4) compared to
the efficiency indices for Poisson problems (close to 1). The rather pessimistic values
for the constant c0 from (1.7), which enter the guaranteed upper bounds, lead to some
unnecessary overestimation. Better knowledge and improved guaranteed lower bounds
for c0, e.g., by numerical solve of the associated general eigenvalue problem, might
improve the efficiency of the error estimators dramatically. For obstacle problems, at least
those with affine obstacles, the overhead terms are of higher order and yield efficiency
indices between 1 and 2. The combination of the postprocessing with the mean correction
is able to reduce the influence of the oscillation terms on coarse meshes.
However, the theory of this thesis is not limited to these three problems and also
not limited to error control in terms of energy norms. Further applications include
linear elasticity, convection-diffusion-reaction partial differential equations or nonlinear
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problems as Poisson problems with friction. All techniques also transfer to parabolic
partial differential equations. Furthermore, goal-oriented error estimation is possible
through duality techniques and Riesz representation of the goal functional. The efficiency
of the error estimators for the energy norm directly influences the sharpness of the
guaranteed bounds for the goal error.
A further challenge, vital to nonlinear problems, is the inexact solve. In this case the
discrete solution looses its Galerkin orthogonality property which is a prerequisite for the
equilibration designs of Braess and Luce-Wohlmuth. However, as in the case of obstacle
problems, the discrete solution solves a perturbed problem with a different right-hand
side that can be analysed instead and causes another extra term in the guaranteed upper
bound that measures the truncation error of the iterative solver.
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2 Theoretical Preliminaries
This chapter recalls theoretical preliminaries needed for the mathematical modeling and
the numerical analysis in the thesis.
2.1 Functional Analysis for Sobolev Spaces
The following section gives a very short introduction to Sobolev spaces. A complete and
more detailed introduction can be found in textbooks like Grisvard (1985) or Evans and
Gariepy (1992).
2.1.1 Sobolev Spaces
Here and throughout, Ω Ă Rn denotes some Lipschitz domain in n “ 2 or n “ 3 di-
mensions with polygonal or polyhedral boundary BΩ and outer normal vector ν. The
boundary may consist of some closed Dirichlet part ΓD with positive surface measure
and some (possibly empty) Neumann part ΓN – BΩzΓD. The space LppΩ; Rmq denotes
the Lebesgue spaces of Lp-integrable functions over Ω with m components and LplocpΩq
contains all functions that are Lp integrable on every open subset ω ĂĂ Ω that is com-
pactly contained in Ω. The function space CkCpΩ; R
mq denotes all k times differentiable
functions with compact support in Ω, while CDpΩ; Rmq denotes the continuous functions
with zero boundary conditions along ΓD.
Definition 2.1.1 (Weak Derivative). The function gj P L1locpΩ; R
mq is called a weak derivative
of v P L1locpΩ; R
mq with respect to xj, j “ 1, . . . , n, if the integration by parts formula
ˆ
Ω
v ¨ Bϕ{Bxj dx “ ´
ˆ
Ω
gj ¨ ϕ dx holds for all ϕ P C1CpΩ; R
mq.
In this case, gj is abbreviated with Bv{Bxj and if all partial derivatives exist, Dv “ pBv{Bx1, . . . ,
Bv{Bxnq P L1locpΩ; R
mˆnq denotes the weak gradient of v.
Definition 2.1.2 (Sobolev Spaces). The Sobolev space H1 consists of all L2 functions whose
weak gradient is also in L2, i.e.,
H1pΩ; Rmq –
␣
v P L2pΩ; Rmq
ˇ
ˇDv P L2pΩ; Rmˆnq
(
.
The space of all L2 functions with divergence in L2 reads
Hpdiv, Ω; Rmˆnq –
␣
v P L2pΩ; Rmˆnq
ˇ
ˇ div v P L2pΩ; Rmq
(
.
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Definition 2.1.3 (Dual Space and Dual Norm). The dual space B‹ of some Banach space
B with respect to the norm ∥¨∥ consists of all bounded linear functionals F : B Ñ R, i.e.




Remark 2.1.4. The dual space of LppΩ; Rmq is (by Hölder inequality) the space LqpΩ; Rmq with
1{p ` 1{q “ 1.
In the following, the codomain of a function space is omitted if m “ 1, e.g., L2pΩ; R1q “
L2pΩq and Hpdiv, Ω; R1ˆnq “ Hpdiv, Ωq. Moreover, ∇v “ Dv denotes the derivative for
scalar-valued functions v P H1pΩq.
2.1.2 Traces of Sobolev Functions
Since Lebesgue function are defined up to sets of measure zero, the existence of well-
defined traces in L2pBΩq along the boundary BΩ is not obvious. However, under certain
regularity assumptions they exist.
Theorem 2.1.5 (Existence of Traces (Evans and Gariepy, 1992; Temam, 2001)). For a bound-
ed Lipschitz domain Ω there exists a bounded linear operator T : H1pΩq Ñ L2pBΩq, called trace
operator, such that
(a) Tpvq “ v on BΩ for all v P H1pΩq X CpΩq, and,
(b) for all q P Hpdiv, Ωq and v P H1pΩq, it holds
ˆ
BΩ
Tpq ¨ νqv ds “
ˆ
Ω
v div q dx `
ˆ
Ω
Dv ¨ q dx.





vpxq dx for y P BΩ and v P H1pΩq
and can be found in Evans and Gariepy (1992, Theorem 1 on page 133). A proof of (b) is
given in Temam (2001, Theorem 1.2 on page 7) where Hpdiv, Ωq is named as EpΩq.
Remark 2.1.6. Actually, the normal flux qν in the left-hand side of (b) is an element of the
dual space H´1{2pBΩq of H1{2pBΩq Ą L2pBΩq. Therefore, the integral is to be understood in a
distributional sense. However, to facilitate a simple notation we abide by the integral notation and
usually we consider Hpdiv, Ωq functions with trace in L2pBΩq. Moreover, T is omitted in the
sequel.
Definition 2.1.7. The space of functions with zero trace along ΓD reads
H1DpΩq – tv P H
1pΩq
ˇ
ˇ v “ 0 along ΓDu.
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2.1.3 Basic Inequalities
This subsection collects some basic inequalities related to Sobolev spaces. Although these
inequalities are formulated for scalar-valued functions here, they hold verbatimly for
vector-valued functions.
Theorem 2.1.8 (Poincaré Inequality). Let Ω be a Lipschitz domain with C1 boundary. There
exists a constant CPpΩq of Ω such that, for any function v P H1pΩq with
ffl
Ω v “ 0, it holds
∥v∥L2pΩq ď CPpΩq diampΩq ∥∇v∥L2pΩq .
The constant CPpΩq is invariant under rescaling of Ω.
Proof. A proof can be found in Evans (2010, Theorem 1 on page 275).
Remark 2.1.9. On convex domains Ω Ă Rn in any dimension n P N, it holds CPpΩq ď 1{π
(Payne and Weinberger, 1960; Bebendorf, 2003). For triangular domains T Ă R2, Laugesen and
Siudeja (2010) recently showed the refined result CPpTq ď 1{j1,1 with the first positive root j1,1 of
the Bessel function J1.
Theorem 2.1.10 (Friedrichs Inequality). Let Ω be a Lipschitz domain and Γ Ă BΩ with
nonzero n ´ 1 dimensional Hausdorff measure. There exists a constant CFpΩ, Γq such that, for
any function v P H1pΩq with v “ 0 along Γ, it holds
∥v∥L2pΩq ď CFpΩ, Γq diampΩq ∥∇v∥L2pΩq .
The constant CFpΩ, Γq is invariant under rescaling of Ω.
Proof. A proof can be found in Braess (2007, page 30).
Theorem 2.1.11 (Trace Theorem). Let Ω be a Lipschitz domain and Γ Ă BΩ with nonzero n ´ 1
dimensional Hausdorff measure. Then there exists a constant CTpΩq, such that, for any function
v P H1pΩq with v “ 0 along Γ, it holds
∥v∥L2pBΩq ď CTpΩ, Γq diampΩq1{2 ∥∇v∥L2pΩq .
The constant CTpΩ, Γq is invariant under rescaling of Ω.
Proof. Brenner and Scott (2008, Theorem 1.6.6 on page 39) prove





A Friedrichs inequality estimates ∥v∥1{2L2pΩq on the right-hand side and concludes the proof
with CTpΩ, Γq – CCFpΩ, Γq1{2.
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2.1.4 Helmholtz Decomposition
The following theorem establishes the Helmholtz decomposition of vector fields into











for n “ 2 and v P H1pΩq,







‚ for n “ 3 and v P H1pΩ; R3q.
(2.1)
To handle n “ 2, 3 simultaneously, assume s – 1 for n “ 2 and s – 3 for n “ 3. For the
following theorem, recall Definition 2.1.7 of H1DpΩq and recall that ν denotes the outer
unit normal vector of Ω along BΩ.
Theorem 2.1.12 (Helmholtz Decomposition). Let Ω be a bounded (simply connected) Lipschitz
domain. Given any p P L2pΩ; Rnq and a symmetric, uniformly positive tensor S P L8pΩ; Rnˆnq,
there exist α P H1DpΩq and β P H
1pΩ; Rsq with Curl β ¨ ν “ 0 on ΓN such that
Sp “ S∇α ` Curl β.
This split is orthogonal in the sense that
(a)
´
ΩpSpq ¨ ∇v dx “
´
ΩpS∇αq ¨ ∇v dx for all v P H1DpΩq
(b)
´
Ω p ¨ Curl w dx “
´
ΩpS
´1 Curl βq ¨ Curl w dx for all w P H1pΩ; Rsq.
Proof. The Lax-Milgram theory yields a unique solution α P H1DpΩq for (a) with S∇α ¨ ν “
Sp ¨ ν along ΓN . The remainder q – Spp ´ ∇αq is divergence-free, i.e. q P Hpdiv, Ωq with
div q “ 0, and satisfies q ¨ ν “ 0 along ΓN . Standard results in higher analysis, such as
Theorem 3.1 (for n “ 2) and Theorem 3.4 (for n “ 3) from Girault and Raviart (1986)
ensure the existence of some β P H1pΩ; Rsq with q “ Curl β. An integration by parts and
a density argument yields (b).
2.2 Finite Element Spaces
Weak formulations of the model problems in this work lead to the test function spaces
H10pΩq and Hpdiv, Ωq as well as L
2pΩq. Finite element methods discretise these spaces
and employ generalised splines on subdomains, i.e. triangles or tetrahedra. This section
introduces suitable ansatz functions for a single subdomain, while the next section in-
troduces regular triangulations which connect these subdomains and allow for global
interpolation on the whole domain.
2.2.1 Finite Elements in the Sense of Ciarlet
The following introduction to finite elements follows the outline in Brenner and Scott
(2008) and the basic concepts of Ciarlet (1978).
Definition 2.2.1 (Finite Element in the Sense of Ciarlet (1978)). The triple pT,P , Lq defines a
finite element in the sense of Ciarlet if
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Figure 2.1: Lagrange (1-3), Crouzeix-Raviart (4) and Raviart-Thomas finite elements (5).
1. T Ă Rn is a bounded closed set with nonempty interior and piecewise smooth boundary,
2. P is a finite-dimensional space of functions on T,
3. L “ tL1, L2, ¨ ¨ ¨ , LNu is a basis of P‹.
2.2.2 Lagrange, Crouzeix-Raviart and Raviart-Thomas Finite Elements
This subsection introduces the three best-known finite element classes illustrated in
Figure 2.1. The markings in this figure relate to the linear functionals L1, L2, . . . , LN or the
degrees of freedom of the finite elements. In the following, δjk refers to the Kronecker
delta, i.e., δjk “ 1 if j “ k and δjk “ 0 otherwise.
Definition 2.2.2 (Local Polynomial Spaces). Given some triangle (for n “ 2) or tetrahedron
(for n “ 3) T, the polynomials of degree k are denoted by PkpTq. The set of Raviart-Thomas
functions of order k on T reads
RTkpTq –
␣
v P Pk`1pT; Rnq
ˇ
ˇ Da0, a1, . . . , an P PkpTq @x P T, vpxq “ pa1, . . . , anq ` a0x
(
.
Definition 2.2.3 (Local Nodal Basis Function). Given some triangle (for n “ 2) or tetrahedron
(for n “ 3) T “ convtP1, . . . , Pn`1u, the local nodal basis function ϕPj of the node Pj is defined
by
ϕPj P P1pTq and ϕPj pPkq “ δjk for all k “ 1, . . . , n ` 1.
Remark 2.2.4. The nodal basis functions ϕP1 , . . . , ϕPn`1 coincide with the barycentric coordinates










Furthermore, they define a basis of P1pTq.
Theorem 2.2.5 (Lagrange Finite Elements). Let T “ convtP1, . . . , Pn`1u be some triangle
(for n “ 2) or tetrahedron (for n “ 3) with center midpTq and sides E1, . . . , En`1 enumerated
as shown in Figure 2.2, i.e. Ej – convtPk
ˇ
ˇ k “ 1, . . . , n ` 1 & k ‰ ju. The points Rjk :“
pPj ` Pkq{2 denote the edge midpoints for 1 ď j ă k ď n ` 1 (and coincide with the centers of
E1, . . . , E3 for n “ 2). Furthermore, consider the point evaluations ϱxpvq – vpxq for v P P2pTq
and any x P T.
(a) The triple pT,P0pTq, pϱmidpTqqq defines a finite element in the sense of Ciarlet.







Figure 2.2: Standard enumeration of vertices and faces in a triangle. The vertex Pj is opposite
to the face Ej.
(b) The triple pT,P1pTq, pϱP1 , . . . , ϱPn`1qq defines a finite element in the sense of Ciarlet.
(c) The triple pT,P2pTq, pϱP1 , . . . , ϱPn`1 , ϱRjk for 1 ď j ă k ď n ` 1qq defines a finite element in
the sense of Ciarlet.
Proof. Assertion (a) is trivial. The barycentric coordinates ϕP1 , . . . , ϕPn`1 define a basis of
P1pTq. Since ϱPj pϕPk q “ δjk and dimP1 “ dimP‹1 “ n ` 1, the functionals ϱP1 , . . . , ϱPn`1
define a basis of P1pTq‹. This proves (b). For (c) and P2pTq with dimension dimP2pTq “
pn ` 2qpn ` 1q{2, consider the same number of functions
ϕ̂Pj “ ϕjp2ϕj ´ 1q for j “ 1, . . . , n ` 1 and
ϕ̂Rjk “ 4ϕPj ϕPk for 1 ď j ă k ď n ` 1.
These functions satisfy ϱXpϕ̂Yq “ δXY for any X, Y P tP1, P2, P3, Rjk for 1 ď j ă k ď n ` 1u
and therefore are a valid dual basis.
Theorem 2.2.6 (Crouzeix-Raviart Finite Element). Let T “ convtP1, . . . , Pn`1u be some





v ds for j “ 1, . . . , n ` 1 and v P P1pTq
The Crouzeix-Raviart basis functions
ψjpxq – 1 ´ nϕj for j “ 1, . . . , n ` 1
form a dual basis for pL1, . . . , Ln`1q and so the triple pT,P1pTq, pL1, . . . , Ln`1qq defines a finite
element in the sense of Ciarlet.
Proof. By linearity, it follows ϕjpmidpEkqq “ p1 ´ δjkq{n and the Crouzeix-Raviart basis
functions satisfy ψjpmidpEkqq “ δjk and so form a dual basis of tL1, . . . , Ln`1u.
Theorem 2.2.7 (Raviart-Thomas Finite Element). Let T “ convtP1, . . . , Pn`1u be some





v ¨ νT|Ej ds for j “ 1, . . . , n ` 1 and v P RT0pTq
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for j “ 1, . . . , n ` 1.
satisfy
(a) Ljpϑkq “ δjk, and ϑkpxq ¨ νT|Ej “ δjk{
Ej for x P Ej,
(b) the set tϑ1, . . . , ϑn`1u is a basis of RT0pTq, and
(c) the triple pT, RT0pTq, pL1, L2, . . . , Ln`1qq defines a finite element in the sense of Ciarlet.
Proof. Easy geometrical considerations show px ´ Pjq ¨ νT|Ej “ n |T| {
Ej for x P Ej and
px ´ Pkq ¨ νT|Ej “ 0 for x P Ej and k ‰ j. This proves (a). For the proof of (b) it is easy to
check that ϑj P RT0pTq for j “ 1, . . . , n ` 1 and their linear independency follows from (a).
Since, dimpRT0pTqq “ n ` 1 this proves (b). The last assertion (c) follows directly from (a)
and (b) similar to the theorems above.
2.2.3 Regular Triangulations and Related Notation
Triangulations are the main tool for domain discretisation in finite element methods and
are the topic of this subsection.
Definition 2.2.8 (Triangulation). A triangulation T of some polyhedral Lipschitz domain Ω
consists of n-dimensional closed triangles (for n “ 2) or tetrahedra (for n “ 3) T P T , called
elements, such that
Ť
TPT “ Ω. The set of all vertices in the triangulation is denoted by N
and the set of all sides (edges for n “ 2 and faces for n “ 3) in the triangulation is denoted by
E . The subsets EpBΩq – tE P E
ˇ
ˇ E Ď BΩu contains all sides along the boundary BΩ, while
EpΩq – EzEpBΩq contains all interior sides.
Definition 2.2.9 (Regular Triangulation). A triangulation is called regular if the intersection
of any two elements T1, T2 P T with T1 ‰ T2 equals T1 X T2 “ ∅ or
T1 X T2 “ convtz1, . . . , zku for 1 ď k ď n nodes z1, . . . , zk P N .
(Hence, the intersection equals a single node, an edge or a face of the triangulation.) For mixed
boundary conditions there is the additional condition that the intersection of any boundary edge
E P EpBΩq with ΓD satisfies
E X ΓD “ E or E X ΓD “ ∅.
Figure 2.3 displays some examples for triangulations that satisfy or violate these condi-
tions.
To simplify the presentation in the rest of this thesis some notation is in order. First,
there are several local subsets of E , T and N , namely
N pEq – tz P N
ˇ
ˇ z P Eu and T pEq – tT P T
ˇ
ˇ E Ă BTu for E P E ,
N pTq – tz P N
ˇ
ˇ z P Tu and EpTq – tE P E
ˇ
ˇ E Ă BTu for T P T ,
Epzq – tE P E
ˇ
ˇ z P Eu and T pzq – tT P T
ˇ
ˇ z P Tu for z P N .
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Figure 2.3: One regular (left) and two non-regular (middle and right) triangulations.
Second, there are different types of patches that are





for z P N ,





for E P E ,
the element patch ωT –
ď
zPN pTq
ωz for T P T .
Third, the boundary sides EpBΩq split into the Dirichlet and Neumann sides
EpΓDq – tE P EpBΩq
ˇ
ˇ E Ď ΓDu and EpΓNq – EpBΩqzEpΓDq.
The associated sets of triangles read
T pΓDq – tT P T
ˇ
ˇ EpTq X EpΓDq ‰ ∅u and T pΓNq – tT P T
ˇ
ˇ EpTq X EpΓNq ‰ ∅u.
Similarly, there there are Dirichlet boundary nodes
N pΓDq – tz P N
ˇ
ˇ z P ΓDu.
The remaining nodes form the set of free nodes,
M – N zN pΓDq.
2.2.4 Interpolation Operators and Finite Element Spaces
This subsection applies the results on finite elements of Subsection 2.2.2 to each element
of a regular triangulation and so defines interpolation operators on Ω. Furthermore
this subsection defines finite element approximation spaces as the codomains of these
operators. Such approximation spaces are required for the finite element methods of
Section 2.3.
Definition 2.2.10 (Local Interpolant). Let pT,P , Lq be some finite element with dual basis
tξ1, . . . , ξNu of L, i.e., Ljpξkq “ δjk. Furthermore, let v be some function for that Lpvq is well-
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The T -piecewise application of the local interpolant to a function in C8pΩq leads to
an interpolant that is defined on Ω. This global interpolant is broken in the sense that
it is possibly discontinuous along sides of the triangulation. However, depending on
the structure of the finite element, there are some continuity properties. The following
definitions introduce broken polynomial spaces and global basis functions to formalise
this.
Definition 2.2.11 (Broken Polynomial Spaces). For a collection T of elements, the set of
piecewise polynomials on









ˇ@T P T , v|T P P1pT q
)
.









ˇ@T P T , v|T P RT0pTq
)
.
Definition 2.2.12 (Global Basis Functions). For a given regular triangulation T , the nodal
basis function ϕz for some node z P N is given by
ϕz P P1pT q, and ϕzpyq –
#
1 for z “ y,
0 for z ‰ y P N .
Similarly, the Crouzeix-Raviart basis function ψE for some side E P E is given by
ψE P P1pT q, and ψEpmidpFqq –
#
1 for E “ F,
0 for E ‰ F P E .
Locally, these global basis functions coincide with the local basis functions of Theorems 2.2.5 and
2.2.6.
Finally, the Raviart-Thomas basis function ϑE P RT´1pT q for some side E P E with some
arbitrary but fixed oriented normal vector νE is given by
ϑEpxq|T – pνE ¨ νTq
1
n |T| px ´ Pq in x P T “ convtE, Pu P T pEq.
Furthermore ϑ ” 0 on T P T zT pEq. Locally, the function ϑE coincides with the local basis
functions of Theorem 2.2.7 on T P T pEq up to the sign νT ¨ νE P t´1, 1u.
Remark 2.2.13. Subsubsection 2.3.5.5 below explains how the orientation is fixed in the imple-
mentation for this thesis.
Notice that ϕz is continuous in Ω and that ψE is continuous in the midpoint midpEq of
the side E P E . The function ϑE ¨ νE is continuous along the side E P E . These continuity
properties are reflected in the following definitions of the interpolation operators and
their codomains.
Definition 2.2.14 (Nodal Interpolation and P1 Conforming Finite Element Space). The
application of the local interpolant of the P1 Lagrange finite element with the nodal basis functions
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ϕz from Definition 2.2.12 on each element T P T of some regular triangulation T leads to the
nodal interpolation




and to the P1 conforming finite element space
P1pT q X CpΩq “ IN pCpΩqq.
Definition 2.2.15 (Nonconforming Interpolation and Crouzeix-Raviart Finite Element
Space). The application of the local interpolant of the Crouzeix-Raviart finite element with the
basis functions ψE from Definition 2.2.12 on each element T P T of some regular triangulation T
leads to the nonconforming interpolation








and to the Crouzeix-Raviart nonconforming finite element space
CRpT q – P1pT q X CpmidpEqq “ INCpH1pΩqq.
Definition 2.2.16 (Fortin Interpolation and Raviart-Thomas Finite Element Space). The
application of the local interpolant of the lowest-order Raviart-Thomas finite element with the basis
functions ϑE and their oriented normal vectors νE from Definition 2.2.12 on each element T P T
leads to the Fortin interpolation
IRT :
`
Hpdiv, Ωq X L2`εpΩq
˘





q ¨ νE ds
˙
ϑE
and to the Raviart-Thomas finite element space
RT0pT q –
␣
q P RT´1pT q
ˇ
ˇ@E P EpΩq, q ¨ νE P CpEq
(
“ IRTpHpdiv, Ωq X L2`εpΩqq.
The additional constraint q P L2`εpΩq for some ε ą 0 implies that the integral
´
E q ¨ νE ds exists
for any E P E , cf. Brezzi and Fortin (1991, Section III 3.3, p. 125) for an explanation on this.
2.2.5 Useful Identities
The first identity is the point of departure for many explicit estimates connected to traces
of Sobolev functions along the sides E of a triangulation T .
Lemma 2.2.17 (Trace Identity). Given a function w P H1pTq on an element T “ conv tE, tPuu











px ´ Pq ¨ ∇w dx.
Proof. The proof employs Theorem 2.1.5.(b) with divpx ´ Pq “ n and the fact that px ´
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Pq ¨ νT|E “ n |T| { |E| for x P E and px ´ Pq ¨ νT “ 0 for x P BTzE.
The next formula is a very handy tool to compute the entries of mass matrices that
involve powers of nodal basis functions.
Lemma 2.2.18. For an element T “ conv tP1, . . . , Pn`1u with nodal basis functions ϕP1 , . . . ,
ϕPn`1 and α1, . . . , αn`1 P N0, it holds
ˆ
T
ϕα1P1 ¨ ¨ ¨ ϕ
αn`1
Pn`1 dx “ n! |T|
α1! ¨ ¨ ¨ αn`1!
pn ` α1 ` . . . ` αn`1q!
.
Proof. The factor n! |T| stems from the transformation to the reference tetrahedron Tref –
conv t0, e1, . . . , enu where ej is the unit vector in the j-th coordinate direction. In fact, it is
the determinant of the gradient of the affine transformation
B : Tref Ñ T, Bpxq “ P1 ` x
´
pP2 ´ P1qT, pP3 ´ P1qT, . . . , pPn`1 ´ P1qT
¯
.
Note that x and Pj are treated as row vectors. On Tref the nodal basis functions read




xj, and ϕref,j`1pxq – xj for j “ 1, . . . , n.
An iterated integration by parts shows, for any k P t1, . . . nu, fixed γ, β P N0 and fixed



































ϕα1ref,1 ¨ ¨ ¨ ¨ ϕ
αn`1
ref,n`1 dx















xjqαn`1 dx1 . . . dxn´1 dxn
“
α1!αn`1!















xjqα1`αn`1`1 dx2 . . . dxn´1 dxn
“ ... “
α1! ¨ ¨ ¨ αn`1!
pn ` α1 ` . . . ` αn`1q!
.
This completes the proof.
The following lemma provides an explicit formula for a term that occurs frequently in
estimates that involve the trace identity (Theorem 2.2.17).
Lemma 2.2.19. For an element T “ conv ttPu Y Eu “ convtP, P2, . . . , Pn`1u with side E P
EpTq, its opposite vertex P “ P1 P N pTq and spTq2 –
řn`1
j,k“1
Pj ´ Pk2 {2, it holds
∥‚ ´ midpTq∥2L2pTq “ |T|
spTq2
pn ` 2qpn ` 1q2
.
Proof. Let ϕ1, . . . , ϕn`1 denote the nodal basis functions of the element T with the vertices
P1, . . . , Pn`1. Then
x “ ϕ1pxqP1 ` . . . ` ϕn`1pxqPn`1 for x P T.














Pj ¨ Pkp1 ` δjkq |T| n!{pn ` 2q!.
Since























|Pj|2 ` |Pk|2 ´ 2Pj ¨ Pk
¯
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The combination of the last two equations concludes the proof.
Theorem 2.2.20 (Discrete Helmholtz decomposition). For a regular triangulation T of some
simply connected domain Ω Ă R2, it holds
P0pT ; R2q “ Curl
´
`








and the direct sum is orthogonal in L2pΩ; R2q.
Proof. The key arguments of the proof are the following. The dimensions of the involved
function spaces are








“ |N | ´ 1,
dimpCR0pT qq “ |EpΩq|
and mathematical induction shows
2 |T | “ |N | ` |EpΩq| ´ 1.
Hence, it remains to prove the orthogonality
ˆ
Ω
Curl ϕz ¨ ∇NCψE dx “ 0 for any z P N , E P EpΩq
which follows from an integration by parts and properties of ϕz and ψE. A complete proof
can be found in Arnold and Falk (1989) or Carstensen (2009).
2.3 Finite Element Method
This section explains the finite element method for the Poisson model problem, based on
the finite element spaces of Section 2.2.
2.3.1 Poisson Model Problem
For a polyhedral Lipschitz domain Ω with Dirichlet and Neumann boundary ΓD and ΓN
as in Section 2.1.1, the strong formulation of the Poisson model problem for given data
f : Ω Ñ R and g : ΓN Ñ R seeks u P C2pΩq with
´ divpS∇uq “ f in Ω, u “ 0 on ΓD and ∇u ¨ ν “ g on ΓN .
The variational setting employs the bilinear form
a : H1pΩq ˆ H1pΩq Ñ R, apu, vq –
ˆ
Ω
S∇u ¨ ∇v dx.
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The quantity S P L8pΩ; Rnˆnq is assumed to be symmetric and uniformly positive definite
with bounds 0 ă λmin,Ω ď λmax,Ω ă 8 such that
λmin,Ω ∥∇v∥2L2pΩq ď apv, vq ď λmax,Ω ∥∇v∥2L2pΩq for all v P H1pΩq.
The tensor S describes different physical behavior in subdomains, e.g. for modelling of
diffusion, dispersion or elasticity. The bilinear form a induces the energy norm




The right-hand side functional for the variational formulation reads
F : L2pΩq Ñ R, Fpvq –
ˆ
Ω




with some volume force or source field f P L2pΩq and Neumann boundary function
g P L2pΓNq.
2.3.2 Primal Formulation and Discretisation
The primal weak formulation seeks u P V – H1DpΩq – tv P H
1pΩq
ˇ
ˇ v “ 0 on ΓDu with
apu, vq “ Fpvq for all v P V. (2.3)
For |ΓD| ą 0, the Lax-Milgram theorem ensures unique solvability for the Hilbert space
pV, aq. For ΓD “ ∅, set V – H1pΩq{R. The finite element method replaces V by some
discrete space Vh and computes uh P Vh with
apuh, vhq “ Fpvhq for all vh P Vh. (2.4)
If Vh Ď V (as for the P1-conforming finite element space VpT q – P1pT q X V), the method
is called conform and leads immediately to the Galerkin orthogonality
apu ´ uh, vhq “ 0 for all vh P Vh. (2.5)
This property makes uh the Galerkin projection or best-approximation of u with respect
to the energy norm ~¨~ – ap¨, ¨q1{2 induced by a. This is the statement of Lemma 2.3.1.(a)
by Cea below.
Lemma 2.3.1. For a solution u P V of the weak problem (2.3) and a discrete solution uh P Vh Ă V
of the discrete problem (2.4) with Galerkin orthogonality (2.5), it holds
(a) ~u ´ uh~ “ infvhPVh ~u ´ vh~ (Cea’s Lemma) ,
(b) ~u ´ uh~
2
“ ~u~2 ´ ~uh~
2 .
Proof. Both assertions are an easy consequence of the Galerkin orthogonality (2.5).
If otherwise Vh * V, as for the Crouzeix-Raviart nonconforming finite element space
Vh “ CR0pT q – tvCR P CRpT q
ˇ
ˇ vCRpmidpEpΓDqq “ 0qu,
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the method is called nonconforming and replaces a by the extended mesh-dependent
bilinear form









S∇u|T ¨ ∇v|T dx
with energy norm ~¨~NC – aNCp¨, ¨q
1{2 on the broken Sobolev space H1pT q – tv P
L2pΩq
ˇ
ˇ v|T P H1pTq for all T P T u. The nonconforming finite element method for the
Poisson model problem seeks uNC P Vh with
aNCpuNC, vNCq “ FpvNCq for all vNC P Vh. (2.7)
Since aNCpu, vNCq ‰ FpvNCq in general, there is no Galerkin orthogonality. However, the
second lemma of Strang provides a generalisation of Cea’s Lemma.
Lemma 2.3.2 (Second Lemma by Berger, Scott and Strang). For a solution u P V of the weak
problem (2.3) and a discrete nonconforming solution uNC P Vh of the discrete problem (2.7), it
holds
~u ´ uNC~NC ď 2 infvNCPVh
~u ´ vNC~NC ` sup
wNCPVh
FpwNCq ´ aNCpu, wNCq
~wNC~NC
.
Remark 2.3.3. The first term on the right-hand side of the Strang lemma is called the approxima-
tion error, while the second term is the additional consistency error of the nonconformity.
Proof. The triangle inequality for any vNC P Vh yields
~u ´ uNC~NC ď ~u ´ vNC~NC ` ~vNC ´ uNC~NC .
The linearity of aNC and (2.7) show, for wNC “ uNC ´ vNC,
~wNC~
2
NC “ aNCpwNC, wNCq “ aNCpu ´ vNC, wNCq ` FpwNCq ´ aNCpu, wNCq.
A Hölder inequality in the first summand and division by ~wNC~NC gives
~wNC~NC ď ~u ´ vNC~NC `
FpwNCq ´ aNCpu, wNCq
~wNC~NC
.
Since this holds for all vNC P Vh, we can write the infimum in front of the first term. The
supremum in the second term comes for free and concludes the proof.
2.3.3 Dual Formulation and Discretisation
The dual formulation involves the space of Hpdiv, Ωq functions with homogeneous
Neumann boundary conditions along ΓN ,
HNpdiv, Ωq –
␣
q P Hpdiv, Ωq
ˇ
ˇ q ¨ ν “ 0 along ΓN
(
,
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and seeks p P HNpdiv, Ωq with p ¨ ν “ g along ΓN and u ˆ L2pΩq with
ˆ
Ω
S´1q ¨ r dx `
ˆ
Ω
div ru dx “ 0 for all r P HNpdiv, Ωq,ˆ
Ω
div qv dx “
ˆ
Ω
f v ds for all v P L2pΩq.
The first equation is a weak formulation of the substitution S∇u “ p and the second
equation is a weak formulation of ´ div p “ f . The Raviart-Thomas mixed finite element
method (MFEM) replaces HNpdiv, Ωq by QpT q – RT0pT q X HNpdiv, Ωq and L2pΩq by
P0pT q. The Neumann boundary conditions are approximated by the Raviart-Thomas









Then, the Raviart-Thomas MFEM seeks pRT P pN,RT ` QpT q and u0 P P0pT q with
ˆ
Ω
S´1 pRT ¨ qRT dx `
ˆ
Ω
div qRTu0 dx “ 0 for all qRT P QpT q,ˆ
Ω
div pRTv0 dx “
ˆ
Ω
f v0 ds for all v0 P P0pT q.
(2.8)
This linear system of equation computes the L2 best-approximation of σ and also σh as
stated in the following Lemma.
Lemma 2.3.4. The Raviart-Thomas solution pRT is the L2 best-approximation of σ and of the





















v0pdiv fT ` div qRTq dx
for qRT P RT0pT q and v0 P P0pT q.
The optimality conditions for a minimiser ppRT, u0q of L read
ˆ
Ω
S´1ppRT ´ σq ¨ qRT dx `
ˆ
Ω
div qRTu0 dx “ 0 for all qRT P QpT q,ˆ
Ω
div pRTv0 dx “
ˆ
Ω
f v0 ds for all v0 P P0pT q.
(2.9)
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Input: initial triangulation T0, tolerance δ ą 0
for ℓ “ 0, 1, 2, . . . do
SOLVE: Compute discrete minimiser uℓ P Vℓ;
ESTIMATE: Compute error estimator ηℓ;
if ηℓ ď δ then return;
MARK:
Compute refinement indicators ηpEq for every E P E ℓ and mark sides E ℓM Ď E ℓ
for bisection
REFINE: Apply red-green-blue-refinement (Algorithm 2.2) with input Tℓ and E ℓM to get
regular refinement Tℓ`1;
Algorithm 2.1: General layout of the AFEM loop.




S´1σ ¨ qRT dx “ ´
ˆ
Ω
∇u ¨ qRT dx “
ˆ
Ω
u div qRT dx “
ˆ
Ω
uT div qRT dx
where uT is the piecewise integral mean of u, i.e., uT |T –
ffl
T u dx for T P T . This leads to
the equivalence of the solutions ppRT, u0q of (2.9) and ppRT, u0 ` uT q of (2.8). The proof of
the second assertion is very similar and can be found in Braess (2007, Lemma 9.1 on page
181).
Another result from Bahriawati and Carstensen (2005, Theorem 7.1) shows that Raviart-
Thomas MFEM is in fact a postprocessing of the nonconforming Crouzeix-Raviart FEM in
the sense that
pRT “ S∇NCpuCR ´ fT p‚ ´ midpT qq{n
with the Crouzeix-Raviart solution puCR for the piecewise integral means fT |T –
ffl
T f dx
for T P T and gE |E –
ffl
E g ds for E P EpΓNq instead of f and g. The function midpT q is
the piecewise element center, i.e. midpT q|T – midpTq for T P T .
2.3.4 AFEM Algorithm
Algorithm 2.1 displays the principal loop of the adaptive finite element method (AFEM).
The input is an initial triangulation T0 for the level ℓ “ 0. On every level ℓ the first step is
to solve the discrete problem. Then, an error estimator measures the error (in this thesis
in the energy norm) between the unknown exact solution u and the discrete solution uℓ.
Local refinement indicators (that might be derived from local contributions of the error
estimator) lead to a set of sides that are marked for refinement. This is explained in the
subsequent Subsubsection 2.3.4.3. After the refinement the loop repeats until the error is
below some given tolerance.
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2.3.4.1 Remarks on Error Estimation
The optimality of the AFEM algorithm depends on the error estimator ηℓ and on the
refinement indicators. There are three important requirements.
(a) The error estimator should be reliable, i.e., ~u ´ uℓ~ ď Crelηℓ for some reliability
constant Crel. Guaranteed upper bounds satisfy Crel “ 1 and are desirable to guarantee that
the error is really below the target tolerance.
(b) The error estimator should be efficient, i.e., ηℓ ď Ceff ~u ´ uℓ~ for some efficiency
constant Ceff. This constant indicates the amount of overestimation and a constant close
to 1 is desirable.
(c) The refinement indicators ηpEq for E P E (that are not necessarily derived from the
error estimator) should be reliable and efficient locally, i.e. ηpEq is equivalent to the energy
error in a neighbourhood of E, to guarantee reasonable mesh refinement.
The explicit residual-based error estimator of Section 3.4 usually yields satisfactory and
computational cheap refinement indicators whereas its huge overestimation makes it less
useful as a termination criterion. More elaborate reliable, efficient and also sharp error
estimators are introduced in Chapter 3.
2.3.4.2 Remarks on Marking
There are various marking strategies. The implementation for this thesis relies on Dörfler
marking. For given refinement indicators ηpTq for each triangle T P T and some constant







Then, the set of marked sides reads EM –
Ť
TPTM EpTq. For θ “ 1 this yields TM “ T and
therefore uniform mesh refinement. Unless indicated otherwise, θ “ 0.5 is the default
value for all numerical experiments in this thesis. Similarly, refinement indicators for
sides ηpEq for each E P E can be applied and the Dörfler marking directly selects a set







2.3.4.3 Remarks on Mesh Refinement in 2D
The adaptive mesh refinement algorithm employs the red-green-blue refinement strategy.
This involves the concept of the reference edge. For every triangle T P T a reference edge
refpTq is chosen, e.g. the longest edge of the triangle. This reference edge is bisected if any
other edge of the triangle is marked for refinement.
Definition 2.3.5 (Red-Green-Blue-Refinement). Consider some triangle T P T with BT “
E1 Y E2 Y E3 and reference edge E1.
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T green(T) blueL(T)blueR(T)red(T)
Figure 2.4: Unrefined triangle and its red-, green- and blue-refinements. The reference edges
are hatched.
Input: triangulation T , reference edges refpTq for all T P T , marked edges EM ‰ ∅
CLOSURE: Extend EM such that each T P T with EpTq X EM ‰ ∅ satisfies refpTq P EM;
REFINE: Refine each triangle with EpTq X EM ‰ ∅ separately by red-refinement (if all
three edges are marked), blue-refinement (if two edges are marked) or green-refinement (if
one edge is marked) such that each edge in EM is bisected;
Algorithm 2.2: Red-green-blue adaptive mesh refinement algorithm.
(a) The red-refinement redpTq of T connects the midpoints of the edges E1, E2 and E3 and so
divides T into four congruent subtriangles.
(b) The blue-refinement of T connects the midpoint of E1 with the opposite node and with the
midpoint of one of the remaining two edges and so divides T into three subtriangles.
(c) The green-refinement of T P T connects the midpoint of E1 with the opposite node and so
divides T into two subtriangles.
Figure 2.4 displays all refinements and the inheritance of the (hatched) reference edges.
A red-refinement of each triangle T P T results in the red-refined triangulation redpT q
which is again regular. Algorithm 2.2 combines red-, green- and blue-refinement and
thereby allows local refinement of a mesh while other areas remain untouched. Carefully
note that the closure step in Algorithm 2.2 extends the set EM to prevent hanging nodes
which would lead to non-regular triangulations as in Figure 2.3. This algorithm follows
Carstensen (2004) and yields a shape regular series of triangulations in the sense of
Definition 2.3.6.
Definition 2.3.6 (Shape Regularity). A series of triangulations pTℓqℓPN0 is shape regular if the
quotient of the diameter hT and radius rT of the insphere of every T P
Ť
ℓPN0






Various important estimates require shape regular series of triangulations, see The-
orem 3.4.5 for an example.
Figure 2.5 shows a square domain with a marked triangle (all three edges are marked).
Then, the closure step in Algorithm 2.2 marks further edges to guarantee a regular trian-
gulation after application of the red-green-blue-refinement. The resulting triangulation is
depicted in the very right picture of Figure 2.5.




Figure 2.5: Exemplary adaptive mesh refinement of a square domain. The left picture shows
the (thick) marked edges, the middle image shows the marked edges after closure and the
right image shows the refined triangulation after red-green-blue refinement.
2.3.5 Implementation with the MATLAB Package AFEM
The implementation for this work was done in MATLAB and is based on the AFEM package
by Carstensen and Numerical Analysis Group, HU Berlin (2009).
2.3.5.1 Basic Data Structures
Within this package any regular triangulation T in n “ 2 dimensions is represented
by two arrays named c4n and n4e. The array c4n of size |N | ˆ 2 contains the two
coordinates for the nodes N of the triangulation T . The array n4e of size |T |ˆ 3 contains
the numbers of the three nodes of each element T P T in counter-clockwise order. The row
numbers in these arrays define the enumeration of the nodes and triangles. In the sequel
the notation Tk P T refers to the k-th triangle given by the k-th row n4e(k,:) of n4e.
The first two nodes n4e(k,1:2) define the reference edge refpTkq, which is additionally
marked for refinement by the closure step in Algorithm 2.2 whenever another edge of the
element is marked for refinement. The concept of the refinement edge prevents hanging
nodes and ensures shape regularity, see Subsubsection 2.3.4.3 above.
The boundary edges of the triangulation are represented by pairs of node numbers and
may be connected to Dirichlet or Neumann data. Depending on the type of the boundary
data the node pairs are part of the arrays n4sDb or n4sNb. This completes the basic data
structures that accompany any (user-defined) triangulation.
2.3.5.2 Side Enumerations
There are further enumerations derived from the basic data structures. The most important
one is n4s, which is of size |E | ˆ 2 and contains some enumeration of the edges in the
triangulation. The k-th edge connects two nodes whose numbers are the entries of
n4s(k,:). Listing 2.1 of AFEM computes n4s. Line 2 collects all node pairings in n4e
and line 3 and 4 remove the duplicates. The index set ind contains the element number
of the first occurrence. That means that the ordering of the nodes prescribed in Line 4 is
the same as in the first element that has this edge. This fixes an orientation of the normal
vectors of the interior edges which is a very important issue for the implementation of the
Raviart-Thomas finite element method.
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function n4s=computeN4s(n4e)




Listing 2.1: Listing for computeN4s.m
function s4n=computeS4n(n4e,n4s)
2 s4n = sparse(n4s(:,1),n4s(:,2),1:S,N,N);
s4n = s4n + s4n’;
4 end
Listing 2.2: Listing for computeS4n.m
Another enumeration array s4e with size |T | ˆ 3 contains the three edge numbers for
each triangle in counter-clockwise order. For instance, s4e(k,1) is the number of the
first edge between the first two nodes n4e(k,[1 2]) of the k-th triangle and s4e(k,3)
is the number of the third edge between the nodes n4e(k,[3 1]).
The structure s4n provides numbers of sides that connect neighbouring nodes. Since
not every two nodes share an edge in the triangulation, s4n is a sparse matrix of size
|E | ˆ |E | with the entries s4n(n4s(k,1),n4s(k,2))=k for k “ 1, . . . , |E |. Line 2 of
Listing 2.2 represents this relation. Line 3 adds the transpose such that also the other
permutation of the two nodes leads to the same result.
This gives only a little insight in the enumeration routines of AFEM. More enumerations
will be discussed at some later point as needed.
2.3.5.3 Quadrature in AFEM
For elementwise integration on a triangulation given by c4n and n4e and n4s, the AFEM
package offers the function integrate. This function computes Gauss quadrature points
on squares and transforms them to quadrature points for each triangle with the conical
product rule by Stroud (1971). The declaration of integrate reads
val = integrate(c4n,n4p,integrand,degree).
The second parameter is either n4e (for integration over elements) or n4s (for integration
over sides). The fourth input parameter defines the accuracy of the quadrature. Polynomi-
als up to degree are integrated exactly. The third input parameter defines the integrand
function handle, which must satisfy the prototype
integrandval = integrand(n4p,Gpts4p,Gpts4ref).
The function integrate calls integrand inside a loop over all Gauss points. Each
call transmits the input parameters G4pts4p, which is a list of the absolute coordinates
of the current Gauss point in each part, and Gpts4ref, which contains the barycentric
coordinates of the current Gauss point. The return value integrandval has to be of
dimension [nrParts n m] where nrParts is the number of parts and n and m is the
size of the function to be integrated, e.g. n=m=1 for scalar-valued functions. The return
value of integrate has the same dimensions.
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As an example, the linear function f px1, x2q “ x1 ` x2 is represented by the function
handle f=@(x)(x(:,1)+y(:,2)) and is exactly integrated (up to round-off errors)
with
integrate(c4n,n4e,@(n4p,Gpts4p,Gpts4ref)(f(Gpts4p)),1).
2.3.5.4 Implementation of P1, P2 and CR Finite Elements
The computations of best-approximations with P1 or P2 finite elements involve local
and global stiffness matrices and mass matrices for the discretisation of certain bilinear
forms. For instance, the computation of the P1 best-approximation in the energy norm





∇ϕk ¨ ∇ϕj dx
˙
j,k“1,...,N
for the N “ |N | nodal basis functions tϕ1, . . . , ϕNu of P1pT q X CpΩq. The global stiff-
ness matrix is a composition of local stiffness matrices. For the nodal basis functions





∇ϕPj ¨ ∇ϕPk dx
˙
j,k“1,...,n`1
and can be computed by the following lemma.













1 . . . 1







Note that the Pj are row vectors and recall that the ∇ϕj are treated as column vectors.





 1 . . . 1 1 1 . . . 1PT1 . . . PTj´1 x PTj`1 . . . PTn`1







 1 . . . 1 0 1 . . . 1PT1 . . . PTj´1 ek PTj`1 . . . PTn`1
 for k “ 1, . . . , n
where ek is the k-th unit vector. Then, Cramer’s rule for the linear system in the assertion
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grads = [1 1 1;c4n(n4e(k,:),:)’]\[0 0;eye(2)];
2 AlocalP1 = area * grads * grads’;
AlocalP2(1:3,1:3) = AlocalP1.*(4*eye(3)-1);
4 Atmp = 4*ones(3,1)*AlocalP1([6 3 2]);
Atmp = Atmp-diag(diag(Atmp));
6 AlocalP2(1:3,[5 6 4]) = Atmp;
AlocalP2([5 6 4],1:3) = Atmp’;
8 d = diag(AlocalP1);
d = d+d([2 3 1])+AlocalP1([2 6 3])’;
10 Atmp2 = diag(d);
Atmp2([2 3 6]) = AlocalP1([3 6 2]);
12 Atmp2 = Atmp2 + Atmp2’ - diag(diag(Atmp2));
AlocalP2(4:6,4:6) = 8*Atmp2;
14 AlocalP2 = AlocalP2/3;
Listing 2.3: Listing for the computation of AP2T of the k-th triangle with the nodes n4e(k,:)
in 2D.
and  1 . . . 1PT1 . . . PTn`1
 “ n! |T|
for the determinant of the system matrix concludes the proof.
The MATLAB code line
grads=[1,1,1;c4n(n4e(k,:),:)’]\[0,0;eye(2)]
exploits the formula of Lemma 2.3.7 to calculate the three gradients on the k-th triangle of
the 2D triangulation given by c4n and n4e. Then, grads*grads’ and a multiplication
with the area |T| of T gives the local stiffness matrix AP1T . The stiffness matrix of the P2
elements applies the characterisations in the proof of Theorem 2.2.5.(c) and the chain rule.














for 1 ď j ă k ď n ` 1.
Lengthy calculations and the application of Lemmas 2.2.18 and 2.3.7 to compute the
products of nodal basis functions and their gradients result in the MATLAB Listing 2.3 for
the computation of AP2T in two dimensions.
The computation of the L2 best-approximation argminpPP1pT q ∥p ´ f ∥
2
L2pΩq of some
given function f P L2pΩq leads to a linear system of equations MP1 x “ b that involves the




ϕk ϕj dx for j, k “ 1, . . . , N
and the nodal basis functions tϕ1, . . . , ϕNu of P1pT q X CpΩq.
Lemma 2.2.18 gives an explicit formula for the entries of the local P1 mass matrix on
34 C. Merdon: Guaranteed Error Control in Computations for PDEs











Notice that I is the identity matrix and 1 ` I denotes, as in MATLAB, a n ˆ n matrix
with two on the diagonal and one in all other entries. The local mass matrix for the















pn ` 1qpn ` 2q
p2 ´ n ` n2Iq.
Hence, MCRT is diagonal in n “ 2 dimensions. The products of the P2 basis functions as in
the proof of Theorem 2.2.5.(c) lead to products of up to four nodal basis functions that can
also be computed by Lemma 2.2.18.
2.3.5.5 Implementation of Raviart-Thomas Elements
This section concludes with some remarks on the implementation of Raviart-Thomas
elements. Theorem 2.2.7 already implies that a Raviart-Thomas function q P RTpTq on a








for j “ 1, . . . , 3. (2.10)
These functions are identical to the ones in Bahriawati and Carstensen (2005) up to the
factor
Ej which would have led to different properties in Theorem 2.2.7. In this thesis
however, the functions ϑj are used to represent q and getRTBasis from Listing 2.4
allows the evaluation of the three basis function in the 2D case at any point x P T. Up
to the correct numbering of nodes and edges, the code is straightforward. Remember
that P1 corresponds to n4e(:,1) and E1 from Figure 2.2 is the edge between P2 and P3.
However, the outcome val of getRTBasis matches the numbering in the enumeration
array s4e where the edge number of E1 is at the second position. This leads to the index
in Line 6 of Listing 2.4. Analogous considerations explain the indexing in Lines 7–8.
For the implementation of the mixed finite element method, which computes the L2
best-approximation of the gradient, one also needs the mass matrix of the Raviart-Thomas
basis functions. A neat formula is explained in Bahriawati and Carstensen (2005) and, up
to slight modifications, transfers to the basis functions used in this thesis.
Lemma 2.3.8 (Bahriawati and Carstensen (2005)). On any element T “ convtP1, P2, P3u
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function val=getRTBasis(pts,c4n,n4e,area4e)






8 val(:,:,2)=(pts - nodes1)./areas;
val(:,:,3)=(pts - nodes2)./areas;
10 val(:,:,1)=(pts - nodes3)./areas;
end
Listing 2.4: Listing for getRTBasis.m
function B=LocalRTMassMatrix(c4n,n4e,area4e)
2 if nargin<3, area4e=computeArea4e(c4n,n4e); end











14 bigM=permute(reshape(M*ones(1,size(n4e,1)),[6 6 size(n4e,1)]),[3 1 2]);
B=matMul(matMul(permute(bigN,[1 3 2]),matMul(bigM,bigN)),1./area4e)/48;
16 end











2 0 1 0 1 0
0 2 0 1 0 1
1 0 2 0 1 0
0 1 0 2 0 1
1 0 1 0 2 0









P R6ˆ6 and N “
¨
˝
0 P1 ´ P2 P1 ´ P3
P2 ´ P1 0 P2 ´ P3
P3 ´ P1 P3 ´ P2 0
˛
‚P R6ˆ3.
The MATLAB function LocalRTMassMatrix of Listing 2.5 calculates the local mass
matrices for the Raviart-Thomas basis functions by Lemma 2.3.8 for all triangles T P T of
some triangulation T . The submatrices bigM(j,:,:) and bigN(j,:,:) contain the
matrix M and N from Lemma 2.3.8 for the j-th triangle. The function matMul in Line 15
simultaneously multiplies two three-dimensional matrices elementwise along the first
dimension and so B(j,:,:) contains the local mass matrix of the j-th triangle.
On the two triangles that share one side, the normal fluxes are the same up to the
orientation of the normal vector they are based on. Therefore, to combine the local basis
functions to global basis functions, one has to choose an orientation for the normal vector
of each side. Let E “ BT` X BT´ be an interior edge which is shared by the two elements
T` and T´ of a given triangulation. In this thesis we assume, as do Bahriawati and
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Listing 2.6: Listing for computeSig4e.m
Carstensen (2005), that T´ is listed before T` in the structure n4e and that νE is the outer
unit normal vector of T` on E. Recall that the element number is given by the row number
in n4e. The new common AFEM function computeSig4e of Listing 2.6 computes an
array sig4e that contains a sign `1 or ´1 for each of the three edges of every element.
The structure matches s4e and its entries sig4e(j,k) “ pνEk ¨ νTj q|Ej define the sign of
the normal vector of the k-th edge in the j-th triangle, i.e. s4e(j,k). A sign 1 means that
the normal vector of the edge has the same orientation as the outer normal vector of the
triangle on that edge. A sign ´1 means that the orientation is opposite.
3 Residual-Based Error Estimation
This chapter deals with basic ideas and novel aspects of unified error estimation in the
spirit of the unified approach of Carstensen (2005) and Carstensen et al. (2012a).
3.1 Definitions and Motivation










σh ¨ ∇v dx for v P H1pΩq (3.1)
for given data f P L2pΩq, g P L2pΓNq, some discrete flux σh P P0pT ; Rnq and a piecewise
constant diffusion tensor S P P0pT0; Rnˆnq with respect to some regular triangulation T0.
The regular triangulation T is arbitrary but assumed to be a refinement of T0 to ensure
S P P0pT ; Rnˆnq. The smallest and largest eigenvalues of S on T P T are denoted by
λmin,T – minpeigpS|Tqq “ λmin,T |T and λmax,T – maxpeigpS|Tqq “ λmax,T |T. (3.2)
They define the piecewise values of the functions λmin,T P P0pT q and λmax,T P P0pT q.
The smallest eigenvalue in Ω is denoted by λmin,Ω.
Another notation of the residual (3.1) involves the normal jumps of σh.
Definition 3.1.1 (Normal Jumps of σh). The normal jump of σh on the side E P E reads






pσh|T´ ´ σh|T`q ¨ νT´ for E “ BT´ X BT` P EpΩq,
σh ¨ ν ´ g for E P EpΓNq,
0 for E P EpΓDq.






f v dx ´
ˆ
BT
σh ¨ νv ds “
ˆ
Ω





rσh ¨ νsEv ds.
The dual norm of Res from Definition 2.1.3 with respect to some subspace W Ă H1pΩq




Respvq{ ~v~ . (3.3)
If W “ V “ H1DpΩq the notation reduces to ~Res~‹.
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The end of this section recalls the Poisson model problem of Subsection 2.3.2 to motivate
the relevance of these quantities. The P1 conforming finite element method leads to the
residual
Respvq “ apu ´ uh, vq “
ˆ
Ω






S∇uh ¨ ∇v dx for v P V “ H1DpΩq
and ~¨~ “ ap¨, ¨q1{2. In case of homogeneous Dirichlet boundary conditions uD ” 0,
apu ´ uh, ¨q has the Riesz representation e – u ´ uh P H1DpΩq, and the following Lemma
from Brenner and Carstensen (2004) associates ~Res~‹ to the energy norm ~e~.
Lemma 3.1.2 (Error Residual Identity). For any v P V and the Riesz representation e P V with



















Proof. The proof follows from elementary algebra.
Lemma 3.1.2 has two consequences. Firstly, any v P V yields Respvq ď ~e~. Secondly,
v “ e{ ~e~ leads to the identity Respvq “ ~e~. Hence, ~e~ “ ~Res~‹. However, the
computation of v “ e{ ~e~ is as expensive as the computation of u itself and so it is more
reasonable to strive for bounds of ~Res~‹. While any v P V leads to guaranteed lower
bounds of ~Res~‹, the remaining parts of this chapter are devoted to the more elaborate
topic of guaranteed upper bounds.
3.2 Equilibration A Posteriori Error Estimators
This section deals with equilibration a posteriori error estimators that lead to guaranteed
upper error bounds for ~Res~‹ or error majorants in the sense of Repin (1999).
3.2.1 Introduction to Equilibration
As a point of departure, an integration by parts in (3.1) for any q P Hpdiv, Ωq with




p f ` div qqv dx `
ˆ
ΓN
pg ´ q ¨ νqv ds `
ˆ
Ω
pq ´ σhq ¨ ∇v dx for v P V.
(3.4)
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All integrals define linear maps in V‹ and their dual norms read






p f ` div qqv dx { ~v~ ,











pq ´ σhq ¨ ∇v dx { ~v~ .
The term γΓN pg ´ q ¨ νq relates to the trace of g ´ q ¨ ν P L
2pΓNq along ΓN . The notation
divpq ´ σhq P V‹ relates to some pseudo divergence that exists only as a linear functional
in V‹ and maps v P V to
divpq ´ σhqpvq – ´
ˆ
Ω
pq ´ σhq ¨ ∇v dx “
ˆ
Ω





rσh ¨ νsv ds.
The two latter terms stem from an elementwise integration by parts where divT is the
piecewise divergence operator.





Ωpq ´ σhq ¨ ∇v dxS1{2∇vL2pTq `
´
















Ωpq ´ σhq ¨ ∇v dxS1{2∇vL2pTq `
´





Epg ´ q ¨ νqv dsS1{2∇vL2pTq
¸2
.
Note that this allows slightly sharper estimates than those from Carstensen and Merdon
(2013), which are based on the triangle inequality
~Res~‹ ď ~divpσ ´ qq~‹ ` ~ f ` div q~‹ ` ~γΓN pg ´ q ¨ νq~‹ . (3.7)
Equilibration is the design of some q P Hpdiv, Ωq that (almost) satisfies the equilibration
conditions div q ` f “ 0 in Ω and g ´ q ¨ ν “ 0 along ΓN such that the last two terms
in (3.6) vanish (or are of higher order). For instance, designs with div ` fT “ 0 in Ω
and gE ´ q ¨ ν “ 0 along ΓN , allow to bound the last two terms in (3.6) essentially by the
40 C. Merdon: Guaranteed Error Control in Computations for PDEs
Figure 3.1: Example for some regular triangulation (left) and its dual mesh (right).
oscillations




∥hTp f ´ fTq∥2L2pTq
¸1{2











h1{2E pg ´ gE qL2pΓNq .




f dx for T P T and gE |E –
 
E
g ds for E P EpΓNq.
For (piecewise) H1 functions f P H1pT q or g P H1pEq, a piecewise Poincaré inequality
reveals the higher-order property in the sense that
oscp f , T q ď CPpT q
h2T ∇ fL2pΩq and oscpg, EpΓNqq ď CPpEpΓNqq h3{2E Bg{BsL2pΓNq
where CPpT q – maxTPT CPpTq and CPpEpΓNqq – maxEPEpΓNq CPpEq are the maximal
Poincaré constants for the set of elements and Neumann sides, respectively.

















This term can be minimised by mixed or least-square finite element methods in some
adequately subspace of Hpdiv, Ωq, e.g. Raviart-Thomas finite elements RT0pT q. However,
this effort might be considered too expensive. The novel equilibration error estimators
in Subsections 3.2.2 and 3.2.3 provide local designs of suitable q P Hpdiv, Ωq and explicit
upper bounds for all terms in (3.6), thence lead to fully computable guaranteed upper
bounds for ~Res~‹. Section 3.3 proposes a postprocessing for any equilibration error
estimator and so leads to an improved estimate of (3.8).












12 n4e_fine(1:6:end,:)=[n4e(:,1) nrNodes+[1:nrElems]’ nrNodes+nrElems+s4e(:,3)];
n4e_fine(2:6:end,:)=[n4e(:,1) nrNodes+nrElems+s4e(:,1) nrNodes+[1:nrElems]’];
14 n4e_fine(3:6:end,:)=[n4e(:,2) nrNodes+[1:nrElems]’ nrNodes+nrElems+s4e(:,1)];
n4e_fine(4:6:end,:)=[n4e(:,2) nrNodes+nrElems+s4e(:,2) nrNodes+[1:nrElems]’];
















Listing 3.1: Listing for refineDual.m
3.2.2 Design by Luce-Wohlmuth
Luce and Wohlmuth (2004) solve local problems around each node on the dual triangula-
tion T ‹ of T with sides E‹ and nodes N ‹ and compute some qLW P RT0pT ‹q.
The dual triangulation T ‹ is well-known in the finite volume methodology. In n “ 2
dimensions, it connects each center midpTq of an element T P T with the side midpoints
midpEpTqq and nodes N pTq and thus divides each element T P T into six subelements of
area |T| {6 and every side E P E into two subsides of length |E| {2. Figure 3.1 shows some
example triangulation and its dual mesh. Listing 3.1 displays MATLAB code that generates
the refined data structures c4n_fine, n4e_fine, n4sDb_fine and n4sNb_fine for
the dual mesh from the given triangulation data structures n4e, c4n, n4sDb and n4sNb.
For this, Line 10 enriches the nodes c4n by the coordinates of the element centers and the
edge midpoints. Every block n4e_fine(6*(j-1):6*j,:) generated in Lines 12–17
consists of the six child elements of the j-th triangle n4e(j,:). The array parents4e
contains the parent number in n4e for each child in n4e_fine. The rest of the code
generates the refined boundary data by bisection.
The dual mesh concept extends to tetrahedra T in n “ 3 dimensions. Here also the edge
midpoints are connected with the nodes and sides of T. This leads to 24 subtetrahedra of
equal volume and every face E P EpTq is divided into six triangles of area |E| {6.
For some vertex z P N , ϕ‹z denotes its nodal basis function with respect to the fine
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BC type dim QpT ‹pzqq




Table 3.1: Dimension of QpT ‹pzqq for different boundary conditions (BC) along Bω‹z X BΩ
for n “ 2 dimensions.
patch ω‹z – tϕ‹z ą 0u of the dual mesh T ‹ and the neighbouring elements T ‹pzq –
tT‹ P T ‹
ˇ
ˇ z P N ‹pTqu. Since σh P P0pT ; Rnq is continuous along Bω‹z X T for any T P T ,
the condition q ¨ ν “ σh ¨ ν P P0pE‹pBω‹z qq yields well-defined Neumann data along
the exterior boundary edges E‹pBω‹z q of ω‹z . The solve of the following local problems
determines the remaining fluxes over the interior edges E‹pzq – tE P E‹
ˇ
ˇ z P Eu.
The suggested design employs an interpolation f ‹ P P0pT ‹q of f P L2pΩq defined by
f ‹|T‹ – pn ` 1q
 
T
f ϕz dx for the n! subelements T‹ P T ‹ with N ‹pT‹q X N pTq “ tzu.
(3.9)




gϕz dx for the pn ´ 1q! subsides E‹ P E‹ with N ‹pE‹q X N pEq “ tzu.
(3.10)
This suffices to set up the local spaces
QpT ‹pzqq –
␣
τh P RT0pT ‹pzqq
ˇ
ˇ div τh ` f ‹ “ 0 in ω‹z & τh ¨ ν “ σh ¨ ν along Bω
‹
z zBΩ
& τh ¨ ν “ g‹ along Bω‹z X ΓN
(






Alternatively, Luce and Wohlmuth (2004) and Braess and Schöberl (2008) describe an
explicit design for the 2D case that influenced the implementation for this thesis. The
design here is very close to recent suggestions by Vohralík (2011) for finite volume
methods and mainly differs in the choice of f ‹. The next Lemma proves solvability of the
local problems.
Lemma 3.2.1. If z P M and Respϕzq “ 0, the affine space QpT ‹pzqq is non-empty. If z P
N pΓDq, the space QpT ‹pzqq is non-empty (without further assumptions). For n “ 2 dimensions,
the space QpT ‹pzqq has dimension 1 or 0 depending on the boundary case as given in Table 3.1.
Proof. The proof consists of three steps.
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Proof of non-emptiness of QpT ‹pzqq. The search of some q P QpT ‹pzqq for a free node







σh ¨ ν ds “ ´
ˆ
ωz
f ϕz dx. (3.12)
An integration by parts, div σh “ 0 on every T P T ‹, and
´




































σh ¨ ∇ϕz dx.
Hence, (3.12) is equivalent to Respϕzq “ 0. For Dirichlet boundary nodes z P N pΓDq, the
boundary Bω‹z X BΩ has at least one unconstrained Dirichlet side and the equilibration
condition (3.12) is not necessary. This concludes the proof for the existence of some
solution q P QpT ‹pzqq.
Proof of dim QpT ‹pzqq “ 1 for interior nodes z P N pΩq. The complete set of solutions
reads q ` Q0pT ‹pzqq with any q P QpT ‹pzqq and
Q0pT ‹pzqq –
␣
τh P RT0pT ‹pzqq
ˇ
ˇ div τh “ 0 in ω‹z & τh ¨ ν “ 0 along Bω
‹
z zΓD
& τh ¨ ν “ 0 along Bω‹z X ΓN
(
.
The dimension of QpT ‹pzqq equals the dimension of Q0pT ‹pzqq. Consider some element
q0 P Q0pT ‹pzqq. Since div q0 “ 0, it follows q0 P P0pT ; R2q and the discrete Helmholtz
decomposition (Theorem 2.2.20) yields
q0 “ ∇NCα ` Curl β
for some α P CR0pT ‹pzqq and β P P1pT ‹pzqq X Cpω‹z q with
´
ω‹z
β dx “ 0. An elementwise
integration by parts and div Curl β “ 0 shows
ˆ
ω‹z
∇NCα ¨ ∇NCα dx “
ˆ
ω‹z





αrq0 ¨ νEs ds ´
ˆ
Bω‹z
αq0 ¨ ν ds “ 0.
Hence, α P P0pT ; R2q and, because of the zero boundary on α, it follows α ” 0. It remains
q0 “ Curl β. The condition q0 ¨ ν “ ∇β ¨ τ “ 0 along Bωz leads to β “ cϕ‹z for some
constant c P R. This proves dim QpT ‹pzqq “ 1.
Proof of dim QpT ‹pzqq P t0, 1u for boundary nodes z P N pBΩq. For boundary nodes
z P N pBΩq, a similar argumentation shows q0 “ Curl β for some β P P1pT ‹pzqq X Cpω‹z q
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n CPpTq CNpEq Cn
1 - - 3.3094
2 0.2610 1.1474 4.6742
3 0.3183 1.9397 6.0596
Table 3.2: Values for the constants CPpTq, CNpEq and Cn from Theorem 3.2.2 for triangulations




β dx “ 0 and q0 ¨ ν “ ∇β ¨ τ “ 0 along BωzzBΩ. The remaining boundary




div q0 dx “
ˆ
Bω‹z
q0 ¨ ν ds “
ˆ
E1XE2
∇β ¨ τ ds.
This means that the flux on E1 is the exact opposite of the flux on E2. In case of one
constrained Neumann side both fluxes are fixed (by zero) and it follows β P P0pω‹z q,
hence β “ 0 and dim Q0pT ‹pzqq “ 0. Otherwise, in case of full Dirichlet boundary, we
have again β “ cϕ‹z and dim Q0pT ‹pzqq “ 1. This leads to the dimensions shown in
Table 3.1 and concludes the proof.
The following theorem states the equilibration properties and explicit constants for this
design.









for E P EpΓNq
and q “ qLW bound the terms in (3.6), for all T P T and all E P EpΓNq X EpTq, by
´
Tp f ´ f
‹qv dxS1{2∇vL2pTq ď CPpTq
hTλ´1{2min,Tp f ´ f ‹qL2pTq ď CPpTqCn hTλ´1{2min,Tp f ´ fTqL2pTq ,´
Epg ´ g
‹qv dxS1{2∇vL2pTq ď CNpEq
h1{2E λ´1{2min,Tpg ´ g‹qL2pTq
ď CNpEqCn´1
h1{2E λ´1{2min,Tpg ´ gEqL2pEq .
The associated dual norms from (3.5) for q “ qLW are bounded by
~ f ´ f ‹~
‹
ď CPpT q
hT λ´1{2min,T p f ´ f ‹qL2pΩq ď CPpT qCn oscp f λ´1{2min,T , T q,




h1{2E λ´1{2min,E pg ´ g‹qL2pΓNq
ď CNpEpΓNqqCn´1 oscpgλ´1{2min,T , EpΓNqq.
Proof. Proof of assertions that involve f ‹. With |T X ω‹z | “ |T| {pn ` 1q and the partition of
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unity property, it follows
ˆ
T





f ‹ dx “
ÿ
zPN pTq








This orthogonality, a Cauchy inequality and a Poincaré inequality on T with Poincaré
constant CPpTq result in
ˆ
T
p f ´ f ‹qv dx “
ˆ
T
p f ´ f ‹qpv ´ vT q dx
ď CPpTq
hTλ´1{2min,Tp f ´ f ‹qL2pTq λ1{2min,T ∥∇v∥L2pTq .
A triangle inequality yields










The formula ∥ϕz∥2L2pTq “ n! |T| 2{p2 ` nq! from Lemma 2.2.18 and |T X ω‹z | “ |T| {pn ` 1q
show




p f ´ fTqϕz dx
˙2
|T X ω‹z | { |T|2
“ pn ` 1q3 ∥p f ´ fTqϕz∥2L1pTq |T|´1
ď pn ` 1q3 ∥ϕz∥2L2pTq ∥ f ´ fT∥2L2pTq |T|´1
“ pn ` 1q3p2n!{p2 ` nq!q ∥ f ´ fT∥2L2pTq .
The summation over all n ` 1 nodes z P N pTq reveals
ÿ
zPN pTq
∥ fT ´ f ‹∥2L2pTXω‹z q ď pn ` 1q
4p2n!{p2 ` nq!q ∥ f ´ fT∥2L2pTq
and the combination with (3.13) concludes the proof of the first assertion. The global
estimate for ~ f ´ f ‹~
‹
follows from a Cauchy inequality in R|T |.
Proof of assertions that involve g‹. Consider some Neumann boundary side E P EpΓNq X
EpTq and some test function v P V. Since ´Epg ´ g‹q ds “ 0, one can subtract an arbitrary
constant vE P P0pEq such that
ˆ
E
pg ´ g‹qv ď ∥g ´ g‹∥L2pEq ∥v ´ vE∥L2pEq .
The trace identity (Lemma 2.2.17) on ωE “ T “ convtE, Pu shows










px ´ Pq ¨ ∇ppv ´ vEq2q dx








∇ppv ´ vEq2qL1pωEq . (3.14)
The chain rule and the Poincaré inequality (now with fixed constant vE –
ffl
ωE
v dx) yields∇ppv ´ vEq2qL1pωEq “ ∥2pv ´ vEq∇v∥L1pωEq ď 2 ∥v ´ vE∥L2pωEq ∥∇v∥L2pωEq
ď 2CPpωEq diampωEq ∥∇v∥2L2pωEq .
Another Poincaré inequality in the first term of (3.14) and the last estimate yield







This concludes the proof for the local estimate on E. A sum over all E P EpΓNq and a
Cauchy inequality in R|EpΓNq| lead to the global estimate for ~γΓN pg ´ g
‹q~
‹
. The proof of
the remaining inequalityh1{2T λ´1{2min,T pg ´ g‹qL2pEq ď Cn´1 h1{2T λ´1{2min,T pg ´ gEqL2pEq
works in the same way as in the first part of the proof with f ‹ replaced by g‹ and one
dimension less.
Remark 3.2.3. (a) Table 3.2 lists some realistic values of the constants of Theorem 3.2.2 in case
of triangulations into elements that are shape-similar to the reference element Tref – convt0, e1,
. . . , enu where ej is the unit vector in the j-th coordinate direction. Since the constant Cn is quite
large, it is advisable to directly compute the norms of f ´ f ‹ and g ´ g‹.
(b) Listing 3.2 shows a possible implementation of the evaluation of ∥hT p f ´ f ‹q∥L2pΩq that
employs Listing 3.1 for the dual mesh refinement (Line 5) and the integrate routine of AFEM
to calculate the elementwise constant values of f ‹ in Lines 7–10 and the elementwise L2 norm of
f ´ f ‹ in the remaining lines.
Definition 3.2.4 (Luce-Wohlmuth Equilibration Error Estimator). The equilibration error


























The interpolations f ‹ and g‹ are defined in (3.9) and (3.10) and the Luce-Wohlmuth equilibrator
qLW P RT0pT ‹q solves the local problems (3.11).
Remark 3.2.5 (Comparison with the original Luce-Wohlmuth error estimator). In compar-
ison to the original error estimator from Luce and Wohlmuth (2004) for n “ 2 dimensions, the
















Listing 3.2: Listing for hotLW.m
presented modified design has several advantages which were numerically verified by undisplayed
numerical experiments.
(a) For some Dirichlet boundary node z P N pΓDq with |Bω‹z X BΓN | “ 0 and adjacent boundary









f ϕz dx ´
ˆ
Bω‹z zBΩ
σh ¨ ν ds
¸
on E P E‹pBΩq X E‹pzq.
This is suboptimal and the minimisation of the local problem (3.11) leads to better results, especially
on coarse triangulations.
(b) The upper bound for ~ f ` div qLW~‹ in the original paper (Luce and Wohlmuth, 2004)
involves some constant CLW that results from the approximation and H1 stability properties of the
Scott-Zhang interpolation operator and Poincaré inequalities on patches. It seems unrealistic to
assume CLW ď 1 and even that choice leads to high contributions on coarse triangulations. The
upper bound of ~ f ´ f ‹~
‹
for the modified design is easy to calculate and involves only the known
and sharp constants of Theorem 3.2.2.
(c) Another consequence of the present design is the possibility to further modify the fluxes to
compute some qLWm P RT0pT ‹q with div qLWm ` fT ‹ “ 0 where fT ‹ P P0pT ‹q is the piecewise
integral mean of f with respect to the dual mesh T ‹. Since, by the design of f ‹,
ˆ
BT
τ ¨ νT dx “ 0 “
ˆ
T
fT ‹ ´ f ‹ dx for all T P T ,
there exists a correction τ P RT0pT ‹q with τ ¨ νT “ 0 for all T P T and div τ “ fT ‹ ´ f ‹. Then,
set qLWm “ qLW ´ τ. Figure 3.2 displays the fluxes that are changed by this modification.
A Cauchy inequality in R|T
‹pTq| on the subtriangulation T ‹pTq – tT‹ P T ‹
ˇ
ˇ T‹ Ă Tu leads to
ˆ
T




hT‹ λ´1{2min,Tp f ´ f ‹qL2pT‹q S1{2∇vL2pT‹q
ď CPpT ‹pTqq
hT ‹ λ´1{2min,Tp f ´ f ‹qL2pTq S1{2∇vL2pTq .
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Figure 3.2: Dual refinement T ‹pTq (left) and red-refinement redpTq (right) of a triangle T P T
and modified fluxes in the Luce-Wohlmuth and Braess design for the divergence mean
correction after Remark 3.2.5.(c) and Remark 3.2.8.(a), respectively.
The global estimate reads
~ f ` div qLWm~‹ ď CPpT ‹q oscpλ
´1{2
min,T f , T ‹q.
The oscillations oscp f , T ‹q on T ‹ are significantly smaller than oscp f , T q due to the smaller
diameter hT ‹ .
In principle, this can be repeated on a further refined mesh, e.g. redpT ‹q, and leads to equilibrators
whose divergence resolves f arbitrarily accurately (up to quadrature errors). On Neumann
boundary edges, a similar procedure is possible for the Neumann data g. This involves only the
adjacent subelements of T ‹ for each Neumann boundary edge E P EpΓNq.
(d) The Luce-Wohlmuth equilibration error estimator is equivalent to the residual-error estimator
ηR of Subsection 3.4 and this implies efficiency. A proof can be found in Luce and Wohlmuth
(2004, Theorem 3.4 on page 1405).
3.2.3 Design by Braess
The Braess equilibration error estimator is similar to the Luce-Wohlmuth error estimator.
The main difference is that the decomposition of the domain employs the partition of
unity property of the nodal basis functions and thus leads to overlapping local problems
on the node patches of the original triangulation T .




in the local spaces
QpT pzqq “
!
τ P ϕzσh ` RT´1pT q
ˇ
ˇ div τ `
 
T
f ϕz dx “ 0 on T P T pzq,
τ ¨ ν `
 
E




rτ ¨ νEsE ds “ 0 on E P EpzqzEpΓNq
)
.
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is in RT0pT q and satisfies
div qB ` fT “ 0 in Ω and q ¨ ν ` gE along ΓN .
The local terms in (3.6) are bounded by
´
Tp f ´ fTqv dxS1{2∇vL2pTq ď CPpTq
hTλ´1{2min,Tp f ´ fTqL2pTq for T P T ,´
Epg ´ gEqv dxS1{2∇vL2pTq ď CNpEq
h1{2E λ´1{2min,Tpg ´ gEqL2pEq for E P EpΓNq X EpTq.
The proof of these estimates is identical to the proof of Theorem 3.2.2. The same holds for
the global estimates
~ f ` div qB~‹ ď CPpT q oscpλ
´1{2
min,T f , T q,
~γΓN pg ´ qB ¨ νq~‹ ď CNpEpΓNqq oscpλ
´1{2
min,T g, EpΓNqq.
Lemma 3.2.6. If z P M and Respϕzq “ 0, the affine space QpT pzqq is non-empty. If z P N pΓDq,
the space QpT pzqq is non-empty (without further assumptions). For n “ 2 dimensions, the space
QpT pzqq has dimension 1 or 0 depending on the boundary case as given in Table 3.1.
Proof. The proof is very similar to the one of Lemma 3.2.1 and therefore left to the
reader.













h1{2E λ´1{2min,Tpg ´ gEqL2pEq
¸2
.
Remark 3.2.8. (a) Similar to Remark 3.2.5.(c), it is possible to project qB P RT0pT q onto some
qBm P RT0predpT qq with div qBm ` fredpT q “ 0 and q ¨ ν ´ gredpEq “ 0 for the piecewise integral
means fredpT q P P0predpT qq of f and gredpEq P P0predpEpΓNqqq of g with respect to the triangles
or Neumann edges of the red-refined triangulation redpT q. The correction modifies only the
interior fluxes in redpTq as displayed in Figure 3.2.
(b) The Braess equilibration error estimator is equivalent to the residual-based error estimator ηR
of Subsection 3.4 and this implies efficiency for ηB. A proof can be found in Braess (2007, Theorem
9.4 on page 184).
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3.2.4 Hyper Circle Identity and MFEM Error Estimator
The hyper circle identity goes back to Prager and Synge (1947) and allows for the compar-
ison of the error of the conforming finite element method with the error of the mixed finite
element method. It is a more fundamental approach to equilibration error estimators and
implies an efficiency threshold for such estimates based on RT0pT q functions.
Theorem 3.2.9 (Hyper Circle Identity). For any q P Hpdiv, Ωq, u, v P V and σpuq – S∇u P
Hpdiv, Ωq with divpq ´ σq “ 0 and pq ´ σq ¨ ν “ 0, it holdsS´1{2pσpvq ´ qq2
L2pΩq




Proof. The proof is a simple integration by parts to see that
´
Ω ∇pu ´ vqpσpuq ´ qq dx “ 0,
see e.g. Braess (2007, Theorem 5.1 on page 148).
To illustrate an application, set u as the exact solution of the Poisson model problem
with exact flux σ – S∇u and set v “ uh as the conforming finite element solution with
discrete flux σh – S∇uh. Then, for any q P Hpdiv, Ωq with equilibration conditions
div q ` f “ 0 in Ω and q ¨ ν ´ g “ 0 along ΓN ,









Nonconstant data and approximated equilibration conditions as for the equilibration
error estimators above lead to additional oscillation terms.





















h1{2E λ´1{2min,Tpg ´ gEqL2pEq
¸2
.
Remark 3.2.11. (a) At least for Poisson problems, the MFEM equilibrator equals the solution of
the Raviart-Thomas mixed finite element method from Subsection 2.3.3, see Lemma 2.3.4. That is
the reason for the nomenclature of this error estimator.
(b) The error estimator ηM is a lower bound for ηB, i.e.,
~Res~‹ ď ηM ď ηB,
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because qB satisfies the constraints for the minimisation problem in Definition 3.2.10.
The remaing part of this section derives a threshold that limits the accuracy of equi-
libration error estimators based on RT0pT q equilibrators (such as qM or qB and also qLW
if T is replaced by T ‹). For what follows, we assume constant data f and g (otherwise
oscillations appear) for the Poisson model problem.
A compactness argument from Carstensen et al. (2012b) for piecewise constant right-
hand sides and S “ I yields
~u ´ uh~ ď CpT q
S´1{2pσ ´ qMq
L2pΩq
with some constant CpT q, which only depends on the triangulation but neither on the




{ ~u ´ uh~ ě 1{CpT q
lead to a lower bound for the efficiency index of ηM in the sense of
ηM{ ~u ´ uh~ ě
a
1 ` κ2 ě
a
1 ` 1{CpT q.
This marks the hypercircle threshold for the efficiency of ηM and other equilibration error
estimators (which are upper bounds of ηM). Numerical experiments by Carstensen and
Merdon (2010, 2013) and in Section 4.3 of this thesis reveal efficiency indices in the range
of 1.3 to 1.7 and there is no reason to believe that the threshold is close to one. Carstensen
and Merdon (2013) and Section 3.3 below discuss a postprocessing that allows to improve
the efficiency of equilibration error estimators below that threshold.
3.2.5 Least-Square FEM and Repin Error Majorants
The theory of error majorants by Repin (2008) is closely related to the least-square finite
element method.
Some splits of the integrals in (3.4) lead to
ˆ
Ω
pσ ´ gq ¨ ∇v dx “
ˆ
Ω
p f ´ fT qv dx `
ˆ
Ω




pg ´ gE qv ds `
ˆ
ΓN
pgE ´ q ¨ νq ds `
ˆ
Ω
pσh ´ qq ¨ ∇v dx.





















∥gE ´ q ¨ ν∥L2pΓNq
is called error majorant by Repin and involves the Friedrichs constant CFpΩ, ΓDq from
Theorem 2.1.10 and the trace constant CTpΩ, ΓDq from Theorem 2.1.11. In practice, the
minimum of the sum of norms in ηLS can be approximated by a series of least-square
problems similar to Valdman (2009). Since pa ` bq2 “ minλą0
`
p1 ` 1{λqa2 ` p1 ` λqb2
˘






















∥gE ´ q ¨ ν∥L2pΓNq
˙2
.











∥gE ´ q ¨ ν∥L2pΓNqS´1{2pσh ´ qqL2pΩq .










∥gE ´ q ¨ ν∥L2pΓNq .
Alternatively, as done in the implementations for this thesis, we can restrict the minim-
isation to q P RT0pT q with q ¨ ν ´ gE “ 0 along ΓN such that the latter term vanishes.
This may be suboptimal, but circumvents the problem of the knowledge of CTpΩ, ΓDq.
Algorithm 3.1 applies three iterations of the strategy described above and so is near
the optimal solution. Since λ may converge to 0, the linear system can get singular or
ill-conditioned. In this case, the algorithm stops and continues with the last iterate.












∥ fT ` div qLS∥L2pΩq
which allows no local contribution to the sum over T P T but vanishes if div qLS ` fT “ 0.
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Set λ – 1;
for ℓ – 1, 2, 3 do















if linear system is nearly singular then
break;
Output: qLS
Algorithm 3.1: Algorithm for approximation of the least-square error estimator.
Definition 3.2.12 (Least-Square Equilibration Error Estimator). The least-square equilibra-













hTλ´1{2min,Tp f ´ fTqL2pTq ` ÿ
EPEpΓNqXEpTq
CNpEq




Remark 3.2.13 (Comparison with ηM). Since qM is an admissible quantity in the minimisation
of Mpqq in (3.16), it holds ηLS ď ηM. However, supercloseness results in Brandts et al. (2006)
suggest also
ηM ď ηLS ` terms of higher order.
So asymptotically both error estimators coincide, but ηLS might lead to some improvement on coarse
triangulations. All experiments for Poisson problems in Section 4.3 verify that the approximation
of ηLS by Algorithm 3.1 shows the asymptotical coincidence, but on coarse grids the computed
values of ηLS often fail to improve ηM (even if the number of iterations in Algorithm 3.1 is
increased). Moreover, for guaranteed error control the constants CFpΩ, ΓDq and CTpΩ, ΓDq (or
upper bounds of them) have to be incorporated. Altogether, it appears reasonable to prefer ηM over
ηLS.
3.3 Effective Postprocessing for Equilibration Error Estimators
This section introduces the novel postprocessing for equilibration a posteriori error es-
timators published by Carstensen and Merdon (2013). It is applicable to all equilibration
designs, e.g. the ones that are discussed above and summarised in Table 3.3.
3.3.1 Motivation and Asymptotic Exactness
Consider some residual (3.1) based on the data f P L2pΩq, g P L2pΓNq, σh P L2pΩ; Rnq,
and some (equilibrated) quantity q P Hpdiv, Ωq (e.g. the ones from Table 3.3). Then, for
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η Equilibration Conditions Details
ηLW div qLW ` f ‹ “ 0, qLW ¨ ν ´ g‹ “ 0 Subsection 3.2.2
ηLWm div qLWm ` fT ‹ “ 0, qLWm ¨ ν ´ gEpΓNq‹ “ 0 Remark 3.2.5.(c)
ηB div qB ` fT “ 0, qB ¨ ν ´ gEpΓNq “ 0 Subsection 3.2.3
ηBm div qBm ` fredjpT q “ 0, qBm ¨ ν ´ gredjpEpΓNqq “ 0 Remark 3.2.8.(a)
ηM div qM ` fT “ 0, qM ¨ ν ´ gEpΓNq “ 0 Subsection 3.2.4
ηLS none Subsection 3.2.5
Table 3.3: Equilibration a posteriori error estimators suitable for postprocessing.




p f ` div qqϕ dx `
ˆ
ΓN
pg ´ q ¨ νqϕ ds `
ˆ
Ω
pq ´ σh ´ Curl vq ¨ ∇ϕ dx.
The Helmholtz decomposition (Theorem 2.1.12) of q ´ σh yields
q ´ σh “ S∇a ` Curl b (3.17)
with a unique a P H1DpΩq and remainder b P H
spΩq with Curl b ¨ ν “ 0 along ΓN . The
optimal postprocessing of
η – ~ f ` div q~
‹
` ~γΓN pg ´ q ¨ νq~‹ `
S´1{2pq ´ σhq
L2pΩq
“ ~ f ` div q~
‹






with v “ b results in
µ – ~ f ` div q~
‹
` ~γΓN pg ´ q ¨ νq~‹ ` ~a~ ď η.
With the assumption that
δ – ~ f ` div q~
‹
` ~γΓN pg ´ q ¨ νq~‹ is of higher order, (3.18)
the subsequent Theorem 3.3.1 implies asymptotic exactness in the sense that
µ{p1 ` 2δq ď ~Res~‹ ď µ.
Theorem 3.3.1. With the notation from (3.17) and (3.18), it holds









~Res~‹ ď µ ď ~Res~‹ ` 2δ.
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For ~a~ ą 0 and κ –
S´1{2 Curl bL2pΩq { ~a~, it holds
0 ď η ´ µ “ ~a~
´
a
1 ` κ2 ´ 1
¯
ď pδ ` ~Res~‹q
´
a
1 ` κ2 ´ 1
¯
.




p f ` div qqϕ dx `
ˆ
ΓN
pg ´ σh ¨ νqϕ dx `
ˆ
Ω
pq ´ σh ´ Curl bq ¨ ∇ϕ dx
ď pδ ` ~a~q ~ϕ~ .
Hence,













S∇a ¨ ∇a dx “
ˆ
Ω




p f ` div qqa dx ´
ˆ
ΓN
pg ´ σh ¨ νqa dx
ď p~Res~‹ ` δq ~a~ .
This concludes the proof.
3.3.2 Algorithmic Realisation
The algorithmic realisation of the postprocessing employs continuous and piecewise
affine functions v P P1p pT q X CpΩq on some (possibly refined) triangulation pT of Ω, e.g.
pT P tT , T ‹, redpT q, redpT ‹q, red2pT q, . . .u. The optimal postprocessing v P P1p pT q X CpΩq
within this discrete space reads
v – argmin
γPP1p pT qXCpΩq
Curl γ¨ν“0 along ΓN
S´1{2pσh ´ q ´ Curl γq
L2pΩq
. (3.19)
For an equilibrated quantity q P RT0p pT q on some triangulation pT , the minimisation
of the right-hand side amongst γ P P1p pT q X CpΩq results in some linear system of
equations Ax = b for the coefficient vector x with respect to some basis tϕz1 , . . . , ϕzN u of
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S´1 Curl ϕzj ¨ Curl ϕzk dx and bj –
ˆ
Ω
S´1pσh ´ qq ¨ Curl ϕzj dx.
The MATLAB routine pcg with (diagonal) Jacobi preconditioner D “ diagpA11, . . . , ANNq





η Original Equilibrator q Reference for q Mesh pT
ηLWpkq qLW Definition 3.2.4 T ‹
ηLWmpkq qLWm Remark 3.2.5.(c) T ‹
ηBrpkq qB Definition 3.2.7 redpT q
ηBmrpkq qBm Remark 3.2.8.(a) redpT q
ηBrrpkq qB Definition 3.2.7 red
2
pT q
ηBmrrpkq qBm Remark 3.2.8.(a) red
2
pT q
Table 3.4: List of postprocessed equilibration a posteriori error estimators, the original equi-
librator they are based on and the mesh pT that is employed for the postprocessing with k
pcg iterations.
Since CurlpP1pT q X CpΩqq Ă RT0pT q and
S´1{2pσh ´ qMqL2pΩq is already the best-
approximation in RT0pT q, there is no improvement by the postprocessing with pT “ T
in case of the MFEM error estimator ηM, unless one refines the mesh or increases the
polynomial degree. But the postprocessing with pT “ T may reduce the gap between
ηM and the Braess equilibration error estimator ηB. We suggest to use pT “ T ‹ for the
Luce-Wohlmuth error estimator and a red-refinement pT “ redpT q for all other error
estimators, see also Table 3.4. The postprocessed quantity qxyz ´ Curl v replaces the
original equilibrator qxyz in the corressponding Definition of ηxyz to define the new error
estimators from Table 3.4.
The Luce-Wohlmuth error estimator with postprocessing pT “ T ‹ and k iterations
is labelled as ηLWpkq. The Braess error estimator with postprocessing on pT “ T and k
iterations is labelled as ηBpkq. For pT “ redpT q and k iterations, we add a subscript “r”
in the label, e.g. ηBrpkq in case of the Braess error estimator. For every additional red-
refinement, another “r” is added. For instance, ηBrrp3q implies pT “ red2pT q and k “ 3 cg
iterations. Of course, the postprocessing can also be combined with the mean-corrected
versions ηLWm and ηBm suggested in Remark 3.2.5.(c) and Remark 3.2.8.(a). In case of two
red-refinements pT “ red2pT q, the mean correction is executed twice.
Remark 3.3.2. (a) Further red-refinements pT “ redjpT q for j ě 2 lead to even more accurate
guaranteed upper bounds and satisfy a reduction property derived in Carstensen and Merdon
(2013) for model scenarios. For instance, for the Braess equilibration error estimator, there exist
constants 0 ă ϱ ă 1 and 0 ă Λ ă 8, which depend on the interior angles of T and neither on
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` Λ Osc2p f , T q
with the edge-patch-related big oscillations
Osc2p f , T q –
ÿ
EPEpΩq
diampωEq2 ∥ f ´ fωE∥2L2pωEq `
ÿ
EPEpBΩq
|E|2 ∥ f ∥2L2pωEq .
This reduction property can be iterated for ηBrrp8q and the postprocessings based on more red-
refinements. The numerical examples by Carstensen and Merdon (2013) suggest that ϱ is about
0.3 (for k “ 8) and about 0.5 for the cheaper version with k “ 1 iterations.
(b) In the 3D case, the minimisation problem (3.19) involves the Curl – ∇ ˆ ψ of functions ψ in
H1pΩ; R3q. This causes modifications in the realisation of the postprocessing, either by the choice
of a proper basis of P1pΩ; R3q X CpΩq or by Hpcurl, Ωq-conforming finite elements.
3.3.3 Implementation Issues
In the 2D implementation for this thesis, Raviart-Thomas elements are represented by
their three normal fluxes on every triangle which are the coefficients for the three basis
functions ϑ from Theorem 2.2.7. An array, denoted quh in the code, contains these fluxes
in the following convention. The entry quh(j,k) contains the normal flux of the k-th
edge (with respect to the numbering induced by s4e, see Subsubsection 2.3.5.2 for details)
on the j-th triangle of T .
Listing 3.3 shows the MATLAB code for the function RT2RedRT that projects the degrees
of freedom of some Raviart-Thomas element in RT0pT q to the degrees of freedom with re-
spect to RT0predpT qq. Lines 12–17 evaluate the basis functions on the new edge midpoints
in the red-refined triangulation redpT q by getRTBasis from Listing 2.4 and Lines 18–20
compute their normal fluxes.
The remaining lines compute the mean correction of the divergence as described in
Remark 3.2.8.(a). The mean correction of the normal fluxes along the Neumann boundary
was also implemented but is not displayed here.
3.4 Explicit Residual-Based Error Estimator
This section concerns the standard explicit residual-based error estimator. The reliability
proof usually employs stability and approximation properties of Clément interpolation
operators, see e.g. (Carstensen, 1999; Funken, 2002). In case of discontinuous coefficients
S P P0pT ; Rnˆnq the reliability constants involve eigenvalues like λmax,T P P0pT q from
(3.2). Under certain assumptions it is possible to derive constants that do not depend on
the ratio between the smallest and largest eigenvalue, cf. Bernardi and Verfürth (2000) for
details.
Definition 3.4.1 (Standard Residual Error Estimator). The standard residual-based error


















18 quh_fine(:,1)=sum(val_on_edge1.*permute(normal4e_fine(1,:,:),[3 2 1]),2).*length4s(s4e_fine(:,1));
quh_fine(:,2)=sum(val_on_edge2.*permute(normal4e_fine(2,:,:),[3 2 1]),2).*length4s(s4e_fine(:,2));






















42 % Neumann flux mesan correction not displayed
end
Listing 3.3: Listing for RT2RedRT.m


















with the side-based diffusion coefficients λmax,ωE – maxTPT pEq λmax,T and the jumps of Defini-
tion 3.1.1.
3.4.1 Novel Reliability Proof with Explicit Constants
The recent ansatz from Carstensen and Merdon (2013+) for the proof of reliability of the
residual error estimator ηR in the sense of
~Res~‹ ď CrelηR ` hot
employs the equilibrated fluxes qLW P RT0pT ‹q on the dual mesh T ‹ of Subsection 3.2.2.
The outcome is a novel explicit residual-based error estimator











with constants c1pzq and c2pzq in front of
ηpzq – diampω‹z qλ
´1{2
min,ω‹z












for each z P N .








∥ f ∥L2pω‹z q : f P V & ∥∇ f ∥L2pω‹z q “ 1
)
for z P N pΓDq,
sup
!  f ´ fflω‹z f dxL2pω‹z q : f P V & ∥∇ f ∥L2pω‹z q “ 1
)
for z P M.
Notice that these constants include the dependency on the diameter or width of ω‹z in
contrast to the constants from Theorems 2.1.8 or 2.1.10. Definition 3.1.1 of the jump
rσh ¨ νEsE of σh over some side E P E is slightly extended for Neumann sides of the dual
triangulation, i.e.,
rσh ¨ νEsE – σh ¨ ν ´ g‹ for E P E‹pΓNq.
Theorem 3.4.2. Any σ‹h P RT0pT ‹q with pσ‹h ´ σhq ¨ ν “ 0 along Bω‹z zBΩ, div σ‹h ` f ‹ “ 0
and σ‹h ¨ ν ´ g “ 0 along ΓN (e.g. σ
‹







pc1pzqηpzq ` c2pzqηpEpzqqq2 .
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The constants are bounded by
c1pzq ď CPFpω‹z q{ diampω
‹























Proof. Given any v P V, set vω‹z “
´
ω‹z
v dx{ |ω‹z | in case of a free node z P M and set
vω‹z – 0 in case of a Dirichlet boundary node z P N pΓDq. Since pσ‹h ´ σhq ¨ ν “ 0 along
Bω‹z zBΩ, an integration by parts shows
ˆ
ω‹z
pσ‹h ´ σhq ¨ ∇v dx “
ˆ
ω‹z















pv ´ vω‹z qpσ
‹
h ´ σhq ¨ ν ds “: I ` II ` III.
Since v “ vω‹z “ 0 along Bω
‹




vω‹z q dx “ 0 in case of z P N pΩq, one can add fωz in the first expression I. Then, the




pv ´ vω‹z qpdiv σ
‹
h ` fωz q dx ď CPFpω
‹
z q ∥div σ‹h ` fωz∥L2pω‹z q ∥∇v∥L2pω‹z q .
For each (of the n! subelements) T‹ P T ‹pzq with N pTq X N ‹pT‹q “ tzu, div σ‹h ` f ‹ “ 0
leads to
∥div σ‹h ` fωz∥2L2pT‹q “ ∥ f ‹ ´ fωz∥
2
L2pT‹q “ pn ` 1q
2 |T‹| { |T|2
ˆ
T












“ |T| {pn ` 1q (see Lemma 2.2.18), this proves
∥ f ‹ ´ fωz∥2L2pT‹q ď
1
n!
ϕ1{2z p f ´ fωz q2L2pTq . (3.20)
Since each T P T pzq contains n! subelements T‹ P T ‹pzq,
∥ f ‹ ´ fωz∥2L2pω‹z q ď
ÿ
TPT pzq
ϕ1{2z p f ´ fωz q2L2pTq “
ˆ
ωz
ϕz | f ´ fωz |2 dx.
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The combination of the previous estimates leads to
I ď CPFpω‹z q








Similar to (3.20), for every F P E‹pΓNq X E‹pzq and E P EpΓNq with F Ď E, it holds
∥g‹ ´ σh ¨ νF∥2L2pFq ď
1
pn ´ 1q!
ϕ1{2z pg ´ σh ¨ νEq2
L2pEq
.
For non-Neumann sides F P E‹pzq, elementary calculations show
|F| |rσh ¨ νFsF|2 “
1
pn ´ 1q!
ϕ1{2z rσh ¨ νEsE2
L2pEq
.
Since rσh ¨ νFsF “ 0 on every side F *



















































For any F P E‹pzq, F Ď Ť EpzqzEpΓDq, the side patch ω‹F consists of one or two neigh-
bouring elements T‹ P T ‹ with T‹ “ convtF, tmidpTquu where midpTq is the mid-
point of the element T P T with T‹ Ď T. The trace identity (Lemma 2.2.17) for any















px ´ midpT qq ¨ ∇w dx.













px ´ midpT qpxqq ¨ ∇w dx.
A Hölder inequality X ¨ Y ď |X| |Y| in R2 with the vectors
X –
´
















































pv ´ vω‹z q ds
˙2









































A Hölder inequality concludes the proof.
Remark 3.4.3. The analysis in Carstensen and Merdon (2013+) also handles more general
situations with Lp norms and it recovers the explicit bounds from Veeser and Verfürth (2009)
with even better constants in some benchmark examples. A further comparison is possible with
Carstensen and Funken (1999) where c1pzq and c2pzq are found through the numerical solve of
local analytic eigenvalue problems.
3.4.2 Efficiency by Bubble Technique
The proof of the efficiency of ηR or η‹R relies on the bubble technique of Verfürth (1996).




ϕz P Pn`1pTq for T P T and bE –
ź
zPN pEq
ϕz P PnpωEq for E P E .
Lemma 3.4.4 (Local efficiency (Verfürth, 1994)). For discrete functions wT P P0pTq and
wE P P0pEq, it holds
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(a) c1 ∥wT∥L2pTq ď supvPPkpTq
´
T wTbTv dx{ ∥v∥L2pTq ď ∥wT∥L2pTq,
(b) c2 ∥wE∥L2pEq ď supvPPkpEq
´
E wEbEv ds{ ∥v∥L2pEq ď ∥wE∥L2pEq,
(c) c3h´1T ∥bTwT∥L2pTq ď ∥∇pbTwTq∥L2pTq ď c4h´1T ∥bTwT∥L2pTq for T P T pEq,
(d) c5h´1T ∥bEwE∥L2pTq ď ∥∇pbEwEq∥L2pTq ď c6h´1T ∥bEwE∥L2pTq for T P T pEq,
(e) ∥bEwE∥L2pTq ď c7h
1{2
T ∥wE∥L2pEq for T P T pEq.
The constants c1, . . . , c7 depend on the shape of T and E but not on the diameter hT.
Proof. A proof can be found in Verfürth (1994, Lemma 5.1 on page 455).
Theorem 3.4.5 (Efficiency of ηR). For e P V with Respvq “ ape, vq for all v P V, it holds
(a) hTλ
´1{2
max,T ∥ f ∥L2pTq .
S1{2∇eL2pTq ` oscpλ´1{2max,T f , Tq for T P T ,
(b) h1{2E λ
´1{2
max,ωE ∥rσh ¨ νEsE∥L2pEq .
S1{2∇eL2pωEq ` oscpλ´1{2max,ωE f , T pEqq for E P EpΩq,
(c) h1{2E λ
´1{2
max,ωE ∥g ´ σh ¨ νE∥L2pEq .
S1{2∇eL2pωEq ` oscpλ´1{2max,T g, ωEq
` oscpλ´1{2max,ωE f , T pEqq for E P EpΓNq,
(d) ηR . ~e~.
Proof. A triangle inequality shows
hT ∥ f ∥L2pTq ď hT ∥ fT∥L2pTq ` oscp f , Tq.
Lemma 3.4.4.(a) and
´
T σh ¨ ∇pbTvTq dx “ 0 yield
















p f ´ fTqbTvT dx{ ∥vT∥L2pTq
The relation RespbTvTq “ ape, bTvTq, a Hölder inequality, Lemma 3.4.4.(c) and bT ď 1
result in





` oscp f , T q
˙
.






Erσh ¨ νEsEbEvE ds yield
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A Hölder inequality, Lemma 3.4.4.(d), Lemma 3.4.4.(e) and bE ď 1 yield








∥ f ∥L2pωEq .
Assertion (a) for the second term on the right-hand side and the equivalence hE « hT
(by shape regularity, see Definition 2.3.6) conclude the proof. In case of Neumann sides
E P EpΓNq in assertion (c), the average gE –
ffl
E g ds enters by a triangle inequality
h1{2E ∥g ´ σh ¨ νE∥L2pEq ď h
1{2
E ∥gE ´ σh ¨ νE∥L2pEq ` oscpg, Eq.
The rest of the proof is very similar to the proof of (b). The last assertion (d) is a com-





max,ωE on both sides and
S1{2∇eL2pTq ď λ1{2max,T ∥∇e∥L2pTq lead to the weighted
estimates.
Remark 3.4.6. Opposite to Definition 3.4.1, λ´1{2min,ω‹z enters in the local error estimator contribu-
tions of η‹R for optimal reliability constants. The proof of efficiency for η
‹
R by Theorem 3.4.5 requires
only little modifications, e.g., the factor λ1{2max,Tλ
´1{2
max,ω‹z
might enter the local efficiency constants.
4 Error Analysis for the Poisson Model
Problem
The Poisson model problem describes various kinds of physical phenomena that can be
expressed with potentials, e.g. electrostatics, gravitation and hydrodynamics. This chapter
deals with the conforming FEM in Section 4.2 and the nonconforming Crouzeix-Raviart
FEM in Section 4.4 and the Raviart-Thomas mixed FEM in Section 4.7. In all cases, the
error analysis enables guaranteed upper bounds for the (broken) energy norm with the
error estimators of Chapter 3 also for mixed inhomogeneous boundary conditions.
4.1 Setting
The generalised interface problem for the Laplacian with data f P L2pΩq, g P L2pΓNq,
uD P L2pΓDq and S from Subsection 2.3.1 seeks u P uD ` V with
´ divpS∇uq “ f in Ω and q ¨ ν “ g along ΓN . (4.1)
The stress tensor σ – S∇u satisfies the equilibrium equation div σ ` f “ 0. The weak
formulation results in the variational equality
apu, vq “ Fpvq for all v P V. (4.2)
With this, the solution u is not only the best-approximation in the energy norm, but also
the minimiser of the energy
Epvq – apv, vq{2 ´ Fpvq amongst v P uD ` V. (4.3)
In the sequel the diffusion tensor is assumed to be piecewise constant, i.e., S P P0pT ; Rnˆnq
with piecewise smallest and largest eigenvalues λmin,T P P0pT q and λmax,T P P0pT q from
(3.2).
4.2 Error Analysis for Conforming P1-FEM
Recall the ansatz space VpT q “ P1pT q X V for the P1 conforming finite element method.
The conforming finite element method approximates the Dirichlet data uD by its nodal
interpolation uD,h –
ř
zPN pΓDq uDpzqϕz and seeks uh P uD,h ` VpT q with
apuh, vhq “ Fpvhq for all vh P VpT q. (4.4)
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The discrete flux σh – S∇uh leads to the residual Res P V‹ in the form (3.1), i.e.,
Respvq – apu ´ uh, vq “
ˆ
Ω
f v dx ´
ˆ
Ω
σh ¨ ∇v dx for v P VpT q.
By (4.4), the residual Res satisfies the Galerkin orthogonality
Respϕzq “ 0 for all free nodes z P M “ N zN pΓDq.
4.2.1 Error Decomposition
In case of homogeneous Dirichlet boundary data, Section 3.1 already states the identity
~Res~‹ “ ~u ´ uh~. In the case of inhomogeneous Dirichlet boundary data there is an
additional error that needs to be handled separately.
Lemma 4.2.1 (Dirichlet Error Split-Off). For e – u ´ uh and any wD P H1pΩq with wD “
uD ´ uD,h along ΓD and S∇wD ¨ ν “ 0 along ΓN , it holds
~e~2 ď ~Res~2‹ ` ~wD~
2 .
Proof. Let w P H1pΩq be the harmonic extension with w “ uD ´ uD,h along ΓD, divpS∇wq
“ 0 and S∇w ¨ ν “ 0 along ΓN . Then, for any wD that complies with the requirements,
wD ´ w P V and an integration by parts show
ˆ
Ω




divpS∇wqpwD ´ wq dx `
ˆ
ΓN
Sw ¨ νpwD ´ wq ds `
ˆ
ΓD
Sw ¨ νpwD ´ wq ds “ 0.
This proves the Pythagoras theorem
~w~2 “ ~wD~
2




For the special choice wD “ e, it follows
~e~2 “ ~e ´ w~2 ` ~w~2 . (4.6)
Another integration by parts shows
´
Ω S∇w ¨ ∇v dx “ 0 and thus
Respvq “ ape ´ w, vq for all v P V.
Hence, ~Res~‹ ď ~e ´ w~. Since v “ e ´ w P V is a valid test function, also the converse
holds, i.e.,
~Res~‹ “ ~e ´ w~ .
The combination with (4.5) and (4.6) concludes the proof.

















Figure 4.1: Notation for the design of the boundary extension wD.
4.2.2 Boundary Extension
This subsection offers an explicit design of some boundary extension wD P H1pΩq with
the properties of Lemma 4.2.1 and an upper bound for ~wD~ to allow guaranteed error
control also in case of inhomogeneous Dirichlet boundary data. To apply this design in
the scope of Lemma 4.2.1, set vD “ puD ´ uD,hq|ΓD below.
Theorem 4.2.2. Assume that vD P H1pΓDq X CpΓDq satisfies vD P H10pEq X H
2pEq for all
E P EpΓDq and let B2EvD{Bs2 denote the edgewise second surface derivative of vD along ΓD. Then





The constants CD,1pEpΓDqq . 1 and CD,2pEpΓDqq . 1 only depend on the shape of the triangle














where δ – maxxPE |x ´ midpTEq| and ϱ – distpmidpTEq, Eq of the adjacent triangle TE of
E P EpΓDq.
Remark 4.2.3. For right isosceles triangles, as in the first three triangulations of Figure 4.2, the
constants equal CD,1pEpΓDqq “ 0.4980 and CD,2pEpΓDqq “ 0.0654. For the octagon domain in
Figure 4.2, the constants equals CD,1pEpΓDqq “ 0.3589 and CD,2pEpΓDqq “ 0.0513.
Proof. The proof employs an explicit construction of wD from Bartels et al. (2004) and
is repeated here to calculate CD,1pEpΓDqq and CD,2pEpΓDqq for guaranteed error control
for n “ 2. The case n “ 3 allows similar arguments. Consider a triangle TE “ convtP1,
P2, P3u P T with a Dirichlet side E – convtP2, P3u P EpΓDq as in Figure 4.1. The con-
nection between the center of gravity midpTq and the three vertices of TE results in
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three subtriangles of the same area. Let KE denote the subtriangle of Figure 4.1 with
E “ BKE X BT. For every point x P KEztmidpTEqu, there exist some unique ζx P E and
0 ă θx ď 1 with x “ p1 ´ θxq midpTEq ` θxζx. Then,
wDpxq|KE –
#
θxvDpζxq for x P KEztmidpTEqu,
0 else.
On TEzKE and every element T P T with |BT X ΓD| “ 0, wD is set to zero.
Without loss of generality, we assume midpTEq “ 0 P R2. Polar coordinates yield the
parameterisation
KE “ tx “ pr cospϕq, r sinpϕqq
ˇ
ˇ α ă ϕ ă β, 0 ă r ă Rpϕq – |ζx|u
where α and β are the angles at the points P2 and P3, respectively, as depicted in the right
part of Figure 4.1. For x P KE and ζx “ ϱνE ` sτE with normal vector νE, tangential vector
τE and height ϱ “ distpmidpTEq, Eq, it holds Rpϕq2 “ |ζx|2 “ ϱ2 ` s2pϕq. Furthermore, it
holds wDpxq “ vDpϕqr{Rpϕq and
|∇wDpr, ϕq|2 “ |BwD{Br|2 ` |BwD{Bϕ|2 {r2
“ |vDpϕq{Rpϕq|2 ` |Rpϕqv1Dpϕq ´ R1pϕqvDpϕq|2 {R2pϕq.
The introduction of the angle χ of the perpendicular point F depicted in Figure 4.1 allows
for the expressions
Rpϕq “ ϱ{ cospϕ ´ χq and spϕq “ ϱ tanpϕ ´ χq.
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The identities R2psq “ ϱ2 ` s2 and δ “ maxϕPrα,βs Rpϕq in the first term as well as the







































˙ h3{2E B2vD{Bs22L2pEq .
Elementary computations lead to the optimal γ “ hE{pπδq, thusS1{2∇wD2
L2pTEq
ď λmax,TE ∥∇wD∥2L2pTEq ď
pπδ ` hEq2 ` h2E
2π4hEϱ
h3{2E λ1{2max,TE B2vD{Bs22L2pEq .



















A sum over all E P EpΓDq concludes the proof.













Figure 4.2: Initial triangulations for the benchmark problems of Section 4.3; from left to
right the L-shaped domain, the square domain, and the square and octagon domain with
discontinuous coefficients are displayed. The numbers correspond to the local diffusion
coefficients for the problems where S “ αI with α ı 1.
4.3 Numerical Examples for Conforming P1-FEM
This section presents some numerical examples to compare the efficiency of all the error
estimators η of Chapter 3 in
~u ´ uh~
2
ď η2 ` CD,1pEpΓDqq2
h3{2E λmax,T B2EuD{Bs22L2pΓDq
for the estimation of ~u ´ uh~ via Lemma 4.2.1. The adaptive mesh refinement in all
examples is driven by the Dörfler marking of Subsubsection 2.3.4.2 with bulk parameter




∥ f ∥2L2pTq ` |T|1{2
ÿ
EPEpTq




h3{2E B2uD{Bs22L2pBTXΓDq . (4.7)
4.3.1 L-Shaped Domain with Constant Right-Hand Side
The first example concerns the L-shaped domain Ω “ p´1, 1q2zpr0, 1s ˆ r´1, 0sq and right-
hand side f ” 1. This example employs homogeneous Dirichlet boundary conditions
uD “ 0 along ΓD “ BΩ. Since the exact solution is unknown, the energy error is calculated
by Lemma 2.3.1.(b) with ~u~2 “ 0.214075802680976. This reference norm was calculated
with higher-order finite element methods on adaptive meshes.
Figure 4.3 displays the convergence history of the energy error ~u ´ uh~ for adaptive
and uniform mesh refinement with respect to the number of degrees of freedom |M|. The
adaptive mesh refinements leads to the optimal convergence rate of 1{2 with respect to
the number of degrees of freedom whereas the uniform mesh refinement leads to a slower
convergence of about 1{3. The adaptive mesh on level 4 shows a finer refinement at the
reentrant corner.
Figures 4.4 and 4.5 depict the efficiency indices of all tested error estimators. All indices
of the equilibration error estimators are below 1.6 for uniform mesh refinement and below
1.35 for adaptive mesh refinement. The postprocessed equilibration error estimators
ηBrp1q and ηLWp1q lead to significant improvements: the efficiency indices decrease to
































Figure 4.3: Convergence history for the energy error ~u ´ uh~ on uniform (solid line) and
adaptive (dashed line) meshes in Subsection 4.3.1 with respect to the number of degrees of
freedom |M|. The right image shows the adaptive mesh on level 4 and the neighbourhood
of the singular point p0, 0q magnified by a factor 2.
below 1.15 in case of adaptive mesh refinement. The postprocessing with two red-
refinements ηBrrp3q even leads to efficiency indices around 1.03 which means only three
percent overestimation. Hence, the postprocessing ηBrrp3q reduces the overestimation by a
factor 10 compared to ηB.
4.3.2 Square with Large Oscillations
The second benchmark example employs the exact solution
upx, yq “ xpx ´ 1qypy ´ 1q exp
`
´100px ´ 1{2q2 ´ 100py ´ 117{1000q2
˘
P H10pΩq
on the square domain Ω “ p0, 1q2 with full homogeneous Dirichlet data uD ” 0. The
source term f “ ´∆u matches the Laplacian of the exact solution and causes big oscil-
lations oscp f , T q on coarse triangulations as displayed in Figure 4.6. This figure also
shows the oscillation term on the dual triangulation T ‹ that is part of the error estimator
ηLW. It is about 30 percent smaller than the oscillations on T . Both terms are of higher
order as the convergence rate is 1, while the convergence rate of the energy error is 1{2
for both uniform and adaptive mesh refinement. Although there is no improvement of
the convergence rate, which is expected a priori for convex domains, there is a shorter
pre-asymptotic phase.
Figures 4.7 and 4.8 display the efficiency indices for uniform and adaptive mesh refine-
ment with similar results as in the first example for a large number of degrees of freedom.
On coarse meshes the oscillations dominate the guaranteed upper bounds and cause
large efficiency indices. As expected, the postprocessed error estimators with the coupled
divergence correction ηBmrp1q and ηLWmp1q are less affected by this and ηBmrrp3q leads to
efficiency indices below 1.5 even on the very coarse initial triangulation.

































Figure 4.4: History of efficiency indices ηxyz{ ~u ´ uh~ of various error estimators ηxyz la-




































Figure 4.5: History of efficiency indices ηxyz{ ~u ´ uh~ of various error estimators ηxyz la-
belled xyz as functions of the number of degrees of freedom on adaptive meshes in Subsec-
tion 4.3.1.






























































Figure 4.6: Convergence history for the energy error ~u ´ uh~ and the higher-order terms in
the guaranteed upper bounds of ηB and ηLW on uniform (solid line) and adaptive (dashed
line) meshes in Subsection 4.3.2 with respect to the number of degrees of freedom |M|. The
right image shows the adaptive mesh on level 4.
4.3.3 Square with Discontinuous Diffusion Coefficients
The third benchmark involves f ” 0 and uD matches the exact quadratic function upx, yq
“ px2 ´ y2q{α on the square domain Ω “ p´1, 1q2. The diffusion parameter α assumes the
values 1, 100, 10000 on subdomains depicted in Figure 4.2. The exact solution shows that
α acts like a damping parameter and leads to local energy norms of smaller magnitude
in the subdomains with large values of α. This behaviour is detected by the refinement
indicators and reflected in the adaptive mesh depicted in Figure 4.9. Moreover, the
absolute energy error on the adaptive meshes is slightly improved compared to uniform
mesh refinement. The Dirichlet error contribution indeed is a term of higher order with a
convergence rate of 3{4 as expected, because h3{2E « |M|
3{4 for uniform mesh refinement.
Figures 4.10 and 4.11 prove that the efficiency indices are as good as in the previous
examples with no jumps in the diffusion coefficient. The worse efficiency on coarse
meshes is due to the extra term that measures the error for the inhomogeneous Dirichlet
boundary conditions. However, this term is of higher order and so its influence diminishes
on finer meshes.
4.3.4 Octagon with Discontinuous Diffusion Coefficients
The fourth example employs f ” 0 and uD compatible with the exact solution upx, yq “
ppcx2 ´ y2qpcy2 ´ x2qq{α with c “ tanpp3πq{8q2 on the octagon domain
Ω “ conv tpcospp2j ` 1qπ{8q, sinpp2j ` 1qπ{8qq , j “ 0, 1, .., 7u .
The diffusion coefficient α assumes the values 1 and 1000 as depicted in Figure 4.2.






































Figure 4.7: History of efficiency indices ηxyz{ ~u ´ uh~ of various error estimators ηxyz la-





































Figure 4.8: History of efficiency indices ηxyz{ ~u ´ uh~ of various error estimators ηxyz la-
belled xyz as functions of the number of degrees of freedom on adaptive meshes in Subsec-
tion 4.3.2.














































Figure 4.9: Convergence history for the energy error ~u ´ uh~ and the Dirichlet error con-
tribution 0.4980
h3{2E λ1{2max,EB2uD{Bs2L2pBΩq on uniform (solid line) and adaptive (dashed
line) meshes in Subsection 4.3.3 with respect to the number of degrees of freedom |M|. The
right image shows the adaptive mesh on level 9.
Figures 4.13 and 4.14 display the efficiency indices for this example. There is no
significant difference in comparison with Subsubsection 4.3.3.
4.4 Error Analysis for Nonconforming CR-FEM
The nonconforming finite element method employs the bilinear form aNC from (2.6)






ψE of the Dirichlet
data uD (compare with Definition 2.2.15). The Crouzeix-Raviart finite element solution
uCR P uD,CR ` CR0pT q satisfies
aNCpuh, vhq “ Fpvhq for all vh P CR0pT q (4.8)
where CR0pT q “ tvCR P CRpT q
ˇ
ˇ vCRpmidpEpΓDqqq “ 0u. The discrete flux reads σCR –
S∇NCuCR. Subsection 4.4.1 below enables guaranteed error control in the broken energy
norm ~e~NC – aNCpe, eq
1{2 for the error e – u ´ uCR by the dual norm control of two
residuals.
4.4.1 Error Decomposition
The Helmholtz decomposition from Theorem 2.1.12 splits the piecewise gradient of the
error
∇NCe “ ∇α ` S´1 Curl β (4.9)

































Figure 4.10: History of efficiency indices ηxyz{ ~u ´ uh~ of various error estimators ηxyz




































Figure 4.11: History of efficiency indices ηxyz{ ~u ´ uh~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 4.3.3.
















































Figure 4.12: Convergence history for the energy error ~u ´ uh~ and the Dirichlet error con-
tribution 0.4980
h3{2E λ1{2max,EB2uD{Bs2L2pBΩq on uniform (solid line) and adaptive (dashed
line) meshes in Subsection 4.3.4 with respect to the number of degrees of freedom |M|. The
right image shows the adaptive mesh on level 8.
into some α P H1DpΩq and β P H
1pΩ; Rsq with Curl β ¨ ν “ 0 along ΓN . Recall that s “ 1
for n “ 2 and s “ 3 for n “ 3 as introduced in Subsection 2.1.4. The idea to employ the
Helmholtz decomposition dates back to Dari et al. (1996). However, here the two error
contributions are identified as dual norms of two residuals in the spirit of Carstensen










σCR ¨ ∇v dx for v P V (4.10)
and relates to ~α~. The tangential component γtpvq of some vector v P Rn with respect to
some normal vector ν reads
γtpvq –
#
v ¨ p0, ´1; 1, 0qν if n “ 2,
v ˆ ν if n “ 3




v ¨ γtp∇uDq ds ´
ˆ
Ω
∇NCuCR ¨ Curl v dx for v P H1NpΩ; Rsq, (4.11)
which takes functions in
H1NpΩ; R
sq – tv P H1pΩ; Rsq
ˇ
ˇ Curl v ¨ ν “ 0 along ΓNu.



































Figure 4.13: History of efficiency indices ηxyz{ ~u ´ uh~ of various error estimators ηxyz


































Figure 4.14: History of efficiency indices ηxyz{ ~u ´ uh~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 4.3.4.
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This space relates to β in (4.9) and therefore the dual norm of ResNC is measured with



















with α and β from (4.9), and the residuals Res from (4.10) and ResNC from (4.11).
(b) There exists the alternative characterisation
~ResNC~H1NpΩ;Rsq‹ “ minvPH1pΩq
v“uD on ΓD












λ´1{2min,Th1{2E pg ´ gEqL2pEq¯2 (4.12)
is a reliable and efficient error estimator for ~Res~‹ in the sense that




min,T f , T q2 ` oscpλ
´1{2
min,T g, EpΓNqq2.
Proof. Proof of (a). The first equality directly follows from the orthogonality properties of
the Helmholtz decomposition in Theorem 2.1.12. An integration by parts for any v P V




∇NCe ¨ ∇v dx “
ˆ
Ω
∇α ¨ ∇v dx ď ~α~ ~v~ .
This implies ~Res~‹ ď ~α~. Moreover, v “ α leads to ~Res~‹ “ ~α~.




v ¨ γtp∇uDq ds ´
ˆ
Ω
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This implies ~ResNC~H1NpΩ;Rsq‹ ď
S´1{2 Curl βL2pΩq and v “ β leads to the identity
~ResNC~H1NpΩ;Rsq‹ “
S´1{2 Curl βL2pΩq which concludes the proof of (a).





Curl β ¨ ∇NCe dx “
ˆ
Ω















By (4.9), the choice v – u ´ α leads to S1{2p∇NCuCR ´∇vq “ ´S´1{2 Curl β and minimises
the right-hand side. This concludes the proof of (b).
Proof of (c). Consider the nonconforming interpolation αCR P CRpT q of α from Defini-
tion 2.2.15. An integration by parts yields
ˆ
T
∇pα ´ αCRq dx “ 0 for all T P T . (4.13)





S∇α ¨ ∇α dx ´ 2
ˆ
T
S∇α ¨ ∇αCR dx `
ˆ
T




S∇α ¨ ∇α dx ´
ˆ
T








pS∇αq ¨ ∇NCe dx “
ˆ
Ω
pS∇αq ¨ ∇u dx ´
ˆ
Ω




f pα ´ αCRq dx `
ˆ
ΓN




p f ´ fT qpα ´ αCRq dx `
ˆ
ΓN




fT pα ´ αCRq dx `
ˆ
ΓN
gE pα ´ αCRq ds.
The last term vanishes due to
´
E α ´ αCR ds “ 0 for all E P E by definition of αCR. The last
argument and the trace identity (Theorem 2.2.17) for v “ α ´ αCR show
ˆ
T





fTpx ´ midpTqq ¨ ∇NCpα ´ αCRq dx
ď
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A sum over all T P T leads to
ˆ
Ω
fT pα ´ αCRq dx ď
ÿ
TPT





The orthogonality of f ´ fT onto P0pT q allows the subtraction of the piecewise integral
mean vT of v – α ´ αCR. An elementwise Poincaré inequality yields
ˆ
Ω










λ´1{2min,Tp f ´ fTqL2pTq S1{2∇vL2pTq . (4.15)
Similar arguments for any E P EpΓNq X EpTq lead to
ˆ
E
pg ´ gEqv ds ď CNpEq
λ´1{2min,Th1{2E pg ´ gEqL2pEq S1{2∇vL2pTq .
The sum over all E P EpΓNq yields
ˆ
ΓN


























ď η0 ~α~ .
This leads to the assertion ~α~ ď η0. For a proof of efficiency, observe that fT {n S´1{2p‚ ´ midpT qq
L2pΩq
ď
 fT hT λ´1{2min,T L2pΩq {n
and apply Theorem 3.4.5.








CurlNC uCR ¨ ∇v dx for v P H1NpΩq.
This form of the residual applies to the prerequisits of Chapter 3 for interchanged
boundaries ΓD and ΓN and data f ” 0, g ” BuD{Bs and σh – CurlNC uCR. Since
82 C. Merdon: Guaranteed Error Control in Computations for PDEs








The following lemma proves kernel properties of Res and ResNC that allows the applica-
tion of any error estimator η or µ from Chapter 3, even those that solve local problems, to
bound
~Res~‹ ď η and ~ResNC~H1NpΩ;Rsq‹ ď µ.
Lemma 4.4.2. It holds
Respϕzq “ 0 for all free nodes z P M and ResNCpϕzq “ 0 for all nodes z P N .
Proof. The first assertion follows directly from VpT q Ă CR0pT q and (4.8). For the second




ϕz ¨ γtp∇uDq ds ´
ˆ
Ω






uD Curl ϕz ¨ ν ds ´
ˆ
BT








uD ds ´ uCRpmidpEqq
˙ˆ
E






uD ds ´ uCRpmidpEqq
˙ˆ
E







rCurl ϕz ¨ νEsE ds.
The last equation is true, because uCR is continuous in midpEq. Since
uCRpmidpEqq “ uD,CRpmidpEqq “
 
E
uD ds for all E P EpΓDq,
the first sum vanishes. The second sum also vanishes, because Curl ϕz P RT0pT pzqq has
no normal jumps on interior edges E P Epzq. Hence, ResNCpϕzq “ 0.
However, in n “ 3 dimensions the identity ∥Curl ¨∥L2pΩq “ ∥∇¨∥L2pΩq does not hold
and ~ResNC~H1NpΩ;Rsq‹ needs a different treatment. Subsection 4.4.2 shows an alternative
approach that is applicable in any dimension.
Listing 4.1 computes
 fT {2 S´1{2 p‚ ´ midpTqqL2pΩq in η0 from Theorem 4.4.1 for n “ 2
dimensions. The code employs the analytic formula of Lemma 2.2.19 in Line 11. The
diffusion tensor S is assumed to be a constant scalar value on each element, which is
stored in the vector alpha4e. The oscillation terms are computed separately with the
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function [eta4e,eta] = estimateCREtaR(f,alpha4e,c4n,n4e,degree_f)
2 area4e = computeArea4e(c4n,n4e);
if nargin(f) == 1
4 f = @(n4p,Gpts4p,Gpts4ref)(f(Gpts4p));
end
6 mean4e = integrate(c4n, n4e, f,degree_f);
mean4e = mean4e./(area4e*ones(1,size(mean4e,2)));
8 n4s = computeN4s(n4e);
length4s = computeLength4s(c4n,n4s);
10 s4e = computeS4e(n4e);
eta4e = sum(length4s(s4e).^2,2).*sum(mean4e.^2,2).*area4e./alpha4e/144;
12 eta = sqrt(sum(eta4e));
end
Listing 4.1: Listing of estimateCRetaR.m
functions of Appendix A.10.
4.4.2 Alternative Estimation of the Nonconsistency Residual
Theorem 4.4.1.(b) provides another way for the estimation of ~ResNC~H1NpΩ;Rsq‹ by the






NC — µxyz. (4.17)
The following subsections discuss efficient schemes to compute such suitable vxyz.
4.4.2.1 Interpolation by Ainsworth
Ainsworth (2004) designs some piecewise linear vA P uD,h ` VpT q by
vApzq –
#














if z P M. (4.18)
The error estimator reads
µA – ~uCR ´ vA~NC .
For a proof of its efficiency in the sense of µA .
S´1{2 Curl βL2pΩq, see Ainsworth (2004,
Theorem 6.4).
The improved interpolation of (Vohralík, 2007; Ainsworth, 2007/08; Braess, 2009) em-
ploys the auxiliary function




px ´ midpTqqTS´1px ´ midpTqq ´
 
T
py ´ midpTqqTS´1py ´ midpTqq dy
for x P T P T .
An averaging of v0 P P2pT q as above leads to some piecewise quadratic and continuous
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function vAP2 P P2pT q X CpΩq. To define a piecewise quadratic continuous functions
in 2D, one has to assign the nodal values for the boundary nodes N2pΓDq – N pΓDq Y
midpEpΓDqq and the remaining free nodes M2 – pN Y midpEqqzN2pΓDq. In the present
design the nodal values read
vAP2pzq –
#















if z P M2.
Note that T pzq for z P midpEq contains only two elements. The error estimator reads
µAP2 – ~uCR ´ vAP2~NC .
4.4.2.2 Modified Interpolation
The novel design from Carstensen and Merdon (2013) for n “ 2 dimensions employs
the red-refined triangulation redpT q. At the boundary the interpolation equals the nodal







uCRpzq for z P midpEqz midpEpΓDqq,
uDpzq for z P pN Y midpEqq X ΓD,
vz for z P M.
(4.19)
The remaining values vz for z P M are chosen either by interpolation schemes as in the
previous subsubsection or locally in an optimal way as follows. Consider the node patch
ωredz – tx P Ω
ˇ
ˇ ϕredz pxq ą 0u of the nodal basis function ϕredz of some z P M with respect
to the red-refined triangulation as in Figure 4.15. Since all boundary nodes along Bωredz
are fixed by (4.19), the only degree of freedom remains vz. So we start with vz “ 0 and
then compute the optimal value
αPMRED “ argmin
αPR
S1{2 ´∇NCuCR ´ ∇pvRED ` αϕredz q¯L2pωredz q .
The choice vz “ αPMRED defines the piecewise minimal interpolation
vPMRED|ωredz – vRED ` αϕ
red
z .
The choice by averaging as in (4.18) is labelled vARED. Whatever the choice is, any vRED
equals uCR on the central subtriangle of every red-refined triangle T P T as depicted in
Figure 4.15. The associated error estimators read
µARED – ~uCR ´ vARED~NC and µPMRED – ~uCR ´ vPMRED~NC .
Remark 4.4.3. In two dimensions, the polynomial space P2pT q is isomorph to P1predpT qq in the
sense that the set of linear functionals L in Definition 2.2.1 consists of the same point evaluations.
Hence, any design of some P2pT q function is also applicable for the design of some piecewise linear
function in P1predpT qq X CpΩq and vice versa. In 3D, the degrees of freedom lay on the edges
and do not coincide with the degrees of freedom of Crouzeix-Raviart functions that are in the face
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z
ωredz
Figure 4.15: Node patch ωredz of some z P N pΩq (light gray) with respect to the red-refined
triangulation redpT pzqq and central subtriangles (dark gray) that do not belong to any node
patch of these node patches.
midpoints. In this case, some further averaging is necessary.
4.4.2.3 Optimal Interpolations
Since the nodal basis functions are included in CR1pT q, the optimal vMP1 P uD,h ` VpT q





σCR ¨ ∇vh dx “
ˆ
Ω
σh ¨ ∇vh dx for all vh P VpT q.
For comparison, we also compute the optimal vMP1RED P P1predpT qq X CpΩq on the red-
refined triangulation redpT q and the optimal piecewise quadratic vMP2 P P2pT q X CpΩq.
Note that they do not have to equal the corresponding P1 conforming solutions of
the Poisson problem. To reduce the computational costs of vMP1RED, one might use
vMP1REDcgp0q – vARED as an initial guess for some iterative solver to approach the optimal
value. The third iterate of a Jacobi preconditioned conjugate gradients algorithm defines
vMP1REDcgp3q. Similarly, vMP2cgp0q – vMP1REDcgp0q serves as an initial value to approach
vMP2 and the third iterate of a Jacobi preconditioned conjugate gradients algorithm defines
vMP2cgp3q. The associated error estimators µMP1, µMP2, µMP2cgp3q µMP1RED and µMP1REDcgp3q
are defined in the same way as µA in Subsubsection 4.4.2.1.
4.4.3 Modifications for Inhomogeneous Dirichlet Boundary Conditions
The designs of the test function v in the previous subsections may not resolve the inhomo-
geneous boundary data exactly. To qualify them as a valid upper bound in the sense of
(4.17), we apply Theorem 4.2.2 for vD “ uD ´ v|ΓD and design some wD P H
1pΩq with
wD “ vD on ΓD. Since wD satisfies u ´ pv ` wDq P H1DpΩq, (4.17) and the energy norm
86 C. Merdon: Guaranteed Error Control in Computations for PDEs
estimate for wD from Theorem 4.2.2 yield
~ResNC~H1NpΩ;Rsq‹ ď ~uCR ´ pv ` wDq~NC ď ~uCR ´ v~NC ` ~wD~
ď ~uCR ´ v~NC ` CD,1pEpΓDqq
h3{2E λ1{2max,T B2E puD ´ vq{Bs2L2pΓDq .
For the more elaborate designs of vAP2, vARED, vPMRED, vMP1RED, vMP1REDcgp3q,vMP2 or
vMP2cgp3q based on P1predpT qq or P2pT q, the computation of wD in Theorem 4.2.2 can
be performed on redpT q with halved edge lengths, because vD P H10pEq for all Dirich-
let boundary edges E P E redpΓDq of redpT q. This leads to the improved constant CD,1
pE redpΓDqq “ 0.4980{23{2 “ 0.1761 for triangulations that consist of right isosceles triangles.
This acknowledges the fact that the boundary data of these designs are already closer to
uD than the nodal interpolation on T as in the design of vA in Subsubsection 4.4.2.1.
4.4.4 Connection Between Conforming Interpolation and Equilibration in 2D
The previous techniques of Subsubsections 4.4.2.1-4.4.2.3 design piecewise polynomial
interpolations v P P1p pT q X CpΩq of uCR. In the 2D case, the rotation of ∇v results in a
divergence-free quantity q – Curl v P RT0p pT q on some triangulation pT (e.g. pT “ redpT q
for v “ vARED) with
~uCR ´ v~NC “
S1{2 CurlNCpuCR ´ vq
L2pΩq
.
This leads to the upper bound
~ResNC~H1NpΩ;Rsq‹ ď ~γΓD pBpuD ´ vq{Bsq~‹ `
S1{2 CurlNCpuCR ´ vq
L2pΩq
and may offer different results in case of inhomogeneous boundary conditions. For
example, if v|ΓD satisfies the integral mean property
´
E BpuD ´ vq{Bs ds for all E P EpΓDq
(as vA from Subsubsection 4.4.2.1), another Poincaré inequality yields
~γΓD pBpuD ´ vq{Bsq~‹ ď CNpEpΓDqq




h3{2E λ´1{2min,T B2E puD ´ vq{Bs2L2pΓDq
with the trace constant CNpEpΓDqq similar to CNpEpΓNqq from Theorem 3.2.2. Since, on
triangulations into right isosceles triangles, CNpEpΓDqq{π ď 1.1474{π “ 0.3652 is smaller
than CD,1pEpΓDqq “ 0.4980 from Theorem 4.2.2, the smaller value is used for the numerical
experiments below. For designs that satisfy the integral mean property on the boundary
of the red-refined triangulations, the constant reduces to CNpE redpΓDqq “ 0.3652{23{2 “
0.1291. Notice that B2v{Bs2 is zero for all piecewise affine designs, but not for the piecewise
quadratic function vAP2 from Subsubsection 4.4.2.1. In the latter case, B2vAP2{Bs2 equals
the second derivative of the P2 nodal interpolation.
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ndof 8 40 176 736 3008 12160 ... 785408
~e~NC 5.23e-02 5.19e-02 2.87e-02 1.98e-02 1.03e-02 5.17e-03 ... 6.49e-04
oscp f q 2.03e-01 9.44e-02 3.91e-02 9.38e-03 2.43e-03 6.13e-04 ... 9.61e-06
η0 2.11e-01 1.11e-01 5.21e-02 1.90e-02 7.69e-03 3.36e-03 ... 3.68e-04
B 2.35e-01 1.38e-01 6.70e-02 2.13e-02 8.03e-03 3.40e-03 ... 3.68e-04
M 2.32e-01 1.34e-01 6.61e-02 2.11e-02 7.99e-03 3.40e-03 ... 3.68e-04
LS 2.32e-01 1.34e-01 6.61e-02 2.11e-02 7.99e-03 3.40e-03 ... 3.68e-04
LW 2.22e-01 1.14e-01 4.85e-02 1.73e-02 7.12e-03 3.20e-03 ... 3.65e-04
Br(1) 2.30e-01 1.30e-01 6.55e-02 2.05e-02 7.65e-03 3.22e-03 ... 3.45e-04
Br(o) 2.27e-01 1.28e-01 6.50e-02 2.04e-02 7.63e-03 3.21e-03 ... 3.45e-04
Bmr(1) 1.28e-01 7.27e-02 3.33e-02 1.36e-02 6.00e-03 2.83e-03 ... 3.39e-04
LW(1) 2.20e-01 1.11e-01 4.72e-02 1.67e-02 6.80e-03 3.04e-03 ... 3.45e-04
LW(o) 2.19e-01 1.10e-01 4.68e-02 1.66e-02 6.79e-03 3.04e-03 ... 3.45e-04
LWm(1) 1.19e-01 6.14e-02 3.22e-02 1.30e-02 5.94e-03 2.84e-03 ... 3.42e-04
Brr(3) 2.26e-01 1.25e-01 6.42e-02 2.01e-02 7.52e-03 3.16e-03 ... 3.39e-04
Bmrr(3) 7.38e-02 4.48e-02 2.37e-02 1.13e-02 5.44e-03 2.68e-03 ... 3.32e-04
Table 4.1: Guaranteed upper bounds for ~Res~‹ by η0 and the equilibration error estimators
ηM, ηLS, ηB, ηLW and some of their postprocessings for uniform mesh refinement in the
square example of Subsection 4.5.1 with respect to the number of degrees of freedom (ndof).
4.5 Numerical Experiments for Nonconforming CR-FEM
This section presents some numerical examples in order to compare the efficiency of all
the error estimators η and µ of Section 4.4 in
~e~2NC ď η
2 ` µ2
for the estimation of ~e~NC via Theorem 4.4.1. First, Subsection 4.5.1 studies the efficiency
of η0 from Theorem 4.4.1.(c) compared to any other error estimator η. The remaining
sections concern the efficiency of the complete guaranteed upper bound in some bench-
mark examples on domains depicted in Figure 4.2. The adaptive mesh refinement in all


















max,E ∥rσCR ¨ τEs∥
2
L2pEq for E P EpΩq,
h2Eλ
´1
min,ωE ∥ f ∥
2
L2pωEq ` 0.1334
h3{2E λ´1{2min,EB2uD{Bs22L2pEq for E P EpΓDq,
h2Eλ
´1




max,E ∥g ´ σCR ¨ νE∥
2
L2pEq for E P EpΓNq.
(4.20)
These refinement indicators are similar to the ones in Mao et al. (2010) and lead to
a convergent adaptive method with optimal complexity. Other refinement indicators
derived directly from the guaranteed upper bounds were tested in Carstensen and Merdon
(2013) and led to very similar adaptively refined meshes and convergence histories. In all
experiments, the bulk parameter for adaptive mesh refinement is θ “ 0.5.
















































Figure 4.16: Convergence history for the energy error ~e~NC on uniform (solid line) and
adaptive (dashed line) meshes in Subsection 4.5.2 with respect to the number of degrees of
freedom |EpΩq|. The right image shows the adaptive mesh on level 8 and the neighbourhood
of the singular point p0, 0q magnified by a factor 4.
4.5.1 Efficient Estimation of the Conforming Residual
The first experiment focuses on the efficient estimation of the dual norm ~Res~‹ of the first
residual Res in Theorem 4.4.1.(a) in the example of Subsubsection 4.3.2. Theorem 4.4.1.(c)
provides a cheap and explicit upper bound η0. Alternatively, one can employ any equilib-
ration error estimator from Chapter 3.
Table 4.1 lists η0 and other guaranteed upper bounds of ~Res~‹ for several equilibration
error estimators.
The overall conclusion is that there is little to no improvement by more elaborate error
estimators like ηB or ηLW. Moreover, there is no improvement of η0 or ηB by ηM on finer
meshes. At least on coarse meshes with large oscillations of f , the postprocessed and
mean-corrected error estimators ηBmrp1q, ηBmrrp3q and ηLWmp1q lead to more significant
reductions compared to η0. On the finest mesh, ηBmrrp3q is about 10 percent smaller than
η0.
4.5.2 L-Shaped domain
The first benchmark problem employs f ” 0, S ” I and inhomogeneous Dirichlet data uD
on ΓD “ BΩ given by the exact solution
upr, ϕq “ r2{3 sinp2ϕ{3q
in polar coordinates on the L-shaped domain Ω “ p´1, 1q2z pr0, 1s ˆ r´1, 0sq. The problem
involves a typical corner singularity and shows an empirical convergence rate of 1{3 with













































Figure 4.17: History of efficiency indices ηxyz{ ~e~NC of various error estimators ηxyz labelled















































Figure 4.18: History of efficiency indices ηxyz{ ~e~NC of various error estimators ηxyz labelled
xyz as functions of the number of degrees of freedom on adaptive meshes in Subsection 4.5.2.



































Figure 4.19: Convergence history for the energy error ~e~NC on uniform (solid line) and
adaptive (dashed line) meshes in Subsection 4.5.3 with respect to the number of degrees of
freedom |EpΩq|. The right image shows the adaptive mesh on level 8.
respect to the number of degrees of freedom |EpΩq| for uniform mesh refinement. Since
the source term is zero, the overhead contribution η0 of the error estimators vanish. The
adaptive algorithm refines towards the singularity as depicted in Figure 4.16 and thus
leads to the optimal convergence rate of 1{2.
Figures 4.17 and 4.18 display the efficiency indices of all error estimators. They range
from 1 for ηMP2 to 1.7 for ηA. The novel interpolations on the red-refinement ηARED and
ηPMRED perform well with efficiency indices below 1.3 for adaptive mesh refinement.
However, the quadratic interpolation ηAP2 is slightly more efficient. While the perform-
ance of ηB is comparable to ηA for uniform mesh refinement, it is slightly better than ηA
for adaptive mesh refinement. The Luce-Wohlmuth error estimator ηLW without postpro-
cessing assumes indices around 1.5 and ηLWp1q with active postprocessing improves it to
1.3. The postprocessed Braess equilibration error estimator ηBrrp3q even leads to efficiency
indices around 1.1. The other postprocessed error estimators show similar improvements.
4.5.3 Square with Large Oscillations
This subsection revisits the square domain example of Subsections 4.3.2 and 4.5.1. Fig-
ure 4.19 shows the convergence history for the broken energy error ~e~NC and η0 as well
as an adaptively refined mesh that looks similar to that computed by the conforming
P1-FEM with the same conclusions with respect to the shortened pre-asymptotic range.
Although the error contribution η0 is about 60 percent of ~e~NC, the efficiency indices
in Figures 4.20 and 4.21 are as good as in Subsection 4.5.2 with η0 “ 0. This leads to
the conclusion that η0 is a very sharp approximation of ~Res~‹ and as such is not a
critical term. Moreover, it seems to make sense to put more effort in the estimation
of ~ResNC~H1NpΩq‹ . For this, the postprocessed equilibration error estimators ηBmrrp3q or
the optimal quadratic interpolation ηMP2cgp3q are the best choice. In this example, only
for uniform mesh refinement, the error estimator ηAP2 is slightly worse than ηARED and


















































Figure 4.20: History of efficiency indices ηxyz{ ~e~NC of various error estimators ηxyz labelled


















































Figure 4.21: History of efficiency indices ηxyz{ ~e~NC of various error estimators ηxyz labelled
xyz as functions of the number of degrees of freedom on adaptive meshes in Subsection 4.5.3.















































Figure 4.22: Convergence history for the energy error ~e~NC and the Dirichlet error contribu-
tion 0.3652
h3{2E λ´1{2min,EB2uD{Bs2L2pBΩq on uniform (solid line) and adaptive (dashed line)
meshes in Subsection 4.5.4 with respect to the number of degrees of freedom |EpΩq|. The
right image shows the adaptive mesh on level 12.
ηPMRED.
4.5.4 Square with Discontinuous Diffusion Coefficients
This subsection revisits the square domain example of Subsection 4.3.3. Since f ” 0, the
contribution η0 vanishes. Figure 4.22 shows the convergence history for the broken energy
norm and the Dirichlet error contribution that is of higher order but decreases slower
than the oscillations in the last example. This especially affects the efficiency indices of ηA
and ηB due to their coarse Dirichlet boundary approximation (see Figures 4.23 and 4.24).
Estimators based on a red-refinement like ηARED or ηPMRED allow for a lower constant in
front of the Dirichlet error contribution and are therefore less affected by its influence.
The postprocessed estimators ηBrrp3q or ηAREDrp3q assume efficiency indices around 1.1 as
in the other examples.
4.5.5 Octagon with Discontinuous Diffusion Coefficients
This subsection revisits the square domain example of Subsection 4.3.4. Since f ” 0, the
contribution η0 vanishes. The efficiency indices from Figure 4.26 and 4.27 are similar to
the results from Subsection 4.5.4. The error estimator ηMP2p8q is asymptotically exact,
because the solution u is a quadratic polynomial and only the extra term that measures the
inhomogeneous Dirichlet boundary condition is inexact. Moreover, this example shows
that the error estimator ηMP2p3q with three pcg steps to approximate ηMP2p8q assumes
efficiency indices around 1.15 and is not as close as in the examples without jumping










































Figure 4.23: History of efficiency indices ηxyz{ ~e~NC of various error estimators ηxyz labelled










































Figure 4.24: History of efficiency indices ηxyz{ ~e~NC of various error estimators ηxyz labelled
xyz as functions of the number of degrees of freedom on adaptive meshes in Subsection 4.5.4.















































Figure 4.25: Convergence history for the energy error ~e~NC and the Dirichlet error contribu-
tion 0.3652
h3{2E λ´1{2min,EB2uD{Bs2L2pBΩq on uniform (solid line) and adaptive (dashed line)
meshes in Subsection 4.5.5 with respect to the number of degrees of freedom |EpΩq|. The
right image shows the adaptive mesh on level 12.
diffusion coefficients, but still better than the error estimator ηARED related to the initial
value of the pcg scheme that assumes efficiency indices around 1.3. The situation is even
more dramatic for ηMP1REDcgp3q. It is based on the same initial value and the efficiency
hardly shows any improvement after three cg iterations. The optimal error estimator
ηMP1REDcgp8q leads to slightly improved efficiency indices around 1.2.
4.6 Possible Modifications for Nonpolygonal Domains
Triangulations into triangles are not able to approximate domains with curved boundaries
exactly and thus lead to additional error quantities. This section discusses a 2D example
that avoids curved finite elements.




x “ pr cos ϕ, r sin ϕq
ˇ
ˇ 0 ă ϕ ă 3π{2, 0 ă r ă 1
(
with a reentrant corner at p0, 0q and the exact solution upr, ϕq “ pr2{3 ´ r2q sinp2ϕ{3q.
4.6.1 Conforming P1-FEM
To fully cover the domain, the triangulation is extended with reflection of the boundary
triangles as shown in Figure 4.28. The resulting triangulation pT satisfies Ω Ă Ť pT where
the extended source function f pϕq “ 32 sinp2ϕ{3q{9 is well defined. The discrete solution

















































Figure 4.26: History of efficiency indices ηxyz{ ~e~NC of various error estimators ηxyz labelled

















































Figure 4.27: History of efficiency indices ηxyz{ ~e~NC of various error estimators ηxyz labelled
xyz as functions of the number of degrees of freedom on adaptive meshes in Subsection 4.5.5.
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Figure 4.28: Triangulation T (left, solid) and extended triangulation pT (right, solid) with
Ť T Ď Ω Ď Ť pT for the sector domain Ω (dashed).
uh (computed with uD “ 0 along Bp
Ť T q) is extended by zero outside of Ť T such that
uh P H10pΩq. This also extends its fluxes σh – ∇uh by zero outside of
Ť T .
The new triangles involve only Dirichlet nodes and allow the Braess or Luce-Wohlmuth
design of an equilibration qB or qLW from Section 3.2 on the extended triangulation, pos-
sibly with an additional postprocessing γh P H1p
Ť
pT q. Then, the error for the conforming
finite element method is bounded by
~u ´ uh~ “ ~Res~‹ ď
h




pT q {j1,1 ` ∥pq ´ σh ´ Curl γh∥L2pΩq .
The integration of pq ´ σh ´ Curl γh over the non-polygonal domain Ω separates into
an exact integration over triangles in T and an integration over intersections T X Ω
of triangles T P pT zT . The latter integration employs polar coordinates and Gauss
quadrature with at least 100 quadrature points. The exact energy error is computed with
the usual quadrature on T and polar coordinates and Gauss quadrature on the domain
remainder Ωz
Ť T .
For the adaptive mesh refinement, the refinement indicators ηpTq2 from (4.7) are re-
placed by
ηpTq2 ` 4 widthppT X Ωq2{π2 ∥ f ∥2L2ppTXΩq for T P T with a reflection pT P pT zT .




f v dx ď
ÿ
TP pT zT
2 widthppT X Ωq{π ∥ f ∥L2ppTXΩq ∥∇v∥L2ppTXΩq
by 1D Friedrichs inequalities along lines orthogonal to E. This causes the refinement along
the curved boundary depicted in the adaptive mesh from Figure 4.29. The convergence
history of the energy error in Figure 4.29 proves that the extensions do not harm the
optimal convergence speed of the adaptive algorithm in the long run.
Figures 4.30 and 4.31 display the efficiency indices of the error estimators. For uniform
mesh refinement, the efficiency indices become slightly worse on finer meshes. This
may be caused by the extension on the reflected triangles. The Braess error estimator,
which is extended to the complete reflected triangles, is more affected than the Luce-


























































Figure 4.29: Convergence history for the energy error ~u ´ uh~ and the higher-order terms
in the guaranteed upper bounds of ηB and ηLW on uniform (solid line) and adaptive (dashed
line) meshes in Subsection 4.6.1 with respect to the number of degrees of freedom |M|. The
right image shows the adaptive mesh on level 8.
Wohlmuth error estimator, which employs the dual mesh and thus has more flexibility on
the reflected triangles. For adaptive mesh refinement, the efficiency indices stay below
1.5 on all meshes for all error estimators and the postprocessing ηLWp1q yields efficiency
indices around 1.15. Opposite to all other examples, the gap between the truncated
postprocessing and the optimal postprocessing appears slightly larger and, for the first
time, ηBrrp3q is less efficient than ηBrp8q. Somehow, the boundary extension pollutes the
convergence speed of the pcg scheme behind the postprocessing.
4.6.2 Nonconforming CR-FEM
Also the nonconforming solution uCR is extended by zero outside of
Ť T such that uCR “ 0
along BΩz
Ť T . Similarly, the design of any v from Subsection 4.4.2 on T or redpT q can be
extended H1pΩq-conformly by vxyz “ 0 on Ωz
Ť T . Since the normal fluxes of q are zero
along B
Ť T for any equilibration design from Chapter 3 for the residual ResNC, also q can
be extended Hpdiv, Ωq-conformly by qxyz “ 0 on Ωz




























































Figure 4.30: History of efficiency indices ηxyz{ ~u ´ uh~ of various error estimators ηxyz




































Figure 4.31: History of efficiency indices ηxyz{ ~u ´ uh~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 4.6.1.



































Figure 4.32: Convergence history for the energy error ~e~NC and pη0 (labelled as η0) on
uniform (solid line) and adaptive (dashed line) meshes in Subsection 4.6.2 with respect to
the number of degrees of freedom |EpΩq|. The right image shows the adaptive mesh on
level 10.
The additional contributions along the boundary edges EpB Ť T q of the triangulation
estimate the influence of α from the Helmholtz decomposition Theorem 4.4.1 on Ωz
Ť T .
The circular segments pωE are enclosed by the circle line BΩ and the edge E P EpB
Ť T q.
Note that the integrals in RespψEq are evaluated only on
Ť T . There are two new terms
in the definition of pη0 compared to η0 from (4.12). They stem from additional integrals,




EPEpB Ť T q
ˆ
pωE








f α dx ď
2widthp pωEq
π
∥ f ∥L2p pωEq ∥∇α∥L2p pωEq .
The estimation of the second integral employs the 1D fundamental theorem of calculus
along BΩ X B pωE in outer normal direction νE of E and a Cauchy inequality, i.e.,
 
E













|∇α| dx |RespψEq| ď
| pωE|1{2
|E| |RespψEq| ∥∇α∥L2p pωEq .
Figure 4.32 shows the convergence history for the energy error and pη0. The convergence
rate for adaptive mesh refinement is optimal and pη0 also converges with convergence rate














































Figure 4.33: History of efficiency indices ηxyz{ ~e~NC of various error estimators ηxyz labelled
xyz as functions of the number of degrees of freedom on uniform meshes in Subsection 4.6.2.
1{2. The adaptive mesh refinement concentrates on the reentrant corner.
The efficiency indices displayed in Figures 4.33 and 4.34 are as good as in the other
numerical examples.
4.7 Error Analysis for Raviart-Thomas Mixed FEM
The Raviart-Thomas mixed FEM from Subsection 2.3.3 for inhomogeneous Neumann




E g dsqϑE (compare with
Definition 2.2.16) seeks qRT P qN,RT ` HNpdiv, Ωq and u0 P P0pT q with
ˆ
Ω
S´1qRT ¨ rRT dx `
ˆ
Ω
div rRTu0 dx “ 0 for all rRT P QpT q,ˆ
Ω
div qRTv0 dx “
ˆ
Ω
f v0 ds for all v0 P P0pT q.
The Raviart-Thomas mixed FEM is closely related to the nonconforming Crouzeix-Raviart
FEM and the error analysis exploits this relation similar to (Vohralík, 2007; Ainsworth,
2007/08; Braess, 2009). First, consider the function
u‹ – uCR ´ fT |x ´ midpT q|2 {p2nq P P2pT q. (4.21)
The following theorem states two results. The first one considers u‹ as an nonconforming
piecewise quadratic approximation of u that allows favourable guaranteed error control.
The second result shows that S∇NCu‹ is superclose (or identical for constant data) to qRT.














































Figure 4.34: History of efficiency indices ηxyz{ ~e~NC of various error estimators ηxyz labelled
xyz as functions of the number of degrees of freedom on adaptive meshes in Subsection 4.6.2.
Theorem 4.7.1. (a) For simply connected domains Ω and u‹ from (4.21), it holds
~u ´ u‹~2NC ď
´







~u‹ ´ v~2NC .
(b) The function u‹ from (4.21) and the Raviart-Thomas mixed FEM solution qRT are superclose
in the senseS´1{2pqRT ´ S∇NCu‹q
L2pΩq
ď CPpT q oscpλ´1{2min,T f , T q ` CNpEpΓNqq oscpλ
´1{2
min,T g, EpΓNqq.
Proof. The proof of (a) employs the Helmholtz decomposition (Theorem 2.1.12)
∇NCpu ´ u‹q “ ∇α ` S´1 Curl β
for some α P H1DpΩq and β P H
1pΩ; Rsq with Curl β ¨ ν “ 0 along ΓN . Analogously to
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and it remains to estimate ~α~ ď CPpT q oscp f , T q which is similar to the estimate in
Theorem 4.4.1.(c). The definition of u‹ in (4.21), the properties of the nonconforming




S∇NCpu ´ u‹q ¨ ∇α





fT px ´ midpT qq ¨ ∇α dx












p f ´ fT qpα ´ αCRq dx `
ˆ
ΓN
pg ´ gE qpα ´ αCRq ds
ď pCPpT q oscp f , T q ` CNpEpΓNqq oscpg, EpΓNqqq ~α ´ αCR~NC .
The stability of the nonconforming interpolation ~α ´ αCR~NC ď ~α~ (which is a con-
sequence of (4.13)) concludes the proof of (a).
The proof of (b) employs the equivalence
qRT – S∇NCpuCR ´
fT
n
p¨ ´ midpT qq (4.22)
from Bahriawati and Carstensen (2005, Theorem 7.1) with the Crouzeix-Raviart solution
puCR for the right-hand side data fT and gE instead of f and g. Then,S´1{2pqRT ´ S∇NCu‹q2
L2pΩq










p f ´ fT qppuCR ´ uCRq dx `
ˆ
ΓN
pg ´ gE qppuCR ´ uCRq ds.
These integrals lead to the asserted oscillations and conclude the proof.
5 Error Analysis for the Stokes Problem
The Stokes equations result from a simplification of the Navier-Stokes equations and
describe the motion of incompressible Newtonian fluids like water.
5.1 Setting, Deviatoric Stress Tensor and Inf-Sup Condition
Given a right-hand side f P L2pΩ; Rnq and Dirichlet data uD P H1pΩ; Rnq, the Stokes





Ω v dx “ 0u and a velocity field
u P H1pΩ; Rnq with
´∆u ´ ∇p “ f , div u “ 0 in Ω and u “ uD on BΩ. (5.1)




div u dx “
ˆ
BΩ
uD ¨ ν ds.
The stress tensor σ – Du ` pI P L2pΩ; Rnˆnq satisfies the equilibrium equation div σ `
f “ 0. The weak formulation of the Stokes problem involves the linear form Fpvq –´
Ω f ¨ v dx for v P H
1pΩ; Rnq and the bilinear forms
a : H1pΩ; Rnq ˆ H1pΩ; Rnq Ñ R, apu, vq –
ˆ
Ω
Du : Dv dx,
b : L2pΩq ˆ H1pΩ; Rnq Ñ R, bpq, vq –
ˆ
Ω
q div v dx.
Then, a weak solution pu, pq of (5.1) is characterised by the variational equations
apu, vq ` bpp, vq “ Fpvq for all v P H10pΩ; R
nq, (5.2)
bpq, uq “ 0 for all q P L20pΩq.
In the subsequent error analysis the stress tensor σ is (pointwise almost everywhere)
decomposed in two components. One is the hydrostatic or volumetric stress tensor
trpσq{n I P L2pΩ; Rnˆnq and the remaining part defines the deviatoric component
devpσq – σ ´ trpσq{n I P L2pΩ; Rnˆnq.
This decomposition is orthogonal in the sense that
devpσpxqq : ptrpσpxqq{n Iq “ 0 for a.e. x P Ω.
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This leads to the L2 orthogonality
∥σ∥2L2pΩq “ ∥devpσq∥2L2pΩq ` ∥trpσq∥2L2pΩq {n. (5.3)




σ : Dv dx “
ˆ
Ω
Du : Dv dx (5.4)
for all v in the space of divergence-free functions
Z – tv P H10pΩ; R
nq
ˇ
ˇ div v “ 0u.
The error analysis below involves the constant c0 in the inf-sup condition







It depends only on the domain Ω and equals the smallest eigenvalue of some general
eigenvalue problem. Theoretical background and guaranteed, but also rather pessimistic,
lower bounds can be found in (Stoyan, 1999). For the error analysis, the following Lemma
yields a helpful decomposition of the stress tensor from Dari et al. (1995) and Ainsworth
and Dörfler (2005).
Lemma 5.1.1. Let Ω be a bounded Lipschitz domain.
(a) Every p P L2pΩ; Rnˆnq can be decomposed into
p “ Dz ` y
with some divergence-free function z P Z with
ˆ
Ω
Dz : Dv dx “
ˆ
Ω
p : Dv dx for all v P Z, (5.6)
and the remainder
y P Y –
"





y : Dv dx “ 0 for all v P Z
*
.
(b) For each y P Y, there exists some w P L20pΩq withˆ
Ω
y : Dv dx “
ˆ
Ω
w div v dx for all v P H10pΩ; R
nq (5.7)
and
∥w∥L2pΩq ď 1{c0 ∥y∥L2pΩq .
Proof. For a proof of (a), see Dari et al. (1995, Lemma 3.2) or Ainsworth and Dörfler (2005,
Subsection 3.2). The function z P Z is the unique solution of the problem (5.6) and the
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remainder obviously is in Y. A proof of (b) can be found in Ainsworth and Dörfler (2005,
Lemma 2) and is based on the theory of Galdi (1994, Chapter III.1).
5.2 Error Analysis for Conforming Finite Element Methods
This section deals with conforming approximations to the Stokes problem and includes the
mini finite element approach. However, the general results also hold for the Taylor-Hood
finite element method (or any other conforming finite element method).
5.2.1 The Mini FEM for the Stokes Problem
The mini finite element space consists of functions in VpT q “ P1pT q X V and additional
element volume bubbles bT –
ś
zPN pTq ϕz P P3pTq on each triangle T P T , i.e.,
BpT q – spantbT
ˇ
ˇ T P T u, MinipT q – VpT ; Rnq ‘ BpT ; Rnq.
The nodal interpolation operator uD,h –
ř
zPN pBΩq upzqϕz interpolates the inhomogeneous
Dirichlet data and the mini finite element methods seeks uM P uD,h ` MinipT q, ph P VpT q
and λ P R with
apuM, vMq ` bpph, vMq “ FpvMq,
bpqh, uMq ` λ
ˆ
Ω
qh dx “ 0, (5.8)ˆ
Ω
ph dx “ 0 for all vM P MinipT q and qh P VpT q.
The number λ is a Lagrange multiplier for the constraint
´
Ω ph dx “ 0.
Listing 5.1 displays the MATLAB code for the mini finite element solver. The array A4e
contains the local stiffness matrices of the nodal basis functions and the bubble functions
for the first component of uh (the entries for the second component are identical and
copied in Line 22). The submatrix A4e(1:3,1:3,k) equals the local stiffness matrix
from Section 2.3.5.4 for the k-th element of the triangulation. Note that the definition of bT
and Lemma 2.2.18 lead to
ˆ
T
∇bT ¨ ∇ϕz dx “ 0 for any z P N pTq. (5.9)
This results in A4e(1:3,4,k) = 0 and the remaining contributions A4e(4,4,k) of
the bubble functions in Line 10 can be computed analytically by Lemma 2.2.18, i.e.,
ˆ
T






The array B4e contains the local matrices for the discretisation of the bilinear form b
where the nodal basis functions for the pressure are multiplied with the divergences of the
eight basis functions of the velocity (three nodal basis functions and one bubble function
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for each component), which are essentially partial derivatives of the nodal basis functions.
The loop in Lines 5–17 computes all the local matrix entries elementwise. Lines 18–28
sum up all local matrix entries into the global stiffness matrices A and B that discretise the








ϕj : div vk dx for j “ 1, . . . , |N | and k “ 1, . . . , 2p|N | ` |T |q.
The first |N | basis functions read vj “ pϕzj , 0q for the nodal basis functions ϕj, j “ 1,
. . . , |N | of the j-th node c4n(j,:). The next |T | basis functions read vj`|N | “ pbTj , 0q
for the bubble functions bT for the triangle j-th triangle n4e(j,:). The remaining
|N | ` |T | basis functions do the same for the second component. Lines 29–31 calculate
the right-hand side vector by integration of f times basis functions. The integrand for
this integration is displayed in Lines 48–54. The remaining lines include the Dirichlet
boundary conditions (subtraction of apuD,h, ¨q and bp¨, uD,hq from the right-hand side), the
setup of the system matrix and the solve of the linear system in (5.8). Lines 42–45 break
the solution vector x into the velocity part u and the pressure part p.
5.2.2 Error Analysis
The theorem of this subsection enables guaranteed upper bounds for the energy norm
~e~ “ ∥De∥L2pΩq of the error e – u ´ uh between u and any conforming approximation
uh.
The stress σh – Duh ` phI is a discrete approximation of the exact stress σ and fits in




f ¨ v dx ´
ˆ
Ω
σh : Dv dx for v P Z. (5.10)
Recall that ~Res~Zzt0u‹ “ supzPZ Respzq{ ~z~ denotes the dual norm of Res with respect
to the space Z.
Theorem 5.2.1. (a) It holds
~u ´ uh~
2
ď ~Res~2Z‹ ` 1{c
2
0 ∥div uh∥2L2pΩq .
with c0 from the inf-sup condition (5.5) and the residual Res from (5.10).
(b) Efficiency holds in the sense of
~Res~2Z‹ ` 1{c
2
0 ∥div uh∥2L2pΩq ď maxt1, c´20 {nu ~u ´ uh~2 .
Proof. Proof of (a). Lemma 5.1.1.(a) yields the decomposition of
De “ Dpu ´ uhq “ Dz ` y
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[u,p] = solveMINIStokes(f,u4Db,c4n,n4e,n4sDb,degree_f)
2 A4e = zeros(4,4,nrElems);
B4e = zeros(8,3,nrElems);
4 grads4e = zeros(3,2,nrElems);
area4e = computeArea4e(c4n,n4e);
6 area4n = computeArea4n(c4n,n4e);
for j=1:nrElems
8 grads = [ones(1,3);c4n(n4e(j,:),:)’]\[zeros(1,2);eye(2)];
A4e(1:3,1:3,j) = area4e(j)*(grads*grads’);
10 A4e(4,4,j) = sum(diag(A4e(1:3,1:3,j)))/180;
B4e([1:3 5:7],1,j) = grads(:)’;
12 B4e([1:3 5:7],2,j) = grads(:)’;
B4e([1:3 5:7],3,j) = grads(:)’;
14 B4e([4 8],:,j) = -grads’/20;
B4e(:,:,j) = B4e(:,:,j)*area4e(j)/3;
16 grads4e(:,:,j) = grads;
end
18 dofs_u = [n4e’; (nrNodes+1:nrNodes+nrElems)];
I = repmat(dofs_u(:),1,size(dofs_u,1))’;
20 J = repmat(dofs_u’,1,size(dofs_u,1))’;
A = sparse(I(:),J(:),A4e(:));
22 A = [A sparse(nrNodes+nrElems,nrNodes+nrElems)
sparse(nrNodes+nrElems,nrNodes+nrElems) A];
24 dofs_u = [dofs_u; nrNodes+nrElems+dofs_u]’;
dofs_p = n4e’;
26 I = repmat(dofs_p(:),1,size(dofs_u,2))’;
J = repmat(dofs_u,1,size(dofs_p,1))’;
28 B = sparse(I(:),J(:),B4e(:),nrNodes,2*(nrNodes+nrElems));
integrand = @(n4p,pts,pts_ref)RHS_BasisXf(n4p,pts,pts_ref,f);
30 b4e = integrate(c4n,n4e,integrand,degree_f+3);
b = accumarray(dofs_u(:),b4e(:),[3*nrNodes+2*nrElems+1 1]);
32 DbNodes = unique(n4sDb(:));
fixeddofs = [DbNodes’ nrNodes+nrElems+DbNodes’];
34 x = zeros(3*nrNodes+2*nrElems+1,1);
x(fixeddofs)=reshape(u4Db(c4n(DbNodes,:)),[1 2*length(DbNodes)]);
36 M=[A B’ sparse(2*(nrNodes+nrElems),1);...
B sparse(nrNodes,nrNodes) area4n/3;...
38 sparse(1,2*(nrNodes+nrElems)) area4n’/3 0];
b = b - M*x;
40 dofs=setdiff(1:3*nrNodes+2*nrElems+1,fixeddofs);
x(dofs)=M(dofs,dofs)\b(dofs);





48 function val = RHS_BasisXf(n4p,pts,pts_ref,f)
x = pts_ref(1); y = pts_ref(2);
50 f4pts = f(pts);
f4pts = f4pts(:,[1 1 1 1 2 2 2 2]);
52 basis4pts = repmat([1-x-y x y x*y*(1-x-y)],[size(pts,1) 2]);
val = f4pts.*basis4pts;
54 end
Listing 5.1: Listing for the mini fem solver solveMINIStokes.
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into some z P Z and y P Y that are orthogonal in the sense that
~e~2 “ ~z~2 ` ∥y∥2L2pΩq “
ˆ
Ω
De : Dz dx `
ˆ
Ω
De : y dx.
Since I : Dz “ div z “ 0, the first term equals
ˆ
Ω
De : Dz dx “
ˆ
Ω
pσ ´ σhq : Dz dx “ Respzq ď ~Res~Z‹ ~z~ .
It remains to estimate
´
Ω De : y dx and Lemma 5.1.1.(b) showsˆ
Ω
De : y dx “
ˆ
Ω
w div e dx “ ´
ˆ
Ω
w div uh dx ď ∥w∥L2pΩq ∥div uh∥L2pΩq
ď 1{c0 ∥div uh∥L2pΩq ∥y∥L2pΩq .
This concludes the proof of (a).
Proof of (b). The orthogonal decomposition (5.3) for De into its deviatoric and spherical
tensor and div u “ 0 yield
~e~2 “ ∥devpDeq∥2L2pΩq ` ∥trpDeqI∥2L2pΩq {n
“ ∥devpDeq∥2L2pΩq ` ∥divpuhq∥2L2pΩq {n. (5.11)




pσ ´ σhq : Dz dx “
ˆ
Ω
devpσ ´ σhq : Dz dx for all z P Z.
Hence, ~Res~Z‹ ď ∥devpσ ´ σhq∥L2pΩq “ ∥devpDeq∥L2pΩq. This results in
~Res~2Z‹ ` 1{c
2
0 ∥div uh∥2L2pΩq ď ∥devpDeq∥2L2pΩq ` c´20 ∥div uh∥2L2pΩq .
The coefficient comparison with (5.11) concludes the proof of (b).
The factor ∥div uh∥L2pΩq {pc0 ~e~q, leads to some lower threshold for the efficiency index
of any error estimator η ě ~Res~Z‹ , i.e.,
´














c0 ~u ´ uh~
. (5.12)
In the numerical experiments of Section 5.4 the threshold (5.12) often assumes values
between 1.5 and 2.5. This implies overestimation of at least 50 to 150 percent solely by the
fixed part of the guaranteed upper bound. Therefore, sharper guaranteed lower bounds
for c0 might increase the efficiency dramatically, possibly by nonconforming numerical
approximations as in Carstensen and Gedicke (2013+).
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5.2.3 Treatment of Inhomogeneous Boundary Data
The boundary extension operator of Section 4.2.2 (componentwise) designs some wD P
H1pΩ; Rnq with wD|BΩ “ pu ´ uD,hq|BΩ and Theorem 5.2.1.(a) shows
~e ´ wD~
2
ď ~Res~2Z‹ ` 1{c
2
0 ∥divpuh ` wDq∥2L2pΩq .
A triangle inequality and a Young inequality for any λ ą 0 in the divergence term yields





















∥div wD∥L2pΩq “ ∥I : DwD∥L2pΩq ď ~wD~ ď CD,1pEpBΩqq
h3{2E B2EuD,h{Bs2L2pBΩq
and the optimal λ reads
λ “ CD,1pEpBΩqq
h3{2E B2EuD,h{Bs2L2pBΩq { ∥div uh∥L2pΩq .
Since, in general, ~wD~ is of higher order compared to ∥div uh∥L2pΩq, λ tends to 0 on fine
meshes. However, the factor c0 appears in front of this term and further pollutes the
efficiency on coarse meshes.
5.3 Equilibration for the Mini FEM
This section explains how to apply the equilibration designs of Chapter 3 in the scope of
the Stokes mini finite element method.





p f ` ∇ph ` div qq ¨ z dx `
ˆ
Ω
devpq ´ Duh ´ Curl γq : ∇z dx.














Let uB P BpT ; Rnq denote the bubble component of the solution uM “ uB ` uh and
consider the gradient of the piecewise affine part uh P VpT ; Rnq, i.e. Duh – σh ´ Dub.
Furthermore, let uh,j P P1pT q X CpΩq denote the j-th component of uh and, analogously,
f j P L2pΩq defines the j-th component of f P L2pΩ; Rnq for j “ 1, . . . , n. The functions
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ϕz,j – ej ϕz for the j-th unit vector in Rn,j “ 1, . . . , n, and the nodal basis function ϕz for
all z P N define a basis of P1pT ; Rnq X V Ă MinipT q.
Observe that the Galerkin orthogonality of the residual Res from (5.10) and the ortho-
gonality of ∇bT from (5.9) lead to
0 “ Respϕz,jq “
ˆ
Ω
f j ϕz dx ´
ˆ
Ω




p f j ` Bph{Bxjqϕz dx ´
ˆ
Ω
∇uh,j ¨ ∇ϕz dx for any z P M and j “ 1, . . . , n.




p f j ` Bph{Bxjqv dx ´
ˆ
Ω
∇uh,j ¨ ∇v dx for all v P H10pΩq and j “ 1, . . . , n.
Hence, a componentwise application of the equilibration error estimators of Chapter 3
for each component j “ 1, . . . , n is possible and leads to some equilibrated quantity
qxyz P Hpdiv, Ω; Rnˆnq where div qxyz ` pf for pf – f `∇ph is of higher order. This defines






∥devpqB ´ σhq∥L2pTq ` CPpTq








∥devpqLW ´ σhq∥L2pTq ` CPpTq




The mini fem versions of the error estimators ηM and ηLS are defined analogously. The
postprocessing after Section 3.3 is also applicable componentwise.
5.4 Numerical Experiments for the Mini FEM
This section discusses some numerical benchmark examples. The adaptive mesh refine-
ment in all examples is driven by the Dörfler marking of Subsubsection 2.3.4.2 with the
elementwise refinement indicators
ηpTq2 – |T| ∥ f ` div σh∥2L2pTq ` |T|1{2
ÿ
EPEpTq
∥rσh ¨ νEsE∥2L2pEq ` ∥div uh∥2L2pTq {c20
` 0.248
h3{2E B2uD{Bs22L2pBTXBΩq {c20. (5.13)




















































Figure 5.1: Convergence history for the energy error ~u ´ uM~, ∥div uh∥L2pΩq and the Di-
richlet error contribution 0.4980
h3{2E B2uD{Bs2L2pBΩq on uniform (solid line) and adaptive
(dashed line) meshes in Subsection 5.4.1 with respect to the number of degrees of freedom
3 |M| ` 2 |T |. The right image shows the adaptive mesh on level 4 and the neighbourhood
of the singular point p0, 0q magnified by a factor 2.
5.4.1 L-Shaped Domain
The first benchmark problem employs f px, yq ” 0 and the Dirichlet data uD that matches
the exact solution
upr, ϕq “ rα
ˆ
pα ` 1q sinpϕqψpϕq ` cospϕqψ1pϕq
´pα ` 1q cospϕqψpϕq ` sinpϕqψ1pϕq
˙T
on the L-shaped domain Ω “ p´1, 1q2z pr0, 1s ˆ r´1, 0sq with
ψpϕq “ 1{pα ` 1q sinppα ` 1qϕq cospαωq ´ cosppα ` 1qϕq
` 1{pα ´ 1q sinppα ´ 1qϕq cospαωq ` cosppα ´ 1qϕq
for α “ 856399{1572864 « 0.54, ω “ 3π{2 from Verfürth (1989). For the error estimators
we set c0 “ 0.3 from Stoyan (1999). The streamlines of the velocity field uh on a finer
triangulation is shown in Figure 5.4. The stream flows around the reentrant corner at
the point p0, 0q. This singularity causes the slow experimental convergence rate of about
1{4 with respect to the number of degrees of freedom 3 |M| ` 2 |T | for uniform mesh
refinement depicted in Figure 5.1.
Figure 5.1 also shows that the adaptive mesh refinement leads to the optimal con-
vergence rate of 0.5 for the energy error ~u ´ uM~. The L2 norm ∥div uh∥L2pΩq of the
divergence of the discrete solution shows the same convergence rate. The threshold





































Figure 5.2: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz






































Figure 5.3: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 5.4.1.
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Figure 5.4: Streamlines of the velocity field uh from the mini FEM for the examples in
Subsections 5.4.1 (left) and 5.4.2 (right).
caused by c0 for the efficiency indices (5.12) is shown in Figures 5.2 and 5.3 and is about
2.2 for adaptive mesh refinement and about 1.7 for uniform mesh refinement. Hence,
efficiency indices close to 1 as for the Poisson problems are impossible here. The efficiency
indices of ηB are around 2.5 for uniform mesh refinement and about 3 for adaptive mesh
refinement. The other estimators perform slightly better. However, there is very little
improvement of less than 10 percent by the postprocessing. This appears reasonable,
because the contribution that is improved by the postprocessing is only a very small part
of the total upper bound. The div uh contribution dominates with about 70 percent of the
total upper bound and cannot be improved by the postprocessing.
5.4.2 Smooth Example on Square Domain
The second benchmark problem employs the right-hand side f px, yq “ p4π2 sinpπpx ´
yqq, 0q and inhomogeneous Dirichlet boundary data uD with exact solution
upx, yqj “ sinpπxq cospπyq ´ cospπxq sinpπyq for j “ 1, 2
on the square domain Ω “ p´1, 1q2 with c0 “ 0.3826 from Stoyan (1999). Figure 5.4
displays the streamlines of the velocity field uh that are parallel to the main diagonal.
There are four streams with alternating flow direction.
Figure 5.5 conveys that the experimental convergence rate of the energy error is optimal
for uniform and adaptive mesh refinement. However, the exact energy error on the
adaptively generated meshes is a slightly worse. This might be caused by the strong
influence of ∥div uh∥L2pΩq to the refinement indicators.
For uniform mesh refinement, the threshold (5.12) caused by the div uh contribution is
significantly lower, but still almost 1. Consequently, the share of ~Res~‹ increases and its
error estimators lead to better efficiency indices in Figure 5.6. The efficiency indices vary
from 2.4 for ηB to 1.8 for ηLW1. For adaptive mesh refinement the dominance of the div uh
contribution is higher. As in the first example, the efficiency indices become slightly worse




























































Figure 5.5: Convergence history for the energy error ~u ´ uM~, ∥div uh∥L2pΩq and the Di-
richlet error contribution 0.4980
h3{2E B2uD{Bs2L2pBΩq on uniform (solid line) and adaptive
(dashed line) meshes in Subsection 5.4.2 with respect to the number of degrees of freedom
3 |M| ` 2 |T |. The right image shows the adaptive mesh on level 11.
and the postprocessing less effective (see Figure 5.7). On coarse meshes, the efficiency
indices are very large due to the term that measures the error of the inhomogeneous
Dirichlet boundary data. The inf-sup constant c0 in front of this term leads to dramatic
overestimation, but the effect reduces on finer meshes thanks to the higher-order property.
5.4.3 Another Smooth Example on Square Domain
The second benchmark problem from Ainsworth and Dörfler (2005) employs the right-
hand side f px, yq “ p´4y, 4xq and inhomogeneous Dirichlet boundary data uD that match
the exact solution
upx, yq “ pxp1 ´ xqp1 ´ 2yq, ´yp1 ´ yqp1 ´ 2xqq
on the square domain Ω “ p0, 1q2 with c0 “ 0.3826 from Stoyan (1999).
In this example the adaptive mesh refinement leads to slightly better meshes as indic-
ated by Figure 5.8. Again, the div uh contribution forms the main part of the guaranteed
upper bound and leads to a threshold (5.12) of around 2.3 for uniform mesh refinement
in Figure 5.9 and 1.8 for adaptive mesh refinement in Figure 5.10. The overall efficiency
indices decrease from over 5 on coarse meshes to below 3 for the very fine meshes.
Unfortunately, the postprocessing is almost ineffective.












































Figure 5.6: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz












































Figure 5.7: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 5.4.2.
































































Figure 5.8: Convergence history for the energy error ~u ´ uM~, ∥div uh∥L2pΩq and the Di-
richlet error contribution 0.4980
h3{2E B2uD{Bs2L2pBΩq on uniform (solid line) and adaptive
(dashed line) meshes in Subsection 5.4.3 with respect to the number of degrees of freedom
3 |M| ` 2 |T |. The right image shows the adaptive mesh on level 12.
5.4.4 Colliding Flow
The third benchmark problem employs f px, yq ” 0 and the exact solution upx, yq “
p20xy4 ´ 4x5, 20x4y ´ 4y5q on the square domain Ω “ p´1, 1q2 with c0 “ 0.3826 from
Stoyan (1999). This example mimics a colliding flow as depicted in Figure 5.11.
The efficiency indices from Figures 5.13 and 5.14 support all conclusions from the
previous experiments.
5.4.5 Backward Facing Step
The last example employs the backward facing step domain Ω “ pp´2, 8q ˆ p´1, 1qq z
pr´2, 0s ˆ r´1, 0sq, the right-hand side f ” 0 and the inhomogeneous boundary data
uDpx, yq “
#
p´ypy ´ 1q{10, 0q at x “ ´2,
p´py2 ´ 1q{80, 0q at x “ 8.
There is no known reference solution, but the example is well-understood (Bank and
Welfert, 1991; Carstensen and Funken, 2001).
Figure 5.16 shows the streamlines of the discrete solutions and an adaptive mesh. The
refinement detects the singularity at the reentrant corner and also the part of the domain
where the velocity of the fluid and the pressure is higher. The right image in Figure 5.16
also shows a characteristic Moffat eddy that is resolved by the finite element method
solution.












































Figure 5.9: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz











































Figure 5.10: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 5.4.3.
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Figure 5.11: Streamlines of the velocity field uh from the mini FEM for the examples in


















































Figure 5.12: Convergence history for the energy error ~u ´ uM~, ∥div uh∥L2pΩq and the Di-
richlet error contribution 0.4980
h3{2E B2uD{Bs2L2pBΩq on uniform (solid line) and adaptive
(dashed line) meshes in Subsection 5.4.4 with respect to the number of degrees of freedom
3 |M| ` 2 |T |. The right image shows the adaptive mesh on level 10.
Moreover, the adaptive mesh refinement leads to an optimal empirical convergence
rate of all error estimators (and so implies an optimal convergence rate for the smaller
exact energy error) as shown in Figure 5.15.






































Figure 5.13: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz








































Figure 5.14: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 5.4.4.



























































Figure 5.15: Convergence history for the energy error estimator ηLWp1q, ∥div uh∥L2pΩq and
the Dirichlet error contribution 0.4980
h3{2E B2uD{Bs2L2pBΩq on uniform (solid line) and
adaptive (dashed line) meshes in Subsection 5.4.5 with respect to the number of degrees of
freedom 3 |M| ` 2 |T |.















Figure 5.16: The upper left image shows streamlines of the velocity field uh from the mini
FEM for the example in Subsection 5.4.5. The right image shows a zoom-in of the Moffat
eddy near the point p0.15, ´0.85q. The lower left image shows the adaptive mesh on level 8
and the neighbourhood of the singular point p0, 0q magnified by a factor 4.
5.5 A Posteriori Error Control for the Nonconforming CR-FEM
This section aims at guaranteed error control of the nonconforming Crouzeix-Raviart
finite element method for the Stokes problem.
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5.5.1 Crouzeix-Raviart FEM for the Stokes Equations
The nonconforming formulation of the Stokes problem on some regular triangulation T













q divNC v dx for q P L20pΩq, v P H
1pT ; Rnq
with the piecewise differential operators DNC and divNC. The discrete counterpart of Z
contains divergence-free Crouzeix-Raviart functions and reads
ZNC – tvCR P CR10pT ; Rnq
ˇ
ˇ divNC vCR “ 0u.










aNCpuCR, vCRq “ FpvCRq –
ˆ
Ω
f ¨ vCR dx for all vCR P ZNC.
Hence, up to boundary conditions, uCR is computed from the Riesz representation of a
linear functional in the Hilbert space pZNC, aNCq. However, the actual implementation
employs unconstrained Crouzeix-Raviart elements vCR P CR1pT ; Rnq and a Lagrange
multiplier p0 P P0pT q to enforce the global constraint
divNC uCR “ 0 a.e. in Ω.
The discrete problem with Lagrange multipliers seeks uCR P uD,CR ` CR10pT ; Rnq, p0 P
P0pT q and λ P R with
aNCpuCR, vCRq ` bNCpvCR, p0q “ FpvCRq,
bNCpuCR, q0q ` λ
ˆ
Ω
q0 dx “ 0,
ˆ
Ω
p0 dx “ 0 for all vCR P CR10pT ; Rnq and q0 P P0pT q.
(5.14)
It turns out that ph acts also as a discrete pressure and so enters the discrete stress tensor
σCR – DNCuCR ` phI. Listing 5.2 displays the MATLAB code that computes and solves the
linear system of equations in (5.14). The overall structure of the code is the same as for
the mini finite element method from Subsection 5.2.1 and Listing 5.1. The sole difference
is the set of basis functions with consequences for the enumeration of the degrees of
freedom in Lines 19,25 and 26 and the different gradients in Line 14.
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function [u,p,A,b,nrDof]=solveCRP0Stokes(f,u4Db,c4n,n4e,n4sDb,degree_f,degree_u4Db)
2 n4s = computeN4s(n4e);
s4n = computeS4n(n4e,n4s);
4 s4e = computeS4e(n4e);
Dbs = rowaddr(s4n,n4sDb(:,1),n4sDb(:,2));
6 l4DbS = computeLength4s(c4n,n4sDb);
nrElems = size(n4e,1);
8 nrSides = size(n4s,1);
A4e = zeros(3,3,nrElems);
10 B4e = zeros(1,6,nrElems);
grads4e = zeros(3,2,nrElems);
12 area4e = computeArea4e(c4n,n4e);
for j=1:nrElems
14 grads = -2*([ones(1,3);c4n(n4e(j,:),:)’]\[zeros(1,2);eye(2)]);
A4e(:,:,j) = area4e(j)*(grads*grads’);
16 B4e(:,:,j) = area4e(j)*grads(:)’;
grads4e(:,:,j) = grads;
18 end
dofs_u = s4e(:,[2 3 1])’;
20 I = repmat(dofs_u(:),1,size(dofs_u,1))’;
J = repmat(dofs_u’,1,size(dofs_u,1))’;
22 A = sparse(I(:),J(:),A4e(:));
A = [A sparse(nrSides,nrSides)
24 sparse(nrSides,nrSides) A];
dofs_u = [s4e(:,[2 3 1]) nrSides+s4e(:,[2 3 1])];
26 dofs_p = [1:nrElems];
I = repmat(dofs_p(:),1,size(dofs_u,2))’;
28 J = repmat(dofs_u,1,size(dofs_p,1))’;
B = sparse(I(:),J(:),B4e(:),nrElems,2*nrSides);
30 integrand = @(n4p,pts,pts_ref)RHS_BasisXf(n4p,pts,pts_ref,f);
b4e = integrate(c4n,n4e,integrand,degree_f+1);
32 b = accumarray(dofs_u(:),b4e(:));
b = [b; zeros(nrElems+1,1)];
34 freeSides=setdiff(1:size(n4s,1),Dbs);
mean4Dbs = integrate(c4n,n4sDb,@(x,y,z)(u4Db(y)),degree_u4Db)./[l4DbS l4DbS];
36 x = zeros(2*nrSides+nrElems+1,1);
x([Dbs nrSides+Dbs])=[mean4Dbs(:,1)’ mean4Dbs(:,2)’];
38 b = b - [A B’ sparse(2*nrSides,1)]’*x(1:2*nrSides);
dofs =[freeSides nrSides+freeSides 2*nrSides + (1:nrElems) 2*nrSides+nrElems+1];









50 function val = RHS_BasisXf(n4p,pts,pts_ref,f)
x = pts_ref(1); y = pts_ref(2);
52 f4pts = f(pts);
f4pts = f4pts(:,[1 1 1 2 2 2]);
54 basis4pts = repmat([1-2*y -1+2*(x+y) 1-2*x],[size(pts,1) 2]);
val = f4pts.*basis4pts;
56 end
Listing 5.2: Listing for the Crouzeix-Raviart nonconforming fem solver solveCRP0Stokes
for the Stokes problem.
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5.5.2 Error Decomposition
The error decomposition is based on Ainsworth and Dörfler (2005), but the results here are





f ¨ v dx ´
ˆ
Ω
σCR : Dv dx for v P Z. (5.15)




The following Theorem allows the design of guaranteed upper bounds for ~u ´ uCR~NC
by conforming interpolations as for the Poisson problem in Theorem 4.4.1.(b).









∥DNCpuCR ´ vq∥L2pΩq ` 1{c0 ∥div v∥L2pΩq
¯2






CPpTq ∥hTp f ´ fTq∥L2pTq ` ∥ fT {n b p‚ ´ midpTqq∥L2pTq
¯2
is an upper bound for ~Res~Z‹ ď η0.
Proof. Proof of (a). The point of departure is the orthogonal split
DNCe “ Dz ` y





NC ` ∥y∥2L2pΩq “
ˆ
Ω
DNCe : Dz dx `
ˆ
Ω
DNCe : y dx.




pσ ´ σCRq : Dv dx “
ˆ
Ω
pDNCe ` pp ´ phqIq : Dv dx “
ˆ
Ω




Dz : Dv dx ď ~z~ ~v~ .
This shows ~Res~Z‹ ď ~z~. The equality ~Res~Z‹ “ ~z~ follows from the particular
choice v “ z.
To estimate
´
Ω DNCe : y dx, consider any v P H
1pΩ; Rnq with u ´ v “ 0 on BΩ. Together
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with Lemma 5.1.1.(b), it follows
ˆ
Ω
DNCe : y dx “
ˆ
Ω
DNCpuCR ´ vq : y dx `
ˆ
Ω
Dpv ´ uq : y dx
ď ∥DNCpuCR ´ vq∥L2pΩq ∥y∥L2pΩq `
ˆ
Ω
divpv ´ uqw dx
ď
´
∥DNCpuCR ´ vq∥L2pΩq ` 1{c0 ∥div v∥L2pΩq
¯
∥y∥L2pΩq .
This concludes the proof of (a).
The proof of (b) is very similar to the proof of Theorem 4.4.1.(c)
Listing 4.1 computes the quantity η0 for n “ 2 dimensions and the next section explains
modifications to the interpolation designs of Subsection 4.4.2 for the computation of
guaranteed upper bounds for the second term on the right-hand side of Theorem 5.5.1.(a).
5.6 Modifications to Interpolation Designs in Presence of
Divergence Constraint
Naturally, the componentwise application of the conforming interpolations of Subsec-
tion 4.4.2.2 leads to some vxyz P H1pΩ; Rnq with vxyz “ uD along BΩ and, together with






´DNCpuCR ´ vxyzqL2pΩq ` 1{c0 div vxyzL2pΩq¯2 . (5.16)
However, the term in the brackets on the right-hand side consists of the sum of two norms
and an optimal interpolation in discrete subspace Wh Ă H1pΩ; Rnq has to minimise this





















Algorithm 5.1 exploits this relation and performs k iterations (usually k “ 3). In each





ˇ v P Wh, v|BΩ “ uD
)
is solved in Wh and then the optimal λ is calculated (recall that pa ` bq2 “ p1 ` λqa2 ` p1 `
1{λqb2 for the optimal λ “ b{a). If Wh “ P2pT ; Rnq X CpΩq, the outcome is called ηMP2
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Set λ – 1;
for ℓ – 1, . . . , k do




ˇ v P Wh, v|BΩ “ uD
)
;
Update λ – ∥div v∥L2pΩq {pc0 ∥DNCpuCR ´ vq∥L2pΩqq;
if linear system is nearly singular then
break;
Output: ηxyz – η20 ` xMpλ, vxyzq
Algorithm 5.1: Algorithm for the minimisation of the sum of norms in (5.16) for some discrete
subspace Wh Ă V. Usually the number of iterations k equals three in the numerical examples
below.
Set λ – 1 and vPMRED “ vARED P P1predpT q; Rnq X CpΩ, Rnq;
for ℓ – 1, 2, 3 do
for z P M do
vz “ argminαPRn xMpλ, vPMRED ` αϕ
red
z q ;
Modify vPMREDpzq “ vPMREDpzq ` vz;
Update λ – ∥div vPMRED∥L2pΩq {pc0 ∥DNCpuCR ´ vPMREDq∥L2pΩqq;
Output: ηPMRED – η20 ` xMpλ, vPMREDq
Algorithm 5.2: Algorithm for the computation of the Stokes variant of the error estimator
ηPMRED.
and Wh “ P1predpT q; Rnq X CpΩq yields ηMP1RED. Of course, instead of solving the least-
square problem, a preconditioned conjugated gradients scheme can be applied with initial
value vARED. The result after three cg iterations (three cg iterations in each λ iteration, so
altogether nine cg iterations) is called ηMP2cgp3q for Wh “ P2pT ; Rnq X CpΩq or ηMP1REDcgp3q
for Wh “ P1predpT q; Rnq X CpΩq. The example in Subsection 5.7.2 below includes a
comparison of efficiency indices for different choices of k to support the reasonable choice
k “ 3.
The error estimator ηPMRED from Subsection 4.4.2.2 can can also be modified to cope
with the sum of the two norms. To do so, the values vz in (4.19) are improved by an
iteration similar to Algorithm 5.2.
5.6.1 Treatment of Inhomogeneous Boundary Data
The designs of the test function v in Section 5.6 may not resolve the inhomogeneous
boundary data exactly. To qualify them as a valid upper bound in the sense of The-
orem 5.5.1.(a) we apply Theorem 4.2.2 componentwise for vD “ uD ´ v|BΩ and design
some wD P H1pΩ; Rnq with wD “ vD on BΩ. Since wD satisfies u ´ pv ` wDq P H1DpΩ; R
nq,
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ď η20 `
´DNCpuCR ´ vxyz ´ wDqL2pΩq ` 1{c0 divpvxyz ` wDqL2pΩq¯2
ď η20 `
´DNCpuCR ´ vxyzqL2pΩq ` 1{c0 div vxyzL2pΩq ` p1 ` 1{c0q ~wD~¯2 .
The energy norm estimate for wD from Theorem 4.2.2 yields
∥div wD∥L2pΩq ď ~wD~ ď CD,1pEpBΩqq
h3{2E B2E puD ´ vq{Bs2L2pBΩq .
For the more elaborate designs vARED, vPMRED, vMP1RED, vMP1REDcgp3q,vMP2 or vMP2cgp3q
based on P1predpT qq or P2pT q, the design of wD in Theorem 4.2.2 can be performed
on redpT q with halved edge lengths, because vD P H10pEq for all Dirichlet boundary
edges E P E redpBΩq of redpT q. This leads to the improved constant CD,1pE redpBΩqq “
0.4980{23{2 “ 0.1761 for triangulations that consist of right isosceles triangles.
5.7 Numerical Experiments for Nonconforming CR-FEM
The adaptive mesh refinement in all examples is driven by the Dörfler marking of Sub-
subsection 2.3.4.2 with the edge-based refinement indicators
ηpEq2 – h2E ∥ f ∥2L2pωEq ` hE ∥rσCR ¨ τEs∥
2






This subsection revisits the L-shaped domain example from Subsection 5.4.1. The non-
conforming finite element method for the Stokes problem has one big advantage. Since
the ansatz functions are divergence-free, the efficiency of the a posteriori error estimators
is not polluted. Figures 5.18 and 5.19 show that the efficiency indices can be close to 1
for more expensive error estimators like ηMP2. This suggests that the upper bound for
the first residual ~Res~Z‹ ď η0 is also sharp in this application. Figure 5.18 shows that
the averaging ηARED on redpT q can be worse than ηA on T . This is due to the additional
div term of the conforming interpolation in Theorem 5.5.1.(a). The improved averaging
ηPMRED allows highly improved efficiency indices. In Figure 5.19 its efficiency indices
drop below 2.7 while ηA and ηARED stay around 3.5. However, for good efficiency indices
below 2, it seems more beneficial to use ηMP2cgp3q.
5.7.2 Smooth Example on Square Domain
For the example from Subsection 5.4.2, Figure 5.20 shows the convergence rates of the
energy error and the Dirichlet error contribution and a adaptive mesh. The efficiency
indices of the error estimators for the nonconforming finite element method are similar to
the efficiency indices in the previous example. Again, ηARED is worse than ηA and also
the improvement ηPMRED hardly shows improvements over ηA as shown in Figures 5.21




















































Figure 5.17: Convergence history for the energy error ~u ´ uCR~NC and the Dirichlet error
contribution 0.3652
h3{2E B2uD{Bs2L2pBΩq on uniform (solid line) and adaptive (dashed line)
meshes in Subsection 5.7.1. The right image shows the adaptive mesh on level 7.
ndof k=1 k=2 k=3 k=4 k=5 k=10
5 5.085 5.085 5.085 5.085 5.085 5.085
25 2.412 2.372 2.361 2.356 2.354 2.351
113 1.976 1.931 1.918 1.913 1.911 1.907
481 1.594 1.553 1.544 1.541 1.540 1.540
1985 1.430 1.389 1.384 1.383 1.383 1.382
8065 1.356 1.307 1.302 1.302 1.302 1.302
32513 1.323 1.267 1.260 1.260 1.260 1.260
130561 1.308 1.247 1.238 1.237 1.237 1.237
Table 5.1: Efficiency indices for ηMP2 for different number of iterations k in Algorithm 5.1
for the minimisation of the sum of norms on uniform meshes for the example from Subsec-
tion 5.7.2 with respect to the number of degrees of freedom (ndof).
and 5.22. However, in case of uniform mesh refinement their efficiency indices approach
1.5, which is almost as good as the optimal error estimators and their cg approximations.
For adaptive mesh refinement the gap between ηPMRED and ηMP2cgp3q is almost 1 and
quite large. So also this experiment supports the observation that the pcg approximations
of the optimal quadratic interpolation ηMP2 are superior. Table 5.1 compares different
realisations of ηMP2 after Algorithm 5.1 with k ‰ 3 iterations for the minimisation of
the sum of norms on uniform refined meshes. The main observation is that there is a
significant reduction by k “ 3 iterations compared to k “ 1 iterations. However, more
iterations do not show much further improvement. Also for adaptive mesh refinement,

































Figure 5.18: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz
































Figure 5.19: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 5.7.1.
















































Figure 5.20: Convergence history for the energy error ~u ´ uCR~NC and the Dirichlet error
contribution 0.3652
h3{2E B2uD{Bs2L2pBΩq on uniform (solid line) and adaptive (dashed line)
meshes in Subsection 5.7.2. The right image shows the adaptive mesh on level 13.
ndof k=1 k=2 k=3 k=4 k=5 k=10
5 5.085 5.085 5.085 5.085 5.085 5.085
13 2.824 2.805 2.799 2.797 2.796 2.796
22 2.931 2.931 2.931 2.931 2.931 2.931
33 2.564 2.559 2.558 2.558 2.558 2.558
65 1.760 1.690 1.671 1.666 1.664 1.663
107 1.671 1.607 1.597 1.596 1.596 1.596
185 1.673 1.608 1.589 1.583 1.581 1.579
401 1.545 1.477 1.458 1.451 1.449 1.446
561 1.483 1.415 1.397 1.391 1.389 1.388
1001 1.393 1.314 1.294 1.287 1.285 1.283
1665 1.454 1.383 1.365 1.359 1.356 1.354
2953 1.319 1.240 1.221 1.215 1.213 1.212
5205 1.349 1.274 1.255 1.249 1.247 1.245
9329 1.302 1.224 1.206 1.200 1.199 1.197
17445 1.286 1.203 1.183 1.177 1.176 1.175
27889 1.260 1.178 1.159 1.153 1.152 1.150
51769 1.242 1.155 1.135 1.130 1.128 1.127
Table 5.2: Efficiency indices for ηMP2 for different number of iterations k in Algorithm 5.1 for
the minimisation of the sum of norms on adaptive meshes for the example from Subsec-
tion 5.7.2 with respect to the number of degrees of freedom (ndof).

































Figure 5.21: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz


































Figure 5.22: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 5.7.2.
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Table 5.2 shows that there is only little space for further improvement beyond k “ 3
iterations. Therefore, k “ 3 is a reasonable choice.
5.7.3 Another Smooth Example on Square Domain
In the third example with the data from Subsection 5.4.3 the error estimator ηPMRED
with efficiency indices around 3 shows a very large improvement compared to ηA with
efficiency indices between 4 and 5 (see Figures 5.25 and 5.26). The optimal error estimators
based on a red-refinement yield only slightly better efficiency indices. The quadratic
approximations ηMP2cgp3q and ηMP2cgp8q dominate the competition. Figure 5.23 shows the
convergence history for the energy error and the overhead term due to the inhomogeneous
Dirichlet data.
5.7.4 Colliding Flow
This subsection revisits the example from Subsection 5.4.4. The efficiency indices depicted
in Figures 5.27 and 5.28 lead to similar conclusions as in the previous examples. The
error estimator ηMP2 and its pcg approximation ηMP2cgp3q with three iterations assume
efficiency indices very close to 1, ηA assumes efficiency indices greater than 4. The error
estimators ηARED and ηPMRED assume indices around 3 and are almost as good as ηMP1RED.
Figure 5.24 shows the convergence history for the energy error and the overhead term
due to the inhomogeneous Dirichlet data.
5.7.5 Backward Facing Step
The last example concerns the backward facing step with the data from Subsection 5.4.5.
The solution is unknown and so Figure 5.29 displays the convergence history for all error
estimators under consideration and Figure 5.30 shows an adaptively generated mesh. The
adaptive mesh refinement appears very reasonable and leads to the optimal convergence
rate for all error estimators (and hence to optimal convergence of the smaller real energy
error). Again, the quadratic error estimators ηMP2cgp3q and ηMP2cgp8q show the best results.




















































Figure 5.23: Convergence history for the energy error ~u ´ uCR~NC and the Dirichlet error
contribution 0.3652
h3{2E B2uD{Bs2L2pBΩq on uniform (solid line) and adaptive (dashed line)


















































Figure 5.24: Convergence history for the energy error ~u ´ uCR~NC and the Dirichlet error
contribution 0.3652
h3{2E B2uD{Bs2L2pBΩq on uniform (solid line) and adaptive (dashed line)
meshes in Subsection 5.7.4. The right image shows the adaptive mesh on level 18.
































Figure 5.25: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz

































Figure 5.26: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 5.7.3.
































Figure 5.27: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz































Figure 5.28: History of efficiency indices ηxyz{ ~u ´ uM~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 5.7.4.


























































Figure 5.29: Convergence history for the error estimators ηxyz and the Dirichlet error con-
tribution 0.3652
h3{2E B2uD{Bs2L2pBΩq on uniform (solid line) and adaptive (dashed line)
meshes in Subsection 5.7.5.
Figure 5.30: Adaptive mesh on level 8 in Subsection 5.7.5 and the neighbourhood of the
singular point p0, 0q magnified by a factor 4.

6 Error Analysis for the Obstacle Problem
The obstacle problem is the model example for variational inequalities and connected to
the study of minimal surfaces or capacitary potentials. This chapter reports on the results
by Carstensen and Merdon (2012) and extends the analysis in some aspects that concern
the overhead terms and inexact solve.
6.1 Setting
For a given obstacle function χ P H1pΩq with χ ď uD and Dirichlet boundary data





ˇχ ď v in Ω and uD “ v along ΓD
)
.




This is equivalent to the solve of the variational inequality
apu, u ´ vq ď Fpu ´ vq for all v P K. (6.1)
For details and other facts, e.g. unique existence and regularity results, confer to textbooks
like (Kinderlehrer and Stampacchia, 1980). The residual
ϱ – F ´ apu, ¨q P V‹ – H1DpΩq
‹ (6.2)
carries the contact information. To see this, consider the maximal open set C with u “ χ
on C and D – Ťεą0 Bε with the maximal open set Bε with χ ` ε ď u on Bε. These sets
describe the contact and the noncontact set and, under sufficient regularity assumptions
on u and χ, it holds ∆u ` f “ 0 in D. This and (6.1) lead to




p f ` ∆χqv dx for all v P C8C pCq X V, (6.3)
ϱpvq “ 0 for all V P C8C pDq X V.
This implies that ϱ locally has a Riesz representation Λ with
Λ|C – 0 P L2pCq and Λ|D – f ` ∆χ P L2pDq, (6.4)






6 options = optimset(’Display’,’off’,’MaxIter’,MaxIter,’TolFun’,TolFun,’TolX’,TolX,’TolPCG’,TolPCG);
y=quadprog(A(freeNodes,freeNodes),-b(freeNodes),[],[],[],[],ub(freeNodes),[],x0(freeNodes),options);
Listing 6.1: Listing for solveP1Obstacle.m
but Λ is not necessarily in L2 on the remaining free boundary F – Ωz pC Y Dq.
6.2 Discretisation
The discretisation on a regular triangulation T involves the nodal interpolations χh –
ř
zPN χpzqϕz of χ and uD,h –
ř
zPN pΓDq uDpzqϕz of the given Dirichlet data uD P H
1pΓDq.
The discrete set of admissible functions reads
KpT q –
␣
vh P P1pT q X CpΩq
ˇ
ˇ vh “ uD,h along ΓD and χh ď vh
(
and is closed, non-void and convex. The finite element method for the obstacle set seeks
uh P KpT q with
apuh, uh ´ vhq ď Fpuh ´ vhq for all vh P KpT q. (6.5)
If χ ď χh (e.g. for convex functions χ), it follows KpT q Ď K and the problem is called a con-
forming obstacle problem. The MATLAB solver quadprog solves this problem by an iterative
large-scale subspace trust-region method with linearised problems in each iteration that
are solved by some pcg scheme. Listing 6.1 displays the used tolerances. Except TolFun
all tolerances are set to the default values. However, undisplayed experiments reveal that
one term in the guaranteed error bound reacts very sensible to the nonexact solve of this
problem. That is why TolFun is chosen this small (notice that eps^4=2.4309e-63).
The Matrix A and vector b are the same as for the Poisson model problem, since the same
energy is minimised. The obstacle constraint is contained in the vector ub in the sense
that ub(freeNodes) ď y. The vector freeNodes contains the node numbers of all free
nodes in M, i.e., all nodes that are not part of the Dirichlet boundary, and y contains the
coefficients of their corresponding nodal basis functions.
The discrete counterpart of ϱ from (6.2) reads
ϱh – F ´ apuh, ¨q P VpT q‹. (6.6)
The following Lemma states the discrete complementary conditions that can be seen as an
analogon to (6.3).
Lemma 6.2.1 (Discrete Complementary Conditions). It holds
puhpzq ´ χhpzqqϱhpϕzq “ 0 and ϱhpϕzq ď 0 for all free nodes z P M.
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Moreover, for any wD P H1pΩq with wD “ uD ´ uD,h on ΓD and χ ´ uh ď wD in Ω, it holds
0 ď ϱpu ´ uh ´ wDq.
Proof. The definitions in (6.6) and (6.5) show
0 ď ϱhpuh ´ vhq for all vh P KpT q.
The choice vh “ uh ` ϕz P KpT q yields 0 ď ϱhpϕzq. The choice vh “ uh ` pχhpzq ´
uhpzqqϕz P KpT q and χhpzq ´ uhpzq ď 0 lead to
0 ď pχhpzq ´ uhpzqqϱhpϕzq ď 0.
This implies the second assertion. The last assertion is a direct consequence of (6.2) and
(6.1) for the test function v “ uh ` wD P K.
This section concludes with some notation for a smooth presentation of the subsequent





ˇ uh “ χh on T
(
.
The set of all triangles T P T pΓDq along the Dirichlet boundary ΓD with contact of the
discrete solution on the neighbourhood ωT is denoted by
TDC –
␣
T P T pΓDq
ˇ
ˇ uh “ χh on ωT
(
.
The set of all triangles T in some layer between TC and the non-contact set tx P Ω
ˇ
ˇχhpxq
ă uhpxqu is denoted by
Ti – tT P T
ˇ
ˇ Dx, y P N pωTq, χhpxq “ uhpxq and χhpyq ă uhpyqu.
Here N pωTq – tz P N
ˇ
ˇ z P ωTu denotes all nodes in the element patch ωT of the triangle
T. For each element T P Ti, let zT P N X ωT denote the (preferably interior) node with
χhpzTq “ uhpzTq. All elements T P Ti with zT P ΓN form the set
TN – tT P Ti
ˇ
ˇ zT P ΓNu.
6.3 A Posteriori Error Analysis for Obstacle Problems
This section derives guaranteed upper bounds for the energy error via the methodology
by Braess (2005) in the distinct realisation of Carstensen and Merdon (2012) with explicit
constants and inhomogeneous boundary conditions.
6.3.1 Braess Methodology
The discrete complementary conditions in Lemma (6.2.1) convey that ϱh from (6.6)
contains information about the contact zone tx P Ω
ˇ
ˇ uhpxq “ χhpxqu. The Braess
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methodology incorporates this information and suggests some discrete contact force
Λh P P1pT q X H1pΩq such that
ˆ
Ω
Λh ϕz dx “ ϱhpϕzq for all z P M.
However, this linear problem is under-determined as it only concerns the free nodes
z P M and it is not so clear how to incorporate the Dirichlet boundary nodes. The
evaluation ϱhpϕzq by (6.6) possibly makes no sense for z P N pΓDq. On the other hand,
Veeser (2001, line 25 on page 153) observed that ϱhpϕzq – 0 for z P N pΓDq may lead to
large refinement indicators. An extrapolation of the known contact information for the
free nodes to the fixed Dirichlet boundary nodes from Carstensen and Merdon (2012)
circumvents that problem.
The extrapolation employs a mapping ζ : N Ñ M, which is the identity restricted
to M, i.e. ζpzq “ z for z P M, but maps a Dirichlet boundary node z P N pΓDq to some
neighbouring free node ζpzq P M. Later, Section 6.3.3 requires one free node in every
element T P T and ζpzq P ωT for all z P N pTq. However, this is not needed for the proof
of reliability in Section 6.3.2.
The mapping ζ defines a partition of N into |M| preimages
ζ´1pzq – ty P N
ˇ
ˇ ζpyq “ zu for each z P M.
The sum of basis functions for the nodes that belong to the same preimage defines a new




ϕy P P1pT q X CpΩq for all z P M. (6.7)
Finally, for each z P N , set
ϱ‹hpϕzq –
#

















ψz ď 0. (6.9)
Eventually, Λh P P1pT q X CpΩq denotes the nonpositive Riesz representation of ϱ‹ in
P1pT q X CpΩq, i.e.,
ˆ
Ω
Λh ϕz dx “ ϱ‹hpϕzq for all z P N . (6.10)
Note that ϱ‹h equals ϱh from Bartels and Carstensen (2004).
Listing 6.2 computes the residuals ϱhpϕzq for all nodes z P N and stores the values
in the vector res4n. The computation in Line 5 employs the stiffness matrix A and the
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function [res4n,x4LM] = OBS_DiscreteLagrangeMultiplier(x,A,b,chi,c4n,n4e,n4sDb)
2 DbNodes = unique(n4sDb);
freeNodes = setdiff(1:size(x,1),DbNodes);
4 res4n = zeros(size(x));
res4n(freeNodes) = A(freeNodes,freeNodes)*x(freeNodes)-b(freeNodes);




10 difference(:,1) = c4FreeNodes(:,1) - c4n(curNode,1);
difference(:,2) = c4FreeNodes(:,2) - c4n(curNode,2);
12 differences = sum(difference.*difference,2);
[~,I] = min(differences);
14 free4Db(j) = freeNodes(I(1));
end
16 area4n = computeArea4n(c4n,n4e);
res4n(DbNodes) = res4n(free4Db).*(area4n(DbNodes)./area4n(free4Db));
18 difference = x(DbNodes) - chi(c4n(DbNodes,:));
res4n(DbNodes(find(difference > eps))) = 0;
20 area4e = computeArea4e(c4n,n4e);
nrElems = size(n4e,1);
22 S = zeros(3,3,nrElems);
mama = reshape(reshape((ones(3)+eye(3))/12,[9 1])*ones(1,nrElems),[3 3 nrElems]);
24 S(1:3,1:3,:) = matMul(mama,permute(area4e,[2 3 1]));
n4eT = n4e’;
26 I = repmat(n4eT(:),1,size(n4eT,1))’;
J = repmat(n4e,1,size(n4eT,1))’;
28 A = sparse(I(:),J(:),S(:));
x4LM = A\res4n;
Listing 6.2: Listing for OBS_DiscreteLagrangeMultiplier.m
right-hand side b of the solver solveP1Obstacle. Lines 6–15 associate each Dirichlet
node in DbNodes with the closest free node, which is stored in free4Db. Then the
corresponding entries in res4n(DbNodes) are changed in Lines 17–19 to satisfy (6.8).
The remaining Lines 20–29 compute the coefficients x4LM of the Riesz representation Λh
of ϱ‹h.
Remark 6.3.1. Veeser (2001) suggests the alternative boundary modification
ϱ‹hpϕzq –
#
0 if χpzq ă uhpzq,
min
!
0, Fpϕzq ´ apuh, ϕzq `
´
ΓD
ϕz∇uh ¨ ν ds
)
else.
This resembles the original definition of the residual ϱh from (6.6) with an additional boundary
term that appears after an integration by parts in apuh, ϕzq.
6.3.2 Guaranteed Upper Error Bounds
This sections designs guaranteed upper bounds (GUB) for the energy error ~u ´ uh~. The










ϕz dx for any v P L2pΩq. (6.11)
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v dx{ |ωz| P P0pωzq denotes the integral mean of v on the patch ωz. Note
that these oscillations include ϕz in contrast to the ones in Carstensen and Merdon (2012).
This allows sharper guaranteed upper bounds.
Lemma 6.3.2 (Properties of J). For f P L2pΩq and v P H1pΩq, it holds
(a)
´
Ωp f ´ J f qv dx “
´




p f ´ Jzp f qqϕz dx “ 0 for all z P N ,
(c)
´
Ωp f ´ J f qv dx ď pn ` 1q
1{2 maxzPN CPpωzq ~v~ oscp f ,N q with oscp f ,N q from (6.12).
Proof. The proof follows Carstensen (1999) and only the proof of the third property is
















∥hzp f ´ Jzp f qqϕz∥L2pωzq
h´1z pv ´ vωz qL2pωzq .
A Cauchy inequality in R|N | and local Poincaré inequalities on ωz for all z P N yield
ˆ
Ω








h´1z pv ´ vωz q2L2pωzq
¸1{2







An overlap argument (each element is part of n ` 1 node patches) concludes the proof.
Theorem 6.3.3 below proves reliability for some guaranteed upper bound that consists
of computable terms with known and explicit constants.
Theorem 6.3.3. Let u denote the exact solution of (6.1) with ϱ from (6.2) and let uh denote the
discrete solution of (6.5) with the associated ϱ‹h from (6.8) and its Riesz representation Λh from
(6.10). For χ ď χh and wD P H1pΩq with wD “ uD ´ uD,h on ΓD and χ ´ uh ď wD in Ω, it
holds
~u ´ uh~ ď α{2 `
b
α2{4 ` β ` ~wD~ ,
~ϱ ´ ϱ‹h~‹ ď ~Resaux~‹ ` ~u ´ uh~
6 Error Analysis for the Obstacle Problem 143










∇uh ¨ ∇v dx for v P V,
and the quantities
α – ~Resaux~‹ ` ~Λh ´ JΛh~‹ ` ~wD~ and β –
ˆ
Ω
pχ ´ uh ´ wDqJΛh dx.
Proof. The proof is similar to the proof of Lemma 3.1 from Braess (2005) for σ`h – ´JΛh,
but is repeated here for the more general case and a slightly sharper upper bound. Let w
denote the exact solution of the auxiliary Poisson problem
∆w ` f ´ Λh “ 0 in Ω, w “ uD,h along ΓD and ∇w ¨ ν “ g along ΓN . (6.13)
Note that, by (6.10), uh is the discrete solution of this auxiliary Problem with exact Dirichlet
boundary data. Hence, it holds ~Resaux~‹ “ ~w ´ uh~. The definitions of Λh from (6.10)
and ϱ from (6.2) and the application of J from (6.11) show, for any v P V,
apu ´ w, vq “
ˆ
Ω
vΛh dx ´ ϱpvq “
ˆ
Ω
vJΛh dx ´ ϱpvq `
ˆ
Ω




vJΛh dx ´ ϱpvq ` ~Λh ´ JΛh~‹ .
For v – u ´ uh ´ wD “ u ´ uh ´ wD P V, it holdsˆ
Ω




pχ ´ uh ´ wDqJΛh dx ´
ˆ
Ω
pχ ´ uqJΛh dx ´ ϱpu ´ uh ´ wDq.








pu ´ uh ´ wDqJΛh dx ´ ϱpu ´ uh ´ wDq ď
ˆ
Ω
pχ ´ uh ´ wDqJΛh dx.
The previous results and some algebra lead to
~u ´ uh ´ wD~
2
“ apu ´ w, u ´ uh ´ wDq ` apw ´ uh, u ´ uh ´ wDq ´ apwD, u ´ uh ´ wDq
ď
´
~w ´ uh~ ` ~Λh ´ JΛh~˚ ` ~wD~
¯
~u ´ uh ´ wD~ `
ˆ
Ω
pχ ´ uh ´ wDqJΛh dx.
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This is an inequality of the form x2 ď αx ` β and elementary computations lead to
0 ď x ď α{2 `
b
α2{4 ` β.
This and the triangle inequality ~u ´ uh~ ď ~u ´ uh ´ wD~ ` ~wD~ prove the first asser-
tion. Furthermore, (6.2) and (6.6) yield
ϱpvq ´ ϱ‹hpvq “ apu ´ w, vq ď ~u ´ w~ ~v~ for all v P V.
Hence,
~ϱ ´ ϱ‹h~‹ ď ~u ´ w~ .
The triangle inequality and ~Resaux~‹ “ ~w ´ uh~ conclude the proof for the second
assertion.
This section concludes with some remarks.
Remark 6.3.4. (a) Lemma 6.3.2.(c) shows




For convex patches ωz the constant pn ` 1q1{2{π is well below 1 and so 1 is used for the numerical
experiments in Section 6.4, confer to Veeser and Verfürth (2012) for bounds of Poincaré constants
CPpωzq on finite element stars.
(b) Since the discrete problem cannot be solved exactly, the nonpositivity condition of JΛh might
be violated. However, there is a trick to modify the analysis to cope with inexact solutions. To do
so, we replace JΛh by minpJΛh, 0q and end up with the modified quantities




pχ ´ uh ´ wDqminpJΛh, 0q dx.
A triangle inequality and a Friedrichs inequality yield
~Λh ´ minpJΛh, 0q~‹ ď ~Λh ´ JΛh~‹ ` CF ∥JΛh ´ minpJΛh, 0q∥L2pΩq .
This still allows to exploit the orthogonality property of J as in Remark 6.3.4.(a). The latter term
is zero for exact solve of the discrete problem and might even be used for adaptive control of the
tolerances of the iterative solver. However, such experiments are out of the scope of this thesis.
(c) The term
´
Ω pχ ´ uh ´ wDqJΛh dx can be evaluated exactly (up to quadrature errors). In
case χ “ χh, it only contributes on a layer between the discrete contact zone and the discrete
non-contact zone tT P T
ˇ
ˇ Dz, y P N pTq, χpzq ă uhpzq & pσhpϕyq ă 0u.
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Furthermore wD contributes to
´
Ω pχ ´ uh ´ wDqJΛh dx only on elements with contact near the
boundary. For homogeneous Dirichlet data, wD ” 0.
(e) In case of a nonaffine obstacle χh ‰ χ R P1pT q, the test function uh ´ wD might not be an
admissible function in K. To resolve this matter, one can replace wD by wD ´ mint0, uh ´ χu as
known from Falk (1974).
(f) Theorem 6.3.3 implies the reliable upper bound
~ϱ ´ ϱ‹h~˚ ď 2 ~Resaux~‹ ` ~Λh ´ JΛh~‹ `
ˆˆ
Ω
pχ ´ uh ´ wDqJΛh dx
˙1{2
` 2 ~wD~ .
6.3.3 Efficiency
Theorem 6.3.3 above showed reliability
~u ´ uh~ ` ~ϱ ´ ϱ‹h~‹ ď GUB
for the global upper bound
GUB – 3 ~Resaux~‹ ` 2 ~Λh ´ JΛh~‹ ` 2
ˆˆ
Ω
pχ ´ uh ´ wDqJΛhdx
˙1{2
` 4 ~wD~ .
This subsection proves the converse up to perturbation terms like oscillations. Recall the
definitions of Ti, TDC and TN from the end of Section 6.2. The proof of efficiency also
employs the following Lemma from Bartels and Carstensen (2004).
Lemma 6.3.5 (Lemma 8 of Bartels and Carstensen (2004)). Let z P N be either an interior
point of Ω or a nonconvex boundary point (so convex corner, in particular points on straight
line segments are excluded). Suppose T P T , ωT –
!
ř
zPN pTq ϕz ą 0
)







Y ωT with respect to the partition of unity functions ψ from (6.7).
Let wh P P1pT q X CpΩq satisfy whpzq “ 0 and 0 ď wh on pΩz. Then, it holds
∥wh∥L2ppΩzq . hz minqzPP1pT ppΩzq;R2qXCppΩz;R2q
∥∇wh ´ qz∥L2ppΩzq .
Theorem 6.3.6. For an affine obstacle χh ” χ P P1pΩq and f P H1pΩq, it holds





























Proof. The proof consists of seven steps.
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Proof of Step 1. The definitions of ϱ, ϱ‹h and w from (6.13) and a Hölder inequality show
~w ´ uh~
2
“ apw ´ uh, w ´ uhq “ apw ´ u, w ´ uhq ` apu ´ uh, w ´ uhq
“ ϱpw ´ uhq ´ ϱ‹hpw ´ uhq ` apu ´ uh, w ´ uhq
ď p~ϱ ´ ϱ‹h~‹ ` ~u ´ uh~q ~w ´ uh~ .
This concludes the proof of Step 1.






` ~ϱ ˝ pI ´ Jq~
‹
.




pΛh ´ JΛhqv dx “ ϱ‹hpv ´ Jvq ´ Λpv ´ Jvq ` Λpv ´ Jvq
. ~v~
`
~ϱ ´ ϱ‹h~‹ ` ~ϱ ˝ pI ´ Jq~‹
˘
.
This concludes the proof of Step 2.
Step 3. It holds
ˆ
Ω












qzPP1pT ppΩzT ;R2qqXCppΩzT ;R2q
∥∇pχ ´ uhq ´ qz∥L2ppΩzT q .
Proof of Step 3. The integral
´
Ωpχ ´ uh ´ wDqJΛh dx is analysed for each T P T . In case









ϕz dx “ 0 on T.
For T P TizTC with |BT X ΓD| “ 0, it holds wD “ 0 on T and puh ´ χqpzTq “ 0 for
some zT P N pωTq. Furthermore, there exists some yT P N pTq with χpyTq ă uhpyTq.
Lemma 6.2.1 and (6.8) yield
JΛhpyTq “ ϱ‹hpϕyT q{
ˆ
ϕyT dx “ 0
and a discrete Friedrichs inequality shows
∥JΛh∥L2pTq . hT ∥∇pJΛhq∥L2pωTq . (6.14)
If zT P M, (6.14) and Lemma 6.3.5 yield
ˆ
T
pχ ´ uhqJΛh dx ď ∥χ ´ uh∥L2pTq ∥JΛh∥L2pTq
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. h2T ∥∇pJΛhq∥L2pωTq min
qzPP1pT ppΩzT ;R2qqXCppΩzT ;R2q
∥∇pχ ´ uhq ´ qz∥L2ppΩzT q .
If zT P ΓD, Lemma 6.3.5 is not applicable. However, this case is insignificant for the
following reason. Since zT is chosen preferably as an interior node, zT P ΓD implies
N pωzq X tuh “ χhu Ď N pΓDq. Hence, ϱ‹hpyq “ 0 for all y P N pTq. Consequently, JΛh “ 0
on T. In case that the isolated contact node zT belongs to a convex corner or a straight-line
segment of ΓN , two applications of (6.14) yield
ˆ
T
pχ ´ uhqJΛh dx ď h2T ∥∇pχ ´ uhq∥L2pTq ∥∇JΛh∥L2pTq .
In fact, free nodes on convex corners lead to exceptional situations in some second-order
positive approximation (Nochetto and Wahlbin, 2002).
For T P T with |BT X ΓD| ą 0 the integral equals
ˆ
T
pχ ´ uh ´ wDqJΛh dx “
ˆ
T




ď ∥χ ´ uh∥L2pTq ∥JΛh∥L2pTq ` ∥wD∥L2pTq ∥JΛh∥L2pTq .
Since wD “ 0 on BTzΓD, a Friedrichs inequality shows
ˆ
T
pχ ´ uh ´ wDqJΛh dx . ∥χ ´ uh∥L2pTq ∥JΛh∥L2pTq ` hT ∥∇wD∥L2pTq ∥JΛh∥L2pTq .
The first summand vanishes if uh “ χ on T or χ ă uh on ωT. Otherwise, it holds T P Ti
and Lemma 6.3.5 leads, for z “ zT P N pΩq, to
∥χ ´ uh∥L2ppΩzq . hzT minqzPP1pT ppΩzT ;R2qqXCppΩzT ;R2q
∥∇pχ ´ uhq ´ q∥L2ppΩzT q .
The factor ∥JΛh∥L2pTq can be treated as in (6.14), except in case uh “ χ on ωT, which
implies T P TDC. This concludes the proof of Step 3.
Step 4. For any T P T , it holds
hT ∥JΛh∥L2pTq . hT ∥ f ∥L2pωTq
` min
qTPP1pT pωT ;R2qqXCpωT ;R2q
´
∥∇uh ´ qT∥L2pωTq ` h
1{2
T ∥pg ´ qT ¨ νq∥L2pΓNXBωTq
¯
, (6.15)
h2T ∥∇pJΛhq∥L2pTq . h2T ∥∇ f ∥L2pωTq
` min
qTPP1pT pωT ;R2qqXCpωT ;R2q
´
∥∇uh ´ qT∥L2pωTq ` h
1{2
T ∥pg ´ qT ¨ νq∥L2pΓNXBωTq
¯
. (6.16)
Proof of Step 4. See Lemma 7 and of Bartels and Carstensen (2004) and observe JΛh “ ϱh
for their ϱh.
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Step 5. It holds
min
qTPP1pT pωT ;R2qqXCpωT ;R2q
´

















hE ∥r∇uh ¨ νs∥2L2pEq `
ÿ
EPEpΓNq
hE ∥g ´ ∇uh ¨ ν∥2L2pΓNXEq ,
min
qzPP1pT ppΩzT ;R2qqXCppΩzT ;R2q
∥∇pχ ´ uhq ´ qz∥L2ppΩzT q .
ÿ
EPEpΩzT q
hE ∥r∇pχ ´ uhq ¨ νs∥2L2pEq .
Proof of Step 5. The first estimate follows from (3.4) in Carstensen and Bartels (2002, p. 951).
Consider an interior edge E P EpΩq and set qE – p∇uh|T1 ´ ∇uh|T2q{2. This yields
∥∇uh ´ qE∥2L2pωEq “ 1{4 ∥r∇uh ¨ νs∥
2
L2pωEq “ |ωE|{p4|E|q ∥r∇uh ¨ νs∥
2
L2pEq
For any Neumann edge E P EpΓNq, ωE consists of only one element T and we can set
qE – ∇uh|T. This proves the second asserted estimate and concludes the proof of Step 5.
Step 6. It holds
hT ∥ f ´ Λh∥L2pTq . ∥∇pw ´ uhq∥L2pTq ` oscp f ´ Λh, Tq for all T P T ,
h1{2E ∥r∇uh ¨ νs∥L2pEq . ∥∇pw ´ uhq∥L2pωEq ` oscp f ´ Λh, T pEqq for all E P EpΩq,
h1{2E ∥∇uh ¨ ν ´ g∥L2pEq . ∥∇pw ´ uhq∥L2pωEq ` oscp f ´ Λh, T pEqq ` oscpg, Eq
for all E P EpΓNq.
Proof of Step 6. Those estimates follow from an error analysis for the residual-based error
estimator with bubble functions as in Subsection 3.4.2.
End of proof of Theorem 6.3.6. The combination of Step 1-6, overlap arguments and
Cauchy inequalities conclude the proof of Theorem 6.3.6.
This section concludes with some remarks to discuss some quantities in Theorem 6.3.6
that appear critical. In model examples, such as the benchmarks with affine obstacles
in Section 6.4, they are in fact noncritical and do not spoil the equivalence of GUB and






up to higher-order terms.
Remark 6.3.7 (Remarks on the critical terms of Theorem 6.3.6). (a) Since the Riesz repres-
entation Λ of ϱ from (6.4) is merely an L2pΩq function, it is not clear a priori that the term
~ϱ ˝ pI ´ Jq~
‹
is of higher order. Of course, in the case Λ P L2pΩq, Lemma 6.3.2.(c) yields




ϱpv ´ Jvq{ ~v~ ď oscpΛ,N q.
For the general case, consider the sets C, D and the free boundary F – Ωz pC Y Dq from (6.3)
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and observe









ϱppv ´ vzqϕzq ď oscp f ,N q ~v~ .
So it remains to analyse the contributions from nodes in
N pFq – tz P N
ˇ
ˇωz X F ‰ ∅u.
In simple model scenarios, F is indeed a one-dimensional submanifold, cf. Examples 1-2 in
Section 6.4, where ϱ is piecewise smooth and bounded. Therefore, we expect
ϱppv ´ vzqϕzq « |ωz| ∥ϕz∇v∥L2pωzq .
For the local mesh size hpsq along the parameterisation of the curve F by arc-length 0 ď s ď L –
|γ| . 1, it holds |ωz| « hpsq2 near any point γpsq P ωz. The node patches along F are coupled
with J – |N pFq| ` 1 points γpt0q, . . . , γptJq, along γ with 0 “ t0 ă t1 ă . . . ă tJ “ L. The
nonsmooth contributions in the neighbourhood of γ sum up to
ÿ
zPN pFq






























hpsq3 ds ~v~ ď L h3max ~v~ . h
3
max ~v~ .
Here hmax denotes the maximal mesh size along γ, which is relatively small compared with the
maximal mesh size maxTPT hT of the triangulation T for all the adaptive meshes in the numerical
examples of Section 6.4. Therefore,
~ϱ ˝ pI ´ Jq~
‹
. h3{2max
is of higher order compared to ~u ´ uh~.
(b) The contribution ∥∇wD∥L2pTq ∥hT f ∥L2pTq arises only for a relatively small number of tri-
angles along the Dirichlet boundary. It vanishes for boundary triangles T R TDC without contact
at the Dirichlet boundary. It also vanishes for piecewise affine Dirichlet data uD.
(c) The contribution ∥∇pu ´ χq∥L2pTNq vanishes for pure Dirichlet boundary problems with
ΓN “ ∅. This is valid for all benchmark examples in Section 6.4. It also vanishes for triangles
without contact at the Neumann boundary in its neighbourhood ωT.
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6.4 Numerical Examples
This section reports on results in five numerical benchmark examples. The adaptive mesh





∥ f ´ Λh∥2L2pTq ` |T|1{2
ÿ
EPEpTq






pχ ´ uhq minpJΛh, 0q dx `
ÿ
zPN pTq




The application of the error estimators ηxyz of Chapter 3 for the estimation of Resaux from
Theorem 6.3.3 leads to the guaranteed upper bounds
GUBpηxyzq – α{2 `
b
α2{4 ` β ` 0.498
h3{2E B2uD{Bs2L2pΓDq (6.18)
with





pχ ´ uhq minpJΛh, 0q dx.
Note that ηxyz might include additional overhead terms with f ´ Λh.
6.4.1 Square Domain
The first benchmark from Nochetto et al. (2003) concerns the constant obstacle χ “ Iχ ” 0
on the square domain Ω “ p´1, 1q2 subject to smooth Dirichlet data uDpr, ϕq “ r2 ´ 0.49
and right-hand side
f pr, ϕq “
#
´16r2 ` 3.92 for r ą 0.7
´5.8408 ` 3.92r2 for r ď 0.7.
The exact solution reads
upr, ϕq “ maxt0, r2 ´ 0.49u2
and touches the obstacle outside the circle with radius 0.7.
Figure 6.1 displays the convergence history of the exact error for uniform and adaptive
mesh refinement as well as the three overhead terms with respect to the number of degrees
of freedom |M|. Since the solution is smooth, the energy error converges with the optimal
empirical convergence rate 1{2 also for uniform mesh refinement and there is only minor
improvement by adaptive mesh refinement. All overhead terms are of higher order with
























































Figure 6.1: Convergence history for the energy error ~u ´ uh~ and some overhead terms on
uniform (solid line) and adaptive (dashed line) meshes in Subsection 6.4.1 with respect to
the number of degrees of freedom |M|. The right image shows the adaptive mesh on level 7.
convergence rate 3{4. However, the overhead term β1{2 stagnates after around 105 degrees
of freedom. Since β1{2 is very small compared to ~u ´ uh~ this is not a problem and
undocumented experiments convey that this is related to inexact solve. One adaptive
mesh is displayed in Figure 6.1 on the right-hand side. The contact zone tr ă 0.7u is less
refined which appears reasonable, because there is no error within the contact zone. Since
there is no contact along the boundary BΩ, the critical boundary term of Remark 6.3.7.(b)
does not arise.
Figures 6.2 and 6.3 compare the efficiency indices GUBpηxzyq{ ~e~ of the global upper
bounds GUBpηxzyq from (6.18) The efficiency indices are around 3.5 but decrease slowly to
values between 1 and 1.5. This is due to the decrease of the extra terms and consistent with
the observation that the relative contribution of ηxyz becomes more and more dominant.
As a consequence, there is a significant impact of the accuracy of ηxyz on the efficiency of
the global upper bound GUBpηxzyq.
6.4.2 L-Shaped Domain
The second benchmark example from Bartels and Carstensen (2004) mimics a typical
corner singularity on the L-shaped domain Ω “ p´2, 2q2zpr0, 2s ˆ r´2, 0sq with constant
obstacle χ “ χh ” 0 and homogeneous Dirichlet data uD ” 0 along BΩ, with the right-
hand side




´ Hpr ´ 5{4q,
gprq – maxt0, mint1, ´6s5 ` 15s4 ´ 10s3 ` 1uu




































Figure 6.2: History of efficiency indices GUBpηxyzq{ ~e~ of various error estimators ηxyz





































Figure 6.3: History of efficiency indices GUBpηxyzq{ ~e~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 6.4.1.














































Figure 6.4: Convergence history for the energy error ~u ´ uh~ and some overhead terms on
uniform (solid line) and adaptive (dashed line) meshes in Subsection 6.4.2 with respect to
the number of degrees of freedom |M|. The right image shows the adaptive mesh on level 5
and the neighbourhood of the singular point p0, 0q magnified by a factor 2.
for s – 2pr ´ 1{4q and the Heaviside function H. The exact solution reads
upr, ϕq – r2{3gprq sinp2ϕ{3q.
The contact zone tr ą 3{4u has a nonvoid intersection with the boundary BΩ. The critical
boundary term of Remark 6.3.7.(b) does not arise due to wD ” 0.
Figure 6.4 conveys that the experimental convergence rate of the energy error for
uniform mesh refinement is about 0.4. Adaptive mesh refinement improves it to the
optimal value 1{2 and shortens the pre-asymptotic range. The overhead terms are of
higher order.
The efficiency indices depicted in Figures 6.5 and 6.6 range from 1 to 4. The best error
estimator is ηBmrrp3q which assumes efficiency indices around 1.1 for fine meshes, but
also yields much better indices for coarse meshes due to the mean correction and the
postprocessing.
6.4.3 Cusp Obstacle on Square Domain
The third example taken from Nochetto et al. (2003) involves Ω, f and uD from Subsec-
tion 6.4.1 and the cusp-shaped obstacle
χ :“ maxt´2, 1 ´ 50 maxt|x| , |y|uu.
Since the exact solution is unknown, it is replaced by the solution on the two times red-
refined triangulation red2pT q for the computation of the energy error ~u ´ uh~ on T . The




































Figure 6.5: History of efficiency indices GUBpηxyzq{ ~e~ of various error estimators ηxyz





































Figure 6.6: History of efficiency indices GUBpηxyzq{ ~e~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 6.4.2.


























































Figure 6.7: Convergence history for the energy error ~u ´ uh~ and some overhead terms on
uniform (solid line) and adaptive (dashed line) meshes in Subsection 6.4.3 with respect to the
number of degrees of freedom |M|. The right image shows the adaptive mesh on level 12.
obstacle χ is piecewise affine, but not on the coarse initial triangulation. However, χ ď Iχ
leads to a conforming discretisation and reliable guaranteed upper bounds GUBpηxyzq.
Figure 6.7 indicates that the adaptive mesh refinement algorithm recovers the optimal
empirical convergence rate of the energy error and shortens the pre-asymptotic range.
In this example, the overhead term oscpΛh,N q is not of higher order, which is a strong
indication that the heuristic argument of Remark 6.3.7.(a) fails for nonsmooth obstacles as
in this example. Figure 6.8 shows that the efficiency indices of all global upper bounds
increase beyond 10 with the number of degrees of freedom in case of uniform mesh
refinement. For adaptive mesh refinement the efficiency indices stay around 2.5 after a
strong decrease from 6 at about 100 unknowns in Figure 6.9. This fall is connected to the
sudden decrease of the extra terms, especially oscpΛh,N q, which might be caused by the
gradual revelation of the real obstacle χ by the adaptive mesh refinement.
6.4.4 Pyramid Obstacle on Square Domain
In order to explore the limitations of the theoretical results, the fourth benchmark employs
the constant right-hand side f ” 1 and the nonaffine obstacle χpx, yq “ distppx, yq, BΩq
from Bartels and Carstensen (2004) on the square domain Ω “ p´1, 1q2 with homogeneous
Dirichlet data uD ” wD ” 0 on ΓD :“ BΩ. The initial triangulation consists of four
elements such that χ “ χh. Since the exact solution is unknown, it is replaced by the
solution on the two times red-refined triangulation red2pT q for the computation of the
energy error ~u ´ uh~ on T .
In contrast to the first two benchmarks, the obstacle is not globally affine and the contact




































Figure 6.8: History of efficiency indices GUBpηxyzq{ ~e~ of various error estimators ηxyz









































Figure 6.9: History of efficiency indices GUBpηxyzq{ ~e~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 6.4.3.













































Figure 6.10: Convergence history for the energy error ~u ´ uh~ and some overhead terms on
uniform (solid line) and adaptive (dashed line) meshes in Subsection 6.4.4 with respect to
the number of degrees of freedom |M|. The right image shows the adaptive mesh on level 7.
zone reduces to the lines
tpx, yq P p0, 1q2
ˇ
ˇ y “ x or y “ 1 ´ xu.
While uniform mesh refinement yields the optimal empirical convergence rate, the adapt-
ive process has a rather long stagnating pre-asymptotic range as shown in Figure 6.10!
The adaptive mesh in Figure 6.10 shows a strong refinement along the contact edges due
to very high contributions of the extra terms and nonvanishing edge jumps of ∇u on
these edges. A similar behaviour was observed by Bartels and Carstensen (2004) and is
expected for every error estimator that is based on edge jumps of ∇uh.
Since the error estimators have been derived for affine obstacles, the efficiency result
of Section 6.3.3 cannot be expected to hold. In fact, Figure 6.11 indicates that the upper
bound GUBpηxyzq is not efficient with respect to ~e~. The efficiency indices blow up
(over 100) for uniform mesh refinement. Adaptive mesh refinement seems to restore
the efficiency with efficiency indices around 10 as shown in Figure 6.12, but this is still
not rewarding regarding the poor results on the actual error reduction on the produced
meshes.
6.4.5 Nonaffine Smooth Obstacle
The last benchmark illustrates that the global upper bound is also applicable to problems
with smooth obstacles. The example from Gräser and Kornhuber (2009) considers the
obstacle χpx, yq “ ´px2 ´ 1qpy2 ´ 1q and f ” ´∆χ on the square domain Ω “ p´1, 1q2
with the exact solution u ” χ.




































Figure 6.11: History of efficiency indices GUBpηxyzq{ ~e~ of various error estimators ηxyz






































Figure 6.12: History of efficiency indices GUBpηxyzq{ ~e~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 6.4.4.

















































Figure 6.13: Convergence history for the energy error ~u ´ uh~ on uniform (solid line) and
adaptive (dashed line) meshes in Subsection 6.4.5 with respect to the number of degrees of
freedom |M|. The right image shows the adaptive mesh on level 7.
Due to the homogeneous Dirichlet boundary conditions, wD could be set to zero. But
this is a nonconforming obstacle problem with possibly uh R K. Hence, the reliability
would not hold. Instead, the choice wD :“ ´ mint0, uh ´ χu ě 0 in Theorem 6.3.3 after
Falk (1974) and Remark 6.3.4.(e) leads to an admissible test function uh ` wD P K and the




pχ ´ uh ´ wDqJΛh dx
˙1{2
and ~wD~ :“ ~mint0, uh ´ χu~ .
Figure 6.13 shows that the adaptive mesh refinement barely worsens the empirical
convergence rate. Figures 6.14 and 6.15 display that the efficiency indices are not as good
as in the affine examples due to the contribution ~wD~, which is not of higher order
compared to ~u ´ uh~. But there is a significant improvement of the efficiency indices
through adaptive mesh refinement, which reduces the relative contribution ~wD~ to the
global upper bound.








































Figure 6.14: History of efficiency indices GUBpηxyzq{ ~e~ of various error estimators ηxyz









































Figure 6.15: History of efficiency indices GUBpηxyzq{ ~e~ of various error estimators ηxyz
labelled xyz as functions of the number of degrees of freedom on adaptive meshes in
Subsection 6.4.5.
A MATLAB Implementation
This chapter contains the main parts of the MATLAB code and the additions to AFEM that
were made for this thesis. The first section describes the requirements to set up, solve and
estimate a problem given by the user. The remaining sections explain essential parts of
the implementation. To save some space, some code lines in the displayed Listings below
were combined or differently printed and also the comments are not displayed here. The
complete code can be found on the attached Compact Disc1. All numerical experiments
of this thesis have been conducted with MATLAB (Version Version 7.10.0.499 (R2010a)).
A.1 Setup of a Problem in AFEM
This section explains how to use the AFEM version of this thesis to solve a Poisson, Stokes
or obstacle problem.
Table A.1 shows the list of all available solvers and the required input data additional
to the data of the initial triangulation of the domain Ω. The structure of the triangulation
data sets is explained in the AFEM introduction in Subsection 2.3.5. The remaining data is
expressed via function handles. Note that by now the diffusion tensor S was implemented
only as a scalar-valued function handle called alpha. However, the theory in the thesis
is valid for matrix-valued diffusion tensors and an extension to matrix-valued function
handles may be done in the future.
Listing A.1 shows a simple example that loads the geometry data for an L-shaped
domain in Line 1 and defines function handles for f ” 1, g ” 0 and uD ” 0 as well as
α ” 1. Line 6 calls the solver for the conforming P1 finite element method for the Poisson
problem. The output x is a vector with the nodal values of the discrete solution with
respect to the triangulation given by c4n and n4e. Line 7 plots the discrete solution
with the AFEM function plotP1. Lines 8 and 9 solve and plot the discrete solution of
the Crouzeix-Raviart nonconforming FEM. Other possible solvers and the required data
are listed in Table A.1. The MATLAB code for the solvers for the Stokes problem and the
obstacle problem are discussed in Chapter 5 and Chapter 6, respectively.
Table A.2 lists all benchmark problems of this thesis and the filenames wherin the
corresponding function handles for the data and the exact solution (if available) are
specified. They also call the AFEM loop for the error estimator competition.
1The online version of this document contains the content of the Compact Disc as embedded zip-file. Please
use an appropriate pdf viewer to extract the file, such as KDE Okular or Adobe Reader. Then, rename the
file to code.zip and unpack the file with adequate Software, such as WinZip. In contrast to the thesis’
text, the code is provided under the terms of the GNU General Public License as published by the Free
Software Foundation, either version 3 of the License, or (at your option) any later version. Refer to the file
LICENSE.txt on the the Compact Disc or in the zip-file for more information.
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[c4n n4e n4sDb n4sNb]=loadGeometry(’LshapeNb’,3);
2 f=@(x)(sin(pi*x(:,1)).*cos(pi*x(:,2))); degree_f = 10;
g=@(x,normals)(sin(pi*x(:,1)).*cos(pi*x(:,2))); degree_g = 10;
4 alpha=@(x)(ones(length(x),1));






Listing A.1: Example for user-defined problem.
Filename Description Data
solveP1Poisson P1-FEM for Poisson problem f,g,u4Db,alpha
solveCRPoisson CR-NCFEM for Poisson problem f,g,u4Db,alpha
solveMINIStokes Mini-FEM for Stokes problem f,u4Db
solveCRPOStokes CR-NCFEM for Stokes problem f,u4Db
solveP1Obstacle P1-FEM for Obstacle problem f,g,u4Db
Table A.1: List of available solvers in the AFEM package and the data function handles. The
function handle f denotes the right-hand side source function, g denotes Neumann bound-
ary data, u4Db denotes Dirichlet boundary data and alpha denotes the scalar diffusion
parameter. Additional optional degrees for the integration are not displayed and set to zero
if not specified.
A.2 General Remarks on Error Estimators
Now that the discrete solution is known, the next step is error estimation. For convenience,
the solvers also return the piecewise constant stress tensor σh in form of an array sigma4e
of the dimension |T | ˆ 2. Most error estimators need sigma4e (as well as the data
function handles) as an input parameter to compute the error estimator. Table A.3 lists
all implemented error estimators, their filenames and the references for the theoretical
background above in this thesis. Note that these functions in general do not compute
additional overhead terms like oscillations oscp f , T q of f or Dirichlet boundary error
contributions. The overhead quantities are computed in extra functions that are discussed
in Section A.10. As an example of how to call an error estimator with all overhead terms,
Listing A.2 displays the MATLAB code to obtain the Braess error estimator ηB from
Definition 3.2.7 for a Poisson problem. Line 3 calls a function that computes the main part
of the error estimator, i.e.
S´1{2pσh ´ qBqL2pΩq. The function is explained in Section A.3.
Lines 4–17 add the overhead terms with the Poincaré constant CP=1{j1,1 “ 0.2610 for
the volume oscillations and CNb=1.1473 from Table 3.2 for the oscillations of the Neu-
mann data. Lines 18–25 add the Dirichlet error contribution from Theorem 4.2.1 with
the constant CDb=0.4980 from Theorem 4.2.2. The function handles f,g, u4Db,alpha
and TD2u4Db for the second tangential derivative of uD are assumed to be defined be-
forehand as in Listing A.1. The Compact Disc contains an exemplary MATLAB script
afemExample.m that extends Listing A.2 to a comparison between the Braess error es-
timator without postprocessing and the postprocessed Braess error estimator inside an
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Filename Features Subsection
Poisson problems for P1 conforming finite element method
afemPoisson_Lshape Reentrant corner 4.3.1
afemPoisson_SquareOSC Large oscillations 4.3.2
afemPoisson_SquareJumps jumps on square 4.3.3
afemPoisson_OktagonJumps jumps on octagon 4.3.4
afemPoisson_Sector curved boundaries 4.6.1
Poisson problems for Crouzeix-Raviart nonconforming finite element method
afemPoissonCR_Lshape Reentrant corner 4.5.2
afemPoissonCR_SquareOSC Large oscillations 4.5.3
afemPoissonCR_SquareJumps Jumps on square 4.5.4
afemPoissonCR_OktagonJumps Jumps on octagon 4.5.5
afemPoissonCR_Sector Curved boundaries 4.6.2
Stokes problems for mini finite element method
afemStokesMINI_Lshape Reentrant corner 5.4.1
afemStokesMINI_Smooth Smooth data 5.4.2
afemStokesMINI_Smooth2 Smooth data 5.4.3
afemStokesMINI_CollidingFlow Colliding flow 5.4.4
afemStokesMINI_BackStep Backward facing step 5.4.5
Stokes problems for Crouzeix-Raviart nonconforming finite element method
afemStokesCR_Lshape Reentrant corner 5.7.1
afemStokesCR_Smooth Smooth, convex domain 5.7.2
afemStokesCR_Smooth2 Smooth, convex domain 5.7.3
afemStokesCR_CollidingFlow Smooth, convex domain 5.7.4
afemStokesCR_BackStep Backward facing step 5.7.5
Obstacle problems
afemObstacle_Square2 Square domain 6.4.1
afemObstacle_Lshape Reentrant corner 6.4.2
afemObstacle_Cusp Cusp-shaped obstacle 6.4.3
afemObstacle_Pyramid Pyramid obstacle 6.4.4
afemObstacle_Square3 Smooth obstacle 6.4.5
Table A.2: List of benchmark problems of this thesis and the corresponding MATLAB files.
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[x,~,~,~,sigma4e] = solveP1Poisson(f,g,u4Db,alpha,c4n,n4e,n4sDb,n4sNb);
2 alpha4e = alpha(computeMid4e(c4n,n4e));
[eta4e,eta] = estimateP1EtaB(f,g,sigma4e,c4n,n4e,n4sDb,n4sNb,alpha4e,degree_f,degree_g,0,0);
4 [~,osc4e] = oscillations(f,c4n,n4e,degree_f);
CP=0.2610;
6 osc4e = CP̂ 2*osc4e./alpha4e;





12 alpha4Nbs = alpha(mid4Nbs);
osc4Nbs = CNb̂ 2*osc4Nbs./alpha4Nbs;
14 oscNb4e = accumarray(e4Nbs,osc4Nbs,[size(n4e,1) 1]);
eta4e = (sqrt(eta4e) + sqrt(oscNb4e)).^2;
16 end
eta = sqrt(sum(eta4e));
18 [~,etaDb4s,e4p] = DbError(TD2u4Db,c4n,n4e,n4sDb,degree_u4Db);
alpha4p = alpha4e(e4p,:);
20 CDb = 0.4980;
etaDb4s = CDb̂ 2*alpha4p.*etaDb4s;
22 etaDb = sqrt(sum(etaDb4s));
etaDb4e = accumarray(e4p,etaDb4s,[size(n4e,1) 1]);
24 eta4e = eta4e + etaDb4e;
eta = sqrt(etâ 2 + etaDb̂ 2);
Listing A.2: Example for a call of the Braess error estimator plus overhead terms.
adaptive mesh refinement loop. This might be a nice starter for own experiments.
To compare the error estimator with the exact energy error for problems with known
exact solutions, there is the function exactEnergyError in the subfolder integrate.
This function computes
S´1{2∇NCpu ´ uhqL2pΩq. To do so, the function needs the func-
tion handle alpha and a function handle for ∇u, as well as sigma4e, the triangulation
data and the degree for the quadrature. This degree was set to 15 for all experiments in
this thesis. This means that the energy error for polynomials u P P16pT q is integrated
exactly.
The next sections give some insight in the implementations of some of the error estim-
ators.
A.3 Implementation of the Braess Equilibration Error Estimator
Listing A.3 displays the code for estimateP1EtaB that computes
S´1{2pσh ´ qBqL2pΩq
(the overhead terms like oscillations are computed separately). The tensor σh is assumed
to be piecewise constant and represented by the |T | ˆ 2 matrix sigma4e. Similarly,
alpha4e contains the elementwise constant diffusion weight.
The main part of the implementation of the Braess equilibration error estimator is the
function ConstantFluxEquilibrationBraess in Line 3 of Listing A.3 that solves
the local problems in (3.15) and computes the normal fluxes Fluxes4e of the broken
Raviart-Thomas element σh ´ qB. The array Fluxes4e has the same size as s4e and
contains the normal fluxes for σh ´ qB over the three sides for each element, i.e., the
coefficients for the local versions of the Raviart-Thomas basis functions. The parameter
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14 parents4e = 1:size(n4e,1);
end
16 eta4e = matMul(matMul(permute(Fluxes4e,[1 3 2]),RTMama),Fluxes4e);
eta4e = accumarray(parents4e(:),eta4e);
18 eta = sqrt(sum(eta4e));
Listing A.3: Listing for estimateP1etaB.m
ppredrefinements and ppiterations indicate the amount of red-refinements and
the number of cg iterations for the computation of the Curl v postprocessing (see Sec-
tion 3.3 for the theoretical details) in Lines 5–12. The output of Postprocessing are
the fluxes of σh ´ qB ´ Curl v and the local Raviart-Thomas mass matrices RTMama with
respect to a possibly refined triangulation. Therefore, the vector parents4e associates
the element numbers in the refined triangulation to their parent elements in the original
triangulation. Line 16 uses the local Raviart-Thomas mass matrices to compute the norm
∥σh ´ qB ´ Curl v∥2L2pTq for all elements in the refined triangulation. Line 17 accumulates
the values of the child elements to their parent elements and the last line computes the
total norm.
The presentation of the main subroutine ConstantFluxEquilibrationBraess
is split into the Listings A.4-A.6. The first part (Listing A.4) prepares all data that is
needed for the equilibration process, such as the piecewise integrals of the data f times
nodal basis functions in Lines 28–33 and the edgewise integrals of g times nodal basis
functions in Lines 35–43. Furthermore, the first part computes the curls of the nodal
basis functions and their elementwise normal fluxes in Lines 16–25, as well as the normal
fluxes sigmafluxes4e (of size |T |ˆ 3) of the discrete stress σh (represented by the array
sigma4e of size |T | ˆ 2) in Line 26. Lines 50–51 compute the local Raviart-Thomas mass
matrices and multiply them with the (diffusion) weight.
The second part (Listing A.5) calculates the optimal fluxes of the local solution of
the local problems (3.15) for boundary nodes z P N pBΩq. This is done via a clockwise
algorithm in Lines 57–68 that computes one element of QpT pzqq. This involves the sort of
the elements of the nodal patch by the subroutine SortPatch (see Listing A.6). Then,
a constant is added such that either the Neumann boundary conditions are satisfied
(then the local solution is unique) or the weighted L2 norm is minimised. In the latter
case any multiplicative of Curl ϕz may be added to the local solution and the subroutine
FluxOptimizer (see Listing A.6) computes the optimal constant in front of Curl ϕz.
The third part (Listing A.6) solves the local problems (3.15) for the interior nodes in
Lines 99–127 in the same manner. Eventually, Lines 128–130 combine all the normal fluxes
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function [Fluxes4e,RTMama] = ConstantFluxEquilibrationBraess(...
2 optimal,f,g,sigma4e,c4n,n4e,n4sNb,n4sDb,weights4e,degree_f,degree_g)
normals4e = computeNormal4e(c4n,n4e);
4 area4e = computeArea4e(c4n,n4e);
n4s = computeN4s(n4e);
6 length4s = computeLength4s(c4n,n4s);
e4n = computeE4n(n4e);
8 s4e = computeS4e(n4e);
e4s = computeE4s(n4e);
10 s4n = computeS4n(n4e);
Dbs = rowaddr(s4n,n4sDb(:,1),n4sDb(:,2));
12 nrElems = size(n4e,1);
nrDbs = size(Dbs,1);
14 nrNodes = size(c4n,1);
16 curl4e = zeros(size(n4e,1),2,3);
for j = 1 : size(n4e,1)
18 nodes = n4e(j,:);
coords = c4n(nodes,:);
20 curl4e(j,:,:) = ([1,1,1;coords’]\[0,0;0 -1;1 0])’;
end
22 curlcurl4e = permute(sum(curl4e.*curl4e,2),[1 3 2]).*(area4e.*weights4e*ones(1,3));
curlfluxes4e(1,:,:) = length4s(s4e).*matMul(permute(normals4e,[3 1 2]),curl4e(:,:,1));
24 curlfluxes4e(2,:,:) = length4s(s4e).*matMul(permute(normals4e,[3 1 2]),curl4e(:,:,2));
curlfluxes4e(3,:,:) = length4s(s4e).*matMul(permute(normals4e,[3 1 2]),curl4e(:,:,3));










36 normals4Nbs = computeNormal4s(c4n,n4sNb);
integrand=@(n4p,pts,pts_ref)(g(pts,normals4Nbs)*[1-pts_ref pts_ref]);
38 gvalues4s = integrate(c4n,n4sNb,integrand,degree_g+1);
normals4Nbs= computeNormal4s(c4n,n4sNb);
40 Nbs = rowaddr(s4n,n4sNb(:,1),n4sNb(:,2));
elems = nonzeros(diag(e4n(n4sNb(:,1),n4sNb(:,2))))’;




46 gvalues4s = 0;
BF4Nbs = 0;
48 end
50 RTMama = LocalRTMassMatrix(c4n,n4e,area4e);
RTMama = matMul(RTMama,weights4e);
52 OuterEdges = [n4sDb Dbs; n4sNb Nbs];
OuterEdges(:,4) = e4s(OuterEdges(:,3),1);
54 EQfluxes = zeros(nrElems,3,3);
sliced_e4n = e4n(:,OuterEdges(:,2));
Listing A.4: Listing for Lines 1–55 of ConstantFluxEquilibrationBraess.m
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56 for curEdge = 1:size(OuterEdges,1)
curNode = OuterEdges(curEdge,2);
58 startelem = OuterEdges(curEdge,4);
elems = nonzeros(sliced_e4n(:,curEdge));
60 nr = find(elems == startelem);
elems([1 nr]) = elems([nr 1]);
62 [elems,edges,pos_elems] = SortPatch(elems);
fluxcount = length(elems)*2;
64 A = eye(fluxcount,fluxcount)-diag(ones(fluxcount-1,1),-1);
b = zeros(fluxcount,1);
66 b(2:2:fluxcount) = diag(fvalues4e(elems,pos_elems));
b(3:2:fluxcount-1) = jumps4s(edges(1:end-1))/2;
68 fluxes = A\b;
rightedge_pos = pos_elems;
70 leftedge_pos = mod(pos_elems+1,3)+1;
if curEdge > nrDbsges
72 snr = OuterEdges(curEdge,3);
Nbsnr = find(Nbs == snr);
74 pos = find(n4s(snr,:) == curNode);
c = BF4Nbs(Nbsnr) - gvalues4s(Nbsnr,pos);
76 elseif ismember(edges(end),Nbs)
snr = edges(end);
78 Nbsnr = find(Nbs == snr);
pos = find(n4s(snr,:) == curNode);
80 c = -(gvalues4s(Nbsnr,pos) - BF4Nbs(Nbsnr)) - fluxes(end);
elseif (optimal == 1)




86 fluxes4e(cE,leftedge_pos(cE)) = -fluxes(cE*2-1);
end
88 c = FluxOptimizer(fluxes4e,elems,pos_elems);
else
90 c = - sum(fluxes)/length(fluxes);
92 end
for cE=1:length(elems)
94 EQfluxes(elems(cE),rightedge_pos(cE),pos_elems(cE)) = fluxes(cE*2) + c;
EQfluxes(elems(cE),leftedge_pos(cE),pos_elems(cE)) = -fluxes(cE*2-1) - c;
96 end
end
Listing A.5: Listing for Lines 56–97 of ConstantFluxEquilibrationBraess.m
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98 innernodes = setdiff(1:nrNodes,OuterEdges(:,2))’;
if nnz(innernodes) ~= 0
100 for in = 1:size(innernodes,1)
curNode = innernodes(in);
102 elems = nonzeros(e4n(:,curNode));
[elems,edges,pos_elems] = SortPatch(elems);
104 fluxcount = length(elems)*2;
A = eye(fluxcount,fluxcount)-diag(ones(fluxcount-1,1),-1);
106 b = zeros(fluxcount,1);
b(2:2:fluxcount) = diag(fvalues4e(elems,pos_elems));
108 b(3:2:fluxcount-1) = jumps4s(edges(1:end-1))/2;
fluxes = A\b;
110 rightedge_pos = pos_elems;
leftedge_pos = mod(pos_elems+1,3)+1;




116 fluxes4e(cE,leftedge_pos(cE),1) = -fluxes(cE*2-1);
end
118 c = FluxOptimizer(fluxes4e,elems,pos_elems);
else
120 c = - sum(fluxes)/length(fluxes);
end
122 for cE=1:length(elems)
EQfluxes(elems(cE),rightedge_pos(cE),pos_elems(cE)) = fluxes(cE*2) + c;




128 Fluxes4e(:,1) = -sum(EQfluxes(:,1,:),3);
Fluxes4e(:,2) = -sum(EQfluxes(:,2,:),3);
130 Fluxes4e(:,3) = -sum(EQfluxes(:,3,:),3);
132 function [elems,edges,pos_elems] = SortPatch(elems)
edges = zeros(length(elems),1);
134 pos_elems = zeros(length(elems),1);
for k=1:length(elems)
136 nodes = n4e(elems(k),:);
pos_elems(k) = find(nodes == curNode);
138 nextnode = nodes(mod(pos_elems(k),3)+1);
edges(k) = s4n(curNode,nextnode);
140 if k < length(elems)
nextelem = e4n(nextnode,curNode);
142 nr = find(elems == nextelem);




148 function corrflux = FluxOptimizer(fluxes4e,elems,pos_elems)
locRTMama = RTMama(elems,:,:);




154 fluxes4curl(k,mod(pos_elems(k)+1,3)+1) = ...
-curlfluxes4e(mod(pos_elems(k)+1,3)+1,elems(k),mod(pos_elems(k)+1,3)+1);
156 end
qcurl4e = matMul(matMul(permute(fluxes4e,[1 3 2]),locRTMama),fluxes4curl);




Listing A.6: Listing for Lines 98-end of ConstantFluxEquilibrationBraess.m
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of the local solutions to the normal fluxes of the (broken) global Raviart-Thomas function
σh ´ qB.
A.4 Implementation of the Luce-Wohlmuth Equilibration Error
Estimator
The Luce-Wohlmuth design from Subsection 3.2.2 is based on the dual triangulation.
Recall Listing 3.1 for the computation and enumeration of the triangulation data of the
dual refinement with the function refineDual.
The presentation of the lengthy MATLAB code for the Luce-Wohlmuth error estimator
is split into the five Listings A.7-A.11. The first part (Listing A.7) begins with the com-
putation of enumeration arrays, right-hand side integrals in Lines 21–37 ( f times nodal
basis functions and g times nodal basis functions). Line 38 calls the dual mesh refinement
routine and Lines 44–45 compute the normal fluxes sigmafluxes4e of the discrete
stress σh (given through the |T | ˆ 2 array sigma4e) with respect to the dual mesh, i.e.,
sigmafluxes4e is of size |Tri‹| ˆ 3. Then, the information for the boundary edges are
collected in the array OuterEdges. The for loop in Line 51-79 computes the normal
fluxes of an element from the set QpT ‹pzqq in the local problems (3.11) for all boundary
nodes. This element is unique for boundary patches that include Neumann boundary
edges. Before that, the next for loop in Lines 81–109 computes the normal fluxes of an
element in the set QpT ‹pzqq for all interior nodes. The structure of both for loops is similar
to the structure of the for loops in the implementation of the Braess equilibration error
estimator. The main ingredients are the sort of the patch elements and the solve of a
small local linear system of equations by the subroutine FluxSolver in Lines 120–157.
This solver guarantees that its solution yields a Raviart-Thomas element with correct
divergence and Neumann boundary fluxes.
The further patchwise minimisation of the L2 norm
S´1{2pqLW ´ σhqL2pω‹z q and the
postprocessing is done in the subroutine LWPostProcessing. This function computes
the normal fluxes of Curl v, for some piecewise linear function v P P1pT q X CpΩq, which
is handled as a broken Raviart-Thomas element. The function v is a linear combination
of the nodal basis functions ϕ‹z for the nodes of the dual triangulation z P N ‹. The
input parameter ppiterations determines how the coefficients of the ϕ‹z are com-
puted. The choice ppiterations = 0 leads to the usual ηLW. Here only the coefficients
αz of ϕ‹z for the nodes z P N of the original mesh are nonzero and chosen such thatS´1{2pqLW ´ σh ´ αz Curl ϕ‹zqL2pω‹z q is minimal. The optimal coefficients are computed
in Line 191. For ppiterations > 0 all basis functions become active and a global
linear system of equations is solved approximately with ppiterations pcg iterations
in Line 195. For ppiterations = -1 the system is solved exactly in Line 201. The
structure of the linear system of equations is explained in Subsection 3.3.2. Note that
Neumann boundary nodes have to be excluded in all these modifications, since otherwise
qLW might not satisfy the Neumann boundary conditions (the normal fluxes of ϕ‹z are
nonzero along ΓN for z P N ‹pΓNq). The corresponding node numbers are extracted in
Lines 189,194 and 198 for the different cases.
So far, the function computes ηLW or the postprocessing ηLWpkq. For the computation of
the mean-corrected version ηLWmpkq, further modifications are initiated in Lines 111–116.
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The subroutines DivMeanCorrection in Lines 253–281 (and NbFluxCorrection in
Lines 212–251) redistribute the divergence (and the normal fluxes) in all child elements
(and child edges) of an element T P T (and of an Neumann edge E P EpΓNq) such that
div qLWm “ ´ fT ‹ in Ω (and qLWm ¨ ν “ gE‹ along ΓN) as explained in Remark 3.2.5.(c).
Eventually, the array Fluxes4FineE contains the normal fluxes of the broken Raviart-
Thomas element qLW ´ σh ´ Curl v with respect to the dual mesh T ‹ and Line 207 com-
putes its elementwise norm with the help of the weighted Raviart-Thomas mass matrices
RTMama. See Listing 2.5 and the explanations in Subsubsection 2.3.5.5 for details on the
computation of RTMama.
A.5 Implementation of the Least-Square Error Estimator
Listing A.12 displays the MATLAB code for the realisation of Algorithm 3.1. The input
parameter CF is the Friedrichs constant CpΩ, ΓDq for the domain Ω, beta0 is the initial
value for λ in Algorithm 3.1 (default is beta0=1), and LSiterations is the number
of iterations in the for loop of Algorithm 3.1 (default is LSiterations=3). Lines 10–15
compute the piecewise integrals f4e of f and the normal fluxes of the discrete stress
tensor σh such that the size of sigmafluxes4e matches the size of s4e. Lines 17–20




Sp ¨ q dx and bpp, qq “
ˆ
Ω
div p div q dx




SϑEj ¨ ϑEk dx and CT(m,j,k) “
ˆ
Tm
divpϑEj q divpϑEk q dx
for the three edges E1, . . . , E3 “ EpTmq of the m-th triangle Tm P T .
The first matrix BT contains the local weighted Raviart-Thomas mass matrices RTMama
from Line 17 up to the correct signs of the basis functions on each triangle. The signs are
fixed in Lines 18–19, confer to Subsubsection 2.3.5.5 for more details on the choice of the
orientation and the computation of the signs by computeSig4e. The second matrix CT
is very easy to calculate, because the divergence of the all Raviart-Thomas basis functions
equals div ϑEj “ νTm νEj 1{ |Tm| for j “ 1, . . . , 3. Hence,
CT(m,j,k) “ νEj ¨ νEk { |Tm| “ sig4e(m,j)*sig4e(m,k)/area4e(m).
This is calculated in Line 20. Next, the components of the right-hand side vector are
computed. The vector bP1 contains the integrals of σh times Raviart-Thomas basis
functions. These are computed with the help of the Raviart-Thomas mass matrices and
the fluxes of σh that are computed in Line 15. The entry bf(m,j) of the vector in Line 23
contains the integrals of f times div ϑEj over Tm, i.e.,
bf(m,j) “ νEj ¨ νTm fTm “ sig4e(m,j)*f4e(m)./area4e(m).
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function [eta4e,eta] = estimateP1EtaLW(f,g,sigma4e,c4n,n4e,n4sDb,n4sNb,alpha4e,degree_f,degree_g,...
2 ppiterations,meancorrection,f_fine,res4n)
if nargin < 8, alpha4e = ones(size(n4e,1),1); end
4 if nargin < 9, degree_f = 1; end
if nargin < 10, degree_g = 1; end
6 if nargin < 11, ppiterations = 1; end
if nargin < 12, meancorrection = ’false’; end
8 if nargin < 13, f_fine = f; end
if nargin < 14, res4n = zeros(size(c4n,1),1); end
10 e4n = computeE4n(n4e);
e4s = computeE4s(n4e);
12 s4n = computeS4n(n4e);
n4s = computeN4s(n4e);
14 area4e = computeArea4e(c4n,n4e);
Dbs = rowaddr(s4n,n4sDb(:,1),n4sDb(:,2));
16 Nbs = rowaddr(s4n,n4sNb(:,1),n4sNb(:,2));
nrElems = size(n4e,1);














32 normals4Nbs = computeNormal4s(c4n,n4sNb);
integrand=@(n4p,pts,pts_ref)(g(pts,normals4Nbs)*[1-pts_ref pts_ref]);
34 gvalues4s = integrate(c4n,n4sNb,integrand,degree_g+1);
else
36 gvalues4s = 0;
end
38 [c4n_fine,n4e_fine,n4sDb_fine,n4sNb_fine,parents4e,pos_pelems] = refineDual(c4n,n4e,n4sDb,n4sNb);
s4e_fine = computeS4e(n4e_fine);
40 n4s_fine = computeN4s(n4e_fine);
normals4e_fine = computeNormal4e(c4n_fine,n4e_fine);
42 length4s_fine = computeLength4s(c4n_fine,n4s_fine);
area4e_fine = area4e(parents4e)/6;
44 prefluxes = matMul(permute(normals4e_fine,[3 1 2]),sigma4e(parents4e,:));
sigmafluxes4e = length4s_fine(s4e_fine).*prefluxes;
46 OuterEdges = [n4sDb Dbs; n4sNb Nbs];
OuterEdges(:,4) = e4s(OuterEdges(:,3),1);




52 curNode = OuterEdges(curEdge,2);
startelem = OuterEdges(curEdge,4);
54 startedge = OuterEdges(curEdge,3);
elems = nonzeros(e4n(:,curNode));
56 edges = zeros(length(elems)+1,1);
edges(1) = startedge;
58 pos_elems = zeros(length(elems),1);
nr = find(elems == startelem);
60 elems([1 nr]) = elems([nr 1]);
for j=1:length(elems)
62 nodes = n4e(elems(j),:);
pos_elems(j) = find(nodes == curNode);
64 nextnode = nodes(mod(pos_elems(j),3)+1);
edges(j+1) = s4n(curNode,nextnode);
Listing A.7: Listing for Lines 1–65 of estimateP1EtaLW.m
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66 if j < length(elems)
nextelem = e4n(nextnode,curNode);
68 nr = find(elems == nextelem);
elems([j+1 nr]) = elems([nr j+1]);
70 end
end
72 global_fine_elems = zeros(length(elems)*2,1);
global_fine_elems(1:2:end-1) = (elems-1)*6+(pos_elems-1)*2+1;
74 global_fine_elems(2:2:end) = (elems-1)*6+(pos_elems-1)*2+2;
[top_fluxes,inner_fluxes]= FluxSolver(curNode,global_fine_elems,edges,true);
76 fluxes4e = [inner_fluxes(2:fluxcount) top_fluxes(1:end) -inner_fluxes(1:fluxcount-1)];
fluxes4e = fluxes4e - sigmafluxes4e(global_fine_elems,:);
78 Fluxes4FineE(global_fine_elems,:) = fluxes4e;
end
80 innernodes = setdiff(1:nrNodes,OuterEdges(:,2))’;
if nnz(innernodes) ~= 0
82 for in=1:size(innernodes,1)
curNode = innernodes(in);
84 elems = nonzeros(e4n(:,curNode));
edges = zeros(length(elems)+1,1);
86 pos_elems = zeros(length(elems),1);
for j=1:length(elems)
88 nodes = n4e(elems(j),:);
pos_elems(j) = find(nodes == curNode);
90 nextnode = nodes(mod(pos_elems(j),3)+1);
edges(j+1) = s4n(curNode,nextnode);
92 if j < length(elems)
nextelem = e4n(nextnode,curNode);
94 nr = find(elems == nextelem);
elems([j+1 nr]) = elems([nr j+1]);
96 end
end
98 edges(1) = edges(end);
global_fine_elems = zeros(length(elems)*2,1);




104 fluxes4e = [[inner_fluxes(2:fluxcount); inner_fluxes(1)] top_fluxes(1:end)...
-inner_fluxes(1:fluxcount)];






112 Fluxes4FineE = DivMeanCorrection(Fluxes4FineE,c4n_fine,n4e_fine,f_fine,degree_f);
if ~isempty(n4sNb)







122 loc_pos_pelems = pos_pelems(fine_elems);
top_fluxes = sigmafluxes4e(fine_elems,2);
124 PQf4e = diag(fvalues4e(loc_pelems(1:end),loc_pos_pelems(1:end)))/2...
- (res4n(curNode)/sum(area4e_fine(fine_elems)))*area4e_fine(fine_elems);
126 if (boundary == true)
fluxcount = length(fine_elems)+1;
128 first_flux = -sigmafluxes4e(fine_elems(1),3);
last_flux = sigmafluxes4e(fine_elems(end),1);
130 outfluxsum = sum(top_fluxes) - first_flux + last_flux;
Listing A.8: Listing for Lines 66–130 of estimateP1EtaLW.m
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PQf_raw = sum(diag(fvalues4e(loc_pelems(1:2:end),loc_pos_pelems(1:2:end))));
132 alphaK = (-PQf_raw-outfluxsum);
if curEdge > nrDbsges
134 snr = OuterEdges(curEdge,3);
Nbsnr = find(Nbs == snr);




140 snr = edges(end);
Nbsnr = find(Nbs == snr);
142 pos = find(n4s(snr,:) == curNode);
startvalue = first_flux-last_flux-gvalues4s(Nbsnr,pos)-alphaK;
144 else





150 startvalue = 0;
end
152 A = eye(fluxcount,fluxcount)-diag(ones(fluxcount-1,1),-1);
b = zeros(fluxcount,1);
154 b(1) = startvalue;
b(2:fluxcount) = -top_fluxes(1:fluxcount-1) - PQf4e(1:fluxcount-1);






162 curls4e = zeros(size(n4e_fine,1),2,3);
for j=1:size(n4e_fine)
164 nodes = n4e_fine(j,:);
coords = c4n_fine(nodes,:);
166 grads = [1,1,1;coords’] \ [0,0;eye(2)];
curls = [-grads(:,2) grads(:,1)];




172 I = [n4eT;n4eT;n4eT];
J = [n4eT(:),n4eT(:),n4eT(:)]’;
174 A = sparse(I(:),J(:),A_loc(:));
RTMama = LocalRTMassMatrix(c4n_fine,n4e_fine,area4e_fine);
176 RTMama = matMul(RTMama,alpha4e_fine);
fluxes4curl(:,:,1) = length4s_fine(s4e_fine).*matMul(permute(normals4e_fine,[3 1 2]),...
178 curls4e(:,:,1));
fluxes4curl(:,:,2) = length4s_fine(s4e_fine).*matMul(permute(normals4e_fine,[3 1 2]),...
180 curls4e(:,:,2));
fluxes4curl(:,:,3) = length4s_fine(s4e_fine).*matMul(permute(normals4e_fine,[3 1 2]),...
182 curls4e(:,:,3));
b_loc(:,1) = matMul(matMul(permute(quh,[1 3 2]),RTMama),fluxes4curl(:,:,1));
184 b_loc(:,2) = matMul(matMul(permute(quh,[1 3 2]),RTMama),fluxes4curl(:,:,2));
b_loc(:,3) = matMul(matMul(permute(quh,[1 3 2]),RTMama),fluxes4curl(:,:,3));
186 b = accumarray(n4e_fine(:),-b_loc(:));
x = zeros(size(c4n_fine,1),1);





if ppiterations > 0
194 freeNodes = setdiff(1:size(c4n_fine,1),unique(n4sNb_fine));
[x] = global_pcg(A,b,freeNodes,x,ppiterations);
Listing A.9: Listing for Lines 131–195 of estimateP1EtaLW.m
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196 end
elseif ppiterations == -1





else error(’postprocessing: ppiterations must be be greater or equal than -1’);
204 end
Curlx_fluxes4e = matMul(fluxes4curl,x(n4e_fine));
206 quh = quh + Curlx_fluxes4e;
eta4e_fine = matMul(matMul(permute(quh,[1 3 2]),RTMama),quh);
208 eta4e = accumarray(parents4e(:),eta4e_fine(:));
eta = sqrt(sum(eta4e_fine));
210 end
212 function quh = NbFluxCorrection(quh,c4n_fine,n4e_fine,n4sNb,n4sNb_fine,g_fine,degree_g)
e4Nbs = e4s(Nbs,1);
214 s4e_fine = computeS4e(n4e_fine);
n4s_fine = computeN4s(n4e_fine);
216 s4n_fine = computeS4n(n4e_fine,n4s_fine);
if nargin(g_fine)==2






224 mean4Nbs_fine(Nbs_fine) = integrate(c4n_fine,n4sNb_fine,integrand,degree_g);
if nargin(g) == 2






232 cnr4Nbs = size(c4n,1) + size(n4e,1) + Nbs;
A1 = full(s4n_fine(n4sNb(:,1),cnr4Nbs));
234 A2 = full(s4n_fine(cnr4Nbs,n4sNb(:,2)));
childedges(:,1) = diag(A1);
236 childedges(:,2) = diag(A2);
for j=1:size(n4sNb,1)
238 nodes = n4e(e4Nbs(j),:);
k = setdiff(nodes,n4sNb(j,:));
240 switch (find(nodes == k))
case 3; subelems = [2 3];
242 case 1; subelems = [4 5];
case 2; subelems = [6 1];
244 end
subelems = (e4Nbs(j)-1)*6+subelems;
246 quh(subelems(1),1) = quh(subelems(1),1) - g4Nbs(j,1) + mean4Nbs_fine(childedges(j,1));
quh(subelems(1),2) = quh(subelems(1),2) + g4Nbs(j,1) - mean4Nbs_fine(childedges(j,1));
248 quh(subelems(2),3) = quh(subelems(2),3) - g4Nbs(j,2) + mean4Nbs_fine(childedges(j,2));











260 div4e = sum(quh,2);
Listing A.10: Listing for Lines 196–260 of estimateP1EtaLW.m
176 C. Merdon: Guaranteed Error Control in Computations for PDEs
diff4e = -(mean4e + div4e);
262 corrflux(:,1) = diff4e(1:6:end);
corrflux(:,2) = diff4e(2:6:end);
264 corrflux(:,3) = diff4e(3:6:end);
corrflux(:,4) = diff4e(4:6:end);
266 corrflux(:,5) = diff4e(5:6:end);
corrflux(:,6) = diff4e(6:6:end);
268 quh(6:6:end,3,1) = quh(6:6:end,3,1) + corrflux(:,6,:);
quh(5:6:end,1,1) = quh(5:6:end,1,1) - corrflux(:,6,:);
270 quh(5:6:end,2,1) = quh(5:6:end,2,1) + corrflux(:,6,:) + corrflux(:,5,:);
quh(4:6:end,2,1) = quh(4:6:end,2,1) - corrflux(:,6,:) - corrflux(:,5,:);
272 quh(4:6:end,3,1) = quh(4:6:end,3,1) + corrflux(:,6,:) + corrflux(:,5,:) + corrflux(:,4,:);
quh(3:6:end,1,1) = quh(3:6:end,1,1) - corrflux(:,6,:) - corrflux(:,5,:) - corrflux(:,4,:);
274 quh(3:6:end,2,1) = quh(3:6:end,2,1) + corrflux(:,6,:) + corrflux(:,5,:) + corrflux(:,4,:)...
+ corrflux(:,3,:);
276 quh(2:6:end,2,1) = quh(2:6:end,2,1) - corrflux(:,6,:) - corrflux(:,5,:) - corrflux(:,4,:)...
- corrflux(:,3,:);
278 quh(2:6:end,3,1) = quh(2:6:end,3,1) + corrflux(:,6,:) + corrflux(:,5,:) + corrflux(:,4,:)...
+ corrflux(:,3,:) + corrflux(:,2,:);
280 quh(1:6:end,1,1) = quh(1:6:end,1,1) - corrflux(:,6,:) - corrflux(:,5,:) - corrflux(:,4,:)...
- corrflux(:,3,:) - corrflux(:,2,:);
282 end
end
Listing A.11: Listing for Lines 261–325 of estimateP1EtaLW.m
The for loop for the least-square minimisation begins in Line 41. In Line 42, the global
system matrix A for the least-square problem is accumulated from the local matrices BT
and CT and weighted with beta(end) (the current value for λ from Algorithm 3.1). The
same is done for the right-hand side vector b in Line 43 and the local structures bf and
bP1. The contributions of bf get the additional weight CF that contains the Friedrichs
constant and the correct diffusion weight. As explained in Section 3.2.5 the Neumann
fluxes are fixed by qLS ¨ ν “ gE along ΓN and this happens in Lines 45. Finally, the linear
system of equations is solved and x contains the coefficients for the Raviart-Thomas
basis functions. Line 50 computes the elementwise normal fluxes of the difference to
σh (which is a broken Raviart-Thomas element). Then, the two norms in the majorant
xM from Algorithm 3.1 are computed (without the oscillations of f and g, which can be
computed separately) and λ is updated in Line 55. If the linear system is ill-conditioned or
in case there was a division by zero, the loop stops and continues with the previous value
for λ. The condition condest(A(freeSides,freeSides))*eps^0.5>1 was found
through several undisplayed experiments. For larger exponents of eps the efficiency
indices got worse on very fine meshes. Hence, this parameter needs careful consideration.
The remaining lines compute the postprocessing of the computed fluxes and the total
error eta. The output parameter eqrror contains the quantity ∥ f ` div qLS∥L2pΩq.
A.6 Implementation of the AP2 Design
The function estimateCREtaAP2 of Listing A.14 computes the error estimator µAP2 “
~uCR ´ vAP2~NC of Subsubsection 4.4.2.1 for the Crouzeix-Raviart finite element method
for the Poisson problem.
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function [eta4e,eta,Fluxes4e,RTMama,beta,eqerror] = estimateP1EtaLS(f,g,sigma4e,c4n,n4e,...
2 n4sDb,n4sNb,alpha4e,degree_f,degree_g,CF,beta0,LSiterations,ppiterations,ppredrefinements)
normals4e = computeNormal4e(c4n,n4e);
4 n4s = computeN4s(n4e);
length4s = computeLength4s(c4n,n4s);
6 s4e = computeS4e(n4e);
area4e = computeArea4e(c4n,n4e);
8 sig4e = computeSig4e(n4e);
nrSides = size(n4s,1);




14 else, f4e = f; end
sigmafluxes4e = length4s(s4e(:,:)).*matMul(permute(normals4e,[3 1 2]),sigma4e);
16 dofSigma4e = s4e;
RTMama = matMul(LocalRTMassMatrix(c4n,n4e),1./alpha4e);
18 LT(:,1,1) = sig4e(:,1); LT(:,2,2) = sig4e(:,2); LT(:,3,3) = sig4e(:,3);
BT = matMul(matMul(LT,RTMama),LT);
20 CT = matMul(matMul(sig4e,permute(sig4e,[1 3 2])),1./area4e);
tmpfluxes4e = sig4e.*sigmafluxes4e;
22 bP1 = matMul(BT,tmpfluxes4e);
bf = sig4e.*((f4e./area4e)*ones(1,3));
24 dofSigma4e2 = dofSigma4e’;
I = repmat(dofSigma4e2(:),1,size(dofSigma4e,2))’;
26 J = repmat(dofSigma4e,1,size(dofSigma4e,2))’;
if ~isempty(n4sNb)
28 s4n = computeS4n(n4e);
Nbs = rowaddr(s4n,n4sNb(:,1),n4sNb(:,2));
30 normals = computeNormal4s(c4n,n4sNb);
if nargin(g) == 1
32 g4Nbs = integrate(c4n,n4sNb,@(n4p,pts,pts_ref)g(pts),degree_g);
else
34 g4Nbs = integrate(c4n,n4sNb,@(n4p,pts,pts_ref)g(pts,normals),degree_g);
end
36 freeSides = setdiff(1:nrSides,Nbs);
else, freeSides = 1:nrSides; end
38 BT = permute(BT,[2 3 1]); CT = permute(CT,[2 3 1]);
CF = CF/sqrt(min(alpha4e));
40 beta = [beta0];
for j=1:LSiterations
42 A = sparse(I(:),J(:),(1+beta(end))*BT(:) + (1+1/beta(end))*CF̂ 2*CT(:));
b = accumarray(dofSigma4e(:),-(1+1/beta(end))*CF̂ 2*bf(:) + (1+beta(end))*bP1(:));
44 x = zeros(nrSides,1);
if ~isempty(n4sNb), x(Nbs) = g4Nbs; b = b - A*x; end
46 warn_state_1 = warning(’off’,’MATLAB:nearlySingularMatrix’);
warn_state_2 = warning(’off’,’MATLAB:singularMatrix’);
48 x(freeSides) = A(freeSides,freeSides)\b(freeSides);
warning(warn_state_2); warning(warn_state_1);
50 Fluxes4e = sigmafluxes4e - sig4e.*x(s4e);
etaQ = matMul(matMul(permute(Fluxes4e,[1 3 2]),RTMama),Fluxes4e);
52 divergence4e = sum(sig4e.*x(s4e),2);
eta_fterm = (f4e + divergence4e).^2;
54 eqerror = sqrt(CF̂ 2*sum(eta_fterm));
beta = [beta; eqerror/sqrt(sum(etaQ))];
56 if (isnan(beta(end)) || condest(A(freeSides,freeSides))*epŝ 0.5>1)







64 else, parents4e=1:size(n4e,1); end
eta4e = matMul(matMul(permute(Fluxes4e,[1 3 2]),RTMama),Fluxes4e);
66 eta4e = accumarray(parents4e(:),eta4e); beta = beta(end);
eta = sqrt((1+beta)*sum(eta4e) + (1+1/beta)*eqerror̂ 2);
Listing A.12: Listing of estimateP1EtaLS.m
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function [u_M4e,u_P2] = AinsworthPostProcessing(c4n,n4e,u_CRP24e,mean4e,alpha4e)
2 nrNodes = size(c4n,1);
s4e = computeS4e(n4e);
4 mid4e = computeMid4e(c4n,n4e);
n4s = computeN4s(n4e);
6 nrSides = size(n4s,1);
mid4s = computeMid4s(c4n,n4s);
8 length4s = computeLength4s(c4n,n4s);
u_M4e(:,1) = u_CRP24e(:,1) - mean4e.*sum((c4n(n4e(:,1),:)-mid4e).^2,2)./alpha4e/4;
10 u_M4e(:,2) = u_CRP24e(:,2) - mean4e.*sum((c4n(n4e(:,2),:)-mid4e).^2,2)./alpha4e/4;
u_M4e(:,3) = u_CRP24e(:,3) - mean4e.*sum((c4n(n4e(:,3),:)-mid4e).^2,2)./alpha4e/4;
12 u_M4e(:,4) = u_CRP24e(:,4) - mean4e.*sum((mid4s(s4e(:,1),:)-mid4e).^2,2)./alpha4e/4;
u_M4e(:,5) = u_CRP24e(:,5) - mean4e.*sum((mid4s(s4e(:,2),:)-mid4e).^2,2)./alpha4e/4;
14 u_M4e(:,6) = u_CRP24e(:,6) - mean4e.*sum((mid4s(s4e(:,3),:)-mid4e).^2,2)./alpha4e/4;
c4e = sum(length4s(s4e).^2,2)./alpha4e/36;
16 u_M4e = u_M4e + (mean4e.*c4e)*ones(1,6);
if nargout > 1
18 u_M4e_nodes = u_M4e(:,1:3);
u_M4e_sides = u_M4e(:,4:6);







Listing A.13: Listing of AinsworthPostProcessing (subfunction of estimateCREtaAP2.m)
The most important part is the subroutine AinsworthPostProcessing from List-
ing A.13. This function computes an array of coefficients u_M4e of size |T | ˆ 6 for the
piecewise quadratic function v0 P P2pT q with respect to the P2 basis functions. The first
three columns uM4e(:,1:3) contain the coefficients for the basis function with respect
to the nodes n4e and the last three columns uM4e(:,4:6) contain the coefficients for the
basis function with respect to the sides s4e. The vector u_P2 of size p|N | ` |E |q ˆ 1 con-
tains the basis coefficients of the conforming quadratic interpolation vAP2 P P2pT q X CpΩq.
The input data consists of the triangulation data, the discrete Crouzeix-Raviart solution
u_CRP24e (as an 3 ˆ |T | array with the nodal values of uCR on each triangle). Further-
more mean4e contains the integral means of the right-hand side data f and alpha4e
contains the elementwise constant scalar diffusion weights.
Lines 9–16 of Listing A.13 compute u_M4e by evaluation of v0 in the vertices and
edge midpoints of every triangle. The constant
ffl
Tpy ´ midpTqq
TS´1py ´ midpTqq dy is
computed separately in Line 15 with the help of Lemma 2.2.19. The remaining Lines 18–24
compute the averaged values u_P2 of vAP2. Note that, by identity (4.22) of Section 4.7,
u_M4e might also be used to evaluate the Raviart-Thomas finite element solution qRT for
the right-hand side f and the nodal values u_CRP24e of the Crouzeix-Raviart function
for the right hand side fT .
The function estimateCERtaAP2 calls AinsworthPostProcessing in Line 29 of
Listing A.14. The lines prior to that prepare the input data. Lines 22–28 compute the
elementwise nodal values of uCR P P1pT q. The loop in Lines 37–58 computes the energy
error of uCR ´ vAP2 elementwise with the help of the local P2 stiffness matrices that are
discussed in Subsection 2.3.5.4 and Listing 2.3.
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function [eta4e,eta] = estimateCREtaAP2(f,u4Db,alpha4e,x,c4n,n4e,n4sDb,n4sNb,degree_f)
2 area4e = computeArea4e(c4n,n4e);
n4s = computeN4s(n4e);
4 mid4s = computeMid4s(c4n,n4s);
s4n = computeS4n(n4e);
6 Dbs = rowaddr(s4n,n4sDb(:,1),n4sDb(:,2));
s4e = computeS4e(n4e);
8 nrElems = size(n4e,1);
nrNodes = size(c4n,1);
10 nrComp = size(x,2);
if nargin(f) == 1
12 f = @(n4p,Gpts4p,Gpts4ref)(f(Gpts4p));
end
14 f4e = integrate(c4n, n4e, f,degree_f);
c4n_P2 = [c4n;mid4s];
16 dof4e_P2 = [n4e nrNodes+s4e];
fixedNodes = [unique(n4sDb(:)); nrNodes+Dbs];
18 val4fixedNodes = u4Db(c4n_P2(fixedNodes,:));
uCR_P24e = zeros(nrElems,6,nrComp);
20 x_P24e = zeros(nrElems,6,nrComp);
for k=1:nrComp
22 xk = x(:,k);
W = xk(s4e)’;
24 Z = (ones(3)-2*eye(3))*W;
uCR_P24e(:,1:3,k) = Z([2 3 1],:)’;
26 uCR_P24e(:,4,k) = sum(uCR_P24e(:,[1 2]),2)/2;
uCR_P24e(:,5,k) = sum(uCR_P24e(:,[2 3]),2)/2;
28 uCR_P24e(:,6,k) = sum(uCR_P24e(:,[3 1]),2)/2;
[~,Iux4nk] = AinsworthPostProcessing(c4n,n4e,uCR_P24e(:,:,k),f4e(:,k)./area4e,alpha4e);
30 Iux4nk(fixedNodes) = val4fixedNodes(:,k);
x_P24e(:,:,k) = Iux4nk(dof4e_P2);
32 end
xdiff4e = uCR_P24e - x_P24e;
34
eta4e = zeros(nrElems,1);
36 A_loc = zeros(6,6,nrElems);
for elem = 1 : nrElems
38 nodes = n4e(elem,:);
coords = c4n(nodes,:);
40 area = area4e(elem);
grads = [1 1 1;coords’]\[0 0;eye(2)];
42 AlocalP1 = alpha4e(elem) * area * grads * grads’;
AlocalP2(1:3,1:3) = AlocalP1.*(4*eye(3)-1);
44 Atmp = 4*ones(3,1)*AlocalP1([6 3 2]);
Atmp = Atmp-diag(diag(Atmp));
46 AlocalP2(1:3,[5 6 4]) = Atmp;
AlocalP2([5 6 4],1:3) = Atmp’;
48 d = diag(AlocalP1);
d = d+d([2 3 1])+AlocalP1([2 6 3])’;
50 Atmp2 = diag(d);
Atmp2([2 3 6]) = AlocalP1([3 6 2]);
52 Atmp2 = Atmp2 + Atmp2’ - diag(diag(Atmp2));
AlocalP2(4:6,4:6) = 8*Atmp2;
54 AlocalP2 = AlocalP2/3;
A_loc(:,:,elem) = AlocalP2;





Listing A.14: Listing of estimateCREtaAP2.m
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label=lst:estimateCREtaPMRED_Stokes,
2 caption=Listing of \lstinline|estimateCREtaPMRED_Stokes.m|]
function [eta4e,eta,div4e,div]=estimateCREtaPMRED_Stokes(u4Db,alpha4e,x,sigma4e,...
4 c4n,n4e,n4sDb,n4sNb,c0,nrSwings)
n4s = computeN4s(n4e); s4e = computeS4e(n4e);
6 nrNodes = size(c4n,1); nrElems = size(n4e,1); nrSides = size(n4s,1);
[c4n_fine,n4e_fine,n4sDb_fine,~,parents4e] = refineUniformRed(c4n,n4e,n4sDb,n4sNb);
8 nrFineNodes = size(c4n_fine,1);
area4e_fine = computeArea4e(c4n_fine,n4e_fine);
10 x1 = x(:,1); x2 = x(:,2);
W = [x1(s4e)’ x2(s4e)’];
12 Z = (ones(3)-2*eye(3))*W;
Iux4n(nrNodes+1:nrNodes+nrSides,:) = [x1 x2];
14 edgepermute = [2 3 1];
x4e_fine1 = zeros(size(n4e_fine,1),3);
16 x4e_fine2 = zeros(size(n4e_fine,1),3);
A_loc = zeros(6,6,size(n4e_fine,1));




22 [~,J] = find(nodes > nrNodes);
x4e_fine1(j,J) = x1(nodes(J)-nrNodes);
24 x4e_fine2(j,J) = x2(nodes(J)-nrNodes);
[~,J] = find(nodes <= nrNodes);
26 x4e_fine1(j,J) = Z(edgepermute(J),parents4e(j));
x4e_fine2(j,J) = Z(edgepermute(J),nrElems+parents4e(j));
28 coords = c4n_fine(nodes,:);
area = area4e_fine(j);
30 grads = [coords’;1 1 1]\[1 0; 0 1; 0 0];
Alocal = alpha4e(parents4e(j))*area*(grads*grads’);
32 dofs_loc = [nodes nrFineNodes+nodes];
A_loc(1:3,1:3,j) = Alocal;
34 A_loc(4:6,4:6,j) = Alocal;
B_loc(:,:,j) = area*grads(:)*grads(:)’;
36 b1 = sigma4e(parents4e(j),1:2)*grads’;
b2 = sigma4e(parents4e(j),3:4)*grads’;
38 b(dofs_loc) = b(dofs_loc) + area*[b1 b2]’;
end
40 DirichletNodes = unique(n4sDb_fine(:));
dofs = setdiff(1:nrNodes,DirichletNodes); nrDofs = length(dofs);
42 Iux4n(DirichletNodes,:) = u4Db(c4n_fine(DirichletNodes,:));
Listing A.15: Listing for Lines 1–42 of estimateCREtaPMRED_Stokes.m
A.7 Implementation of the PMRED Design
Listings A.15 and A.16 display the MATLAB code for the error estimator ηPMRED in its
Stokes variant from Algorithm 5.2. The variant for the Poisson problem does not need to
care about the divergence of the conforming approximation of uCR and thus is easier to
implement. Therefore, this Section presents the Stokes variant only. The input parameters
include the inf-sup constant c0 from (5.5) and the number of swings for the sum of norm
minimisation, i.e., the number of iterations of the outer for loop in Algorithm 5.2. The
default value is nrSwings=3.
Listing A.15 computes a piecewise linear function on the red-refined triangulation that
equals the nodal interpolation of uD along the Dirichlet boundary ΓD and that equals uCR
in the midpoints of all other edges.
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Listing A.15 computes the optimal values in the remaining vertices of the original
triangulation as in Algorithm 5.2.
A.8 Implementation of the ARED Design
Listing A.17 displays the function CR2RedP1 that maps a Crouzeix-Raviart function to
a conforming piecewise affine function with respect to the red-refinement redpT q. This
corresponds to the design of vARED from Subsubsection 4.4.2.2 but without the correct
Dirichlet boundary values. They have to be assigned outside the function.
The input vector x is of size |E |ˆ k and contains the values of the Crouzeix-Raviart
function uCR in the midpoints of the edges of the triangulation given through c4n and
n4e. For Poisson problems as in Chapter 4, k equals k=1 and for Stokes problems, k
equals k=2.
The first output vector x_fine(:,k) contains the nodal values of the k-th component
of the conforming averaging vARED. Line 25 assigns the averaged values for the node of
the original triangulation and Line 26 copies the values of the Crouzeix-Raviart function
stored in x to the values in the midpoints of the sides of the original triangulation which
are the new nodes of the red-refinement. The averaging in (4.18) includes the weights
λmax,T. They correspond to the input vector alpha4e of size |T | ˆ 1.
The second output vector x4e_fine of size |redpT q| ˆ 3 contains the elementwise
nodal values of the Crouzeix-Raviart function uCR (not vARED) with respect to redpT q.
This is needed for the computation of the broken energy norm ~uCR ´ vARED~NC. The
entries of x4e_fine are assigned in Lines 15–23. The node numbers of the red-refinement
in Line 19 that are larger than the number of nodes nrNodes of the original triangulation
refer to the edge midpoints.
A.9 Implementation of the MP2 Nonconforming Error Estimator
The function estimateCREtaMP2 computes the error estimator ηMP2 for the optimal
piecewise quadratic approximation of uCR in the energy norm, see Subsubsection 4.4.2.3
for Poisson problems or Algorithm 5.1 for Stokes problems.
The function decides the case by the value of c0. If c0=0 the function assumes a
Poisson problem and otherwise a Stokes problem with k=2 columns in the input vector x
that should contain the coefficients of the Crouzeix-Raviart solution.
Lines 12–21 project the Crouzeix-Raviart function onto a piecewise quadratic function.
The first three columns of x4e_fine(:,1:3,k) contain the nodal values of the k-th
component of the Crouzeix-Raviart function, while the columns x4e_fine(:,4:6,k)
contain its values in the edge midpoints. The next block consisting of Lines 22–52
computes the elementwise stiffness matrices of the piecewise quadratic polynomials
as described in Subsubsection 2.3.5.4. Moreover, they compute the local contributions of




σCR ¨ Dϕ̂j for j “ 1, . . . , 6k.
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e4n_fine = computeE4n(n4e_fine);




48 elems = nonzeros(e4n_fine(:,node));
globalnodes = unique(n4e_fine(elems,:));
50 glob2locnodes = sparse(max(globalnodes));
glob2locnodes(globalnodes) = 1:length(globalnodes);
52 localdofs = [n4e_fine(elems,:) nrFineNodes+n4e_fine(elems,:)];
dofT = localdofs’;
54 I = repmat(dofT(:),1,size(localdofs,2))’;
J = repmat(localdofs,1,size(dofT,1))’;
56 A = A_loc(:,:,elems); B = B_loc(:,:,elems);
A = sparse(I(:),J(:),A(:),2*nrFineNodes,2*nrFineNodes);
58 B = sparse(I(:),J(:),B(:),2*nrFineNodes,2*nrFineNodes);
fixed_dofs = setdiff(globalnodes,node);
60 fixed_dofs_loc = glob2locnodes(fixed_dofs);
free_dofs_loc = [glob2locnodes(node) length(globalnodes)+glob2locnodes(node)];
62 dofs_glob = [globalnodes’ nrFineNodes+globalnodes’];
A = A(dofs_glob,dofs_glob);
64 B = B(dofs_glob,dofs_glob);
b_loc = b(dofs_glob);
66 x_loc = zeros(2*length(globalnodes),1);
x_loc(fixed_dofs_loc) = Iux4n(fixed_dofs,1);
68 x_loc(length(globalnodes)+fixed_dofs_loc) = Iux4n(fixed_dofs,2);
M = (1+beta)*A + (1+1/beta)*B/c0̂ 2;
70 b_beta = (1+beta)*b_loc - M * x_loc;
x_loc(free_dofs_loc) = M(free_dofs_loc,free_dofs_loc)\b_beta(free_dofs_loc);
72 Iux4n(node,:) = x_loc(free_dofs_loc);
end
74 eta4e = zeros(size(n4e_fine,1),1);
div4e = zeros(size(n4e_fine,1),1);
76 for j = 1 : size(n4e_fine,1)
nodes = n4e_fine(j,:);
78 dc = [Iux4n(nodes,1); Iux4n(nodes,2)];
div4e(j) = dc’*B_loc(:,:,j)*dc;




84 h1error = sqrt(sum(eta4e));
beta = div/h1error;
86 end
for j = 1 : size(n4e_fine,1)
88 nodes = n4e_fine(j,:);
dc = [Iux4n(nodes,1); Iux4n(nodes,2)];
90 div4e(j) = dc’*B_loc(:,:,j)*dc;
x_loc = [x4e_fine1(j,:)’ - Iux4n(nodes,1); x4e_fine2(j,:)’ - Iux4n(nodes,2)];
92 eta4e(j) = x_loc’*A_loc(:,:,j)*x_loc;
end
94 eta4e = accumarray(parents4e’,eta4e);
div4e = accumarray(parents4e’,div4e);
96 div = sqrt(sum(div4e));
eta = sqrt(sum(eta4e));
98 end
Listing A.16: Listing for Lines 43-end of estimateCREtaPMRED_Stokes.m
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function [x_fine,x4e_fine] = CR2RedP1(c4n,n4e,n4sDb,n4sNb,x,alpha4e)
2 n4s = computeN4s(n4e);
s4e = computeS4e(n4e);
4 nrNodes = size(c4n,1);
nrSides = size(n4s,1);
6 nrComp = size(x,2);
[c4n_fine,n4e_fine,n4sDb_fine,n4sNb_fine,parents4e] = refineUniformRed(c4n,n4e,n4sDb,n4sNb);
8 weights4e = sqrt(alpha4e)*ones(1,3);
weightsum4n = accumarray(n4e(:),weights4e(:));
10 edgepermute = [2 3 1];
x_fine = zeros(nrNodes+nrSides,nrComp);
12 x4e_fine = zeros(size(n4e_fine,1),3,nrComp);
for k=1:nrComp
14 xk = x(:,k);
W = xk(s4e)’;
16 Z = (ones(3)-2*eye(3))*W;
for j=1:size(n4e_fine,1)
18 nodes = n4e_fine(j,:);
[I,J] = find(nodes > nrNodes);
20 x4e_fine(j,J,k) = xk(nodes(J)-nrNodes);
[I,J] = find(nodes <= nrNodes);
22 x4e_fine(j,J,k) = Z(edgepermute(J),parents4e(j));
end
24 Z = Z(edgepermute,:)’.*weights4e;
x_fine(1:nrNodes,k) = accumarray(n4e(:),Z(:))./weightsum4n;
26 x_fine(nrNodes+1:nrNodes+nrSides,k) = xk;
end
28 end
Listing A.17: Listing of CR2RedP1.m
There are six basis functions ϕ̂j of P2pTq for each component, so altogether twelve basis
function of P2pT; R2q in case of a Stokes problem. The discrete tensor σCR is represented by
sigma4e and should equal the output array sigma4e of the corresponding solver. Since
sigma4e is constant for each element it has the size |T | ˆ 2 ˆ k. So, the computation
of b_loc(m,1:6) (or b_loc(m,7:12)) is a multiplication of sigma4e(m,:,1) (or
sigma4e(m,:,2)) with the integrals over the gradients of the quadratic basis functions.
Since the quadratic basis functions are combinations of the nodal basis functions ϕ1, . . . , ϕ3
on a triangle, these integrals can be computed analytically with Lemma 2.2.18. For
example, the integral of the gradient of the basis function 4ϕ1ϕ2 equals
ˆ
T
4∇pϕ1ϕ2q dx “ 4p∇ϕ1 ` ∇ϕ2q |T| {3
and the integral of the basis function of the form ϕ1p2ϕ1 ´ 1q equals
ˆ
T
∇pϕ1p2ϕ1 ´ 1qq dx “ ∇ϕ1 |T| {3.
This led to the formulas in Lines 45–48. Lines 53–61 extend the local stiffness matrices
to k components. Every additional component leads to a new block in the stiffness
matrix that equals the block of the first component. The array dofU4e contains the
numbers of the degrees of freedom for each element. For k=1 component this equals
[n4e nrNodes+s4e]. This also implies the enumeration of the global degrees of free-
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dom, such that the first nrNodes=size(n4e,1) degrees of freedom refer to the nodes of
the triangulation and the remaining nrSides degrees of freedom refer to the edges of the
triangulation. For k=2 components, there are additional nrNodes+nrSides degrees of
freedom that are inserted behind the ones of the first component. Lines 62–66 accumulate
all local contributions to the entries in the global stiffness matrix A and right-hand side
vector b.
Part 2 in Listing A.19 commences with two if queries. The first one asks if the input
parameter nrCGsteps is greater than zero. If this is the case, the user wants a pcg
approximation ηMP2cgpnrCGstepsq of ηMP2. Then, Line 69 computes the initial value with
the function CR2RedP1 from Listing A.17 which computes the nodal values for vARED.
The next two lines fix the nodal values of the Dirichlet boundary nodes of the red-
refinement. The next if query concerns the input parameter and inf-sup constant c0. If it
is 0, a Poisson problem is assumed and the discrete problem Ax=b is solved exactly in
Line 78 or with a pcg scheme in Line 83. The diagonal preconditioner is calculated in
Line 80. Line 82 symmetrises the system matrix A which should be unnecessary in theory,
but might be a good idea due to round-off errors and such.
If c0>0, a Stokes problem is assumed and we need an additional system matrix B that
discretises the divergence bilinear form for the quadratic basis functions. This is done
by numerical integration in Lines 86–88. The integrand in this integration is displayed
in Lines 125–132 and employs the connection between the nodal basis functions and
the quadratic basis functions. The for loop in Lines 90–110 realise Algorithm 5.1 for the
minimisation of the sum of the broken energy norm and the L2 norm of the divergence of
vMP2cgpnrCGstepsq. Finally, Lines 112–122 compute the piecewise and the total norms.
A.10 Implementation of the Overhead Terms
This section discusses the implementation of some overhead terms. Most of them can be
found in the subfolder integrate and Table A.4 lists the filenames, what they compute
and the minimal input data they require.




h3{2E B2puD ´ I2uDq{Bs2L2pΓDq TD2u4Db,c4n,n4e,n4sDb
hotLW ∥hT p f ´ f ‹q∥L2pΩq f,c4n,n4e
hotLWNb
h1{2E pg ´ g‹qL2pΓNq g,c4n,n4e,n4sNb
oscillations ∥hT p f ´ fT q∥L2pΩq f,c4n,n4e
oscillationsNb
h1{2E pg ´ gE qL2pΓNq g,c4n,n4e,n4sNb
Table A.4: List of functions in the AFEM package that compute overhead terms. The func-
tion handle f denotes the right-hand side source function, g denotes Neumann boundary
data and TD2u4Db denotes the function handle for the second tangential derivative of the
Dirichlet boundary data uD.
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function [eta4e,eta,div4e,div] = estimateCREtaMP2(u4Db,alpha4e,x,sigma4e,c4n,n4e,n4sDb,n4sNb,...
2 c0,nrSwings,nrCGsteps)
s4e = computeS4e(n4e);
4 n4s = computeN4s(n4e);
s4n = computeS4n(n4e);
6 area4e = computeArea4e(c4n,n4e);
Dbs = rowaddr(s4n,n4sDb(:,1),n4sDb(:,2));
8 mid4s = computeMid4s(c4n,n4s);
nrElems = size(n4e,1); nrNodes = size(c4n,1);




14 W = reshape(xk(s4e),[],size(s4e,2))’;
Z = ((ones(3)-2*eye(3))*W)’;
16 Z = Z(:,[2 3 1]);
x4e(:,1:3,k) = Z(:,1:3);
18 x4e(:,4,k) = sum(Z(:,1:2),2)/2;
x4e(:,5,k) = sum(Z(:,2:3),2)/2;
20 x4e(:,6,k) = sum(Z(:,[3 1]),2)/2;
end
22 b_loc = zeros(nrElems,6*nrComp);
A_loc = zeros(6,6,nrElems);
24 grads4e = zeros(3,2,nrElems);
for elem = 1 : nrElems
26 nodes = n4e(elem,:);
coords = c4n(nodes,:);
28 area = area4e(elem);
grads = [1 1 1;coords’]\[0 0;eye(2)];
30 AlocalP1 = alpha4e(elem) * area * grads * grads’;
AlocalP2(1:3,1:3) = AlocalP1.*(4*eye(3)-1);
32 Atmp = 4*ones(3,1)*AlocalP1([6 3 2]);
Atmp = Atmp-diag(diag(Atmp));
34 AlocalP2(1:3,[5 6 4]) = Atmp;
AlocalP2([5 6 4],1:3) = Atmp’;
36 d = diag(AlocalP1);
d = d+d([2 3 1])+AlocalP1([2 6 3])’;
38 Atmp2 = diag(d);
Atmp2([2 3 6]) = AlocalP1([3 6 2]);
40 Atmp2 = Atmp2 + Atmp2’ - diag(diag(Atmp2));
AlocalP2(4:6,4:6) = 8*Atmp2;




46 temp(4,k) = 4*(temp(1,k)+temp(2,k));
temp(5,k) = 4*(temp(2,k)+temp(3,k));
48 temp(6,k) = 4*(temp(3,k)+temp(1,k));
end
50 b_loc(elem,:) = temp(:);
grads4e(:,:,elem) = grads;
52 end
m=nrNodes+nrSides; dofU4e = [n4e nrNodes+s4e];
54 c4n_fine = [c4n;mid4s]; fixedNodes = [unique(n4sDb(:)); nrNodes+Dbs];
val4fixedNodes = u4Db(c4n_fine(fixedNodes,:));
56 for j=2:nrComp;
dofU4e = [dofU4e m*(j-1)+n4e m*(j-1)+nrNodes+s4e];
58 A_loc((j-1)*6+(1:6),(j-1)*6+(1:6),:) = A_loc(1:6,1:6,:);
fixedNodes = [fixedNodes; m*(j-1)+unique(n4sDb(:)); m*(j-1)+nrNodes+Dbs];
60 end
freeNodes = setdiff(1:nrComp*m,fixedNodes);
62 b = accumarray(dofU4e(:),b_loc(:));
dofU4eT = dofU4e’;
64 I = repmat(dofU4eT(:),1,size(dofU4eT,1))’;
J = repmat(dofU4e,1,size(dofU4eT,1))’;
66 A = sparse(I(:),J(:),A_loc(:));
Listing A.18: Listing for Lines 1–66 of estimateCRetaMP2.m
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xdiff4e = zeros(nrElems,6*nrComp);
68 if nrCGsteps > 0
x0 = CR2RedP1(c4n,n4e,n4sDb,n4sNb,x,alpha4e);
70 x0 = x0(:);
x0(fixedNodes) = val4fixedNodes(:);
72 end
if c0 == 0
74 y = zeros(size(A,1),1);
y(fixedNodes) = val4fixedNodes(:);
76 b = b - A*y;
if nrCGsteps == 0
78 y(freeNodes) = A(freeNodes,freeNodes)\b(freeNodes);
else
80 M1 = spdiags(1./spdiags(A(freeNodes,freeNodes),0),0,speye(size(A(freeNodes,freeNodes),1)));
M2 = speye(length(freeNodes));




86 integrand = @(n4e,pts,pts_ref)P2DivergenceIntegrand(n4e,pts,pts_ref,grads4e);
B_loc = permute(integrate(c4n,n4e,integrand,2),[3 2 1]);




92 y(fixedNodes) = val4fixedNodes(:);
M = (1+beta)*A + (1+1/beta)*B/c0̂ 2;
94 b_beta = (1+beta)*b - M * y;
if nrCGsteps == 0
96 y(freeNodes) = M(freeNodes,freeNodes)\b_beta(freeNodes);
else
98 M1 = spdiags(1./spdiags(M(freeNodes,freeNodes),0),0,speye(size(M(freeNodes,freeNodes),1)));
M2 = speye(length(freeNodes));





xdiff4e(:,(1:6)+6*(n-1)) = x4e(:,:,n) - y(dofU4e(:,(1:6)+6*(n-1)));
106 end
h1error = sqrt(sum(matMul(matMul(permute(xdiff4e,[1 3 2]),permute(A_loc,[3 1 2])),xdiff4e)));




112 y4e = zeros(nrElems,6*nrComp);
for k=1:nrComp
114 y4e(:,(1:6)+6*(k-1)) = y(dofU4e(:,(1:6)+6*(k-1)));
xdiff4e(:,(1:6)+6*(k-1)) = x4e(:,:,k) - y(dofU4e(:,(1:6)+6*(k-1)));
116 end
eta4e = matMul(matMul(permute(xdiff4e,[1 3 2]),permute(A_loc,[3 1 2])),xdiff4e);
118 eta = sqrt(sum(eta4e));
if nargout > 2





function val = P2DivergenceIntegrand(n4e,pts,pts_ref,grads4e)
126 basisP1 = ones(size(n4e,1),1)*[1-sum(pts_ref) pts_ref(1) pts_ref(2)];
divergencesP1 = reshape(grads4e(:),[6 size(n4e,1)])’;
128 divergencesP2(:,[1:3,7:9]) = divergencesP1.*(4*[basisP1 basisP1]-1);
divergencesP2(:,[4:6,10:12]) = 4*(basisP1(:,[1 2 3 1 2 3]).*divergencesP1(:,[2 3 1 5 6 4])...
130 + basisP1(:,[2 3 1 2 3 1]).*divergencesP1(:,[1 2 3 4 5 6]));
val = matMul(divergencesP2,permute(divergencesP2,[1 3 2]));
132 end
Listing A.19: Listing for Lines 67-end of estimateCRetaMP2.m
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The function hotLW is discussed in Listing 3.2 of Subsection 3.2.2. Here we focus on
the exemplary function DbErorrP2. This functions computes the Dirichlet boundary
error for P2pT q-based interpolations of uCR in Subsection 4.4.3 and I2 denotes the nodal
interpolation with respect to P2pT q. The main difference and difficulty in comparison
with DbError is the computation of the second tangential derivative of I2uD that has
to be subtracted from the second tangential derivative of uD. To do so, Lines 12–16 of
Listing A.20 compute the gradients and second derivatives of the three one-dimensional
P2 basis functions on every Dirichlet edge E P EpΓDq. For an edge E “ p0, |E|q, the
first-order basis functions read ϕP11 psq “ 1 ´ s{|E| and ϕP12 psq “ s{ |E|. Their combination
gives the second-order basis functions




1 psq ´ 1q, ϕ
P2




2 psq ´ 1q and

























The combination with the nodal values of uD in the endpoints and the center of the edge
in Line 20 yields the second tangential derivative of I2uD, which is constant and stored
in the array constant4Dbs. The remaining lines do the integration to calculate the
edgewise contributions to











The overhead terms for the obstacle problem are computed by OBS_ExtraTerms
and OBS_ExtraTermsNonAffine (additional extra term for nonaffine obstacles) in the
subfolder estimate.
The overhead term ∥div uh∥L2pΩq in the guaranteed upper bounds for the mini finite
element method for the Stokes problem is computed by the solver solveMINIStokes.
A.11 Modifications for Curved Boundaries
The numerical experiments with curved boundaries cause several modifications to the
data structures, the error estimators and the refinement procedures. These modifications
were collected together in a subfolder with the name curved_boundaries.
The main modifications concern a new data field n4sCb, similar to n4sDb and n4sNb,
that contains pairs of node numbers of sides that relate to the curved boundary. Whenever
such a side in n4sCb is bisected by a refinement routine in curved_boundaries, the
new side midpoint is shifted onto the unit sphere and the two subsides are added into the
n4sCb field for the refined triangulation.
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function [etaDb,etaDb4s,e4Dbs] = DbErrorP2(TD2u4Db,u4Db,c4n,n4e,n4sDb,degree,nrComp)
2 s4n = computeS4n(n4e);
Dbs = rowaddr(s4n,n4sDb(:,1),n4sDb(:,2));
4 e4s = computeE4s(n4e);
e4Dbs = e4s(Dbs,1);
6 n4s = computeN4s(n4e);
length4Dbs = computeLength4s(c4n,n4sDb);




12 nodes = n4sDb(j,:); length = length4Dbs(j);
grads(1) = -1/length; grads(2) = 1/length;
14 grads4Dbs(1) = 4*grads(1)*grads(1);
grads4Dbs(2) = 4*grads(2)*grads(2);
16 grads4Dbs(3) = 8*grads(1)*grads(2);
u4Db4n = u4Db(c4n(nodes,:)); u4Db4s = u4Db(mid4Dbs(j,:));
18 for k=1:nrComp
vals([1 2]) = u4Db4n(:,k); vals(3) = u4Db4s(:,k);




24 etaDb4s = length4Dbs.^3.*integrate(c4n,n4sDb,integrand,degree);
etaDb = sqrt(sum(etaDb4s));
26 end
Listing A.20: Listing of DbErrorP2.m
The further modifications relate to exact integration on circle segments. For this reason,
the new quadrature routine integratePolar of Listing A.21 was written. It allows to
integrate over a domain that can be parameterised by
ω – tpx, yq “ px0, y0q ` rpcos ϕ, sin ϕq P R2
ˇ
ˇ α ď ϕ ď β, Rlowpϕq ď r ď Ruppϕqu.
Here the point px0, y0q is the center for the polar coordinate parameterisation and Rlow
and Rup are functions that depend on ϕ and denote the minimal and maximal radius. The





vpr cos ϕ, r sin ϕqr dr dϕ (A.1)
is evaluated in Cartesian coordinates px1, x2q “ rpcospϕq, sinpϕqq.
Each integral in (A.1) is approximated by 1D Gauss-Legendre quadrature. The sub-
function getGaussPoints in Lines 25–32 compute the N Gauss-Legendre points and
their weights on the unit interval. In Lines 3–4 they are transformed to the vector phi
for the interval [alpha,beta]. Then, a loop over the N entries in phi is in order.
For every arc phi(j), the interval for the radius is determined by evaluation of the
two function handles Rphi_low and Rphi_up in Lines 7 and 8. The next two lines
transform the unit Gauss points to the Gauss-Legendre points for the radius interval
[Rphi_low(phi(j)),Rphi_up(phi(j))]. To evaluate the function handle for the
integrand, the polar coordinates of the Gauss points are transformed into Cartesian
coordinates. Here we have to add the center of the polar coordinates. If the optional
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function val = integratePolar(alpha,beta,Rphi_low,Rphi_up,v,c4n_center,N,c4n_elem)
2 [x0,w0] = getGaussPoints(N);
phi = x0*(beta-alpha) + alpha;




8 r_low = Rphi_low(phi(j));
r = x0*(r_up-r_low) + r_low;
10 wr = w0*(r_up-r_low);
[x,y] = pol2cart(phi(j),r);
12 x = x + c4n_center(1);
y = y + c4n_center(2);
14 if ~isempty(c4n_elem)
A = [c4n_elem(:,1)’;c4n_elem(:,2)’;[1 1 1]];
16 x_ref = A\[x’;y’;ones(1,length(x))];
x_ref = x_ref([1 2],:)’;
18 else
x_ref = [0 0];
20 end




function [x,w] = getGaussPoints(n)
26 gamma = (1 : n-1) ./ sqrt(4*(1 : n-1).^2 - ones(1,n-1) );
[V,D] = eig( diag(gamma,1) + diag(gamma,-1) );
28 x = diag(D);
w = 2*V(1,:).^2;
30 x = .5 * x + .5;
w = .5 * w’;
32 end
Listing A.21: Listing of integratePolar.m
n4e = [1 2 3];




6 plotTriangulation(c4n,n4e); hold on;
phi = 0:0.01:2*pi;
8 plot(cos(phi),sin(phi),’Color’,[0.5 0.5 0.5]); axis square;
R_up = @(ph)Rphi_up(ph,c4n(3,:));
10 phi = cart2pol(c4n([1 2],1)-c4n(3,1),c4n([1 2],2)-c4n(3,2));
J = find(phi < 0);
12 phi(J) = 2*pi + phi(J);
integratePolar(phi(1),phi(2),@(x)(0),R_up,@(x,x_ref)f(x),c4n(n4e(1,:),:),c4n(3,:),16)
14
function val = Rphi_up(phi,a)
16 w = a(1)*cos(phi)+a(2)*sin(phi);
q = a(1)^2 + a(2)^2 - 1;
18 val = -w + sqrt(w^2-q);
end
Listing A.22: Example for usage of integratePolar
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input parameter c4n_elem is assigned, also the reference coordinates with respect to this
element are calculated. Note that they do not have to assume values in r0, 1s if the domain
specified by the given arc and radius intervals is larger. Line 21 evaluates the integrand in
all Gauss points of the complete radius interval in parallel and multiplies the result with












Table A.5: Error for the approximation of the integral
´
Bp0,1q x1 dx1 dx2 “ 0 as computed by
integratePolar(0,2*pi,@(x)0,@(x)1,@(x,x_ref)x(:,1),[0 0],N) for differ-
ent values of N.
To test the accuracy of integratePolar, we integrate the function f pxq “ x1 (given
as the function handle f = @(x,x_ref)(x(:,1))) over the unit sphere Bp0, 1q with
radius 1. This is done with the MATLAB code line
integratePolar(0,2*pi,@(x)0,@(x)1,f,[0 0],N);
The parameter N denotes the number of Gauss points. Easy analytic calculations show
ˆ
Bp0,1q





r cospϕqr dr dϕ “ 0.
Table A.5 shows the error for different values of N. It conveys that there is a fast conver-
gence towards the exact value within the limits of the computational accuracy.
To give a more involved example, consider a triangle T “ convpP1, P2, P3q with P1 and
P2 on the circle with radius 1 and center p0, 0q and P3 somewhere inside this circle. Fur-
thermore, consider the circle segment S that is cut off from the circle by the line between
P1 and P2. The code in Listing A.22 plots such a triangle and the circle and integrates the
function f ” 1 over T Y S. To do so, the start and end arcs for integratePolar are set
to alpha = phi(1) and beta = phi(2) where phi contains the arc of the polar co-
ordinates of P1 ´ P3 and P2 ´ P3, respectively. This implies that c4n_center=c4n(3,:)
“ P3 is the center of the polar coordinates. The radius assumes values between 0 (hence
Rphi_low = @(x)(0)) and the maximal radius, which is computed by the function
handle R_up in Lines 15–19 by the evaluation of some analytic formula. These are the
input data for integratePolar in Line 13 together with the number of Gauss points
N=16.
B Common Notation
The following table lists notation that appear regularly in the thesis. If adequate also the
page number of their first occurrence is given.
Elementary Notation
I the identity or unit element with respect to multiplication/concat-
enation for matrices/function operators
A . B A ď CB for some multiplicative constant C that depends on the
domain Ω or on the shape, but not on the mesh size of the finite
elements
A « B A . B and B . A
ra, bs closed interval tx P R
ˇ
ˇ a ď x ď bu
a ¨ b ℓ2 scalar product
řn
j“1 ajbj of two vectors a, b P R
n




k“1 AjkBjk for two matrices A, B P
Rnˆm.
Ď subset; equality is permitted
|X| absolute value of a real number X; ℓ2 norm of a vector X; Frobenius
norm pX : Xq1{2 of a matrix X; positive Lebesgue-measure of a set
X
conv convex hull
diampωq diameter of a domain ω
widthpωq width of a domain ω
eigpAq set of eigenvalues or spectrum of a symmetric postive definite
matrix A
trpAq trace of a matrix A
AT transpose of a matrix A
distpx, Eq distance distpx, Eq “ minyPE |x ´ y| between x and E




∇ gradient operator for scalar-valued (weak) differentiable functions
D gradient operator for vector-valued (weak) differentiable functions
div v divergence operator
řn
j“1 Bvj{Bxj for functions v P Hpdiv, Ωq
Curl v p. 14 curl operator for functions v P H1pΩ; Rsq where s depends on the
dimension of Ω, see (2.1)
dev p. 103 deviatoric part of a tensor
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vω integral mean
ffl
ω v dx of v over a domain ω
vT piecewise integral mean of v vT |T “ vT for all T P T for a triangu-
lation T
vE piecewise integral mean of v vE |E “ vE for all E P E for a set of
sides E
ν, νω normal vector, outer normal vector of the domain ω
νE oriented normal vector of a side E
τ tangent vector




2 dx on ω
~v~ p. 24 energy norm
´
Ω S∇v ¨ ∇v dx
~F~W‹ p. 37 dual norm supvPW Fpvq{ ~v~ of a functional F P W
‹ with re-
spect to a space W Ď H1pΩq
Cpωq continuous functions on ω
CDpΩq continuous functions on Ω with zero values along ΓD
L2pωq square-integrable functions on ω with ∥v∥L2pωq ă 8
H1pωq p. 11 square-integrable functions on ω with weak gradient in L2
H1DpΩq set of functions v P H
1pΩq with v “ 0 along the Dirichlet
boundary ΓD
H1pΩq{R set of functions v P H1pΩq with
´
Ω v dx “ 0
V set of test functions, usually V “ H1DpΩq if |ΓD| ą 0 or V “
H1pΩq{R if ΓD “ ∅
Hpdiv, ωq p. 11 square-integrable functions on ω with divergence in L2
K p. 137 set of admissable functions in the obstacle problem
PkpT q,PkpEq p. 15 piecewise polynomials of order k with respect to a triangulation
T or set of sides E
VpT q p. 24 set of P1-conforming functions, VpT q “ P1pT q X CDpΩq, with
respect to a triangulation T
CRpT q p. 20 set of Crouzeix-Raviart functions of lowest order with respect
to a triangulation T
CR0pT q p. 24 set of Crouzeix-Raviart functions of lowest order that are zero
in the midpoints of the Dirichlet sides EpΓDq of the triangula-
tion T
RT0pT q p. 20 set of Raviart-Thomas functions of lowest order with respect
to a triangulation T
QpT q p. 26 set of Raviart-Thomas functions of lowest order that have zero
normal fluxes along the Neumann sides EpΓNq of the triangu-
lation T
MinipT q p. 105 set of discrete functions for the mini finite element method
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KpT q p. 137 discrete set of admissable functions of the finite element
method for the obstacle problem
ϕz p. 19 nodal basis function of a node z P N
ψE p. 19 Crouzeix-Raviart basis function of a side E P E
ϑE p. 19 Raviart-Thomas basis function of some side E P E
Triangulations
T p. 17 regular triangulation of a domain Ω
T ‹ p. 41 dual triangulation of T
redpT q p. 29 red-refinement of a regular triangulation T
N p. 17 set of nodes of a regular triangulation T
E p. 17 set of sides (edges in 2D or faces in 3D) of a regular triangulation
T
N pΓDq p. 18 set of Dirichlet boundary nodes
EpΓDq p. 18 set of Dirichlet boundary sides
M p. 18 set of free nodes of a regular triangulation T , M “ N zN pΓDq
ωz, ωE, ωT p. 18 neighbourhood patches of a node z P N , a side E P E or a element
T P T
hz diameter diampωzq of the node patch for z P N
hT diameter diampTq of a element T P T
hT local mesh size or piecewise diameter, hT |T “ hT for all T P T
Constants
CPpωq p. 13 Poincaré constant on a domain ω from Theorem 2.1.8
CFpωq p. 13 Friedrichs constant on a domain ω from Theorem 2.1.10
j1,1 p. 13 first positive root of the first Bessel function, j1,1 “ 3.8317 . . .
CNpEq p. 44 constant for a Neumann boundary side E P E from The-
orem 3.2.2
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