Abstract. We present a deterministic obstruction-free implementation of leader election from O( √ n) atomic O(log n)-bit registers in the standard asynchronous shared memory system with n processes. We provide also a technique to transform any deterministic obstruction-free algorithm, in which any process can finish if it runs for b steps without interference, into a randomized wait-free algorithm for the oblivious adversary, in which the expected step complexity is polynomial in n and b. This transformation allows us to combine our obstruction-free algorithm with the leader election algorithm by Giakkoupis and Woelfel [21], to obtain a fast randomized leader election (and thus test-and-set) implementation from O( √ n) O(log n)-bit registers, that has expected step complexity O(log * n) against the oblivious adversary. Our algorithm provides the first sub-linear space upper bound for obstruction-free leader election. A lower bound of Ω(log n) has been known since 1989 [29]. Our research is also motivated by the longstanding open problem whether there is an obstruction-free consensus algorithm which uses fewer than n registers.
Introduction
One of the fundamental theoretical questions in shared memory research is whether certain standard primitives can be simulated from other ones (given certain progress conditions), and if yes, how much resources (usually time and space) are necessary for such simulations. Perhaps the best studied problem in this context is that of consensus, where each process receives an input and processes have to agree on one of their inputs. Consensus cannot be solved deterministically with wait-free progress in shared memory systems that provide
only shared atomic registers [20] . The study of which primitives can be used to solve consensus deterministically in systems with a certain number of processes has led to Herlihy's famous wait-free hierarchy [24] . Randomized algorithms can solve consensus and guarantee randomized wait-freedom even if only registers are available. The randomized step complexity of the consensus problem has been studied thoroughly and is well understood for most of the common adversary models [8] [9] [10] [11] [12] [13] .
On the other hand, it is still open how many registers are needed in a system with n processes to have a randomized wait-free implementation of consensus, or even an obstruction-free one. Fich, Herlihy and Shavit [18] showed that at least Ω( √ n) registers are necessary, but no obstruction-free algorithm that uses fewer than n registers is known. (The lower bound holds in fact even for the weaker progress condition of nondeterministic solo termination, and for implementations from any historyless base objects.) The space complexity of other fundamental primitives has also been investigated, e.g., the implementation of timestamp objects from registers and historyless objects [17, 23] , or that of a wide class of strong primitives called perturbable objects such as counters, fetch-and-add and compare-and-swap from historyless objects [25] .
In this paper we consider leader election, another fundamental and wellstudied problem, which is related to consensus but is seemingly much simpler. In a leader election protocol for n processes, each process has to decide on one value, win or lose, such that exactly one process (the leader) wins. The problem is related to name consensus, where processes have to agree on the ID of a leader-whereas in leader election each process only has to decide whether it is the leader or not. Leader election is also closely related to, and in most models equally powerful as, the test-and-set (TAS) synchronization primitive. TAS is perhaps the simplest standard shared memory primitive that has no wait-free deterministic implementation from registers. A TAS object stores one bit, which is initially 0, and supports a TAS() operation which sets the bit's value to 1 and returns its previous value. It has consensus number two, so it can be used together with registers to solve deterministic wait-free consensus only in systems with two processes. TAS objects have been used to solve many classical problems such as mutual exclusion and renaming [4-6, 14, 15, 26, 28] . Processes can solve leader election using one TAS object by simply calling TAS() once, and returning win if the TAS() call returned 0, or lose otherwise. On the other hand a very simple algorithm using a leader election protocol and one additional binary register can be used to implement a linearizable TAS object, where for a TAS() operation each process needs to execute only a constant number of operations in addition to the leader election protocol [22] .
Significant progress has been made in understanding the step complexity of randomized leader election [2, 3, 6, 21, 30] . In particular, in the oblivious adversary model (where the order in which processes take steps is independent of random decisions made by processes), the most efficient algorithm guarantees that the expected step complexity (i.e., the expected maximum number of steps executed by any process) is O(log * k), where k is the contention [21] .
