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Abstract. We construct a family of Calabi-Yau metrics on C3 with properties
analogous to the Taub-NUT metric on C2, and construct a family of Calabi-
Yau 3-fold metric models on the positive and negative vertices of SYZ fibrations
with properties analogous to the Ooguri-Vafa metric.

CHAPTER 1
Introduction and Background Review
The principal motivation of this paper lies in the metric aspect of the Strominger-
Yau-Zaslow (SYZ) conjecture for 3-folds, a strong form of which states
Conjecture 1.1. [26][16] Let (Xt, gt) be a degenerating family of (polarized)
Calabi-Yau 3-folds near the large complex structure limit, equipped with Calabi-
Yau metrics gt. Then for ∣t∣ ≪ 1, the 3-fold Xt admits a special Lagrangian T 3-
fibration over a base B homeomorphic to a 3-sphere, known as the SYZ fibration.
The base B is equipped with an affine structure and a compatible metric gB solving
the real Monge-Ampe`re equation with singularities along a trivalent graph D ⊂ B,
such that the rescaled Calabi-Yau metrics (Xt,diam(gt)−2gt) converge to (B,gB)
in Gromov-Hausdorff sense as t → 0. Morever, suitably away from D the metrics
gt are approximated by a semiflat metric up to exponentially small errors.
The SYZ conjecture stands at the crossroad of algebraic, symplectic, Riemann-
ian and calibrated geometry. In the past two decades following the SYZ proposal
there has emerged a sophisticated topological, algebro-geometric and symplectic
picture [16][9]. The topological and complex geometric description for SYZ fibra-
tions developed by Gross, Ruan, Joyce and Zharkov will be recalled in Section
1.1.
The prototype result in the metric direction is Gross and Wilson’s description
of the degenerating K3 metrics [11]. Crucial in [11] is an explicit metric model
for the neighbourhood of the singular SYZ fibres, known as the Ooguri-Vafa met-
ric, constructed via the Gibbons-Hawking ansatz (cf. review Section 1.3). After
hyperka¨hler rotation, the SYZ fibration turns into a holomorphic fibration by el-
liptic curves over P1 ≃ S2, where the fibres have much smaller diameters compared
to the base, a phenomenon known as collapsing. Gross and Wilson construct the
collapsing K3 metrics by gluing the Ooguri-Vafa metric to a semiflat metric with
exponentially small gluing error. Some features of their construction persist on
higher dimensional hyperka¨hler manifolds with holomorphic Lagrangian Abelian
variety fibrations [10]. Variants of the Ooguri-Vafa metric feature prominently in
other types of metric degenerations on K3 surfaces [13].
Beyond the hyperka¨hler case, Zharkov et al [31][32] established a formal dif-
ferential geometric framework called the generalised Gibbons-Hawking ansatz de-
signed to construct Calabi-Yau metrics with torus symmetry, and pointed out its
relevance to the metric aspects of the SYZ conjecture (cf. review Section 1.2 and
1.1.6). Despite all the progress, essentially no analytic result was known concerning
the Calabi-Yau metric on a quintic 3-fold near the large complex structure limit,
beyond its abstract existence due to Yau’s solution of the Calabi conjecture.
The main accomplishment of this paper is to use the generalised Gibbons-
Hawking ansatz to construct two types of analogues for the Ooguri-Vafa metrics
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on Calabi-Yau 3-folds, corresponding to the positive vertex and the negative vertex,
referring to the neighbourhoods of the two types of most singular SYZ fibres in a
generic 3-fold SYZ fibration according to the Gross-Ruan-Joyce classification. As a
byproduct of our project, we construct a family of new exotic Calabi-Yau metrics
on C3 with properties akin to the Taub-NUT metric on C2.
Here is a crude statement for the main results. A fuller summary can be found
in the introductions to individual Chapters.
Theorem 1.2. (Taub-NUT type metric on C3, cf. Chapter 2) There is a
family of Calabi-Yau metrics on (C3z0,z1,z2 ,−dz0 ∧dz1∧dz2) invariant under the di-
agonal T 2-action, which are parametrised by positive definite rank 2 real symmetric
matrices (aij). The base of the T 2-fibration is R2µ1,µ2 × Cη and the discriminant
locus is the trivalent graph
D = {µ2 ≥ 0, µ1 = 0, η = 0} ∪ {µ1 ≥ 0, µ2 = 0, η = 0} ∪ {µ1 = µ2 ≤ 0, η = 0}.
The tangent cone at infinity is the Euclidean R4. Near spatial infinity suitably
away from D, the metric is approximately a flat T 2 fibration over an open subset
of Euclidean R4, such that the metric on the T 2-fibres is asymptotically given by
the inverse matrix (aij) in distinguished coordinates. The metric transverse to D
is modelled on a fibration by Taub-NUT metrics.
Remark 1.1. Readers primarily interested in this Taub-NUT type metric on C3
can treat Chapter 2 as an indepenent paper, and refer to Section 1.2 for backgrounds.
Theorem 1.3. (Ooguri-Vafa type metric on the positive vertex, cf.
Chapter 3) There is a family of incomplete Calabi-Yau metrics with T 2-symmetry,
which are parametrised by positive definite rank 2 real symmetric matrices (aij),
such that
● The ambient space has the same topology as the positive vertex predicted by
Gross-Ruan-Joyce, namely it is a singular T 2-bundle over a 4-dimensional
base contained in R2µ1,µ2 × (S1 ×R)η with discriminant locus along
D = {µ2 ≥ 0, µ1 = 0, η = 0} ∪ {µ1 ≥ 0, µ2 = 0, η = 0} ∪ {µ1 = µ2 ≤ 0, η = 0}.
● The holomorphic structure together with the holomorphic volume form
agrees with the Zharkov prediction ( cf. Section 1.1.6).● Suitably away from D there is a T 3-fibration structure such that the Calabi-
Yau metrics decay exponentially to semiflat metrics.● These metrics extend over an exponentially large region, under the unit
homological volume normalisation on T 3.● Metric behaviour near the origin is modelled on the Taub-NUT type met-
rics on C3 mentioned above. Metric behaviour transverse to D but suitably
away from the origin is modelled on a fibration by Taub-NUT metrics.
Metric behaviour suitably away from D is approximately a flat T 2-bundle
over an open subset of R2µ1,µ2 × (S1 ×R)η with a Euclidean metric.● These Calabi-Yau metrics admit special Lagrangian T 3-fibrations.
Theorem 1.4. (Ooguri-Vafa type metric on the negative vertex, cf.
Chapter 4) There is a family of incomplete Calabi-Yau metrics with S1-symmetry,
which are parametrised by rank 2 Hermitian matrices (apq¯), such that
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● The ambient space is topologically a singular S1-bundle over a 5-dimensional
base contained in (C∗)2z1,z2 ×Rµ, with discriminant locus along
S = {z1 + z2 = 1, µ = 0} ⊂ (C∗)2z1,z2 ×Rµ.
● The holomorphic structure together with the holomorphic volume form
agrees with the Zharkov prediction ( cf. Section 1.1.6).● Suitably away from S there is a T 3-fibration structure such that these
Calabi-Yau metrics decay exponentially to semiflat metrics.● These metrics extend over an exponentially large region, under the unit
homological volume normalisation on T 3.● Metric behaviour transverse to S is modelled on a fibration by Taub-NUT
metrics. Metric behaviour suitably away from S is approximately a flat
S1-bundle over an open subset of (C∗)2z1,z2 ×Rµ with a Euclidean metric.
Remark 1.2. Loftin, Yau and Zaslow [21] attempted to find semiflat metrics
on the vertices by a reduction from the 3-dimensional real Monge-Ampe`re equation
to the elliptic affine sphere. However it is unclear whether their construction has
the requisite topology, or how it compares with our construction.
Remark 1.3. After the completion of this paper, S. Sun and R. Zhang inform
the author that they have independently expected the same construction.
Notation. Summation convention will be used throughout the paper.
We now proceed with an extended review of the necessary backgrounds. Some
of the main techniques in this paper will be demonstrated below on the Taub-NUT
metric and the Ooguri-Vafa metric.
1.1. Gross-Ruan-Joyce picture of SYZ fibrations
Here we review the expected picture of special Lagrangian T 3-fibrations (=SYZ
fibrations) f ∶M → B on a Calabi-Yau 3-fold near the large complex structure limit.
The primary sources are the work of M. Gross [6][8] and W. D. Ruan [24], with
important modifications proposed by D. Joyce (cf. [14] Section 8). The survey of
Morrison [22] provides good background reading.
Gross [8] observes that if f ∶ M → B is a smooth SYZ fibration then the dis-
criminant locus D ⊂ B is of Hausdorff codimension 2. Combined with monodromy
considerations, this leads to the speculation that for generic such fibrations D is
a trivalent graph, consisting of smooth edges and two kinds of vertices, which we
refer to as positive and negative vertices following [14].
1.1.1. Generic region. In the generic region f ∶M → B is a smooth proper
submersion with T 3 fibres. A torus fibration is called semiflat if the metric restricts
to flat metrics on the tori. The Calabi-Yau structure (g,ω,Ω) on a semiflat SYZ
T 3-fibration can be locally described in action-angle coordinates as
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ω = ∑31 dµi ∧ dθi,
Ω = (det(gij))−1/2⋀3i=1(dθi −√−1gijdµj),
g = gijdθidθj + gijdµidµj .
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Here gij is the Hessian of a real valued function ϕ on B solving the real Monge-
Ampe`re equation:
gij = ∂
2ϕ
∂µi∂µj
, det( ∂2ϕ
∂µi∂µj
) = const.
and gij defines a metric on the base gB = gijdµidµj such that f ∶ M → B is a
Riemannian submersion.
The Calabi-Yau structure induce two sets of affine structures on the base B:
the symplectic moment coordinates µi satisfying dµi = −ω( ∂∂θi , ⋅), and the complex
affine coordinates yi satisfying dyi = ImΩ( ∂∂θj , ∂∂θk , ⋅) for cyclic indices i, j, k. These
coordinates are related by the Legendre transform yi = − ∂ϕ∂µi .
Semiflat mirror symmetry is the observation that if over the same base B
we fibrewise replace T 3 by the dual tori, then there is a canonical Calabi-Yau struc-
ture exhibiting this dual torus fibration as a semiflat SYZ fibration. Furthermore,
the base metric gB is unchanged while the roles of the two affine structures are
interchanged.
A major part of the SYZ Conjecture 1.1 is that Calabi-Yau metrics on (po-
larised) manifolds near the large complex structure limit are asymptotically de-
scribed by such semiflat SYZ fibrations in the generic region up to exponentially
small errors.
1.1.2. Edges. Along an edge  ⊂ D, the singular fibres have the topology of
T 3 with T 2 collapsed to S1, alternatively written as I1 × S
1, where I1 refers to
the nodal elliptic curve or equivalently S2 with two points identified. Notice the
singularity on the fibre is not isolated. These singular fibres have Betti numbers(b1, b2) = (2,2) and Euler characteristic 0. The T 3-fibration is locally described
as the Kodaira type I1 degenerating family of elliptic curves over a disc D
2 ⊂ C,
Cartesian product with the trivial S1-bundle S1 ×R→ R. The monodromy around
the edge  ⊂D acting on H1(T 3) ≃ Z3 can be written in a suitable basis as
⎡⎢⎢⎢⎢⎢⎣
1 1 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
.
For an alternative viewpoint which ties in better with the Gibbons-Hawking
construction (see later Sections 1.2), the base is B ⊂ R3, and the total space M is
a singular S1-bundle over S1 ×B ×S1, where the S1-fibres collapse to points along
the codimension 3 locus {0} ×  × S1 ⊂ S1 ×B × S1. In the 3 transverse directions,
the singular S1-bundle structure is topologically modelled on the Hopf map
(1.1) πC2 ∶ C
2 → R ×C, (z0, z1) ↦ (1
2
(∣z1∣2 − ∣z0∣2), z0z1) .
The Chern class c1 ∈ H2(S1 × B × S1 ∖ ({0} ×  × S1),Z) evaluates to 1 on a
suitably oriented S2-cycle linking {0} ×  × S1 inside S1 ×B × S1.
Remark 1.4. In this review Section topology refers to the continuous topology.
There are subtleties with extending the smooth structure on the singular S1-bundle
across the discriminant locus ( cf. Section 2.3).
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1.1.3. Positive vertices. Let D ⊂ B be a graph with one vertex emitting 3
edges. Topologically, we can present D as
D =D1 ∪D2 ∪D3 ∪ {0}
= {µ1 = 0, µ2 > 0} ∪ {µ2 = 0, µ1 > 0} ∪ {µ1 = µ2 < 0} ∪ {0}
⊂ R2µ1,µ2 × {0} ⊂ R2 ×R = B.
(1.2)
The total space M+ is built as a singular T 2-bundle over B ×S1 = R2µ1,µ2 ×R×S1
with discriminant locus D × {0} ⊂ B × S1. Let e1, e2 denote a basis of H1(T 2,Z),
and denote T (ae1 + be2) as the subtorus with homology class ae1 + be2. Over(B × S1) ∖ (D × {0}) the space M+ is a principal T 2-bundle, whose Chern class
c1 ∈ H2(B ×S1 ∖ (D× {0}),Ze1 ⊕Ze2) evaluates to e1,−e2,−e1 + e2 respectively on
the S2-cycles linkingD1×{0},D2×{0},D3×{0} inside B×S1. Over the codimension
3 loci D1 × {0}, D2 × {0}, D3 × {0} inside B × S1, the T 2-fibres collapse to circle
fibres T 2/T (e1), T 2/T (−e2), T 2/T (−e1 + e2) respectively. Finally, over the origin{0} ⊂ B×S1, the T 2-fibre collapses to a point. The singular T 2-bundle over a small
neighbourhood of the origin D4 ⊂ B × S1 is topologically modelled on
πC3 ∶ C
3 → R2µ1,µ2 ×R ×R,
(z0, z1, z2) ↦ (1
2
(∣z1∣2 − ∣z0∣2), 1
2
(∣z2∣2 − ∣z0∣2), Im(z0z1z2),Re(z0z1z2))(1.3)
whose discriminant locus is compatible with D.
By construction M+ fibres over B with generic fibre T 3. The singular fibre
over 0 ∈ B has the topology of T 3 with T 2 collapsed to a point, so has Betti numbers(b1, b2) = (1,2) and Euler characteristic +1 (hence the name ‘positive vertex’). A
basis of H1(T 3) is given by e1, e2 ∈ H1(T 2) ⊂ H1(T 3) and an S1-cycle e0 on the
total space lifting the cycle S1 ⊂ B ×S1. The monodromies around the 3 edges D1,
D2, D3 acting on H1(T 3) are given in the basis e0, e1, e2 as⎡⎢⎢⎢⎢⎢⎣
1 0 0
1 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
−1 0 1
⎤⎥⎥⎥⎥⎥⎦
, and
⎡⎢⎢⎢⎢⎢⎣
1 0 0
−1 1 0
1 0 1
⎤⎥⎥⎥⎥⎥⎦
.
1.1.4. Negative vertices. We recount here the historical perspective of Gross
and Ruan on negative vertices, to be modified in Section 1.1.5. Let D ⊂ B be a
graph with one vertex emitting 3 edges. Topologically, we present D as
D =D1 ∪D2 ∪D3 ∪ {0} = {y1 = 0, y2 > 0} ∪ {y2 = 0, y1 > 0} ∪ {y1 = y2 < 0} ∪ {0}
⊂ R2y1,y2 × {0} ⊂ R2 ×R = B.
Let e1, e2 be a basis of H1(T 2,Z). Let S ⊂ B × T 2 be a ‘pair of pants’ (namely a
surface homeomorphic to the complement of 3 points in S2) sitting over D ⊂ B,
such that S ∩ (Di × T 2) is a cylinder Di × S1, where the S1 factor inside T 2 has
homology class e2, e1,−e1−e2 for i = 1,2,3 respectively. The fact that these 3 classes
add up to zero means the 3 cylinders Di ×S
1 can be joined together over {0}×T 2.
The fibre of S →D over 0 ∈D is a ‘figure 8 diagram’.
Then the total space M− is built as a singular S1-bundle over B ×T 2, which
restricts to a principal S1-bundle over the complement of the codimension 3 locus
S ⊂ B × T 2, and along S the S1-fibres collapse to points. The first Chern class of
the S1-bundle evaluates trivially on T 2 ⊂ B × T 2 but nontrivially on the S2-cycle
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wrapping S. In the 3 transverse directions, the S1 fibration is modelled topologically
on (1.1).
By construction M− fibres over B with generic fibre T 3, where T 3 itself is an
S1-bundle over T 2. The class of this S1 ⊂ T 3 is denoted e3. The singular fibre
of M− → B over 0 ∈ B is obtained by taking the bundle T 3 → T 2, and collapse
down its S1-fibres over a ‘figure 8 diagram’ inside T 2. This singular fibre has Betti
numbers (b1, b2) = (2,1) and Euler characteristic −1 (hence the name ‘negative
vertex’). The homology classes e1, e2 lift to H1(T 3). The monodromies around the
edges D1,D2,D3 acting on H1(T 3,Z) are given in the basis e1, e2, e3 of H1(T 3,Z)
as ⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
1 0 1
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 −1 1
⎤⎥⎥⎥⎥⎥⎦
, and
⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
−1 1 1
⎤⎥⎥⎥⎥⎥⎦
.
1.1.5. Joyce’s critique. Joyce [14] gave reasons that the above topologi-
cal picture of Gross-Ruan cannot literally describe a special Lagrangian fibration
in a generic Calabi-Yau 3-fold, based on his study of local U(1)-invariant special
Lagrangian submanifolds inside C3. Joyce’s critique hinges on two geometric ob-
servations:
● Special Lagrangian fibrations need not be defined by a smooth map, and
the discriminant locus needs not have codimension 2.
● The I1 × S
1 singular fibres have non-isolated special Lagrangian singu-
larities, which is an infinite codimensional phenomenon in the parameter
space, namely the singularity structure cannot persist under almost any
perturbation of the Ka¨hler structure or the boundary data of the special
Lagrangian.
Furthermore, in the U(1)-invariant setting, Joyce constructed examples illus-
trating the possibility that fibres with I1 ×S
1 singularities can break up into fibres
with a pair of special Lagrangian T 2 cones. Such fibres lie over a thickened version
of the original edges in D, and in particular the discriminant locus of the SYZ
fibration now has codimension 1.
As suggested by Morrison [22] this thickening picture is linked to the descrip-
tion of the negative vertex (Section 1.1.4) as follows. We can view B × T 2 as(C∗)2z1,z2 ×R ≃ R2 ×R × T 2. The ‘pair of pants’ S is realised topologically by
{z1 + z2 = 1} ⊂ (C∗)2z1,z2 = (C∗)2 × {0} ⊂ (C∗)2 ×R.
The algebraic 2-torus (C∗)2 maps to R2y1,y2 via
y1 = − 1
2π
log ∣z1∣, y2 = − 1
2π
log ∣z2∣.
The image of S in R2y1,y2 under this map is an amoeba which can be thought
as a thickend version of D ⊂ R2y1,y2 . Along the 3 directions defined by D, the
asymptotic geometry of S near infinity approaches 3 cylinders. In the modified
construction M− is a singular S1-bundle over (C∗)2 × R whose fibres collapse to
points along the codimension 3 locus S ⊂ (C∗)2 × R. The natural smooth map
M− → (C∗)2 ×R → B = R2y1,y2 ×R cannot be exactly a special Lagrangian fibration
since its discriminant locus is of codimension 1, but it is still possible to be an
approximate special Lagrangian fibration.
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We also wish to resolve a paradox here in advance. Part of our plan is to
construct a family of T 2-symmetric Ooguri-Vafa type Calabi-Yau metrics on the
positive vertex, which admit a special Lagrangian fibration with all the topologi-
cal features predicted by Gross and Ruan, and in particular the singular fibres will
have non-isolated singularities. We emphasize there is no contradiction with Joyce’s
critique: it is possible for the Ooguri-Vafa type metrics to be a good metric model
for a generic Calabi-Yau 3-fold near the large complex structure limit, while the
singularity structure of the SYZ fibration changes drastically. Joyce’s critique does
not rule out the Gross-Ruan picture as a limiting description of SYZ fibrations.
1.1.6. Degenerating toric Calabi-Yau hypersurfaces. A familiar picture
from Riemann surface theory is that higher genus algebraic curves can be obtained
topologically by patching together ‘pairs of pants’ along cylindrical necks. There
is a similar picture for Calabi-Yau toric hypersurfaces approaching a large complex
structure limit, well studied in tropical geometry. The discussions below are loosely
based on Zharkov [32][31], and are included to predict the holomorphic structure
of the positive and the negative vertices.
Let P△ be a toric manifold whose moment polytope is the reflexive integral
polytope △ in R4, so the integral points v ∈ △ correspond to a basis {sv} for
anticanonical sections. Let λ be a (suitably generic) function on △ ∩ Z4 whose
piecewise linear extension is a convex function on R4 minimized at 0 ∈ △ with
minimum value 0. We consider a polarised family of hypersurfaces Xt defined by
(1.4) s0 + ∑
v∈△∖{0}
tλ(v)avsv = 0,
where av are fixed nonzero complex numbers and t is a small positive parameter.
The holomorphic volume form is determined from the adjunction formula.
The key point is that when t is very small, the hypersurface Xt decompose
into a finite number of regions, on each of which only a small number of monomial
functions sv
s0
dominate the rest. Thus up to scaling coordinates by powers of t,
there are only a small number of complex geometric local models, typically with
some torus symmetry. Furthermore there is some combinatorial structure which
controls how these local models patch together to give Xt as a complex manifold.
Example 1.1. (Generic region) Suppose in some region only s0 and t
λ(v)avsv
dominate, so the hypersurface locally looks like sv
s0
= const. After normalising by
powers of t we may write this as {z0 = 1} in the coordinates z0, z1, z2, z3 on the
algebraic torus (C∗)4. This model has T 3-symmetry under the diagonal action on
z1, z2, z3. The T
3-orbits are the natural candidate for approximate SYZ fibres. Thus
we naturally look for a Ka¨hler metric with potential φ = φ(u1, u2, u3) depending
only on the logarithms u1 = log ∣z1∣, u2 = log ∣z2∣, u3 = log ∣z3∣. The holomorphic
volume form Ω on the hypersurface is up to a scale factor given by
dz0
z0
∧
dz1
z1
∧
dz2
z2
∧
dz3
z3
= d(z0 − 1) ∧Ω,
namely Ω = dz1
z1
∧
dz2
z2
∧
dz3
z3
= d log z1∧d log z2∧d log z3. The complex Monge-Ampe`re
equation (√−1∂∂¯φ)3 = const√−1Ω ∧ Ω naturally reduces to the real Monge-
Ampe`re equation det( ∂2φ
∂ui∂uj
) = const. One can further calculate that such re-
gions take up most of the volume measure on Xt, thus lending some evidence for
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the SYZ conjecture. We remark that the description only applies to local regions
so the metrics are not complete.
Example 1.2. The real Monge-Ampe`re equation governs also the region near
the intersection ofXt with a smooth component of the toric boundary. Suppose after
normalising by powers of t, the dominant monomials are z−10 , z−10 z1, z−10 z2, z−10 z3,1
in the coordinates z0, z1, z2, z3 on the algebraic torus (C∗)4, so the hypersurface
has the local complex geometric model {z−10 (1 + z1 + z2 + z3) + 1 = 0} ⊂ (C∗)4, or
equivalently −z0 = 1 + z1 + z2 + z3. The adjunction formula
dz0
z0
∧
dz1
z1
∧
dz2
z2
∧
dz3
z3
= d(z−10 (1 + z1 + z2 + z3) + 1) ∧Ω
leads to Ω = dz1
z1
∧
dz2
z2
∧
dz3
z3
as before. The diagonal T 3-action on z1, z2, z3 provides
the candidate for an approximate SYZ fibration, and a solution to the real Monge-
Ampe`re equation in the log ∣z1∣, log ∣z2∣, log ∣z3∣ coordinates induces a local Calabi-
Yau metric.
Example 1.3. Suppose after normalising by powers of t, the dominant mono-
mials are (z1z2)−1,−(z1z2)−1z3,−1, so the hypersurface admits the local complex
geometric model {(z1z2)−1(1−z3) = 1} ⊂ (C∗)4z0,z1,z2,z3 , or equivalently z1z2 = 1−z3.
This happens near the intersection of two smooth components of the toric boundary.
Up to numerical factors, the holomorphic volume form is given by
dz0
z0
∧
dz1
z1
∧
dz2
z2
∧
dz3
z3
= d((z1z2)−1(1 − z3) − 1) ∧Ω,
namely Ω = d log z0 ∧ dz1∧dz2z3 . This model has a natural T 2-symmetry: one S1 acts
trivially on z1, z2, z3 and rotates z0, while the other S
1 acts trivially on z0, z3 and
diagonally on z1, z2. The model is intimately related to the Ooguri-Vafa metric
(cf. Section 1.3.2), and we expect this region to coincide with the neighbourhood
of edges in the Gross-Ruan-Joyce picture.
In this paper we are primarily interested in the positive and negative vertices.
These are relevant for certain regions near the intersection of Xt with some higher
depth strata of the toric boundary of P△.
Example 1.4. The positive vertex M+ describes a neighbourhood of the
point (0,0,0,1) inside {z0z1z2 = 1 − z3} ⊂ C3 × C∗z3 . In the toric hypersurface
picture, we are looking at a region where the dominating monomials are up to scale
factors (z0z1z2)−1,−z3(z0z1z2)−1,1, so the defining equation of Xt is approximately(z0z1z2)−1(1 − z3) = 1 once we absorb the scale factors into zi. The holomorphic
volume form Ω is up to constant given by
−
√
−1
2π
d log z0 ∧ d log z1 ∧ d log z2 ∧ d log z3 = d((z0z1z2)−1(1 − z3) − 1) ∧Ω,
or equivalently Ω = −
√−1
2π
1
z3
dz0 ∧ dz1 ∧ dz2. An important feature of this model is
the diagonal T 2-symmetry:
eiθ1 ⋅ (z0, z1, z2) = (e−iθ1z0, eiθ1z1, z2), eiθ2 ⋅ (z0, z1, z2) = (e−iθ2z0, z1, eiθ2z2).
We have Ω( ∂
∂θ1
, ∂
∂θ2
, ⋅) = −√−1
2π
d log z3 = dη, where η = −
√−1
2π
log(z3) is a holomorphic
coordinate with period 1, and takes the value zero at z0 = z1 = z2 = 0. The relation
between this complex geometric perspective and the topological picture in Section
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1.1.3 is perhaps clearest with the generalised Gibbons-Hawking construction in
mind (cf. Section 1.2 below). Essentially M+ is a singular T 2-bundle over a 4-
dimensional base contained in R2µ1,µ2 × (S1 ×R)η, where µ1, µ2 are the T 2-moment
maps normalised to have value 0 at z0 = z1 = z2 = 0. We shall notice that the
discriminant locus D × {0} of this singular T 2-bundle is not sensitive to the choice
of the Ka¨hler form (cf. Lemma 1.6 and its ensuing Remark). The normalising
constant on Ω imply that the SYZ T 3-fibres have ∫T 3 Ω = 4π2.
Example 1.5. The negative vertex M− describes an open subset inside{z3z4 = 1 − z1 − z2} ⊂ C∗z1 × C∗z2 × C2z3,z4 . In the toric hypersurface picture, we
are looking at a region where the dominating monomials are up to scale factors just(z3z4)−1, z1(z3z4)−1, z2(z3z4)−1 and 1, so the defining equation of Xt is approxi-
mately (1 − z1 − z2)(z3z4)−1 − 1 = 0 once we absorb the scale factors into zi. The
holomorphic volume form Ω is given up to constant by√
−1
4π2
d log z1 ∧ d log z2 ∧ d log z3 ∧ d log z4 = d ((1 − z1 − z2)(z3z4)−1 − 1) ∧Ω,
or equivalently Ω = −
√−1
4π2
1
z1z2
dz2 ∧ dz3 ∧ dz4. This model has S
1-symmetry:
eiθ ⋅ (z1, z2, z3, z4) = (z1, z2, eiθz3, e−iθz4).
Hence M− is a singular S1-bundle over Rµ ×C∗z1 ×C∗z2 , where µ is the S1-moment
coordinate which takes the value zero on the singular locus {z3 = z4 = 0} (notice
that the degeneracy of the S1 factor implies that the moment map is constant on
this singular locus for any choice of Ka¨hler form). This agrees with the modified
topological description in Section 1.1.5. We calculate
ι ∂
∂θ
Ω = − 1
4π2
d log z1 ∧ d log z2 = dη1 ∧ dη2,
where the logarithmic coordinates ηp = 1
2π
√−1 log zp for p = 1,2 have period 1. The
arg z1,arg z2 coordinates provide a family of 2-tori in R×C
∗
z1
×C∗z2 , and the restric-
tion of the S1-bundle over these 2-tori defines a family of 3-tori. The normalising
constant on Ω imply that ∫T 3 Ω = 2π.
1.2. Generalised Gibbons-Hawking ansatz
The materials in this Section draws heavily from the presentation of Zharkov
[31]. Suppose M is a complex N -dimensional Ka¨hler manifold with a nonvanishing
holomorphic volume form admitting a holomorphic isometric free T n action. The
generalised Gibbons-Hawking ansatz expresses the Ka¨hler and Calabi-Yau
conditions in terms of the n moment map coordinates and the N − n holomorphic
coordinates on the Ka¨hler quotient.
Let t denote the Lie algebra of T n, and let tZ be the natural integral lattice in t.
A choice of basis in tZ defines linear coordinates µi on the dual space t
∗ ≃ Rn. Let
Y be either CN−n or (C∗)N−n, and let ηp denote the standard complex coordinates
on CN−n or the logarithmic coordinates on (C∗)N−n with period 1 (in which case
e2πiηp are the standard coordinates on (C∗)N−n). Consider a principal T n-bundle
π ∶ M → B0 over an open set B0 in t∗ × Y , whose first Chern class is an element
c1 ∈ H2(B0, tZ). Later we will partially compactify M into a singular T n-bundle.
Summation convention will be used throughout.
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Theorem 1.5. ( cf. Theorem 2.1 in [31]) Let V ij , respectively W pq¯, be real
symmetric positive definite/Hermitian matrices of smooth functions on B0, locally
given by some potential function Φ:
(1.5) V ij = ∂
2Φ
∂µi∂µj
, W pq¯ = −4 ∂
2Φ
∂ηp∂η¯q
, 1 ≤ i, j ≤ n, 1 ≤ p, q ≤N − n.
Then the following t-valued real 2-form is closed:
(1.6) Fj =
√
−1(1
2
∂W pq¯
∂µj
dηp ∧ dη¯q +
∂V ij
∂ηp
dµi ∧ dηp −
∂V ij
∂η¯q
dµi ∧ dη¯q) .
Suppose further that 1
2π
(F1, . . . , Fn) is in the cohomology class c1 ∈ H2(B0, tZ).
Then there exists a connection ϑ on the principal bundle M → B0 with curvature
dϑi = Fi for i = 1, . . . ,n, such that M is a Ka¨hler manifold with metric tensor
(1.7) h = (V −1)ijζi ⊗ ζ¯j +W pq¯dηp ⊗ dη¯q, ω = dµj ∧ ϑj +
√
−1
2
W pq¯dηp ∧ dη¯q,
where ζj = V ijdµi +
√
−1ϑj and ηp form a basis of type (1,0) forms which defines
an integrable complex structure. There is a nowhere vanishing holomorphic form
on M :
(1.8) Ω = ∧nj=1(−√−1ζj)⋀∧N−np=1 dηp.
The Calabi-Yau condition ωN = N !
2N
√
−1
N2
Ω ∧Ω is equivalent to the equation
(1.9) det(V ij) = det(W pq¯).
Remark 1.5. The inverse matrix (V −1)ij describes the metric restricted to
the torus fibres, and the matrix W pq¯ describes the metric induced on the Ka¨hler
quotients. This viewpoint is taken by Pedersen and Poon [23], whose argument
shows that Calabi-Yau manifolds with Hamiltonian torus symmetries necessarily
arise from this construction locally. The local existence of the potential Φ is equiv-
alent to the linear integrability condition
(1.10)
∂V ij
∂µk
= ∂V
ik
∂µj
,
∂W pq¯
∂ηr
= ∂W
rq
∂ηp
,
∂W pr
∂η¯q
= ∂W
pq¯
∂η¯r
,
and
(1.11)
∂2W pq¯
∂µi∂µj
+ 4
∂2V ij
∂ηp∂η¯q
= 0.
In particular when N = 2,n = 1, the Calabi-Yau condition is V =W and we recover
the usual Gibbons-Hawking equation from (1.11).
Proof. (Theorem 1.5, sketch) By formula (1.6) and the integrability condition
(1.10),
(1.12) dFj =
√
−1
2
( ∂2W pq¯
∂µi∂µj
+ 4
∂2V ij
∂ηp∂η¯q
)dµi ∧ dηp ∧ dη¯q,
so the closedness of Fj is equivalent to (1.11). Since
1
2π
F represents the appropriate
first Chern class, F must be the curvature of a T n-connection ϑ. Modulo gauge ϑ
admits the local formula
(1.13) ϑj =
√
−1{ ∂2Φ
∂ηp∂µ
dηp −
∂2Φ
∂η¯p∂µ
dη¯p}.
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Gauge equivalent choices of the connection define the structures on M up to holo-
morphic isometry.
The integrability of the complex structure follows from the fact that the differ-
ential ideal generated by (1,0) forms is closed:
(1.14) dζj = (1
2
∂W pq¯
∂µj
dη¯q − 2
∂V ij
∂ηp
dµi) ∧ dηp,
using (1.10)(1.6) and the definition of ζj . The Ka¨hler condition dω = 0 follows from
(1.10)(1.6). The Calabi-Yau condition follows from the more general formula
ωN = det(W pq¯)det(V ij)−1N !
2N
√
−1
N2
Ω ∧Ω.

Remark 1.6. If ∂
∂θj
are the Hamiltonian vector fields dual to ϑi, namely
ϑi( ∂∂θj ) = δij , then dµi = −ι ∂∂θi ω, namely µi are the symplectic moment coor-
dinates up to sign. When N − n = 1, namely there is only one η coordinate, then
dη = Ω( ∂
∂θ1
, . . . , ∂
∂θn
, ⋅), and accordingly we refer to η as the holomorphic moment
coordinate. In this situation M admits a fibration
M
(µ1,...,µn,Im(η))ÐÐÐÐÐÐÐÐÐ→ t∗ ×R,
where fibres are special Lagrangians with phase zero: the Lagrangian condition
follows from dµi = −ι ∂
∂θi
ω = 0 on fibres, while the special condition is equivalent to
ImΩ( ∂
∂θ1
, . . . ∂
∂θn
, ⋅) = dImη = 0.
Remark 1.7. The information contained in the generalised Gibbons-Hawking
ansatz can be encoded by a Riemannian metric on the base, written in distin-
guished coordinates as
(1.15) gB0 = V ijdµi ⊗ dµj +Re(W pq¯dηp ⊗ dη¯q),
such that the map M → B0 is a Riemannian submersion.
Remark 1.8. There is an additional freedom to twist the connection ϑ by a
flat connection. Up to gauge equivalence, the choice of ϑ is parametrised by
H1(B0, T n).
1.2.1. Elementary examples.
Example 1.6. (Constant solution) The simplest solution is where V ij and
W pq¯ are independent of the base variables and satisfy (1.9). We shall see that
many interesting solutions can be thought heuristically as perturbation of the
constant solution after introducing some topology. Some important special
cases for us are:
● N = 2,n = 1, V =W = A > 0. The subcase where η takes value in C is rele-
vant for the Taub-NUT metric (cf. Example 1.8), and the subcase where
η is a periodic variable is relevant for the Ooguri-Vafa metric (cf. Section
1.3). In the periodic case the choice of the connection ϑ is parametrised
by H1(S1 ×R2, S1) ≃ S1.
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● N = 3,n = 2, V ij = aij is symmetric positive definite, and W = A =
det(aij). We write ga = aijdµidµj + A∣dη∣2. The subcase where η takes
value in C will be relevant for constructing new Taub-NUT type Calabi-
Yau metrics on C3, and the subcase where η is a periodic variable will
be relevant for the positive vertex. In the periodic case the choice of the
connection ϑ is parametrised by H1(S1 ×R3, T 2) ≃ T 2.
● N = 3,n = 1, W pq¯ = apq¯ is Hermitian, and V = A = det(apq¯). We write
ga = Re(apq¯dηpdη¯q)+Adµ⊗ dµ. Here η1, η2 are periodic coordinates with
period 1. The choice of the connection ϑ is parametrised by H1(T 2 ×
R
3, S1) ≃ T 2. This case will be relevant for the negative vertex. Notice
that if we demand that the fibration on M induced by µ, Im(η1), Im(η2)
is a special Lagrangian fibration with phase zero, then we would need
a12¯ = a21¯, namely apq = apq¯ is symmetric.
Example 1.7. (CN Harvey-Lawson example) The affine space CN with the
standard Euclidean metric ω =
√−1
2 ∑N−1i=0 dzi ∧ dz¯i and holomorphic volume form
Ω = √−1N−1dz0 ∧ . . . dzN−1 admits a diagonal TN−1-action, where the k-th circle
factor acts by
eiθk ⋅ (z0, z1, . . . , zN−1) = (e−iθkz0, z1, . . . , eiθkzk, zk+1, . . . , zN−1).
The corresponding moment coordinates are
µi = 1
2
(∣zi∣2 − ∣z0∣2), i = 1,2, . . .N − 1, and η = z0z1 . . . zN−1.
This defines a TN−1-bundle away from the singular locus ⋃{zi = zj = 0}. Special
cases include (1.1)(1.3). The inverse matrices are
(V −1)ij = ∣z0∣2 + δij ∣zi∣2, W −1 = ∣z0z1 . . . zN−1∣2 ( 1∣z0∣2 + . . . +
1
∣zN−1∣2) ,
viewed as functions of µi and η. The special Lagrangian fibration described by
Remark 1.6 is the well known Harvey-Lawson example.
We notice in particular whenN = 3 that the discriminant locus of the singular
T 2-bundle is given by D ⊂ R2µ1,µ2 × {0} ⊂ R2µ1,µ2 × Cη as in (1.2). This is not an
accidental feature of the Euclidean metric:
Lemma 1.6. Let C3 be equipped with the holomorphic volume form Ω above,
and let ω be any T 2-invariant Ka¨hler form with infinite volume on the singular loci{zi = zj = 0} for any i, j. Then the discriminant locus of the singular T 2-bundle is
D ⊂ R2µ1,µ2 ×Cη in moment coordinates µ1, µ2 and η.
Proof. The discriminant locus is the image of the singular locus Cij = {zi =
zj = 0} under the moment map. We shall focus on C01. The holomorphic moment
coordinate η depends only on Ω and the T 2 action, so η = z0z1z2 as before and
vanishes on C01. The symplectic moment coordinates are defined by dµi = −ι ∂
∂θi
ω,
and are normalised to be zero at (z1, z2, z3) = 0. In particular since the Hamiltonian
vector field ∂
∂θ1
vanishes on C01, the moment µ1 must be the constant zero on C01.
Furthermore µ2 > 0 on C01 by considering the weight of the remaining S1 action at
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the fixed point, so the image of C01 is contained in D1 ∪ {0}. The infinite volume
condition and the formula
0 ≤ ∫C01∩{µ2<m} ω = −2π∫
0
µ2=m
dµ2 = 2πm, ∀m ≥ 0,
ensure that µ2 stretches to infinity, so D1 ∪ {0} is the image of C01. Likewise the
image of C02 is D2 ∪ {0} and the image of C12 is D3 ∪ {0}. 
Remark 1.9. The same method shows the complex geometry of the positive
vertex in Section 1.1.6 is compatible with the discriminant locus described in Section
1.1.3.
Example 1.8. (Taub-NUT) We take N = 2,n = 1, and V =W = 1
2
√
µ2+∣η∣2 +A,
where A is a positive constant. This defines a Calabi-Yau metric whose asymptotic
geometry at infinity approaches the constant solution (cf. Example 1.6), with
asymptotic circles of length 2π√
A
fibred over a flat 3-dimensional base. Different
choices of A define the same metric up to scaling. The first Chern class c1 of the
S1-bundle over (Rµ ×Cη)∖ {0} evaluates to −1 on any sphere around the origin in
Rµ ×Cη; equivalently, the 3-current −
1
2π
dF is represented by the origin 0 ∈ Rµ ×Cη
viewed as a codimension 3 cycle. Written in terms of the delta function,
1
2π
dF = 1
2π
( ∂2
∂µ2
+ 4
∂2
∂η∂η¯
)V dµ ∧ dReη ∧ dImη = −δ(µ, η, η¯)dµ ∧ dReη ∧ dImη.
From the holomorphic perspective, LeBrun [17] observes that the Taub-
NUT space is biholomorphic to C2. To see this, recall ζ = V dµ +√−1ϑ and notice
the (1,0) form ζ− µ
2η
√
µ2+∣η∣2 dη is closed, so locally is the differential of a holomorphic
function. The line integrals
log z1 = ∫ ζ + ( 1
2η
−
µ
2η
√
µ2 + ∣η∣2 )dη, log z0 = ∫ −ζ + (
1
2η
+
µ
2η
√
µ2 + ∣η∣2 )dη
define holomorphic functions up to 2π
√
−1Z over the regions R ×C ∖ {η = 0, µ ≤ 0}
and R × C ∖ {η = 0, µ ≥ 0} respectively, so z1 and z0 are well defined over the
respective regions. Since d log z1+d log z0 = d log η we can normalise z0, z1 to satisfy
the functional equation z1z0 = η, whence z1 and z0 extend as global holomorphic
functions. These coordinates exhibit the biholomorphism to C2. By considering
the Hamiltonian vector field acting on log z1, log z0, we idenitfy the S
1 action as
eiθ ⋅ (z1, z0) = (eiθz1, e−iθz0).
The holomorphic volume form is
Ω = −√−1ζ ∧ dη = −√−1d log z1 ∧ d(z1z0) =√−1dz0 ∧ dz1.
Thus η = z0z1 defines holomorphic fibration of C2 by affine quadrics. The generic
quadric fibre is topologically a cylinder, and metrically is also approaching the flat
cylindrical metric near spatial infinity. When η = 0, the quadric fibre degenerates
into a union of two complex lines with simple normal crossing, where each line looks
metrically like a cylinder with one capped end.
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1.2.2. Compactification and distributional equation. When we partially
compactify the principal T n-bundle over B0 to a singular T n-bundle over B ⊃ B0
by allowing torus fibres to degenerate, we need to encode the topology into the
generalised Gibbons-Hawking ansatz, by changing the RHS of (1.11) into a dis-
tributional term reflecting the nontriviality of the first Chern class (cf. the
Taub-NUT example 1.8). This has been worked out by Zharkov [31] in general
dimensions; here we will focus on the vertices in N = 3.
Example 1.9. (Positive vertex and Taub-NUT type C3) Recall from Sec-
tion 1.1.3 that e1, e2 are the homology classes of the two circle factors in the T
2-fibre,
or equivalently an integral basis in t. The t-valued curvature 2-form F = F1e1+F2e2
satisfies (cf. (1.12))
1
2π
dFj ⊗ ej =
√
−1
4π
( ∂2W
∂µi∂µj
+ 4
∂2V ij
∂η∂η¯
)dµi ∧ dη ∧ dη¯ ⊗ ej ,
which is a t-valued 3-current supported on the codimension 3 discriminant locus
D ⊂ R2µ1,µ2×(S1×R)η. Now take small 3-balls transverse to D1,D2,D3 respectively.
The integrals of 1
2π
dFj ⊗ ej over the balls are equal to the integrals of the Chern
class representative 1
2π
F over the S2 linking D1,D2,D3, which by Section 1.1.3 are
e1,−e2,−e1 + e2 up to orientation issues. Thus
(1.16)
√
−1
4π
( ∂2W
∂µi∂µj
+ 4
∂2V ij
∂η∂η¯
)dµi∧dη∧dη¯⊗ej =D1⊗e1−D2⊗e2+D3⊗(e2−e1),
where the RHS is a t-valued codimension 3 cycle. The orientation here is decided
by comparing with the Taub-NUT example. If dµ1 ∧ dµ2 ∧ dReη ∧ dImη is an
orientation form on R2µ1,µ2 × (S1 × R)η, then the orientation forms on D1,D2,D3
are dµ2, dµ1,−dµ1, compatible with the directions pointing to infinity.
In the variant situation where η ∈ C instead of being periodic, to which previ-
ous discussions still apply, the generalised Gibbons-Hawking ansatz has a scaling
symmetry compatible with the distributional equation (1.16): a new solution ΦΛ
may be constructed from an old solution Φ by
(1.17)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ΦΛ(µ1, µ2, η) = Λ−1Φ(Λµ1,Λµ2,Λ1.5η),
V
ij
Λ
(µ1, µ2, η) = ΛV ij(Λµ1,Λµ2,Λ1.5η),
WΛ(µ1, µ2, η) = Λ2W (Λµ1,Λµ2,Λ1.5η)
These solutions are isometric up to a scaling factor, analogous to Taub-NUT metrics
with different asymptotic circle lengths. The presence of the periodicty condition
(or more abstractly an integral lattice structure) breaks down scaling symmetry by
singling out a special scale.
Example 1.10. (Negative vertex) By a similar argument, in the negative
vertex setting (cf. Section 1.1.5) the curvature 2-form F satisfies
(1.18) −
1
2π
dF = −
√
−1
4π
(∂2W pq¯
∂µ∂µ
+ 4
∂2V
∂ηp∂η¯q
)dµ ∧ dηp ∧ dη¯q = S,
where S = {z1+z2 = 1} = {e2πiη1+e2πiη2 = 1} ⊂ C∗z1×C∗z2×{0} ⊂ C∗z1×C∗z2×Rµ defines
a codimension 3 cycle. Here S is endowed with the complex orientation, and the
orientation on C∗z2 ×Rµ is defined by the form dµ∧dReη1 ∧dImη1 ∧dReη2 ∧dImη2.
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1.3. Ooguri-Vafa metric
In this Section we will review the Ooguri-Vafa metric, based on Gross and
Wilson [11]. The recent paper [13] is an influence to our viewpoint, and the author
thanks Song Sun for useful discussions.
1.3.1. Gibbons-Hawking viewpoint. The Ooguri-Vafa metric is an incom-
plete S1-invariant hyperKa¨hler metric constructed via the Gibbons-Hawking
ansatz (cf. Section 1.2 with N = 2,n = 1). In our normalisation conventions,
the metric lives on the singular S1-bundle M → B ⊂ Rµ × (S1 ×R)η where the com-
plex variable η has period 1, and the S1-fibre collapses to a point over the origin(µ, η) = 0. The first Chern class c1 of the S1-bundle evaluates to −1 on a sphere
around the origin in Rµ × (S1 × R)η. The composition M → B (µ,Imη)ÐÐÐÐ→ R2 gives
a singular T 2-fibration, and the periodicity condition on η amounts to imposing
∫T 2 Ω = 2π.
Let A≫ 1 be a large parameter. The Ooguri-Vafa metric can be thought as a
perturbation of the constant solution (cf. Example 1.6) which is encoded by
gA = A(dµ2 + ∣dη∣2).
after incorporating some topology. We denote ∣(µ, η)∣ =√µ2 + ∣η∣2, and set
(1.19) V (µ, η) =W = A + 1
2∣(µ, η)∣ + ∑n∈Z∖{0}{
1
2∣(µ, η + n)∣ −
1
2∣n∣ }
This series is convergent, 1-periodic in the η variable, and satisfies the Laplace
equation on B with distributional term which encodes simultaneously the Calabi-
Yau condition and the topology:
1
2π
( ∂2
∂µ∂µ
+ 4
∂2
∂η∂η¯
)V dµ ∧ dReη ∧ dImη = −δ0,
where δ0 is the delta measure at the origin in Rµ × S
1 ×R. The metric on M
g = V (dµ2 + ∣dη∣2) + V −1ϑ2
is called the Ooguri-Vafa metric. Strictly speaking, the connection ϑ can be
twisted by a flat connection, and this choice is parametrised by H1(B∖{0}, S1) =
H1(B, S1) = H1(S1 × R2, S1) ≃ S1 using that a codimension 3 subset in the base
does not affect the fundamental group. We sometimes suppress mentioning this
choice as it does not affect the geometry significantly. By Remark 1.6 the µ, Imη
coordinates define a special Lagrangian fibration with phase zero on M .
The Ooguri-Vafa metric has the important exponential decay property for
µ2 + (Imη)2 ≥ 1,
(1.20) ∣V (µ, η) −A + γE − log 2 + 1
2
log(µ2 + ∣Imη∣2)∣ ≤ C exp(−2π√µ2 + (Imη)2).
where γE = limn→∞∑nk=1 1k − logn is the Euler constant. For
√
µ2 + (Imη)2 ≫ 1,
the dependence of V on the periodic Re(η)-variable decays exponentially, so up
to exponentially small error the Ooguri-Vafa metric is asymptotic to a semiflat
metric. This property is the main reason why the Ooguri-Vafa metric is useful for
the gluing construction of Gross and Wilson [11]. On the other hand V becomes
negative roughly when log(µ2 + ∣Imη∣2) > 2A, so the metric is only defined on a
bounded set and is incomplete.
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1.3.2. Holomorphic viewpoint. As a hyperKa¨hler metric, the Ooguri-Vafa
metric admits a 2-sphere of compatible integrable complex structures. There is
one distinguished complex structure giving rise to a holomorphic elliptic fibration,
which is described in detail in [11]. Here we wish to focus on another distinguished
complex structure where η is holomorphic and µ is the symplectic moment map,
which is more natural for special Lagrangian fibrations. The author is not aware of
explicit references for the content of this Section.
Our main goal is to identify the complex structure on M explicitly, which
requires us to construct holomorphic functions onM . We start with the type (1,0)
form ζ = V dµ + √−1ϑ and recall formula (1.14). To turn ζ into a holomorphic
differential, we need to subtract a function times dη, whose differential cancels
out dζ. Inspired by the Taub-NUT example 1.8, and taking care of periodicity
requirement, we introduce the functions
⎧⎪⎪⎪⎨⎪⎪⎪⎩
β+ = π
√−1
2
−
√
−1θ∞ + limk→∞∑n=kn=−k{ 12(η+n) − µ2(η+n)√µ2+∣η+n∣2 }
β− = π
√−1
2
+
√
−1θ∞ + limk→∞∑n=kn=−k{ 12(η+n) + µ2(η+n)√µ2+∣η+n∣2 }
These series are convergent and 1-periodic in η, such that the forms ζ′ = ζ + β+dη,
ζ′′ = −ζ + β−dη are closed. The real number θ∞ is chosen to cancel the asymptotic
holonomy of the S1-connection ϑ along the Re(η)-circle as Imη →∞. We have
ζ′ + ζ′′ = π√−1dη + lim
k→∞
k
∑
n=−k
1
η + n
dη
= π√−1dη + d log(η ∞∏
n=1
(1 − η2
n2
))
= π√−1dη + d log( sin(πη)
π
) = d log(1 − e2πiη),
where we made use of Euler’s factorisation identity of sin(πη)
πη
. The line integrals
∫ ζ′ and ∫ ζ′′ are locally holomorphic functions onM , defined over the complement
of {µ ≤ 0, η = 0} and {µ ≥ 0, η = 0} inside B. Their T 2-periods lie in 2π√−1Z: the
periods along the S1-fibre over B is ∫S1√−1ϑ = 2π√−1, while the periods along the
S1-cycle in M lifting S1 ⊂ R×S1 ×R can be evaluated by their asymptotic value as
Im(η) → +∞; in particular if we twist the connection ϑ by a flat connection, then
we can always use the choice of θ∞ to cancel that twist. Thus we can define the
holomorphic functions without multivalue issues
z1 = exp(∫ ζ′), z2 = exp(∫ ζ′′).
We are free to choose the multiplicative constants on z1, z2 to satisfy the func-
tional equation z1z2 = 1 − e2πiη, from which we see that z1, z2 extend to global
holomorphic functions on M , with zero locus {µ ≤ 0, η = 0} and {µ ≥ 0, η = 0} insideB respectively. Setting z3 = exp(2π√−1η), we obtain a holomorphic map
M → {z1z2 = 1 − z3} ⊂ C2z1,z2 ×C∗z3 ,
which is easily seen to be an open embedding.
By looking at the action of the Hamiltonian vector field ∂
∂θ
, we can identify the
circle action as
eiθ ⋅ (z1, z2, z3) = (eiθz1, e−iθz2, z3).
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By construction the holomorphic volume form Ω satisfies ι ∂
∂θ
Ω = dη, which
implies Ω = − 1
2π
1
z3
dz1 ∧ dz2, or equivalently
Ω ∧ d((z1z2)−1(1 − z3) − 1) = 1
2π
d log z1 ∧ d log z2 ∧ d log z3.
The reader is advised to compare this discussion to Section 1.1.6.
Remark 1.10. The viewpoint taken here starts with geometry, and the algebraic
structure on the holomorphic functions only emerges a posteriori as a consequence of
functional equations on transcendental integrals. This is conceptually rather similar
to elliptic curves where algebraic relations arise from theta functions.
1.3.3. Some conceptual aspects of the Ooguri-Vafa metrics. The Ooguri-
Vafa metric comes with an intrinsic parameter A, and admits different geometric
behaviours at different scales, which can be formalised in terms of blow up lim-
its. Recall by periodicity we may assume Re(η) lies in some interval [0,1]. The
periodicity condition we chose amounts to the normalisation that ∫T 2 Ω = 2π.
● When
√
µ2 + ∣η∣2 ≲ 1
A
, the leading order behaviour is V ∼ A + 1
2
√
µ2+∣η∣2 ,
and the metric is modelled on the Taub-NUT metric with parameter
A. The length of the circle fibres ∼ 2π√
A
. After scaling up the metric by a
factor A and taking the limit A→∞, the pointed Gromov-Hausdorff limit
based at the origin is the standard Taub-NUT metric with parameter 1.
Most Riemannian curvature is concentrated in this region.
● When 1
A
≪ √µ2 + ∣η∣2 ≪ 1, the leading order behaviour is the constant
solution V ∼ A, and the metric is locally modelled on a flat circle bundle
over a flat base R3. A suitable blow up limit space is flat R3.
● When
√
µ2 + ∣η∣2 ∼ 1, the leading order behaviour is still V ∼ A, but the
periodicity condition is now visible. The metric is locally modelled on
a flat circle bundle over a flat base Rµ × S
1 ×R. The length of the circle
factor of the base is approximately
√
A. If we scale down the metric by a
factor 1
A
and take the limit A →∞, the pointed Gromov-Hausdorff limit
based at the origin is the flat Rµ × S
1 ×R.
● When 1 ≪ √µ2 + ∣η∣2 ≪ exp(A), the metric becomes almost semiflat
up to exponentially small errors, and the leading order behaviour is
V ∼ A + log 2 − γE − 1
2
log(µ2 + ∣Im(η)∣2).
We remark that the log function grows very slowly. Thus within an ex-
ponentially long neck region, the constant solution V ∼ A is a good
approximation. If we view A as related to the average length of circles,
then we can think of V as approximated by a family of constant solu-
tions whose parameter slowly drifts down as we move up the logarithmic
scale. The author finds it attractive to call this phenomenon running
coupling.
● When
√
µ2 + ∣η∣2 ∼ exp(A) the incompleteness of the metric is mani-
fested. This is best understood by viewing the Ooguri-Vafa metric as an
effective local description of the hyperKa¨hler metric on a family of
collapsing K3 surfaces, and incompleteness is an indication that there is
a scale beyond which this description must break down. On the other
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hand, if we are looking at smaller distance scales, then the Ooguri-Vafa
metric becomes better approximations of the K3 metric. In particular, the
K3 hyperKa¨hler structure involves 60 parameters while the Ooguri-Vafa
metric only involves one scaling parameter A and a gauge parameter in
S1, but the metric at smaller distance scales are not sensitive to many ex-
tra parameters as long as the K3 surfaces are sufficiently collapsed. This
phenomenon may be called effective uniqueness or local universal-
ity, which is an essential aspect of Gross and Wilson’s gluing construction
[11]. The analogy with K. Wilson’s philosophy of effective quantum field
theory will be further explained in Section 3.10.
The analysis of the blow up limits reveals the cause d’etre of the Ooguri-Vafa
metric. Recall the Taub-NUT metrics arise in a 1-parameter family, which are re-
lated by the scaling symmetry. The Ooguri-Vafa metric is obtained conceptually
by gluing the Taub-NUT metric to the constant solution. The periodicity
condition, which is a kind of integral lattice structure, breaks down the scaling
symmetry, and results in an intrinsic gluing parameter A. Another major effect
of the periodicity condition is the exponential decay of higher Fourier modes,
which works via spectral theory, and results in the semiflat asymptotic picture.
A notable feature in the Ooguri-Vafa metric is the appearance of the Green’s
function V . This is because we are perturbing from the constant solution,
and the first order correction to the flat ambient solution natually invovles har-
monic functions at least away from the singular locus. The precise nature of the
singularity of V is dictated by the topology, or more precisely the Chern class,
via the distributional equation.
These principles are sufficient to lead to the discovery of the Ooguri-Vafa metric.
While the exact linearity of the equation governing the Gibbons-Hawking ansatz in
complex dimension 2 is a fortunate simplifying feature, it does not appear essential
in our discussions above. A core idea in this paper is that essentially the same
principles dictate how to generalise the Ooguri-Vafa metric to dimension 3.
1.4. Synopsis of the new metrics
A central theme running through this paper is the strong analogy between
the Taub-NUT type metric on C3 and the Ooguri-Vafa type metrics on the posi-
tive/negative vertices (cf. Theorem 1.2, 1.3 and 1.4). The purpose of this Section is
to give a unified view on our strategy to produce these three types of new metrics,
which involves a geometric part concerning the construction of an ansatz, and an
analytic part concerning perturbing the ansatz into a Calabi-Yau metric. Many
aspects of these new metrics naturally generalise features of the Taub-NUT metric
(cf. Example 1.8) and the Ooguri-Vafa metric (cf. Section 1.3).
1.4.1. Geometric aspects. All three types of metric ansatzs are constructed
in the generalised Gibbons-Hawking framework, by perturbing from the con-
stant solution after incorporating topology. The constant solutions in Example
1.6 serve as zeroth order approximations to the metric ansatz, and can be thought
as scaling limits (cf. Section 1.3.3). Geometrically they describe a flat torus fibra-
tion fibred over a Euclidean base with distinguished coordinates related to moment
maps. The choice of this Euclidean metric is parametrised by a positive definite
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rank 2 real symmetric or Hermitian matrix, depending on the 3 cases. The princi-
pal difference between the Taub-NUT type metric on C3 and the Ooguri-Vafa type
metrics is that the bases in the latter cases have periodic directions.
In order to build in the Gross-Ruan-Joyce topology (cf. Section 1.1) we need
to make first order corrections to the constant solutions. Recall the generalised
Gibbons-Hawking construction involves three sets of equations:
● The integrability condition is responsible for the integrability of the
complex structure and the Ka¨hler condition.
● The distributional equation captures the topology and the discriminant
locus.
● The Calabi-Yau condition is the only nonlinear equation.
It is natural to impose that the first order corrections satisfy the linearised version
of these equations; in particular the linearisation of the Calabi-Yau condition gives
rise to harmonic functions. These linearised equations combine into a coupled
overdetermined system. Our method to solve this system is to first determine by
educated guess the singularities of the harmonic functions along the discriminant
locus, explicitly construct such harmonic functions usingGreen’s representation,
and then verify the other equations in the overdetermined system by means of Li-
ouville theorem type arguments. The first order corrections we obtain are canonical
(up to constants) under mild growth constraints. For the Taub-NUT type C3 case
the first order corrections admit elementary formulae. For the Ooguri-Vafa type
metrics on the vertices the first order corrections involve infinite series and Green
representation integrals, which are a priori divergent but become convergent after
subtracting logarithmically divergent terms, much like what happens already for
the Ooguri-Vafa metric.
We then extract various asymptotes of the first order ansatz. Transverse to
the discriminant locus, the leading asymptotes can be interpreted geometrically as
giving rise to Taub-NUT metrics; ultimately this is forced on us by the distribu-
tional equation coming from the topology. In the Ooguri-Vafa type situations, we
can also perform Fourier analysis in the periodic variables. Suitably away from
the discriminant locus, the zeroth Fourier mode is the dominant contribution, giv-
ing rise to a semiflat metric. The harmonicity condition implies that the higher
Fourier modes satisfy Helmholtz equations, thereby decay exponentially. An
additional problem in the Ooguri-Vafa type situations is that the metric ansatzs
are only positive definite on a bounded region, whereby metrically incomplete.
The strategy to identify the holomorphic structure is to produce holo-
morphic differentials with integral periods, in a manner similar to the Taub-NUT
metric and the Ooguri-Vafa metric (cf. Section 1.3.2). The functional equation sat-
isfied by the holomorphic functions allows us to identify the holomorphic volume
form. It should be emphasized that while topology is built a priori into the gener-
alised Gibbons-Hawking construction, the holomorphic structure is a nontrivial a
posteriori consequence.
The first order corrections are small perturbations suitably away from the dis-
criminant locus, but near the discriminant locus they are large compared to the
constant solution. This explains why the first order metric ansatz is approxi-
mately Calabi-Yau suitably away from the discriminant locus. In the suitable
weighted Ho¨lder norms this approximation continues to hold good near the dis-
criminant locus, except on small balls near the origin in the Taub-NUT type C3
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case and the positive vertex case. Geometrically this problem is caused by the 3
edges of D interacting strongly at their intersection point. The same problem does
not appear on the negative vertex because the discriminant locus S has no singular
point.
Our strategy trifurcates at this point. The small ball is a fully nonlinear region
in which linear approximation methods fail completely. In the case of the Taub-
NUT type metric on C3, we instead shift to the complex geometric perspective,
and solve the complex Monge-Ampe`re equation with prescribed asymptotes
at infinity. This is viable because the exterior of the small ball does admit an
approximately Calabi-Yau ansatz. The output is a Calabi-Yau metric on C3 whose
deviation from the first order ansatz satisfies an asymptotically good estimate.
The Ooguri-Vafa type metric on the positive vertex is best thought
as the periodic version of the Taub-NUT type metric on C3, and is obtained by
gluing the Taub-NUT type C3 to the first order ansatz on the positive vertex.
The periodicity condition breaks down the scaling symmetry of the Taub-NUT
type metrics, and instead results in the gluing picture, exactly analogous to the
relation between the Taub-NUT metric and the usual Ooguri-Vafa metric. The
nonlinear effect on the positive vertex is already fully present on the Taub-NUT
type C3. It is worth comparing with the topological prediction of Gross-Ruan (cf.
Section 1.1.3) where the neighbourhood of the origin is modelled on C3 with a T 2
fibration related to the Harvey-Lawson example 1.7. But for metric purposes we
need to use an exotic Calabi-Yau metric on C3, rather than the Euclidean C3.
The Ooguri-Vafa type metric on the negative vertex, on the other hand,
is constructed entirely perturbatively from the first order ansatz.
1.4.2. Analytic aspects. The analytic step is aimed at perturbing the first
order ansatz into a genuine Calabi-Yau metric, and the techniques involved overlap
substantially in all three cases.
A central issue, roughly put, is to produce a parametrix for the right inverse
to the Laplacian with accurate control on weighted Ho¨lder norm estimates. Some
of the main difficulties are:
● The first order corrected metric is multiscaled, namely it has very different
characteristic behaviours in different regions and at different length scales.
● The initial error decays slowly.
The core idea in our methodology is divide and conquer. We decompose the source
function according to its support. The contribution supported sufficiently away
from the discriminant locus is inverted approximately using the Euclidean Green
operator, reflecting the fact that the constant solution is the zeroth order approxi-
mation to the metric ansatz. Afterwards the source function is effectively supported
near the discriminant locus. We then use a Green operator adapted to the Taub-
NUT fibration near the discriminant locus to cure the remaining source.
We now turn to specifics. The 3 cases are arranged in pedagogical order, and
each case contains most difficulties of previous cases. As a general policy, detailed
proofs will be omitted if the main techniques appeared previously.
In the Taub-NUT type C3 case, the parametrix is used to improve the ap-
proximation to the Calabi-Yau condition asymptotically outside a compact region.
Once the decay of the approximation error is sufficiently fast, we can appeal to a
non-compact version of Yau’s solution to the Calabi conjecture, developed in H-J.
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Hein’s thesis [12], to turn the ansatz into a genuine Calabi-Yau metric with effective
estimates.
Here a difficulty caused by the slow decay of error is that the inverse of the
Laplacian is not well behaved in the weighted Ho¨lder spaces. Instead it is preferable
to work with the zeroth order operator ∇2∆−1, which controls how to correct a
Ka¨hler metric for a given amount of volume form error. The advantage is that this
operator maps between function spaces with the same Ho¨lder weights, the operator
norm is not affected by rescaling the metric, and crucially the Schwartz kernel has
two extra order of decay compared to ∆−1.
In the positive vertex case, the main new difficulty is to prove exponential
decay of higher Fourier modes. This comes down to mapping properties of the
periodic Euclidean Green operator, ultimately thanks to the exponential decay of
the higher Fourier modes of the periodic Newtonian potential.
The second new difficulty is that that the volume form error does not decay, and
in fact grows logarithmically at large distance, causing problem for perturbation
theory over an exponentially long region. The strategy is to first correct the error
inside the generic region in the generalised Gibbons-Hawking framework, using
the periodic Green operator. We then switch to the complex geometric viewpoint
and solve the complex Monge-Ampe`re equation perturbatively, which avoids the
difficulty of the generalised Gibbons-Hawking equation near the discriminant locus.
The third new difficulty comes from metric incompleteness : the Laplacian has
no good mapping property in the na¨ıve weighted Ho¨lder spaces. In our approach,
this means the parametrix is only defined on compactly supported sources, but the
outputs are generally not compactly supported. A formal trick called extension
norms [27] effectively allows us to assume the source is compactly supported. This
circumvents the need to impose a non-canonical boundary condition.
In the negative vertex case, the main new difficulty comes from the curved
nature of the discriminant locus S, making it harder to produce a parametrix near
S. A closely related issue is that there is no obvious a priori choice of smooth
topology such that the first order metric ansatz is smooth along S. These problems
force us to work in weighted Ho¨lder spaces with low regularity, in which it makes
no sense to speak of an arbitrarily high order of differentiability. Crucially there
is enough regularity to make the Laplacian well defined. The smooth topology
emerges a posteriori only after solving the complex Monge-Ampe`re equation. The
solution itself defines a complex structure, hence induces a smooth topology, and
the compatibility of the metric with this smooth topology is a consequence of the
well known regularity theory for complex Monge-Ampe`re equation.
1.4.3. Outlook: towards the SYZ conjecture. We now explain how this
paper fits into a program to prove the metric version of the SYZ conjecture for
Calabi-Yau 3-folds (cf. Conjecture 1.1). This program runs as follows:
(1) Produce the metric models on the positive and negative vertices.
(2) The metric structure near the edges in the Gross-Ruan picture are ex-
pected to be modelled on a fibration by Ooguri-Vafa metrics. The problem
is that Ooguri-Vafa metrics transverse to the edge depend on a moduli pa-
rameter which can vary along the edge, possibly governed by an adiabatic
equation.
(3) The SYZ base B as an affine manifold with singularity along a triva-
lent graph, can be produced from algebraic geometry in some degree of
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generality [32][16]. The central problem is then to solve the real Monge-
Ampe`re equation with some prescribed singularities along the triva-
lent graph. This would allow us to produce a semiflat metric which models
the generic region of the SYZ fibration.
(4) One then glues together the metric models in various regions to obtain
the global Calabi-Yau metric on the Calabi-Yau 3-fold, similar to Gross
and Wilson’s work on K3 surfaces [11]. Some Fourier analysis is needed
to prove exponential decay estimates for deviation from the semiflat
metric.
(5) The existence of the SYZ fibration in the generic region is expected to
be a straightforward consequence of the gluing construction. To produce
the SYZ fibration near the trivalent graph, one needs to produce models
for singular SYZ fibrations on the metric models, and set up a Fredholm
deformation theory to ensure the SYZ fibration persists when the metric
deforms.
The principal contribution of this paper is to carry out Step (1), and our linear
analysis is likely to be useful in Step (4). Some informal digressions in this paper
go some way towards addressing difficulties in the other Steps:
In Step (3), the singularity of the real Monge-Ampe`re equation near the triva-
lent graph in B should match up with the asymptotic behaviour of the metric mod-
els around the trivalent graph, in order to enable the gluing construction in Step (4).
This requires understanding how the Ooguri-Vafa type metrics on the vertices tran-
sition into the generic region of the SYZ fibration. We propose a mechanism called
running coupling for this transition to take place over an exponentially long neck
region (cf. Section 3.10 and 4.13). Starting from the observation that Ooguri-Vafa
type metrics naturally arise in a family parametrised by some positive definite rank
2 matrices referred to as coupling constants, we argue semi-heuristically that these
coupling constants drift slowly as the logarithmic scale increases, governed by an
ODE called the renormalistion flow equation which can be solved exactly.
The behaviour of the special Lagrangian fibrations is discussed in Corollary
2.29, Corollary 3.35 and Section 4.12. In both the Taub-NUT type C3 case and
the positive vertex case, the T 2-symmetry provides two symplectic moment coor-
dinates and another real coordinate Im(η), which define a map to R3 whose fibres
are T 2-invariant special Lagrangians with phase zero. However, Joyce’s critique
suggests the singularity structure of this SYZ fibration is not stable under metric
perturbation.
In the negative vertex case (cf. Section 4.12), there is a homological con-
straint for the SYZ fibration to exist, namely the Hermitian matrix apq¯ needs to
be symmetric. When this constraint holds, we outline a speculative description of
a U(1)-invariant SYZ fibration on the model metric, and explain how it fits with
Joyce’s work on U(1)-invariant special Lagrangians. The case where this constraint
does not hold is possibly relevant for metric degenerations outside the scope of the
SYZ conjecture.
CHAPTER 2
Taub-NUT Type Metrics on C3
In this Chapter we will construct via the generalised Gibbons-Hawking ansatz
a 3-parameter family of new complete Calabi-Yau metrics on C3 equipped with
the usual holomorphic volume form, which can be thought as the analogue of the
Taub-NUT metric in complex dimension 3. This metric is symmetric under the
diagonal T 2-action,
eiθ1 ⋅ (z0, z1, z2) = (e−iθ1z0, eiθ1z1, z2), eiθ2 ⋅ (z0, z1, z2) = (e−iθ2z0, z1, eiθ2z2),
and its tangent cone at infinity is the flat Euclidean space of dimension 4. On most
part of the manifold C3 the metric is approximated by the constant solution (cf.
Example 1.6). Near the locus where the T 2-fibres degenerate and sufficiently far
from the origin, the metric is locally modelled on a Taub-NUT fibration.
The basic method is to construct an approximate metric near infinity and then
use a modification of the analytic package of H-J. Hein [12] to construct the global
Calabi-Yau metric. It requires sufficient understanding of the Green operator to
correct the error terms near infinity. This method has a very similar flavour to the
recent papers [18][27][3] which construct new Calabi-Yau metrics on Cn starting
from a holomorphic fibration structure (cf. Section 2.11).
The organisation is as follows. Section 2.1 introduces the first order ansatz,
which prescribes the asymptote at infinity. Section 2.2 and 2.3 interprets the con-
struction geometrically in terms of local models. Section 2.4 identifies the holomor-
phic structure by proving the functional equation, and Section 2.5 explains how
algebraicity arises from the ring of holomorphic functions with controlled growth.
Section 2.6 mollifies the Ka¨hler metric and the moment map in a compact region
to ensure smoothness, and gives estimates on the initial volume form error. These
Sections are written with an overall geometric orientation.
The next few Sections are devoted to analysis. Section 2.7 explains the key
points in Hein’s analytic packages. Section 2.8 develops the mapping property of
the Green operator in weighted Ho¨lder spaces, by a decomposition and patching
strategy. This linear analysis is utilized to correct the volume form error asymp-
totically, leading to the main existence result in Section 2.9, where we also discuss
salient geometric features such as the tangent cone at infinity, the decay property
of the Riemannian curvature, and the special Lagrangian fibration. In Section 2.10
we prove uniqueness within some asymptotic classes defined by decay conditions,
using ideas of Conlon and Hein [2]. This enables us to determine the moduli of our
construction.
The last Section 2.11 is a panoramic view on exotic complete Calabi-Yau metrics
on Cn for n ≥ 3, and advocates for the potential of future research in this area.
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2.1. First order asymptotic metric near infinity
We plan to construct an approximate Calabi-Yau metric using the generalised
Gibbons-Hawking ansatz, on a singular T 2-bundle M over (the complement of
a compact subset of) the real 4-dimensional base R2µ1,µ2 ×Cη, whose discriminant
locus is
D =D1 ∪D2 ∪D3 ∪ {0} = {µ1 = 0, µ2 > 0} ∪ {µ2 = 0, µ1 > 0} ∪ {µ1 = µ2 < 0} ∪ {0}
⊂ R2µ1,µ2 × {0} ⊂ R2µ1,µ2 ×Cη ≃ R4.
(2.1)
The topological situation is the same as in the Harvey-Lawson Example 1.7 in
complex dimension 3. Our primary concern is that this metric should be approxi-
mately Calabi-Yau near spatial infinity, while on a compact set this approximation
is allowed to fail.
The basic heuristic idea is to perturb the constant solution (cf. Example
1.6) in a way which incorporates the topology. The information in the constant
solution is contained in the base metric
ga = aijdµi ⊗ dµj +A∣dη∣2,
where (aij) is a real symmetric positive definite 2 × 2 matrix with inverse matrix(aij), and A = deta. The matrix aij describes the asymptotic metric on the T 2-
fibres. The associated volume measure is
dVola = A3/2dµ1 ∧ dµ2 ∧ dReη ∧ dImη.
Now in terms of the local potential Φ the Calabi-Yau condition (1.9) reads
det( ∂2Φ
∂µi∂µj
) = −4 ∂2Φ
∂η∂η¯
,
whose linearised equation at the constant solution is the Laplace equation
∆aφ = aij ∂
2φ
∂µi∂µj
+ 4A−1 ∂
2φ
∂η∂η¯
= 0.
Here ∆a is unsurprisingly the Laplacian of ga. This suggests that at least away from
the discriminant locus, the first order correction to V ij and W from the constant
solution
(2.2) vij = ∂
2φ
∂µi∂µj
, w = −4 ∂
2φ
∂η∂η¯
ought to be given by ∆a-harmonic functions,
(2.3) ∆av
ij = 0, ∆aw = 0, Aaijvij = w.
To incorporate the topology we need to recall the distributional equation (1.16)
on V ij and W . Since vij and w are linearisations, it makes sense to require the
equation on currents
(2.4)
√
−1
4π
( ∂2w
∂µi∂µj
+ 4
∂2vij
∂η∂η¯
)dµi∧dη∧dη¯⊗ej =D1⊗e1−D2⊗e2+D3⊗(e2−e1).
The task is to find a compatible solution to (2.2)(2.3)(2.4). Notice that vij and
w are global quantities while φ is only local. We view vij and w as the unknown
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functions in this system of equations, and the existence of a local φ solving (2.2) is
equivalent to some integrability conditions on vij and w away from D,
(2.5)
∂v11
∂µ2
= ∂v
12
∂µ1
,
∂v22
∂µ1
= ∂v
21
∂µ2
,
and
∂2w
∂µi∂µj
= −4∂
2vij
∂η∂η¯
.
Remark 2.1. (Informal discussion on singularity) The vij and w should have
very specific singularities along D1, D2, D3. Let us focus on what happens around
D1. The delta forcing term appears in the component of (2.4) as√
−1
4π
( ∂2w
∂µ1∂µ1
+ 4
∂2v11
∂η∂η¯
)dµ1 ∧ dη ∧ dη¯ =D1.
If we denote the Lebesgue measure f ↦ ∫D1 fdµ2 as ∫D1 dµ2, we may rewrite this
equation as
1
2π
( ∂2w
∂µ1∂µ1
+ 4
∂2v11
∂η∂η¯
)dµ1 ∧ dµ2 ∧ dReη ∧ dImη = −∫
D1
dµ2.
Since v12, v22 do not see the forcing term, our best guess is that they are smooth
along D1. Then modulo smooth terms w ∼ Aa11v11 = a22v11 along D1, from which
the distributional equation gives the singularity structure along D1:
v11 ∼ 1
2
√
µ21 + a22∣η∣2 , w ∼ a222√µ21 + a22∣η∣2 .
The following base metric encoding the Gibbons-Hawking data has the singularity
structure along D1
ga + v
ijdµidµj +w∣dη∣2 ∼ ga + 1
2
√
µ21 + a22∣η∣2 (dµ21 + a22∣dη∣2)
=( 1
2
√
µ21 + a22∣η∣2 + Aa22 )(dµ21 + a22∣dη∣2) + a22(d(µ2 + a12a22µ1))2
from which we recognize the Taub-NUT metric appearing in directions transverse
to D1. See Section 2.3 for further details.
We now move on to a more formal construction.
Lemma 2.1. The functions
(2.6)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
α1(µ1, µ2, η) = 1
2
√
µ2
1
+a22 ∣η∣2 { 12 + 1π arctan( a22µ2+a12µ1√A√µ21+a22∣η∣2 )},
α2(µ1, µ2, η) = 1
2
√
µ2
2
+a11 ∣η∣2 { 12 + 1π arctan( a11µ1+a12µ2√A√µ22+a11∣η∣2 )},
α3(µ1, µ2, η) = 1
2
√(µ1−µ2)2+(a11+2a12+a22)∣η∣2{ 1
2
+ 1
π
arctan( −a11µ1−a12µ2−a21µ1−a22µ2√
A
√(µ1−µ2)2+(a11+a12+a21+a22)∣η∣2 )}
satisfy the equations on measures
(2.7)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(∆aα1)dVola = −2π√A ∫D1 dµ2,(∆aα2)dVola = −2π√A ∫D2 dµ1,(∆aα3)dVola = 2π√A ∫D3 dµ1
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where the RHS are signed measures supported on D1,D2,D3. Morever,
(2.8)
∂α1
∂µ2
= ∂α2
∂µ1
= (− ∂
∂µ1
−
∂
∂µ2
)α3 = √A
2π∣µ⃗∣2a .
The singularity of αi occurs along Di and modulo smooth terms looks like⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
α1 ∼ 1
2
√
µ2
1
+a22∣η∣2 ,
α2 ∼ 1
2
√
µ2
2
+a11∣η∣2 ,
α3 ∼ 1
2
√(µ1−µ2)2+(a11+2a12+a22)∣η∣2 .
Proof. We denote µ⃗ = (µ1, µ2, η) and ∣µ⃗∣a = √aijµiµj +A∣η∣2. The Green
representation
−1
4π2 ∫
∞
0
1∣µ⃗ − (0, s,0)∣2a ds
= −1
4π2
∫
∞
0
1
a11µ
2
1 − 2a12µ1(s − µ2) + a22(s − µ2)2 +A∣η∣2 ds
= −1
4π2
∫
∞
−µ2
1
a11µ
2
1 − 2a12µ1s + a22s
2 +A∣η∣2 ds
=−1
4π
1√
A
1√
µ21 + a22∣η∣2 {12 + 1π arctan( a22µ2 + a12µ1√A√µ21 + a22∣η∣2 )}
= −1
2π
√
A
α1
shows the equality of the two measures
(∆aα1)dVola = −2π√A∫
D1
dµ2,
and it is easy to check from this integral calculation
∂α1
∂µ2
=
√
A
2π∣µ⃗∣2a .
To see the singularity structure near D1 = {µ1 = 0, η = 0, µ2 > 0} explicitly, we can
write
α1 = 1
2
√
µ21 + a22∣η∣2 {1 − 1π arctan(
√
A
√
µ21 + a22∣η∣2
a22µ2 + a12µ1
)},
and Taylor expand the arctan function.
The situations of α2, α3 are similar. A fast way to derive them by analogy is
to remember that ∂
∂µ2
, ∂
∂µ1
,− ∂
∂µ1
− ∂
∂µ2
are the directional vectors along D1,D2,D3,
and notice
ι ∂
∂µ2
ga = d(a12µ1 + a22µ2), ga( ∂
∂µ2
,
∂
∂µ2
) = a22.

Proposition 2.2. (First order linearised solution) The equations defining
vij and w
(2.9) v11 = α1 + α3, v12 = v21 = −α3, v22 = α2 + α3, w = Aaijvij
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or equivalently
vijdµi ⊗ dµj = α1dµ21 + α2dµ22 + α3(d(µ1 − µ2))2, w = Aaijvij
provide a solution to the integrability condition (2.2) and the harmonicity condition
(2.3) away from D, which also satisfies the distributional equation (2.4) globally.
Proof. The ∆a-harmonicity away from D follows from (2.7). To see the dis-
tributional equation (2.4), it suffices to notice that both sides are ∆a-harmonic
away from D, and the singularities along D match up by construction.
The integrability condition (2.5) is equivalent to (2.8). Together with the dis-
tributional equation this implies the local existence of the potential required by
(2.2). 
Remark 2.2. A Liouville theorem argument shows that the solution vij and
w to the linear system of equation (2.2)(2.3)(2.4) is unique, in the sense that if
another solution differs from it by functions with some power law decay at infinity,
then the two solutions agree. The key point is to analyse the difference of the
two solutions, and observe that now there is no forcing term in the distributional
equation, so the ∆a-harmonicity extend across the discriminant locus.
Now we define theKa¨hler ansatz (g(1), ω(1), J,Ω) via the generalised Gibbons-
Hawking construction, using the functions
V
ij
(1) = aij + vij , W(1) = A +w.
Here the script (1) signifies first order approximation. The complex structure and
the holomorphic volume form are not scripted because they turn out to agree with
the standard structures on C3 and will not be corrected in a later stage. Notice
that the positive definite condition on V ij is implied by αi ≥ 0, i = 1,2,3, which can
be checked from the explicit formula. A grain of salt is that there is no a priori
guarantee that the metric is smooth over the discriminant locus, a problem we shall
take up in Section 2.3.
Let us examine the approximation to the Calabi-Yau condition. This is mea-
sured by the volume form error function
(2.10) E(1) = W(1)
det(V ij(1)) − 1 = A +wA +Aaijvij + det(vij) − 1 = − det(v
ij)
A +w + det(vij) ,
where det(vij) = α1α2+α1α3+α2α3 and w = a22α1+a11α2+(a11+a22+2a12)α3. We
denote ∣µ⃗∣a = √aijµiµj +A∣η∣2. Near spatial infinity E(1) = O( 1A1/2 ∣µ∣2a ) sufficiently
far away from the discriminant locus, and E(1) = O( 1
A1/4∣µ∣a ) near the discriminant
locus. However in standard analytic packages [12] which construct Calabi-Yau
metrics from asymptotic approximate solutions, it is essential to have faster than
quadratic volume error decay rate, which is not satisfied by our ansatz, so this error
must first be corrected. This issue will be explained more amply in Section 2.7.
Now we comment on the symmetry of the ansatz. Apart from the T 2-
symmetry from the construction, there is an additional U(1)-symmetry for the
Ka¨hler metric commuting with the T 2-action:
µi ↦ µi, η ↦ eiθη.
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However, the holomorphic volume form will be rotated by a phase angle under
this action. This may be compared to the Taub-NUT metric, which has an SO(3)-
symmetry acting on the base. Our ansatz has less continuous symmetry because the
base contains a distinguished trivalent graph, which is a new higher dimensional
phenomenon. Another analogy to draw from this comparison is that when the
Taub-NUT metric glues into the Ooguri-Vafa metric, these additional symmetries
are broken, and the same phenomenon shall happen when we construct the Ooguri-
Vafa type metrics on the positive vertex. This is because the Ooguri-Vafa type
metrics involve an extra periodicity condition on η which is not compatible with
rotation; an alternative viewpoint is that the special Lagrangian fibration selects
out a preferred phase angle.
In some special cases there can be some discrete symmetries from permuting
the 3 edges of the trivalent graph. The most symmetric situation is where
aijdµidµj ∝ (dµ1)2 + (dµ2)2 + (d(µ1 − µ2))2,
or equivalently [a11 a12
a21 a22
]∝ [ 2 −1
−1 2
]
This choice of parameters has a special significance in the theory.
Morever, the family of ansatzs have a scaling symmetry which will be fun-
damental when we construct the Ooguri-Vafa type metrics later. This symmetry is
prescribed by (1.17). In our concrete construction, this means replacing
aij ↦ Λaij , A↦ Λ2A.
The region near (µ1, µ2, η) in the (aij)-ansatz correspond to the region near the
point (Λ−1µ1,Λ−1µ2,Λ−1.5η) in the (Λaij)-ansatz. For example, a useful scaling-
invariant quantity is A1/4∣µ⃗∣a :(Λ2A)1/4√(Λaij)(Λ−1µi)(Λ−1µj) + (Λ2A)∣Λ−1.5η∣2 = A1/4∣µ⃗∣a.
It defines the approximation scale A1/4∣µ⃗∣a ≳ 1, namely the region where the
ansatz is approximately Calabi-Yau. Another scaling-invariant quantity is A1/4ℓ
where ℓ = A−1/4 + distga(⋅,D). The scaling symmetry enables us to easily extract
information about the (Λaij)-ansatz by analysing the (aij)-ansatz, which is very
useful for analytical questions.
Remark 2.3. The constants appearing in this Chapter depend only on Ho¨lder
exponents and the following uniform ellipticity bound on aij :
C−1δij ≤ aij ≤ Cδij .
The scaling argument can then be used to relax the uniform ellipticity to
(2.11) C−1A1/2δij ≤ aij ≤ CA1/2δij .
In strategic places we will in fact track down the A-dependence as well.
2.2. Metric behaviour away from the discriminant locus
This Section uses weighted Ho¨lder norms to quantify the idea that sufficiently
away from the discriminant locus the metric g(1) is approximated by the constant
solution.
2.2. METRIC BEHAVIOUR AWAY FROM THE DISCRIMINANT LOCUS 29
Given a large number C1 ≫ 1, we consider M over the base region
(2.12)
⎧⎪⎪⎨⎪⎪⎩A
1/4∣µ⃗∣a ≥ C1,∣µ⃗∣a ≤ 2C1ℓ,
meaning that the region is far from the origin, and the ga-distance to D is compa-
rable to the ga-distance to the origin. Topologically the base region is obtained by
removing the apex from a cone over a thrice-punctured 3-sphere. The A-dependence
is inserted for convenience when we analyse the scaling behaviours.
The flat model metric is simply constructed by applying the generalised
Gibbons-Hawking ansatz to V ij
flat
= aij and Wflat = A:
gflat = aijdµidµj +A∣dη∣2 + aijϑflati ϑflatj ,
where ϑflati for i = 1,2 are flat connections. Likewise we define ωflat and Ωflat. A
subtlety is that gflat cannot model g
(1) globally over the region defined by (2.12),
because the Chern class of the T 2-bundle for g(1) evaluates nontrivially on the S2
cycles wrapping the 3 puncture points in S3, which obstructs the flat connection
ϑflati . It is thence understood that we are comparing the model metric with g
(1)
over a finite number of contractible conical subregions which cover (2.12).
The deviation of V ij from aij is measured by α1, α2, α3. To estimate these
quantities over these regions we introduce some weighted Ho¨lder norms associ-
ated to the reference metrics gflat. For any T
2-invariant tensor field T defined over
the region, we define the normalised Ho¨lder seminorm
[T ]α = sup
p
∣µ⃗∣αa ⋅ sup∣p−p′∣a< 110 ℓ ∣T (p)− T (p
′)∣
dflat(p, p′)α
where we compare T (p) and T (p′) using parallel transport along minimal geodesics.
The weighted norm of T is then defined by
∥T ∥
C
k,α
τ′
= A−τ ′/4
k
∑
j=0
∥∣µ⃗∣−τ ′+ja ∇jT ∥
L∞
+A−τ ′/4[∣µ⃗∣−τ ′+ka ∇kT ]α.
An estimate in this norm is thought as the higher order version of ∣T ∣ = O(Aτ ′/4∣µ⃗∣τ ′a ).
Lemma 2.3. Over each of the finitely many contractible conical subregions∥αi∥Ck,α−1 ≤ CA1/2.
Proof. The absolute value estimate ∣αi∣ ≤ CA1/4∣µ⃗∣a is clear from the explicit
defining formula. The higher order estimates use that ∆aαi = 0 holds over a ga-ball
of radius comparable to ∣µ⃗∣a. 
Next we estimate the deviation of ϑi from ϑ
flat
i . Since gauge equivalent choices
of ϑi give rise to the same Ka¨hler structure (g(1), ω(1), J,Ω) up to holomorphic
isometry, we may make any convenient gauge choice. The defining condition on
ϑi is
dϑi =
√
−1
⎛⎝12 ∂W(1)∂µi dη ∧ dη¯ + ∂V
ij
(1)
∂η
dµj ∧ dη −
∂V
ij
(1)
∂η¯
dµj ∧ dη¯
⎞⎠ ,
and dϑflati = 0. Thus ∥d(ϑi − ϑflati )∥Ck,α−2 ≤ CA1/2 using the higher derivative esti-
mates on αi. Using the d-Poincare´ lemma, we can find a gauge fixed choice of the
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1-form ϑi − ϑ
flat
i such that ∥ϑi − ϑflati ∥Ck,α−1 ≤ CA1/4. Combining these discussions,
and noticing ∣dµi∣ ≤ CA−1/4, ∣dη∣ ≤ CA−1/2, we obtain
Corollary 2.4. Over each of the finitely many contractible conical subregions,
after suitable gauge fixing, we have the deviation estimates∥g(1) − gflat∥Ck,α−1 ≤ C, ∥ω(1) − ωflat∥Ck,α−1 ≤ C, ∥Ω −Ωflat∥Ck,α−1 ≤ C.
Morever the volume form error function E(1) satisfies ∥E(1)∥
C
k,α
−2
≤ C, namely the
higher order version of quadratic decay estimate.
2.3. Structure near discriminant locus
We now study the metric near the discriminant locus but sufficiently far from
the origin, which turns out to be locally modelled on a fibration by Taub-NUT
metrics over a flat cylinder. A subtlety is that the smooth topology along Di is
not a priori prescribed, and needs to be elucidated first.
We focus on the neighbourhood ofD1 far from the origin, where α1 ∼ 1
2
√
µ2
1
+a22 ∣η∣2
and α2, α3 are smooth. To leading order
V(1) ∼ VTaub =
⎡⎢⎢⎢⎢⎣
1
2
√
µ2
1
+a22 ∣η∣2 + a11 a12
a21 a22
⎤⎥⎥⎥⎥⎦ ,W(1) ∼WTaub = A + a222√µ21 + a22∣η∣2 .
The inverse matrix is
V −1(1) ∼ V −1Taub = (A + a22
2
√
µ21 + a22∣η∣2 )−1
⎡⎢⎢⎢⎢⎣
a22 −a21
−a12
1
2
√
µ2
1
+a22 ∣η∣2 + a11
⎤⎥⎥⎥⎥⎦ .
Now if we apply the generalised Gibbons-Hawking ansatz to VTaub and WTaub, we
obtain a model metric
gTaub = V ijTaubdµidµj +WTaub∣dη∣2 + (V −1Taub)ijϑ′iϑ′j
where ϑ′1, ϑ′2 are the connections. As dϑ′2 = 0 we may write ϑ′2 = dθ′2. Rewriting the
model metric,
gTaub = ( 1
2
√
µ21 + a22∣η∣2 + Aa22 )(dµ21 + a22∣dη∣2) + a22(d(µ2 + a12a22µ1))2
+( 1
2
√
µ21 + a22∣η∣2 + Aa22 )−1(ϑ′1 − a12a22 dθ′2)2 + 1a22 (dθ′2)2.
(2.13)
Notice the dual basis for {ϑ′1 − a12a22 dθ′2, ϑ′2} is given by { ∂∂θ1 , ∂∂θ2 + a12a22 ∂∂θ1 }, which
corresponds to the moment coordinates µ1 and µ2 +
a12
a22
µ1.
The variables µ2 +
a12
a22
µ1 and θ
′
2 define a cylinder R × S
1. Translations in
these variables are isometries of the model space. The model space fibres over this
cylinder, and restricted to each fibre the metric is recognized as the Taub-NUT
metric with parameter A
a22
. The fibration is not always a metric product, because
for the generators ∂
∂θ1
and ∂
∂θ2
+
a12
a22
∂
∂θ1
to give rise to an integral basis of H1(T 2) we
need a12
a22
to be an integer. On the universal cover the metric becomes the product
of Taub-NUT metric with the flat R2, as θ2 becomes a real variable instead of a
circle variable. In particular the universal cover is topologically C2 ×R2, and the
model space is a discrete Z-quotient of C2 ×R2, so inherits a smooth topology.
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The Riemannian curvature on the model metric is bounded but does not decay
as we move to infinity along D1.
Remark 2.4. We wish to amplify the idea that the smooth topology of the
S1-fibration map is subtle. Given a T 2-fibration M → B say, the T 2-invariant
smooth functions on M descend into a sheaf of functions on the base, sitting be-
tween the sheaf of smooth functions on B and the sheaf of continuous functions
on B. An example of such a function on our model space is √µ21 + a22∣η∣2. Had
we chosen a different a22 to begin with, this sheaf would be different. This means
assigning a smooth topology on the compactification of a torus bundle across the
discriminant locus, is a problem which involves extra data. In general this sheaf
depends on functions along Di, so carries an infinite amount of information, and
is therefore expected to be unstable under deformation. This subtlety is related to
Joyce’s observation that special Lagrangian fibrations can fail to be given by smooth
maps ( cf. review Section 1.1.5 and Section 4.12).
Our next goal is to quantify the idea that the model gTaub is a good approx-
imation to the metric ansatz g(1). We view both metrics as defined on the same
smooth manifold, fibred over the region
(2.14) ∣µ⃗∣a ≥ C1A−1/4, ∣µ⃗∣a ≥ C1distga(⋅,D1)
where C1 is a large number as in Section 2.2. In this region the ga-distance to
D2,D3 are both O(∣µ⃗∣a), and distga(⋅,D1) is comparable to A1/4√µ21 + a22∣η∣2, so
ℓ = A−1/4 + distga(⋅,D) ∼ A−1/4 +A1/4√µ21 + a22∣η∣2.
We introduce some weighted Ho¨lder norms associated to the reference met-
ric gTaub. The regularity scale of gTaub is comparable to ℓ. For any T
2-invariant
tensor field T over the region (2.14) , define the normalised Ho¨lder seminorm
[T ]α = sup
p
ℓ(p)α ⋅ sup
p′∈BgTaub(p,ℓ/10)
∣T (p) − T (p′)∣
dTaub(p, p′)α
where we compare T (p) and T (p′) using parallel transport along minimal geodesics.
The weighted norm of T is then defined by
∥T ∥
C
k,α
δ,τ
= A−δ/4−τ/4
k
∑
j=0
∥ℓ−δ+j ∣µ⃗∣−τa ∇jT ∥L∞ +A−δ/4−τ/4[ℓ−δ+k ∣µ⃗∣−τa ∇kT ]α.
An estimate in this norm can be thought as the higher order version of ∣T ∣ =
O(Aτ/4+δ/4ℓδ ∣µ⃗∣τa). Similar weighted Ho¨lder norms are defined in the neighbourhood
of D2 and D3.
The deviation between V ij
Taub
and V ij(1) near D1 is measured by the functions
α1 −
1
2
√
µ2
1
+a22 ∣η∣2 , α2 and α3.
Lemma 2.5. In the above region (2.14) near D1,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∥α2∥Ck,α
0,−1
≤ CA1/2,∥α3∥Ck,α
0,−1
≤ CA1/2,
∥α1 − 1
2
√
µ2
1
+a22∣η∣2 ∥
C
k,α
0,−1
≤ CA1/2.
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Consequently, if C1 is chosen to be large enough, then
∣V ij(1) − V ijTaub∣ ≤ CA1/4∣µ⃗∣a ≪ aij ≤ V ijTaub, ∣W(1) −WTaub∣ ≤ CA3/4∣µ⃗∣a ≪ A ≤WTaub.
Proof. The ∆a-harmonic function α2, α3 are both of order O(A1/4∣µ⃗∣a ). The
function
α1 −
1
2
√
µ21 + a22∣η∣2 = − 12π√µ21 + a22∣η∣2 arctan(
√
A
√
µ21 + a22∣η∣2
a22µ2 + a12µ1
)
is also ∆a-harmonic, and by the Taylor expansion of arctan is seen to be O(A1/4∣µ⃗∣a )
as well. These functions are smooth on the base in the region (2.14) with regularity
scale O(∣µ⃗∣a). The ∆a-harmonicity takes care of all higher order estimates. 
Next we analyse the deviation between the connections ϑi and ϑ
′
i for i = 1,2,
corresponding to the ansatz g(1) and the model gTaub respectively. This involves
the same gauge fixing issue as in Section 2.2. The defining condition on ϑi is
dϑi =
√
−1
⎛⎝12 ∂W(1)∂µj dη ∧ dη¯ + ∂V
ij
(1)
∂η
dµi ∧ dη −
∂V
ij
(1)
∂η¯
dµi ∧ dη¯
⎞⎠ ,
and similarly for ϑ′i. Thus ∥d(ϑi − ϑ′i)∥C0,−2 ≤ CA1/2 using the higher derivative
estimates on V ij(1) − V
ij
Taub
etc. Using the d-Poincare´ lemma, we can find a gauge
fixed choice of the smooth 1-form ϑi−ϑ
′
i such that ∥ϑi − ϑ′i∥Ck,α
0,−1
≤ CA1/4. Combining
the above, and recalling ∣dµi∣ ≤ CA−1/4, ∣dη∣ ≤ CA−1/2, we obtain
Lemma 2.6. The Ka¨hler structure (g(1), ω(1), J,Ω) extends smoothly over
the region (2.14). The deviation from the model metric admits the estimates⎧⎪⎪⎪⎨⎪⎪⎪⎩
∥g(1) − gTaub∥Ck,α
0,−1
≤ C, ∥ω(1) − ωTaub∥Ck,α
0,−1
≤ C,∥J − JTaub∥Ck,α
0,−1
≤ C, ∥Ω −ΩTaub∥Ck,α
0,−1
≤ C.
In particular, if C1 is chosen large enough, then the magnitudes of the deviation∣g(1) − gTaub∣ ≪ 1, ∣ω(1) − ωTaub∣ ≪ 1, ∣Ω −ΩTaub∣ ≪ 1, ∣J − JTaub∣ ≪ 1.
The volume form error function E(1) satisfies∥E(1)∥
Ck,α−1,−1
≤ C.
Remark 2.5. The same arguments show that the Ka¨hler ansatz is smooth along
the entire D1, although the smooth topology is not yet defined at the origin; this
difficulty will later be resolved by shifting to the complex geometric viewpoint and
doing a surgery to the Ka¨hler ansatz.
Remark 2.6. The metric deviation estimate and the volume form error esti-
mate require A1/4∣µ⃗∣a ≳ 1. Heuristically we may think of the discriminant locus D
as the source of gravitating force, and for A1/4∣µ⃗∣ ≲ 1 the mutual interactions of
D1,D2,D3 become too strong, so the perturbative description breaks down.
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Remark 2.7. Over the subregion of (2.14) where ℓ ≥ 2A−1/4, namely outside
the curvature scale along D1, the model metric gTaub is itself locally approximated
by the flat model gflat ( cf. Section 2.2) over ga-balls of radius ∼ ℓ(x):∥gTaub − gflat∥Ck,α−1,0 ≤ C.
2.4. Complex geometric perspective
We now identify the complex structure on M with C3. Recall ζi =
V
ij
(1)dµj +
√
−1ϑi and formula (1.14) for their differentials. The main idea is to
produce holomorphic differentials by adjusting ζi. The reader can refer to the
Taub-NUT Example 1.8 for the warm up.
We define the functions βi(µ1, µ2, η) for i = 0,1,2,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
β1 = 2 lim(µ′
1
,µ′
1
−µ′
2
)→(+∞,+∞)∫
(µ1,µ2)
(µ′
1
,µ′
2
)
∂α1
∂η
(s1, s2, η)ds1 + ∂α3
∂η
(s1, s2, η)d(s1 − s2)
β2 = 2 lim(µ′
2
,µ′
2
−µ′
1
)→(+∞,+∞)∫
(µ1,µ2)
(µ′
1
,µ′
2
)
∂α2
∂η
(s1, s2, η)ds2 + ∂α3
∂η
(s1, s2, η)d(s2 − s1)
β0 = 2 lim(µ′
1
,µ′
2
)→(−∞,−∞)∫
(µ1,µ2)
(µ′
1
,µ′
2
) −
∂α1
∂η
(s1, s2, η)ds1 − ∂α2
∂η
(s1, s2, η)ds2.
In these improper integrals η is held fixed. Here the integrability condition (2.8)
ensures the integrands are closed differentials, so the integral is path independent.
We can take the limit in the definition of β1, because⎧⎪⎪⎨⎪⎪⎩
∂α1
∂η
= O( a22η¯(µ2
1
+a22 ∣η∣2)3/2 ), µ1 →∞,
∂α3
∂η
= O( (a11+2a12+a22)η¯((µ1−µ2)2+(a11+2a12+a22)∣η∣2)3/2 ), µ1 − µ2 →∞.
Likewise with β2, β0. The domain of definition of β1, β2, β0 are respectively R
2
µ1,µ2
×
Cη ∖ {η = 0, µ1 ≤ 0, µ1 ≤ µ2}, R2µ1,µ2 ×Cη ∖ {η = 0, µ2 ≤ 0, µ2 ≤ µ1}, and R2µ1,µ2 ×Cη ∖{η = 0, µ1 ≥ 0, µ2 ≥ 0}; the singularities in the integrands prevent us from defining
β0, β1, β2 globally.
Lemma 2.7. By construction⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂β1
∂µ1
= 2 ∂
∂η
(α1 + α3) = 2∂v11∂η , ∂β1∂µ2 = 2∂v12∂η ,
∂β2
∂µ1
= 2∂v21
∂η
, ∂β2
∂µ2
= 2∂v22
∂η
∂β0
∂µ1
= −2 ∂
∂η
(v11 + v21), ∂β0
∂µ2
= −2 ∂
∂η
(v12 + v22).
Morever,
∂β1
∂η¯
= −1
2
∂w
∂µ1
,
∂β2
∂η¯
= −1
2
∂w
∂µ2
,
∂β0
∂η¯
= 1
2
( ∂w
∂µ1
+
∂w
∂µ2
).
Therefore the type (1,0) forms
(2.15) ζ′1 = ζ1 + β1dη, ζ′2 = ζ2 + β2dη, ζ′0 = −ζ1 − ζ2 + β0dη
are closed, namely they are holomorphic differentials.
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Proof. The µ1, µ2 derivatives are clear. For the η¯ derivative, we can apply
the component form of the distributional equation (2.4) away from D, to see
∂β1
∂η¯
= 2 lim∫ ∂
2v11
∂η∂η¯
dµ1 +
∂2v12
∂η∂η¯
dµ2
= −1
2
lim∫ ∂
2w
∂µ1∂µ1
dµ1 +
∂2w
∂µ1∂µ2
dµ2 = −1
2
∂w
∂µ1
,
where in the last equality we compare the asymptotic values at infinity to show
there is no constant term depending on η. Likewise with β2, β0. 
Lemma 2.8. The sum β1 + β2 + β0 = 1η . Equivalently,
ζ′1 + ζ′2 + ζ′0 = d log η.
Proof. By Lemma 2.7 the sum β1 + β2 + β0 is independent of µ1, µ2. Given
η ≠ 0, we shall evaluate this sum at the limit point (µ1 → −∞, µ2 → −∞, µ1 − µ2 →
+∞). Then β0 has no contribution, while β1 contributes
2 lim
µ1−µ2→+∞∫
µ1=−∞
µ1=+∞,fix µ1 − µ2
∂α1
∂η
dµ1,
and β2 contributes
2 lim
µ1→−∞∫
µ2=−∞
µ2=+∞,fix µ1
∂α2
∂η
dµ2
plus
−2 lim
µ1→−∞∫
µ1−µ2=+∞
µ1−µ2=−∞,fix µ1
∂α3
∂η
d(µ1 − µ2).
Observe
lim
µ1→−∞,fix µ1 − µ2 α3(µ1, µ2, η) = 12√(µ1 − µ2)2 + (a11 + 2a12 + a22)∣η∣2 ,
lim
µ1→−∞,fix µ1 −µ2
∂α3
∂η
= −(a11 + 2a12 + a22)η¯
4((µ1 − µ2)2 + (a11 + 2a12 + a22)∣η∣2)3/2
Using Lebesgue dominated convergence theorem, the third integral contribution is
equal to (a11 + 2a12 + a22)η¯
2
∫
+∞
−∞
1(x2 + (a11 + 2a12 + a22)∣η∣2)3/2 dx = 1η .
The other two contributions are zero by similar arguments. 
Now we notice that the multivalued holomorphic functions
log zi = ∫ ζ′i, i = 0,1,2
have periods in 2π
√
−1Z, so the holomorphic functions z0, z1, z2 are well de-
fined on the domain of definition of β0, β1, β2 respectively. Appropriate choices of
multiplicative constants ensure the functional equation
(2.16) z0z1z2 = η,
which enable us to extend z0, z1, z2 over the complement of D when η = 0.
Lemma 2.9. The holomorphic functions z0, z1, z2 extend smoothly over Di ⊂
D ⊂ R2µ1,µ2 ×Cη. The function z0, z1, z2 vanish over D1 ∪D2, D1 ∪D3 and D2 ∪D3
respectively.
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Proof. We focus on the neighbourhood of D1. Modulo smooth terms
α1 ∼ 1
2
√
µ21 + a22∣η∣2 , ∂α1∂η ∼ − a22η¯4(µ21 + a22∣η∣2)3/2 ,
so by the integral definitions, along D1 the function β2 is non-singular, and
β1 ∼ −1
2η
( µ1√
µ21 + a22∣η∣2 − 1), β0 ∼ 1η − β1 = 12η ( µ1√µ21 + a22∣η∣2 + 1).
Now
d log ∣z1∣ = (a11 + v11)dµ1 + (a12 + v12)dµ2 +Re(β1dη)
∼ 1
2
√
µ21 + a22∣η∣2 dµ1 + 12(1 − µ1√µ21 + a22∣η∣2 )d log ∣η∣ + a11dµ1 + a12dµ2
= 1
2
d log ∣η∣ + 1
2
d sinh−1( µ1√
a22∣η∣ ) + d(a11µ1 + a12µ2),
hence up to multiplying by a smooth function
∣z1∣ ∼ const ⋅ ( µ1√
a22
+
¿ÁÁÀµ21 + a22∣η∣2
a22
)1/2ea11µ1+a12µ2 → 0
as the point moves to D1. Similarly
∣z0∣ ∼ const ⋅ (− µ1√
a22
+
¿ÁÁÀµ21 + a22∣η∣2
a22
)1/2e−a11µ1−a12µ2−a21µ1−a22µ2 → 0.
The function log z2 encounters no singularity along D1. These calculations guaran-
tee the continuous extension of the holomorphic functions z0, z1, z2 over D1. Since
the complex structure is compatible with the smooth topology by Section 2.3, these
holomorphic functions in fact extend smoothly along D1. We remark that what
happens in these calculations is essentially identical to the Taub-NUT metric near
the origin. 
Next we show continuous extension of z0, z1, z2 at the origin.
Lemma 2.10. The functions z0, z1, z2 tend to zero as (µ1, µ2, η) → 0.
Proof. To see the main ideas, let us focus on η = 0 and let µ1, µ2 → 0. By
construction d log ∣z1∣ = V 1j(1)dµj +Re(β1dη). Restricted to η = 0,
d log ∣z1∣ = (a11 +v11)dµ1 + (a11 +v12)dµ2 = d(a11µ1 +a12µ2)+α1dµ1 +α3d(µ1 −µ2),
hence ∣z1∣ = const ⋅ ea11µ1+a12µ2 exp(∫ (µ1,µ2) α1dµ1 + α3d(µ1 − µ2)) .
We need to show ∣z1∣→ 0 as µ1, µ2 → 0, namely ∫ α1dµ1 +α3d(µ1 −µ2) → −∞. Now
because α1, α3 are positive, this integral viewed as a function of µ1 and µ1−µ2 is an
increasing functions of both variables, so it suffices to show this integral decreases
to −∞ as (µ1, µ2)→ 0 along the ray D2:
∫ α1dµ1 + α3d(µ1 − µ2) = log ∣µ1∣{12 + 12π arctan( a12√A) + 12π arctan(−a11 − a12√A )}
= log ∣µ1∣{1
4
+
1
2π
arctan(a12 + a22√
A
)}→ −∞,
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where the first equality uses that the arctan functions are constant on the ray D2,
and the second equality is an elementary trignometric identity.
In the more general case of η ≠ 0 the arctan factor would no longer be exactly
constant, but one can still make ∣z1∣ arbitrarily small for sufficiently small ∣η∣, µ1, µ2.
The cases of z0 and z2 are completely analogous. 
We have defined a holomorphic map from M ∖ {0} to C3z0,z1,z2 ∖ {0}, which
extends to a continuous map M → C3.
Proposition 2.11. The map M ∖{0}→ C3z0,z1,z2 ∖{0} is a biholomorphism.
The T 2-action on the holomorphic functions is identified as
eiθ1 ⋅ (z0, z1, z2) = (e−iθ1z0, eiθ1z1, z2), eiθ2 ⋅ (z0, z1, z2) = (e−iθ2z0, z1, eiθ2z2).
The holomorphic volume form Ω = −dz0∧dz1 ∧dz2. Henceforth we identify M
with C3.
Proof. To identify the T 2-action we examine the Hamiltonian vector field
action. Recall that { ∂
∂θi
}i=1,2 is dual to the connection {ϑi}i=1,2. We compute
L ∂
∂θ1
zi = dzi( ∂
∂θ1
) = ziζ′i( ∂
∂θ1
),
in particular
L ∂
∂θ1
z1 = z1
√
−1ϑ1( ∂
∂θ1
) =√−1z1, L ∂
∂θ1
z0 = −
√
−1z0, L ∂
∂θ1
z2 = 0,
from which the first circle action is clear. Likewise with the second circle action.
The holomorphic (3,0)-form Ω is uniquely determined by the condition that
Ω( ∂
∂θ1
, ∂
∂θ2
, ⋅) = dη. But
−dz0 ∧ dz1 ∧ dz2( ∂
∂θ1
,
∂
∂θ2
, ⋅) = z0z1dz2 + z1z2dz0 + z0z2dz1 = dη
where in the last step we used the functional equation z0z1z2 = η. This shows
Ω = −dz0 ∧dz1 ∧dz2. In particular the map M ∖{0}→ C3 ∖{0} is locally invertible.
To show the map is a homeomorphism, we notice that it is compatible with
the fibration structure M → Cη and C3 → Cη, so it suffices to show the fibres are
identified, which follows from looking at the complexification of the T 2-action into
a (C∗)2-action.
Combining the above proves the biholomorphism claim. 
Remark 2.8. Recall from Section 2.1 the additional U(1)-symmetry
µi ↦ µi, η ↦ eiθη,
acting on the base, which lifts to some T 2-equivariant action on M preserving the
metric and rotating Ω. Properly speaking, the continuous symmetry group fits nat-
urally into an extension sequence
1→ T 2 → U(1)3 → U(1)→ 1,
and we are making a non-unique choice to split the extension. A particular choice
can be identified complex geometrically as(z1, z2, z0)↦ (z1, z2, eiθz0).
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It is instructive to understand the T 2-invariantKa¨hler metric in the complex
geometric picture near spatial infinity. The reader will not fail to notice the analogy
with the Taub-NUT metric. Our C3 admits a holomorphic fibration η = z0z1z2. Far
away from η = 0, we are in the constant solution regime, so to leading order⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
d log z1 ∼ a11dµ1 + a12dµ2 +
√
−1ϑ1,
d log z2 ∼ a21dµ1 + a22dµ2 +
√
−1ϑ2,
d log z0 ∼ −d log z1 − d log z2,
V
ij
(1) ∼ aij , W(1) ∼ A,
hence the Ka¨hler form is to leading order
(2.17) ω(1) ∼ A
√
−1
2
dη ∧dη¯+dµj ∧ϑj ∼
√
−1
2
( ∑
i,j=1,2
aijd log zi ∧dlog zj +Adη ∧dη¯).
This means in the horizontal direction the dominant term of ω(1) is the pullback
of a Euclidean metric
√−1
2
Adη ∧ dη¯ on Cη, and in the vertical direction ω
(1) is an
almost flat metric on the fibre {z1z2z0 = η} ≃ (C∗)2 written in the log coordinates.
When η becomes small, the fibre will gradually break up into the union of 3
coordinate planes. Suppose at least two of ∣z0∣, ∣z1∣, ∣z2∣ remain large, then we are
still far from the discriminant locus D, and the metric asymptote (2.17) still applies.
In particular the central fibre {η = 0} has 3 asymptotic branches, exemplified by{z0 = 0, ∣z1∣ ≫ 1, ∣z2∣ ≫ 1} which is metrically asymptotic to flat R2 × T 2.
Finally the neighbourhood of {zi = zj = 0} corresponds to the discriminant
locus D. We focus on {z1 = z0 = 0} corresponding to D1. Approximately d log z2 ∼
a12dµ1 + a22dµ2 +
√
−1ϑ2, and the function log z2 ∈ R × S1 provides a fibration
structure over the cylinder C∗ ≃ R×S1, where the fibres are approximately C2 with
the Taub-NUT metric (cf. Section 2.3).
2.5. Algebraic geometric perspective
We now take a closer examination of the complex geometry on C3. We first
raise two conceptual puzzles, and then we propose two conceptual explanations
which suggest different directions of future investigations.
● A priori speaking M ≃ C3 is only equipped with a complex structure,
but the assignment of holomorphic coordinates z0, z1, z2 canonically in-
duces an algebraic structure. What is the origin of this algebraicity?
● It is well known that (C3,Ω) viewed as a complex manifold or an alge-
braic variety has a huge automorphism group preserving the holomorphic
volume form. But our construction of coordinate functions are canonical
up to multiplying by constants. What is the conceptual explanation?
The first explanation is that C3 has a toric structure. This comes from the
holomorphic isometric action of T 3, acting diagonally on z0, z1, z2. This induces
a (C∗)3-action with an open dense orbit in C3, making C3 a toric manifold and
in particular algebraic. The canonical coordinates come from the eigenfunctions
of this algebraic torus action, and z0, z1, z2 up to constant scale factors are special
because they have minimal vanishing orders on the toric boundary.
This explanation is simpler, but there are two possible criticisms. First, the
T 3 has a preferred subgroup T 2 whose action has very different nature from the
additional U(1)-action, so it seems unnatural to put them on the same conceptual
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footing. Second, the additional U(1)-symmetry is accidental to this particular
example, which may not survive for other examples generalising our construction. A
conjectural example without this U(1)-symmetry is described in subsection 2.11.2.
The second and deeper explanation is based on the principle that algebraic
structures arise from the ring of holomorphic functions with controlled
growth (cf. [5]).
Lemma 2.12. Any algebraic function f on C3 satisfies the growth estimate
(2.18) ∣f ∣ ≤K1eK2(∣µ1 ∣+∣µ2 ∣)(∣η∣ + 1)K3 .
for some constants K1,K2,K3 depending on f .
Proof. It suffices to prove the growth estimate for z1, z2, z0. By elementary
calculation ∣∂α1
∂η
∣ ≤ Ca22 ∣η∣(µ2
1
+a22 ∣η∣2)3/2 , so upon integration
∫
∞
µ1
∣∂α1
∂η
∣dµ1 ≤ C∣η∣ ( µ1√µ21 + a22∣η∣2 − 1) ≤ C∣η∣ ,
hence ∣βi∣ ≤ C∣η∣ by the integral definition of βi. From
d log ∣z1∣ = d(a11µ1 + a12µ2) + α1dµ1 + α3d(µ1 − µ2) +Re(β1dη),
we integrate to obtain the growth bound on z1 for A
1/4∣µ⃗∣a ≥ 1. But ∣z1∣ is a
continuous function, so the bound holds also near the origin. Similarly we can
bound ∣z0∣ and ∣z2∣. 
Proposition 2.13. The ring of algebraic functions on C3 coincides with the
holomorphic functions satisfying the growth estimate (2.18) for some K1,K2,K3.
Proof. We need to prove the converse to Lemma 2.12. The T 2-symmetry acts
on functions via (eiθ1 , eiθ2) ⋅ f = f(ei(θ1+θ2)z0, e−iθ1z1, e−iθ2z2).
This action allows us to expand any holomorphic function f as a Fourier series on
every T 2-fibre:
f = ∑
n,m∈Z2
fn,m,
where fn,m has weight (n,m) with respect to the T 2 action. Since the T 2 action
is holomorphic, the Fourier components fn,m are also holomorphic. Furthermore,
these fn,m satisfy the same growth condition as f after perhaps increasing K1.
We claim every fn,m is algebraic. To see this, we can find a suitable monomial
of z0, z1, z2 which has the same weight as fn,m, such that fn,m divided by this
monomial has no pole along Di. But this quotient function is T
2-invariant and
holomorphic, so depends only on η, and in fact has to be a polynomial of η by the
growth condition.
By applying the Parseval identify to every T 2-fibre, we obtain
1
4π2
∫
T 2
∣f ∣2ϑ1 ∧ ϑ2 = ∑
n,m
∣fn,m∣2.
Both LHS and RHS are functions of µ1, µ2, η, and LHS has a bound of type (2.18)
by assumption. But for any given K2,K3, only finitely many monomials of z0, z1, z2
satisfy the growth bound (2.18) globally, so only finitely many fn,m can appear as
summands. Hence f is algebraic as required.
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The proof in fact gives a double-index increasing filtration structure on the
ring of algebraic functions:
FK2,K3 = {f ∶ There exists K1 such that ∣f ∣ ≤K1eK2(∣µ1∣+∣µ2 ∣)(∣η∣ + 1)K3},
such that every filtered piece is finite. This is the deeper mechanism why the
complex automorphism group is cut down to finite size.
The insight from this discussion is that on our C3 the algebraic structure
has a transcendental origin. The growth of holomorphic functions naturally
involve transcendental functions such as exp and log. The ultimate reason is that
torus fibrations are inherently transcendental in nature; this exponential growth
behaviour already happened on the flat C∗.
At this moment we still have the freedom to normalise(z0, z1, z2)↦ (λ0z0, λ1z1, λ2z2),
where λi are constants satisfying λ0λ1λ2 = 1. Fixing a normalisation is important
for keeping track of how estimates depend on the scaling parameter A. We now
make a choice so that the region {A1/4∣µ⃗∣a ≲ 1} resemble a complex ball. Pick a point
such that ∣µ1∣, ∣µ2∣, ∣µ1−µ2∣,A1/4∣η∣ are all comparable to A−1/2, so A1/4distga(⋅,∆) ∼
A1/4∣µ⃗∣a ∼ 1, and we demand ∣z0∣ = ∣z1∣ = ∣z2∣ = ∣η∣1/3 at this point. This convention is
compatible with both the A-scaling and the functional equation z0z1z2 = η. We did
not mention the phase of zi because T
2-gauge symmetry renders different phase
choices equivalent. Under this convention, on the annulus region 1 ≲ A1/4∣µ⃗∣a ≲
C1, the holomorphic functions A
1/4z0,A1/4z1,A1/4z2 are bounded independent of
scaling factor, and the metric ω(1) is C∞-equivalent to ∑i
√
−1dzi ∧ dz¯i.
2.6. Surgery on the ansatz
We begin with some explanations about our strategy. The generalised Gibbons-
Hawking ansatz is convenient for producing the metric ansatz g(1), but very difficult
for proving nonlinear existence theorems, due to the singularity issues caused by
the distributional equation. So instead we will shift to the complex geometric
viewpoint on C3 and attempt to solve the complex Monge-Ampe`re equation.
One minor problem is that there is no guarantee for g(1) to be smooth at the
origin. So we do a surgery at the scale A1/4∣µ⃗∣a ≲ 1, namely the scale ∣z1∣, ∣z2∣, ∣z0∣ ≲
A−1/4. In the annulus {1 ≤ A1/4√∣z1∣2 + ∣z2∣2 + ∣z0∣2 ≤ 2}, we write ω(1) =√−1∂∂¯φ(1)
which is C∞-equivalent to
√
−1∑i dzi ∧ dz¯i. Using a cutoff function
χ =
⎧⎪⎪⎨⎪⎪⎩0 A
1/4√∣z1∣2 + ∣z2∣2 + ∣z0∣2 ≤ 1,
1 A1/4
√∣z1∣2 + ∣z2∣2 + ∣z0∣2 ≥ 1.5,
we replace ω(1) in the complex ball {A1/4√∣z1∣2 + ∣z2∣2 + ∣z0∣2 ≤ 2} by√−1∂∂¯(χφ(1)),
which is now smooth but loses positive definiteness. The remedy is to add to√
−1∂∂¯(χφ(1)) a smooth semipositive closed (1,1)-form, which is compactly sup-
ported in {A1/4√∣z1∣2 + ∣z2∣2 + ∣z0∣2 ≤ 2}, and larger than C√−1∑i dzi ∧ dz¯i on{A1/4√∣z1∣2 + ∣z2∣2 + ∣z0∣2 ≤ 1.5} for some sufficiently large constant C. Let us
call the modified Ka¨hler form ω(2), which clearly agrees with ω(1) outside{A1/4√∣z1∣2 + ∣z2∣2 + ∣z0∣2 ≤ 2}, and is C∞-equivalent to √−1∑i dzi ∧ dz¯i inside{A1/4√∣z1∣2 + ∣z2∣2 + ∣z0∣2 ≤ 3}. Morever, with a little care in the construction the
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symmetries of ω(1) persist on ω(2). The associated Ka¨hler metric is g(2), and we
shall refer to both g(2) and ω(2) interchangably. This metric is clearly complete.
A caveat is that the functions µ1, µ2 onC
3 are no longer the moment coordinates
for ω(2). Furthermore in the smooth structure induced by the complex structure
on C3, the functions µ1, µ2 may not be smooth at the origin. Henceforth in this
Chapter we will abuse notation to denote µ1, µ2 as their mollified version. In other
words, we perform a surgery to the fibration C3
(µ1,µ2,η)ÐÐÐÐÐ→ R4 inside the ball{∣z1∣2 + ∣z2∣2 + ∣z0∣2 ≤ A−1/2} to make it defined by a smooth map.
We can now introduce the global weighted Ho¨lder norms ∥T ∥
C
k,α
δ,τ
(C3) for
T 2-invariant tensors T on C3.
● In the region (2.12) away from the discriminant locus, the norm ∥T ∥
C
k,α
δ,τ
(C3)
is equivalent to ∥T ∥
Ck,α
δ+τ
defined in Section 2.2.
● In the region (2.14) close toD1 but far from the origin, the norm ∥T ∥Ck,α
δ,τ
(C3)
is equivalent to ∥T ∥
C
k,α
δ,τ
introduced in Section 2.3. Similarly with the re-
gions close to D2,D3 and far away from the origin.
● In the region A1/4∣µ⃗∣a ≲ C1 where the metric ω(2) is C∞-equivalent to√
−1∑dzi ∧dz¯i and ∣zi∣ ≲ A−1/4, the norm ∥T ∥Ck,α
δ,τ
(C3) is equivalent to the
normalised Ck,α-norm on the complex ball of radius ∼ A−1/4. For example
on this ball the mollified functions µi satisfy ∥µi∥Ck,α ≲ A−1/2 for i = 1,2.
The point is that these regions cover the entire C3 and the norms are equivalent
on overlapping regions, where the equivalence factor is independent of A. These
norms define the corresponding Banach spaces of T 2-invariant functions/tensors
on C3. The spaces which are most relevant for us are Ck,αδ,τ (C3), Ck,αδ,τ (C3,Λ1),
C
k,α
δ,τ (C3,Sym2) and Ck,αδ,τ (C3,Λ1,1), corresponding to functions, 1-forms, real sym-
metric 2-tensors and real (1,1)-forms.
The volume form error function E(2) is defined by
(2.19)
3
4
(1 +E(2))√−1Ω ∧Ω = (ω(2))3.
By construction E(2) = E(1) outside of the compact region where the surgery takes
place. It follows from the discussions of Section 2.2 and 2.3 that
Lemma 2.14. The volume form error has the global estimate∥E(2)∥
C
k,α
−1,−1(C3) ≤ C.
2.7. Hein’s package and weighted Sobolev inequality
The following few Sections address the analytic problems. For convenience we
assume C−1δij ≤ aij ≤ Cδij , although we will indicate A-dependence in strategic
places. We rely heavily on the work of Hein (cf. Chapter 3,4 in [12]) which sets out
a framework for solving the complex Monge-Ampe`re equation and its linear cousin
the Poisson equation on complete noncompact manifolds, building on the seminal
paper by Tian and Yau [28]. We explain Hein’s results in a variant form which
follows from his arguments. The ambient complete manifoldM needs to satisfy the
following analytic properties:
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● There is a Ck,α quasi-atlas with k ≥ 3, meaning a collection of charts
on which the complex structure and the metric have Ck,α bounds, and
the injectivity radius/regularity scale in these charts are bounded below.
Clearly this condition is satisfied on (C3, ω(2)). This assumption allows
one to speak of (unweighted) Ho¨lder spaces.
● There is a function ρ(x) uniformly equivalent to the distance function
dist(0, x) outside the unit ball, and satisfies ∣∇ρ∣ + ρ∣∇2ρ∣ ≤ C. It is easy
to check ρ = √∣µ⃗∣2a +A−1/2 works for C3. This assumption is useful in
integration by part arguments.
● We need the weighted Sobolev inequality on functions: assume the
power law volume growth Vol(B(r)) ∼ rp′ with rate p′ > 2. (In our case
of interest dimRM = 6, p′ = 4.) For 1 ≤ p ≤ dimRMdimRM−2 and functions u with
L2-gradient,(∫ ∣u∣2p(1 + ρ)p(p′−2)−p′dVol)1/p ≤ C ∫ ∣∇u∣2.
These inequalities differ from the standard Sobolev inequalities in the
sense that they do not require the manifold to have Euclidean volume
growth, which makes them remarkably flexible.
The output of this package is:
● (Poisson equation case) Let f ∈ C0,α satisfy ∣f ∣ ≤ Cρ−q for given p′ > q > 2.
Then there is a unique C2,α solution to ∆u = f with decay estimate∣u∣ ≤ Cρ2−q+ǫ, where ǫ≪ 1 is any fixed small number satisfying 2−q+ǫ < 0.
● (Complex Monge-Ampe`re equation case) Denote ω0 as the ambient Ka¨hler
form. Let f ∈ C2,α satisfy ∣f ∣ ≤ Cρ−q for p′ > q > 2. Then there is some
0 < α′ ≤ α and u ∈ C4,α′ which solves (ω0 +√−1∂∂¯u)dimCM = efωdimCM0 ,
with decay estimate ∣u∣ ≤ Cρ2−q+ǫ, where ǫ≪ 1 is any fixed small number.
Here we have separated the assumptions on the ambient manifolds from the
decay assumptions to emphasize that these are difficulties of distinct nature. The
key idea in Hein’s package is to obtain a priori L∞ estimates and power law decay
estimates on potentials via the method of weighted Moser iteration, which hinges
on the weighted Sobolev inequalities. The estimates from Hein’s package are con-
structive. It is essential to assume faster than quadratic decay on the source
function f , because the method needs the potential u = O(ρ2−q) to be bounded.
Another important remark is that Hein’s method respects compact group actions.
We give an elementary proof for the following
Proposition 2.15. For 1 ≤ p ≤ 3
2
, the weighted Sobolev inequality
(2.20) (∫
M
∣u∣2p(A−1/4 + ∣µ⃗∣a)2p−4dVol)1/p ≤ C ∫
M
∣∇u∣2dVol
holds for T 2-invariant functions on (C3, g(2)). The constant here depends only on
the scale invariant ellipticity bound (2.11)
Proof. By scaling analysis we may assume A ∼ 1. Let u be a T 2-invariant
function with ∫M ∣∇u∣2 = 1, so descends to a function on the base R4. Since the
weighted Sobolev inequality holds on Euclidean R4 (by an interpolation of standard
Sobolev inequality and Hardy inequality),(∫
R4
∣u∣2p(1 + ∣µ⃗∣a)2p−4dVola)1/p ≤ C ∫
R4
∣∇gau∣2dVola ≤ C ∫
M
∣∇g(2)u∣2dVol ≤ C,
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where the second inequality is easily seen using the model metric in Section 2.3.
The LHS in this inequality is uniformly equivalent to the LHS in (2.20) except in
the region {distga(⋅,D) ≤ 1}. So we are left to prove(∫
dist(⋅,D)≲1 ∣u∣2p(1 + ∣µ⃗∣a)2p−4dVol)1/p ≤ C.
For x ∈D1,D2,D3, Sobolev inequality on bounded balls imply(∫
B(x,1) ∣u − u¯(x)∣2p)1/p ≤ C ∫B(x,2) ∣∇u∣2, u¯(x) = Vol(B(x,1))−1∫B(x,1) u
Furthermore we can find a point x′ with dist(x,x′) ≤ 3, dist(x′,D) ≳ 2, and by
Sobolev inequality(∫
B(x′,1) ∣u − u¯(x′)∣2p)1/p ≤ C ∫B(x,5) ∣∇u∣2, u¯(x′) = Vol(B(x′,1))−1 ∫B(x′,1) u.
By Poincare´ inequality ∣u¯(x) − u¯(x′)∣2 ≤ ∫
B(x,5) ∣∇u∣2.
Combining these,(∫
B(x,1) ∣u∣2p)1/p ≤ C(∫B(x′,1) ∣u∣2p)1/p +C ∫B(x,5) ∣∇u∣2.
Multiplying this inequality by (1 + ∣µ⃗∣a(x))(2p−4)/p, and summing over x ∈ D, we
obtain (∫
dist(⋅,D)≲1 ∣u∣2p(1 + ∣µ⃗∣a)2p−4dVol)1/p
≤C(∫
dist(⋅,D)≳1 ∣u∣2p(1 + ∣µ⃗∣a)2p−4dVol)1/p +C ∫ ∣∇u∣2 ≤ C
as required. 
Now applying the T 2-equivariant version of Hein’s result on the Poisson equa-
tion,
Corollary 2.16. Let 2 < q < 4 and 0 < ǫ < q − 2. There is a bounded Green
operator for T 2-invariant functions
Gg(2) ∶ {f ∈ C0,α∣f = O(∣µ⃗∣−qa ) for large ∣µ⃗∣a}→ {u ∈ C2,α∣u = O(∣µ⃗∣2−q+ǫa )}.
such that u = Gg(2)f satisfies ∆g(2)u = f .
This mapping property is rather crude and unsuited for functions with slow
decay rates at infinity. Improving our understanding of the Green operator shall
be the task of Section 2.8.
Recall from Section 2.3 the model metric gTaub on a Z-quotient of the space
Taub-NUT × C. We can view T 2-invariant functions as pullbacks of functions on
the metric product space Taub-NUT ×R. A variant of the above discussions leads
to weighted Sobolev inequalities and Green’s function estimates for gTaub:
Corollary 2.17. Let 2 < q < 4 and 0 < ǫ < q − 2. There is a bounded Green
operator for T 2-invariant functions on the model space with the metric gTaub
GTaub ∶ {f ∈ C0,α∣f = O(∣µ⃗∣−qa ) for large ∣µ⃗∣a}→ {u ∈ C2,α∣u = O(∣µ⃗∣2−q+ǫa )}.
such that u = GTaubf satisfies ∆Taubu = f .
The gist is that the Green’s function for gTaub decays like O(∣µ⃗∣−2+ǫa ) at infinity.
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2.8. Harmonic analysis
This Section develops more precise mapping properties for the Green operator
Gg(2) . Since we are ultimately interested in Ka¨hler metrics rather than potentials,
we need to bound the zeroth order operator
√
−1∂∂¯Gg(2) for input functions with
slow decay such as E(2), a task which requires rather intricate harmonic analysis.
Our strategy is to construct a parametrix by divide and conquer. In this Section
we shall assume C−1δij ≤ aij ≤ Cδij , and indicate A-dependence in strategic places.
The main result is Proposition 2.23.
Recall ∆a is the Laplacian for the Euclidean metric ga on the base R
4. We
shall identify T 2-invariant functions with functions on the base R2µ1,µ2 ×Cη = R4.
Lemma 2.18. Let −3 < δ < 0 and δ + τ < 0. Let f be a T 2-invariant function
on C3 supported in {dist(⋅,D) ≳ 1} with ∥f∥
C
k,α
δ,τ
(C3) ≤ 1. Then the second order
derivatives of the Euclidean potential ∆−1a f satisfies
∣∇2ga∆−1a f ∣ga ≤ Cℓδ(∣µ⃗∣a + 1)τ .
Morever if δ < −1 and δ + τ < −1, then
∥∇2g(2)∆−1a f∥Ck,α
δ,τ
(C3) ≤ C.
The constants depend only on k,α, δ, τ and the uniform ellipticity bound on aij .
Proof. The main task is to estimate the Calderon-Zygmund type operator
Gijf(x) = ∫
R4
(x − y)i(x − y)j∣x − y∣6a f(y)dVola(y).
where (x − y)i denotes the components of x − y viewed as a vector in R4. We say
x ∈ R4 belongs to the dyadic scale ∣x∣ ∼ 2n where n ∈ N, if either n = 0 and ∣x∣ ≤ 1,
or n > 0 and 2n ≤ ∣x∣ ≤ 2n+1. To ensure the Green operator is well defined, we will
temporarily assume f to be compactly supported, with no quantitative restriction
on the measure of its support.
Since δ > −3 and ∣f(y)∣ ≲ ℓ(y)δ ∣y⃗∣τa, we have ∥f∥L1(∣y∣∼2m) ≲ 2m(δ+τ+4). Thus if∣x∣ ∼ 2n does not belong to scale m, then the contribution of ∣y∣ ∼ 2m to Gij(x)
is bounded by O(2m(δ+τ+4)min{2−4n,2−4m}). Adding up all contributions from
m ≠ n, we get
∣Gijf(x) −∫∣y∣∼2n (x − y)i(x − y)j∣x − y∣6a f(y)dVola(y)∣ ≲ 2n(δ+τ) ≲ (1 + ∣x∣a)δ+τ ,
using δ + τ < 0 for the summability of the series. Since the source is far from the
observer, elliptic bootstrap implies higher order Ho¨lder regularity.
Now that we are left with only one scale, it is clear that the claimed bound for
second derivatives holds where ℓ is comparable to ∣µ⃗∣a. We now focus on x close to
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D. The contribution of ∣y − x∣a ≳ ℓ(x), ∣y∣ ∼ ∣x∣ is estimated by
C ∫∣y−x∣a≳ℓ(x),∣y∣∼∣x∣
1∣x − y∣4a ℓ(y)δ∣y∣τdVola(y)
≤C(1 + ∣x∣a)τ ∫∣y−x∣a≳ℓ(x) 1∣x − y∣4−δ (ℓ(y − x)∣x − y∣a )δdVola(y)
≤C(1 + ∣x∣a)τ ∫
r>ℓ(x) r
δ−1dr∫
S3
(ℓ(y′)∣y′∣ )δdAreaS3(y′)
≤C(1 + ∣x∣a)τ ℓ(x)δ
where we use −3 < δ < 0 in the convergence of the integrals. Since the contribution
comes from sources at distance at least ℓ(x) away from the observer, the higher
Ho¨lder norms are controlled. Finally, the estimates for the contribution from ∣y −
x∣a ≲ ℓ(x) follows simply from standard Schauder theory.
At this stage we have proved the second derivative bound∣∇2ga∆−1a f ∣ga ≤ Cℓδ(∣µ⃗∣a + 1)τ
together with an implicit weighted Ck,α-bound in the ga-metric. Since f is com-
pactly supported by our temporary assumption, qualitatively ∆−1a f has quadratic
decay at infinity. By integrating the second order derivatives from infinity, we can
bound first order derivatives d∆−1a f :∣d∆−1a f ∣ga ≤ Cℓδ+1(∣µ⃗∣a + 1)τ ,
using δ+τ < −1 and δ < −1 in the integration. Alternatively the first order derivative
bounds can be proved using the same singular integral operator method.
Now the Hessian ∇2
g(2)∆
−1
a f can be expanded as a linear combination of second
derivatives ∂
2
∂µi∂µj
∆−1a f etc and first derivatives
∂
∂µi
∆−1a f etc. Hence
∣∇2g(2)∆−1a f ∣ ≤ ∑ ∣ ∂2∂µi∂µj∆−1a f ∣∣∇µi∣∣∇µj ∣ +∑ ∣ ∂∂µi∆−1a f ∣∣∇2g(2)µi∣,
where the sum includes also η-derivatives. Higher order derivatives of the Hessian
can be expanded by the Leibniz rule. Using ∥dµi∥Ck,α
0,0
≤ C and ∥dη∥
Ck,α
0,0
≤ C, we
obtain the Hessian bound ∥∇2
g(2)∆
−1
a f∥
C
k,α
δ,τ
(C3) ≤ C as claimed.
Finally, an approximation argument in the weak topology removes the compact
support assumption on f , so we conclude that ∇2
g(2)∆
−1
a extends canonically to a
bounded linear operator between the weighted Ho¨lder spaces.
As a delicate side remark, to bound the integral operator ∆−1a itself we would
need to impose further δ + τ < −2 and δ < −2, which would not be adequate for our
intended applications. It is crucial in the above argument that the integral kernel
of Gij decays two orders faster than the Green kernel. 
The Laplacian ∆g(2) is the trace of the Hessian ∇
2
g(2) . The idea of the next
Lemma is that for T 2-invariant functions Gg(2) should be well approximated by
∆−1a as long as we stay sufficiently away from the discriminant locus D.
Lemma 2.19. In the situation of Lemma 2.18,∥∆g(2)∆−1a f − f∥Ck,α
δ−1,τ (C3) ≤ C.
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In particular for a large enough constant C2,
∥∆g(2)∆−1a f − f∥Ck,α
δ,τ
(C3∩{dist(⋅,D)>C2/2}) ≤
C
C2
∥f∥
C
k,α
δ,τ
(C3) ≪ ∥f∥Ck,α
δ,τ
(C3) .
Proof. This follows from Lemma 2.6, Remark 2.7, and the fact that for the
flat model gflat the Laplacian on T
2-invariant functions coincides with the base
Laplacian ∆a. 
Next we study the Green operator GTaub for the model metric gTaub.
Lemma 2.20. Let τ < 1 and 0 < ǫ ≪ 1. Let f be a T 2-invariant function
supported on {distga(⋅,D1) < C2} inside the model space, with norm ∥f∥Ck,α
δ,τ
= 1, so
that ∥f∥
C
k,α
0,τ
≲ 1. Then
⎧⎪⎪⎨⎪⎪⎩
∥GTaubf∥Ck+2,α−1+ǫ,τ ≤ C, −1 < τ < 1 − ǫ,∥GTaubf∥Ck+2,α
0,−2+ǫ
≤ C, τ ≤ −1.
where the constant only depends on C2, δ, ǫ, τ, k,α and the uniform ellipticity bound
on aij . In particular if⎧⎪⎪⎨⎪⎪⎩Either − 1 < τ < 1, −3 + 2ǫ < δ ≤ 0,or − 2 + ǫ < τ ≤ −1, δ + τ > −4 + 2ǫ,
then ∥∇2TaubGTaubf∥Ck,α
δ,τ
≤ C.
Proof. As in the proof of Lemma 2.18 we may assume f has compact support
to ensure a priori the well definition of GTaubf . We use cutoff functions to decom-
pose f into a sum of functions fn supported on {n ≲ µ2 ≲ n + 1,distga(⋅,D1) < C2}
centred around points xn ∈ D, with Ho¨lder bound ∥fn∥Ck,α(B(xn,C2)) ≲ nτ . At a
fixed point x bounded away from supp(fn), the contribution GTaubfn is estimated
by ∣GTaubfn∣ ≲ nτ(∣x − xn∣a + 1)ǫ−2, where ǫ > 0 is any given small number (cf.
Corollary 2.17 and notice the translational symmetry of gTaub along D1). Elliptic
bootstrap gives ∥GTaubfn∥Ck+2,α
0,0
(B(x,ℓ(x)/10)) ≲ nτ (∣x − xn∣a + 1)ǫ−2.
Summing over all n ∈ N,∥GTaubf∥Ck+2,α
0,0
(B(x,ℓ(x)/10)) ≲∑nτ(∣x − xn∣a + 1)ǫ−2
≲∫
∞
1
yτ(ℓ(x)2 + ∣µ2(x) − y∣2)ǫ/2−1dy
≲
⎧⎪⎪⎨⎪⎪⎩(∣x∣a + 1)
τ ℓ(x)ǫ−1 − 1 < τ < 1 − ǫ,(∣x∣a + 1)ǫ−2, τ ≤ −1.
Thus ⎧⎪⎪⎨⎪⎪⎩
∥GTaubf∥Ck+2,α−1+ǫ,τ ≤ C, −1 < τ < 1 − ǫ,∥GTaubf∥Ck+2,α
0,−2+ǫ
≤ C, τ ≤ −1.
which controls ∥∇2TaubGTaubf∥Ck,α
δ,τ
under the numerical conditions on weight expo-
nents. 
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Let C3 ≫ max(C1,C2) be a large constant to be determined, depending on
k,α, δ, τ,C2 and the ellipticity constant for aij . Let χ1 be a cutoff function with
regularity scale ∼ C3 on R4,
χ =
⎧⎪⎪⎨⎪⎪⎩1 ∣µ⃗∣a > 2C3 > 4C1distga(⋅,D1),0 ∣µ⃗∣a < C3 or distga(⋅,D1) > C3C−11 .
Over the support of χ1 the model metric gTaub and g
(2) coexist, so χ1GTaubf
can be viewed as a function on (C3, g(2)). The next Lemma says that outside
a neighbourhood of the origin χ1GTaubf is a good approximate solution to the
Poisson equation.
Lemma 2.21. In the situation of Lemma 2.20, if C3 is sufficiently large, then∥∆g(2)(χ1GTaubf) − f∥Ck,α
δ,τ
(C3∩{∣µ⃗∣a>2C3}) ≤ CC
−ǫ
3 ≪ 1.
Proof. The error ∆g(2)(χ1GTaubf)−f comes from two sources: the deviation
of the metric gTaub from g
(2), and the cutoff error. The metric deviation error is
estimated in Lemma 2.6 which we recall as ∥gTaub − g(2)∥Ck,α
0,−1
≤ C. In particular
for ∣µ⃗∣a > C3 and on the support of χ1, we have ∥gTaub − g(2)∥Ck,α
0,0
≤ CC−13 , so the
metric deviation error is O(C−13 ).
We turn to the cutoff error. By Lemma 2.20⎧⎪⎪⎨⎪⎪⎩
∥χ1GTaubf∥Ck+2,α−1+ǫ,τ ≤ C, −1 < τ < 1 − ǫ,∥χ1GTaubf∥Ck+2,α
0,−2+ǫ
≤ C, τ ≤ −1.
which implies ⎧⎪⎪⎪⎨⎪⎪⎪⎩
∥∇2Taub(χ1GTaubf)∥Ck+2,α−3+ǫ,τ ≤ C, −1 < τ < 1 − ǫ,∥∇2Taub(χ1GTaubf)∥Ck+2,α−2,−2+ǫ ≤ C, τ ≤ −1.
so in particular on supp(dχ1) ∩ {∣µ⃗∣a > 2C3} where ℓ ∼ C3C−11 , we have∥∇2Taub(χ1GTaubf)∥Ck,α
δ,τ
≤ CC−ǫ3 .
By the support assumptions f = 0 on supp(dχ1) ∩ {∣µ⃗∣a > 2C3}, hence the cutoff
error is O(C−ǫ3 ). Combining the two errors give the claim. 
Clearly completely analogous results apply to the neighbourhood of D2,D3.
The source supported in a bounded region is treated by
Lemma 2.22. Assume⎧⎪⎪⎨⎪⎪⎩Either −2 ≤ δ ≤ 0, τ > −2,Or δ ≤ −2, δ + τ > −4,
and let 0 < ǫ≪ 1 depending on δ, τ . If f is supported in the ball {∣µ⃗∣a < 4C3}, with
bound ∥f∥
C
k,α
δ,τ
(C3) ≤ 1 or equivalently ∥f∥Ck,α
0,0
(C3) ≲ 1, then ∥Gg(2)f∥Ck,α
0,−2+ǫ(C3) ≤ C,
so in particular∥∇2g(2)Gg(2)f∥Ck,α
δ,τ
(C3) ≤ ∥∇2g(2)Gg(2)f∥Ck,α−2,−2+ǫ(C3) ≤ C.
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Proof. The absolute value is estimated by Corollary 2.16:∣Gg(2)f ∣ ≤ C(1 + ∣µ⃗∣a)−2+ǫ.
The higher order estimate ∥∇2
g(2)Gg(2)f∥Ck,α−2,−2+ǫ(C3) ≤ C follows by bootstrapping,
which controls Ck,αδ,τ norm for the given range of weight exponents δ, τ . 
We call the polyhedral set{−2 ≤ δ < −1,−2 < τ < 1, δ + τ < −1} ∪ {−3 < δ ≤ −2, τ < 1,−4 < δ + τ}
the good range of weight exponents for g(2), namely the set where all the above
Lemmas apply. As long as (δ, τ) stays within a compact subset, the estimates in
the Lemmas are in fact uniform in δ, τ . The following Proposition is the main result
of this Section.
Proposition 2.23. Suppose (δ, τ) stays within a compact subset of the good
range of weight exponents. Then the operator R′ = ∇2
g(2)Gg(2) extends to bounded
linear operators between the weighted Ho¨lder spaces
R′ ∶ Ck,αδ,τ (C3) → Ck,αδ,τ (C3,Sym2), ∥R′∥ ≤ C
where the constant depends only on k,α, the compact region of exponents (δ, τ),
and the scale invariant ellipticity bound (2.11). The composition with the natural
projection
R ∶ Ck,αδ,τ (C3) R′Ð→ Ck,αδ,τ (C3,Sym2) → Ck,αδ,τ (C3,Λ1,1)
extends the operator R =√−1∂∂¯Gg(2) , which takes value in closed real (1,1)-forms
and is inverse to taking trace.
Proof. The key technique is to construct a parametrix Pg(2) for the Green
operator semi-explicitly, with precise control on its mapping properties.
Given a function f with ∥f∥
Ck,α
δ,τ
(C3) = 1, temporarily assumed to have sufficient
decay at infinity, we will construct an approximate solution u = Pg(2)f to the Poisson
equation as follows. Take a smooth cutoff function χ′
χ′ =
⎧⎪⎪⎨⎪⎪⎩1 dist(⋅,D) ≥ 2,0 dist(⋅,D) ≤ 1,
then χ′f has norm ∥χ′f∥
C
k,α
δ,τ
(C3) ≲ 1 and is supported in {dist(⋅,D) ≥ 1}. Applying
Lemma 2.18, the function u0 =∆−1a (χ′f) satisfies ∥∇2g(2)u0∥Ck,α
δ,τ
(C3) ≤ C. By Lemma
2.19 we can choose C2 ≫ 1 large enough independent of f to ensure∥∆g(2)u0 − f∥Ck,α
δ,τ
(C3∩{dist(⋅,D)>C2/2}) ≪ 1.
Next we take smooth cutoff functions χ′1, χ
′
2, χ
′
3 near D1,D2,D3, such that
χ′1 =
⎧⎪⎪⎨⎪⎪⎩1 distga(⋅,D1) ≤ C2/2 and ∣µ⃗∣a > 2C2,0 distga(⋅,D1) ≥ C2 or ∣µ⃗∣a < C2
and similarly with χ′2, χ
′
3. The function
f1 = χ′1(f −∆g(2)u0) = χ′1(f −Trg(2) ∇2g(2)u0)
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is supported in {distga(⋅,D1) ≤ C2, ∣µ⃗∣a ≥ C2} with bound ∥f1∥Ck,α
δ,τ
≤ C. So we can
apply Lemma 2.20 and Lemma 2.21 to find u1 = χ1GTaubf1 with bounds∥∇2g(2)u1∥Ck,α
δ,τ
(C3) ≤ C, ∥∆g(2)u1 − f1∥Ck,αδ,τ (C3∩{∣µ⃗∣a>2C3}) ≤ CC−ǫ3 ≪ 1.
Completely analogous constructions are made near D2 and D3, where we obtain
u2, u3 with similar bounds.
Let χ′4 be a smooth cutoff function
χ′4 =
⎧⎪⎪⎨⎪⎪⎩1 ∣µ⃗∣a ≤ 2C3,0 ∣µ⃗∣a ≥ 4C3,
and define f4 = χ′4(f − ∆g(2)(u0 + u1 + u2 + u3)), which is supported in the ball{∣µ⃗∣a ≤ 4C3} and admits the bound ∥f4∥Ck,α
δ,τ
(C3) ≤ C. Then we can apply Lemma
2.22 to obtain u4 = Gg(2)f4 with bounds∥∇2g(2)u4∥Ck,α
δ,τ
(C3) ≤ C, ∆g(2)u4 = f4.
We set Pg(2)f = u = u0 + u1 + u2 + u3 + u4. The key point is that by construction∥∇2g(2)u∥Ck,α
δ,τ
(C3) ≤ C, ∥∆g(2)u − f∥Ck,αδ,τ (C3) ≪ 1,
namely u is an approximate solution to the Poisson equation with bounds. A subtlety
is that ∇2
g(2)u is fully controlled while u is only controlled up to an additive constant.
In any event, after extending the definition of the operator by removing the fast
decay hypotheses on f , we have defined a bounded linear operator between weighted
Ho¨lder spaces of T 2-invariant functions and symmetric 2-tensors on C3
∇
2
g(2)Pg(2) ∶ C
k,α
δ,τ (C3) → Ck,αδ,τ (C3,Sym2),
such that the operator Trg(2) ∇
2
g(2)Pg(2) is an approximation to the identity. Thus
R′ = ∇2g(2)Pg(2)(Trg(2) ∇2Pg(2))−1
is a bounded right inverse to Trg(2) . Composing with the projection to the type
(1,1)-forms defines the operator
R =√−1∂∂¯Pg(2)(Trg(2) ∇2Pg(2))−1,
which takes value in closed (1,1)-forms and is a bounded inverse to Trg(2) . It is
worth commenting that the same operators work for different exponents δ, τ .
It remains to relate R and R′ to the Green operator Gg(2) when f has sufficient
decay at infinity. The point is that for fast decay weights δ + τ < −2 and δ < −2, the
Hessian control ∥∇2
g(2)u∥Ck,α
δ,τ
(C3) ≤ C together with the a priori qualitative decay
u → 0 at infinity, imply the quantitative bound ∥u∥
C
k+2,α
δ+2,τ (C3) ≤ C. This enables us
to extend Pg(2) to a bounded linear operator
Pg(2) ∶ C
k,α
δ,τ (C3) → Ck+2,αδ+2,τ (C3)
and the operator
Pg(2)(Trg(2) ∇2Pg(2))−1 ∶ Ck,αδ,τ (C3) → Ck+2,αδ+2,τ (C3)
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defines an inverse to the Laplacian ∆g(2) . By the uniqueness of decaying solution
to the Poisson equation Gg(2) = Pg(2)(Trg(2) ∇2Pg(2))−1. Hence
R′ = ∇2g(2)Gg(2) , R =√−1∂∂¯Gg(2)
as required. 
Remark 2.9. The construction of Pg(2) , R, R
′ can be made compatible with
the symmetries of the ansatz.
Remark 2.10. The moral of this proof is that for slowly decaying sources, it is
easier to bound the Hessian of the Green operator than the Green operator itself.
Corollary 2.24. (Solution to the Poisson equation) Let (δ, τ) fall within
the good range of weight exponents. Then given f ∈ Ck,αδ,τ (C3), there exists a function
u solving ∆g(2)u = f with gradient bound∥du∥
Ck+1,α
δ+1,τ (C3,Λ1) ≤ CA
−1/4 ∥f∥
Ck,α
δ,τ
(C3) .
Proof. For f with sufficient decay at infinity, we can find u = Pg(2)f with
estimate ∥∇2u∥
Ck,α
δ,τ
(C3, Sym2) ≤ C ∥f∥Ck,αδ,τ (C3) . Using δ + τ < −1 and δ < −1, we can
integrate from spatial infinity to obtain the required gradient bound.
For a general f without fast decay assumption, take a weakly convergent se-
quence of fast decaying functions fk → f bounded in Ck,αδ,τ (C3), and find uk = Pg(2)fk
with gradient bounds. After adjusting uk by additive constants to make uk(0) = 0,
we can extract the subsequential limit u of uk, which solves ∆g(2)u = f with the
gradient bound. 
2.9. Perturbation into a Calabi-Yau metric
In this Section we complete the construction of the promised Taub-NUT type
Calabi-Yau metric on C3.
Lemma 2.25. Given 0 < ǫ≪ 1, there is a Ka¨hler metric ω(3) = ω(2)+√−1∂∂¯φ(3)
with estimate ∥dφ(3)∥
C
k+1,α
−ǫ,−1+ǫ(C3,Λ1) ≤ CA
−1/4,
such that the volume form error E(3) defined by
3
4
(E(3) + 1)√−1Ω ∧Ω = (ω(3))3
satisfies the fast decay estimate ∥E(3)∥
C
k,α
−4−ǫ,−4+4ǫ
≤ C. Here the constants only depend
on k,α, ǫ, κ and the scale invariant uniform ellipticity bound (2.11). In particular
ω(3) is close to ω(2) in the Ck,α-topology outside a compact set, and the volume
form error decay rate is faster than quadratic.
Proof. By Lemma 2.14 the initial volume form error is∥E(2)∥
C
k,α
−1−ǫ,−1+ǫ
≤ ∥E(2)∥
C
k,α
−1,−1
≤ C.
Applying Corollary 2.24 we can solve the Poisson equation with estimate
∆g(2)u1 = −2E(2), ∥du1∥Ck+1,α−ǫ,−1+ǫ(C3,Λ1) ≤ CA−1/4,
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so in particular ∥∂∂¯u1∥Ck,α−1−ǫ,−1+ǫ ≤ C, ∥(∂∂¯u1)2∥Ck,α−2−2ǫ,−2+2ǫ ≤ C.
Now (ω(2)′)3 = (ω(2) +√−1∂∂¯u1)3 = (ω(2))3(1+ 12∆g(2)u1 +O(∣∂∂¯u1∣2)), so the new
volume form error has improved decay:
3
4
(E(2)′ + 1)√−1Ω ∧Ω = (ω(2)′)3, ∥E(2)′∥
C
k,α
−2,−2+2ǫ
≤ ∥E(2)′∥
C
k,α
−2−2ǫ,−2+2ǫ
≤ C.
We notice that the modification to ω(2) is C0-small outside a compact region,
where the positive definite condition for the Ka¨hler metric is not affected. Inside the
compact set we can add on a locally supported semipositive (1,1)-form to guarantee
the Ka¨hler condition, as we have done in Section 2.6. We abuse notation to write
this Ka¨hler metric after surgery as ω(2)′ , which inherits all the analytic properties
of ω(2).
Applying Corollary 2.24 again to solve the Poisson equation with background
metric g(2)′ ,
∆g(2)′u2 = −2E(2)
′
, ∥du2∥Ck+1,α−1,−2+2ǫ(C3,Λ1) ≤ CA−1/4,
and using (ω(2)′+√−1∂∂¯u2)3 = (ω(2)′)3(1+ 12∆g(2)′u2+O(∣∂∂¯u2∣2)), the new volume
form error is now bounded in Ck,α
−4,−4+4ǫ-norm. Another surgery in the compact
region ensures the Ka¨hler property. 
Now we can prove the main theorem of this Chapter.
Theorem 2.26. (Taub-NUT type Calabi-Yau metric on C3) There exists
a complete metric ωC3 = ω(2) +
√
−1∂∂¯φC
3
on C3 satisfying ω3
C3
= 3
4
√
−1Ω ∧Ω, with
metric deviation estimate∥dφC3∥
C
k+1,α
−ǫ,−1+ǫ(C3,Λ1)
≤ CA−1/4, ∥√−1∂∂¯φC3∥
C
k,α
−1−ǫ,−1+ǫ(C3,Λ1,1)
≤ C.
Here 0 < ǫ ≪ 1 is an arbitrarily small given number, and the constants depend
only on k,α, ǫ and the scale invariant uniform ellipticity bound (2.11). This metric
inherits all the symmetries of ω(2).
Proof. We assume C−1δij ≤ aij ≤ Cδij which can be relaxed by scaling. It
suffices to solve the complex Monge-Ampe`re equation
(ω(3) +√−1∂∂¯φ′)3 = 3
4
√
−1Ω ∧Ω.
In Hein’s analytic package (cf. Section 2.7), the conditions on the ambient met-
ric including Ck,α quasi-atlas, existence of a distance-like function with Hessian
bounds, and the weighted Sobolev inequality, are robust conditions which are in-
herited by ω(3) from ω(2). The volume form error E(3) has faster than quadratic
decay by construction: ∣E(3)∣ ≤ C(∣µ⃗∣a + 1)−4+ǫ.
Thus Hein’s package provides a potential φ′ solving the complex Monge-Ampe`re
equation with decay estimate ∣φ′∣ ≤ C(∣µ⃗∣a + 1)−2+2ǫ. Elliptic bootstrap gives the
bound ∥φ′∥
C
k+2,α
0,−2+2ǫ
≤ C, so ∥dφ′∥
C
k+1,α
−1,−2+2ǫ(C3,Λ1) ≤ C, which combined with Lemma
2.25 implies the metric deviation estimate. 
Some immediate geometric consequences are
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Corollary 2.27. The Taub-NUT type Calabi-Yau metric gC3 has volume
growth rate
C−1 ≤ Vol(BgC3 (r))
r4
≤ C, r ≥ A−1/4.
and the tangent cone at infinity is the Euclidean R4.
Corollary 2.28. The Riemannian curvature satisfies the decay estimate∣Rm∣ ≤ CA−1/4ℓ−3.
Proof. Using the metric deviation estimate, the Riemannian curvature is
bounded. Morever if ℓ > 2A−1/4, then we can find a flat model gflat over a ga-ball
of radius ∼ ℓ/10, where ∥gflat − gC3∥Ck,α−1,0 ≤ C. Using this bound up to second order
derivatives, the Christoffel symbols in the local flat coordinates are O(A−1/4ℓ−2)
and the Riemannian curvature is of order O(A−1/4ℓ−3). 
In particular, in the generic region where ∣µ⃗∣a is comparable to ℓ, the Rie-
mannian curvature decays as Rm(x) = O(dist(x,0)−3), although the Riemannian
curvature does not decay at infinity along Di.
Corollary 2.29. There exist T 2-moment coordinates µ˜C
3
1 , µ˜
C
3
2 on (C3, ωC3)
with global estimate ∣µi − µ˜C3i ∣ ≤ CA−3/4ℓ−ǫ∣µ⃗∣−1+ǫa .
The map C3
(µ˜C3
1
,µ˜C
3
2
,Im(η))ÐÐÐÐÐÐÐÐÐ→ R3 is a special Lagrangian fibration with phase
angle zero, whose critical point set is ⋃i,j{zi = zj = 0} and whose discriminant
locus agrees with (1.2).
Remark 2.11. Moment coordinates for the Taub-NUT type metric ωC3 should
not be confused with the moment coordinates µi for the Ka¨hler ansatz.
Proof. The existence of moment coordinates follows from H1(C3) = 0, but for
the purpose of estimation we wish to relate µ˜C
3
i to µi outside the ball {∣µ⃗∣a ≲ A−1/4}
where the surgery was performed. In this exterior region
ωC3 = ω(2) +
√
−1∂∂¯φC
3 = ω(1) + ddcφC3 , dc =
√
−1
2
(∂¯ − ∂).
The 1-form dcφC
3
is T 2-invariant, so by Cartan’s formula
ι ∂
∂θi
ddcφC
3 = −dι ∂
∂θi
dcφC
3
,
which combined with dµi = −ι ∂
∂θi
ω(1) allow us to find the moment coordinates:
µ˜C
3
i = µi + ι ∂
∂θi
dcφC
3
, dµ˜C
3
i = −ι ∂
∂θi
ωC3 , i = 1,2.
Using the estimates ∣dφC3 ∣ ≤ CA−1/2ℓ−ǫ∣µ⃗∣−1+ǫa and ∣ ∂∂θi ∣ ≤ CA−1/4, we see∣µi − µ˜C3i ∣ ≤ CA−3/4ℓ−ǫ∣µ⃗∣−1+ǫa .
Now inside {∣µ⃗∣a ≲ A−1/4}, we have ∣µi∣ ≤ CA−1/2, and ∣dµ˜i∣ ≤ CA−1/4 integrates to
give ∣µ˜i∣ ≤ CA−1/2. Thus globally on C3∣µi − µ˜C3i ∣ ≤ CA−3/4ℓ−ǫ(A−1/4 + ∣µ⃗∣a)−1+ǫ
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as required. Morever µ˜C
3
1 , µ˜
C
3
2 , µ˜
C
3
1 − µ˜
C
3
2 vanish respectively along D1,D2,D3, due
to the respective vanishing of the circle generators ∂
∂θ1
, ∂
∂θ2
, ∂
∂θ1
− ∂
∂θ2
.
Now consider the map C3
(µ˜C3
1
,µ˜C
3
2
,Im(η))ÐÐÐÐÐÐÐÐÐ→ R3. It is a special Lagrangian fibration
by Remark 1.6.
At a critical point p ∈ C3 the Zariski tangent space of the fibre, namely the
annihilator of span(dµ˜C31 , dµ˜C32 , dImη), is a linear subspace of TpC3 of real dimension
at least 4. It contains ∂
∂θ1
, ∂
∂θ2
and is gC3-orthogonal to I
∂
∂θ1
, I ∂
∂θ2
. If dη ≠ 0 at p,
then ∂
∂θ1
, ∂
∂θ2
are linearly independent, so the Zariski tangent space is the orthogonal
complement of span(I ∂
∂θ1
, I ∂
∂θ2
) by dimension counting. Since dImη vanishes on
the Zariski tangent space, and dη vanishes on spanC( ∂∂θ1 , ∂∂θ2 ), we deduce dη = 0 on
TpC
3, contradiction. Thus the critical points must satisfy dη = 0, or equivalently
p ∈ ⋃i,j{zi = zj = 0}. Conversely all points in ⋃i,j{zi = zj = 0} are critical. Having
identified the critical point set, the discriminant locus follows from the argument
in Lemma 1.6. 
2.10. Uniqueness and moduli
In this Section we show that under T 2 symmetry, there is only one complete
Calabi-Yau metric gC3 on C
3 within a suitably restrictive asymptotic class pre-
scribed by the metric deviation estimate in Theorem 2.26. The strategy is similar
to the one used by Conlon and Hein [2].
Lemma 2.30. Let δ < −1 and τ < 0. If a function u satisfies ∆g
C3
u = 0 with
bound ∥du∥
C
k+1,α
δ+1,τ (C3,Λ1) <∞, then du = 0.
Proof. Since gC3 is a Ricci-flat metric, the Bochner formula implies
∆(1
2
∣∇u∣2) = ∣∇2u∣2 + ⟨∆∇u,∇u⟩ = ∣∇2u∣2 + ⟨∇∆u,∇u⟩ = ∣∇2u∣2,
so ∣du∣2 is a non-negative subharmonic function. The decay condition implies it
converges to zero at infinity, so maximum principle gives du = 0. 
Proposition 2.31. Let δ < −1 and τ < 0. If a T 2-invariant potential φ′ satisfies(ωC3 +√−1∂∂¯φ′)3 = ω3C3 with bound ∥dφ′∥Ck+1,α
δ+1,τ (C3,Λ1) <∞, then dφ
′ = 0.
Proof. The strategy is to improve the decay rate of dφ′ iteratively, until it
becomes sufficiently fast. We rewrite the equation as a Poisson equation
1
2
(∆g
C3
φ′)ω3
C3
= −3(√−1∂∂¯φ′)2 ∧ ωC3 − (√−1∂∂¯φ′)3.
Notice that
√
−1∂∂¯φ′ lives in Ck,αδ,τ , so its square lives in C
k,α
2δ,2τ . As long as (δ, τ)
stays in the good range of weight exponents, Corollary 2.24 and the above van-
ishing lemma imply that the solution φ′ to this Poisson equation must satisfy∥dφ′∥
Ck+1,α
2δ+1,2τ (C3,Λ1) <∞. This is an improved decay estimate because 2δ + 1 < δ and
2τ < τ . Since each iteration improves the decay rate by a definite amount, within a
finite number of steps we can assume δ < −2 and τ < 0. Then ∥dφ′∥
C
k+1,α
δ+1,τ (C3,Λ1) <∞
implies that ∥φ′∥
C
k+2,α
δ+2,τ (C3) <∞ after adjusting φ
′ by a constant. Then we can use
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the standard integration by part argument for the complex Monge-Ampe`re equation
to see
∫
C3
∣∇φ′∣2φ′pω3
C3
= 0, p≫ 1.
Hence φ′ is a constant, and the metric is unique. 
It follows from the uniqueness result that the natural parameter space of our
Taub-NUT type metrics is the space of positive definite rank 2 matrices (aij), which
involves 3 parameters. The discrete group S3 acts on the parameter space by per-
muting the edges D1,D2,D3, or equivalently interchanging the 3 positive numbers
a11, a22, a11 + a12 + a21 + a22. This permutation does not change the holomorphic
isometry type of the Taub-NUT type metrics, so the moduli space of our con-
struction is the S3-quotient of the parameter space. The scaling transformations
act on the parameter space by
aij ↦ Λaij , A↦ Λ2A.
The size of A is inversely related to the area of the asymptotic T 2 in the generic
region near infinity, and the inverse matrix (aij) up to scale describes the shape
of the asymptotic T 2. If we restrict attention to C−1δij ≤ aij ≤ Cδij , then the
Taub-NUT type metrics on C3 are uniformly equivalent.
We mention two interesting problems:
Question. What kind of degenerations would happen if the scale invariant
uniform ellipticity bound (2.11) fails?
Question. Can we prove uniqueness under a weaker hypothesis? For instance,
if a complete Calabi-Yau metric on C3 is uniformly equivalent to gC3 , then does it
need to be a member of our family of Taub-NUT type metrics? If we are only given
the topology of C3, then is it possible to characterise our Taub-NUT type metrics
in terms of its tangent cone at infinity and some extra curvature decay conditions?
The author feels this uniqueness question would be the beginning of a classi-
fication program of higher dimensional gravitational instantons (cf. Section 2.11.2
for more discussions).
2.11. Exotic metrics: past and future
This informal Section aims to connect the new Taub-NUT type metric on C3
to a circle of ideas in the literature, and sketch the directions for plausible general-
isations and the scope for future research.
2.11.1. Exotic metrics on Cn. We begin with some historical remarks about
the fundamental problem:
Question. Given n ≥ 2, what are the complete Calabi-Yau metrics on Cn
equipped with the standard holomorphic volume form?
The initial guess was that the only solution is the flat metric. The rationale
is that the moduli of compact Calabi-Yau manifolds depends on the cohomology
class of the Ka¨hler form and the holomorphic volume form, and since Cn has trivial
topology, it seemed that there was no room to admit nontrivial Calabi-Yau metrics.
The situation changed when LeBrun first observed that the Taub-NUT metric gives
a counterexample on C2 (cf. Section 1.8). Hindsight shows that the necessary
amount of nontrivial topology comes from an additional fibration structure. In
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fact the Taub-NUT metric admits two kinds of fibration structures: a holomorphic
fibration C2z0,z1
z0z1ÐÐ→ C which gives an algebraic perspective, and a circle fibration
coming from the Gibbons-Hawking ansatz which gives a transcendental perspective.
In [18] the author realised that if we take the holomorphic fibration one step
further, namely if we start from the standard Lefschetz fibration C3
f=z2
1
+z2
2
+z2
3ÐÐÐÐÐÐ→
C on C3, then we can construct a nontrivial complete Calabi-Yau metric on C3,
such that near spatial infinity, the restricted metric on the affine quadric fibres are
approximately the Eguchi-Hanson metrics on the fibres, and the horizontal part of
the metric is approximately the pullback of the Euclidean metric on the base. This
work was soon generalised independently by Conlon-Rochon [3] and Sze´kelyhidi
[27], who developed more substantial linear analysis to treat more complicated
holomorphic fibrations. In the most general known version, we start from a weighted
homogeneous polynomial f ∶ Cn → C where n ≥ 3, such that the only singularities in
the fibration f are isolated singularities on the central fibre f−1(0), and we require
the weighted cone f−1(0) to admit a conical Calabi-Yau metric whose Reeb vector
field action is compatible with the weights. Algebro-geometrically, the singular
fibre must have klt singularity, and the requirement for the existence of a conical
Calabi-Yau metric imposes a stability condition on the singular fibre. Then
by standard results the smoothing fibres f−1(c) are equipped with asymptotically
conical Calabi-Yau metrics, which now play the same role as the Eguchi-Hanson
metrics played in the C3 example setting. The final output of their theory is a
complete Calabi-Yau metric on Cn associated to the fibration f ∶ Cn → C, equipped
with the standard holomorphic volume form.
The most important Riemannian geometric aspect of this infinite class of com-
plete Calabi-Yaumetrics is that the volume of metric balls haveEuclidean volume
growth rate
C−1 ≤ Vol(B(r))
Vol(B2nEuclid(r)) ≤ 1, r > 0.
Since these manifolds are Ricci-flat, it makes sense to take the tangent cone at
infinity, which is identified as the singular variety f−1(0) × C with the product
metric, and in particular has the same dimension as Cn. This aspect is contrasted
with the Taub-NUT metric in complex dimension 2, whose volume growth rate is
Vol(B(r) ∼ r3 which is not Euclidean. This failure can be traced back to the fact
that the singular fibre z0z1 = 0 for the Taub-NUT C2 is not even irreducible, let
alone having a Calabi-Yau cone metric.
Furthermore, the metric distance to the origin for these examples on Cn are bi-
Ho¨lder equivalent to the standard Euclidean distance, but not uniformly equivalent.
This has the consequence that the ring of algebraic functions on these exotic Cn
coincides with the ring of holomorphic functions with polynomial growth, but
the filtration structure on these functions induced by the growth rate is not the
standard filtration.
Now we turn to the new Taub-NUT type Calabi-Yau metric on C3. Like the
Taub-NUT C2, it is associated to both a holomorphic fibration structure and a torus
fibration structure. The holomorphic fibration is given by C3
z0z1z2ÐÐÐ→ C, which may
be viewed as a degenerate case where the fibration is allowed to have more severe
singularities: here z0z1z2 = 0 is reducible into 3 pieces, and morever its singularity
is non-isolated, stretching all the way into spatial infinity. This explains why the
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Riemannian curvature does not decay at infinity along the locus {zi = zj = 0},
a phenomenon similar to Joyce’s examples of quasi-ALE Calabi-Yau metrics [15].
Another viewpoint is that the generic fibre is stable while the central singular
fibre is unstable. Their delicate balance produces a global metric on C3, but the
instability near the singular fibre produces large quantum fluctuation effects.
However, the principal novalty of our Taub-NUT type C3 metric comes from
the T 2-fibration structure. An immediate consequence of the fact that 2 spatial
dimensions are ‘compactified’, is that the volume growth rate is sub-Euclidean:
in fact Vol(B(r) ∼ r4 and the tangent cone at infinity is the flat R4. This sub-
Euclidean growth is otherwise known as collapsing in Riemannian geometry.
An important conceptual feature of real tori is that they are inherently tran-
scendental objects, tied up intimately with the fundamental functions log and exp;
we saw the pervasive presence of such transcendental functions in Section 2.4 in the
metric asymptote. Another manifestation of this is that the ring of algebraic
functions on the Taub-NUT type C3 is defined by holomorphic functions with
an exponential type growth condition, rather than the more familiar polynomial
growth which is the expected feature in the Euclidean volume growth situation.
The evidence suggests that the full mystery of complete Calabi-Yau metrics on
C
n involves at least 3 fundamental phenomena:
● holomorphic fibrations with a suitable notion of stability, which is associ-
ated with Euclidean volume growth rate and polynomial growth rate on
holomorphic functions.
● torus fibrations, which is associated with collapsing phenomenon and ex-
ponential growth rate on holomorphic functions.
● an additional layer of combinatorial complexity involving iterative fibra-
tions (cf. subsection 2.11.3 for the flavour).
This picture seems to fit well with Kontsevich and Soibelman’s conjectural
picture for collapsing compact Calabi-Yau manifolds (cf. Chapter 2, 3 in [16]).
The relation between the two situations will be further explained in subsection
2.11.4.
2.11.2. Gravitational instantons. A gravitational instanton is a com-
plete non-compact hyperKa¨hler 4-manifold with ∫ ∣Rm∣2dVol < ∞. The theory
of gravitational instantons is very rich, with important contributions from Kron-
heimer, Atiyah, Hitchin, Hein, and many others. Recent breakthrough made by
Chen and Chen [1] is a decisive step towards a complete classification. A conspic-
uous feature of this classification program is the crucial role played by the volume
growth rate. In the Euclidean volume growth rate case, these are the ALE metrics
(‘asymptotically locally Euclidean’) classified by Kronheimer. In the sub-Euclidean
volume growth case, in all known situations the asymptotic geometry near infinity
is approximately a flat torus fibration over a flat base.
We will not attempt to review this extensive literature, but limit ourselves to
examine a simple class of examples known as multi-Taub-NUT metrics. In the
Gibbons-Hawking coordinates (cf. Section 1.2), this is given by the potential
V = A +
k
∑
i=1
1
2
√∣µ − µi∣2 + ∣η − ηi∣2 ,
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where (µi, ηi) are disjoint given points on the base R3 = Rµ ⊕Cη, and k ≥ 1. The
asymptotic geometry is given by a degree k circle bundle over the complement of a
compact region in R3, whose circle fibres have approximate length 2πA−1/2. This
behaviour is known as asymptotically locally flat, or ALF for short. The k = 1
case is the usual Taub-NUT metric.
Let’s assume for convenience that the ηi are all distinct, which is the generic
situation. From the holomorphic perspective, the multi-Taub-NUT metrics lives on
the smooth algebraic varieties{z0z1 = F (η) = (η − η1)(η − η2) . . . (η − ηk)} ⊂ C3z0,z1,η,
with nowhere vanishing holomorphic volume form Ω = 1
F ′(η)
√
−1dz0 ∧ dz1, and the
circle action is
eiθ ⋅ (z0, z1) = (e−iθz0, eiθz1),
which ensures ι ∂
∂θ
Ω = dη.
A crucial aspect of multi-Taub-NUT metrics is that they come in a moduli
space, determined by the positions of (µi, ηi). In general, the fact that a family of
geometric objects has natural moduli indicates the possibility that in some degen-
erate limit they decompose into more primary objects, and the parameters in the
moduli comes from the parameters in these building blocks and the combinatorics
of the gluing construction. This is the case when the spatial separation distance
of the monopole points (µi, ηi) ∈ R3 is far larger than the circle length parameter
A−1/2. Then we can view the multi-Taub-NUT metric as obtained from gluing
k copies of the Taub-NUT metrics, whose curvature centres are far separated and
therefore whose mutual interaction is weak.
Now we can try to push this story to higher dimensions. The natural gener-
alisation of complete hyperKa¨hler 4-folds is complete Calabi-Yau manifolds.
Since in our Taub-NUT type C3 example the Riemannian curvature does not decay
at infinity along Di, the total L
2-curvature integral is infinite. Finding the correct
generalised notion of finite curvature condition is clearly fundamental to any
classification program. We do not fully understand what this notion is. A tentative
idea compatible with Chen and Chen’s work [1] and our Taub-NUT type C3 ex-
ample is to require that ∣Rm∣ ≤ C globally and ∣Rm∣(x) ≤ Cdist(x,0)−2−ǫ for some
ǫ > 0 in the generic region.
In the direction of constructing more examples, we comment that Hein’s ex-
istence package is by no means limited to the case of Cn. Focusing on complex
dimension 3, the distinguished role of our Taub-NUT type metrics on C3 is instead
that they are more primary objects, and in particular ought to have a more rigid
moduli space, than most of the other 3-dimensional complete Calabi-Yau metrics
with similar behaviours. It is perhaps best to illustrate this by a conjectural exam-
ple which generalises the multi-Taub-NUT metrics.
Let ηi be all distinct and take the smooth algebraic varieties{z0z1z2 = F (η) = (η − η1)(η − η2) . . . (η − ηk)} ⊂ C4z0,z1,z2,η,
with nowhere vanishing holomorphic volume form Ω = −1
F ′(η)dz0 ∧ dz1 ∧ dz2. These
admit a T 2-action
eiθ1 ⋅ (z0, z1, z2) = (e−iθ1z0, eiθ1z1, z2), eiθ2 ⋅ (z0, z1, z2) = (e−iθ2z0, z1, eiθ2z2)
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which ensures Ω( ∂
∂θ1
, ∂
∂θ2
) = dη. It seems likely that Hein’s package can be made to
provide a multi-parameter family of complete Calabi-Yau metrics on these varieties.
Morever, when the T 2-fibres have much smaller lengths compared to the spatial
separation of ηi, then the author expects such metrics to have a gluing description
in terms of our Taub-NUT type metric on C3. On the other extreme, if we allow
ηi to collide, then we may see new metric behaviours not yet understood in the
literature.
Remark 2.12. Another conjectural example of this flavour can be found in the
final Section of the author’s paper [20].
2.11.3. Generalisation of ALF geometry. We now discuss the problems
of generalising the Taub-NUT type C3 to higher dimensional exotic metrics on Cn.
The key issue seems to be an extra layer of combinatorial complexity of recur-
sive nature. This calls for a theory which deals with linear analysis on quasi-ALF
geometry. Roughly put, a quasi-ALF geometry of complexity 1 asymptotically
looks like a flat torus fibration over a flat base. A quasi-ALF geometry of com-
plexity k is a singular torus fibration, whose asymptotic behaviour away from the
neighbourhood of a lower dimensional stratified singular set looks ALF, and whose
behaviour transverse to the singular locus is modelled on a quasi-ALF geometry of
complexity k − 1. We shall not attempt to make a formal definition, but merely
point out that theories of a very similar flavour are much studied, such as QALE
spaces by Joyce [15], and QAC spaces by Degeratu and Mazzeo [4].
A conjectural example which illustrates the main ideas is the direct gener-
alisation of our Taub-NUT type metric to Cn with n ≥ 4. We take the holomorphic
fibration
C
n η=z0z1...zn−1ÐÐÐÐÐÐÐ→ Cη, Ω =√−1n−1dz0 ∧ dz1 . . . ∧ dzn−1.
which admits the action by the diagonal torus T n−1 ⊂ SL(n,C). The asymptotic
geometry is as follows:
● Far away from ∪{zi = zj = 0}, the metric looks like a flat T n−1-fibration
over a flat base. In the holomorphic persepcitive, the fibres of η = z0 . . . zn−1
have a almost flat cylindrical metric on (C∗)n−1, and the horizontal part
of the metric looks like the pullback of a Euclidean metric on Cη.
● Near ∪{zi = zj = 0} but far from ∪{zi = zj = zk}, we see the Taub-NUT
metric appearing in the transverse direction to ∪{zi = zj = 0}.
● Near ∪{zi = zj = zk} but far from the intersection of 4 coordinate hy-
perplanes, we see the Taub-NUT type C3 appearing in the transverse
direction to ∪{zi = zj = zk}.
. . .
● Near {z1 = . . . zn−1 = 0} but far from {z0 = 0}, we see the conjectural
metric on Cn−1 appearing in the transverse direction.
The point is that if one has a sufficiently powerful linear theory which could
correct the initial volume form errors to have faster than quadratic decay near
infinity, then one can invoke Hein’s package to produce a global Calabi-Yau metric.
The whole construction follows a clearly inductive pattern.
2.11.4. Connection to collapsing compact Calabi-Yau metrics. A fam-
ily of Calabi-Yau metrics (Xt, ωt) living on a flat family of compact Calabi-Yau
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manifolds is said to be collapsing if there is no uniform estimate
Volωt(B(xt, r)) ≥ κrdimRXt , ∀xt ∈Xt,∀0 < r < diam(Xt), κ > 0.
Two well-studied basic mechanisms for collapsing are:
● Fix the complex structure of Xt = X and a reference Ka¨hler class [ωX]
on X . Assume there is a holomorphic fibration f ∶ X → Y to a lower
dimensional Ka¨hler manifold Y with Ka¨hler class [ωY ]. Then we take
ωt to be the Calabi-Yau metric in the class [tωX + f∗ωY ], where t ≪ 1.
Crucially the fibre volume is cohomologically determined, and the fibre
length scale is much smaller compared to the diameter of the base (cf.
[29]).
● Fix a polarisation on a 1-parameter flat family Xt, which prescribes the
Ka¨hler class, and assume there is a holomorphic volume form ΩX on the
total space, so there are induced holomorphic volume forms Ωt on Xt
depending on t in a holomorphic way. Then we study the Calabi-Yau
metrics ωt as we allow the complex structure to degenerate, in such a way
that the central fibre X0 has worse than klt singularities.
Kontsevich and Soibelman observe that in the polarised collapsing situation,
the resolution of singularity implies
∫
Xt
Ωt ∧Ωt = C(log ∣t∣)m∣t∣k(1 + o(1)),
where C is some constant, k is an integer which can be taken as zero by adjusting
Ωt, and 0 < m ≤ dimCXt if the central fibre has worse than klt singularities . The
integerm is determined by Hodge theory for the degeneration. The curious presence
of the transcendental factor (log ∣t∣)m is interpreted by Kontsevich and Soilbelman
as indicating the presence of an m-dimensional torus fibration; in the special case
of the large complex structure limit dimCXt = m they predict a Tm-fibration,
which is compatible with the SYZ proposal (cf. Section 3.1 [16]). Transcendental
phenomenon is captured by non-archimdean analysis. They also suggest that col-
lapsing phenomenon in general involves an iterative fibration structure, based on
motivations from conformal field theory (cf. Section 2.3 in [16]).
There is a simple conceptual relation between collapsing families of Calabi-
Yau metrics (Xt, ωt) on compact manifolds, and non-compact complete Calabi-Yau
metrics. If we scale the metrics such that sup ∣Rm∣ = 1 inside a region of interest,
then there is a dichotomy:
● If the injectivity radius is bounded below, then the pointed Gromov-
Hausdorff limit is a smooth complete Calabi-Yau manifold (a ‘complete
bubble’).
● If the injectivity is not bounded below, then we are in the situation of
collapsing with bounded curvature, and we should instead look at the
covering geometry.
It often happens that the original Xt has a natural fibration structure, which
would strongly motivate a complete Calabi-Yau manifold with the same kind of
fibration structure.
To explain the role of the Euclidean volume growth condition for the
complete Calabi-Yau manifolds, we recall a basic fact in Riemannian geometry
called Bishop-Gromov monotonicity, which implies that for Ricci-flat manifolds of
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real dimension N , the normalised volume
Vol(B(x, r))
Vol(BN
Euclid
(0, r))
is a decreasing function of the radius r. Thus if one has a geometric reason for the
non-collapsing bound Vol(B(x,R)) ≥ κRN at a particular distance scale R, then
in all smaller scales r we have also Vol(B(x, r)) ≥ κrN . In particular, even though
a family of Calabi-Yau metric is collapsing globally, it can happen that in a local
region of interest the non-collapsing bound holds, so the complete bubble inherits
the Euclidean volume growth condition. The reader is referred to the author’s
papers [19][20] for concrete examples where this phenomenon happens.
Finally, focusing on complex dimension 3, recall from subsection 2.11.2 that
the Taub-NUT type metrics on C3 are expected to be primary objects, while the
conjectural multi-Taub-NUT type metrics are composite objects which naturally
arise in high dimensional families. We suggest that this means the Taub-NUT
type metric on C3 typically occurs as a complete bubble in a suitably generic 1-
parameter collapsing family of compact Calabi-Yau metrics when the Euclidean
volume growth condition fails, while most other complete bubbles are relevant for
multi-parameter degenerations.

CHAPTER 3
The Positive Vertex
In this Chapter we will construct using the generalised Gibbons-Hawking ansatz
a family of incomplete Calabi-Yau metrics describing the positive vertex, which
we advocate as an analogue of the Ooguri-Vafa metric in complex dimension 3.
This metric has T 2-symmetry and admits a special Lagrangian T 3 fibration. The
discriminant locus D is a trivalent graph with one vertex, living inside R2µ1,µ2 ×(S1 ×R) . Suitably away from D the metric is approximately a flat T 2-bundle over
an open subset of R2µ1,µ2 × S
1 ×R. Along the 3 edges of D but a little away from
the trivalent vertex, the metric is modelled on a fibration by Taub-NUT metrics.
Finally, a tiny region near the vertex is modelled on the Taub-NUT type metric
on C3 we constructed in Chapter 2. The topological setup and the holomorphic
structures agree with the Gross-Ruan-Joyce-Zharkov picture (cf. review Section
1.1.3, 1.1.6).
The Ooguri-Vafa type metric on the positive vertex space is best thought as the
periodic version of the Taub-NUT type metric on C3. The fundamental mechanism
is that the periodicity condition breaks down the scaling invariance and results in
a gluing construction. The same periodicity condition also gives rise to exponential
decay of higher Fourier modes, so that the Ooguri-Vafa type metric looks semiflat
at large distance.
The organization is as follows. Section 3.1, 3.2, 3.3 describe a Ka¨hler ansatz
and identify its holomorphic structure explicitly, and are written with an overall
geometric orientation. Section 3.4 to 3.8 develop the analysis to glue this ansatz
to the Taub-NUT type metric on C3 and perturb the metric to be Calabi-Yau.
This linear analysis is an extension of ideas in Chapter 2, and the only new input
addressing exponential decay of higher Fourier modes appear in Section 3.5. More
technically, we first improve the decay of the volume form error in the generic
region using the Gibbons-Hawking framework, and then treat the error elsewhere
by shifting to the complex geometric framework. Section 3.9 discuss geometric
properties, notably the exponential decay of higher Fourier modes and the existence
of specical Lagrangian fibration. Section 3.10 is a semi-heuristic discussion on how
to partially go beyond perturbation theory using an idea inspired by QFT, which
we call the renormalisation flow.
3.1. First order approximate metric
We plan to construct an approximate Calabi-Yau metric using the generalised
Gibbons-Hawking ansatz, on a singular T 2-bundle M+ over an open neighbour-
hood of the origin inside the real 4-dimensional base R2µ1,µ2 × (S1 × R)η, whose
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discriminant locus is
D =D1 ∪D2 ∪D3 ∪ {0} = {µ1 = 0, µ2 > 0} ∪ {µ2 = 0, µ1 > 0} ∪ {µ1 = µ2 < 0} ∪ {0}
⊂ R2µ1,µ2 × {0} ⊂ R2µ1,µ2 × (S1 ×R)η.
Here η = x +√−1y is a complex variable with period 1. The topological situation
is described in Section 1.1.3, Example 1.9 and the expected complex structure can
be found in Section 1.1.6.
This situation has very strong similarity with the Taub-NUT type metric on
C
3 in Chapter 2, the only difference being the periodicity condition on η. The
basic heuristic idea is to perturb the constant solution (cf. Example 1.6) after
incorporating the topology. The information in the constant solution is encoded
by the base metric
(3.1) ga = aijdµi ⊗ dµj +A∣dη∣2
with aij being a real symmetric positive definite matrix and A = deta, analogous
to Section 2.1. We call aij the coupling constants and emphasize that aij are
parameters we would like to vary. We impose the scale invariant ellipticity bound
(3.2) C−1A1/2δij ≤ aij ≤ CA1/2δij , A≫ 1.
The A ≫ 1 assumption is essential for the perturbative way of thinking to be
effective; this assumption was absent in the C3 case because there was no intrinsic
scale provided by periodicity. The appearance of the gluing parameter A means
we need to carefully track down A-dependence in our estimates; in this Chapter
all constants in estimates depend on aij only through the above scale invariant
ellipticity constant unless stated otherwise.
Notation. We denote µ⃗ = (µ1, µ2, η) and ∣µ⃗∣a = √aijµiµj +A∣η∣2 is the ga-
distance to the origin. A variant ̺ = ∣(µ1, µ2, y)∣′a = √aijµiµj +Ay2 stands for the
distance in the g′a-metric on R
2
µ1,µ2
×Ry
(3.3) g′a = aijdµidµj +Ady2 = aijdµidµj +A∣dIm(η)∣2.
Another useful length parameter is ℓ = distga(⋅,D) + A−1/4 which is relevant for
regularity scales.
Exactly the same discussions as in Section 2.1 lead us to consider the linearised
equations (2.2)(2.3)(2.4), which describe the first order corrections we need to
make to the constant solution. The key difference is the periodicity requirement.
The principle of superposition allows us to immediately produce the solution from
Proposition 2.2. We recall from there the functions α1, α2, α3.
Proposition 3.1. We define the functions α˜i(µ1, µ2, η) by
(3.4)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
α˜1 = α1(µ1, µ2, η) +∑n∈Z∖{0}{α1(µ1, µ2, η + n) − 14∣n∣√a22 }
α˜2 = α2(µ1, µ2, η) +∑n∈Z∖{0}{α2(µ1, µ2, η + n) − 14∣n∣√a11 }
α˜3 = α3(µ1, µ2, η) +∑n∈Z∖{0}{α3(µ1, µ2, η + n) − 14∣n∣√a11+2a12+a22 }
Then α˜1, α˜2, α˜3 are convergent away from D, 1-periodic in η, and ∆a-harmonic
away from D. Morever the functions
v˜11 = α˜1 + α˜3, v˜22 = α˜2 + α˜3, v˜12 = v˜21 = −α˜3, w˜ = Aaij v˜ij
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provide a solution in the periodic setting to (2.2)(2.3) away from D, which also
solves the distributional equation (2.4) globally.
Proof. The only issue worth checking is convergence, which follows from the
fact that ∣α1(µ1, µ2, η + n) − 14∣n∣√a22 ∣ ≤ C(aij,µ1,µ2,η)n2 , and likewise for α2, α3. 
We obtain by the generalised Gibbons-Hawking construction a Ka¨hler ansatz(g˜(1), ω˜(1), J˜(1), Ω˜(1)) associated to
V˜
ij
(1) = aij + v˜ij , W˜(1) = A + w˜.
A subtlety here is that the connection ϑ = (ϑ1, ϑ2) can be twisted by a flat con-
nection. This choice is parametrised by H1(R2µ1,µ2 ×S1×R∖D, T 2) =H1(R2×S1×
R, T 2) = T 2, since the codimension 3 subset D inside the base does not affect the
fundamental group. We sometimes suppress mentioning this choice since it does
not have a strong impact on the geometry, especially because we will exclusively
work with T 2-invariant tensors, which are rarely sensitive to the flat connection.
The Ka¨hler structure is well defined over the region where the matrix V˜ ij(1) is
positive definite and W˜(1) is positive, except at the singular point (µ1, µ2, η) = 0.
A sufficient condition for positive definiteness will be given in (3.9). The Ka¨hler
structure extends smoothly across Di, where the local structure is modelled on the
Taub-NUT fibration described by gTaub for ∣µ⃗∣a ≳ A−1/4 (cf. Section 2.3).
Remark 3.1. The series definition of α˜i involves ‘subtracting a logarithmic
infinity from a logarithmic infinity’, as in the usual Ooguri-Vafa metric.
Remark 3.2. Compared to the Taub-NUT type C3 case in Chapter 2, the T 2-
symmetry and the discrete symmetry persist, while the scaling symmetry and the
additional U(1)-symmetry are now broken.
Remark 3.3. There is some freedom to add some additive constants to the
definition of α˜1, α˜2, α˜3, which does not affect the validity of the linearised equations.
Our choice ensures that α˜i − αi vanishes at the origin, which is need later for
gluing in the Taub-NUT type metric on C3. A more quantitative statement is:
Lemma 3.2. Let ∣x∣ = ∣Re(η)∣ ≤ 1
2
. The difference α˜i − αi satisfies the estimate∣α˜i − αi∣ ≤ CA−1/4 log(1 +A−1/2∣µ⃗∣a).
Proof. In the series (3.4) defining α˜1, we can separate the sum into two ranges∣n∣ ≳ A−1/2∣µ⃗∣a+1 and 1 ≤ ∣n∣ ≲ A−1/2∣µ⃗∣a. In the first range, using elementary Taylor
expansion of arctan,
∣α1(µ1, µ2, η + n) − 1
4∣n∣√a22 ∣ ≤ C ∣µ⃗∣aA3/4∣n∣2 ,
which implies after summation
∑
∣n∣≳A−1/2 ∣µ⃗∣a+1
∣α1(µ1, µ2, η + n) − 1
4∣n∣√a22 ∣ ≤ CA−1/4min{1,A−3/4∣µ⃗∣a}.
The second range only appears if 1 ≲ A−1/2∣µ⃗∣a. This sum is crudely estimated by
∑
1≤∣n∣≲A−1/2 ∣µ⃗∣a
∣α1(µ1, µ2, η + n) − 1
4∣n∣√a22 ∣ ≤ CA−1/4 ∑1≤∣n∣≲A−1/2 ∣µ⃗∣a 1n
≤ CA−1/4 log(A−3/4∣µ⃗∣a).
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Combining the discussions gives the result. 
3.2. Asymptotes for the first order ansatz
This Section is concerned with obtaining refined asymptotes of α˜1, α˜2, α˜3; a
summary can be found at the end of the Section. We define the average functions
(3.5)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
α¯1(µ1, µ2, y) = ∫ 10 α˜1(µ1, µ2, x +√−1y)dx,
α¯2(µ1, µ2, y) = ∫ 10 α˜2(µ1, µ2, x +√−1y)dx,
α¯3(µ1, µ2, y) = ∫ 10 α˜3(µ1, µ2, x +√−1y)dx.
The main goal in this Section is to prove exponential decay estimate for α˜i − α¯i
outside a tubular neighbourhood of Di.
Proposition 3.3. (Leading order asymptote) The formulae for α¯i are ex-
plicitly given as
(3.6)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
α¯1 = 12√a22 {log 2 − γE − log ( 1√A ∣(µ1, µ2, y)∣′a − √a22√A (µ2 + a12a22µ1))}
α¯2 = 12√a11 {log 2 − γE − log ( 1√A ∣(µ1, µ2, y)∣′a − √a11√A (µ1 + a12a11µ2))}
α¯3 = 12√a11+2a12+a22 {log 2 − γE
− log ( 1√
A
∣(µ1, µ2, y)∣′a + a11µ1+a12µ2+a21µ1+a22µ2√A√a11+2a12+a22 )}
where γE = limn→∞∑nk=1 1k − logn is the Euler constant.
Proof. We will focus on α¯1. The periodic version of equation (2.7) on R
2
µ1,µ2
×(S1 ×R)η is the measure equation(∆aα˜1)A3/2dµ1 ∧ dµ2 ∧ dx ∧ dy = −2π√A∫
D1
dµ2.
Integrating in the periodic x-variable from 0 to 1,
(3.7) (∆′aα¯1)dVol′a = −2π∫
D1
dµ2,
where ∆′a is the Laplacian of the metric g
′
a = aijdµidµj +Ady2 on R2µ1,µ2 ×R, whose
volume form is dVol′a = Adµ1 ∧ dµ2 ∧ dy.
Now the basic strategy is to build a function satisfying the same measure equa-
tion and then compare. For a large positive cutoff Λ, we calculate the Green
representation
−
1
4π
∫
Λ
0
−2π∣(µ1, µ2 − s, y)∣′a ds = 12√a22 sinh−1 ⎛⎜⎝ s√ A
a2
22
µ21 +
A
a22
y2
⎞⎟⎠ ∣s=−µ2−
a12
a22
µ1+Λ
s=−µ2− a12a22 µ1
.
If we subtract 1
2
√
a22
log(2Λ) and take the limit Λ→∞, we obtain the function
−
1
2
√
a22
log( 1√
a22
∣(µ1, µ2, y)∣′a − µ2 − a12a22µ1)
which by construction satisfies the same measure equation as (3.7).
We claim that this function differs from α¯1 by a constant. By the Liouville
theorem, it suffices to show that the function α¯1 on R
2 × R has the logarithmic
growth estimate
α¯1 ≤ CA−1/4{log(1 +A−3/4̺) + ∣ log( 1
a−122µ
2
1 + y
2
)∣ + 1}
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which is easy to deduce from Lemma 3.2.
Now to pin down the constant, we can evaluate α¯1 for µ1 = µ2 = 0, y ≠ 0. Then
the arctan term drops out, and
α¯1(0,0, y) = 1
2
√
a22
lim
Λ→+∞
{∫ Λ
0
1√
x2 + y2
dx −
Λ
∑
n=1
1
n
}
= 1
2
√
a22
lim
Λ→∞
{sinh−1( Λ∣y∣ ) − logΛ − γE}
= 1
2
√
a22
(log( 2∣y∣ ) − γE)
Comparing the expressions give the formula for α¯1. 
Lemma 3.4. The difference α˜1 − α¯1 satisfies the following estimate: if either
y2+a−122µ
2
1 ≳ 1 or µ2 ≲ −A
1/4, namely if distg′a(⋅,D1) ≳ A1/2, then ∣α˜1− α¯1∣ ≤ CA−1/4.
Similar bounds hold for α˜i − α¯i for i = 1,2,3.
Proof. We notice in advance that α˜1 and α¯1 are periodic in η, so it suffices
to assume ∣x∣ ≤ 1/2. The main idea of a variant of Cauchy’s integral test for
convergence.
Using the fact that ∣∂2α1
∂x2
∣ ≤ C a22(µ2
1
+a22 ∣η∣2)3/2 , and the mean value type inequality
f(0)−∫ 1/2
−1/2 f(s)ds ≤ C sup∣s∣≤1/2 ∣f ′′(s)∣,
we deduce that for ∣η∣2 + µ21
a22
≳ 1,
∣α1(µ1, µ2, η) −∫ x+1/2
x−1/2 α1(µ1, µ2, s +√−1y)ds∣ ≤ CA−1/4(∣η∣2 + µ21a22 )−3/2
Thus for ∣x∣ ≤ 1/2,
∣ ∑
n∈Z∖{0}
{α1(µ1, µ2, η + n) − ∫ x+1/2
x−1/2 α1(µ1, µ2, s + n +√−1y)ds}∣
≤ CA−1/4 ∑
∣n∣≠0
(∣η + n∣2 + µ21
a22
)−3/2 ≤ CA−1/4,
and the sum converges to zero as µ21 + ∣η∣2 →∞.
In particular if y2 + a−122µ
2
1 ≳ 1, then adding the above two inequalities already
implies the bound
∣α˜1 − α¯1∣ = ∣∑
n∈Z
{α1(µ1, µ2, η + n) −∫ x+1/2
x−1/2 α1(µ1, µ2, s + n +√−1y)ds}∣ ≤ CA−1/4,
and that ∣α˜1 − α¯1∣ converges to zero as µ21 + ∣η∣2 →∞.
If however y2 + a−122µ
2
1 ≪ 1 but µ2 ≲ −A1/4, then we can make
a22µ2 + a12µ1
A1/2
√
µ21 + a22∣η∣2 ≲ −1,
and the Taylor expansion of arctan will ensure ∣α1(µ1, µ2, η)∣ ≤ C−µ2 , so
∣α1(µ1, µ2, η) −∫ x+1/2
x−1/2 α1(µ1, µ2, s +√−1y)ds∣ ≤ Cµ−12 ≤ CA−1/4,
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from which we again deduce ∣α˜1 − α¯1∣ ≤ CA−1/4. 
Proposition 3.5. (Exponential decay for higher Fourier modes in the
first order ansatz) If distg′a(⋅,D1) ≳ A1/2, then
(3.8) ∣α˜1 − α¯1∣ ≤ CA−3/4distg′a(⋅,D1) exp(−2πA−1/2distg′a(⋅,D1)).
Similar bounds hold for α˜i − α¯i for i = 1,2,3.
Proof. We focus on the region {distg′a(⋅,D1) ≳ A1/2}. The key idea is that
α˜1− α¯1 is ∆a-harmonic , bounded and has no zero Fourier mode in the S
1 direction
defined by the x-variable, so the exponential decay follows from Fourier analysis.
We remark that similar ideas have appeared in the recent paper [13].
We perform Fourier decomposition in the S1 direction
α˜1 − α¯1 = ∑
n≠0
hn(µ1, µ2, y)e2πinx,
Parseval identity combined with Lemma 3.4 shows
∑
n
∣hn∣2 = ∫ 1
0
∣α˜1 − α¯1∣2dx ≤ CA−1/2.
Now ∆a-harmonicity translates into the 3-dimensional Helmholtz equations:
∆′ahn − 4π
2n2A−1hn = 0.
The remaining task is conceptually speaking to estimate the Dirichlet Green’s
function for the Helmholtz equation on the noncompact 3-dimensional domain{distg′a(⋅,D1) ≳ A1/2}. In practice, building an upper barrier for the Green’s func-
tion suffices for our purpose.
Recall ̺ = ∣(µ1, µ2, y)∣′a is the distance function for the Euclidean metric g′a on
R
2
µ1,µ2
×Ry. By simple direct computation, for any κ > 0,(∆′a − 4π2n2A−1)e−κ̺ ≤ (κ2 − 4π2n2A−1)e−κ̺,
so for kn = 2π∣n∣A−1/2, the function e−kn̺ is a supersolution of the Helmholtz equa-
tion. Now we build a barrier function
h′n(µ1, µ2, y) = A−1/2∫ ∞
0
e−kn ∣(µ1,µ2−s,y)∣′ads,
whose singularity lies on D1. Since h
′
n is a positive superposition of supersolutions,
it must be itself a supersolution. Other basic properties are:
● On {distg′a(⋅,D1) ≥ A1/2}, using the saddle point method for Laplace type
integrals
0 ≤ h′n ≤ CA−3/4distg′a(⋅,D1) exp(−kndistg′a(⋅,D1)).
● On the boundary of {distg′a(⋅,D1) ≥ A1/2}, we have h′n ≥ A−1/4C ∣n∣ .
Since ∣hn∣ ≤ CA−1/4 by the Parseval identity, the comparison principle implies
hn ≤ C ∣n∣h′n ≤ CA−3/4∣n∣distg′a(⋅,D1) exp(−kndistg′a(⋅,D1)).
Thus on {distg′a(⋅,D1) ≥ A1/2}, the desired bound on ∣α˜1 − α¯1∣ follows by summing
over these estimates over n. It is worth commenting that we expect the exponential
decay rate to be sharp. 
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Remark 3.4. The periodicity condition is responsible for the exponential decay.
Its effect becomes significant when η ∼ 1, which is compatible with the length scale∣µ⃗∣a ∼ A1/2, or distg′a(⋅,D) ∼ A1/2. The geometric significance of exponential decay
is that the ansatz models the transition from fully quantum into semiflat behaviour
( cf. review Section 1.3).
Next we ask for fine asymptote as we move far along Di.
Lemma 3.6. We have the identity
α˜1(µ1, µ2, η) + α˜1(−µ1,−µ2,−η)
= 1
2
√
µ21 + a22∣η∣2 + ∑n∈Z∖{0}{ 12√µ21 + a22∣η + n∣2 − 12√a22∣n∣ }
where the RHS is recognized as the main part of the complex 2-dimensional Ooguri-
Vafa potential. Similarly with Di for i = 1,2,3.
Proof. Clear from α1(µ1, µ2, η) + α1(−µ1,−µ2,−η) = 1
2
√
µ2
1
+a22 ∣η∣2 . 
The utility of this Lemma is that for distga(⋅,D1) ≲ A1/2, ∣µ⃗∣a ≳ A1/2, namely if
we move far from the origin along D1, then up to exponentially small errors
α˜1(−µ1,−µ2,−η) ∼ α¯1(−µ1,−µ2,−η)
= 1
2
√
a22
{log 2 − γE − log( 1√
A
∣(µ1, µ2, y)∣′a + √a22√
A
(µ2 + a12
a22
µ1))}
by Proposition 3.5, so the Lemma provides very precise asymptote for α˜1(µ1, µ2, η)
along D1.
The refined asymptotic behaviour of α˜i is summarised as
● Near the origin α˜i ∼ αi. This is designed to match the asymptote of the
Taub-NUT type metric on C3 from Chapter 2.
● Sufficiently far from Di, the α˜i is modelled by an elementary logarithmic
function α¯i up to exponentially small fluctuation.
● Near Di and far from the origin, the α˜i agrees with the 2-dimensional
Ooguri-Vafa potential, up to an elementary logarithmic function and some
exponentially small fluctuation.
We comment that although α˜i is defined globally over R
2
µ1,µ2
× (S1 ×R)η, the
Ka¨hler ansatz is only defined over a finite region and is incomplete, because A+ w˜
becomes negative when α˜i ∼ α¯i ≳ A1/2, which happens when log(A−1/2̺) ≳ A3/4.
Conversely for a fixed 0 < ǫ0 ≪ 1 independent of A, the Ka¨hler ansatz is positive
definite on
(3.9) M+ = {log(A−1/2̺) < ǫ0A3/4}.
3.3. Complex geometric perspective
We now proceed to identify the complex structure (J˜(1), Ω˜(1)) on the Ka¨hler
ansatz. Our technique is to find a periodic version of the constructions made in
Section 2.4 about the Taub-NUT type metric on C3, in the same way that the
Ooguri-Vafa metric is seen as a periodic version of the Taub-NUT metric. The
reader is encouraged to warm up by refering to Section 1.3 and 2.4. In this approach
algebraic structures will emerge from relations between transcendental integrals of
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geometric origin. For the converse viewpoint which starts with the algebra, see the
review Section 1.1.6.
The generalised Gibbons-Hawking construction provides the (1,0)-forms ζ˜i =
V˜
ij
(1)dµj+
√
−1ϑi, and the formula (1.14) computes their differentials. The main idea
is to produce holomorphic differentials by adjusting ζ˜i. We define the functions
β˜i(µ1, µ2, η) = lim
N→∞
N
∑
n=−N
βi(µ1, µ2, η + n), i = 0,1,2.
Lemma 3.7. The series defining β˜i converge for η ∉ Z, and β˜i are 1-periodic in
η. Morever if ∣x∣ ≤ 1
2
, then
∣β˜i − βi∣ ≤ C(∣η∣ + ∣µ1∣ + ∣µ2∣
A1/4 ).
Proof. Let µ1, µ2 be fixed. The essential task is to understand the asymptotic
behaviour of βi(µ1, µ2, η + n) as ∣n∣ becomes large. We focus on β1.
Using the homogeneity property of α1, α2, α3 in the µ1, µ2 and η variables, it
is easy to see from the integral definition of β1 that
β1(0,0, η) = 1
η
β1(0,0,1), ∣β1(0,0,1)∣ ≤ C.
By elementary properties of arctan
α1(µ1, µ2, η) = 1
4
√
µ21 + a22∣η∣2 +O( ∣µ1∣ + ∣µ2∣µ21 + a22∣η∣2 ),
∂α1
∂η
= −a22η¯
8(µ21 + a22∣η∣2)3/2 (1 +O( ∣µ1∣ + ∣µ2∣(µ21 + a22∣η∣2)1/2 )) ,
and similarly
∂α3
∂η
= −(a11 + 2a22 + a22)η¯
8((µ1 − µ2)2 + (a11 + 2a22 + a22)∣η∣2)3/2 (1 +O( ∣µ1∣ + ∣µ2∣((µ1 − µ2)2 +A1/2∣η∣2)1/2 )) .
After integration
∣β1(µ1, µ2, η) − β1(0,0, η)∣ ≤ C(∣µ1∣ + ∣µ2∣)∣η∣ ( 1√µ21 + a22∣η∣2 + 1√(µ1 − µ2)2 + a22∣η∣2 ).
This shows the series
∑
n∈Z
β1(µ1, µ2, η + n) − β1(0,0, η + n)
is absolutely convergent if η ∉ Z, and if morever ∣x∣ ≤ 1
2
then we have the bound
∑
n∈Z∖{0}
∣β1(µ1, µ2, η + n) − β1(0,0, η + n)∣ ≤ C(∣µ1∣ + ∣µ2∣)
A1/4 .
Thus the convergence of the series β˜1 is equivalent to the convergence of
lim
N→∞
N
∑
n=−N
β1(0,0, η + n) = β1(0,0,1) lim
N→∞
N
∑
n=−N
1
η + n
= β1(0,0,1)π cot(πη),
and similarly for β˜2 and β˜0. The periodicity claim follows from standard rearrang-
ing theorems for series. The estimate on β˜i − βi follows by combining the above
discussions. 
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Lemma 3.8. Let 0 ≤ θ∞1 , θ∞2 ≤ 2π be two real numbers to be determined. The
holomorphic 1-forms⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ζ˜′1 = ζ˜1 + (β˜1 + β1(0,0,1)π√−1 −√−1θ∞1 )dη,
ζ˜′2 = ζ˜2 + (β˜2 + β2(0,0,1)π√−1 −√−1θ∞2 )dη,
ζ˜′0 = ζ˜0 + (β˜0 + β0(0,0,1)π√−1 +√−1θ∞1 +√−1θ∞2 )dη
are closed, namely they are holomorphic differentials.
Proof. This is the periodic version of Lemma 2.7. The terms βi(0,0,1)π√−1
and θ∞i are added for later convenience. 
Lemma 3.9. The sum β˜1 + β˜2 + β˜0 = π cot(πη). Equivalently,
ζ˜1 + ζ˜2 + ζ˜0 = d log(1 − e2π√−1η).
Proof. This is the periodic version of Lemma 2.8, using Euler’s series identity
for cot(πη):
lim
N→∞
N
∑
n=−N
1
η + n
= π cot(πη),
and ∑i βi(0,0,1) = 1 from Lemma 2.8. 
To compute the periods of the integrals ∫ ζ˜′i, we recall from the topological
description (cf. review Section 1.1.3) that there are three S1-cycles generating
H1(T 3), two of which come from the T 2-fibres, and the third comes from lifting the
S1 on the base R2µ1,µ2 × (S1 × R)η to the total space, which involves monodromy
issues.
Lemma 3.10. For appropriate choices of θ∞1 , θ
∞
2 , the T
3-periods of the holo-
morphic differentials ζ˜i take values in 2π
√
−1Z. In particular, the holomorphic
functions
Zi = exp(∫ ζ˜i), i = 0,1,2
are defined without multivalue issues. For a suitable choice of multiplicative nor-
malisation on Zi, we have the functional equation
Z0Z1Z2 = 1 − e2π
√
−1η.
Proof. The periods along the generating cycles in the T 2-fibres are straight-
forward:
∫
S1
ζ˜′i = ∫
S1
√
−1ϑi = 2π
√
−1, i = 1,2,
and ∫S1 ζ˜′0 = −
√
−1 ∫S1 ϑ1 + ϑ2 = −4π
√
−1.
Computing the period along the other S1 requires a special trick. As a prepara-
tory subtle remark, the Ka¨hler metric is not globally defined over the base R2µ1,µ2 ×(S1×R)η due to incompleteness issues, but the quantities v˜ij , w˜, ϑi make sense glob-
ally. Consider the S1 on the base defined by {µ1 = µ2 = 0, y = const}. If we attempt
to lift this S1 by parallel transport, in general we cannot get a closed loop, and this
failure is measured by the holonomy of the T 2-connection ϑ = (ϑ1, ϑ2) along the S1.
When y → +∞, due to the exponential decay of the x-dependent part of v˜ij , w˜, ϑi,
this holonomy converges to two real numbers (θ∞1 , θ∞2 ) modulo 2πZ. In particular,
if we twist ϑ by a flat T 2-connection, then θ∞1 , θ
∞
2 receive a corresponding twist so
that ζ˜i is unaffected. Thus we can assume without loss of generality that θ
∞
i = 0,
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namely the asymptotic holonomy of ϑ is zero, so in the limit the S1 cycle lifts to a
closed loop, on which we can evaluate the period asymptotically.
By construction ∫S1 ϑi = 0, and using β˜i(0,0, η) = βi(0,0,1)π cot(πη) from the
proof of Lemma 3.7, we compute
∫
S1
ζ˜′i = ∫
S1
(β˜i + βi(0,0,1)π√−1)dζ
= lim
y→∞
∫
S1
βi(0,0,1)(π cot(πη) + π√−1)dη
= lim
y→∞
βi(0,0,1)∫
S1
d log(1 − e2π√−1η) = 0.
From this we see the integrality condition on the periods, so the holomorphic func-
tions Zi are well defined without multivalue issues.
Notice the definition of Zi for i = 0,1,2 involve three unspecified multiplica-
tive constants; by prescribing their product appropriately, the functional equation
follows from Lemma 3.9. The remaining two free multiplicative constants will be
fixed in later Sections. 
We denote Z3 = exp(2π√−1η) ∈ C∗. The functional equation gives a map
M+ → {Z0Z1Z2 = 1 −Z3} ⊂ C3Z1,Z2,Z0 ×C∗Z3 .
By the same argument as Section 2.4, this is a holomorphic map on M+ ∖ {0} and
extends continuously at the origin.
Proposition 3.11. The map M+ → {Z0Z1Z2 = 1 − Z3} is a holomorphic
open embedding. The T 2-action is identified as
eiθ1 ⋅ (Z0, Z1, Z2) = (e−iθ1Z0, eiθ1Z1, Z2), eiθ2 ⋅ (Z0, Z1, Z2) = (e−iθ2Z0, Z1, eiθ2Z2),
and the holomorphic volume form is Ω˜(1) = −
√
−1
2πZ3
dZ0 ∧ dZ1 ∧ dZ2.
Proof. The T 2-action follows the same argument as Proposition 2.11. The
holomorphic volume form is characterised by Ω˜(1)( ∂
∂θ1
, ∂
∂θ2
, ⋅) = dη. Notice also
−dZ0 ∧ dZ1 ∧ dZ2( ∂
∂θ1
,
∂
∂θ2
, ⋅) = d(Z0Z1Z2) = −dZ3 = −2π√−1Z3dη,
so Ω˜(1) = −
√
−1
2πZ3
dZ0 ∧ dZ1 ∧ dZ2. This formula in particular implies the map M
+ →{Z0Z1Z2 = 1 − Z3} is a local biholomorphism. We finally need to show this map
is injective. Since both M+ and {Z0Z1Z2 = 1 − Z3} fibre over the C∗ coordinate
η in a compatible way, it suffices to compare the fibres, which have compatible
T 2-actions, so boils down to the injectivity of (µ1, µ2) ↦ (log ∣Z0∣, log ∣Z1∣, log ∣Z2∣)
for fixed η. 
Remark 3.5. Section 2.5 shows that the algebraic structure on Taub-NUT type
C
3 emerges from holomorphic functions with controlled growth at infinity.
Since our Ka¨hler ansatz is incomplete, it makes no literal sense to speak of spatial
infinity. Instead growth rate is thought in terms of effective estimates. For a holo-
morphic function f on M+ normalised to ∥f∥L2 = 1, if we decompose f according
to the weights of the T 2-action, then in a smaller metric ball around the origin
only Fourier components with small T 2-weights contribute significantly to ∣f ∣. The
intuition is that T 2-weights are related to an effective filtration of local holomorphic
functions.
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3.4. Weighted Ho¨lder norms and initial error estimates
The central analytic difficulty comes from three sources:
● The metric ansatz behaves very differently in various characteristic re-
gions, and for different Fourier modes. In short, the geometry is multi-
scaled.
● The volume form error becomes larger at large distance, a problem closely
related to the incompleteness of the metric.
● We wish to treat the error estimates with relatively high precision, incor-
porating features such as exponential decay of higher Fourier modes.
These difficulties require us to introduce some weighted Ho¨lder norms which are
more complicated than the ones used in a standard gluing problem. The purpose
of this Section is to give precise estimates on the volume form errors of the ansatz,
in the complement of a small ball near the origin in M+; the small ball itself will
be later replaced in our gluing construction by a region in C3 equipped with the
Taub-NUT type metric. The task of developing the requisite linear analysis will be
deferred to later Sections.
There are 3 useful weight parameters or characteristic length scales:
● The g′a-distance to the origin is ̺ = ∣(µ1, µ2, y)∣′a.
● The regularity scale is controlled by the parameter ℓ ∼ A−1/4+distga(⋅,D).
● The parameter ℓ˜ = 2πA−1/2distg′a(⋅,D) is useful for measuring the rate of
exponential decay of higher Fourier modes.
The key quantity to understand is the volume form error:
E˜(1) = W˜(1)
det(V˜ ij(1)) − 1 = A + w˜A +Aaij v˜ij + det(v˜ij) − 1 = − det(v˜
ij)
A + w˜ + det(v˜ij) ,
where det(v˜ij) = α˜1α˜2+α˜1α˜3+α˜2α˜3 and w˜ = a22α˜1+a11α˜2+(a11+2a12+a22)α˜3. The
weighted Ho¨lder norms will be taylor made for the volume form error. Familiarity
with Section 2.2, 2.3 and 2.6 will be assumed.
Let δ ≤ 0. We shall define the weighted Ho¨lder norms ∥T ∥
C
k,α
δ,0
for T 2-
invariant tensor fields T on M+ ∩ {∣µ⃗∣a ≳ A−1/4}, by prescribing the norm on a
number of overlapping regions up to uniform equivalence.
● In the region close to D characterised by {ℓ ≲ A1/2}, the ansatz metric
is approximated by gTaub (cf. Section 2.3), and ∥T ∥Ck,α
δ,0
is uniformly
equivalent to the norm ∥T ∥
C
k,α
δ,0
for gTaub introduced in Section 2.3.
● The region {ℓ ≳ A1/2} can be covered by subregions of diameter ∼ ℓ, where
the T 2-bundle is topologically trivial. Over each subregion the metric is
approximated by the periodic version of the constant solution gflat (cf.
Section 2.2). The x-variable defines an S1 direction. We decompose T
into the part T¯ independent of x (the ‘zeroth Fourier mode’) and the
oscillatory part T − T¯ (the ‘higher Fourier mode’), and define the weighted
Ho¨lder norm separately on the two parts.
● On the zeroth Fourier mode, the norm ∥T¯ ∥
C
k,α
δ,0
is equivalent to
A−3δ/4( k∑
j=0
∥ℓj∇j T¯ ∥
L∞ + [ℓk∇kT¯ ]α),
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where []α denotes the appropriately normalised Ho¨lder seminorm. Here
the ℓ-dependence is inserted to reflect the regularity scale.
● On the higher Fourier modes we build in the exponential decay. Fix a
parameter 0 < κ < 1. The norm ∥T − T¯ ∥
C
k,α
δ,0
in this region is equivalent to
A−3δ/4 sup
ℓ(p)≳A1/2
eκℓ˜( k∑
j=0
∥Aj/2∇j(T − T¯ )∥
L∞ +A
k/2[∇k(T − T¯ )]α).
An estimate in this norm is the higher order version of ∣T−T¯ ∣ ≤ CA3δ/4e−κℓ˜.
Notation. The norm ∥⋅∥
C
k,α
δ,0
can refer to any type of tensors depending on
the context, such as functions, 1-forms, symmetric 2-tensors, and in some cases can
refer to the norm computed in a subregion. Strictly speaking this norm depends
on κ, but we suppress this to avoid cluttering the notation.
We will also need a variant weighted Ho¨lder norm ∥T ∥
C
k,α
δ
. The only difference
from ∥T ∥
Ck,α
δ,0
is that in the region {ℓ ≳ A1/2} on the zeroth Fourier mode, ∥T¯ ∥
C
k,α
δ
is equivalent to
A−δ/4( k∑
j=0
∥ℓj−δ∇j T¯ ∥
L∞ + [ℓk−δ∇kT¯ ]α),
so an estimate in this norm is the higher order version of ∣T¯ ∣ = O(A3δ/4(A−1/2ℓ)δ).
We have inserted an extra decay factor (A−1/2ℓ)δ.
Notation. For a parameter ν with 1≪ ν < ǫ0A3/4, define the subregion ofM+
M+ν = {A−1/2̺ < eν} ⊂M+.
Its base is B+ν = {A−1/2̺ < eν} ⊂ R2µ1,µ2 × (S1 ×R)η.
The following Lemmas are simple consequences of asymptotes in Section 3.1
and 3.2. The higher order estimates are taken care by ∆a-harmonicity of α˜i.
Lemma 3.12. In the region M+ν ∖ {µ⃗∣a ≲ A1/2},∥α˜i∥Ck,α−1,0 ≤ CA1/2ν, i = 1,2,3.
Lemma 3.13. In the region {distga(⋅,D1) ≲ A1/2 ≲ ∣µ⃗∣a} ⊂ M+ν , which is far
away from D2 and D3,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∥α˜1 − 1
2
√
µ2
1
+a22 ∣η∣2 ∥
C
k,α
0,0
≤ CA−1/4ν,
∥α˜2∥Ck,α
0,0
≤ CA−1/4ν,∥α˜3∥Ck,α
0,0
≤ CA−1/4ν.
Likewise with the neighbourhood of D2 and D3.
Lemma 3.14. In the region {distga(⋅,D1) ≲ A1/2 ≲ ∣µ⃗∣a} ⊂ M+ν , the Ka¨hler
ansatz is approximated by the suitably gauge fixed metric model gTaub, with metric
deviation estimate∥g˜(1) − gTaub∥Ck,α
0,0
≤ CA−3/4ν, ∥Ω˜(1) −ΩTaub∥Ck,α
0,0
≤ CA−3/4ν.
Similarly with the neighbourhood of D2 and D3.
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Lemma 3.15. The region {ℓ ≳ A1/2} ⊂M+ν is covered by subregions of diameter
∼ ℓ where the Ka¨hler ansatz is approximated by suitably gauge fixed flat models gflat,
with metric deviation estimate∥g˜(1) − gflat∥Ck,α
0,0
≤ CA−3/4ν, ∥Ω˜(1) −Ωflat∥Ck,α
0,0
≤ CA−3/4ν.
Finally, multiplication property for the weighted Ho¨lder norms implies
Lemma 3.16. In the region M+ν ∖ {∣µ⃗∣a ≲ A1/2}, the volume form error is
estimated by ∥E˜(1)∥
C
k,α
−1,0
≤ CA−3/4ν2.
3.5. Harmonic analysis I: periodic Euclidean region
This Section obtains refined mapping properties of the Euclidean Green
operator ∆−1a on Rµ1,µ2 × (S1 × R)η, which will be used to correct volume form
error away from D. The method is similar to Lemma 2.18, and the new technical
difficulties are the exponential decay estimate and the growth of the error at large
distance. We shall identify T 2-invariant functions with functions on the base.
As a preliminary observation, the periodic Newtonian potential on Rµ1,µ2×(S1 ×R)η equipped with the Euclidean metric ga is given by
Ga(µ1, µ2, η) = ∑
n∈Z
−1
4π2∣(µ1, µ2, η + n)∣2a .
Its zeroth Fourier mode is
G¯a(µ1, µ2, y) = ∫ 1
0
Gadx = − 1
4πA1/2̺ .
Up to a factor A1/2 this agrees with the Newtonian potential for g′a on R2µ1,µ2 ×Ry.
Our real emphasis will be on the second derivatives ∇2gaGa. Since higher order
estimates follow from easy bootstrap arguments, we will focus on absolute estimates.
Lemma 3.17. For ̺ ≳ A1/2,∣∇2gaGa −∇2gaG¯a∣ga ≤ CA1/2̺−5.
Proof. By the mean value inequality
∣∫ η+ 12
η− 1
2
∣(µ1, µ2, s +√−1y)∣−2a ds − ∣(µ1, µ2, η)∣−2a ∣ ≤ CA∣(µ1, µ2, η)∣−4a ,
changing η to η + n and summing over n ∈ Z, we obtain for ̺ ≳ A1/2 that∣Ga(µ1, µ2, η) − G¯a(µ1, µ2, y)∣ ≤ ∑
n
CA∣(µ1, µ2, η + n)∣−4a
≤CA∫
∞
−∞
∣(µ1, µ2, s +√−1y)∣−4a ds
≤CA1/2̺−3.
The claim follows from ∆a-harmonicity and bootstrap arguments. 
We can improve this to an exponential decay estimate:
Lemma 3.18. For ̺ ≳ A1/2,∣∇2gaGa − ∇2gaG¯a∣ga ≤ CA−2e−2πA−1/2̺.
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Proof. The basic idea is Fourier analysis in the x-variable combined with ∆a-
harmonicity. The argument is a simpler version of Proposition 3.5, using the barrier
method. 
Lemma 3.19. Let −3 < δ < 0. Let a function f be compactly supported in{ℓ > 2A−1/4} ⊂ B+ν with ∥f∥Ck,α
δ,0
≤ 1. Then ∇2ga∆−1a f is estimated on B+ν by
∣∇2ga∆−1a f ∣ga ≤ Cν ⎧⎪⎪⎨⎪⎪⎩A
δ/4ℓδ ℓ ≲ A1/2,
A3δ/4 ℓ ≳ A1/2.
Remark 3.6. The support cutoff condition ̺ < A1/2eν is needed because sources
located at exponentially large distance drives up the elliptic constants; this suggests
the metric ansatz destabilizes at exponentially large distance ( cf. Section 3.10).
Remark 3.7. The Green operator will propagate the effects out of supp(f) into
the tail region {̺ ≥ A1/2eν} and the neighbourhood {ℓ ≤ 2A−1/4} of D.
Proof. The basic idea is similar to Proposition 2.18. We analyse the contribu-
tion of the source located at q to the convolution integral ∇2gaGa ∗ f(p), depending
on the spatial separation between p and q. We write ∣q∣′a = ̺(q), ∣p∣′a = ̺(p).
Suppose p and q do not belong to the same dyadic scale, namely ∣p∣′a ≥ A1/2+2∣q∣′a
or ∣q∣′a ≥ A1/2 + 2∣p∣′a. From Lemma 3.17 we easily deduce∣∇2gaGa∣ga ≤ A−1/2min(∣q∣′−3a , ∣p∣′−3a ),
so the contribution from all such dyadic scales on supp(f) is bounded by
CA3δ/4−1/2(∫
2∣p∣a<̺<A1/2eν ̺
−3dVola +∫
A1/2≲̺<∣p∣′a/2
∣p∣′−3a dVola) ≤ CA3δ/4ν,
where we use δ > −3 to control the source f = O(Aδ/4ℓδ) in L1.
We are left with one dyadic scale ∣q∣′a ∼ ∣p∣′a ≲ A1/2eν . By a similar argument,
the contribution from sources at A1/2 ≲ ∣p − q∣a ≲ 2∣p∣′a is bounded by CA3δ/4ν. If
ℓ(p) > 1
2
A1/2, then the contribution from sources at ∣p− q∣a ≤ 14A1/2 is controlled by
CA3δ/4 using standard Schauder theory.
If ℓ(p) ≤ 1
2
A1/2 and ∣p − q∣′a ≲ A1/2, then for the purpose of estimating the
convolution integral we can simply replace the Green kernel Ga by
−1
4π2∣(µ1,µ2,η)∣2a ,
and correspondingly for their second derivatives. The point is that at this length
scale the periodicity effect is secondary, and we are essentially in the same situation
as Lemma 2.18 with −3 < δ < 0 and τ = 0. A careful examination of that argument
there, restoring the A-dependence, shows that the contribution of sources inside
this region towards ∇2ga∆
−1
a f is bounded by C(A1/4ℓ)δ.
Combining the above shows the claim. 
Lemma 3.20. (Exponential decay of higher Fourier modes) In the situation of
Lemma 3.19, the higher Fourier modes of ∇2ga∆
−1
a f admit estimate in the region{ℓ > A1/2} ⊂ B+ν , ∣∇2ga∆−1a (f − f¯)∣ga ≤ CA3δ/4e−κℓ˜.
Proof. The key observation is that if without loss of generality f has no zeroth
Fourier modes, then the convolution integral
∇
2
ga
Ga ∗ f = (∇2gaGa −∇2ga G¯a) ∗ f,
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but Lemma 3.18 says the integral kernel ∇2gaGa −∇
2
ga
G¯a has exponential decay, at
a rate faster than the exponential decay rate of f itself. Thus at any point p in
the region {ℓ > A1/2}∩B+ν , the contribution to ∇2ga∆−1a f ∣p from sources outside the
ball {∣p − q∣′a ≲ A1/2} is negligible. The contribution from sources inside the ball
is treated by standard Schauder theory, and inherits the same exponential decay
factor e−κℓ˜ as f itself. 
Combining the Lemmas shows the main result of this Section after bootstrap.
Proposition 3.21. (Periodic Euclidean region) In the situation of Lemma
3.19, in the region {∣µ⃗∣a ≳ A−1/4} ∩ B+ν∥∇2ga∆−1a f∥Ck,α
δ,0
≤ Cν.
The constant only depends on k,α, δ, κ and the scale-invariant uniform ellipticity
bound on aij .
We also record the following variant (cf. Section 3.4 for definition of norm).
Proposition 3.22. Let −3 < δ < 0. Let a function f be compactly supported in{ℓ > 2A−1/4} ⊂ B+ν with ∥f∥Ck,α
δ
≤ 1. Then in the region {∣µ⃗∣a ≳ A−1/4} ∩ B+ν
∥∇2ga∆−1a f∥Ck,α
δ
≤ C.
We do not need the extra log factor ν in the RHS because ∥f∥
C
k,α
δ
≤ 1 implies
power law decay on f in the generic region, wheras ∥f∥
C
k,α
δ,0
≤ 1 implies no decay.
Remark 3.8. In the small ball {∣µ⃗∣a < A−1/4} the norms are not defined yet,
but the regularity of ∇2ga∆
−1
a f is well controlled by ∆a-harmonicity, since here f = 0
by assumption.
3.6. Perturbation in the Euclidean region
This Section corrects the volume form error sufficiently away from D, by per-
turbatively solving the generalised Gibbons-Hawking equation. We will circumvent
the problem caused by metric incompleteness by a trick from [27] called extension
norm. From now on 1≪ ν ≪ A3/8.
Proposition 3.23. Let 1≪ ν ≪ A3/8. Then there is a real valued function ϕ1
on B+ν , solving the generalised Gibbons-Hawking equation on B
+
ν ∩{ℓ > 2A1/2}
V˜
ij
(2) = V˜ ij(1) +
∂2ϕ1
∂µi∂µj
, W˜(2) = W˜(1) − 4 ∂
2ϕ1
∂η∂η¯
, det(V˜ ij(2)) = W˜(2).
Morever ϕ1 is ∆a-harmonic on B
+
ν ∩ {ℓ < A1/2}, and∥∇2gaϕ1∥Ck,α−1,0(B+ν∩{ℓ≳A1/2}) ≤ Cν3A−3/4,
and ∣∇2gaϕ1∣ga ≤ Cν3A−3/2 on B+ν . In particular the matrix (V˜ ij(2)) is positive definite
and W˜(2) is positive on B+ν .
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Proof. The method is to set up a Banach iteration scheme to correct the
volume form error. The generalised Gibbons-Hawking equation can be rewritten in
the linearised form
Lϕ1 +
1
W˜(1)
det( ∂2ϕ1
∂µi∂µj
) = E˜(1).
where the linearised operator
L = 1
W˜(1)
(V˜ 11(1) ∂2∂µ2∂µ2 + V˜ 22(1) ∂2∂µ1∂µ1 − 2V˜ 12(1) ∂2∂µ1∂µ2 + 4 ∂2∂η∂η¯ ).
The key point below is that in B+ν ∩ {ℓ > 2A1/2} the quadratic term is small while
L is approximately ∆a.
● Start with the initial volume form error E˜(1) on B+ν+1 ∩ {ℓ ≥ A1/2}, where∥E˜(1)∥
C
k,α
−1,0
≤ CA−3/4ν2 according to Lemma 3.16. We will only need the
precise value of E˜(1) in the shrinked region B+ν ∩ {ℓ > 2A1/2}.
● Define the extension norm for a function f on B+ν ∩ {ℓ > 2A1/2} as the
infimum of the Ck,α
−1,0-norms for all functions f
′ extending f with compact
support inside B+ν+1 ∩ {ℓ > A1/2}. The extension norm of E˜(1) is bounded
by CA−3/4ν2, since we can find an appropriate cutoff function χ such that
χE˜(1) provides a required extension.
● Apply Proposition 3.21 to produce u1 = ∆−1a (χE˜(1)), with second deriva-
tive bound on B+ν+1 ∩ {ℓ > A1/2},∥∇2gau1∥Ck,α−1,0 ≤ Cν ∥E˜(1)∥Ck,α−1,0 ≤ Cν3A−3/4.
In particular on B+ν+1 ∩ {ℓ > A1/2},∣∇2gau1∣ga ≤ Cν3A−3/2,
which in fact holds on the entire B+ν+1 using ∆a-harmonicity in {ℓ < A1/2}.
Whence the quadratic term is bounded on B+ν+1 ∩ {ℓ > A1/2} byXXXXXXXXXXX 1W˜(1) det( ∂
2u1
∂µi∂µj
)XXXXXXXXXXXCk,α−1,0 ≤Cν3A−3/2 ∥∇2gau1∥Ck,α−1,0
≤Cν4A−3/2 ∥E˜(1)∥
C
k,α
−1,0≪∥E˜(1)∥
C
k,α
−1,0
.
The last inequality uses the condition ν ≪ A3/8.
The linearised equation is approximately satisfied on B+ν+1∩{ℓ > A1/2}:∥Lu1 − χE˜(1)∥Ck,α−1,0 = ∥Lu1 −∆au1∥Ck,α−1,0
≤A−3/4ν ∥∇2gau1∥Ck,α−1,0 ≪ ∥E˜(1)∥Ck,α−1,0 .
where we used the metric deviation estimate in Lemma 3.12.
Elementary algebra shows that inside B+ν ∩ {ℓ > A1/2}, the volume
form error is improved:
E˜
(1)
1 = det(W pq¯(1) − 4 ∂2u1∂ηp∂η¯q )(V(1) + ∂2u1∂µ∂µ)−1 − 1,
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∥E˜(1)1 ∥Ck,α−1 (B+ν∩{ℓ>2A1/2}) ≪ ∥E˜(1)∥Ck,α−1,0(B+ν+1∩{ℓ>A1/2}) .
More formally the extension norm of E(1) is far smaller than that of E(1),
after taking into account the cutoff procedures.
● Iterate this procedure to produce u1, u2, . . ., each time improving the ex-
tension norm by a factor say 10−1. The second derivative estimate∥∇2gauj∥Ck,α−1,0 ≤ C10−jν3A−3/4
implies that the series ∑j ∇2gauj converges. The series ϕ1 = ∑j uj also
converges after possibly adjusting uj by some affine linear functions, and
satisfies the Hessian estimate ∥∇2gaϕ1∥Ck,α−1,0 ≤ Cν3A−3/4. By construction
the generalised Gibbons-Hawking equation holds on B+ν ∩ {ℓ > 2A1/2}.

Applying the generalised Gibbons-Hawking ansatz, we obtain a second Ka¨hler
ansatz (g˜(2), ω˜(2), J˜(2), Ω˜(2)) associated to the data V˜ ij(2) and W˜(2). The new T 2-
connection is (cf. (1.13))
ϑ
(2)
i = ϑi +
√
−1
∂2ϕ1
∂η∂µi
dη −
√
−1
∂2ϕ1
∂η¯∂µi
dη¯.
Corollary 3.24. The volume form error E˜(2) of (g˜(2), ω˜(2), J˜(2), Ω˜(2)) is zero
on M+ν ∩ {ℓ > 2A1/2} and satisfies the bound on M+ν ∩ {∣µ⃗∣a ≳ A1/2}∥E˜(2)∥
C
k,α
−1,0
≤ CA−3/4ν2.
3.7. Glue in the Taub-NUT type metric on C3
The Ooguri-Vafa type Ka¨hler metric ansatz is designed as a periodic version
of the Taub-NUT type metric on C3, the latter having the correct topology and
metric asymptote to glue in as a metric bubble inside the former. We shall produce
the gluing ansatz while maintaining control on the complex structure. This will be
divided into a number of steps.
3.7.1. Relative Gibbons-Hawking potential. We plan to exhibit a T 2-
bundle preserving diffeomorphism Ψ1 between the Taub-NUT type C
3 and the
positive vertex space M+ν over the common base {0 < ∣µ⃗∣a ≤ 13A1/2}, with good
estimates on the deviations between both Ka¨hler structures. Since 1
3
A1/2 < 1
2
A1/2,
the η-periodic copies of such punctured discs do not overlap. The topology of the
T 2-bundle structures on both spaces agree by construction. The remaining degrees
of freedom in defining Ψ1 amounts to a gauge choice, which is the same as a
prescription of ϑC
3
i −Ψ
∗
1ϑi.
As a general guideline, the corresponding quantities on C3 and M+ν have the
same singularity, so their difference are smooth quantities. We use superscripts for
quantities on C3 to disambiguate from quantities on M+ν .
Lemma 3.25. Over the region {∣µ⃗∣a ≤ 13A1/2},∣Ψ−1∗1 αi − α˜i∣ ≤ CA−3/4∣µ⃗∣a, ∣∇kga(Ψ−1∗1 αi − α˜i)∣ga ≤ CA−1/4−k/2, i = 1,2,3.
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Proof. The absolute estimate follows from Lemma 3.2. The higher order
estimate follows from ∆a-harmonicity. 
Lemma 3.26. Over the disc {∣µ⃗∣a ≤ 13A1/2}∣β˜i −Ψ−1∗1 βi∣ ≤ CA−1/2∣µ⃗∣a, ∣∇kga(β˜i −Ψ−1∗1 βi)∣ga ≤ CA−k/2.
Proof. The absolute estimate is contained in Lemma 3.7. The higher order
estimates follow from the differential relations between β˜i and α˜i, vis-a-vis βi and
αi (cf. Lemma 2.7). 
Corollary 3.27. There is a real-valued relative Gibbons-Hawking potential ϕ2
on the disc {∣µ⃗∣a ≤ 13A1/2}, such that its second derivatives are given by⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂2ϕ2
∂µi∂µj
= V ij(1) − V˜ ij(1) − ∂
2ϕ1
∂µi∂µj
, i, j = 1,2,
∂2ϕ2
∂η∂η¯
= − 1
4
(W(1) − W˜(1)) − ∂2ϕ1∂η∂η¯ ,
∂2ϕ2
∂η∂µi
= 1
2
(βi − β˜i) − ∂2ϕ1∂η∂µi , i = 1,2.
We can demand the estimates in {∣µ⃗∣a ≤ 13A1/2}:∣∇kgaϕ2∣ga ≤ CνA1/4−k/2, k ≥ 0.
Proof. The existence of ϕ2 with presecribed second order derivatives is a
consequence of integrability, notably Lemma 2.7 and its counterpart for M+ν . If we
impose that ϕ and its first order derivatives vanish at the origin, then the estimates
follow immediately from the Lemmas above and Proposition 3.23. 
3.7.2. Modifying the Ka¨hler ansatz I. We now modify (g˜(2), ω˜(2), Ω˜(2))
to an intermediate Ka¨hler ansatz (g˜(3), ω˜(3),Ω) designed to match up exactly with(g(1), ω(1),ΩC3) over {∣µ⃗∣a ≤ 16A1/2}. This will be constructed using the generalised
Gibbons-Hawking ansatz.
Take a standard cutoff function χ on R with
χ(s) = ⎧⎪⎪⎨⎪⎪⎩1 s ≤ 1,0 s ≥ 2,
and let ϕ3 = χ( ∣µ⃗∣a1
6
A1/2 )ϕ2 with ϕ2 from Corollary 3.27,
V˜
ij
(3) = V˜ ij(2) +
∂2ϕ3
∂µi∂µj
, W˜
ij
(3) = W˜ ij(2) − 4
∂2ϕ3
∂η∂η¯
.
The perturbations are sufficiently small so that positive definiteness is not af-
fected. The generalised Gibbons-Hawking construction produces the intermedi-
ate Ka¨hler ansatz (g˜(3), ω˜(3),Ω). We identify M+ν with the underlying space of(g˜(3), ω˜(3),Ω). The T 2-connection for (g˜(3), ω˜(3),Ω) is identified as (cf. (1.13))
ϑ
(3)
i = ϑ(2)i +
√
−1
∂2ϕ3
∂η∂µi
dη −
√
−1
∂2ϕ3
∂η¯∂µi
dη¯.
This amounts to making a gauge choice.
By construction (g˜(3), ω˜(3),Ω) agrees identically with (g˜(2), ω˜(2), Ω˜(2)) over{∣µ⃗∣a ≥ 13A1/2}, and modulo diffeomorphism agrees identically with (g(1), ω(1),ΩC3)
over {∣µ⃗∣a ≤ 16A1/2}
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Lemma 3.28. Over the region { 1
6
A1/2 ≤ ∣µ⃗∣a ≤ 13A1/2},∥g˜(3) − g(1)∥
C
k,α
0,0
≤ CνA−3/4, ∥Ω −ΩC3∥Ck,α
0,0
≤ CνA−3/4,
and the volume form error E˜(3) of g˜(3) satisfies∥E˜(3) −∆aϕ3∥Ck,α−1,0 ≤ Cν2A−3/4.
Henceforth the complex structure will be fixed, and can be identified as follows.
The new holomorphic differentials are
(3.10)
⎧⎪⎪⎨⎪⎪⎩
d log Z˜i = d logZi + d(∂(ϕ3+ϕ1)∂µi ), i = 1,2,
d log Z˜0 = d logZ0 − d(∂(ϕ3+ϕ1)∂µ1 + ∂(ϕ3+ϕ1)∂µ2 ).
These have the same T 3-periods as d logZi, which lie inside 2π
√
−1Z, so the new
holomorphic functions Z˜0, Z˜1, Z˜2 are defined without multivalue issues. The func-
tional equation
Z˜0Z˜1Z˜2 = 1 − e2π
√
−1η = 1 −Z3
persists from Lemma 3.10. The results in Proposition 3.11 hold verbatim:
Proposition 3.29. (complex structure) The map M+ → {Z˜0Z˜1Z˜2 = 1−Z3}
is a holomorphic open embedding. The T 2-action is identified as
eiθ1 ⋅ (Z˜0, Z˜1, Z˜2) = (e−iθ1 Z˜0, eiθ1Z˜1, Z˜2), eiθ2 ⋅ (Z˜0, Z˜1, Z˜2) = (e−iθ2 Z˜0, Z˜1, eiθ2 Z˜2),
and the holomorphic volume form is Ω = −
√
−1
2πZ3
dZ˜0 ∧ dZ˜1 ∧ dZ˜2. We shall
identify M+ with its image.
Over {∣µ⃗∣a ≤ 16A1/2} the ansatz (g˜(3), ω˜(3),Ω) is identified with (g(1), ω(1),ΩC3)
after suitable diffeomorphism. An identification of complex coordinates compatible
with the holomorphic differential formula (3.10) is⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Z˜1 = z1 exp{(π√−1β1(0,0,1)−√−1θ∞1 )η},
Z˜2 = z2 exp{(π√−1β2(0,0,1)−√−1θ∞2 )η},
Z˜0 = −2
√
−1 sin(πη)
η
z0 exp{(π√−1β0(0,0,1)+√−1θ∞1 +√−1θ∞2 )η}.
This fixes the normalisation for the multiplicative constants of Z˜i.
3.7.3. Modifying the Ka¨hler ansatz II. We make a second modification
from (g˜(3), ω˜(3),Ω) to another new Ka¨hler ansatz (g˜(4), ω˜(4),Ω) designed to match
up with the Taub-NUT type metric (gC3 , ωC3 ,ΩC3) in Chapter 2.
Recall from Theorem 2.26 that there is a Ka¨hler potential φC
3
such that
ωC3 = ω(2) +
√
−1∂∂¯φC
3 = ω(1) +√−1∂∂¯φC3 , for ∣µ⃗∣a ≳ A−1/4,
with bound ∥dφC3∥
C
k+1,α
−ǫ,−1+ǫ(C3)
≤ CA−1/4. We can impose a normalisation such that
∣φC3 ∣ ≤ CA−1/2+ 34 ǫ for 1
100
A1/2 ≲ ∣µ⃗∣a ≤ 13A1/2.
We then define a modified Ka¨hler metric ansatz ω˜(4) on M+ν . Take a
standard cutoff function
χ(s) = ⎧⎪⎪⎨⎪⎪⎩1 s ≤ 1,0 s ≥ 2,
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and define
ω˜(4) = ω˜(3) +√−1∂∂¯φ4, φ4 = χ( ∣µ⃗∣a1
12
A1/2 )φC3 − 2ϕ3.
In particular ⎧⎪⎪⎨⎪⎪⎩ω˜
(4) = ωC3 − 2
√
−1∂∂¯ϕ3, ∣µ⃗∣a ≤ 112A1/2,
ω˜(4) = ω˜(3), ∣µ⃗∣a ≥ 13A1/2.
The positive definiteness of ω˜(4) follows from the metric deviation estimate:⎧⎪⎪⎪⎨⎪⎪⎪⎩
∥∂∂¯ϕ3∥Ck,α
0,0 (C3∩{∣µ⃗∣a≤ 13A1/2}) ≤ CνA
−3/4,∥∂∂¯{χ( ∣µ⃗∣a1
12
A1/2 )φC3}∥Ck,α−1−ǫ,0(∣µ⃗∣a∼A1/2) ≤ CA3/4(−1+ǫ).
Here ϕ3 is inserted to approximately cancel the cutoff error ∆aϕ3 in the volume
form error E˜(3) (cf. Lemma 3.28).
Lemma 3.30. The volume form error for g˜(4) admits bound in {∣µ⃗∣a ≤ 13A1/2}:
E˜(4) = 4
3
(ω˜(4))3√
−1Ω ∧Ω
− 1, ∥E˜(4)∥
C
k,α
−1−ǫ,0(C3∩{∣µ⃗∣a≤ 13A1/2}) ≤ Cν
2A3/4(−1+ǫ).
3.7.4. Global weighted Ho¨lder norms and error estimates. Now we
introduce the global weighted Ho¨lder norms ∥⋅∥
Ck,α
δ
on M+ν by demanding that up
to uniform equivalence the norm is
● ∥⋅∥
C
k,α
δ
on M+ ∩ {∣µ⃗∣a ≳ A−1/4}, as defined in Section 3.4.
● ∥⋅∥
C
k,α
δ,0
(C3∩{∣µ⃗∣a≤ 13A1/2}) on C
3 for ∣µ⃗∣a ≤ 13A1/2.
On overlapping regions the definitions are equivalent.
Proposition 3.31. On M+ν the volume form error satisfies the estimate
(3.11) ∥E˜(4)∥
C
k,α
−1−ǫ
≤ CA3/4(−1+ǫ)ν2.
Proof. Combine Lemma 3.30 with Corollary 3.24. 
3.8. Harmonic analysis II: perturbation to Calabi-Yau metric
We now shift to the complex geometric viewpoint and solve the complex Monge-
Ampe`re equation by perturbative methods. The main result of the linear theory is
(Compare Proposition 2.23):
Proposition 3.32. Let −3 < δ < −1 and 1≪ ν ≪ A3/8. Let f be a T 2-invariant
function compactly supported in M+ν with ∥f∥Ck,α
δ
= 1. Then there is a T 2-invariant
function u such that the Poisson equation is approximately solved on M+ν :∥∆g˜(4)u − f∥Ck,α
δ
≪ 1,
with the Hessian bound∥∇2g˜(2)u∥Ck,α
δ
≤ C, ∥du∥
C
k+1,α
δ+1 (M+ν ) ≤ CA−1/4.
The constants depend only on k,α, δ, κ and the scale invariant uniform ellipticity
constant of aij .
3.9. OOGURI-VAFA TYPE METRIC ON THE POSITIVE VERTEX 81
Proof. (Sketch) The method is the decomposition and patching argument of
Section 2.8, using Proposition 3.22, Lemma 2.20 and Proposition 2.23 as ingredients
to provide local parametrices. 
Theorem 3.33. (Ooguri-Vafa type metric on the positive vertex) Fix
k,α,κ and 0 < ǫ ≪ 1, and let 1 ≪ ν ≪ A3/8. Then there is a T 2-invariant Calabi-
Yau metric on M+ν given by a T
2-invariant Ka¨hler potential φ+,
ω+ = ω˜(4) +
√
−1∂∂¯φ+, ω3+ = 34
√
−1Ω ∧Ω,
satisfying the metric deviation estimate
(3.12) ∥ω+ − ω˜(4)∥Ck,α−1−ǫ(M+ν ) ≤ Cν2A3/4(−1+ǫ), ∥dφ+∥Ck+1,α−ǫ (M+ν ) ≤ Cν2A−1+3ǫ/4.
The constants depend only on k,α, ǫ, κ and the scale invariant ellipticity bound on
aij.
Proof. (Sketch) Given Proposition 3.32, one can set up a Banach iteration
scheme to correct the volume form error. A subtlety caused by metric incomplete-
ness is that the parametrix Pν can only invert sources with compact supports. This
problem can be circumvented using the extension norm trick as in Proposition 3.23,
and we obtain a Calabi-Yau metric on a shrinked domain M+ν−1. Changing ν to
ν + 1 gives the statement. 
Remark 3.9. The metric lives over a region M+ν with exponential neck
length, but the exponent ν is not expected to be optimal. For existence results
over longer necks one should allow the coupling constants aij to drift according to
the renormalisation flow equation ( cf. Section 3.10 and 4.13 for discussions).
3.9. Ooguri-Vafa type metric on the positive vertex
We discuss geometric aspects of the Ooguri-Vafa type metric ω+.
Corollary 3.34. (Exponential decay to semiflat metric away from D)
Assume the setup of Theorem 3.33. In the subregion {ℓ˜ ≳ 1} ⊂M+ν , the deviation of
ω+ from its zeroth Fourier mode ω¯+ decays exponentially:
(3.13) ∣ω+ − ω¯+∣ ≤ CA−3/4νe−κℓ˜.
The constant depends only on ǫ, κ and the scale invariant ellipticity bound on aij.
The decay rate 0 < κ < 1 can be chosen arbitrarily close to 1.
Corollary 3.35. (Special Lagrangian fibration) There exist moment co-
ordinates µ˜1, µ˜2 for the T
2 action on ω+. The special Lagrangian fibration
(3.14) M+ν
(µ˜1,µ˜2,Imη)ÐÐÐÐÐÐÐ→ R3
is proper over {∣(µ˜1, µ˜2, Imη)∣′a ≤ 12A1/2eν} ⊂ R3 where the generic fibre is topolog-
ically T 3. The critical point set is ⋃i,j∈{0,1,2}{Z˜i = Z˜j = 0} and the discriminant
locus is contained in D. The monodromy of the fibration and the topology of the
central singular fibre agrees with the Gross-Ruan prediction in Section 1.1.3.
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Proof. By similar calculations as in Corollary 2.29, the moment map on M+ν
is expressed as
µ˜i =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
µi + ι ∂
∂θi
dcφ+, ∣µ⃗∣a > 13A1/2
µi + ι ∂
∂θi
dc(φ+ + φ4), 112A1/2 < ∣µ⃗∣a ≤ 13A1/2,
µ˜C
3
i + ι ∂
∂θi
dc(φ+ − 2ϕ3), ∣µ⃗∣a ≤ 112A1/2.
where φ4 is the Ka¨hler potential between ω˜
(4) and ω˜(3) (cf. Section Section 3.7),
and µ˜C
3
i are the moment coordinates for ωC3 (cf. Corollary 2.29). By construction
µ˜1, µ˜2, µ˜1− µ˜2 vanish respectively along D1,D2,D3, due to the respective vanishing
of the circle generators ∂
∂θ1
, ∂
∂θ2
, ∂
∂θ1
− ∂
∂θ2
. This fixes the additive normalisation on
the moment coordinates.
The gradient estimates on Ka¨hler potentials and Corollary 2.29 imply on M+ν
(3.15) ∣µi − µ˜i∣ ≤ ⎧⎪⎪⎨⎪⎪⎩Cν
2A−5/4+3ǫ/4, ∣µ⃗∣a ≥ 13A1/2,
CA−3/4ℓ−ǫ∣µ⃗∣−1+ǫa +CνA−1/2, ∣µ⃗∣a < 112A1/2.
In particular, if ∣(µ˜1, µ˜2, y)∣′a ≤ 12A1/2eν , then ̺ ≤ 34A1/2eν , so the map (3.14) is
proper over {∣(µ˜1, µ˜2, y)∣′a ≤ 12A1/2eν} ⊂ R3. By the same argument in Corollary
2.29, the fibres of (3.14) are special Lagrangians of phase angle zero, the critical
point set is ⋃i,j∈{0,1,2}{Z˜i = Z˜j = 0} and the discriminant locus is contained in D.
Next we consider the map (µ1, µ2, η) ↦ (µ˜1, µ˜2, η) on the region {̺ < A1/2eν}.
Using (3.15) and the implicit function theorem, this map restricted to the region{ℓ ≥ A1/2, ̺ < 3
4
A1/2eν} is an approximate identity, and in particular a diffeo-
morphism onto its image. Morever by (3.15) no points elsewhere can map into
Image({ℓ ≥ A1/2, ̺ < 3
4
A1/2eν}). Interpreted geometrically, this implies that the
special Lagrangian fibres of (3.14) lying over the region {∣(µ˜1, µ˜2, y)∣′a ≤ 12A1/2eν}
and suitably away from D, must be small perturbations of the T 3-fibres of the map
M+ν
(µ1,µ2,y)ÐÐÐÐÐ→ R3. This shows the generic fibre of (3.14) is topologically T 3, and
the monodromy data of (3.14) is the same as for M+
(µ1,µ2,y)ÐÐÐÐÐ→ R3, which by
construction agrees with the Gross-Ruan prediction in Section 1.1.3.
Finally we need to determine the topology of the central singular fibre,
defined as the set X0 = {µ˜1 = µ˜2 = 0, y = 0}, which is invariant under the T 2-action.
From our knowledge of the critical point set, the only singular point on the central
fibre is Z˜0 = Z˜1 = Z˜2 = 0. Thus the quotientX0/T 2 must be a compact 1-dimensional
manifold with possibly one singular point. But there is also a homological constraint
Volg+(X0) = ∫
X0
Ω = 4π2∫
X0/T 2
dη = ∫
T 3
Ω = 4π2,
so X0/T 2 is connected and must in fact be a circle. Therefore X0 has the topology
of T 3 with a copy of T 2 collapsed to a point, in accordance with the Gross-Ruan
prediction on the positive vertex. 
Remark 3.10. The singular fibres over D∖ {0} have non-isolated singularities
by T 2-invariance. This does not contradict Joyce’s critique, since the Ooguri-Vafa
type metric on the positive vertex is not a generic metric ( cf. review Section 1.1.5).
But when we glue the Ooguri-Vafa type metric into the global Calabi-Yau metric on
a degenerating 3-fold ( cf. review Section 1.1.6), the exponentially small corrections
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to the complex structure will destroy T 2-invariance. We then expect the singular-
ity structure of the SYZ fibration to be drastically changed, and in particular its
discriminant locus thickens into a ribbon around D as predicted by Joyce [14].
3.10. Incompleteness and running coupling
We now give a deeper perspective on the incompleteness of the metric, and
a semi-heuristic discussion about how to partially overcome one of the main limi-
tations of the perturbation method: the final metric one constructs is by necessity
C0-close to the metric ansatz one starts with.
The main insights are as follows. The Ooguri-Vafa type metric is intended as an
effective local description below a certain distance scale for the collapsing
family of Calabi-Yau metrics on compact manifolds near the large complex structure
limit. Our starting assumption is that the metric is a perturbation of a constant
solution after incorporating topology. These constant solutions come naturally in
a family parametrised by the coupling constants aij , which have a geometric
meaning in terms of the size and shape of the generic T 2-fibres in the local region.
The nontrivial topology manifests itself in a distributional equation which dictates
the first order corrections α˜i to the constant solutions, and after Fourier analysis we
see the dominant correction terms α¯i depend logarithmically on µi, η. The slow
growth of log means it can be treated as a perturbation term in an exponentially
long region, but once we attempt to go beyond, the correction will have a perceptible
effect on the size and shape of the average T 2-fibres, which would break down
our initial effective description via the original constant solution. This suggests
that the coupling constants in the effective description drift slowly as we move
up the logarithmic scale, a phenomenon we call running coupling. Morever,
the precise formula of these log corrections dictate how these coupling constants
change as a function of the logarithmic scale, which we will discuss under the name
of renormalisation flow equation. Geometrically, the ansatz metrics naturally
come in families, and each time we move up a log scale, we really should glue a
different ansatz with slightly changed coupling constants to the previous ansatz.
The fact that at very large distance scales the original ansatz should be replaced
by another ansatz within the same family, is the deep reason why the ansatz metric
is incomplete.
The terminologies are based on the following analogy. According to my rudi-
mentary understanding of high energy physics, Quantum Electrodynamics (QED)
is intended as an effective description below a certain energy scale for some more
sophisticated theories. The starting assumption of Feynman diagram calculations
in QED is that the scattering amplitudes are perturbations of the free field the-
ory, after adding new interaction terms in the Lagrangian. These interaction terms
come naturally in a family parametrised by the coupling constants, whose physical
meaning is related to the observed charges in low energy experiments. Loop calcu-
lations in Feynmann diagrams suggest that the coupling constants depend on the
energy scale at which one conducts the experiments, a phenomenon known as run-
ning coupling. The equation which governs how the coupling constants change as
a function of the cutoff energy scale is known as the renormalisation flow equation.
We now flesh out the ideas in the setting of our Ooguri-Vafa type metrics on
the positive vertices. We begin by recalling some main features about the family
of ansatz metrics. The construction begins with the choice of parameters aij , and
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outputs a generalised Gibbons-Hawking metric associated to the data⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
V 11a = a11 + α˜1,a + α˜3,a + constant,
V 12a = a12 − α˜3,a + constant,
V 22a = a22 + α˜2,a + α˜3,a + constant,
Wa = A + a22α˜1 + a11α˜2 + (a11 + 2a12 + a22)α˜3 + constant.
Here the subscript is to emphasize the dependence on aij . The ambiguity of twisting
by a flat connection is not important for the discussions below. The functions α˜i
generically behave like the logarithmic functions α¯i. The constants above refer to
numbers independent of µ1, µ2, η which are up to our choice (cf. Remark 3.3). The
significance of this extra freedom is that if we are interested only in the ansatz
at one particular logarithmic scale, then we can always adjust the constants to
cancel some log factors in α˜i so that aij is the average value of V
ij
a over this log
scale. The QFT analogue of these constants are called counterterms. This step is
needed to back up the idea that the constant solution defined by aij really offers
an effective description at the given log scale of the metric, suitably away
from the discriminant locus D. This issue did not appear previously, because when
A−1/2̺ ≲ 1 these constants were essentially zero.
The central question is how these effective coupling constants aij vary as a
function of the log scale λ. Moving up to the next log scale means
λ↦ λ + 1, µi ↦ eµi, y ↦ ey.
Since aij drifts very slowly, to zeroth order we can treat them as constants. Now α¯i
are explicit functions given by formula (3.6), whose values receive a small increment
as we move up the log scale:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
α¯1 ↦ α¯1 − 12√a22 ,
α¯2 ↦ α¯2 − 12√a11 ,
α¯3 ↦ α¯3 − 12√a11+2a12+a22 .
Since α˜i are generically almost the same as α¯i, this means as we move up a log
scale, the average value of V ija drift by⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
V 11a ↦ V 11a − 12√a22 − 12√a11+2a12+a22 ,
V 12a ↦ V 12a + 12√a11+2a12+a22 ,
V 22a ↦ V 22a − 12√a11 − 12√a11+2a12+a22 .
In our viewpoint, it means the first order change of the coupling constants when
we move up a log scale is⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
a11 ↦ a11 − 12√a22 − 12√a11+2a12+a22 ,
a12 ↦ a12 + 12√a11+2a12+a22 ,
a22 ↦ a22 − 12√a11 − 12√a11+2a12+a22 .
We now denote
p1 =√a22, p2 =√a11, p3 =√a11 + 2a12 + a22.
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As we move up a log scale, ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
λ↦ λ + 1,
p21 ↦ p21 − 12p2 − 12p3 ,
p22 ↦ p22 − 12p1 − 12p3 ,
p23 ↦ p23 − 12p1 − 12p2 .
We have presented this discussion from a discretized viewpoint, which the au-
thor thinks is conceptually simpler. The continuum version is the renormalisation
flow equation
(3.16)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
d
dλ
p21 = − 12p2 − 12p3 ,
d
dλ
p22 = − 12p1 − 12p3 ,
d
dλ
p23 = − 12p1 − 12p2 .
The remarkable fact is that this ODE system is exactly solvable.
Proposition 3.36. There exist constants K1,K2,K3 such that the solution to
the renormalisation flow equation admits the parametrised representation⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
p1 = t2/3 + 13(K1 +K2)t−1/3,
p2 = t2/3 + 13(K2 − 2K1)t−1/3,
p3 = t2/3 + 13(K1 − 2K2)t−1/3,
λ = − 2
3
t2 + 4
9
(K21 +K22 −K1K2) log t + 481(K1 +K2)(K2 − 2K1)(K1 − 2K2) 1t +K3.
Proof. The renormalisation flow equation is equivalent to⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
d
dλ
p1 = − p2+p34p1p2p3 ,
d
dλ
p2 = − p1+p34p1p2p3 ,
d
dλ
p3 = − p1+p24p1p2p3 .
Summing over the three equations,
d
dλ
(p1 + p2 + p3) = −p1 + p2 + p3
2p1p2p3
,
and taking the differences give
d
dλ
(p1 − p2) = p1 − p2
4p1p2p3
,
d
dλ
(p1 − p3) = p1 − p3
4p1p2p3
.
Without loss of generality p1 ≥ p2 ≥ p3, then
d log(p1 + p2 + p3) = −2d log(p1 − p2) = −2 log(p1 − p3) = − dλ
2p1p2p3
.
In the degenerate case where p1 = p2 say, it is understood that p1 = p2 identically.
Denote p1 + p2 + p3 = 3t2/3 for some new parameter t, then after integration
p1 − p2 =K1t−1/3, p1 − p3 =K2t−1/3,
for some constants 0 ≤K1 ≤K2. Rewriting these equations give⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
p1 = t2/3 + 13(K1 +K2)t−1/3,
p2 = t2/3 + 13(K2 − 2K1)t−1/3,
p3 = t2/3 + 13(K1 − 2K2)t−1/3.
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Now
dλ = −4
3
p1p2p3
dt
t
= −4
3t2
(t + 1
3
(K1 +K2))(t + 1
3
(K1 − 2K2))(t + 1
3
(K2 − 2K1))dt.
Increasing λ corresponds to decreasing t. We integrate to obtain
λ = −2
3
t2 +
4
9
(K21 +K22 −K1K2) log t + 481(K1 +K2)(K2 − 2K1)(K1 − 2K2)1t +K3,
where K3 is an integration constant. 
The rest of the Section offers a heuristic interpretation of the renormalisation
flow, whose power is to predict effective metric behvaiour up to a very large
distance scale. It is helpful to keep in mind the Gross-Wilson K3 metric [11]. The
positive vertex is best understood as part of a global SYZ T 3-fibration on a Calabi-
Yau 3-fold near the large complex structure limit consisting of a finite number of
overlapping pieces with simple complex geometric descriptions (cf. review Section
1.1.6). The renormalisation flow breaks down when mini pi becomes negative,
which indicates a metric transition into a different piece in the 3-fold.
In our normalisation convention Vol(T 3) = 4π2 ∼ 1. In the generic region of
the 3-fold, it is reasonable to expect the 3 circle factors of the SYZ T 3-fibres to
have comparable length scales, so diam(T 3) ∼ 1. In contrast, our starting point
for constructing the Ooguri-Vafa type metric on the positive vertex is that a T 2
factor inside T 3 has much smaller diameter compared to diam(T 3/T 2). In order
for the Ooguri-Vafa type metric to smoothly transition into the generic region of
the SYZ fibration, we require an exponentially long neck region, modelled by
the renormalisation flow.
The renormalisation flow has the curious feature that at smaller distance scales
∑pi becomes larger but ∣pi − pj ∣ becomes smaller, so the scale invariant ellipticity
bound CA1/2δij ≤ aij ≤ CA1/2δij works better at smaller distance scales. Suppose
this bound holds throughout the renormalisation flow until A decreases to A ∼ 1
where the metric transitions into the generic region, then in Proposition 3.36 the
constants K1,K2 = O(1). Consequently at smaller distance scales, where t is large,
the terms K1,K2 are neglegible, and the solution of the renormalisation flow is
approximated by the special solution⎧⎪⎪⎨⎪⎪⎩p1 = p2 = p3 = t
2/3,
λ = − 2
3
t2 +K3, t≫ 1.
This special solution is invariant under the S3-discrete symmetry interchanging
the 3 edges Di. The insight is that the most symmetric configuration of aij is the
attractive fixed point of the renormalisation flow.
We can also use the special solution to approximately count the number of log
scales involved in the neck region. At the innermost log scale
λ ∼ 0, t ∼√3
2
K3, p1 ∼ p2 ∼ p3 ∼ t2/3 ∼ (3
2
K3)1/3, Amax ∼ 3
4
p41 ∼ 34(32K3)4/3,
and at the outermost log scale
p1, p2, p3 ∼ 1, A ∼ 1, t ∼ 1, λ ∼K3.
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The total number of log scales is roughly K3 ∼ 23( 4Amax3 )3/4. The diameter of
the neck region is of the order
∫
K3
0
p1(λ)eλdλ ∼ eK3 ∼ exp(2
3
(4Amax
3
)3/4).

CHAPTER 4
The Negative Vertex
In this Chapter we will construct a family of incomplete Calabi-Yau metrics
describing the negative vertex, which we advocate as an analogue of the Ooguri-
Vafa metric in complex dimension 3. These metrics have S1-symmetry, inducing
an S1-fibration over an open subset inside (C∗)2z1,z2 ×Rµ, branched along the real
codimension 3 discriminant locus S = {z1 + z2 = 1}× {0}. Suitably away from S the
metric is approximately a flat S1-bundle over a Euclidean region with coordinates
log z1, log z2, µ. Transverse to S the metric is modelled on a fibration by Taub-NUT
metrics. The topological description of the total space agrees with the predictions
in Section 1.1.5, and the holomorphic structures agree with the Zharkov picture
(cf. review Section 1.1.6).
The Ooguri-Vafa type metric on the negative vertex is constructed in the gen-
eralised Gibbons-Hawking framework by perturbing from the periodic constant so-
lution after incorporating topology. The 5-dimensional base has two periodic di-
rections, which give rise to exponential decay of higher Fourier modes, so that the
metric looks semiflat at large distance from S.
The organization is as follows. Section 4.1, 4.2, 4.3 introduce the first order
ansatz and extract its leading order asymptote away from S using Fourier analysis.
Section 4.4, 4.5 extract the asymptote near S and interpret this metrically in terms
of Taub-NUT metrics transverse to S; a recurrent subtlety is the absence of an
a priori given smooth structure along S. Section 4.6 identifies the holomorphic
structure explicitly by constructing holomorphic differentials. These Sections are
written with an overall geometric orientation, with a flavour resembling classical
complex analysis. The main difficulties here involve handling series sums akin to the
Weierstrass function, and extracting finite limits out of delicate divergent integrals.
Section 4.7 measures the volume form error and the metric deviation error,
using weighted Ho¨lder type norms with low regularity. Section 4.8 improves the
approximation in the generic region by working in the generalised Gibbons-Hawking
framework, while Section 4.9, 4.10 solve the complex Monge-Ampe`re equation per-
turbatively by constructing a parametrix for the right inverse to the Laplacian.
The main idea is decomposition and patching as in the counterparts of Chapter 2
and 3, and the principal new difficulty is to construct a parametrix near the curved
discriminant locus S (cf. Section 4.9). Section 4.11 summarize up a number of
salient features, notably the a posteriori emergence of a smooth topology.
The last two Sections are more informal in style. The purpose of Section 4.12
is to speculate on the special Lagrangian torus fibration on the Ooguri-Vafa type
metric, and explain the intimate relation to Joyce’s work on U(1)-invariant special
Lagrangians in C3. A curious feature is that not every Ooguri-Vafa type met-
ric within the parameter space will admit special Lagrangian tori; a homological
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constraint is required. Section 4.13 observes that the renormalisation flow equa-
tions controlling large scale behaviours on the positive and the negative vertex are
formally identical, and then explains this in terms of semiflat mirror symmetry.
4.1. First order approximate metric
We plan to construct an approximate Calabi-Yau metric using the generalised
Gibbons-Hawking ansatz, on a singular S1-bundle M− over an open neigh-
bourhood of the origin inside the real 5-dimensional base C∗z1 × C
∗
z2
× Rµ, whose
discriminant locus is
S = {z1 + z2 = 1} ⊂ C∗z1 ×C∗z2 × {0} ⊂ C∗z1 ×C∗z2 ×Rµ.
Let
η1 = 1
2π
√
−1
log z1, η2 = 1
2π
√
−1
log z2
be complex variables with period 1, and denote ηp = xp +
√
−1yp for p = 1,2.
The topological situation is described in Section 1.1.5 and the expected complex
structure is discussed in Section 1.1.6. A more historical view can be found in
Section 1.1.4.
The basic heuristic idea is again to perturb the constant solution (cf. Ex-
ample 1.6) while incorporating the topology. The information of the constant
solution is contained in the base metric
(4.1) ga = Re(apq¯dηp ⊗ dη¯q) +A∣dµ∣2,
where (apq¯) is a Hermitian 2 × 2 matrix referred to as coupling constants, with
determinant A = deta, and (apq¯) is the transposed inverse matrix such that ajq¯apq¯ =
δ
p
j . The associated volume measure is
dVola = A3/2dx1 ∧ dy1 ∧ dx2 ∧ dy2 ∧ dµ.
In order for the perturbative way of thinking to be effective, we impose
(4.2) C−1A1/2δpq¯ ≤ apq¯ ≤ CA1/2δpq¯, A≫ 1.
In this Chapter all constants in estimates depend on apq¯ only through the above
scale-invariant uniform ellipticity constant.
Notation. The ga-distance to the origin is ∣(η1, η2, µ)∣a =√apq¯ηpη¯q +Aµ2. A
variant
̺ = ∣(y1, y2, µ)∣′a = (A
A
apq¯ypyq +Aµ
2)1/2, A = A + ∣Im(a12¯)∣2.
stands for the distance function for the Euclidean metric g′a on R
2
y1,y2
×Ry
g′a = A
A
(a11¯dy21 + 2Re(a12¯)dy1dy2 + a22¯dy22) +A∣dµ∣2.(4.3)
Let S is R = distga(⋅, S). The parameter R +A−1/2 is relevant for regularity scales.
Now in terms of the local potential Φ the Calabi-Yau condition (1.9) reads
det(−4 ∂2Φ
∂ηp∂η¯q
) = ∂2Φ
∂µ∂µ
,
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whose linearised equation at the constant solution is the Laplace equation
∆aφ = A−1 ∂
2φ
∂µ∂µ
+ 4apq¯
∂2φ
∂ηp∂η¯q
= 0.
Here ∆a is unsurprisingly the Laplacian of ga. This suggests that at least away from
the discriminant locus, the first order correction to V and W pq¯ from the constant
solution
(4.4) v = ∂
2φ
∂µ∂µ
, wpq¯ = −4 ∂
2φ
∂ηp∂η¯q
ought to be given by ∆a-harmonic functions,
(4.5) ∆aw
pq¯ = 0, ∆av = 0, v = Aapq¯wpq¯.
To incorporate the topology we recall the distributional equation (1.18). Since v
and wpq¯ are linearisations, it makes sense to require the equation on currents
(4.6) −
√
−1
4π
(∂2wpq¯
∂µ∂µ
+ 4
∂2v
∂ηp∂η¯q
)dµ ∧ dηp ∧ dη¯q = S.
The task is to find a compatible solution to (4.4)(4.5)(4.6). As in the last two
Chapters, the functions v and wpq¯ are global quantities while φ is only locally
defined. The existence of the local potential φ in (4.4) should be read as imposing
some integrability on v and wpq¯ (cf. (1.10)(1.11)).
Remark 4.1. (Motivational Discussion on singularities) We denote
fS = 1 − z1 − z2 = 1 − e2πiη1 − e2πiη2
and write the 3-current S as
S = δ(fS)√−1
4π2
dfS ∧ df¯S ∧ dµ,
which defines a generalised function δ(fS) satisfying the measures identities:
∫
√
−1
4π2
dηp ∧ dη¯q ∧ δ(fS) ∧ dfS ∧ df¯S ∧ dµ = ∫
S
dηp ∧ dη¯q,
where the notation ∫S dηp ∧ dη¯q is the shorthand for the complex measure f ↦
∫S fdηp ∧ dη¯q, and similarly for the LHS. Now dfS = −2π
√
−1(z1dη1 + z2dη2), so⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
− ∫S ∣z2∣2δ(fS)dη1 ∧ dη¯1 ∧ dη2 ∧ dη¯2 ∧ dµ = ∫S√−1dη1 ∧ dη¯1,
− ∫S ∣z1∣2δ(fS)dη1 ∧ dη¯1 ∧ dη2 ∧ dη¯2 ∧ dµ = ∫S√−1dη2 ∧ dη¯2,
∫S z¯1z2δ(fS)dη1 ∧ dη¯1 ∧ dη2 ∧ dη¯2 ∧ dµ = ∫S√−1dη1 ∧ dη¯2,
∫S z¯2z1δ(fS)dη1 ∧ dη¯1 ∧ dη2 ∧ dη¯2 ∧ dµ = ∫S√−1dη2 ∧ dη¯1.
The distributional equation (4.6) is written in components as
−
1
4π
(∂2wpq¯
∂µ∂µ
+ 4
∂2v
∂ηp∂η¯q
) = δ(fS)zpz¯q.
Multiplying these equations by apq¯ and summing up, we obtain
(4.7) −
1
4π
∆av = δ(fS)apq¯zpz¯q,
or equivalently the measure equality(∆av)dVola = −∫
S
π
√
−1A1/2apq¯dηp ∧ dη¯q = −∫
S
2πA1/2dA,
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where dA =
√
−1
2
apq¯dηp∧dη¯q is the natural area form on S. A natural guess for w
pq¯
is then
(4.8) −
1
4π
∆aw
pq¯ = A−1δ(fS)zpz¯q,
or equivalently (∆awpq¯)dVola = −∫
S
2π
A−1/2zpz¯q
aij¯ziz¯j
dA,
where summation convention is used. The singularity around S to leading order
looks like ( cf. Section 4.4 below)
v ∼ A
1/2
2R
, wpq¯ ∼ A
−1/2zpz¯q
2Raij¯ziz¯j
, R ∼ ( ∣fS ∣2
4π2aij¯ziz¯j
+Aµ2)1/2,
which is compatible with the singularity in the distributional equation (4.6).
Now we move on to a more formal construction. The main idea is to write
down the solution via a periodic version of Green’s representation. The series
(4.9) γ(η1, η2, µ) = − 1
8π2
∑
(n1,n2)∈Z2
1∣(η1 + n1, η2 + n2, µ)∣3a ,
converges absolutely away from Z2 × {0} ⊂ Cη1 × Cη2 × Rµ and is Z2-periodic, so
descends to a function on C∗z1 ×C
∗
z2
×Rµ which is the periodic Newtonian po-
tential. We shall extract the asymptote for γ(η1, η2, µ):
Lemma 4.1. For ̺ ≳ A1/4, we have
∣γ(η1, η2, µ) + 1
4π̺
√
A
∣ ≤ C̺−3.
Proof. We consider the closely related integral
γ¯(y1, y2, µ) = − 1
8π2 ∫
1(apq¯ηpη¯q +Aµ2)3/2 dx1dx2.
After substituting the variables⎧⎪⎪⎨⎪⎪⎩x
′
1 = x1 − Im(a21¯)a11¯ y2 +
Re(a21¯)
a11¯
x2,
x′2 = x2 + Im(a21¯)Re(a21¯)A y2 + a11¯Im(a21¯)A y1,
we complete the square
apq¯ηpη¯q +Aµ
2 = a11¯x′21 + A
a11¯
x′22 + ∣(y1, y2, µ)∣′2a = a11¯x′21 + A
a11¯
x′22 + ̺
2.
This allows us to evaluate using polar coordinates
γ¯ = − 1
4π̺
√
A
.
For fixed y1, y2, µ, we can compare the integral γ¯ with the series γ, by estimating
the difference using the mean value inequality
1∣(η1, η2, µ)∣3a − ∫[x1− 12 ,x1+ 12 ]×[x2− 12 ,x2+ 12 ] 1∣(s1 +√−1y1, s2 +√−1y2, µ)∣3a ds1ds2
≤ CA
1/2∣(η1, η2, µ)∣5a .
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Summing over all square regions, and applying Cauchy integral test,
∣γ − γ¯∣ ≤ CA1/2 ∑
n,m
1∣(η1 + n, η2 +m,µ)∣5a
≤ CA1/2 ∫ 1∣(s1 +√−1y1, s2 +√−1y2, µ)∣5a ds1ds2
≤ C̺−3,
as required. 
Lemma 4.2. For ̺ ≲ A1/4 and ∣x1∣, ∣x2 ∣ ≤ 12 we have∣γ(η1, η2, µ) + 1
8π2∣(η1, η2, µ)∣3a ∣ ≤ CA−3/4.
Proof. Modify the above proof to control the series for (n1, n2) ∈ Z2∖{0}. 
Before proceeding further we recall that topologically S is a thrice punctured
2-sphere. The 3 punctures correspond to 3 ends of S:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
y2 > 1, η1 = 12πi log(1 − e2πiη2),
y1 > 1, η2 = 12πi log(1 − e2πiη1),
y1 < −1, y2 < −1, η2 − η1 = 12πi log(−1 + e−2πiη1).
At infinity these are respectively asymptotic to D1 × S
1, D2 × S
1, D3 × S
1 where
D1 = {y1 = 0, y2 > 0, µ = 0}, D2 = {y2 = 0, y1 > 0, µ = 0}, D3 = {y1 = y2 < 0, µ = 0}.
The image of S under the log map C2z1,z2 → R2y1,y2 (called the ‘amoeba’) is
(4.10) Image(S) = {e−2πy1 + e−2πy2 ≥ 1, e−2πy1 + 1 ≥ e−2πy2 , e−2πy2 + 1 ≥ e−2πy1},
which is a thickening of the trivalent graph D = D1 ∪D2 ∪D3 ∪ {0}. This is the
simplest case of a general picture for amoebas of algebraic varieties [31].
We can now make the following definitions, involving a cutoff and limiting
procedure for logarithmically divergent integrals.
(4.11)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
γ1(η1, η2, µ) = −Re limΛ→∞{πA1/2 ∫S∩{y′
2
<Λ} γ(η1 − η′1, η2 − η′2, µ)√
−1dη′2 ∧ (dη¯′2 − dη¯′1) + 12√a22¯ log 2Λ}
γ2(η1, η2, µ) = −Re limΛ→∞{πA1/2 ∫S∩{y′
1
<Λ} γ(η1 − η′1, η2 − η′2, µ)√
−1dη′1 ∧ (dη¯′1 − dη¯′2) + 12√a11¯ log 2Λ}
γ3(η1, η2, µ) = −Re limΛ→∞{πA1/2 ∫S∩{y′
1
>−Λ} γ(η1 − η′1, η2 − η′2, µ)√
−1dη′2 ∧ dη¯
′
1 +
1
2
√
a11¯+a12¯+a21¯+a22¯
log 2Λ}
γ4(η1, η2, µ) = −Im{πA1/2 ∫S γ(η1 − η′1, η2 − η′2, µ)√−1dη′2 ∧ dη¯′1}.
The desired first order corrections v and wpq¯ are constructed as linear combi-
nations:
(4.12)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
v = Aapq¯wpq¯ ,
w11¯ = γ1 + γ3,
w12¯ = −(γ3 +√−1γ4),
w21¯ = −(γ3 −√−1γ4),
w22¯ = γ2 + γ3.
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The advantage of γi is that they only involve divergence issues at one end. This
is because the measures Re(√−1dη′2 ∧ (dη¯′2 − dη¯′1)) etc decay exponentially along
all but one end, with respect to the Lebesgue measure on the three asymptotic
cylinders.
Lemma 4.3. The limits defining γi converge as Λ→ +∞.
Proof. We focus on γ1. The 2-form
√
−1dη2∧(dη¯2−dη¯1) on S is exponentially
small along the D2,D3 ends, so the only divergence problem happens at infinity
along the D1 end.
Applying Lemma 4.1 allows us to replace γ by the much simpler function
−
1
4π
√
A
∣(y1 − y′1, y2 − y′2, µ)∣′−1a .
The integral
∫
S∩{y′
2
<Λ}
γ(η1 − η′1, η2 − η′2, µ)√−1dη′2 ∧ (dη¯′2 − dη¯′1)
has the same divergence behaviour as
∫
Λ
−
1
2π
√
A
∣(y1, y2 − y′2, µ)∣′−1a dy′2 ∼ − 12π√Aa22¯ logΛ,
which is cancelled by the log term we put in the limit. 
By the construction of the Green representations,
Proposition 4.4. The functions v and wpq¯ satisfy the decoupled Laplace
equations with distributional terms (4.7) and (4.8).
However the original linearised equations we set off to solve is an overdetermined
coupled system, not just the decoupled Laplace equations. We still need to check
the integrability equation (4.4) and the distributional equation (4.6).
Lemma 4.5. The following integrability condition is satisfied globally
∂wpq¯
∂ηr
= ∂w
rq
∂ηp
,
∂wpq¯
∂η¯r
= ∂w
pr
∂η¯q
, p, q, r = 1,2.
Proof. We consider the Laplacian
∆a(∂wpq¯
∂ηr
−
∂wrq
∂ηp
) = ∂
∂ηr
∆aw
pq¯
−
∂
∂ηp
∆aw
rq
= − 4πA−1{ ∂
∂ηr
(δ(fS)zpz¯q) − ∂
∂ηp
(δ(fS)zr z¯q)}
= − 4πA−1δ(fS){ ∂
∂ηr
(zpz¯q) − ∂
∂ηp
(zrz¯q)} = 0,
where we have crucially used that S is an algebraic cycle to deduce ∂δ(fS) = 0.
Thus ∂w
pq¯
∂ηr
− ∂w
rq
∂ηp
= 0 would follow from a Liouville theorem argument, by checking
some a priori growth condition
∣∂wpq¯
∂ηr
∣ ≲ ⎧⎪⎪⎨⎪⎪⎩R
−1, ̺ ≳ A1/4,
A1/4R−2, ̺ ≲ A1/4,
which is easy to derive using the techniques in the previous lemmas in this Section.
The η¯ derivatives can be treated similarly. 
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Corollary 4.6. The distributional equation (4.6) is satisfied. In compo-
nent form,
−
1
4π
(∂2wpq¯
∂µ∂µ
+ 4
∂2v
∂ηp∂η¯q
) = δ(fS)zpz¯q.
Proof. Let’s focus on p = q = 1. By Proposition 4.4,
1
4π
∂2w11¯
∂µ∂µ
+
1
π
Aaij¯
∂2w11¯
∂ηi∂η¯j
= −δ(fS)∣z1∣2.
But by Lemma 4.6 we have ∂
2wij¯
∂η1∂η¯1
= ∂2w11¯
∂ηi∂η¯j
, so Aaij¯ ∂
2w11¯
∂ηi∂η¯j
= ∂2v
∂η1∂η¯1
, hence the
claim. 
Lemma 4.5 and Corollary 4.6 combine to imply the local existence of the po-
tential away from S as is required in (4.4). Taking stock of our progress,
Proposition 4.7. (First order linearised solution) The functions v and
wpq¯ solve the integrability condition (4.4) and the harmonicity condition (4.5) away
from S, and the distributional equation (4.6) globally.
Remark 4.2. It will turn out in the next few Sections that v and wpq¯ have
logarithmic growth at infinity bounded away from S. If we restrict to solutions
to (4.4)(4.5)(4.6) with the same growth properties, then v and wpq¯ are unique up
to additive constants. The choices of these constants are not completely canoni-
cal, related to the philosophy that the Ooguri-Vafa type metrics are only effective
descriptions admitting a certain amount of small fluctuation.
We obtain by the generalised Gibbons-Hawking construction a Ka¨hler ansatz(g(1), ω(1), J(1),Ω(1)) associated to
(4.13) V(1) = A + v, W pq¯(1) = apq¯ +wpq¯ .
A subtlety here is that the S1-connection ϑ can be twisted by a flat connection.
This choice is parametrised by H1((C∗)2 ×R∖S,R/Z) =H1((C∗)2 ×R,R/Z) = T 2,
since the codimension 3 subset S inside the base does not affect the fundamental
group. We sometimes suppress mentioning this choice since it does not have a
strong impact on the geometry, especially because we will exclusively work with
S1-invariant tensors, which are rarely sensitive to the flat connection. The Ka¨hler
structure is well defined away from S, over a bounded region where V(1) > 0 and
W
pq¯
(1) is positive definite; the metric is incomplete. We will specify more precisely
the ambient space M− of the Ka¨hler ansatz once we obtain sufficiently accurate
asymptotes on V(1) and W pq¯(1) to check positive definiteness (cf. Corollary 4.17).
The family of ansatzs admit S3-discrete symmetries, generated by
η1 ↔ η2, η2 ↔ η2 − η1 + 1
2
, η1 ↔ η1 − η2 + 1
2
, µ → µ.
These actions on (C∗)2 ×Rµ preserve S, and respectively interchange D1 with D2,
D1 with D3, and D2 with D3. The induced action on coupling constants permute
a11¯, a22¯, a11¯ +a12¯+a21¯+a22¯, and act on Im(a12¯) by ±1 depending on the sign of the
permutation.
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4.2. Asymptotic for the first order ansatz I
The following two Sections study the leading order behaviour of the Ka¨hler
ansatz away from S at large distance. The region under consideration lies over
{y2 > 1,A1/4∣µ∣ + ∣y1∣ > e−2πy2} ∪ {y1 > 1,A1/4∣µ∣ + ∣y2∣ > e−2πy1}
∪{y1 < −1,A1/4∣µ∣ + ∣y2 − y1∣ > e2πy1} ∪ {∣µ∣ > A−1/4}.(4.14)
This is a quantitative way of asserting boundedness away from S.
We define the average functions of γi (cf. (4.11)) on R
2
y1,y2
×Rµ by
(4.15) γ¯i(y1, y2, µ) = ∫ 1
0
∫
1
0
γi(x1 +√−1y1, x2 +√−1y2, µ)dx1dx2.
This Section is concerned with describing the behaviour of γ¯i, and next Section
proves exponential decay estimate for ∣γi − γ¯i∣.
Recall from (4.3) the Euclidean metric g′a on R
2
y1,y2
×Rµ. Its volume measure is
dVol′a = A
3/2√
A
dy1dy2dµ, and the associated Laplacian is ∆
′
a = apq¯ ∂
2
∂yp∂yq
+A−1 ∂
2
∂µ∂µ
.
Here some care is needed in the calculations regarding the difference between Her-
mitian and symmetric matrices.
Lemma 4.8. (Harmonicity) In the region (4.14) inside R2y1,y2 ×Rµ the func-
tions γ¯i satisfy ∆
′
aγ¯i = 0, or equivalently their pullbacks to (C∗)2η1,η2 × Rµ satisfy
∆aγ¯i = 0.
Proof. The amoeba Im(S) is disjoint from the region (4.14), so Proposition
4.4 asserts the ∆a-harmonicity of γi, whence the harmonicty of γ¯i. 
Next we wish to write γ¯i also in terms of a Green’s representation. From the
calculation in Lemma 4.1,
(4.16) γ¯ = ∫
1
0
∫
1
0
γ(x1 +√−1y1, x2 +√−1y2, µ)dx1dx2 = − 1
4π̺
√
A
.
Thus by integrating (4.11) in the x1, x2 variables,
Corollary 4.9. (Green’s representation formula for γ¯i)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
γ¯1(y1, y2, µ) = Re limΛ→∞{A1/2
4
√
A
∫S∩{y′
2
<Λ} ∣(y1 − y′1, y2 − y′2, µ)∣′−1a√
−1dη′2 ∧ (dη¯′2 − dη¯′1) − 12√a22¯ log 2Λ}
γ¯2(y1, y2, µ) = Re limΛ→∞{A1/2
4
√
A
∫S∩{y′
1
<Λ} ∣(y1 − y′1, y2 − y′2, µ)∣′−1a√
−1dη′1 ∧ (dη¯′1 − dη¯′2) − 12√a11¯ log 2Λ}
γ¯3(y1, y2, µ) = Re limΛ→∞{A1/2
4
√
A
∫S∩{y′
1
>−Λ} ∣(y1 − y′1, y2 − y′2, µ)∣′−1a√
−1dη′2 ∧ dη¯
′
1 −
1
2
√
a11¯+a12¯+a21¯+a22¯
log 2Λ}
γ¯4(y1, y2, µ) = Im{A1/2
4
√
A
∫S ∣(y1 − y′1, y2 − y′2, µ)∣′−1a √−1dη′2 ∧ dη¯′1}.
Our goal is to extract the leading order behvaiour in terms of an explicit el-
ementary formula. For this purpose we essentially replace S by its asymptotic
cylinders Di × S
1. Define
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
γ¯1(y1, y2, µ) = limΛ→∞{A1/2
2
√
A
∫ Λ0 ∣(y1, y2 − s,µ)∣′−1a ds − 12√a22¯ log 2Λ}
γ¯2(y1, y2, µ) = limΛ→∞{A1/2
2
√
A
∫ Λ0 ∣(y1 − s, y2, µ)∣′−1a ds − 12√a11¯ log 2Λ}
γ¯3(y1, y2, µ) = limΛ→∞{A1/2
2
√
A
∫ 0−Λ ∣(y1 − s, y2 − s,µ)∣′−1a ds
− 1
2
√
a11¯+a12¯+a21¯+a22¯
log 2Λ}.
By construction γ¯i is ∆
′
a-harmonic in the region (4.14). Morever,
Lemma 4.10. (Estimate of remainder terms) In the region (4.14) we have∣γ¯4∣ ≤ C̺−1. For i = 1,2,3, in the subset of (4.14) where distg′a(⋅,Di) ≳ A1/4 we have∣γ¯i − γ¯i∣ ≤ C̺−1.
Proof. We use the Green representation of γ¯4. The total measure
∫
S
Im(√−1dη′2 ∧ dη¯′1) ≤ C,
so the contribution to γ¯4 from the ball {∣(η′1, η′2,0)∣a ≲ A1/4} ⊂ S is bounded by
C̺−1. The contributions from the 3 ends are neglegible unless the point (y1, y2, µ)
inside the region (4.14) is close to S along some Di; we focus on the case of D1.
The key fact is the exponential decay of the measure: along D1 we have
Im(√−1dη′2 ∧ dη¯′1) ≤ Ce−2πy′2√−1dη′2 ∧ dη¯′2.
Thus the contribution from the end {y′2 > 1} ∩ S is controlled by
C ∫
∞
0
e−2πy
′
2 ∣(y1, y2 − y′2, µ)∣′−1a dy′2 ≤ C̺−1.
which implies the estimates on γ¯4.
For γ¯i − γ¯i, the main point is that S approaches its asymptotic cylinder at an
exponentially fast rate. The rest of the arguments are similar. 
Elementary integration gives
Lemma 4.11. (Leading order asymptote) The formulae for γ¯i are given
explicitly as
(4.17)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
γ¯1 = − 12√a22¯ log( A1/2√Aa22¯ ∣(y1, y2, µ)∣′a − y2 − Re(a12¯)a22¯ y1)
γ¯2 = − 12√a11¯ log( A1/2√Aa11¯ ∣(y1, y2, µ)∣′a − y1 − Re(a12¯)a11¯ y2)
γ¯3 = − 12√a11¯+a12¯+a21¯+a22¯
log( A1/2√
A(a11¯+a12¯+a21¯+a22¯) ∣(y1, y2, µ)∣′a + a11¯y1+Re(a12¯)y2+Re(a21¯)y1+a22¯y2a11¯+2Re(a12¯)+a22¯ ).
Remark 4.3. These formulae have strong similarity with α¯i in (3.6) except
for the absence of an additive constant as in (3.6), which is an artefact of a non-
canonical choice of constant in our definition of γi ( cf. Remark 4.2).
4.3. Asymptotic for the first order ansatz II
This Section proves exponential decay estimate for higher Fourier modes γi− γ¯i
in the region bounded away from S. The main idea is that the Laplace equation
together with the vanishing of the zeroth Fourier modes imply exponential decay
through Fourier analysis; this discussion is parallel to Section 3.2.
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Lemma 4.12. In the region defined by (4.14) we have ∣γ4 − γ¯4∣ ≤ CA−1/4. For
i = 1,2,3, in the subset of the region (4.14) where distg′a(⋅,Di) ≳ A1/4 we have∣γi − γ¯i∣ ≤ CA−1/4.
Proof. Consider γ4 at a given point in the region (4.14). Its integral formula
(4.11) can be split into two parts, corresponding to far away sources ∣(y1 − y′1, y2 −
y′2, µ)∣′a ≳ A1/4 and nearby sources ∣(y1 − y′1, y2 − y′2, µ)∣′a ≲ A1/4.
For far away sources, we use Lemma 4.1 to write the integrand γ as a dominant
term − 1
4π
√
A∣(y1−y′1,y2−y′2,µ)∣′a
plus a remainder term estimated by C∣(y1−y′1,y2−y′2,µ)∣′3a .
The dominant term does not contribute to γ4 − γ¯4 because it is constant in the
x1, x2 direction. The remainder term contribution to γ4 is bounded by
CA1/2Im∫
S∩{dist≳A1/4}
1∣(y1 − y′1, y2 − y′2, µ)∣′3a √−1dη′2 ∧ dη¯′1 ≤ CA−1/4.
The contribution from nearby sources only arises if our given point of interest
is too close to S along one of D1, D2 or D3 directions; we focus on D1. Lemma 4.2
allows us to write γ as − 1
8π2∣(η1−η′1,η2−η′2,µ)∣3a plus a well controlled remainder term.
By the exponential decay property of the measure Im
√
−1dη′2 ∧ dη¯
′
1,
CA1/2e−2πy2 ∫
S∩{dist≲A1/4}
√
−1dη′1 ∧ dη¯
′
1∣(η1 − η′1, η2 − η′2, µ)∣3a ≤ Ce−2πy2R−1 ≤ CA−1/4.
Combining the above shows ∣γ4 − γ¯4∣ ≤ CA−1/4.
All these arguments carry through to γ1, γ2, γ3 except the exponential decay of
the measure. This is compensated by staying sufficiently far from Di. 
Proposition 4.13. (Exponential decay for higher Fourier modes in the
first order ansatz) In the region where distg′a(⋅, Im(S)) ≳ A1/4,
(4.18) ∣γi − γ¯i∣ ≤ CA−1/4ℓ˜e−ℓ˜, ℓ˜ = κadistg′a(⋅, Im(S)), i = 1,2,3,4,
where κa is the minimum of kn1,n2 = 2π(Aapq¯npnqA )1/2 for all (n1, n2) ∈ Z2 ∖ {0}.
Proof. This proof is parallel to Proposition 3.5, so will be sketchy. We focus
on γ4 − γ¯4 as the same arguments work for γi − γ¯i.
We perform Fourier decomposition in the periodic variables x1, x2,
γ4 − γ¯4 = ∑
(n1,n2)∈Z2∖{0}
hn1,n2(y1, y2, µ)e2πin1x1+2πin2x2 .
The zeroth Fourier mode vanishes by construction. Parseval identity combined with
Lemma 4.12 shows
∑
n1,n2
∣hn1,n2 ∣2 = ∫ 1
0
∫
1
0
∣γ4 − γ¯4∣2dx1dx2 ≤ CA−1/2.
Over the region (4.14), according to Proposition 4.4 and (4.16)
∆a(γ4 − γ¯4) = 0,
which translates into the Helmholtz type equations
∆′ahn1,n2 − 4π
√
−1Im(a12¯)(n1∂hn1,n2
∂y2
− n2
∂hn1,n2
∂y1
) − 4π2(apq¯npnq)hn1,n2 = 0.
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After the variable substitution
h˜n1,n2 = hn1,n2 exp(2πiIm(a12¯)
A
(a11¯n2y1 −Re(a12¯)n1y1 +Re(a12¯)n2y2 − a22¯n1y2)) ,
these equations become the Helmholtz equations on R2y1,y2 ×Rµ,
∆′ah˜n1,n2 = k2n1,n2 h˜n1,n2 ,
where we denote kn1,n2 = 2π(apq¯npnq)1/2(AA )1/2.
The rest of the argument is substantially similar to Proposition 3.5. Observe
that ∣distg′a(⋅, Im(S))−R∣ ≤ CA1/4. An upper barrier supersolution to the Helmholtz
equation is directly constructed as
h′n1,n2 = A−1/4{∫
D1
e−kn1,n2 ∣(y1,y2−s,µ)∣
′
ads +∫
D2
e−kn1,n2 ∣(y1−s,y2,µ)∣
′
ads
+∫
D3
e−kn1,n2 ∣(y1−s,y2−s,µ)∣
′
ads},
where ds = dy2, dy1,−dy1 on D1,D2,D3 respectively. Comparing the real and imag-
inary parts of h˜n1,n2 with C(∣n1∣ + ∣n2∣)h′n1,n2 yields the result. 
By the topological description (cf. Section 1.1.4 and 1.1.5), we can lift the T 2 ⊂(C∗)2 ×Rµ to a T 2-cycle on the total space of the singular S1-bundle, namely the
monodromy invariant T 2-cycle for the topological T 3-fibration. As an application
of the asymptotes above, we shall evaluate (up to sign) the integral of the closed
2-form ω(1) on this T 2-cycle.
Lemma 4.14. The integral ∫T 2 ω(1) = Im(a21¯).
Proof. As a preliminary remark, although ω(1) is a Ka¨hler form only in a
bounded region, it makes sense as a closed 2-form over the entire (C∗)2 ×Rµ. The
integral ∫T 2 ω(1) is a cohomological invariant, which can be evaluated asymptotically
on a T 2-cycle as η1, η2 stay bounded and µ → +∞. By choosing the T 2-cycle on
which µ, y1, y2 are constants,
∫
T 2
ω(1) =
√
−1
2
∫
T 2
W
pq¯
(1)dηp ∧ dη¯q =
√
−1
2
∫
T 2
(W 12¯(1) −W 21¯(1))dx1 ∧ dx2
=∫
T 2
Im(W 21¯(1))dx1 ∧ dx2 = Im(a21¯) + ∫
T 2
γ4dx1 ∧ dx2.
But by Lemma 4.10 and Proposition 4.13, the quantity γ4 → 0 as µ → +∞, so the
only contribution is ∫T 2 ω(1) = Im(a21¯). 
4.4. Structure near the singular locus I
There exists a constant 0 < C ≪ 1 such that discs of ga-radius CA1/4 centred
at points in S do not intersect each other; their union defines a disc bundle over
S: {R ≲ A1/4} ⊂ (C∗)2 ×Rµ. We need to understand the local singularity structure
of v and wpq¯ in this disc bundle.
The following general setting is a variant of the classical Green’s function
asymptote for submanifolds. Take the Euclidean space (R5,∑5i=1 ds2i ), containing
the codimension 3 graphical submanifold
Γ = {(s1, s2, s3, s4, s5)∣si = fi(s1, s2), i = 3,4,5, ∣s1∣2 + ∣s2∣2 < 1}
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such that ∣fi∣C2 ≤ C for i = 3,4,5. Let n⃗1, n⃗2, n⃗3 be an orthonormal frame on Γ and
define a local parametrisation of a tubular neighbourhood of Γ:
Ψ(s1, s2, t1, t2, t3) = h⃗(s1, s2) + 3∑
1
tin⃗i, h⃗(s1, s2) = (s1, s2, fi(s1, s2)) ∈ Γ.
such that Γ is {t1 = t2 = t3 = 0} in the coordinates s1, s2, t1, t2, t3. Denote R =√∑ t2i
as the Euclidean distance to Γ. Let f = f(h⃗(s1, s2)) be a function on Γ with bound∥f∥C2 ≤ C. We need asymptotes for the Green integral
IΓ,f(s) = ∫
Γ
−
1
8π2∣s − s′∣3 f(s′)dAreaΓ(s′), s ∈ R5.
We view IΓ,f as a function of s1, s2, t1, t2, t3.
Lemma 4.15. For ∑ s2i ≲ 1,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∣IΓ,f (s1, s2, t1, t2, t3) + f(s1,s2)4πR ∣ ≤ C,∣∂IΓ,f
∂ti
−
f(s1,s2)ti
4πR3
(1 + 1
5
(∑j tj n⃗j) ⋅ H⃗)∣ ≤ C, i = 3,4,5,∣∂IΓ,f
∂si
+ 1
4πR
∂f
∂si
(s1, s2)∣ ≤ C, i = 1,2.
where H⃗ is the mean curvature vector of Γ at h⃗(s1, s2). If morever ∥f∥C3 ≤ C,∥fi∥C3 ≤ C, then
∣∂2IΓ,f
∂ti∂tj
−
(δijR2 − 3titj)f
4πR5
∣ ≤ C
R2
, ∣∂2IΓ,f
∂ti∂sj
−
ti
4πR3
∂f
∂sj
∣ ≤ C
R
, ∣ ∂2IΓ,f
∂si∂sj
∣ ≤ C
R
.
If morever f(0) = 0, then at s1 = s2 = 0,
∣∂2IΓ,f
∂ti∂tj
∣ ≤ C
R
, ∣ ∂2IΓ,f
∂si∂sj
+
1
4πR
∂2f
∂si∂sj
∣ ≤ C.
If morever df(0) = 0, then ∣∂2IΓ,f
∂ti∂sj
∣ ≤ C for s1 = s2 = 0.
Proof. (Sketch) Consider s1 = s2 = 0. The leading order asymptote of IΓ,f is
obtained by replacing f with the constant f(0) and replacing Γ with R2s1,s2 . At
s = ∑ tin⃗i ∈ R5,
∫
R2
−
1
8π2∣s − s′∣3 f(0)ds′1ds′2 = −f(0)4πR .
We then need to estimate the deviation of IΓ,f from this leading asymptote. After
writing the surface integral as an integral over s1, s2 plane, we reduce to the flat
graph case f3 = f4 = f5 = 0. Writing
f(s′) = f(0)+ 2∑
i=1
∂f
∂s′i
(0)s′i +O(∣s′∣2),
we observe that the linear term does not contribute to IΓ,f(s) by parity, and the
O(∣s′∣2) contribution is bounded by
C ∫ ∣s′∣2∣s − s′∣3 ds′1ds′2 ≤ C ∫ r2(r2 +R2)3/2 rdr ≤ C.
We now consider the normal first derivative
∂IΓ,f
∂ti
for s1 = s2 = 0 assuming
without loss of generality that dfi(0) = 0. After using the Taylor expansion and
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parity trick above, modulo bounded terms
∂IΓ,f
∂ti
∼f(0) 3ti
8π2 ∫
1(s′21 + s′22 +∑j(tj − fj)2)5/2 ds′1ds′2
∼f(0) 3ti
8π2
∫ 1(s′21 + s′22 +R2)5/2 (1 + 2∑ tjfjs′21 + s′22 +R2 )ds′1ds′2
∼f(0) ti
4πR3
(1 + 1
5
∑
j
tj(∂2fi
∂s′21
+
∂2fi
∂s′22
))
=f(0) ti
4πR3
(1 + 1
5
(∑
j
tj n⃗j) ⋅ H⃗),
where H⃗ is the mean curvature of Γ at the origin.
In the same setup, the tangential first derivative
∂IΓ,f
∂si
is modulo bounded terms
∂IΓ,f
∂si
∼∫ f ∂
∂s′i
1
8π2∣s − s′∣3 ds′1ds′2
∼∫ −1
8π2∣s − s′∣3 ∂f∂s′i ds′1ds′2 ∼ − 14πR ∂f∂s′i (0).
The argument for second derivatives are similar. 
Around a point P ∈ S of interest, we introduce linear change of coordinates,⎧⎪⎪⎪⎨⎪⎪⎪⎩
ξ′1 = z1(P )(η1−η1(P ))+z2(P )(η2−η2(P ))A1/2∣aij¯zi(P )z¯j(P )∣1/2 ,
ξ2 = (a
11¯ z¯1(P )+a12¯z¯2(P ))(η2−η2(P ))−(a21¯z¯1(P )+a22¯ z¯2(P ))(η1−η1(P )))
∣aij¯zi(P )z¯j(P )∣1/2 ,
such that TPS = {ξ′1 = 0, µ = 0}, and ξ2 = 0 on the normal 3-plane to TPS. In these
new linear coordinates,
ga = A(dµ2 + ∣dξ′1∣2 + ∣dξ2 ∣2), dη1 ∧ dη2 = A1/2dξ′1 ∧ dξ2.
A problem is that the tangent planes tilts as P moves along S. We find a local
smooth vector valued function h⃗ to represent S locally as a graph
S ∩ {∣ξ2∣ ≲ A−1/4} = {(ξ1, ξ2, µ) = h⃗(ξ2), ∣ξ2∣ ≲ A−1/4} ⊂ (C∗)2 ×Rµ.
The ga-normal (1,0)-type vector to S ⊂ (C∗)2η1,η2 at the point h⃗(ξ2) ∈ S is
n⃗(h⃗(ξ2)) = apq¯ z¯q∣aij¯ziz¯j ∣1/2 (h⃗(ξ2)) ∂∂ηp .
Denote r = √A(∣ξ1∣2 + ∣ξ2∣2 + µ2). Define a local diffeomorphism Ψ on the local
chart {r ≲ A1/4},
Ψ(ξ1, ξ2, µ) = h⃗(ξ2) +A1/2ξ1n⃗(h⃗(ξ2)) + µe⃗µ ∈ (S1 ×R)2η1,η2 ×Rµ,
where e⃗µ denotes the basis vector with ga-magnitude A
1/2 corresponding to the µ-
variable. The image of Ψ is a tubular neighbourhood of a graphical subset of S, and
the straight degeneracy locus {µ = ξ1 = 0} is identified with the curved degeneracy
locus S. The pullback function Ψ∗R = A1/2√µ2 + ∣ξ1∣2, and Ψ∗ga satisfies
(4.19)
⎧⎪⎪⎨⎪⎪⎩∣Ψ
∗ga −A(∣dξ1 ∣2 + ∣dξ2∣2 + dµ2)∣ga ≤ CA1/4∣ξ2∣,∣∇kga{Ψ∗ga −A(∣dξ1∣2 + ∣dξ2∣2 + dµ2)}∣ga ≤ CA−k/4, k ≥ 1.
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Proposition 4.16. (leading order asymptote near S) Via the local diffeo-
morphism Ψ, on the chart {r ≲ A1/4},⎧⎪⎪⎪⎨⎪⎪⎪⎩
∣Ψ∗(wpq¯dηp ⊗ dη¯q) − 1
2
√
µ2+∣ξ1 ∣2 dξ1 ⊗ dξ¯1∣ga ≤ CA−3/4max(1, log(A−1/4̺),∣Ψ∗v − 1
2
√
µ2+∣ξ1 ∣2 ∣ ≤ CA1/4max(1, log(A−1/4̺),
Remark 4.4. In the original coordinates, for R ≲ A1/4,⎧⎪⎪⎨⎪⎪⎩
∣wpq¯ − zpz¯q
2RA1/2aij¯ziz¯j
∣ ≤ CA−1/4max(1, log(A−1/4̺)),∣v − A1/2
2R
∣ ≤ CA1/4max(1, log(A−1/4̺)).
Proof. We focus on w11¯ = γ1 + γ3, where γ1, γ3 admit the Green’s repre-
sentation (4.11). We split the integral on S into the short distance contribu-
tion from S ∩ {∣η1 − η′1∣, ∣η2 − η′2∣ ≲ 12} and the long distance contribution from
S ∩ {∣η1 − η′1∣ ≳ 12 or ∣η2 − η′2∣ ≳ 12}.
The short distance contribution to the integral w11¯ is
−πA1/2 ∫
S∩{∣η1−η′1∣,∣η2−η′2 ∣≲ 12 }
γ(η1 − η′1, η2 − η′2, µ)√−1dη′2 ∧ dη¯′2.
Applying Lemma 4.2, we can replace the periodic Newtontian potential γ by the
ordinary Newtonian potential, so the short distance contribution is replaced by
−πA1/2 ∫
S∩{∣η1−η′1 ∣,∣η2−η′2 ∣≲ 12 }
−
1
8π2∣(η1 − η′1, η2 − η′2, µ)∣3a√−1dη′2 ∧ dη¯′2,
at a cost of a smooth error of order O(A−1/4). The measure √−1dη′2 ∧ dη¯′2 is equal
to 2
∣z′
1
∣2
Aaij¯z′
i
z¯′
j
dA(η′1, η′2), so the above expression is
∫
S∩{∣η1−η′1 ∣,∣η2−η′2 ∣≲ 12 }
−
1
8π2∣(η1 − η′1, η2 − η′2, µ)∣3a −2π∣z
′
1∣2
A1/2aij¯z′iz¯′j
dA(η′1, η′2).
We may assume the submanifold S ∩ {∣η1 − η′1∣, ∣η2 − η′2∣ ≲ 12} is graphical, so
Lemma 4.15 applies after scaling. Thus the short distance contribution to w11¯ is
−
1
4πR
−2π∣z′1∣2
A1/2aij¯z′iz¯′j
+O(A−1/4) = ∣z′1∣2
2RA1/2aij¯z′iz¯′j
+O(A−1/4),
where the complex coordinates z′i are computed at h⃗(ξ2) ∈ S. But the factor
∣z1∣2
A1/2aij¯ziz¯j
varies slowly, so we may as well compute it at (η1, η2, µ).
The long distance contribution to w11¯ is O(A−1/4max(1, log(A−1/4̺))) by fol-
lowing the same steps as in Section 4.2, 4.3, using Lemma 4.1. Combining the two
contributions,
∣w11¯ − ∣z1∣2
2RA1/2aij¯ziz¯j
∣ ≤ CA−1/4max(1, log(A−1/4̺))).
The cases of wpq¯ and v = Aapq¯wpq¯ are similar. 
Corollary 4.17. Fix 0 < ǫ0 ≪ 1, then on the total space
M− = {A−1/4̺ < exp(ǫ0A3/4)},
the function V(1) is positive and the matrix W pq¯(1) is positive definite.
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4.5. Structure near the singular locus II
This Section interprets the metric structure transverse to the singular locus S
in terms of Taub-NUT metrics. First we emphasize that smooth topology of the
S1-fibration is subtle.
● The Ka¨hler ansatz is only defined a priori on the complement of S, and
there are no transparent choices of smooth local coordinates near S to ex-
hibit the smooth extension of both the complex structure and the metric.
● By the reasons stated in Remark 2.4, smooth topology of the singular
S1-bundle is expected to be unstable under deformation.
Because of these difficulties, in the region {R ≲ A−1/2} near the singular locus
S ∩M−, we will be forced to work with tensor fields of low regularity.
We now define a model metric
(4.20)⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
gNUT = (A + 1
2
√
µ2+∣ξ1 ∣2 )(dµ2 + ∣dξ1∣2) + (A + 12√µ2+∣ξ1 ∣2 )−1ϑ2NUT +A∣dξ2 ∣2,
ωNUT = (A + 1
2
√
µ2+∣ξ1 ∣2 )(dµ ∧ ϑNUT + √−12 dξ1 ∧ dξ¯1) + A√−12 dξ2 ∧ dξ¯2,
ΩNUT = A1/2(ϑNUT −√−1(A + 1
2
√
µ2+∣ξ1 ∣2 )dµ) ∧ dξ1 ∧ dξ2,
namely the product of the Taub-NUT metric with flat R2. The weighted Ho¨lder
norm ∥T ∥
C
k,α
δ
(gNUT) for S
1-invariant tensors T on this model space is defined by
∥T ∥
C
k,α
δ
(gNUT) = sup
p
(A1/2ℓ)−δ{ k∑
j=0
∣ℓj∇jT (p)∣ + sup
∣p−p′ ∣a≤ℓ
∣∇kT (p)− ∇kT (p′)∣
dgNUT(p, p′)αℓ−α−k }.
where ℓ ∼ A1/2√µ21 + ∣ξ1∣2 +A−1/2 reflects the regularity scale of the model metric,
and we compare T (p) and T (p′) using parallel transport along minimal geodesics.
An estimate in this norm is thought as the Ho¨lder version of ∣T ∣ = O((A1/2ℓ)δ).
Proposition 4.18. Via the local diffeomorphism Ψ, on the chart {r ≲ A1/4},⎧⎪⎪⎪⎨⎪⎪⎪⎩
∣∇ga{Ψ∗(wpq¯dηp ⊗ dη¯q) − 12√µ2+∣ξ1 ∣2 dξ1 ⊗ dξ¯1}∣ga ≤ CA−1,∣∇ga{Ψ∗v − 12√µ2+∣ξ1 ∣2 }∣ga ≤ C.
Furthermore⎧⎪⎪⎪⎨⎪⎪⎪⎩
∣∇2ga{Ψ∗(wpq¯dηp ⊗ dη¯q) − 12√µ2+∣ξ1 ∣2 dξ1 ⊗ dξ¯1}∣gNUT ≤ CA−3/4ℓ−2,∣∇2ga{Ψ∗v − 12√µ2+∣ξ1 ∣2 }∣gNUT ≤ CA1/4ℓ−2.
Proof. (Sketch) The method is the same as in Proposition 4.16, so we only
mention the key points. The long distance contribution to the integral has improved
decay, so there is no need for the log factor. The short distance contribution appeals
to Lemma 4.15. In the first derivative estimates, notice the mean curvature vector
vanishes because S an algebraic curve.
For second derivative estimates, notice for R ≲ A−1/2, the magnitudes of tensors
are inhomogeneous:∣dµ∣gNUT ≤ A−1/4R1/2, ∣dξ1 ∣gNUT ≤ A−1/4R1/2, ∣dξ2∣gNUT ≤ CA−1/2.
TheseR factors make the gNUT-magnitudes bounded even though the ga-magnitudes
can be unbounded. Inside the tensor Ψ∗(wpq¯dηp⊗dη¯q), the coeffient of dξ1⊗dξ¯2 and
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dξ2⊗dξ¯1 correspond to imposing f(0) = 0, and the coeffient of dξ2⊗dξ¯2 correspond
to imposing f(0) = 0 and df(0) = 0. 
Proposition 4.19. (Transverse Taub-NUT metric) Fix 0 < α < 1. Under
suitable gauge choices for the S1-connection, the ansatz metric g(1) over the local
chart {r ≲ A1/4} is approximated by the model metric:⎧⎪⎪⎨⎪⎪⎩∣Ψ
∗g(1) − gNUT∣gNUT ≤ CA−3/4max(log(A−1/4̺),1) +CA1/4∣ξ2∣,∣∇gNUT(Ψ∗g(1) − gNUT)∣Cα−1(r≲A1/4) ≤ CA−1/4max(log(A−1/4̺),1).
and ⎧⎪⎪⎨⎪⎪⎩∣Ψ
∗Ω(1) −ΩNUT∣gNUT ≤ CA−3/4max(log(A−1/4̺),1)+CA1/4∣ξ2∣,∣∇ΩNUT(Ψ∗g(1) −ΩNUT)∣Cα−1(r≲A1/4) ≤ CA−1/4max(log(A−1/4̺),1).
Proof. Applying the asymptotes in Proposition 4.16 and 4.18, on the local
chart {r ≲ A1/4}, up to an error of order O(A−3/4max(1, log(A−1/4̺))), the ansatz
metric admits asymptote
(4.21)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
g(1) =V(1)dµ2 + V −1(1)ϑ2 +Re(W pq¯(1)dηp ⊗ dη¯q)
∼ 1
2
√
µ2 + ∣ξ1∣2 (dµ2 + ∣dξ1∣2) + (A + 12√µ2 + ∣ξ∣2 )−1ϑ2 + ga,
ω(1) ∼ dµ ∧ ϑ +
√
−1
2
(apq¯dηp ∧ dη¯q + 1
2
√
µ2+∣ξ1 ∣2 dξ1 ∧ dξ¯1),
Ω(1) ∼ A1/2{ϑ −√−1(A + 1
2
√
µ2+∣ξ1 ∣2 )dµ)} ∧ dη1 ∧ dη2.
The main issue then is to compare the connection ϑ with ϑNUT. The curvature
of the Taub-NUT metric dϑNUT has the explicit formula√
−1{ −µ
4(µ2 + ∣ξ1∣2)3/2 dξ1 ∧ dξ¯1 + −ξ¯14(µ2 + ∣ξ1∣2)3/2 dµ ∧ dξ1 − −ξ14(µ2 + ∣ξ1∣2)3/2 dµ ∧ dξ¯1}.
The curvature dϑ is prescribed by formula (1.6), involving the first derivatives of v
and wpq¯ . Applying the asymptotic from Proposition 4.18,
∣(dϑ − dϑNUT)∣ga ≤ CA−1/2, ∣∇ga(dϑ − dϑNUT)∣gNUT ≤ CA−1/4ℓ−2.
In particular ∥(dϑ − dϑNUT)∥C1−1(gNUT) ≤ CA1/4. After suitable gauge fixing, we
can find a 1-form ϑ − ϑNUT on the base {r ≲ A1/4}, with norm estimate upstairs∥ϑ − ϑNUT∥C1,α
0
(gNUT) ≤ CA−1/4 for any fixed 0 < α < 1. This specifies a gauge choice
of ϑ.
Thus up to an admissible amount of error we can replace ϑ by ϑNUT in the
asymptote (4.21). The deviation between RHS of (4.21) and gNUT is an elementary
term Ψ∗ga −A(dµ2 + ∣dξ1 ∣2 + ∣dξ2∣2) controlled by (4.19). 
Remark 4.5. For R ≳ A−1/2, one can use ∆a-harmonicity to obtain weighted
Ck,α-estimates for any large k. For R ≲ A−1/2, we exhibited a collection of local
charts corresponding to a choice of P ∈ S, such that the Ka¨hler ansatz has C1,α-
regularity. Thus if u is a C2,α function on a chart, then its g(1)-Laplacian is Cα.
This regularity is sufficient for setting up weighted Ho¨lder analysis.
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4.6. Complex geometric perspective
The goal of this Section is to identify the holomorphic structure of the Ka¨hler
ansatz (J(1),Ω(1)). Recall the (1,0)-form ζ = V(1)dµ+√−1ϑ and formula (1.14) for
its differential. The main idea is to produce holomorphic differentials
(4.22)
⎧⎪⎪⎨⎪⎪⎩ζ3 = ζ + β13dη1 + β23dη2,ζ4 = −ζ + β14dη1 + β24dη2,
by solving for the unknown functions β13, β23, β14, β24. The requirement for dζ3 =
dζ4 = 0 translates into an overdetermined and underdetermined system of equations
(4.23)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂βp3
∂η¯q
= − 1
2
∂wpq¯
∂µ
,
∂βp3
∂µ
= 2 ∂v
∂ηp
,
∂βp4
∂η¯q
= 1
2
∂wpq¯
∂µ
,
∂βp4
∂µ
= −2 ∂v
∂ηp
,
∂βp3
∂ηq
= ∂βq3
∂ηp
,
∂βp4
∂ηq
= ∂βq4
∂ηp
, p, q = 1,2.
The overdetermined nature is closely related to the integrability of the complex
structure. The underdetermined nature is related to the fact that we can add
certain holomorphic functions of η1, η2 to βp3, βp4 and solve the same equations; to
eliminate this ambiguity one has to impose more growth conditions. Our strategy
for solving this system is a direct construction using integral representations,
and the main technical difficulty is to extract finite expressions out of divergent
integrals.
We use the shorthand notation ∣η∣a = (apq¯ηpη¯q)1/2 and ∣y∣a = (apq¯ypyq)1/2. We
introduce two auxiliary functions
γ±(η1, η2, µ) = 1
3
A1/2µ∣(η1, η2, µ)∣3a∣η∣2a + 23 1∣η∣4a ( A
1/2µ∣(η1, η2, µ)∣a ∓ 1),
and define for p = 1,2 the series
(4.24)
⎧⎪⎪⎨⎪⎪⎩γp3(η1, η2, µ) = ∑(n1,n2)∈Z2
3apq¯(η¯q+nq)
8π2A1/2 γ+(η1 + n1, η2 + n2, µ),
γp4(η1, η2, µ) = −∑(n1,n2)∈Z2 3apq¯(η¯q+nq)8π2A1/2 γ−(η1 + n1, η2 + n2, µ).
These series converge absolutely for (η1, η2) ∉ Z2, and are 1-periodic in η1, η2 vari-
ables. When η1 = η2 = 0, the series are designed so that γ+ and γp3 extend
smoothly over {µ > 0}, while γ− and γp4 extend smoothly over {µ < 0}. We will
later use γp3 and γp4 as integrands to construct βp3 and βp4.
Lemma 4.20. (Differential identities)
∂γp3
∂µ
= −∂γp4
∂µ
= 2 ∂γ
∂ηp
, p = 1,2,
and morever
∂γp3
∂ηq
= ∂γq3
∂ηp
,
∂γp4
∂ηq
= ∂γq4
∂ηp
, p, q = 1,2.
Proof. We differentiate the series definition (4.9) of γ to get
∂γ
∂ηp
= 3
16π2
∑
(n1,n2)∈Z2
apq¯(η¯q + nq)∣(η1 + n1, η2 + n2, µ)∣5a .
Using the elementary formula for indefinite integrals
∫ 1(s2 + t2)5/2 ds = 13 s(s2 + t2)3/2t2 + 23 1t4 ( s√s2 + t2 ∓ 1),
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we see
∫ 1∣(η1, η2, µ)∣5a dµ = A−1/2γ±,
or equivalently
∂
∂ηp
(− 1
8π2
1∣(η1, η2, µ)∣3a ) = ∂∂µ ( 3apq¯η¯q16π2A1/2 γ±) .
Thus after summation
∂γ
∂ηp
= ∂
∂ηp
∑
(n1,n2)∈Z2
(− 1
8π2
1∣(η1 + n1, η2 + n2, µ)∣3a ) = 12 ∂γp3∂µ = −12 ∂γp4∂µ .
The ‘morever’ statement follows from summing over the elementary differential
relations
(apr¯ η¯r)∂γ±
∂ηq
(η1, η2, µ) = (aqr¯ η¯r)∂γ±
∂ηp
(η1, η2, µ), p, q = 1,2.

By the periodicity of γp3, γp4, we may assume ∣x1∣, ∣x2 ∣ ≤ 12 . In order to integrate
γp3 and γp4 we need to bound these functions. It is convenient to introduce some
closely related integrals:
(4.25)⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
I01(y1, y2, µ) = ∫R2 1∣(s1+√−1y1,s2+√−1y2,µ)∣3aapq¯(sp+√−1yp)(sq−√−1yq)ds1ds2,
I02(y1, y2, µ) = ∫R2 1∣apq¯(sp+√−1yp)(sq−√−1yq)∣2∣(s1+√−1y1,s2+√−1y2,µ)∣a ds1ds2,
I03(y1, y2, µ) = ∫R2 1∣apq¯(sp+√−1yp)(sq−√−1yq)∣2 ds1ds2,
and we can express
Ip3 = −3apq¯
√
−1yq
8π2A1/2 ∫R2 γ+(s1 +√−1y1, s2 +√−1y2, µ)ds1ds2
= −apq¯
√
−1yq
8π2
(µI01 + 2µI02 − 2A−1/2I03),
and
Ip4 = 3apq¯
√
−1yq
8π2A1/2 ∫R2 γ−(s1 +√−1y1, s2 +√−1y2, µ)ds1ds2
= apq¯
√
−1yq
8π2
(µI01 + 2µI02 + 2A−1/2I03).
Lemma 4.21. These integrals admit the simplified formulae:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
I01 = π√
A
∫ ∞A
A
∣y∣2a
1
s(s+Aµ2)3/2 ds,
I02 = − 12I01 + π
√
A
A̺∣y∣2a
I03 = π
√
A
A∣y∣2a .
Consequently ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ip3 = apq¯
√
−1yq
4πA1/2
√
A
1
̺(̺+A1/2µ) ,
Ip4 = apq¯
√
−1yq
4πA1/2
√
A
1
̺(̺−A1/2µ) .
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Proof. To evaluate these integrals, we introduce a radial variable
s = apq¯(sp +√−1yp)(s −√−1yq),
and then elementary calculations in polar coordinates give
I01 = π√
A
∫
∞
A
A
∣y∣2a
1
s(s +Aµ2)3/2 ds,
and similarly
I02 = π√
A
∫
∞
A
A
∣y∣2a
1
s2(s +Aµ2)1/2 ds = −12I01 + π
√
A
A̺∣y∣2a ,
together with the formula for I03. The formulae for Ip3 and Ip4 follow from taking
linear combinations. 
Lemma 4.22. (Estimating integrands I) For ∣y1∣ + ∣y2∣ ≳ 1 and ∣x1∣, ∣x2 ∣ ≤ 12 , we
have the estimate ∣γp3 − γp4∣ ≤ CA−1/4∣µ∣∣y∣a̺ .
Morever there are improved estimates for γp3, γp4 depending on the sign of µ:⎧⎪⎪⎪⎨⎪⎪⎪⎩
∣γp3∣ ≤ CA−3/4∣y∣a̺2 max(1, log(Aµ2∣y∣2a )), µ ≥ 0,∣γp4∣ ≤ CA−3/4∣y∣a̺2 max(1, log(Aµ2∣y∣2a )), µ ≤ 0.
Proof. Consider first the special case where x1 = x2 = 0, ηp =
√
−1yp. By
pairing (n1, n2) with (−n1,−n2) in the summation, we obtain⎧⎪⎪⎨⎪⎪⎩γp3(η1, η2, µ) =
−3apq¯
√
−1yq
8π2A1/2 ∑(n1,n2)∈Z2 γ+(n1 +√−1y1, n2 +√−1y2, µ),
γp4(η1, η2, µ) = 3apq¯√−1yq8π2A1/2 ∑(n1,n2)∈Z2 γ−(n1 +√−1y1, n2 +√−1y2, µ).
By the Cauchy integral test,
∑
(n1,n2)∈Z2
1∣(n1 +√−1y1, n2 +√−1y2, µ)∣3aapq¯(np +√−1yp)(nq −√−1yq)
≤CI01 ≤ CA−1/2 1
̺3
max(1, log(Aµ2∣y∣2a )).
Similarly,
∣ ∑
n1,n2
1(apq¯(np +√−1yp)(nq −√−1yq))2∣(n1 +√−1y1, n2 +√−1y2, µ)∣a ∣
≤CI02 ≤ CA−1/2 1∣y∣2a̺ .
Combining these two estimates,
∣γp3 − γp4∣(η1, η2, µ) ≤ CA−1/2∣apqyq ∣∣µ∣ 1∣y∣2a̺ ≤ CA
−1/4∣µ∣∣y∣a̺ .
Morever, when µ ≥ 0,
1
apq¯(np +√−1yp)(nq −√−1yq) ∣ A
1/2µ∣(n1 +√−1y1, n2 +√−1y2, µ)∣a − 1∣
≤C 1∣(n1 +√−1y1, n2 +√−1y2, µ)∣2a ,
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whence
∣ ∑
n1,n2
1∣apq¯(np +√−1yp)(nq −√−1yq)∣2 ( A
1/2µ∣(n1 +√−1y1, n2 +√−1y2, µ)∣a − 1) ∣
≤C ∑
n1,n2
1
apq¯(np +√−1yp)(nq −√−1yq)∣(n1 +√−1y1, n2 +√−1y2, µ)∣2a
≤C ∫
R2
1
apq¯(sp +√−1yp)(sq −√−1yq)∣(s1 +√−1y1, s2 +√−1y2, µ)∣2a ds1ds2
≤CA−1/2 1
̺2
max(1, log(Aµ2∣y∣2a )).
This leads to
∣γp3(η1, η2, µ)∣ ≤ CA−1∣apq¯yq ∣
̺2
max(1, log(Aµ2∣y∣2a )), µ ≥ 0.
Similarly
∣γp4(η1, η2, µ)∣ ≤ CA−1∣apq¯yq ∣
̺2
max(1, log(Aµ2∣y∣2a )), µ ≤ 0.
For general ∣x1∣, ∣x2 ∣ ≤ 12 , the difference γp3(η1, η2, µ) − γp3(√−1y1,√−1y2, µ),
respectively γp4(η1, η2, µ) − γp4(√−1y1,√−1y2, µ), can be estimated by termwise
comparing the two series using the methods above. The result is⎧⎪⎪⎨⎪⎪⎩
∣γp3(η1, η2, µ) − γp3(√−1y1,√−1y2, µ)∣ ≤ C(∣x1∣+∣x2 ∣)A1/2̺2 max(1, log(Aµ2∣y∣2a )), µ ≥ 0,∣γp4(η1, η2, µ) − γp4(√−1y1,√−1y2, µ)∣ ≤ C(∣x1∣+∣x2 ∣)A1/2̺2 max(1, log(Aµ2∣y∣2a )), µ ≤ 0,
and ∣(γp3 − γp4)(η1, η2, µ) − (γp3 − γp4)(√−1y1,√−1y2, µ)∣ ≤ C ∣µ∣(∣x1 ∣ + ∣x2∣)∣y∣2a̺ ,
so the claims in the Lemma reduces to the special case x1 = x2 = 0 above. 
Next we examine
γp3 + γp4 = − ∑
(n1,n2)∈Z2
apq¯(η¯q + nq)
2π2A1/2∣aij¯(ηi + ni)(η¯j + nj)∣2
= ∑
(n1,n2)∈Z2
∂
∂ηp
1
2π2A1/2aij¯(ηi + ni)(η¯j + nj) .
(4.26)
Lemma 4.23. (Estimating integrands II) For ∣y1∣+ ∣y2∣ ≳ 1 and ∣x1∣, ∣x2 ∣ ≤ 12 , we
have the estimate ∣γp3 + γp4 − √−1apq¯yq√A
2πA3/2∣y∣2a ∣ ≤ CA1/2∣y∣2a .
Morever, ∣γp3 − Ip3∣ + ∣γp4 − Ip4∣ ≤ C ∣µ∣∣y∣2a̺ .
Proof. Using the same strategy as in Lemma 4.22, we reduce to the special
case x1 = x2 = 0, ηp =
√
−1yp. Pairing (n1, n2) with (−n1,−n2) in the series (4.26),
(γp3 + γp4)(η1, η2, µ) = ∑
(n1,n2)∈Z2
√
−1apq¯yq
2π2A1/2∣aij¯(ni +√−1yi)(nj −√−1yj)∣2 .
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We compare this series expression of γp3 + γp4 to the closely related integral (cf.
Lemma 4.21) √
−1apq¯yq
2π2A1/2
I03 =
√
−1apq¯yq
√
A
2πA3/2∣y∣2a .
The deviation between the series and the integral is bounded by
C ∣apq¯yq ∣A−1/4 ∫
R2
1∣aij¯(si +√−1yi)(sj −√−1yj)∣5/2 ds1ds2 ≤ CA1/2∣y∣2a ,
using the same type of Cauchy integral test argument as Lemma 4.1.
The ‘morever’ statement is a minor variant of the proof of Lemma 4.22, where
in the application of the Cauchy integral test we use the mean value inequality to
estimate the difference between the series and the integral, similar to the argument
in Lemma 4.1. 
We would like to use Lemma 4.22, 4.23 to construct functions βp3, βp4 as
integrals:
(4.27)
⎧⎪⎪⎨⎪⎪⎩βp3(η1, η2, µ) = −2πA
1/2 ∫S γp3(η1 − η′1, η2 − η′2, µ)dA(η′1, η′2),
βp4(η1, η2, µ) = −2πA1/2 ∫S γp4(η1 − η′1, η2 − η′2, µ)dA(η′1, η′2).
where we recall dA is the area form on S. The problem is that these integrals
diverge at the three ends of S, and we need to extract some convergent limit
to make sense of βp3, βp4, in a fashion rather similar to (4.11).
The ends of S are up to exponentially small errors approximately Di × S
1 for
i = 1,2,3. By Lemma 4.22, the expression βp3 − βp4 makes sense as an ordinary
integral with integrand γp3 − γp4 thanks to the convergence of ∫ ∞ 1y2 dy. It suffices
to makes sense of βp3 + βp4. We consider the integral over large bounded regions
with a cutoff scale Λ,
∫
S∩{∣y′ ∣a<Λ}
(γp3 + γp4)(η1 − η′1, η2 − η′2, µ)dA(η′1, η′2).
Lemma 4.23 tells us the exact nature of divergence. At the end D1 × S
1,
γp3 + γp4 ∼ −
√
−1apq¯y
′
q
√
A
2πA3/2∣y′∣2a ∼ −
√
−1ap2¯
√
A
2πA3/2a22¯y′2
, dA(η′1, η′2) ∼ a22¯dx′2 ∧ dy′2,
so the divergence behaviour of the integral is ∼ −
√
−1ap2¯
√
A
2πA3/2 log
Λ√
a22¯
at D1 × S
1.
Similarly, the divergence behaviour is ∼ −
√
−1ap1¯
√
A
2πA3/2 log
Λ√
a11¯
at D2 × S
1, and is
∼
√
−1(ap1¯+ap2¯)
√
A
2πA3/2 log
Λ√
a11¯+a12¯+a21¯+a22¯
at D3 × S
1. The remarkable fact is that the
divergent parts cancel out so that
lim
Λ→∞
∫
S∩{∣y′∣a<Λ}
(γp3 + γp4)(η1 − η′1, η2 − η′2, µ)dA(η′1, η′2)
converges; geometrically this cancellation comes from some balancing condition on
the 3 directional vectors along D1,D2,D3. The upshot is that βp3 and βp4 make
sense as improper integrals. The domain of definition for βp3 is (C∗)2 ×Rµ ∖{fS = 0, µ ≤ 0}, and for βp4 it is (C∗)2 ×Rµ ∖ {fS = 0, µ ≥ 0}.
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Lemma 4.24. (Asymptotes as µ→ ±∞) For any fixed η1, η2,⎧⎪⎪⎨⎪⎪⎩limµ→+∞ βp3(η1, η2, µ) = 0,limµ→−∞ βp4(η1, η2, µ) = 0.
Morever ⎧⎪⎪⎨⎪⎪⎩
limµ→+∞
∂βp3
∂η¯p
(η1, η2, µ) = 0,
limµ→−∞
∂βp4
∂η¯p
(η1, η2, µ) = 0.
Proof. We focus on the βp3 case, and consider A
1/4µ ≫ ∣η1∣ + ∣η2∣ + 1. Using
Lemma 4.22, the contribution to ∫ γp3dA from the region {∣η1 − η′1∣ + ∣η2 − η′2∣ ≤(A1/4µ)1−ǫ} ∩ S is negligible, where 0 < ǫ ≪ 1 is any small given number. Outside
this region S is asymptotic to Di × S
1 along the three ends up to exponentially
small error, and furthermore Lemma 4.23 allows us to replace γp3 by Ip3 without
affecting the µ → +∞ limit.
We are now left to consider the improper integral
∫
∪(Di×S1)
Ip3(y1 − y′1, y2 − y′2, µ)dA(η′1, η′2).
Using the formula of Ip3 in Lemma 4.21, we can simplify further by setting y1 =
y2 = 0 without affecting the µ → +∞ limit. Along the D1 × S1 end,
∫
D1×S1∩{y′2< Λ√a
22¯
}
Ip3(−y′1,−y′2, µ)dA(η′1, η′2) = ∫ Λ√a22¯
0
Ip3(0,−y′2, µ)a22¯dy′2,
which we compute as
−ap2¯
√
−1
4πA1/2
√
A
∫
Λ√
a
22¯
0
a22¯y
′
2dy
′
2
1∣(0,−y′2, µ)∣′a(∣(0,−y′2, µ)∣′a +A1/2µ)
=−ap2¯
√
−1
√
A
8πA3/2 ∫
A
A
Λ2+Aµ2
Aµ2
ds
s1/2(s1/2 +A1/2µ)
=−ap2¯
√
−1
√
A
4πA3/2
log((A−1Λ2 + µ2)1/2 + µ
2µ
) .
Similarly, the integrals from D2 × S
1 and D3 × S
1 are respectively
−ap1¯
√
−1
√
A
4πA3/2
log((A−1Λ2 + µ2)1/2 + µ
2µ
)
and (ap1¯ + ap2¯)√−1√A
4πA3/2
log((A−1Λ2 + µ2)1/2 + µ
2µ
) .
Summing over the three contributions and take the limit Λ→ +∞,
∫
∪(Di×S1)
Ip3(−y′1,−y′2, µ)dA(η′1, η′2) = 0.
This proves limµ→+∞ βp3(η1, η2, µ) = 0 . Likewise with the βp4 case.
The ‘morever’ statement follows from a simpler argument. The key is that
higher derivatives of the integrand have faster decay at large distance, so that the
divergence issues do not arise. 
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Lemma 4.25. The explicit formula for βp3 + βp4 is
βp3 + βp4 = −2πie
2πiηp
1 − e2πiη1 − e2πiη2
+Kp(a) = −2πie2πiηp
fS
+Kp(a), p = 1,2.
where the constant Kp(a) is
Kp(a) =√−1(ap2¯Re(a12¯) − ap1¯a22¯)
A
(π
2
+ arctan(a22¯ +Re(a12¯)√
A
))
+
√
−1(ap1¯Re(a12¯) − ap2¯a11¯)
A
(π
2
+ arctan(a11¯ +Re(a12¯)√
A
)).
Proof. The basic strategy is a Liouville theorem argument: we will construct
a function with the same distributional ∆a-Laplacian as βp3 + βp4, and then argue
they must be equal.
We start with the Poincare´-Lelong formula
S =
√
−1
2π
∂∂¯ log ∣1 − e2πiη1 − e2πiη1 ∣2 = √−1
2π
∂∂¯ log ∣fS ∣2,
from which we obtain the equality of measures
∫
S
dA =∫
S
√
−1
2
apq¯dηp ∧ dη¯q
=
√
−1
2π
∂∂¯ log ∣fS ∣2 ∧ √−1
2
apq¯dηp ∧ dη¯q
= 1
4π
(∆a log ∣fS ∣2)dVola.
The periodic Newtonian potential on (C∗)2 with the ga-metric is
γ5(η1, η2, µ) = − 1
4π2
∑
(n1,n2)∈Z2
{ 1
apq¯(ηp + np)(η¯q + nq) − 1apq¯npnq }.
Thus for any large cutoff scale Λ, the Green’s representation
∫
S∩{∣y′∣a<Λ}
γ5(η1 − η′1, η2 − η′2, µ)dA(η′1, η′2)
has the same distributional ∆a-Laplacian as that of
1
4π
log ∣fS ∣2 in the large compact
region. Taking the ηp derivative and taking the Λ → ∞ limit shows that the ∆a-
Laplacian of −ie
2πiηp
2fS
agrees with that of the improper integral
∫
S
∂
∂ηp
γ5(η1 − η′1, η2 − η′2, µ)dA(η′1, η′2),
which by formula (4.26) is the same as the improper integral
−
1
2
A1/2 ∫
S
(γp3 + γp4)(η1 − η′1, η2 − η′2, µ)dA(η′1, η′2) = 14π (βp3 + βp4).
The upshot is that βp3 + βp4 differs from
−2πie2πiηp
fS
by a globally smooth ∆a-
harmonic function on (C∗)2. It is also easy to show using techniques in this Section
that this difference can have at most log growth in y1, y2 variables. Thus it has to
be a constant.
The rest of this proof is to pin down precisely this constant, by considering the
limit (η1, η2) = (√−1b,√−1b) for b→ +∞. This uses techniques similar to the proof
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of Lemma 4.24. Without affecting the limit, we can replace S with ∪Di × S
1 and
replace (γp3 + γp4) with √
−1apq¯(b − y′q)√A
2πA3/2∣y − y′∣2a .
This leads to an asymptotic expression for b≫ 1,
(βp3 + βp4)(√−1b,√−1b) ∼ ∫
∪Di×S1
√
−1apq¯(−b + y′q)√A
A∣y − y′∣2a dA,
where the RHS is understood as an improper integral. To evaluate this integral we
fix b and calculate the Λ → +∞ asymptotic expression of the integral over the large
bounded domain (∪Di ×S1)∩{∣y′∣a < Λ}. The contribution from the end D1 ×S1 is√
−1ap2¯
√
A
2A
log( Λ2(a11¯ + a12¯ + a21¯ + a22¯)b2 )
+
√
−1(ap2¯Rea12¯ − ap1¯a22¯)
A
(π
2
+ arctan(a22¯ +Re(a12¯)√
A
)) + o(1).
The contribution from D2 × S
1 is√
−1ap1¯
√
A
2A
log( Λ2(a11¯ + a12¯ + a21¯ + a22¯)b2 )
+
√
−1(ap1¯Rea12¯ − ap2¯a11¯)
A
(π
2
+ arctan(a11¯ +Re(a12¯)√
A
)) + o(1).
The contribution from D3 × S
1 is
−
√
−1
√
A(ap1¯ + ap2¯)
2A
log( Λ2(a11¯ + a12¯ + a21¯ + a22¯)b2 ) + o(1).
Summing up, the log terms cancel out, so the improper integral
∫
∪Di×S1
√
−1apq¯(−b + y′q)√A
A∣y − y′∣2a dA,
is equal to the constant Kp(a) defined in the statement of the Lemma. This shows
limiting value
lim
b→+∞
(βp3 + βp4)(√−1b,√−1b) =Kp(a).
Comparing this with
lim
b→+∞
−2πie2πiηp
fS
(√−1b,√−1b) = 0
determines the constant. 
Remark 4.6. The trigonometric factors in Kp(a) have elementary geometric
interpretations. The Euclidean metric g′a induces an inner product on R
2
y1,y2
. Then
the angles between the asymptotic directions of S are⎧⎪⎪⎨⎪⎪⎩
∠(D1,D3) = π2 + arctan(a22¯+Re(a12¯)√A ),
∠(D2,D3) = π2 + arctan(a11¯+Re(a12¯)√A ).
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Remark 4.7. We have chosen a special ray (η1, η2) = (√−1b,√−1b) to calculate
the asymptotic value of βp3+βp4. More generally D1,D2,D3 divide the plane R
2
y1,y2
into three sectors, and the asymptotic value of function
βp3 + βp4 = −2πie
2πiηp
1 − e2πiη1 − e2πiη2
+Kp(a)
along the ray {(y1, y2) = se⃗ for s > 0} specified by a directional vector e⃗ depends on
which sector e⃗ belongs to, and can have a jumping discontinuity as we cross Di.
This is known as Stokes phenomenon in complex analysis.
Proposition 4.26. The functions βp3 and βp4 solve the overdetermined
system (4.23). Equivalently, the (1,0)-forms ζ3, ζ4 defined by (4.22) are holo-
morphic differentials.
Proof. Starting from the definition of the function v in terms of γi (cf. (4.11)),
we can differentiate with respect to ηp to get
∂v
∂ηp
= −2πA1/2∫
S
∂γ
∂ηp
(η1 − η′1, η2 − η′2, µ)dA(η′1, η′2).
Using the differential relations in Lemma 4.20,
2
∂v
∂ηp
= −2πA1/2∫
S
∂γp3
∂µ
(η1 − η′1, η2 − η′2, µ)dA(η′1, η′2)
= −2πA1/2 ∂
∂µ
∫
S
γp3(η1 − η′1, η2 − η′2, µ)dA(η′1, η′2)
= ∂βp3
∂µ
,
and similarly 2 ∂v
∂ηp
= −∂βp4
∂µ
.
Next we study
∂βp3
∂η¯q
in the complement of {fS = 0, µ ≤ 0}. We have
∂2βp3
∂η¯q∂µ
= 2 ∂
2v
∂ηp∂η¯q
= −1
2
∂2wpq¯
∂µ∂µ
,
where the second equality uses the distributional equation (4.6). But by Lemma
4.24, for fixed η1, η2,
lim
µ→+∞
∂βp3
∂η¯q
(η1, η2, µ) = 0,
and the asymptotes we obtained in Section 4.2, 4.3 easily imply
lim
µ→+∞
∂wpq¯
∂µ
(η1, η2, µ) = 0.
Thus we can integrate from µ = +∞ to obtain
∂βp3
∂η¯q
= −1
2
∂wpq¯
∂µ
.
A completely parallel argument shows
∂βp4
∂η¯q
= 1
2
∂wpq¯
∂µ
.
114 4. THE NEGATIVE VERTEX
Finally by integrating the second part of Lemma 4.20 we see
∂βp3
∂ηq
= ∂βq3
∂ηp
,
∂βp4
∂ηq
= ∂βq4
∂ηp
, p, q = 1,2.

To compute the periods of the integrals ∫ ζ3 and ∫ ζ4, we recall from the topo-
logical description (cf. review Section 1.1.4, 1.1.5) that there are 3 generating
S1-cycles in H1(T 3), one of which is the S1-fibre, and the other two come from
lifting T 2 ⊂ (C∗)2 ×Rµ to the total space, which involve monodromy issues.
Lemma 4.27. For appropriate choices of constants 0 ≤ θ∞31, θ∞32 ≤ 2π, the T 3-
periods of the holomorphic differentials
(4.28)
⎧⎪⎪⎨⎪⎪⎩d log z3 = ζ3 −
√
−1(θ∞13dη1 + θ∞23dη2)
d log z4 = ζ4 +
√
−1(θ∞13dη1 + θ∞23dη2) − (K1(a)dη1 −K2(a)dη2)
take values in 2π
√
−1Z; here Kp(a) are the constants defined in Lemma 4.25. In
particular, the holomorphic functions z3 and z4 are defined without multivalue
issues. For a suitable choice of multiplicative normalisation on z3, z4 we have the
functional equation
(4.29) z3z4 = fS = 1 − z1 − z2 = 1 − e2πiη1 − e2πiη2 .
Proof. This Lemma is parallel to Lemma 3.10, so we will only highlight the
key issues. The constants θ∞13 and θ
∞
23 are the asymptotic holonomy as µ → +∞ of
the S1-connection ϑ, along the S1-cycles in the base corresponding to the x1 and
x2 variables respectively. These are introduced in order to cancel the twist of ϑ by
a flat connection.
The functional equation follows from
log z3 + log z4 =(β13 + β14 −K1(a))dη1 + (β23 + β24 −K2(a))dη2
= − 2πie
2πiη1dη1 + e
2πiη2dη2
fS
=d log fS .
which crucially uses Lemma 4.25. 
We have thus defined a holomorphic map away from the singular locus of the
S1-fibration on the negative vertex M−:
M− ∖ S → {z3z4 = 1 − z1 − z2} ⊂ C∗z1 ×C∗z2 ×C2z3,z4 .
Here the functional equation allows us to extend the map holomorphically across{µ ≠ 0, fS = 0}. However the complex structure on M− is not a priori defined along
S ∩M−.
Lemma 4.28. The holomorphic functions z3, z4 on M
− extend continuously
over the singular locus S where they attain the value zero. Morever z3, z4 are C
2,α-
regular with respect to g(1)-metric.
Proof. By construction log ∣z3∣ is a function of η1, η2, µ with differential
d log ∣z3∣ = V(1)dµ +Re(β13dη1 + β23dη2) + Im(θ∞13dη1 + θ∞23dη2).
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In particular the positivity of V(1) in M− means log ∣z3∣ is increasing in µ. Around
a given point P ∈ S ∩M−, we first show continuity of z3 at P . Observe
log ∣z3∣(η1, η2, µ) = log ∣z3∣(η1, η2,A−1/4) + ∫ µ
A−1/4
V(1)dµ.
Here log ∣z3∣(η1, η2, µ = A−1/4) is locally L∞ by smoothness of log z3 in {µ > 0}.
Applying Proposition 4.16 and neglecting all locally bounded terms, as (η1, η2, µ) →(η1(P ), η2(P ),0),
log ∣z3∣ ∼ ∫ µ
A−1/4
A1/2
2R
dµ ∼ 1
2
log(A1/2µ +R
A1/4
)→ −∞,
or equivalently ∣z3∣→ 0 as required. The case of z4 is completely analogous.
Since (g(1),Ω(1)) is C1,α-regular by Proposition 4.19, holomorphicity implies
that z3, z4 are C
2,α-regular in the local chart of Section 4.4. 
Proposition 4.29. The map M− → {z3z4 = 1 − z1 − z2} is a holomorphic
open embedding. The S1-action is identified as
eiθ ⋅ (z1, z2, z3, z4) = (z1, z2, eiθz3, e−iθ1z4),
and the holomorphic volume form is Ω(1) = −
√
−1
4π2z1z2
dz2 ∧ dz3 ∧ dz4.
Proof. The S1-action can be identified as in Proposition 2.11. The holomor-
phic volume form is characterised by ι ∂
∂θ
Ω(1) = dη1 ∧ dη2, which is compared to
ι ∂
∂θ
(√−1dz2 ∧ dz3 ∧ dz4) = − d(z3z4) ∧ dz2 = −d(1 − z1 − z2) ∧ dz2 = dz1 ∧ dz2
=(2π√−1z1dη1) ∧ (2π√−1z2dη2) = −4π2z1z2dη1 ∧ dη2,
to yield Ω(1) = −
√
−1
4π2z1z2
dz2 ∧ dz3 ∧ dz4.
This holomorphic volume form formula in particular shows the map M− →{z3z4 = 1 − z1 − z2} is a local biholomorphism wherever the complex structure
is defined. We finally need to show this map is injective. Since both M− and{z3z4 = 1 − z1 − z2} fibre over C∗z1 ×C∗z2 in a compatible way, it suffices to compare
the C∗-fibres. The map between the fibres is equivariant with respect to the S1-
action, so to conclude injectivity we only need to recall from the proof of Lemma
4.28 that log ∣z3∣ is a monotone function of µ. 
4.7. Weighted Ho¨lder norms and initial error estimate
The following few Sections are aimed at perturbing the Ka¨hler ansatz into a
Calabi-Yau metric. This Section sets up the weighted Ho¨lder norms and measure
the volume form error
(4.30) E(1) =
det(W pq¯(1))
V(1)
− 1 = A +Aa
pq¯wpq¯ + det(wpq¯)
A + v
− 1 = det(wpq¯)
A + v
.
There are three weight parameters:
̺ = ∣(y1, y2, µ)∣′a, R = distga(⋅, S), ℓ˜ = κadistg′a(⋅, Im(S)).
The parameter ℓ˜ is useful for measuring exponential decay rates (cf. Proposition
4.13). The following definitions are parallel to Section 3.4.
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Let δ ≤ 0. We shall define the weighted Ho¨lder norms ∥T ∥
Ck,α
δ,0
for S1-
invariant tensor fields T onM−, by prescribing the norm on a number of overlapping
regions up to uniform equivalence.
● The region {R ≲ A1/4} is covered by local charts {r ≲ A1/4} introduced in
Section 4.4 and 4.5, where the ansatz metric is approximated by gNUT. Let∥T ∥
C
k,α
δ,0
be uniformly equivalent to the norm ∥Ψ∗T ∥
C
k,α
δ
(gNUT) in Section
4.5. Inside {R ≲ A−1/2} the metric ansatz is C1,α-regular, so correspond-
ingly we should work with functions of at most C2,α-regularity and tensors
of at most C1,α-regularity. Inside {R ≳ A−1/2} there is no restriction on
regularity.
● The region {ℓ˜ ≳ 1} can be covered by subregions of diameter ∼ R, where
the S1-bundle is topologically trivial. Over each subregion the metric is
approximated by the periodic version of the constant solution gflat (cf.
Section 2.2). The x1, x2 variables define two periodic direction. We de-
compose T into the part T¯ independent of x1, x2 (the ‘zeroth Fourier
mode’) and the oscillatory part T − T¯ (the ‘higher Fourier mode’), and
define the weighted Ho¨lder norm separately on the two parts:
● On the zeroth Fourier mode, the norm ∥T¯ ∥
C
k,α
δ,0
is equivalent to
A−3δ/4( k∑
j=0
∥Rj∇j T¯ ∥
L∞ + [Rk∇kT¯ ]α),
where []α denotes the appropriately normalised Ho¨lder seminorm.
● On the higher Fourier modes we build in the exponential decay. Fix a
parameter 0 < κ < 1. The norm ∥T − T¯ ∥
C
k,α
δ,0
in this region is equivalent to
A−3δ/4 sup
ℓ˜≳1
eκℓ˜( k∑
j=0
∥Aj/4∇j(T − T¯ )∥
L∞ +A
k/4[∇k(T − T¯ )]α).
An estimate in this norm is the higher order version of ∣T−T¯ ∣ ≤ CA3δ/4e−κℓ˜.
Notation. The norm ∥⋅∥
C
k,α
δ,0
can refer to any type of tensors depending on
the context, such as functions, 1-forms, symmetric 2-tensors, and in some cases can
refer to the norm computed in a subregion. Strictly speaking this norm depends
on κ, but we suppress this to avoid cluttering the notation.
We will also need a variant weighted Ho¨lder norm ∥T ∥
C
k,α
δ
. The only difference
from ∥T ∥
C
k,α
δ,0
is that in the region {ℓ˜ ≳ 1} on the zeroth Fourier mode, ∥T¯ ∥
C
k,α
δ
is
equivalent to
A−δ/2( k∑
j=0
∥Rj−δ∇j T¯ ∥
L∞ + [Rk−δ∇kT¯ ]α),
so an estimate in this norm is the higher order version of ∣T¯ ∣ = O(A3δ/4(A−1/4R)δ).
We have inserted an extra decay factor (A−1/4R)δ.
Notation. For a parameter ν with 1≪ ν < ǫ0A3/4, define the subregion ofM−
M−ν = {A−1/4̺ < eν} ⊂M−.
Its base is B−ν = {A−1/4̺ < eν} ⊂ (C∗)2η1,η2 ×Rµ.
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Lemma 4.30. The volume form error E(1) satisfies the estimate on M−ν :∥E(1)∥
C
1,α
−1,0
≤ CA−3/4ν2.
In the subregion {R ≳ A1/4} ⊂M−ν , and any fixed large k,∥E(1)∥
C
k,α
−1,0
≤ CA−3/4ν2.
Proof. (Sketch) In the region {R ≲ A1/4} the volume form estimate follows
from Proposition 4.16 and 4.18. In the region {R ≳ A1/4} the absolute estimate
follows by combining Section 4.2, 4.3, notably the exponential decay estimate in
Proposition 4.13, and the higher order estimate uses the ∆a-harmonicity on w
pq¯.

4.8. Harmonic analysis I: periodic Euclidean region
The refined mapping properties of the Euclidean Green operator ∆−1a on(C∗)2η1,η2 ×Rµ follow Section 3.5 almost verbatim:
Proposition 4.31. (Periodic Euclidean region) Let −3 < δ < 0. Let f be
a function compactly supported in B−ν ∩ {R > A−1/2} with ∥f∥Ck,α
δ,0
≤ 1 (respectively∥f∥
Ck,α
δ
≤ 1). Then ∆−1a f satisfies the ga-Hessian bound on B−ν ∩ {R ≳ A−1/2},∥∇2ga∆−1a f∥Ck,α
δ,0
≤ Cν, resp. ∥∇2ga∆−1a f∥Ck,α
δ
≤ C.
Remark 4.8. The regularity of ∆−1a f in {R ≲ A−1/2} is well controlled by ∆a-
harmonicity.
This allows us to correct the volume form error sufficiently away from S as in
proposition 3.23. From now on 1≪ ν ≪ A3/8.
Proposition 4.32. Let 1≪ ν ≪ A3/8. Then there is a real valued function ϕ1
on B−ν , solving the generalised Gibbons-Hawking equation on B
−
ν ∩ {ℓ˜ > 2}
V(2) = V(1) + ∂
2ϕ1
∂µ∂µ
, W
pq¯
(2) =W pq¯(1) − 4
∂2ϕ1
∂ηp∂η¯q
, det(W pq¯(2)) = V(2).
Morever ϕ1 is ∆a-harmonic on B
−
ν ∩ {ℓ˜ < 1}, and∥∇2gaϕ1∥Ck,α−1,0(B−ν∩{ℓ˜≳1}) ≤ Cν3A−3/4,
and ∣∇2gaϕ1∣ga ≤ Cν3A−3/2 on B−ν . In particular the matrix (W pq¯(2)) is positive definite
and V(2) is positive on B−ν .
We obtain by the generalised Gibbons-Hawking construction (g(2), ω(2), J,Ω)
associated to the data V(2) and W pq¯(2), and identify its ambient space as M
−
ν . The
new S1-connection ϑ(2) is related to ϑ by
ϑ(2) − ϑ =√−1( ∂2ϕ−
∂ηp∂µ
dηp −
∂2ϕ−
∂η¯p∂µ
dη¯p).
The new volume form error E(2) is supported in {ℓ ≲ 1} with bound
(4.31) E(2) =
det(W pq¯(2))
V(2)
− 1, ∥E(2)∥
C
1,α
−1 (M−ν ) ≤ CA
−3/4ν2,
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and in particular ∥E(2)∥
Cα−1−ǫ(M−ν ) ≤ CA
−3/4ν2.
Henceforth the holomorphic structures will be fixed, and can be identified build-
ing on results in Section 4.6. The new holomorphic differentials d logZ3, d logZ4
are related to d log z3, d log z4 by⎧⎪⎪⎨⎪⎪⎩
d logZ3 = d log z3 + d(∂ϕ1∂µ ),
d logZ4 = d log z4 − d(∂ϕ1∂µ ),
whence we find holomorphic coordinates by integration
(4.32) Z3 = z3 exp(∂ϕ1
∂µ
), Z4 = z4 exp(−∂ϕ1
∂µ
),
which satisfy the functional equation
Z3Z4 = z3z4 = 1 − z1 − z2 = 1 − e2πiη1 − e2πiη2 .
Following Lemma 4.28 and Proposition 4.29,
Proposition 4.33. (Holomorphic structure) The map
M−ν → {Z3Z4 = 1 − z1 − z2} ⊂ C2Z3,Z4 × (C∗)2z1,z2
extends continuously over the singular locus S∩M−ν and defines a holomorphic open
embedding under the complex structure J . The S1-action is identified as
eiθ ⋅ (z1, z2, Z3, Z4) = (z1, z2, eiθZ3, e−iθZ4),
and the holomorphic volume form is Ω = −
√
−1
4π2z1z2
dz2∧dZ3∧dZ4. The Ka¨hler struc-
ture is C1,α-regular near S.
Proposition 4.34. (Symplectic structure) The integral ∫T 2 ω(2) = Im(a21¯).
Proof. The new Ka¨hler form ω(2) is cohomologous to ω(1) by the formula
ω− = ω(1) + d(√−1∂ϕ−
∂ηp
dηp −
√
−1
∂ϕ−
∂η¯p
dη¯p).
The claim then follows from Lemma 4.14. 
4.9. Harmonic analysis II: Neighbourhood of S
This Section approximately inverts L for source functions supported in the
vicinity of S.
Recall the model metric gNUT defined in (4.20) as the product of the Taub-
NUT metric with flat C. Denote r =√A(µ21 + ∣ξ1∣2 + ∣ξ2∣2) in the local chart around
P ∈ S, as in Section 4.4.
Lemma 4.35. (Model Laplacian) Given 0 < ǫ ≪ 1, let f be an S1-invariant
function on the model space supported in {r ≲ A−1/2}, with bound ∥f∥
C
k,α
0
(gNUT) ≤ 1.
Then there is a function u compactly supported in {r ≲ A1/4}, such that on an
annulus region at any given dyadic scale r ∼ r0 (or the ball region r ≲ A−1/2) we
have a decay estimate∥u∥
C
k+2,α
0
(r∼r0,gNUT) ≤ CA−1(A1/2r0 + 1)−3+ǫ,
and ∆gNUTu − f is only supported on one dyadic scale {r ∼ A1/4} with the bound∥∆gNUTu − f∥Ck,α−2 (gNUT) ≤ CA3(−3+ǫ)/4.
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Proof. Let GNUT be the Green operator on the model space, so u
′ = GNUTf
is an S1-invariant function. Applying Hein’s package on Poisson equations as in
Corollary 2.17 with a simple scaling argument, the function u′ decays like∣u′∣ ≤ CA−1(A1/2r + 1)−3+ǫ.
The decay exponent −3+ǫ here comes from the quintic volume growth rate of gNUT.
Since the model space is smooth, we can bootstrap this to a weighted C2,α estimate
on u′. The function u is obtained by cutting off u′ at a dyadic scale r ∼ A1/4. The
cutoff error is controlled by the Hessian estimate. 
The next Lemma patches together a large number of local parametrices to pro-
duce an approximate right inverse of ∆g(2) in a neighbourhood of S, with sufficiently
fast decay estimates. Its proof is similar to Lemma 2.20.
Lemma 4.36. (Neighbourhood of S) Given 0 < ǫ ≪ 1 and −3 + ǫ < δ < 0, let f
be an S1-invariant function compactly supported in M−ν ∩ {R ≲ A−1/2} with bound∥f∥Cα
δ
≤ 1. Then there is a function u on B supported in {R ≲ A1/4}, with decay
estimates ∥u∥C2,α−1+ǫ ≤ CA−1, such that ∥∆g(2)u − f∥Cαδ ≪ 1.
Proof. Take a large collection of points {Pi}Ni=1 on S ∩ B−ν , such that for any
point P on S ∩ B−ν , the number of points Pi in the collection within ga-distance
O(A−1/2) to P is at least one but no more than C. Then take cutoff functions χi
on B−ν supported in {distga(⋅, Pi) ≲ A−1/2} such that ∑χi = 1 on B−ν ∩ {R ≲ A−1/2}.
These allow us to decompose f into a large number of localised contributions:
f =
N
∑
i=1
χif, ∥χif∥Cα
0
≤ C,
using the fact that the Cαδ -norm is not sensitive to δ inside {R ≲ A−1/2}.
For each term χif we apply Lemma 4.35 to produce an approximate local
solution ui on {rPi ≲ A1/4}, with bounds prescribed in Lemma 4.35. Here rPi(Q)
is uniformly equivalent to ∣Pi −Q∣ga . The candidate solution is
u = u1 + u2 + . . . uN .
By construction u is supported in {R ≲ A1/4}.
We now bound u, focusing on the absolute estimate. Summing up the contri-
butions ∣ui∣ ≤ CA−1(A1/2rPi + 1)−3+ǫ ∥χif∥Cα
0
≤ CA−1(A1/2rPi + 1)−3+ǫ,
we estimate at a point Q:∣u(Q)∣ ≤ ∑
∣Pi−Q∣ga≲A1/4
∣ui∣(Q)
≤CA−1 ∑
∣Pi−Q∣ga≲A1/4
(A1/2∣Pi −Q∣ga + 1)−3+ǫ
≤C ∫
S∩{∣P−Q∣ga≲A1/4}
(A1/2∣P −Q∣ga + 1)−3+ǫdA(P )
≤CA−1(A1/2R(Q) + 1)−1+ǫ.
The higher order version is ∥u∥C2,α−1−ǫ ≤ CA−1, so ∥u∥C2,αδ ≤ CA−1 for δ > −3 + ǫ.
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Next we estimate the error ∆g(2)u−f . The error ∆g(2)ui−χif has two sources:
the cutoff error supported on {rPi ∼ A1/4} from Lemma 4.35∥∆gNUTui − χif∥Cα−2(gNUT) ≤ CA3(−3+ǫ)/4,
and the metric deviation error ∆gNUTui −∆g(2)f , which is controlled because by
Proposition 4.19 the local diffeomorphism Ψ is a C1,α-approximate isometry be-
tween gNUT and g
(2), and f has weighted C2,α control. We focus on the absolute
estimate:∣∆g(2)ui −∆gNUTui∣ ≤ CA−3/4(A1/2rPi + 1)−3+ǫ(A1/2R + 1)−2(A∣ξ2 ∣ + ν),
so that ∣∆g(2)ui − χif ∣ ≤ CA−3/4(A1/2rPi + 1)−3+ǫ(A1/2R + 1)−2(A1/2rPi + ν).
Using ⎧⎪⎪⎨⎪⎪⎩∑∣Pi−Q∣ga≲A1/4(A
1/2rPi(Q) + 1)−3+ǫ ≤ (A1/2R(Q)+ 1)−1+ǫ,
∑∣Pi−Q∣ga≲A1/4(ArPi(Q)+ 1)−2+ǫ ≤ CA3ǫ/4,
we sum up all contributions to deduce for δ > −3 + ǫ,∣∆g(2)u − f ∣ ≤ ∑
∣Pi−Q∣ga≲A1/4
∣∆g(2)ui − χif ∣
≤CA−3/4{A3ǫ/4(A1/2R + 1)−2 + ν(A1/2R + 1)−3+ǫ} ≪ (A1/2R + 1)δ.
The Ho¨lder version is ∥∆g(2)u − f∥Cα
δ
≪ 1 as required. 
4.10. Harmonic analysis III: perturbation to Calabi-Yau metric
We now shift to the complex geometric perspective and solve the complex Monge-
Ampe`re equation by perturbative methods. Below is main result of the linear the-
ory, which is parallel to Proposition 2.23 and 3.32. The idea is to patch together as
in Proposition 3.32 the local parametrices provided by Proposition 4.31 and 4.36.
Proposition 4.37. Given −3 < δ < −1 and 1 ≪ ν ≪ A3/8, let f be an S1-
invariant function compactly supported in M−ν with norm ∥f∥Cα
δ
= 1. Then there is
an S1-invariant function u approximately solving the Poisson equation:∥∆g(2)u − f∥Cα
δ
(M−ν ) ≪ 1,
with the Hessian bound∥∇2g(2)u∥Cα
δ
(M−ν )
≤ C, ∥du∥C1,α
δ+1(M−ν ) ≤ CA−1/2.
The constants depend only on δ,α,κ and the scale invariant ellipticity bound on
apq¯.
Combined with the initial error estimate (4.31) this allows us to set up a Banach
iteration scheme to perturb ω(2) to a Calabi-Yau metric, parallel to Theorem 3.33.
This involves shrinking domain from M−ν to M
−
ν−1 and changing ν to ν + 1.
Theorem 4.38. (Ooguri-Vafa type metric on the negative vertex) Fix
k,α,κ and 0 < ǫ≪ 1, and let 1≪ ν ≪ A3/8. Then there is an S1-invariant Calabi-
Yau metric on M−ν with S
1-invariant Ka¨hler potential φ−,
ω− = ω(2) +
√
−1∂∂¯φ−, ω3− = 34
√
−1Ω ∧Ω,
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with metric deviation estimate ∥∇2
g(2)φ
−∥
Cα−1−ǫ(B−ν)
≤ Cν2A−3/4. The constants de-
pend only on α, ǫ, κ and the scale invariant ellipticity bound on apq¯.
4.11. Ooguri-Vafa type metrics on the negative vertex
We discuss the geometric aspects of the Ooguri-Vafa type metric (g−, ω−,Ω).
Combining deviation estimates in Proposition 4.13, 4.32 and Theorem 4.38,
Corollary 4.39. (Exponential decay to semiflat metric away from S)
In the situation of Theorem 4.38, for ℓ˜ ≳ 1 the deviation of ω− from its zeroth
Fourier mode ω− decays exponentially:∣ω− − ω−∣ ≤ CA−3/4νe−κℓ˜.
The transverse structure along S follows immediately from Proposition 4.19
and the metric deviation estimates.
Corollary 4.40. (Transverse Taub-NUT metrics) Under suitable gauge
choices for the S1-connection, the metric g− restricted over the disc {ξ2 = 0,R ≲
A1/4} is approximated by the Taub-NUT metric:∣(g− − gNUT)∣ξ2=0∣gNUT ≤ CA−3/4ν.
The smooth topology emerges a posteriori after solving the Monge-Ampe`re
equation as a consequence of regularity theory.
Proposition 4.41. The metric structure (g−, ω−, J,Ω) extends smoothly to
a Calabi-Yau metric on M−ν .
Proof. The holomorphic coordinates extend across S, so induces a smooth
structure on M−ν . The metric ω− has C
α-regularity and is Calabi-Yau, so standard
regularity theory of complex Monge-Ampe`re equation implies that it is smooth. 
4.12. Special Lagrangian geometry
This Section is an informal discussion concerning special Lagrangian 3-tori
L ≃ T 3 on the negative vertex M−ν .
The generic special Lagrangian 3-tori L are expected to be isotopic to the T 3
lying over the 2-tori in the 5-dimensional base defined by
(4.33) (y1, y2, µ) = const.
The Lagrangian requirement then imposes a homological constraint in the light
of Proposition 4.34:
(4.34) ∫
T 2
ω− = Im(a21¯) = 0,
or equivalently (apq¯) is real symmetric. The interpretation is that the Ooguri-Vafa
type metrics we constructed on the negative vertex can be the metric model for
the SYZ fibration only if the homological constraint is satisfied; when this fails,
they may still be the local model for other types of degenerating 3-fold Calabi-Yau
metrics which do not admit a global special Lagrangian 3-torus fibration.
From now on in this Section we assume the homological constraint, and proceed
to speculate on the geometric features of the special Lagrangian 3-tori L, without
attempting to prove existence results.
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First, notice that outside a tubular neighbourhood of the singular locus S, the
metric g− is a perturbation of the flat model gflat (cf. Example 1.6), namely the
generalised Gibbons-Hawking construction applied to the constant solution
V = A, W pq¯ = apq¯.
On the flat model it is elementary to check that the map to R3 defined by (y1, y2, µ)
have special Lagrangian fibres, which are flat 3-tori invariant under the S1-action.
In other words, to crudest approximation the map
(4.35) M−ν
(y1,y2,µ)ÐÐÐÐÐ→ R3
is an approximate special Lagrangian fibration. Most of these T 3-fibres stay
far away from the curvature radius along S, so it is likely that in the generic region
these T 3 can be perturbed into a genuine special Lagrangian fibration with respect
to the Calabi-Yau structure (g−, ω−, J,Ω), while maintaining the S1-invariance.
Near S the features of the special Lagrangians L have strong resonance with
Joyce’s work [14] (cf. Section 1.1.5). It is natural to expect L to be S1-invariant.
Around P ∈ S, the Calabi-Yau structure is transversely modelled on gNUT (cf.
Section 4.5), so the S1-reduction of the special Lagrangian condition
ω−∣L = 0, Im(Ω−)∣L = 0
approximately reads:
(4.36)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
µ = constant,{(A + 1
2
√
µ2+∣ξ1 ∣2 )dξ1 ∧ dξ¯1 +Adξ2 ∧ dξ¯2}∣L/S1 = 0,
Im(dξ1 ∧ dξ2)∣L/S1 = 0.
To render the analogy with Joyce [14] more transparent, we introduce real variables
x˜1, x˜2, u˜1, u˜2 such that ξ1 = x˜1 −
√
−1u˜1, ξ2 = x˜2 +
√
−1u˜2. Representing L locally by
u˜1 = u˜1(x˜1, x˜2), u˜2 = u˜2(x˜1, x˜2), µ = constant,
then (4.36) takes the form of the nonlinear Cauchy-Riemann equation
(4.37)
∂u˜1
∂x˜1
= ∂u˜2
∂x˜2
,
∂u˜1
∂x˜2
= −(1 + 1
2A
√
µ2 + x˜21 + u˜
2
1
)∂u˜1
∂x˜2
,
which is very similar to the key equations in [14]. Morever L should asymptoti-
cally match up with fibres of (4.35) at far distance from S, described by the affine
condition (4.33).
We can use this information to speculate on the nature of singularities in line
with Joyce [14]. For µ ≠ 0 the equations are nonsingular, so the special Lagrangians
L will be smooth. When µ = 0 the T 3-fibres of (4.35) intersect S if and only if(y1, y2) lies in the amoeba Im(S), and we expect a perturbation of such fibres to
produce special Lagrangians L with singularities. In the subcase where (y1, y2) lies
in the interior of the amoeba, there are two transverse intersection points L ∩ S,
at which we expect to create a pair of special Lagrangian T 2-cone singularities. At
the boundary of the amoeba these two intersection points merge together, and the
singularities disappear outside the amoeba.
The fine details of a special Lagrangian L near a transverse intersection point
with S is conjecturally modelled by an entire solution to the nonlinear Cauchy-
Riemann equation (4.37) over R2x˜1,x˜2 , which has a local special Lagrangian T
2-cone
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singularity at the origin and is asymptotic to (4.33) at infinity. L is then obtained
by gluing this local picture to the corresponding fibres of (4.35) away from S.
A salient feature of Joyce [14] is that the special Lagrangian fibration can fail
to be defined by smooth maps (cf. Section 1.1.5). This is compatible with this
Chapter. The key point is that the absence of an a priori smooth topology forces
us to work with tensors of low regularity (cf. Section 4.5), and the smooth structure
along S only emerges a posteriori after solving the Monge-Ampe`re equation. Thus
one neither expects to produce a model special Lagrangian fibration defined by
smooth maps, nor expects smoothness properties to persist after perturbation inside
function spaces of low regularity.
4.13. Incompleteness and running coupling
The incompleteness of the Ooguri-Vafa type metric on the negative vertex has
a strong analogy with the positive vertex as discussed in detail in Section 3.10. The
key point is that asymptotes of the first order corrections v and wpq¯ lead naturally
to a renormalisation flow equation, which in turn predicts the drifting of coupling
constants apq¯ over many log scales.
If we follow the discussion of Section 3.10, but replace the asymptote (3.6) by
(4.17), then we find that in the following variables
p1 =√a22¯, p2 =√a11¯, p3 =√a11¯ + a12¯ + a21¯ + a22¯,
the renormalisation flow equation for the negative vertex is given as
(4.38)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
d
dλ
p21 = − 12p2 − 12p3 ,
d
dλ
p22 = − 12p1 − 12p3 ,
d
dλ
p23 = − 12p1 − 12p2 ,
d
dλ
Im(a21¯) = 0,
where λ is the log scale parameter. The rest of this Section is concerned with
geometric interpretations.
The renormalisation flow equation implies that
Im(a21¯) = constant.
This is compatible with the fact that Im(a21¯) is the cohomological invariant deter-
mined by integrating the Ka¨hler form on the T 2-cycle.
More interestingly, the evolution of p1, p2, p3 is formally identical to the renor-
malisation flow equation (3.16) for the positive vertex. This can be explained in
terms of semiflat mirror symmetry (cf. Section 1.1.1) as follows, assuming the
homological constraint Im(a21¯) = 0, namely apq¯ is a real symmetric matrix.
In general, given a semiflat SYZ fibration, the mirror SYZ fibration is obtained
by replacing the torus fibres by their dual tori, interchanging the symplectic moment
coordinates on the SYZ base with the complex affine coordinates on the SYZ base,
and keeping the same Riemannian metric on the base. We apply this to the constant
solution relevant to the positive vertex case (cf. Example 1.6)
V ij = aij , W = A = det(aij),
whose SYZ base is equipped with the Euclidean metric
aijdµi ⊗ dµj +Ady
2
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written in the two symplectic moment coordinates µ1, µ2 and a complex affine
coordinate y = Im(η). The SYZ mirror is the constant solution relevant to the
negative vertex
W ij¯ = aij , V = A,
whose SYZ base is equipped with the Euclidean metric
aijdyi ⊗ dyj +Adµ
2
written in the two complex affine coordinate y1 = Im(η1), y2 = Im(η2) and a sym-
plectic moment coordinate µ. The crucial point is that mirror symmetry means the
matrices aij appearing in both cases are the same.
Now the Ooguri-Vafa type metrics are perturbations of some constant solution
at any given log scale, and the coupling constants aij drift slowly according to
the renormalisation flow as the log scale changes. The formal coincidence of the
renormalisation flow equations for both the positive vertex and the negative vertex
agrees with semiflat mirror symmetry.
Remark 4.9. The exlusion of the natural possibility that Im(a21¯) ≠ 0 suggests
that there may be generalisations of semiflat mirror symmetry to situations where
special Lagrangian fibrations cannot exist ( cf. Section 4.12).
Remark 4.10. The positive and the negative vertices have drastically different
features at refined scales: for example the positive vertex contains a fully nonlin-
ear region modelled on the Taub-NUT type metric on C3, while the negative vertex
metric is obtained by a perturbative analysis. Nonetheless they share the same
renormalisation flow equation, which controls large scale behaviours. The insight
is that mirror symmetry should govern metric behaviours at large scales, but not
necessarily at refined scales. In this perspective mirror symmetry owes its predica-
tive power to the fact that questions in algebraic or symplectic geometry are mostly
insensitive to small scale metric fluctuations.
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