Abstract-The number of honey bees entering and leaving the hive throughout the day is an important metric for beekeepers. Some commercial systems that utilize infrared sensors at the hive's entrance exist for monitoring honeybee traffic. This research explores a solution that is based on visual information obtained through videos taken in front of the hives. This paper describes a system for surveillance based on traditional object detection and tracking methods. The project compares results from different algorithms within the system and discusses how the performance of the system can be effectively evaluated.
I. INTRODUCTION
Object detection and object tracking are two major areas of research in computer vision. They are used for many applications, including automatic surveillance. Historically, pedestrians and vehicles have been targets for detection and tracking, as outlined in [1, 2] . This research applies traditional object detection and tracking methods to beehive surveillance, i.e. monitoring the bees around the entrance of the hive using a video feed. As part of this research, a system is implemented for surveillance and its performance using different algorithms is evaluated in this specific domain. Two goals of the system developed in this research are to detect bees visually in an image in order to count them and to track them over a short period of time in a video sequence to determine whether they are entering or leaving the hive. Since honeybees rarely die inside their hives, a balanced flow of bees is observed entering and leaving a healthy hive. A vision based system also has advantages over a sensor based system that counts bees passing through the hive's entrance. Such a system could count the number of bees loitering at the entrance of the hive which may indicate swarm behavior, and it could be extended to detect the presence of intruders such as beetles near the front of the hive. Additionally it could provide an archive of visual data for the beekeeper to manually inspect should an anomalous activity occur.
II. OBJECT DETECTION

A. Background Subtraction
In visual surveillance systems, a common first step is background subtraction. In general, background subtraction or background segmentation refers to the classification of all pixels in a frame as either foreground or background. There have been many algorithms developed ranging from simple to complex, as seen in [3, 4, 5, 6] . Our system utilizes the algorithm described in [3] , modeling each pixel as a mixture of multiple Gaussian distributions of pixel intensity values. The background model is initialized by integrating the pixel values for the first 100 frames. This reduces the amount of erroneous pixel classification that occurs early in the sequence due to the background being unknown. Figure 1 shows the results of the segmentation using background subtraction. The black pixels indicate the background, and the white areas indicate the foreground, i.e. where the bees in the frame are. Figure 2 shows the same frame with contour and bounding 300-5/15/$31.00 ©2015 IEEE box information drawn. Contours are calculated for the white foreground pixels (shown in green), and their bounding boxes are overlaid on the image (shown in red). Background subtraction and contour calculation is implemented using OpenCV [7] . Using this system, bees can be detected and counted in the frame by simply examining the individual contours found. This method fails under conditions where bees fly very close to each other, because if they are touching a single contour is found that surrounds both of them. An example of this occurring is seen in the top left region of Figure 2 . This method also fails if bees remain stationary for long periods of time, as they get slowly integrated into the adaptive background model.
In a system where the camera remains fixed such as the one used in this research, background subtraction methods have the advantage that the only motion will be by the foreground objects. However, in an outdoor environment like a beehive, shadows cast by clouds or leaves, and nonforeground motion such as grass blowing in the wind can cause pixel intensities to vary from the background model, leading to false positives.
B. Cascade classification
Object detection is the process of not only determining whether an image contains an object of interest, but also showing where in the image the object is. A popular and powerful detection algorithm is cascade classification, popularized in [8] . In this research, our detector is trained using 1000 synthetically generated positive examples and Haar features. Negative examples are generated by averaging 100 frames from a video to get an image with no bees, and then randomly sampling 2000 sub-windows from this image.
To perform detection, this algorithm moves a sliding window across the frame at multiple different scales, and classifies each of these sub windows as either containing the object of interest or not. This detection method has the advantage of being able to detect stationary bees, as well as bees that are very close to each other, but frequently fails when bees are in different orientations than the system was trained to detect, such as crawling on the front of the hive. It is possible to train multiple detectors for bees in different poses, but the additional time to perform detections becomes prohibitively expensive if real-time performance is desired. Additionally, having multiple detectors increases the false positive rate, as there are more opportunities for a false detection to occur.
III. OBJECT TRACKING
Object tracking is applied to count the number of bees that enter and leave the hive. There are several existing algorithms for object tracking including those described in [9, 10] . An object tracking algorithm can produce one or more motion vectors for a set of objects at two points in time, where each vector describes the motion of a single object over a time interval, such as a frame of video. If this motion crosses over a boundary surrounding the hive entrance it is considered an entry or exit, depending on the direction in which the track crosses the boundary. In the current system, the location of this boundary must be pre-set by examining the video sequence.
A. Optical Flow
The problem of optical flow is to calculate the motion between two images at time and + ∆ , for all of the pixels in the image. This method can be applied to a local neighborhood of pixels rather the whole image as well. LucasKanade optical flow estimation [10] finds a two-dimensional vector ( , ) , which describes the vertical and horizontal motion of the neighborhood of the pixel being considered. This method assumes that the motion of the pixels is constant across the neighborhood, i.e. the image flow vector ( , ) must apply to all of the pixels in the neighborhood. The Lucas-Kanade method finds an approximate solution for ( , ) using the least squares fit criterion.
For each frame in the video sequence we apply object detection and obtain the center point of the detected object. This center point becomes the pixel under consideration of optical flow estimation relative to the previous frame. This motion information can be added to the original position of a pixel to obtain a final position as well. If the starting position is outside of the boundary surrounding the hive and the final position is contained with this boundary, then we consider this as a bee entering the hive. This process can be reversed to determine when bees leave the hive as well. Optical flow works on the assumption that neighboring pixels experience similar motion over time. Because optical flow is calculated on foreground regions corresponding to whole bees, this assumption holds. Figure 3 shows the output of the tracking algorithm. Red dots indicate the center points of detected objects from the previous frame. The red line then connects this point to the point in the current frame where it was estimated to have moved to. The system draws this line only if it crosses over the boundary surrounding the entrance to the hive to indicate an arrival or departure. A main goal of this research is to compare the detector performance when using different algorithms. The method used to evaluate detector performance is the precision recall curve. Precision or positive predictive value (PPV) is given by (1) . Recall, or true positive rate (TPR) is given by (2).
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Recall and precision are both area based, which considers each pixel within positive regions of the ground truth as positive examples, and vice versa [11] . It is shown in [12] that Precision-Recall is a better indicator of performance than ROC for tasks with largely skewed class distributions. Because bees are small and occupy a small percent of the image, the distribution of classes considered for detection is in fact skewed in favor of the background.
Detection results on the annotated dataset are summarized in Figure 4 . As shown, the simpler background subtraction based method vastly outperforms the cascade classification based algorithm on the test sequence.
The end result of applying object tracking is to achieve a count of how many bees have entered and exited the hive. Performance for arrival rate and departure rate are measured in terms of percent error from their respective ground truth. In early tests, the system over counts departures by 18% and over counts arrivals by 44% on the annotated test sequence. It is hard to judge performance based on this metric, however. If multiple detections occur for a single bee, they are each tracked. Thus, if a bee which is being tracked more than once crosses the entrance boundary, it counts for multiple arrivals or departures.
V. SUMMARY AND FUTURE WORK
Several of the results presented in this paper can be improved upon. When detecting bees in a segmented image, it could be beneficial to attempt to fit an ellipse over the detected regions. This should help to reduce cases where a single bee causes multiple detections due to the foreground being fragmented into small, incomplete regions. Doing so could also help prevent scenarios where multiple bees are included in a single detection. Not only will this improve detection results, but it should also improve the accuracy in determining arrivals and departures by reducing redundant tracks crossing the entrance boundary.
