ABSTRACT Increasing university-industry interaction and university contribution
Indeed, a most striking pattern emerges from the data: There is a wide variation across regions according to the degree of intraregional UII. Therefore, as a second step, we aim to combine insights from literature and our own reasoning in an attempt to offer some preliminary explanations about observable patterns in the data, with a view of articulating them into a testable hypothesis.
What could the reasons behind differences in the regionalisation of UII be?
Absorptive capacity is a very powerful explanatory variable of innovative success at firm level. Applying this insight at a regional level, it is worth asking whether differences in aggregated firms' absorptive capacity may condition the localisation of UII.
Hence, in this paper, we attempt to give a theoretical explanation of localised (intraregional) and delocalised (interregional) UII by analysing the UII literature in relation to another literature stream: the absorptive capacity of firms, with a regional perspective (section 2). This paper also includes an assessment of the phenomenon by looking at the quantity and value of interactions (section 3), a breakdown at regional level (section 4) and an empirical explanation of observed variation (section 5). We rely on these fundamental elements to advocate greater policy awareness of territorial imbalance in UII (section 6).
commercial ends". The concept of the absorptive capacity of firms attempted to explain how firms are able to benefit, first, from R&D spillovers (Cohen & Levinthal, 1989; 1990) and, more recently, from openness (Barge-Gil, 2010) . UII is different from R&D spillovers because the former involves engaging in partnerships, increasingly through contractual arrangements. Openness can encompass both spillovers and interaction (Perkmann & Walsh, 2007) and many sources of information other than universities (Amara & Landry, 2005) so UII is part of openness. The theoretical relationship between firms' interaction with universities and absorptive capacity is not obvious. 3 However, high absorptive capacity is an explanation of, for example, why German firms maintain long-standing links with universities and vice-versa: the knowledge flows are bi-directional so universities also obtain relevant knowledge from firms (Meyer-Krahmer & Schmoch, 1998) . On the opposite side, the lack of technical structure and graduate staff may hinder absorptive capacity and impede SMEs, like the Italian ones, to interact with research bodies (Rolfo & Calabrese, 2003) .
Some statistical and econometric works support this idea. Mangematin & Nesta (1999) found some empirical evidence that supported that firms involved in projects with the French National Centre for Scientific Research (CNRS) benefited from greater cooperation and a wider range of modalities of research (not only applied and tacit but also fundamental and codified) if their absorptive capacity was higher. Fontana et al. (2006) corroborated, in the case of seven EU countries, that R&D intensity, a proxy for firm absorptive capacity, had a significant influence on the number of R&D projects 3 The management literature has nevertheless focused on how firms can increase the success of interaction with universities, with recommendations that are perfectly compatible with concept of raising absorptive capacity, like the creation of hybrid organisations (Andrisano et al., 2006; Rohrbeck & Arnold, 2006) or managing the different available instruments for interaction (Romero, 2007). with PROs (including universities). Laursen & Salter (2004) found a similar positive relationship between R&D intensity and the ordinal value of the use of knowledge created in universities by firms in the UK sample of the Eurostat Community Innovation Survey (CIS) 4 . Alegre & Chiva (2008) found that firm interaction with the external environment, including universities, positively correlated with the degree of organisational learning capability (OLC) in the Spanish and Italian ceramic tile industry -OLC being a concept concomitant with that of absorptive capacity. Absorptive capacity is also important for increasing the impact of research and technology organizations (including universities) on firm competitiveness .
University-industry interaction can take place inside or outside the region
Regional authorities try to create hybrid organisations to establish a Triple Helix between university, industry and government. The reason is that sometimes the model of ‛best science' is not accepted as the sole basis for distribution of public research funds to regions. Some propose university contribution to regional development as a new source of legitimation (Etzkowitz & Leydesdorff, 1999) , especially if it assumes a leading role in less favoured regions that goes beyond technology commercialisation (Rodrigues, 2011) .
Many regional initiatives to foster the use of knowledge from universities assume that this use will take place within the region. In terms of spillovers, studies directly investigating the geography of knowledge transfers support this assumption as they report that knowledge from universities tends to spill over locally with a definite distance decay (Jaffe et al., 1993; Audretsch & Feldman, 1996; Varga, 1998; Fritsch & Slavtchev, 2007) .
However, in terms of UII (i.e. engaging in partnerships, especially through contractual arrangements), this is not so straightforward. Unless there is a deliberate involvement of city authorities (Benneworth et al., 2010; Papaioannou, 2011) some universities are more successful than others in being a motor of regional developmentsometimes irrespective of age, even if younger universities have been created with that explicit target (Braunerhjelm, 2008) . Moreover, there is some evidence that geographical proximity is not likely to promote formal, regional links between universities and industry in the form of science parks (Vedovello, 1997) .
Econometric literature has also found some evidence to support the finding that geographic proximity might not always be important. Beise & Stahl (1999) found that the proportion of scientists employed by universities in municipalities less than 100 kilometres away from the municipality of the firm did not have any significant effect on the innovation that could not have been developed without public research by universities. Mora-Valentin et al. (2004) did not find that the perception of the distance in kilometres and the perception of time wasted travelling to the partner's address had a significant impact on the success of the participation in cooperative agreements, both for firms and for public research organisations. Levy et al. (2009) showed that proximity matters only for bilateral relations but not for multilateral ones. According to Wetering & Ponds (2009) , regional knowledge flows require more face-to-face contacts and are less valuable than non-regional knowledge flows, so the role of spatial proximity for knowledge transfer should not be exaggerated. However, other studies find that proximity is important, e.g. Arundel and Geuna (2004) who found, when comparing five information sources, that proximity effects are greatest for public research organisations.
Absorptive capacity of firms in the region and university-industry interaction
The literature review suggests that (i) the absorptive capacity of firms increases UII, and (ii) increasing regional UII may have an effect both inside and outside the region.
By combining i and ii, we can deduce that absorptive capacity of firms in the region may have an effect on UII both inside and outside the region 5 . In order to predict the direction of the effect, we can only rely on indirect evidence. et al. (2006) , through the case study of the autonomous region of the Valencian Community in Spain, speculated on the role of absorptive capacity in the context of UII. They found that UII in this region was characterised by some distinctive features. Firstly, faculty members who cooperated with firms in the region exchanged less relevant knowledge than if they collaborated with firms outside the region.
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Secondly, it was easier for faculty members to transfer existing knowledge than to engage in the interactive generation of new knowledge. The authors interpreted these findings as an idiosyncrasy of a region with low absorptive capacity, in contrast with the importance given to bidirectional flows in UII in more research-intensive contexts (e.g. -Krahmer & Schmoch, 1998 al. (2008) found that UII was geographically concentrated. Applying the same principles to a country instead of a region, Schiller (2006) and Vega et al. (2008) found that the low absorptive capacity in the productive sector was a barrier for strengthening local UII, in Thailand and Bolivia, respectively. 6 What this evidence suggests is that, for a given quantity of university research in a country, if the absorptive capacity of firms in the region rises, these firms will be more able to perform joint research with local universities 7 ; whereas if such absorptive capacity decreases, universities in the region will look for partners in other regions.
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Hence, we formulate the following hypothesis:
Hypothesis. The lower the absorptive capacity of firms in the region, the more often university-industry interaction will take place outside the region.
Methodology and data
The context of our research is the European Union (EU). We will try to test our hypothesis at the regional level. At the possible expense of eloquence but in the interest of precision, we will use the term intraregional UII to refer to UII within regional 6 The relation between absorptive capacity and industry interaction with other partners in general (not only universities) has also been explored. Boschma & ter Wai (2007) , using a sample from one Italian Industrial District and 33 firms, stated that there was no influence of absorptive capacity on local networking, but a positive one on non-local networking. For Belussi et al. (2008) , number of patents (which is related to absorptive capacity) was related to research collaboration with partners abroad and not with regional or national partners, based on one Italian regions and 78 life science firms.
borders, and the term interregional UII to refer to UII outside those borders.
The EU R&D Framework Programmes (FP) are a well known source of data for the analysis of regional R&D (Vence et al., 2000) and cooperation in R&D activities covering a large number of countries. University participation in particular is traceable through this data.
For example, Geuna (1998) showed that the FP can be a useful source of information about university interaction with other partners, although the author does not focus on industry. Using universities as a unit of observation, the econometric estimations suggest that scientific research productivity determines whether universities engage at least once in FP projects and then scientific research productivity, size and some country and scientific area fixed effects, determine the number of times that universities participate in these projects.
Taking another unit of observation, FP projects themselves, Caloghirou et al. (2001) found that projects involving at least one firm would be more likely to include at least one university over time, and also the larger the total number of partners, the longer the duration of the project. They also found some country-coordinator fixed effects, but did not conclude that any regional patterns existed.
In order to test our hypothesis, we obtained a unique database detailing participations to the 6 th EU R&D Framework Programme (FP6) in September 2007. This is a ‛live' database constructed by the European Commission, recording 8,861 distinct projects and 69,260 participations involving universities, private firms, public or private research centres and other organisations. In contrast with other studies, our analysis here is not confined to the number of participations but also includes information on the amount of funding per participant, and the unit of observation is the region-year, not the university or the project.
Given our focus on UII, we narrowed down the database to a subset of projects with at least one university and one firm. Additionally, in line with the primary focus of the FP, we confined our analysis to the EU27 members.
To assess the extent of interregionalisation, we identified whether universities and firms belonged to the same region by attributing to each project the region of the university (duplicating projects in the case of universities that belonged to more than one region 8 ), and checking whether firms participating in the same project were from the same region as the university. If the firm was from a region other than that of the university then the participation was designated 'interregional'; otherwise it was designated 'intraregional' (a participation with joint university-industry participation where both the university and the company were from the same region).
We therefore constructed the following variables: Given the non-standard regional coding used in the database (a mixture of NUTS1, NUTS2 and NUTS3 codes in addition to outdated national classifications) 10 , this exercise required considerable harmonisation, much of which had to be done manually.
In due course, we were also able to improve the completeness of the regional identifier using information from the participant's address field.
In order to perform the econometric analysis we specify the following function:
Where INTERREG_C* is an unobserved random variable related to the original INTERREG_C through the following transformation:
We opted for a logarithmic functional form 11 for the usual reasons (i.e. scaling variables expressed in different units of measurement, suitability to non-linear relationships and lessening of the influence of outliers), so the actual function to be estimated is:
We ran analogous regressions for lnINTERREG_M, sINTERREG_c and sINTERREG_c. So for each region i at year t, the degree of interregionalisation was a function of the following independent variables: 12 It is difficult to measure absorptive capacity of firms in the region and, to the best of our knowledge, few studies have put forward tangible results. Roper & Love (2006) , test how the labour market characteristics of European regions shape regional absorptive capacity. To that end, they add to the usual innovation production function some explanatory variables of interaction effects between the labour market indicators and public and private technology investment. However, for the authors, these interaction effects capture ‛regional absorptive capacity' effects rather than ‛regional absorptive capacity' per se. All in all, there is no generally accepted method for quantifying regional absorptive capacity. For this reason, based on new economic geography, we prefer to talk about the absorptive capacity of firms in the region and in our empirical analysis we opt for a measure that is faithful to the origins of the concept within the firm whilst maintaining the regional focus: regional BERD.
suggest that big-sized universities in terms of research interact with firms outside the region  (ln)GDP: (natural log of) GDP in millions of euros. It is a control for the size of the region
The size and the type of projects in which a region participates could affect the estimation of the coefficients of the former independent variables. To avoid this, we will also include some characteristics of the region's participation in UII projects 13 :
 NUMPRO: number of UII projects in which universities in the region participate  AVNUMPAR: average number of partners in UII projects  sFIRMS: number of firms over total number of partners in UII projects (firms and universities)
 LEAD: count of number of times a university (or universities) in the region appear as coordinators in FP projects. A similar control to lnHERD, it identifies when universities act as lead partners. The rationale behind including it is to identify relationships that are actively built by a university. We must take into account that in most cases there are ‛core participants' in any FP project with some academic institutions who have a major influence on the selection of a particular set of partners including industrial partners. It might be possible that a leading university (part of the core of an FP) selects an industrial partner from its region. Without this variable, the results from the regression could be misleading. Our measure is the count of number of times a university (or universities) in the region appears as a coordinator in FP projects, from the FP6 database  sTHEPRI: share of projects of the region in each FP thematic priority; we considered seven priorities -the first six in Table 7 plus a benchmark category including the rest of projects -see section 5.2 for the details.
We repeated the former regressions for the intraregional variables, where the expected sign of the coefficients should be the opposite of those just explained.
We obtained BERD, HERD and GDP from the Eurostat online public database, which we then matched to the FP6 panel. We lagged them by one period in order to lessen the possibility of endogeneity.
Using this method, we constructed a panel of five years (2003) (2004) (2005) (2006) (2007) for the EU's 27
Member States, yielding around 800 observations after having dropped missing values (mainly of BERD and HERD). are censored, the Tobit model appears to be adequate for the econometric estimations.
Empirically, the high proportion of censored observations reinforces having taken this option (see tables in section 5).
The panel structure of our data raises an additional issue, namely the choice between a random effects and fixed effects estimator. In that respect, the need for a Tobit model, constrains us to random effects, as the alternatives are not very appealing 15 . A random effects estimator is certainly attractive given our research question (our interest in explaining cross sectional variation) and the structure of our panel (limited time-series variation). Random effects procedures are appropriate where the sample can be safely assumed to be a random draw from the population and the within-panel error term uncorrelated with the explanatory variables (Dougherty, 2007: 419) . In our case, we have no particular reason to expect that our sample is not random, but we are unable to evaluate the validity of the second assumption. This constraint need not be detrimental though, provided one keeps an open mind about the possibility of omitted variable bias while drawing inferences. On the surface, this pattern appears to be in agreement with our hypothesis: in such centres, one would expect not only high business R&D expenditures, but also a history of cooperation and an associated familiarity (through personal contacts and local networks) that could permit intraregional UII.
Descriptive results
There are also notable exceptions to the above pattern, including Andalusia (ES),
Midi-Pyrénées (FR), Sud-Est (RO), Sicily (IT) and Severoiztochen (BG); regions that are not commonly associated with high-technology industry. While it is true that some of these regions are improving their industrial R&D capacities (as partly reflected in the recent regional innovation scoreboard (Hollanders et al., 2009) ) and/or receiving considerable policy attention and funding as cohesion ('Objective 1') regions, it is highly likely that we are witnessing here the effects of a region's size, as larger regions can accommodate a larger number of companies and hence increase the likelihood of intraregional UII.
Let us restrict the sample to the 1020 observations that report BERD statistics. 
Econometric results
The price paid for using HERD in the following econometric estimations is high, as we renounce to more than one third of the population. We performed a t-test for differences to verify if the observations in the sample are representative (Table 2) .
According to the test, region-years that report full R&D data present higher values for all variables: they have more interregional and intraregional UII, business expenditure on R&D, economic size (GDP), number of FP6 UII projects, average number of partners and share of firms in those projects. Hence, our initial econometric results allow inferences only about what we could call medium-large regions (sections 5.1-5.2) However, as a robustness check, we will show than without HERD and a larger, more representative sample, the results can be extrapolated to all regions (section 5.3.)
Aggregate UII
The econometric analysis with Tobit models now follows. Regression estimates are presented in Table 5 . 16 {Table 5 around here}
The signs of the coefficients coincide with our expectations. All four models provide evidence of a negative relationship between our proxy for absorptive capacity, lnBERD, and the degree of interregionalisation, therefore we can confirm the central hypothesis of the paper. Increasing regional firms' R&D will decrease UII beyond regional borders.
Our control variable for university R&D reinforces this theory. Higher HERD values have a significant, positive, association with the degree of interregionalisation. Hence, increasing HERD will boost UII outside regional borders. This result is in line with Belussi et al. (2008) . Notice that the coefficients of HERD are always higher in absolute values than those of BERD, so the net impact of an equal percentage increase of HERD and BERD will most likely reduce interregionalisation of UII. More precisely, the marginal effect of lnHERD is 3.5-4 times higher than that of lnBERD on the dependent variables in logs and 1.4-1.8 times higher on the dependent variables in shares. In other words, BERD needs to increase faster than HERD to compensate for the interregionalisation of UII.
Size of the region or its proxy GDP does not correlate significantly with interregionalisation. If there is a size effect, it is better captured by the number of UII projects, which increases interregional UII, but only for the variables in logs, not in shares.
Other characteristics of FP projects also matter: the larger the average number of partners and the share of firms in the project, the more likely it will be that UII is interregional. The fact that universities assume the leadership of UII in FP projects has no influence. The joint effect of the shares of projects by thematic priority is significant. {Table 6 around here}
The impact of lnBERD on intraregional participation in UII FP projects is not significant in the first three columns. However, it is positive and significant in the fourth column (variable sINTRAREG_M), which is consistent with our central hypothesis:
increasing BERD makes firms interact less intensely with universities outside the region and equally or more intensely with universities within the region.
University R&D has a positive impact on intraregional UII, as it has on interregional UII. Hence, it has the dual role of generating compatible interaction with firms inside and outside the region. However, it is worth highlighting that the marginal effects of lnHERD in Table 5 are higher than in Table 6 for the relative measures (columns 3-4).
Specifically, the impact of lnHERD is around 4-5 times higher on the share of interregionalisation than on the share of intraregionalisation. Taken at face value, an improvement in university R&D will increase university interaction with firms outside the region more quickly than with firms within the region. However, the imposition of a random effects model and the possible noise in the data advocate caution, so a more tentative interpretation is that the dual role of university R&D appears to be asymmetric and in favour of interregional UII.
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The coefficients of lnGDP are positive and significant for one of the two measures of absolute intraregionalisation (columns 1-2), and for both measures of relative intraregionalisation (columns 3-4), despite not being significant for interregionalisation.
We may interpret that while GDP controls for size, it captures parts of absorptive capacity that are not included in BERD and which are influential for the intraregional UII, not for interregional UII.
Some characteristics of the region's participation in UII have significant effects on intraregional links: the larger the number of projects and the share of firms in the project, the more likely it will be that UII is intraregional. Some other characteristics do not exert any significant effect: the average number of partners and regional leadership of UII FP projects. The joint effect of the shares of projects by thematic priority is not significant and individually, only the effect of the share of projects in "Aeronautics and space" is significantly positive.
A test for robustness with a more homogeneous measure of UII
UII counts and their value used so far, bring together a heterogeneous mixture of activities. FP6 classifies its activities into (i) specific programmes that are subdivided into (ii) thematic areas and/or (iii) instruments. Thematic areas and instruments overlap in most instances. EC (2002) provides a quick guide to these differences, and a brief overview is also provided here.
Breaking down the data is convenient for technical and substantive reasons.
Technically, the construction of a more homogenous and meaningful measure of UII, should reduce the amount of noise contained in the dependent variables 18 . From a substantive perspective, reaching the level of thematic areas is especially interesting because they broadly correspond to scientific disciplines.
In order to get to the level of thematic areas, for the sake of clarity, we start by breaking the data down by specific programme. There are three (Table 7) : (i) ‛Integrating and strengthening the ERA', the bulk of the FP6 (92% of UIIs), and mostly concerned with research projects; (ii) ‛Structuring the ERA', less numerous and more concerned with the mobility of human resources and the development of infrastructures (6%); (iii) Euratom, a small proportion of UIIs on nuclear research (2%).
{Table 7 around here}
The first one, ‛Integrating and strengthening the ERA', is the most relevant for this study, because it is the largest and contains the thematic areas that can be attached to scientific disciplines. These are numbered from 1 to 7 (that is to say, numbered in the original dataset), while other thematic areas, not numbered and cannot be attached to scientific disciplines).
Out of the seven numbered thematic areas, 1-6 are closer to natural sciences, whether 7 is closer to social sciences. This is arguable, but not vital for our analysis. Areas 1-7 also encompass a narrower variety of instruments, which make it a more homogeneous subset. For the sake of building a less noisy variable, we will test whether our hypothesis holds true for an aggregate of the grey-shaded quadrant in Table 7 .
The regression results (Table 8 ) are identical to those for the model with the aggregated data (Table 5 ) regarding the impact of BERD on interregionalisation. Hence, the central hypothesis is again supported. Differences in the marginal effects between BERD and HERD on interregionalisation are sustained (last rows of Tables 5 and 8 ).
{Table 8 around here}
In Table 9 the positive impact of lnBERD on intraregionalisation is more significant than it was in Table 6 , favouring our hypothesis.
{Table 9 around here} An important difference between Tables 6 and 9 is that the impact of lnHERD on sINTRAREG (both counts and money) becomes insignificant. This is further evidence than the impact HERD is larger for interaction beyond borders than within borders.
Actually, differences between the marginal effects of HERD on interregionalisation and intraregionalisation remain similar for absolute interaction but are exacerbated for relative interaction (last rows of Tables 6 and 9 ).
For the rest of the coefficients in Tables 8 and 9 , the findings are the same as with the aggregate measure of FP projects, with the exception of GDP in Table 9 , column 1, which is no longer significant..
A second test for robustness with a larger sample
The variable with more missing values in the model is HERD. According to our theory, it made sense to control for it. Given that in the last two estimations of Table 9, HERD was not significant, we consider dropping it in this section. Doing so increases the number of observations included in the sample. Table 10 shows that the new sample is more similar to the population, since there are no significant differences with the observations excluded from the sample in the average value of any variable, with the exception of the variable LEAD. Table 11 presents econometrics results for intraregionalisation. LnBERD is always significant and positive, as before, confirming our hypotheses. Hence, the hypothesis is validated for a larger, more representative, sample of EU27 regions.
The rest of the coefficients are like in previous estimations, except for lnGDP, which has a significant impact on the two sINTRAREG measures (same as before), but also on the two lnINTRAREG measures (not like before). This suggests that size of the region is more important for interaction to be local than in previous models.
Conclusions
The results so far highlight the importance of absorptive capacity of the region's firms in determining why UII is more delocalised in some EU regions than in others. As far as companies are concerned, our analysis has shown that controlling for proxies of the scientific efforts of universities in the region, the stronger the R&D capacities of firms the more likely they are to collaborate with universities in the region. Hence, regional policy makers may find that promoting firms' R&D in their region will not only boost local innovation directly but also through increased interaction with local universities.
On the contrary, as far as universities are concerned, our analysis has shown that, controlling for the region's absorptive capacity, promoting university research will push their collaboration activities outside the region rather than keep them inside the region.
This means that universities establish cross-border links that may complement firms' preference for localisation. In short: all things being equal, improvements in the R&D capacities of firms appear to strengthen centripetal forces in UII whereas improvements in the R&D capacities of universities strengthen centrifugal forces in UII.
As our sample draws data from FP, research networks are, almost by design, international. This international bias skews our sample, in that we are likely to witness more interregional UIIs than we would if we were observing 'natural' collaborations.
While this is an important limitation that should be kept in mind when drawing inferences if the aim is to compare inter and intraregional links, it is not fatal if one wants to compare the characteristics of regions with more or less inter and intraregional links, as we do. In addition, the sample is valid for our approach for the following reasons: First, the remaining few intraregional UIIs are likely to represent important, high value ties (perhaps even indispensable), rather than casual collaboration patterns.
Second, as we have shown, intraregional UIIs are not distributed randomly, but are in regions with high corporate absorptive capacity. Third, and crucially, there is no a priori reason to expect that an international bias should account for or even influence the observed correlations between the direction of UII and the absorptive capacity of firms in the region. In fact, if we accept the common intuition that partners from less developed regions are commonly sought after in FP projects then one should expect the opposite effect. While our findings may be specific to the FP and further research is needed to confirm that they hold more broadly, they are certainly compatible with the broad literature consensus on the importance of agglomeration effects (Feldman, 1994; Varga, 2000; Koo, 2005; Goldstein & Drucker, 2006) .
Without calling for techno-regionalism (the regional analogue of techno-nationalism),
our findings imply that policymakers should be aware that the objective of maximising UII is not necessarily compatible with the objective of maximising university contribution to local development.
This interpretation of the findings may have some policy implications. It may imply that policy makers should refine their objectives regarding UII by defining to what extent it should be localised. For established instruments such as the FP, the delocalisation of UII may not be successful if some regions perceive it as a threat to regional development, so compensating measures may be needed. Encouraging that the participation of universities as lead partners in projects with firms heads towards increased intraregional interaction could be a possible measure (right now, we have consistently found that such a leading role has no geographic impact). An alternative is to focus on regional links between firms and technology institutes, rather than universities .
More generally, our findings highlight the need for a broader discussion on the normative assumptions surrounding UII in a regional context and, possibly, the distribution of UII-related policy competences in a multi-level governance system. A quixotic adherence to intraregional UII, despite its attractive appearance in the shortterm, would be counter-productive in the long-term. This is not to say of course that more nuanced approaches could not be profitable in specific cases. For instance, the wide spectrum ranging from basic to applied research could benefit from geographically differentiated policies. As basic research is more likely to take place internationally (as well as interregionally), a supranational authority seems best suited to governing it. This may not be the case for applied research, which given the importance of proximity, might be best left to those authorities better able to contextualise policy.
Obviously, the immediate inferences one can draw from these findings apply to the FP and the jury is out on whether they could apply more generally. On the one hand, there are good reasons to expect that they do apply, given the FP's overall size and prominence in the European R&D landscape. On the other hand, the tilt of the FP towards internationalisation and the de facto artificiality of policy-induced networks may bias our findings. The topic could benefit from further research on alternative data sources. Standard errors in parentheses. *, ** and *** denote statistical significance at the 0.1, 0.05 and 0.01 levels respectively
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