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Abstract-An extremely simple change to existing software for the solution of ordinary differential 
equations (ODES) provides the information needed to use the codes more reliably and efficiently. A very 
common way of estimating the accuracy of results is made more reliable. Output inefficiently often and its 
numerical effects are detected. 
I. INTRODUCTION 
An extremely simple change to existing software for the solution of ordinary differential 
equations (ODES) provides the information needed to use the codes more reliably and 
efficiently. Codes for the solution of ODES do not even attempt o control their true (global) 
error directly. For this reason it is very common that users solve their problem more than once 
with different error tolerances and compare the results to ascertain their true accuracy. Even 
with the best codes this procedure can lead to wrong conclusions. Our proposal considerably 
reduces the chances of such a mistake. How frequently the user wishes output strongly affects 
some important methods for the solution of ODES. Our proposal monitors the effects of 
requesting output too often and informs the user when he is employing the code inefficiently. 
2. THE PROPOSAL 
Codes for the solution of ODES estimate their local errors at each step and compare them to 
a tolerance supplied by the user. For reasons we shall consider below, the codes may generate 
solutions more accurate than required. We propose that the codes be altered so as to compute 
the average, or perhaps the maximum, magnitude of the local error and to give this information 
to the user. 
We have investigated the usefulness of our proposal with a great variety of codes. If the 
code returns control to the user at each step with the vector of estimated local errors or its 
norm, it is not even necessary to alter the codes. This is true of all the ODE solvers in the 
IMSL library[l] so we have experimented with DREBS[2], an extrapolation code; DVERK[3], 
an 8 stage, 6th order Runge-Kutta code; and DVOGER[4], a backward differentiation code, 
from this library. We also experimented with STEP[5], a variable order Adams code, which 
needs no alteration. We had to alter RKF45 [6], A 5 stage, 5th order Runge-Kutta code, because 
it does not supply the error vector nor its norm to the user. RKSW [7] is a variable order 
Runge-Kutta code which motivated the investigation reported here. It includes an output 
parameter which gives the average magnitude of the local error and it also brings excessive 
accuracy to the user’s attention via a warning flag. Here we shall report a few results to 
illustrate specific points and in some cases report very condensed presentations of thorough 
testing. 
To see why it is useful to report the average magnitude of the local error it is best to 
examine separately two situations of practical importance. This will be done in the next two 
sections. We conclude this study with a section devoted to unsatisfactory performance so that 
the reader may properly evaluate the proposal. 
3. OUTPUT 
Production codes based on one-step methods horten their step size as necessary so as to 
yield answers at output points. If the user asks for so much output that he causes the step size 
to be reduced often and severely, the cost of the computation soars. The more work the method 
does per step, the more sensitive the method is to excessive output. Extrapolation methods are 
notorious for this sensitivity, but high order Runge-Kutta formulas can be sensitive as well. 
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Indeed, we have found that users of simulation codes often impact even low order Runge- 
Kutta methods by the frequency of their output. 
As far as we know, RKF45 is the only code which warns that the output may be excessive. 
It tests whether the step size is reduced by more than a factor of two because of output. If such 
a reduction happens 100 times in a run, a flag is set to warn the user. The basic Runge-Kutta 
code in the NAG Library[8] sets a flag every time the step size has to be reduced because of 
output, but it does not monitor the size of the reduction nor the frequency of reduction. Neither 
code examines the efects of excessive output. We think a better way to proceed is to realize 
that as a consequence of the step size reduction, the code has a much smaller local error than is 
necessary. If the user is made aware of the fact that he got a lot more accuracy than he asked 
for, he will suspect, correctly, that he had to pay a correspondingly high price. If the cost is not 
acceptable, he can reduce the frequency of output or turn to codes which produce output 
cheaply by interpolation. It may be that the total cost is low or that the extra accuracy 
compensates for the cost in his judgment; we have seen both situations in practice. It is 
important hat the user realize how much accuracy he actually got, rather than think he got only 
what he requested. 
A simple example will illustrate the situation. Example E4 of the standard set of test 
problems[9] concerns the motion of a body falling in an atmosphere. The problem is posed on 
the interval [O, 201 and is to be integrated with pure absolute error. Asking for output at 
x=1,2,..., 20 seems quite reasonable, yet if we compare the cost of getting answers at these 
points to that of an answer at x = 20 alone, we shall see there is considerable ffect for a variety 
of codes. We report the maximum true error made in any component at any output point. The 
cost is conventionally measured by the number of evaluations of the equation (function 
evaluations). At a tolerance of 10T2, the results obtained for several codes are 
code 
answers at 1, . . ., 20 answers at 20 
cost max. error avg. local error cost 
DREBS 1449 5E-11 lE-12 210 
DVERK 168 4E-9 4E-9 88 
RKSW 274 2E-12 2E-13 27 
These results show that even modest output may greatly increase the number of function 
evaluations expended by a one-step code. They also show that the true error may be driven 
quite small. Reporting the average local error clearly reveals that the codes are delivering fur 
more accuracy than required. In this context it is perhaps more meaningful to report the 
maximum local error. For example, in the computation reported, the maximum local error made 
by DVERK was 7 x 10m9. This means the user asked that the local errors be kept no larger than 
lo-* but because of the output, he might as well have asked for 7 x 10e9. Apprised of this he can 
see both that his way of using the code is affecting its performance and that the cost is 
compensated by increased accuracy. 
4. TECHNICALREASONS 
There are a variety of reasons why a code might use a step size smaller than necessary 
besides output restrictions. The codes depend on the step size being small enough that 
asymptotic estimates be useful. For example, it might be necessary to restrict the step size so 
that the error estimator be reliable[lO]. The codes estimate a step size which will succeed and 
then use a somewhat smaller value so as to avoid expensive step failures due to inaccurate 
error estimates. In Adams codes the step size is not increased as often as possible in order to 
reduce the overhead of computing integration coefficients and to enhance the justification of 
various algorithms. Codes for the solution of stiff problems make use of an iteration matrix 
which is expensive to obtain. Because the matrix depends on the step size, it is most efficient o 
increase the step size only when a substantial change seems possible. An important effect 
occurs on a change of order in a variable order code. Because it is difficult to estimate what step 
size could be used after a change of order (especially an increase), a successful change in step 
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size may be achieved by using a step size rather too small. Ai high orders even a slightly too 
small step size can affect the local accuracy quite a lot. 
If the local error is not closely proportional to the tolerance, the global (true) error will not 
be proportional either. In a single computation this matter is irrelevant. However, if one tries to 
assess the true accuracy by comparing the results of several computations, he is relying on 
proportionality or, at the very least, that reducing the tolerance reduces the true error. Even 
with the best codes this may not be true. The examples already cited in connection with output 
show that reducing the tolerance may not reduce the error. Let us now look at an example of 
the error getting worse. The following results were obtained using DREBS to solve B2 of [9] 
with initial step size 0.2 and monitoring the answer at the integers 1,2, _ . ., 20. 
tolerance avg. local error max. global error 
1 E-4 7E-7 lE-7 
IE-5 3E-6 8E-7 
lE-6 2E-8 2E-8 
Monitoring the local error warns us that reducing the tolerance from 10m4 to lo-’ probably 
increased the global error instead of decreasing it. Actually one should not conclude the global 
error reduced unless the average local error is reduced substantially. DREBS is rather sensitive 
with respect o the initial step size. Taking this step size to be 0.5 we obtained instead 
tolerance 
lE-4 
lE-5 
lE-6 
avg. local error max. global error 
8E-7 lE-7 
2E-7 lE-7 
3E-8 4E-8 
We have computed many tables of the effect on the average local error and on the maximum 
global error of reducing the tolerance by a factor of 10. This has been done for a variety of 
codes and problems. Our experience is that if the average local error was decreased (increased) 
by more than a factor of 5, the maximum global error was decreased (increased). If the change 
was less than a factor of 5, it was not possible to predict reliably the change in the global error. 
To be more quantitative about the usefulness of our scheme we report numerical experi- 
ments with DVERK and RKSW. The choice of codes was made so as to contrast he behavior 
of fixed and variable order codes All the 25 problems of the test set [9] were solved for 
tolerances E = lo-‘, 10m2, *. ., lo-‘* with output requested at x = 1,2,. . ., 20. In some cases a 
code does not solve a problem for a particular tolerance because it detects ome difficulty, such 
as an unreasonably small tolerance for the CDC 6600 used. When the data was available we 
compared the solution at tolerance l to that at tolerance 0.1~. To describe the results let us 
define the following events for the two integrations compared. 
Event A-the tolerance E was reduced to 0.1 E 
B-the average magnitude of the local error, AM, was reduced to a value no larger than 
0.2 AM. 
C-the maximum true error in any component of the solution at any output point, TE, 
was reduced to a value no larger than 0.9 TE. 
If the code had ideal behavior, event A would imply that AM was reduced to 0.1 AM and TE 
was reduced to 0.1 TE. Asking that event C be true is asking that the code deliver enough 
additional accuracy that one can get a reasonable idea of the true error by comparison. From 
our experiments we estimated the probabilities of various events to be: 
DVERK 247 experiments RKSW 273 experiments 
P( C/A) A 0.85 P( CIA) * 0.82 
P@(A) k 0.82 P@(A) k 0.88 
P( CIA u B) G 0.97 P(CIA U B) k 0.97. 
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Obviously P(CJA) is small enough with both codes that one has a fair chance of making a 
mistake when assessing accuracy by reducing the tolerance an order of magnitude and 
comparing the results. The fixed order code DVERK is a bit better in this regard, as one might 
expect. Notice that P(B(A) is bigger for RKSW; it is more conservative internally (aims at a 
smaller local error) than DVERK so as to improve P(CIA) in the presence of a variable order. 
Monitoring the behavior of the local error helps prevent mistakes. If the local error is not 
reduced sufficiently, it is dangerous to try to estimate the true error by comparison. If it is 
reduced substantially, event B, we see that the probability the true error was reduced enough to get 
a reasonable stimate, P(CjA U B), is quite high. 
5. WARNINGS 
The results we have presented and the simplicity of the scheme demonstrate that our 
proposal leads to better software, but it is not infallible. We have noticed two kinds of 
failures-one real and the other debatable. The user should appreciate the limitations of any 
computational scheme so we shall discuss the failures a little. 
It is expected that reducing the local errors lead to more accurate results. This is true only 
when discretization errors dominate; at sufficiently stringent olerances, roundoff effects will 
dominate instead. Should roundoff effects dominate, even the extra information of the average 
local error will not prevent a mistake. We have suggested simple necessary conditions to cope 
with this difficulty[ll, 121, but they are by no means perfect. The code DREBS is not protected 
in this way and ‘we found it fairly common that at only moderately stringent olerances one 
would be fooled. For example, when solving DS of [9] with output at 1,2,. . ., 20 and initial step 
size 0.2 we obtained 
tolerance avg. local error max. global error 
lE-10 l.SE-11 1.2E-7 
IE-11 1.7E-12 l.SE-7 
IE-12 1.7E-13 1.9E-7 
This kind of failure can happen with codes protected against roundoff; it is just a lot less likely. 
The problem D5 exhibits another kind of “failure”. As noted in the tests[l3], at crude 
tolerances the codes tend to follow an integral curve rather different from the one specified by 
the initial conditions. A moderate tolerance is required for the typical code to track the “right” 
curve throughout the interval of integration. Thus continuing to report results with DREBS for 
this problem, one finds 
tolerance avg. local error max. global error 
lE-1 2.3E-3 3.6EO 
lE-2 S.lE-4 2.2EO 
lE-3 3SE-5 3.2EO 
IE-4 2.6E-6 2.3E-1 
This example illustrates the difficulty of interpreting results about the performance of ODE 
codes. In a sense the scheme has failed because substantial reductions in tolerance and in 
average local error were not accompanied by numerical solutions closer to the solution of the 
mathematical problem. On the other hand, it appears that a solution is being computed more 
accurately, but that we did not measure the accuracy of this solution. The reader can interpret 
this possibility according to his preference and context. Here we think DREBS has performed 
satisfactorily and it is our scheme of reporting the results which makes it look bad. We remark 
that all the codes may behave this way at the crudest olerances. 
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