Motivation: There have been many successful experimental and bioinformatics efforts to elucidate transcription factor (TF)-target networks in several organisms. For many organisms, these annotations are complemented by miRNA-target networks of good quality. Attempts that use these networks in combination with gene expression data to draw conclusions on TF or miRNA activity are, however, still relatively sparse. Results: In this study, we propose Bayesian inference of regulation of transcriptional activity (BIRTA) as a novel approach to infer both, TF and miRNA activities, from combined miRNA and mRNA expression data in a condition specific way. That means our model explains mRNA and miRNA expression for a specific experimental condition by the activities of certain miRNAs and TFs, hence allowing for differentiating between switches from active to inactive (negative switch) and inactive to active (positive switch) forms. Extensive simulations of our model reveal its good prediction performance in comparison to other approaches. Furthermore, the utility of BIRTA is demonstrated at the example of Escherichia coli data comparing aerobic and anaerobic growth conditions, and by human expression data from pancreas and ovarian cancer. Availability and implementation: The method is implemented in the R package birta, which is freely available for Bioconductor (>= 2.10) on
INTRODUCTION
Regulation of gene expression in higher eukariotes is very complex and far from being well understood. It plays a pivotal role in cell * To whom correspondence should be addressed.
homeostasis, cell proliferation and differentiation (Latchman, 2005) . Malfunctioning of gene regulation is therefore directly associated with many diseases, such as cancer and cardiovascular diseases (Kittleson et al., 2009) . Expression of mRNA is regulated on the transcriptional as well as on the post-transcriptional level. Transcriptional activity is most importantly steered by specific and general transcription factors (TFs), which bind to the cisregulatory elements of the promoter sequence of a gene. Further more, contributions are due to chromatin structure, in particular nucleosome positioning and DNA modifications. Far less is known about the components involved in post-transcriptional regulation, with the notable exception of miRNAs, which enhance degradation or inhibit translation of their mRNA targets. In this work, we will focus on TFs and miRNAs, which together influence gene expression in a complex way (Martinez and Walhout, 2009) .
So far, there have been many successful experimental and bioinformatics efforts to elucidate TF-target networks in several organisms (Aerts et al., 2005; Bauer et al., 2011; Foat et al., 2005 Foat et al., , 2006 Wang et al., 2005) . Expression data obtained from gene knock-out/knock-down experiments have greatly helped to unravel the topology of these networks (Aerts et al., 2010; Loh et al., 2006) . For many organisms, TF-target annotations are complemented by miRNA-target networks of good quality, based on chromatin immuno-precipitation data or on in silico target predictions (Betel et al., 2008; Griffiths-Jones et al., 2008; John et al., 2004; Papadopoulos et al., 2009; Wang and Naqa, 2008) . The inference of miRNA-target networks has been established, e.g. in Huang et al. (2007) , Huang et al. (2011) , Nam et al. (2009) , and Sales et al. (2010) . The reverse attempts that use these networks in combination with gene expression data to draw conclusions on TF or miRNA activity are still relatively sparse, though. One method for TF activity inference is generalized network component analysis, which is based on regularized multiple linear regression (Tran et al., 2005) . Another approach that uses combined gene expression and ChIP data for the same purpose was proposed in Boulesteix and Strimmer (2005) and is based on partial least-squares regression. The master regulator analysis by Lim et al. (2009) performs either a Fisher test or a Kolmogorov-Smirnov test to assess the overrepresentation of a TF's targets among the differentially regulated genes. More recently, some researchers have also tried to model the dynamical behavior of TF-target networks to infer TF activities from gene expression time series data (Asif and Sanguinetti, 2011; Ocone and Sanguinetti, 2011; Opper and Sanguinetti, 2010) . Other authors focused on inferring miRNA activities. For example, Wuchty et al. used Random Forests (RF) to forecast mRNA expression changes based on putative miRNA-target interactions (Wuchty et al., 2011) . Liang et al. (2011) described a web tool (mirAct, an extension of the method by Cheng and Li, 2008) , in which the difference in gene expression between targets and non-targets of a specific miRNA across experimental conditions is assessed.
The increasing availability of combined miRNA and mRNA expression data now opens new perspectives for studying and modelling gene regulatory networks in greater detail to get a deeper mechanistic understanding of gene regulation and consequences of dysregulations. In this study, we propose Bayesian inference of regulation of transcriptional activity (BIRTA), as a novel approach to infer both, TF and miRNA activities, from combined miRNA and mRNA expression data in a condition specific way. That means our model explains mRNA and miRNA expression for a specific experimental condition by the activities of certain miRNAs and TFs, hence allowing for differentiating between switches from active to inactive (negative switch) and inactive to active (positive switch) forms. BIRTA is formulated as a Bayesian network (Heckerman, 1997) , in which we make parameter inference on binomially distributed latent variables (miRNA and TF states) via Markov Chain Monte Carlo (MCMC). Extensive simulations of our model reveal its good prediction performance in comparison to a one-sided Fisher's exact (hyper-geometric) test and extended versions of mirAct and the RF method by Wuchty et al. The utility of BIRTA is demonstrated at the example of Escherichia coli data comparing aerobic and anaerobic growth conditions, and by human expression data from pancreas and ovarian cancer. The first example, although lacking miRNAs, was chosen because of the rich knowledge on TFs playing a role in the aerobic-anaerobic shift, and for showing that BIRTA can provide new insights even if reduced to modelling TF activity alone.
METHODS

Bayesian network model
Let A ={a irc } denote the set of all miRNA expression levels (after appropriate normalization and log-transformation of data) with a irc being miRNA i (i = 1,...,n) measured in the r-th replicate (r = 1,...,R c ) under experimental condition c (c = 1,2). For convenience, c = 1 is called the reference or control condition, although in general c = 1 does not have to designate a distinguished condition or basic state. Let further denote O ={o j c } the set of all mRNA expressions, where o j c denotes the -th replicate measurement for gene j in condition c (j = 1,...,m, = 1,...,R c ). For each miRNA, we introduce a condition-dependent binary hidden state variable s ic ∈{0,1}, where s ic = 0, if miRNA i is functionally inactive (i.e. has low concentration in the cell and thus does not alter mRNA expression) and s ic = 1, if the miRNA is functionally active (i.e. enhances the degradation of its targets). We assume the expression levels of miRNA i to be clustered into two Gaussian distributions according to both experimental conditions only, if miRNA i is has switched its activity between c = 1 and 2. Otherwise the expression levels are supposed to come from the same distribution. This can be described via the one-way ANOVA model 
where α i0 , α i and σ i ,i = 1,...,n, are parameters, which we summarize into the vectors α 0 , α and σ , respectively. The biological assumption underlying Equation (1) is that miRNA activity increases with its concentration. Similar to miRNAs, for each TF k, we introduce a condition-dependent hidden state variable t kc ,k = 1,...,K. We suppose to have prior knowledge on target genes of TFs as well as on target genes of miRNAs. The association of miRNAs and TFs to their respective targets can be represented in a bipartite graph, where edges point from miRNAs and TFs to their respective targets. We then assume the expression level of gene j under condition c to be determined by a linear combination of miRNA and TF activities:
where ω kj are relative influences of miRNA and TF regulators (miRNA(j), TF(j)) of gene j, which we summarize parameters into a vector ω. Parameter b j is the basal or reference expression level for mRNA j. Following our previous notation, we summarize all b j into a vector b.
As can be seen, Equation (2) now essentially describes a (sparse) Bayesian linear regression of miRNA and TF binding properties to gene expression. TF and miRNA states (s kc and t kc ) formally act as grouping variables for parameters ω. They allow to select or deselect whole groups of variables at once.
Our whole model, which is essentially a Bayesian network, can be depicted schematically in a graph (Fig. 1) .
Both, TFs and miRNAs, can influence mRNA expression via their functional activity. The functional activity of miRNAs is estimated by gene expression and miRNA expression data together, whereas TF functional activity is determined solely from gene expression data.
Condition-specific inference of TF and miRNA activities
Given the above defined Bayesian network model, we can make inference on treatment condition specific TF and miRNA activities, i.e. we can compute α,σ,ν) . Parameters b,α 0 ,α,σ and ν are estimated here in a preprocessing step from mRNA and miRNA expression data via limma (Smyth, 2004) . The details can be found in the Supplementary Material. Parameter ω is estimated via MCMC sampling (see below). Differential mRNA expression according to experimental conditions c = 1 and 2 can be explained by miRNA i (a likewise expression can be written down for TFs), if the difference
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is either close to −1 or 1. We can thus use this score to rank miRNAs: A value close to 1 indicates that the corresponding miRNA is essential for explaining the observed differential gene expression, because it reveals a high activity in the second and a low activity in the first experimental condition. Accordingly, a negative value close to −1 means a switch from low to high activity. In contrast, a value close to 0 means that there is almost no difference in miRNA activity and thus it is not essential for the explanation of the observed differences in mRNA expression. A similar score can be derived for TFs.
Parameter estimation via MCMC
To infer S,T and ω, we resort to MCMC sampling using the MetropolisHastings algorithm. We define two possible MCMC moves in state space, of which successively one is picked at random:
• switch: the activity of a miRNA or TF is toggled between active and inactive
• swap: two miRNAs or two TF exchange their states, if one is inactive and the other active
These basic MCMC moves have also been proposed in a different context by Bauer et al. (2010) for inference of GO category activities.
As an additional constraint for the 'swap' operation, we require that the set of regulated target genes for two miRNAs or TFs exhibit a certain minimal similarity (here: 0.8). The similarity of two target gene sets A and B is determined via the Tanimoto-Jaccard index:
The corresponding set of allowed swaps can be pre-computed to enhance computational speed. Both MCMC moves are executed in parallel for S and T . In doing so, we can take advantage of the fact that according to our assumptions, miRNA expressions are clustered into two Gaussian distributions only, if the corresponding miRNA is active in exactly one, namely the higher expressed, condition. This reduces the number of possible state combinations across both conditions to three: Either the miRNA is inactive in both conditions (coded as '−−'), active in both conditions (coded as '++') or it is only active in the higher expressed condition (coded '+−'). The search space for S just consists of {'−−','++','+−'} n .
Parameter ω are also included in our sampling procedure. For this purpose we employ a Gaussian transition kernel with variance 0.001. It is important to note that a specific ω jk needs to be modified only, if the corresponding TF or miRNA k is active under any condition. In that case, we perform 10 sampling steps for ω jk and then continue sampling S and T . That means sampling states and regression parameters ω are nested here.
To account for the fact that the TF-target gene network may contain several false-positive interactions, we set a prior for ω resembling the group lasso (Yuan and Lin, 2007) :
The idea is to make edge weights for each specific target gene sparse, hence ignoring the effect of possibly false-positive regulators. We set the parameter λ here as
This is based on the idea that the numerator and denominator are rough estimates of the log-likelihood (see Supplementary Material) and the logprior, which we wish to set into a certain ratio to each other.
In conclusion, using the Metropolis-Hastings algorithm, we accept a MCMC move with probability:
where N (S old ) and N (T old ) denote the number of reachable states from S old and T old , respectively. N (S new ) and N (T new ) are defined accordingly. As usual, our MCMC is initialized with a certain burn-in period (50 000 iterations, if not stated otherwise) until convergence to the stationary distribution is achieved. Convergence can be monitored by plotting the log-likelihood of the Markov chain at each iteration. Afterwards sampling from the true posterior is supposed, which is conducted for another 100 000 iterations here, unless stated otherwise. Within each iteration, we execute a MCMC move and accept the new configuration with acceptance probability h [Equation (7)]. The probability for s ic = 1 is then approximated by the relative frequency of seeing s ic active within the picked samples. Likewise, the probability for t kc = 1 can be estimated.
RESULTS
Simulations
The prediction performance of BIRTA on the one hand depends on the number of regulators and on the other hand, on the total number of mRNA targets. In principle, the more regulators we have the more difficult the prediction problem becomes. On the other hand, more mRNAs provide more evidence for the inference. We here simulated the behavior of our algorithm by randomly selecting 1000 human genes and constructing a joint network of their putative miRNA and TF regulators (see Supplementary Material). In consequence, we obtained a set of 545 miRNAs and 156 TFs regulating between 1 and 871 out of our selected 1000 target genes (median 15). We supposed that there were two experimental conditions for which the activities of a random subset of TFs and miRNAs were simulated. For the sake of simplicity the activities of TFs and miRNAs in the first condition ('control') were all set to 0 (inactive). In the second condition, ('treatment') each TF and each miRNA was set active with probability 1/#TFs and 1/#miRNAs, respectively, by sampling from a binomial distribution. The sampling process was continued until at least one miRNA and one TF was set active. We now simulated mRNA and miRNA expression data for both conditions (five replicates each) as described in the Supplementary Material, once by supposing that all targets of an active regulator showed a transcriptional response and once, by assuming 10 to 50% non-reacting target transcripts per TF and miRNA. Furthermore, we assumed 1% of the inactive miRNAs to show a false-positive differential expression.
After application of limma (Smyth, 2004) to compute significance for differential gene and miRNA expression, we applied (1) a one-sided Fisher test, (2) mirAct, (3) RFs and (4) our proposed Bayesian I nference of miRNA and T F Activities (BIRTA) to look for regulators, whose activity could explain the observed differences in gene and miRNA expression. For Fisher's exact test that amounted to find statistically over-represented target gene sets of defined regulators. Note that Lim et al. (2009) used a similar method called master regulator analysis. Its primary goal, however, is not the identification of TFs with switching activity (the master regulators); the targets of master regulators are rather used as a robust gene signature for classification tasks. We thank an anonymous referee for referring us to the excellent GenMir ++ algorithm (Huang et al., 2007) . GenMir++ uses a similar Bayesian network as BIRTA to construct a miRNA-target graph. As a by-product, it also infers condition-specific miRNA activity. However, it needs a large collection of different conditions to do that, and hence it was impossible to include GenMir++ as a competing method here.
The mirAct method (Cheng and Li, 2008; Liang et al., 2011 ) looks for significant differences in gene expression between targets and non-targets of a specific regulator across experimental conditions. Although the original approach was proposed for miRNA only, we here implemented an extension, in which also TFs were taken into account. The idea of the RF approach by Wuchty et al. (2011) is to perform a nonparametric regression of the regulator-target gene interaction matrix to the observed mRNA fold changes. Again, an extension of the original method was implemented, in which not only miRNA-target gene interactions but also TF-target gene interactions were taken into account. In agreement with Wuchty et al., we used RFs with 2000 trees here to ensure a~2-fold higher number of trees than genes. The RF implementation in the R-package randomForest has a hyperparameter mtry, which in agreement with Wuchty et al. we set to mtry = √ n+m (i.e. number of regulators). Afterwards, the permutation test proposed by Wuchty et al. was conducted to assess the significance of regulator importances. All methods except for BIRTA return a P-value for each regulator, which we corrected for multiple testing via Benjamini and Hochberg's (1995) FDR (false discovery rate) approach. For BIRTA, we looked at the absolute differences of activation probabilities [Equation (3)]. For all competing methods of BIRTA, we only tested regulators, which had differentially expressed targets to reduce the number of false positives, whereas for BIRTA, all theoretically possible regulators were considered.
We performed the whole simulation procedure 100 times and looked at the similarity of the target gene sets of predicted regulators versus those of true regulators. This was done via the TanimotoJaccard index [Equation (4)]. If all regulators are predicted correctly without any false positives, the Tanimoto-Jaccard coefficient has a value of 1. It decreases with an increasing number of false positives or false negatives and is zero, if there is no correct prediction. In contrast to purely looking at sensitivity and specificity, the Tanimoto coefficient also takes into account, how much a given prediction differs from the truth. If a wrongly predicted regulator has a completely different target gene set than the true one, then obviously this is a more severe error than if there is an almost perfect overlap. In this context, it has to be noted that different TRANSFAC matrices for the same TF appear as distinct regulators in our constructed regulator-target gene network (see Supplementary  Material) .
Our simulation analysis showed that with 0 and 10% non-reacting targets, target gene sets of regulators predicted by BIRTA generally had a high similarity to the target gene sets of the true regulators ( Fig. 2 and Supplementary Material) . In contrast, the other tested methods did not show such a behaviour and revealed a significantly lower similarity to the true target gene set. In addition, the pure false-positive rate of BIRTA was significantly lower than the one observed for other methods (figures in Supplementary Material).
With an increase of the fraction of non-reacting targets to 50%, the similarity of predicted versus true regulator target gene sets dropped drastically for all methods and did not reveal a significant advantage for any of them (figures in Supplementary Material).
We next investigated the influence of miRNA expression data for the good performance of BIRTA. For that purpose, we ran our simulation with assumed 10% non-reacting targets once using BIRTA as described previously and once when omitting miRNA expression data, i.e. purely on mRNA expression data. In that case, it was supposed that a miRNA could only be active under that condition, under which its target genes were expressed lower on average. Omitting miRNA expression data yielded a significant performance loss with respect to miRNA activity predictions, which in addition now revealed a very large variance. In contrast, the quality of TF activity predictions was unaffected and still rather high (figures in Supplementary Material). This means that integration of miRNA expression data had an essential influence on the prediction accuracy for miRNA activities.
We also investigated the influence of errors in the network topology due to wrong target predictions. For that purpose, we randomly permuted 20% of the TF and miRNA target gene associations in our network, while fixing the fraction of non-reacting targets to 10%. This lead to a median reduction of the Tanimoto coefficient for BIRTA's activity predictions by 40% for TFs and 20% for miRNAs. At the same time, a large increase in the variance of prediction accuracies was observed (figures in Supplementary Material). However, specifically for TFs, the median Tanimoto coefficient was still >40% above that of the best competing method (hypergeometric test).
Finally, we also looked, in how far the prediction quality of BIRTA was dependent on (1) the number of active miRNA and TFs, and (2) the number of target genes of active miRNAs and TFs. In both cases, a significant positive correlation was observed for miRNAs, indicating that the prediction performance of BIRTA increased the more active miRNAs with high number of target genes we have (figures in Supplementary Material). For TFs, in both cases, no significant correlation was observed, i.e. the prediction quality was independent on the number of active TFs and the number of their targets.
The computation time of our method scales linearly with the number of edges in the network. In practice, this means that it also scales linearly with the number of genes, if the number of targets per regulator can be upper bounded by a constant. The calculation of the real-world examples took ∼4 h on a standard desktop computer.
Aerobic versus anaerobic growth of E.Coli
We used preprocessed microarray data with 43 experiments of various E.coli mutants from Castelo and Roverato (2009) together with their published TF-target network of 160 TFs regulating between 1 and 409 genes (median 6). The original microarray data come from Covert et al. (2004) . Limma was used to identify 1309 differentially expressed genes between aerobic (three samples) and anaerobic (four samples) growth with FDR < 5% (Benjamini and Hochberg's approach). According to our TF-target network, these 1309 genes had 117 regulating TFs. We applied our BIRTA method to look for TFs showing an activity switch between aerobic and anaerobic growth (convergence plots in Supplementary Material). The prior probability for a TF to be active (see Supplementary Fig. 2 . Comparison of BIRTA to other approaches with 10% false-negative reacting target genes and 1% false-positive miRNAs. Depicted is the Tanimoto coefficient comparing target gene sets of predicted truly active regulators at different FDR/1 -probability cutoffs. Top: miRNA activities. Bottom: TF activities Material) was set to:
# regulators for DE genes #all TFs where 'DE' stands for all genes with FDR < 5%. We also tried different values for θ TF , but the result presented here was exactly the same.
Probabilities for activity of all TFs were either very close to 0 or 1. Eleven TFs (adiY, appY, arsR, dcuR, gadW, nikR, nsrR, rstA, slyA, ydeO and zntR) showed a probability of 1 for activity during anaerobic, but no activity (probability 0) during aerobic growth. On the other hand, 15 TFs (betI, birA, csiR, cusR, cueR, dnaA, gcvA, glcC, iclR, ilvY, mntR, ompR, pdhR, pepA and soxR) had a probability of 1 for activity under aerobic and a probability of 0 for being active under the anaerobic growth condition. All TFs except for pepA had between 1 (adiY, slyA, zntR, cusR, ilvY and mntR) and 14 (pdhR) target genes being differentially expressed with FDR < 5% (see Supplementary Material). The target gene set of TF pepA had a small (two genes) but statistically significant (P < 0.01, one-sided Fisher test) overlap with the regulon of TF rutR, which itself contained one differentially expressed target gene. A literature research revealed evidence for the involvement of betI, cusR, dnaA, iclR, ompR and soxR in aerobic growth control or oxidative stress response (Chodavarapu et al., 2008; Ding and Demple, 1998; Lamark et al., 1996; Lin et al., 2005; Matsubara et al., 2000; Outten et al., 2001) , whereas nikR, gadW, dcuR, appY and adiY play a role during anaerobic growth (Atlung et al., 1996; Brondsted and Atlung, 1994; Goh et al., 2005; Iwig et al., 2006; Rowe et al., 2005; Shepherd et al., 2010; Stim-Herndon et al., 1996; Zhou et al., 2011; Zientz et al., 1998) .
Pancreas carcinoma
We downloaded mRNA and miRNA expression data for human pancreatic cancer (N = 25) and non-malignant pancreas samples (N = 7) from GEO (GSE 32688). Gene expression data had been measured on the Affymetrix HGU133 plus 2 and miRNA data on the Exicon miRCURY LNA microRNA Array (v.11.0) platforms. After quality assessment, three mRNA arrays (two cancer, one normal tissue) were detected as outliers and had to be excluded from the subsequent analysis. The remaining chips were normalized via FARMS (Hochreiter et al., 2006) , and afterwards expression values for transcripts from the same gene were averaged. Transcripts that could not be mapped to genes were removed. For miRNA expression data quantile normalization was used and subsequently all non-human miRNAs filtered out. Limma was used to identify 647 differentially expressed genes and 50 miRNAs with FDR < 5%.
To account for possible TF-TF interactions we determined the overlap of TF target sets via the Tanimoto coefficient. This was based on the assumption that interacting TFs should have similar target gene sets. If the Tanimoto coefficient exceeded 0.5, we set an edge between two TFs in an undirected TF-TF graph that we created. Afterwards, we added the connected components of the TF-TF graph as additional regulator to our TF-target gene network (see Supplementary Material). We removed from our combined TF (cluster) and miRNA-target network TFs/TF clusters and miRNAs with > 5000 putative targets. After doing this, the 647 differentially expressed genes were associated to 116 regulating TFs/TF clusters and 547 regulating miRNAs. Pruning of the network was done to filter out regulators with very low specificity.
We applied our BIRTA method with parameters θ TF and θ miRNA set as in the last subsection. Due to computational reasons, relative TF and miRNA influences (parameter ω) were assumed to be identical for each target gene of a specific TF and miRNA. The burn-in and sampling phases were increased to 100 000 and 500 000 iterations, respectively. The convergence plot can be found in Supplementary Material.
We found 1 TF (FOXJ2), 1 TF cluster (NFκB50/GLI ) and 21 miRNAs (see complete lists in Supplementary Material), which were active in cancer (probability 1), but inactive in normal tissues.
All cancer active miRNAs had between 2 (miR-126) and 32 (miR-142-5p) differentially expressed targets. The TFs NFkappaB and GLI1 are known to play role as tumor promotor in various cancers, including pancreas cancer (Kayed et al., 2005; Pham et al., 2008) . Also, FOXJ2 was found to be mutated in pancreatic cancer . For 12 out of 21 miRNAs, we found a general relationship to cancer, and for 3 additional ones (miR-142-5p, miR216a and miR-217) a specific link to pancreatic tumors (references in Supplementary Information).
Three TFs (AIRE, MYC-MAX and AP2REP) and 13 miRNAs were found to be deactivated in cancer patients (probability 1, see lists in Supplementary Material). AIRE and MYC-MAX as well as 12 out of 13 miRNAs had differentially expressed targets (max, 42; min, 8) . TFs MYC-MAX and AP2REP have been generally related to cancers (Rozenblum et al., 2002; Wiener et al., 2004) . AIRE is an autoimmune regulator. Deregulation of autoimmunity and 'cancer development have been discussed to represent two sides of the same coin' (Ferretti et al., 2006) . Out of the 13 miRNAs found to be deactivated in cancer patients, we found 2 (miR-135b and miR-128) with a directly known relation to pancreatic carcinoma and additional 8 with a general relationship to various tumors (references in Supplementary Material).
Ovarian cancer
We downloaded mRNA and miRNA expression data (normalized, level 3) for N = 139 ovarian cancer patients from the TCGA repository (tumor stages IIA -IV, grades G2 and G3). All selected patients underwent an initial surgery with no residual tumor sizes < 10 mm and responded completely to adjuvant chemotherapy. We applied BIRTA in the same way as described above for pancreas carcinoma to distinguish patients with a reported relapse within 1 year from those with later relapse. Patients who died within 1 year without a reported relapse where removed. This left us with 57 early and 21 late relapse patients.
Four TFs (AIRE, FREAC7, AP2 and AMEF2) and 12 miRNAs were found to be active in early relapse patients, but not in late relapse ones (probability 1, see Supplementary Material). Expression levels of target genes of eight miRNAs (miR-185, miR-205, miR-219-5p, 509-3p, miR-510, miR-517b, miR-598 and miR-660) could be directly associated to relapse free survival times (log-rank test). For 11 out of 12 miRNAs as well as TFs AP2, AMEF2, we found a known relation to cancer (see Supplementary Material). The role of AIRE was discussed in the last paragraph. Furthermore, we found three additional TFs CETS1P54, SP1 and EVI1, which were active in both, early and late relapse patients. These three TFs are particularly known to play a role in ovarian cancer (Honda et al., 2006; Khatun et al., 2003; Nanjundan et al., 2007) . Interestingly enough, target genes of CETS1P54 also showed a significant association to relapse free survival.
In late relapse patients, we observed TFs NKX61, MYC-MAX, TBP, NKX25, YY1, MRF2, GLI, the TF clusters NFκB50/GLI, TBP/FREAC7 and 19 miRNAs to be active (probability 1). Target genes of 11 miRNAs could be directly associated to relapse free survival times. Furthermore, 11 miRNAs showed a known relation to cancer and 2 of them (miRNA-296-5p, miR-542-5p) specifically to ovarian neoplasms. MYC-MAX, TBP, NKX25, YY1, GLI and NFκB50 are all known to play role in various tumors and NFκB50 specifically also in ovarian cancer (Li et al., 2005) .
CONCLUSION
We proposed an approach, which integrates miRNA and mRNA data in a statistical framework (namely a Bayesian network) to make inference on TF and miRNA activities in a condition-specific way. It is worth to mention that our method does not suppose the mRNA expression level of a TF and its (putative) target genes to be correlated. This is in consistency with findings that such an assumption in general might not hold true (Wu and Chan, 2011) .
Our simulations indicate that our method yields highly specific predictions, which compared with other algorithms reveal a significantly higher agreement with true TF and miRNA activities. Application of our method to gene expression data from E.coli showed that we were able to detect condition-dependent TF activities for aerobic and anaerobic growth control, of which the vast majority could be confirmed by the literature knowledge. Moreover, we were able to find several cancer-associated TFs and miRNAs in a combined miRNA and mRNA dataset in pancreatic and ovarian tumors.
Of course, our approach crucially relies on the assumed TFand miRNA-target network, which is certainly a critical point for organisms different than yeast or Ecoli. Better algorithms for TFtarget and miRNA-target prediction could lead to more sensible results in the future and improve activity detection by all investigated approaches.
Altogether we see our method as a step toward the important goal to unravel causal mechanisms of gene expression changes under specific experimental or natural conditions. This may especially be important for a better understanding of disease mechanisms.
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