Using reduction of spherical functions we obtain generators of the algebra and the field of invariants for the coadjoint representation of Borel and maximal nilpotent subalgebras of simple Lie algebras.
Introduction
In this paper we study the rings and fields of invariants of the coadjoint representation of Borel and maximal nilpotent subalgebras of simple Lie algebras.
In the original paper on the orbit method [1] , the generators of the ring of polynomial invariants of the coadjoint representation of unitriangular Lie algebra (i.e. maximal nilpotent subalgebra in A n ) were discovered. It was proved that the algebra of invariants is freely generated by the system of corner minors (see also [2] ).
There are no nontrivial polynomial invariants for the coadjoint representation of Borel subalgebra (see theorem 3.1). But the field of invariants may be nontrivial, for instance for A n . The system of generators of the field of invariants for the Borel subalgebra of A n was discovered in the papers [3, 4] (see also [5, 4.8] ). In the paper [6] , solving the problem of integration of Eiler equation, the generators for the Borel subalgebras of simple Lie algebras B n , C n , D n and G 2 were fond out. For the classical Lie algebras the statement was formulated in terms of the minors of characteristic matrix.
In the general case of an arbitrary simple Lie algebra, one can obtain the description of generators as a result of some induction procedure (see proposition 2.6 and [7] ). However, it will be desirable to obtain more exact description, as for classical Lie algebras. But it is not clear in what terms to formulate this exact description. How to determine what is a minor and a characteristic matrix for an arbitrary simple Lie algebra?
We offer the new approach in this paper, that is gives a possibility to obtain generators of the ring and the field of invariants for the Borel and maximal nilpotent subalgebras.
The approach is based on the reduction of spherical functions. The mail results of the paper are formulated in the theorems 2.12, 3.1, 3.2, 3.6, 3.7.
Invariants of the coadjoint representation of maximal nilpotent subalgebras
Let g be a split Lie algebra over a field K of zero characteristic with the roots system ∆. By G we define the linear subgroup with the Lie algebra g. Introduce the following notations: h is the standard Cartan subalgebra; n (resp. n − ) is the nilpotent subalgebra, spanned by root vectors e α , α > 0 (resp. α < 0); b (resp. b − ) is the Borel subalgebra, which is equal to b = h ⊕ n (resp. To any rational function F (g) on the group G we correspond the formal series
where k ∈ Z and the coefficients F i (x) are rational functions on n − . If F belongs to the local ring of the unit element e (in particular, F ∈ K[G]), then k ∈ Z + and all coefficients are lying in K[n − ]. We shall say that F 0 is the lowest coefficient in decomposition (1) and k is the lowest degree.
Denote by K[G]
N ×N the ring of invariants with respect to left-right action of the group
Proof. First of all we note that it is sufficient to prove the statement in the case when F is a eigenfunction with respect to the right action of the Borel subgroup B. That is when F (gb) = χ(b)F (g), where g ∈ G, b ∈ B and χ is some character of the subgroup B.
Since
Any element a ∈ N − B is uniquely presented in the form a = a − a + , where a − ∈ N − and a + ∈ B.
For any s ∈ N − there exists an open neighbourhood of unity such that gs ∈ N − B for any g in this neighbourhood and, therefore, gs = (gs) − (gs) + . Denote ρ g (s) = (gs) − .
This formula determines the local action of G on N − , which is called the dressing action. In particular, if we put g ∈ N , then this formula determines the dressing action of
, then for any g ∈ N and s ∈ N − we have
Substitute s = exp(tx), where x ∈ n − , into the formula (2). Since χ(g) = 1 for any g ∈ N , then χ((g exp(tx)) + ) = 1 + tθ(x, t), for some polynomial θ(x, t).
Denote by η(t) the curve ρ g (exp(tx)) in the group N − . The formula (2) implies
As η(0) = exp(tx)| t=0 = e, then, by the formula (3), we obtain
Let us show that η
. Since g ∈ N , then for small t the curve g exp(tx) belongs to the open subset N − B. From this it follows that g exp(tx) = η(t)ζ 1 (t), for some curve ζ 1 (t) in the group B. Note that
where ζ(0) = e. Differentiate (5) with respect to t at t = 0:
Substituting into (4), we obtain F 0 (Ad * g (x)) = F 0 (x) for any x ∈ n − = n * . We proved that the polynomial F 0 is invariant with respect to Ad * g . 2 For any irreducible finite-dimensional representation T we denote by S T (g) the spherical function
where v 0 (resp. l 0 ) is the dominant vector of representation T (resp. of conjugate representation of T ). Corollary 2.2. For any irreducible finite-dimensional representation T the lowest coefficient (S T ) 0 of the expansion (1) for S T (g) belongs to A N . Let T 1 , . . . , T n be the system of fundamental representations of the group G, their fundamental weights are ̟ 1 , . . . , ̟ n , where n = rank(g). Let S 1 (g), . . . , S n (g) be the corresponding spherical functions. For any i the expansion (1) has the form:
By P 1 , . . . , P n we denote the lowest coefficients S 10 , . . . , S n0 of the corresponding decompositions (6).
Corollary 2.3. The polynomials P 1 , . . . , P n belong to A N . Let Γ be the Heisenberg algebra over the field K, generated by the system We say that A n is a standard Poisson algebra if it is generated by p 1 , . . . , p n , q 1 , . . . , q n satisfying the relations {p i , q j } = δ ij and {p i , p j } = {q i , q j } = 0. Note that the localization of Sym(Γ) with respect to z contains the standard Poisson subalgebra A n , generated by p i = x i and q j = z 
Proof. One can extend the derivation D to derivation of A n (the standard Poisson subalgebra in the localization of Sym(Γ) with respect to z). Any derivation of a standard Poisson subalgebra is inner (one can prove this similarly to [8, 4.6.8] ). There exists an element a ∈ A n , such that D(u) = {a, u} for any u ∈ A n . Since D(V ) ⊆ V and D(z) = 0, then the element a can be represented in the form a = z Denote by e α , α ∈ ∆ + , the standard basis in n. Each vector of the basis (as well as any vector of n) is a linear form on n * and, therefore, it is an element in A.
Let ξ Proof. As it was proved above, the localization of the Poisson algebra Sym(Γ 1 ) with respect to Z 1 is the tensor product K[Z
±1
1 ] ⊗ A s . In our case, the subspace V of the lemma 2.4 is spanned by the root vectors e α , where α runs over the set of singular for ξ 1 roots. For any root β ∈ ∆ + 1 we consider the derivation D β = ad e β of the Heisenberg algebra Γ 1 . By lemma 2.4, the exists the element a β ∈ Z −1 1 V 1 Sym(V 1 ) such that D β (P ) = {a β , P } for any P ∈ Γ 1 . Therefore, the elementẽ β = e β − a β satisfies {ẽ β , P } = 0 for any P ∈ Γ 1 .
The uniqueness of a β implies that the correspondence e β →ẽ β uniquely extends to the embedding of the Poisson algebra A 1 into the Poisson algebra A(ξ 1 ), such that its image lies in involution for Γ 1 . One can see that A(ξ 1 ), as a commutative algebra, is generated by Γ 1 and the image of A 1 . This concludes the proof. 2
In the extended Dynkin diagram the root −ξ 1 connects with one or two simple roots (the last only for A n ). After removing these roots in the system of simple roots Π of the algebra g we obtain the system of simple roots Π 1 , which is irreducible for all systems of simple roots, besides B n and D n . In the last cases, the system Π 1 is the union of A 1 and the corresponding simple root system of rank n−2 (besides D 4 , when this system is a union of three A 1 ) . The algebra n 1 of lemma 2.5 is a maximal nilpotent subalgebra in the semisimple Lie algebra with the system of simple roots Π 1 . We choose the greatest positive root ξ 2 for n 1 , if Π 1 is irreducible, or a pair of maximal positive roots ξ 2 > ξ 3 (resp. triple ξ 2 > ξ 3 > ξ 4 for D 4 ), if Π 1 is reducible. Continuing this process further, we have got the subsystem of positive roots
Proposition 2.6. There exists a system of rational functions Z 1 , . . . , Z m with the system of weights ξ 1 , . . . , ξ m with respect to the coadjoint action of Cartan subalgebra such that 1) any Z i lies in the localization of the algebra A with respect to the denominator system, generated by
2) all Z i are invariant with respect to the coadjoint representation of the group N (i.e. all are lying in F N ); 3) the localization A(Ξ) of the algebra A with respect to the denominator system, generated by Z 1 , . . . , Z m , is isomorphic as a Poisson algebra to the tensor product Proof is follows from lemma 2.5. 2
and F is an eigenfunction for the action of H in F , then F is written in the form
where k i ∈ Z for any i = 1, m.
Proof. The system of weights Ξ is linear independent over Z. 2
This implies that any polynomial P i (see (6) ) is written in the form
where k ij ∈ Z.
The weight of the polynomial P i with respect to the action of Cartan subalgebra h is equal to ̟
Recall that w 0 = −id for the Lie algebras A n , B n , C n , D n (for even n), G 2 ,
The formula (9) implies
Further, we find the system Ξ = {ξ 1 , . . . , ξ m } and obtain the formulas (10) for each simple Lie algebra of types A n − E 8 . In what follows, we use the standard notations of [9, Tables I-IX] .
Thus, we have got
For n = 2l, l > 1, we obtain
Case C n = sp(2n, K), n 3. Here m = n and ̟ ′ i = 2̟ i for any 1 i n. We obtain
In the case n = 2l, we have m = n, ̟ ′ i = 2̟ i for any 1 i n and
For n = 2l + 1 we have m = n − 1, ̟ ′ i = 2̟ i for any 1 i n − 2 and
Case E 6 . We have m = 4 and
Lemma 2.9. For any simple Lie algebra and any 1 i m, the greatest common divider of the row (k i1 , . . . , k im ) (see formula (10) ) is equal to 1 or 2.
Proof follows from the above formulas of type (10) for simple Lie algebras
It follows from the formula (9) that either P i = Q i , or
Proof of item 2) follows from item 1) and corollary 2.7 . The statement of item 1) is checked in each case A n − E 8 separately. 2 Lemma 2.11. Q 1 , . . . , Q m ∈ A N . Proof. As P i ∈ A, then the statement is obvious in the case P i = Q i . Let P i = Q 2 i . Since Q i ∈ F , P i ∈ A, and the ring A is integrally closed, then
Theorem 2.12.
1) The ring of invariants A N of the coadjoint representation of the group N is the polynomial ring of Q 1 , . . . , Q m . 2) For any nonzero elements c 1 , . . . , c m of the field K, the set, defined in n * by the system of equations
is a coadjoint orbit (of maximal dimension).
Proof. Item 2) follows from the formula (11) and item 3) of proposition 2. ] with the symmetric algebra S(n). Then F is contained in S(n) and is a weight function for the adjoint representation ad b in S(n). Since S(n) ⊂ S(g), then F is a dominant vector for the adjoint representation of g in S(g). This proves that λ is a dominant weight.
We denote the h-weights of polynomials Q 1 , . . . , Q m by η 1 , . . . , η m . It follows from definition of Q i that either
Looking through the expressions of each ̟ ′ i in terms of {̟ i } in each case A n − E 8 , we obtain that η i coincides with one of the weights ̟ i , 2̟ i or ̟ i + ̟ φ(i) (the last case occurs in the cases A n , D n (n is odd) and E 6 ). We get η i (H α i ) = 2 ǫ , where ǫ equals to 0 or 1, and η i (H α j ) = 0 for any j = i and 1 j m.
Since F is contained in A N , then F ∈ F N . It follows from corollary 2.8 and item 1) of the lemma 2.10 that
For any simple root α i we obtain
We conclude that s i ∈ Z + and, therefore,
The theorem 2.12 implies Corollary 2.13. The polynomials Q 1 , . . . , Q m are irreducible over the field K. . In particular, F is an invariant of the adjoint representation of the Cartan subgroup H. Hence, F ∈ S(h). Since ad e α F = 0 for any simple root α, then F ∈ K. 2 Turn to description of the field of invariants BF B . Let, as above, w 0 be the element of the greatest length in the Weyl group. Proof. In the case m = n, where n, as above, is the rank of g. Denote by h 1 , . . . , h n the dual basis for ξ 1 , . . . , ξ n in h. Localization of the algebra BA with respect to the denominator system Z 1 , . . . , Z n coincides with the algebra
where A s is the algebra of the proposition 2.6, the algebra A ′ n is also a standard Poisson algebra with generators
Finally, we have got BF B = K. 2 As in (1) , to a rational function F (g) on the group G we correspond the formal series
where exp tx is the formal exponent, k ∈ Z and the coefficients F i (x) are rational functions on
Proof. Consider the Zarisky-open subset B − N in the group G. Similarly to the proof of proposition 2.1 we define the dressing action of the group N on B − . As in formula (2), we can show that for any g ∈ N ands ∈ B − the following equality holds
After this the proof is concluded similarly to proposition 2.1. 2 Let g be a Lie algebra such that w 0 = −id. As we saw above, in this case, the Lie algebra g is either coincide with A n , or with D n (n is odd), or with E 6 . For this Lie algebras w 0 = −φ, where φ is some nontrivial automorphism of the system of simple roots. Automorphism φ acts by permutations on the system of fundamental weights ̟ 1 , . . . , ̟ n . We consider φ to be a permutation of {1, . . . , n}. Choose some subset A in the set {1, . . . , n}, satisfying the following two properties: i) φ(i) = i for any i ∈ A; ii) for any i from the system {1, . . . , n} either i ∈ A, or φ(i) ∈ A.
Easy to see that |A| = n − m. We restrict the spherical function S i (g), i ∈ A, on B and decompose as in the formula (13):
Since any elementx of b − = b * is uniquely expressed in the formx = x + y, y ∈ h, x ∈ n − , then we consider any polynomial F on b − to be a polynomial in two variables x and y. We shall write F (x) = F (x) (resp. F (x) = F (y)), if F does not depend on y (resp. on x). Proposition 3.4. We claim that 1) The zero term S i0 (x) of expansion (15) coincides with the zero term S i0 (x) in expansion (6) for the same S i (g).
2) The first term S i1 (x) of expansion (15) can be represented in the form
Taking into account (17) and (18), we get
From here S 0 (x) = l 0 (M 0 (x)v 0 ) (this proves statement 1) of our proposition) and
Since yv 0 = ̟(y)v 0 and l 0 (yv) = w 0 ̟(y)l 0 (v) for any v from the representation space, then
Denote by J i the following rational function Let us prove that S i1 is also invariant for Ad *
. From here S i (exp(tx)) = t k (S i0 (x) + tS i0 (x) + O(t 2 )), S φ(i) (exp(tx)) = S i (exp(−tx)) = t k ((−1) k S i0 (x) + (−1) k+1 tS i1 (x) + O(t 2 )).
Consider the function
Expansion (13) for the polynomial F (g) has the form F (exp(tx)) = t k+1 (S i1 (x) + O(t)).
The polynomial F (g) is a N × N -invariant; hence, S i1 (x) is an invariant for Ad * N (see proposition 3.3). 2 Theorem 3.6. If g is a simple Lie algebra, satisfying w 0 = −id, then BF B is the field of rational functions of the system {J i (x) : i ∈ A}.
Proof. First, let us prove that w 0 (ξ) = −ξ for any ξ ∈ Ξ. Indeed, since ξ 1 is the greatest positive root, then w 0 (ξ 1 ) = −ξ 1 . If γ is a singular root for ξ 1 , then w 0 (γ) = −γ ′ , where γ ′ is also a singular root for ξ 1 . Therefore, (1 + w 0 )̟ i (see item 2) of proposition 3.4), then L i ⊥ Ξ. The system {L i : i ∈ A} for a basis in the orthogonal complement to Ξ in h.
By the formulas (16) and (20), the system {J i : i ∈ A} is algebraically independent.
We complete {L i : i ∈ A} by the system h 1 , . . . , h m to the basis of h so that ξ i (h j ) = δ ij .
The localization of the algebra BA by the denominator system Z 1 , . . . , Z n coincides with the algebra
where A s is an algebra of proposition 2.6, the algebra A Proof follows from the presentation of localization of the algebra BA with respect to Z 1 , . . . , Z m as the tensor product of type (12), in the case of item 1), and of type (21), in the case of item 2). 2
