In this paper we consider two problems concerning string factorisation. Specifically given a string w and an integer k find a factorisation of w where each factor has length bounded by k and has the minimum (the FmD problem) or the maximum (the FMD problem) number of different factors. The FmD has been proved to be NP-hard even if k = 2 in [9] and for this case we provide a 3/2-approximation algorithm. The FMD problem, up to our knowledge has not been considered in the literature. We show that this problem is NP-hard for any k ≥ 3. In view of this we propose a 2-approximation algorithm (for any k) an exact exponential algorithm. We conclude with some open problems.
Introduction
Combinatorial properties of strings of symbols from a finite alphabet have been studied in many different fields such as computer science, mathematics, physics, biology (see for example [1, 7, 2, 5] ). In particular a problem that has gained much attention is the equality-free string factorisation with bounded width [3, 4] which arises in bioinformatics and is motivated by the problem of gene synthesis [10, 8] . A factorisation F of size l of a string w is any tuple (u 1 , u 2 . . . , u l ) of substrings of w (called factors), that satisfies w = u 1 · u 2 · . . . u l . The width of a factorisation is the maximum length of its factors. An equality-free factorisation is a factorisation where all the factors are different. Several variations of this problem have been considered in literature leading to interesting combinatorial problems with applications in various areas as bioinformatics, pattern matching or data compression (see for example [5, 9] ). If we keep the equality-free property then two variants may be considered: either we require the factorisation to have large size or to have small width [9] . Both of these problems are NP-hard even if the alphabet is binary as shown in [4, 9] . If the equality-free property is dropped, and hence repetition of factors is allowed, we can consider the converse problem and ask for a factorisation that is highly repetitive, meaning that has the smallest number of different factors [9] . It seems then natural to consider the versions of this problem resulting by the interplay of two variables: the width k and the number of different factors d (that we call the dimension). Specifically we consider the following two problems.
Preliminaries
In this paper we consider strings of length n over some finite alphabet Σ. For w ∈ Σ n , we denote by |w| its length and by w[i : j] the subtring of w starting at position i and ending at position j, if i = j we indicate by w[i] the symbol at position i. The concatenation of two strings u, v is denoted by u · v. When u is a substring of w we write u ⊆ w. A factorisation F of a string w is any tuple (u 1 , u 2 . . . , u l ) of substrings of w with l ≥ 1, that satisfies w = u 1 · u 2 · . . . u l . The substrings u i are called factors of w. A substring of length at most k is called a k-factor. An 1-factor is called singleton. The width of a factorization is the maximum length of its factors. A factorisation in k-factors is called k-factorisation. Furthermore, D(F ) stands for the set of factors in F and its cardinality is called the dimension of F , denoted by d(F ). Notice that, due to multiplicity, the number of factors in F can be larger than d(F ).
An approximation algorithm for the FmD problem
The FmD problem is proved to be NP-hard in [9] even for k = 2 (but the size of the alfabet must be unbounded). In the following we present a 3/2-approximation algorithm for the case k = 2. Notice that given a string w on m symbols and an integer k a trivial algorithm that outputs a factorisation F where each factor is a singleton, is a k-approximation for the FmD problem. Indeed, d(F ) = m and any other k-factorisation will have at least m/k factors.
A 3/2-approximation algorithm for the case k = 2
Here we show that by modifying the trivial 2-approximation algorithm we obtain a 3/2-approximation algorithm.
Definition 1. Given a string w a factor f = ab is said good if there exist a 2-factorisation F of w such that there is no factor in F different from ab that contains a or b. A factor of size 2 that is not good is said bad.
For example in the string w = acbacba the factor cb is good but the factor ac is not. We are now ready to define our algorithm. The algorithm starts with a factorisation F of w containing only singletons. Let A(w) be the set of all good factors in w. While there is a good factor ab in A(w) it modifies F by merging all the adjacent 1-factors a, b into the 2-factor ab. Then it updates A(w) by removing all the factors that contain either a or b. When this operation is not possible anymore it ends outputting F . The pseudocode is given in Algorithm 1.
Algorithm 1:
A greedy algorithm for finding a 2-factorisation with minimum dimension
Choose a factor ab in A; 6 Update F by substituting all the subsequent factors w
Clearly the algorithm produces a valid 2-factorisation of w. However, this may not be an optimal solution. Indeed, let w be the string a 1 b 1 a 1 c 1 a 2 b 2 a 2 c 2 . . . a t b t a t c t with |Σ| = 3t and n = 4t. Notice that A(w) = ∅ and thus, the algorithm produces a factorization consisting of all the 3t singletons. An optimal factorization that will take the 2-factors a i b i and a i c i for all 1 ≤ i ≤ t will have dimension 2t. This shows that the approximation factor of Algorithm 1 is at least 3/2. We prove in the next theorem that this is the real approximation ratio of our algorithm. Theorem 1. The algorithm GreedyMinFactorisation is a 3/2-approximation algorithm for the FMD problem with k = 2.
Proof. Consider a string w ∈ Σ n . Let S be the set of symbols that appear in w and m = |S|. We denote by S good the set of symbols appearing in some maximal good factor in A(w) and S bad = S − S good the ones that do not appear. We denote by m good = |S good | and m bad = |S bad |. Clearly, m good + m bad = m.
Let F G be the factorisation produced from the greedy algorithm and let F * be an optimal factorisation. We prove the following two results:
Notice that from (1) and (2) 
Proof of (1) The greedy takes two types of factors singletons and good factors. Let λ G good be factors of size two that are good and λ G singl the number of factors of size 1. To prove (1) we show that:
Notice that (1) follows immediately by (i)-(ii) by observing that d(F G ) = λ G singl + λ G good . The equality in (i) follows by the definition of a good factor and line 6 of Algorithm 1. To prove (ii) we show that the algorithm makes at least m good /4 steps. To this purpose, it is sufficient to show that at each step of the algorithm the number of symbols that appear in A = A(w) (i.e. good symbols) decreases by at most 4. Consider a generic step of Algorithm 1 and let f = ab the chosen good factor. By definition of good factor there is at most one other factor in A containing a (b) and this factor is of the form xa (by). Thus, at line 7 of the algorithm there are at most 3 factors that are removed from A, containing at most 4 different symbols.
Proof of (2) We first define a canonical form for a factorisation F .
Definition 2.
We say that F is in a canonical form if the followings hold:
(1) for any factor ab in F none of the factors in {a, b, ba, bb, aa} belongs to F .
(2) for any good factor f = ab in F , there is no factor f ′ = f in F such that f and f ′ share a symbol.
(3) for any bad factor f = ab in F , there is at least another bad factor f ′ = f in F such that f and f ′ share a symbol.
Lemma 1. Any string w has a canonical optimal factorisation F .
Proof. Let F be an optimal factorization of w. We consider three cases:
Case 1:
Suppose F does not satisfy item (1) of Definition 2 then there exist in F a factor f = ab and a non empty set of factors R ⊆ {a, b, ba, bb, aa}. Then we define a new factorisation F ′ starting from F and decomposing all the factors f ′ in F with f ′ ∈ R ∪ {ab} into singletons. As R is not empty the number of different factors does not increase. Thus, F ′ is still optimal.
Case 2: Suppose F does not satisfy item (2) of Definition 2 then there exists a good factor f = ab which shares symbols with other factors in F and let R be the set of these factors. We define a new factorisation F ′ starting from F , removing either a or b from each factor in R different from ab. Finally we merge all the singletons a and b into ab. This operation is possible as ab was a good factor.We have that F ′ is still a factorization and its dimension does not increase. Thus, F ′ is still optimal.
Case 3: Suppose F does not satisfy item (3) of Definition 2 and let f = ab be a bad factor such that there is no other bad factor in F containing a or b. From the two previous items we can assume that the singletons a, b are not in F and no other good factor contains a and b. Thus, no other factor in F contains a or b. By Definition 1 f must be a good factor contradicting our initial hypothesis.
The proof concludes by observing that the three cases can be satisfied simultaneously.
From Lemma 1 we can assume F * is canonical. The optimum will have three type of factors and let: λ * good be the number factors of size two that are good, λ * bad be the number of factors of size two that are bad and λ * singl be the number factors of size 1. Observe that only good symbols may appear in good factors, whereas bad factor or singletons may contain both good and bad symbols. Let m 1 good be the number of good symbols appearing in good factors in F and m 2 good + m 2 bad be the number of good and bad symbols appearing in bad factors. We show that:
The inequalities (i) and (ii) are straightforward. The inequality (iii) is proved by the following lemma.
Lemma 2. Let F be any canonical optimal factorisation of w, f 1 , . . . , f t all the bad factors in F and S the set of symbols that appear in these factors. It holds that |S| ≤ 3t/2.
Proof. To prove the lemma we construct a graph
if the factors f i and f j share a symbol. We partition the set of vertices according to the following procedure: We start with G 1 = G. At step i ≥ 1 we choose a vertex v i of maximum degree and let R i be the set of vertices containing v i together with its adjacents in G i . Then G i+1 is obtained from G i by deleting the vertices in R i and the edges incident to them. The procedure ends when there are no more vertices left (i.e. G i is empty). Let R 1 , . . . R k be the sequence of vertices produced by this procedure. Let |R i | = r i for any 1 ≤ i ≤ k. From item (iii) of Definition 2 the graph G has no isolated vertex. Thus, let j be the last index for which r j ≥ 2. Notice that 1 ≤ j ≤ k. For each i ≤ j the number of symbols that appear in the set R i is at most r i + 1. Indeed, v i contributes by at most 2 symbols and each adjacent vertex shares a symbol with v i and hence the contribution of each adjacents to the set of symbols is at most 1. For any i ≥ j + 1 the vertices v i are isolated in G i and thus could theoretically contribute by 2 symbols. However, as the graph G was connected, v i must necessarily be adjacent to some vertex in ∪ i−1 l=1 R i and thus each isolated vertex contributes by at most one new symbol. Summarizing we have that
Where the last inequality follows by observing that for every i ≥ j, r i ≥ 2 and thus j ≤ t/2 .
In conclusion using (i)-(iii) we have that:
The inequality (1) follows by the definition of good and bad symbols and point (2) of Definition 2 while inequality (2) follows by simply observing that m 1 good ≤ m good .
We conclude this section by observing that the GreedyMinFactorisation algorithm runs in O(kn) computational time. Indeed, the set of good factors A(w) can be computed in O(n) by using for example a hash table and the second part of the algorithm requires O(kn) time as each symbol of w is considered at most k times.
NP-hardness of the FMD problem
In this section we prove the hardness of the FMD problem. To this purpose we show the NPcompleteness of its decision version.
PROBLEM: k-Factorisation of Maximum Dimension (k-FMD )
INPUT: A string w in Σ n and an integer d. QUESTION: Does there exists a factorisation F of w of width at most k such that d(F ) ≥ d ?
The reduction is from the 3-Dimensional -Matching problem that is known to be one of Karp's 21 NP-complete problems [6] . Let X, Y and Z be finite, disjoint sets, with |X| = |Y | = |Z| and let T be a subset of X × Y × Z. That is, T consists of triples (x, y, z) such that x ∈ X, y ∈ Y , and z ∈ Z. M ⊆ T is a 3-dimensional matching if the following holds: for any two distinct triples (
We are ready to prove the main result of this section.
Theorem 2. The k-FMD problem is NP-complete for any k ≥ 3.
Proof. Let T ⊆ X × Y × Z and l = |X| = |Y | = |Z| be an instance of 3D-Matching. We create an instance of k-FMD as follows. We denote |T | = t.
• For each triple (p i , q i , r i ) ∈ T , with 1 ≤ i ≤ t, we create the substring of length 6:
• For each pair (p, q) such that there exists (p i , q i , r i ) ∈ T , with p i = p, q i = q we create the substring of length 4: z pq = c 1 pq pqc 2 pq . • For each pair (q, r) such that there exists (p i , q i , r i ) ∈ T , with q i = q, r i = r we create the substring of length 4: z qr = c 1 qr qrc 2 qr .
We consider the string w = u 1 · u 2 · . . . · u t · x 1 · x 2 . . . · x t · y 1 · y 2 · . . . · y t · z pq · . . . · z qr . Notice that the length of the string w is 6t + 4t + 4t + 4t 1 + 4t 2 where t 1 ≤ t, t 2 ≤ t are the number of the pairs (p, q) and (q, r), respectively. The alphabet Σ is given by the union of the sets X, Y, Z and the set containing the symbols t 1
Hence the size of Σ is given by 3l + 7t + 2t 1 + 2t 2 ≤ 3l + 11t. Finally to define the instance of k-FMD we set d = 2l + 10t + 3t 1 + 3t 2 .
We show now that T has a 3D-Matching of size l if and only if w has a k-factorization F , with k ≥ 3 such that d(F ) ≥ d.
(←) Let M ⊆ T be a 3D-matching with |M | = l. We construct the following factorization F of w:
Notice that these factors appear exactly once as M is a 3D-matching. This contributes to the dimension of F with 6l different factors.
Notice that these factors appear exactly once as all the triples in T are different and t 1 i , t 2 i and f i are different from the ones in item (i) as the set of triples considered in (i) and (ii) are disjoint. This contributes with 4(t − l) different factors.
(iii) For all 1 ≤ i ≤ n we split
Notice that these factors are all different among them and also different from the ones in the previous items. This contributes with 3t different factors.
Similarly to the previous item this contributes with 3t different factors.
(v) For all z pq we split into 3 factors: c 1 pq , pq, c 2 pq . This contributes with 3t 1 different factors. (vi) For all z qr we split into 3 factors : c 1 qr , qr, c 2 qr . This contributes with 3t 2 different factors. Thus we have a factorisation F of width k = 3 and d(F ) = 6l + 4(t − l) + 3t + 3t + 3t 1 + 3t 2 = 2l + 10t + 3t 1 + 3t 2 = d.
(→) We first define a canonical form for the factorization F of our string w. Definition 3. We say that F for w is in canonical form if the followings hold:
the substrings x i and y i are factorized with the factors a 1 i , t 1 i p i , a 2 i and b 1 i ,
for all pairs (p, q), (q, r) that appear in the triples of T , the substrings z pq and z qr are factorized with the factors c 1 pq , pq, c 2 pq and c 1 qr , qr, c 2 qr , respectively. Lemma 3. The string w has a canonical factorisation F of maximum dimension.
Proof. Let F be a factorization of w of maximum dimension. If F is canonical we are done otherwise we consider three cases:
Case 1 Suppose F does not satisfy item (1) of Definition 3. Then there is in F , a factor w j of length at least 2 which contains at least one symbol s in
We can define a new factorisation F ′ from F by decomposing w j = w 1 j · s · w 2 j . Notice that w j contributes to the dimension of the factorisation by at most one. Moreover, the factorization F ′ = w 1 · . . . · w 1 j · s · w 2 j · . . . · w m contains the factor s which never appeared in F (as s appears only once in w). Hence, the dimension of the new factorization does not decrease.
Case 2 Suppose F satisfies item (1) but does not satisfy item (2) of Definition 3. Suppose first there exists an i such that the string x i = a 1 i t 1 i p i a 2 i is not split in a 1 i , t 1 i p i , a 2 i . However, F satisfies item (1), a 1 i and a 2 i must necessarily be singletons and thus the only possibility left is that x i is split in a 1 i , t 1 i ,p i , a 2 i . We consider the new factorisation F ′ where we substitute the two factors t 1 i ,p i , with the single factor t 1 i p i . Notice that w contains exactly two occurrences of t 1 i : one in x i and one in u i = t 1 i p i q i r i t 2 i f i . As all u j are separated by f j , using item (1) of Definition 3, we have that in F ′ (and also in F ) u i must be split in such a way that the first factor is of the form t 1 i · v (with v ⊆ p i q i r i t 2 i ). We consider the factorisation F ′′ for which we substitute the factor t 1 i · v with two factors t 1 i and v. Notice that if v = ∅ then F ′′ = F ′ . It remains to show that d(F ′′ ) ≥ d(F ). Notice that the only difference between F and F ′′ is that F contains t 1 i · v and p i , while F ′′ contains t 1 i p i and v. We need to consider the following cases:
• Otherwise p i q i ⊆ v ⊆ p i q i r i t 2 i then we can split even more v to ensure that the dimension of the factorization does not decrease. Thus we can define F ′′′ which is obtained from F ′′ by substituting the factor v with p i and v ′ (where v = p i · v ′ ). Clearly d(F ′′′ ) = d(F ).
It can be shown similarly that there exists a factorisation of maximum dimension in which
And this concludes the proof. (1) and (2) of Definition 3 but does not satisfy (3) . We follow the same argument as in the previous case. There exists a pair (p, q) such that z pq = c 1 pq pqc 2 pq is not split in c 1 pq , pq and c 2 pq . However, by item (1) the c 1 pq and c 2 pq must necessarily be singletons and thus the only possibility left is that z pq is split in c 1 pq , p, q and c 2 pq . We define a new factorisation F ′ starting from F and substituting the two singletons p,q, with the single factor pq. We need to consider the following cases:
Case 3 Suppose F satisfies items
• pq is not a factor of F and at least one between p and q appear more than once in F (and thus they still appear in F ′ ). Then clearly d(F ′ ) cannot be smaller than d(F ).
• pq is a factor of F , then we define F ′′ starting from F ′ and splitting the factor pq of F in p and q. Clearly, d(F ′′ ) = d(F ).
• Otherwise pq is not a factor of F and p and q appear both exactly once in F (and thus they do not appear in F ′ ). Thus d(F ′ ) = d(F ) − 1. However, there exists at least one triple (p i , q i , r i ) ∈ T for which p i = p, q i = q. Then there are two possibilities:
u i is split such that p, q appear together in a single factor v i pqv ′ i with at least one among v i , v ′ i non empty. Then we define F ′′ from F ′ by splitting the factor v i pqv ′ i into v i , p, q and v ′ i . Notice that even if v i pqv ′ i appeared exactly once and v i and v ′ i are not new, we have that d(
u i is split such that p, q appear in two distinct factors that can only be t 1 i p and qrv ′ i . Then we can assume from item (2) of Definition 3 that in F (and in F ′ also) the factor t 1 i never appears. Thus, we define F ′′ from F ′ by splitting t 1 i p into t 1 i and p. Notice
It can be shown similarly that there exists a factorisation of w of maximum dimension in which z qr is decomposed as c 1 qr , qr, c 2 qr , for all pairs (q, r).
Let F be a factorization of w of maximum dimension with d(F ) ≥ d. From Lemma 3 we can assume F is canonical. Thus, we have that the substrings x i and y i of w contribute to the dimension of F by at most 3t + 3t = 6t factors (by item (2) of Definition 3), and the subtrings z pq and z qr contribute by 3t 1 + 3t 2 (by item (3) of Definition 3). It remains to quantify the contribution of the substrings u i , for all 1 ≤ i ≤ t. We partition the set of u i s into two subsets A and B where A is the set of u i s that are decomposed in F in exactly 6 factors
can be decomposed in 4 or 5 factors (from item (1) of Definition 3). In both cases the contribution, of each of these substrings to the dimension of F is at most 4 as for all i p i q i and q i r i belong to F (by item (2) of Definition 3). Hence in total the substrings in B contribute by at most 4(t − t ′ ). The contribution of the substrings u i ∈ A is at most 3t ′ + 3 min{t ′ , l} as the number of distinct factors p i , q i and r i is bounded by both |A| and |X| + |Y | + |Z| = 3t (the total number of symbols). Hence, d(F ) ≤ 6t + 3t 1 + 3t 2 + 4(t − t ′ ) + 3t ′ + 3 min{t ′ , l}. If t ′ < l or t ′ > l then d(F ) < 2l + 10t + 3t 1 + 3t 2 . However, we know that d(F ) ≥ 2l + 10t + 3t 1 + 3t 2 . Thus, the only possibility is that t ′ = l and each u i must contribute by exactly 6 to the dimension. Thus, the triples (p i , q i , r i ) corresponding to u i ∈ A form a 3D-matching. This concludes the proof.
A 2-approximation algorithm for the FMD problem
Here we provide a greedy 2-approximation algorithm for the FMD problem for any width k. Given w ∈ Σ n and an integer k the main idea is to read w in a sequential way and each time we look for a new k-factor (i.e. a factor that has not appeared before) that ends first. The pseudocode is given in Algorithm 2. The list F contains a factorisation of a prefix of w and the set D = D(F ) is the set of the factors in F . The variable p contains the smallest index for which the suffix w[p : n] is yet not factorized. Initially p = 1. At each step we search for a new k-factor in the w[p : n] (i.e. a factor not in D). If there is none then we partition the string w[p : n] arbitrary into k-factors. Otherwise, we consider among the new k-factors the one that finishes in the smallest index and in case of ties we choose the one that starts first (i.e. the longest one). Let w[t : j] be the factor chosen, then if p < t then we partition the string w[p : t] arbitrary in k-factors.
Clearly the Algorithm 2 produces a k-factorisation of w which may not be optimum. Indeed, let w = aababa and let k = 2. The algorithm will produce the factorisation F = a · ab · a · b · a that has dimension 3 as the set of different factors is {a, b, ab}. However, an optimal factorisatation is of dimension 4 as F * = aa · b · ab · a. The following theorem shows that this algorithm is a a 2-approximation for the FMD problem and runs in O(kn) computational time. Proof. Let w and k be an instance of FMD problem. Clearly, GreedyMaxFactorisation produces a k-Factorisation for the string w. We prove that it is a 2-approximation. Let F and D be the k-factorization and the set of k-factors produced at the end of GreedyMaxFactorisation and let d = d(F ) = |D|. Notice that each factor in D is implicitly associated to its first occurrence in F . Consider any k-factorisation F * and let D * = D(F * ) and d * = d(F * ) = |D * |. Notice that it is sufficient to show that d * ≤ 2d. To this purpose we partition the set D * into two sets: the set S 1 of k-factors that were chosen by the greedy algorithm and S 2 of the k-factors that were not. More formally, let D * = S 1 ∪ S 2 where S 1 ⊆ D and S 2 ∩ D = ∅. Each element of the set S 2 can be associated to its first occurrence w[i : j] in F * . Clearly |S 1 | ≤ |D| = d. It remains to show that |S 2 | ≤ d. Proposition 1. For any k-factor v of the string w such that v ∈ D there exists a k-factor u ∈ D such that u ends within v.
Proof. Let v = w[i : j] be a k-factor not belonging to D. We search for a k-factor u = w[i ′ : j ′ ] in D of maximum j ′ such that j ′ ≤ j. Notice that such a string must exists as at least w[1 : 1] belongs to D. We prove that j ′ ∈ [i, j]. Suppose on the contrary that j ′ < i. Then after the k-factor u = w[i ′ : j ′ ] is added to D at line 11, the algorithm continues with p = j ′ + 1 at line 17. Notice that now v = w[i : j] ∈ I and as v ∈ D the algorithm must have chosen another string with w[i ′′ : j ′′ ] with j ′ + 1 ≤ j ′′ ≤ j which contradicts the maximality of j ′ .
By Proposition 1 each k-factor v = w[i : j] of S 2 can be associated to a k-factor u = w[i ′ : j ′ ] in D. Moreover, the k-factor u = w[i ′ : j ′ ] of D can be associated to at most one k-factor of S 2 since at most one k-factor of S 2 includes position j ′ . Thus, |S 2 | ≤ |D| = d.
To show that GreedyMaxFactorisation runs in O(kn) time notice that inside the while loop we do not need to compute each time the set I. Indeed, we can implement the search for the new k-factor w[t : j], that will be added in D, as follows: at each position j with p ≤ j ≤ n we search for the longest new k-factor that ends in j. This means that starting from j we will go back and consider at most k positions. This gives a computational time of O(kn).
We conclude this section by noticing that if k is constant the GreedyMaxFactorisation algorithm runs in time linear in n which is clearly optimum.
An exact exponential algorithm for the FMD problem
In Section 4 we proved that the FMD problem is NP-hard even when k = 3 and here we consider an exact algorithm for this problem. Notice that the exhaustive algorithm that considers all the possible k-factorisations of a string w of length n has a computational time bounded from below by k Ω(n/k) (resulting by the recurrence T (n) = k j=1 T (n − j), known as n-Step Fibonacci [11] ). In agreement with our NP-hardness result, when k is constant the algorithm remains exponential. In the following we give an exact algorithm based on dynamic programming that runs in O(nk|Σ| k 4 |Σ| k ) computational time. From this result we have that a constant bound on both k and |Σ| allows to solve the problem in polynomial time, actually in linear time (i.e. time O(n)). Notice that this is again in agreement with our NP-hardness result where the size of the alphabet is unbounded. Proof. Given w ∈ Σ n and k we start by introducing the algorithm that finds a set of k-factors X * , for which there exists a k-factorisation of maximum dimension F with D(F ) = X * .
Let S be the set of all possible k-factors of w. We define a dynamic programming matrix T as follows. For every 1 ≤ i ≤ n and every X ⊆ S we define Note that we can compute the value of each cell T [i, X] in time O(k|X|) = O(k|S|). Thus we can obtain X * in time O nk|S|2 |S| . So far we have simply computed the set X * of k-factors for which exists an optimal kfactorization F with D(F ) = X * (i.e. a k-factorisation of maximum dimension). Finally, to find the factorisation F , we can use a simple procedure which, starting from the cell T [n, X * ] and applying the recursion in (3) in the reverse order, permits to find the sequence (in reverse order) of k-factors in F . This procedure requires again O nk|S|2 |S| . Hence we can solve the FMD problem in O nk|S|2 |S| .
Notice now that as S is a subset of all possible strings of length at most k on Σ, thus |S| ≤ k i=1 |Σ| i ≤ 2|Σ| k . Hence, our algorithm requires O nk|Σ| k 4 |Σ| k computational time.
Conclusions and open questions
In this paper we studied the FmD and the FMD problem. The first one has been proved to be NP-hard even if k = 2 in [9] and for this case we provide a 3/2-approximation algorithm.
It remains an open problem to find a"good" approximation algorithm that works for any k. Notice that the trivial algorithm that produces a factorisation containing only singletons is already a k-approximation.
Concerning the FMD problem we showed that if the size of Σ is not constant the problem is NP-hard even for k = 3. In view of this we proposed an exact algorithm of time O(nk|Σ| k 4 |Σ| k ). From this result follows that if k and |Σ| are both constant then the problem can be solved in linear time. Furthermore, we proposed a 2-approximation algorithm that works for any k. Many open questions remain. Perhaps the most interesting one is whether the problem remains NPhard when |Σ| is a constant (but the width is unbounded). Notice that despite the theoretical interest, this question has also a practical importance as the strings of DNA or RNA are on a fixed alphabet. Concerning the 2-approximation algorithm we tested it on random strings of length at most 16. In these experiments the algorithm produces solutions that were always better than a 2-approximation. Thus, an open question to see if the GreedyMaxFactorisation algorithm is tight or the analysis of the approximation ratio can be improved.
