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Las redes Ad-Hoc nos ofrecen muchas aplicaciones para seguir avanzando en 
el mundo de las comunicaciones inalámbricas. Actualmente se está 
investigando mucho en los protocolos de encaminamiento para mejorar los 
resultados obtenidos hasta el momento. 
 
En este proyecto se pueden encontrar los datos teóricos, las instrucciones 
seguidas para realizar todas las pruebas y todos los resultados obtenidos de 
las diferentes simulaciones. 
  
Este proyecto se centra en la comparativa de los protocolos AODV (Ad-Hoc on-
Demand Distance Vector) y OLSR (Optimized Link State Routing). Se 
comprueba el correcto encaminamiento en un entorno estático y 
posteriormente se pasa a estudiar los escenarios con un comportamiento 
dinámico y un mayor número de nodos con ayuda de un emulador de redes 
(MobiEmu). En estos escenarios se han comparado los dos protocolos con 
respecto a los retardos introducidos en el envío de pings, el cálculo de nuevas 
rutas, el porcentaje de paquetes perdidos, porcentaje de paquetes recibidos, 
etc.  
 
Por último después de ver las conclusiones se analizan las líneas futuras para 
continuar con los avances dentro de este tipo de redes. 
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The Ad-Hoc networks offer us many applications to continue advancing in the 
world of the wireless communications. Nowadays there are many projects of 
investigation in the routing protocols to improve the results achieve at this field. 
 
In this project it is possible to find the theoretical information, the instructions 
followed to realize all the tests and all the results obtained of the different 
simulations. 
  
This project is about the comparative of the protocols AODV (Ad-Hoc on-
Demand Distance Vector) and OLSR (Optimized Link State Routing). We check 
that routing is correctly done in a static environment. And afterwards some 
dynamic scenarios with mobility are studied with the help of a network emulator 
name MobiEmu. In this scenarios the two routing protocols have been 
compared with respect to latency sending  
 
Later an emulator of networks is use for studying new scenes with more nodes. 
With the emulator we can see what happens when we increases the size of the 
network. 
 
Finally after seeing the conclusions the future lines are analyzed to continue 
with the advances inside this type of networks. 
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La tecnología avanza y el sector de las comunicaciones es cada vez más 
ambicioso, la implantación de las redes inalámbricas está cobrando fuerza y 
desplazando a las tecnologías por cable. Hemos pasado rápidamente de los 
teléfonos fijos convencionales a la telefonía móvil y para acceder a la 
información se utilizan las redes de área local inalámbricas (WLAN´s, Wireless 
Local Area Networks) y redes inalámbricas de área metropolitana (WMAN´s, 
Wireless Metropolitan Area Networks). 
 
Una red Ad-Hoc consiste en una serie de nodos autónomos capaces de 
comunicarse entre sí sin la necesidad de una infraestructura de red fija. Todos 
los nodos son de gran importancia ya que se encargan del encaminamiento de 
todos los mensajes de control e información. 
 
Se están realizando importantes investigaciones en este campo al verse la gran 
utilidad que nos ofrece este tipo de redes. El punto más estudiado son los 
protocolos de encaminamiento, ya que no todos nos ofrecen las mejores 
condiciones de encaminamiento. De los dos grandes grupos de protocolos 
reactivos y proactivos, se ha estudiado en este proyecto el más representativo 
de cada grupo. AODV (Ad-Hoc On-Demand Distance Vector) como 
representante de los protocolos reactivos y OLSR (Optimized Link State 
Routing) como representante de los proactivos. 
 
El documento se centra en la comparativa de los protocolos en diferentes 
escenarios de gran movilidad. Primero se realizan una verificación del 
comportamiento de los protocolos en escenarios de 4 nodos estáticos, muy 
similar al de otros estudiantes de la Universidad Politécnica de Valencia [4]. 
Luego se pasa a estudiar el comportamiento en escenarios con 8 nodos 
dinámicos, acercándonos más a la finalidad de estas redes. Para finalizar el 
estudio se comprueba la escalabilidad en este tipo de redes y las ventajas que 
esto supone. 
 
El documento se compone de 5 capítulos. El primero de ellos consiste en una 
breve explicación de las características y aplicaciones de las redes Ad-Hoc. En 
el capítulo 2 se explican los protocolos de encaminamiento en los cuales se 
centra el proyecto. En el capítulo 3 se muestran las herramientas utilizadas 
para la realización de las pruebas. En el capítulo 4 nos encontramos las 
primeras pruebas realizadas con escenarios estáticos y posteriormente con el 
emulador de redes MobiEmu. En el capítulo 5 se sacan las conclusiones del 
proyecto y se comenta el resultado de todas las pruebas realizadas. Se cierra 
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Una red ad-hoc [2] (Mobile Ad-hoc Network o Manet) (Véase la Fig.1.1) es un 
conjunto de nodos o hosts que se comunican entre sí mediante enlaces 
wireless, sin la necesidad de una infraestructura de red fija. Cada nodo actúa 
como router y va encaminando los distintos paquetes entre los diferentes 
terminales, sin la necesidad de que exista un alcance directo entre la fuente y 
el destino. 
 






Fig. 1.1 Red ad hoc 
 
 
Los nodos de una manet utilizan tablas de encaminamiento para organizar los 
saltos entre los nodos intermedios y así poder enviar los paquetes. Estas tablas 
de encaminamiento se deben actualizar con mucha frecuencia ya que la red es 





Las principales características de las redes ad hoc son: 
 
• Los terminales autónomos. En este tipo de redes cada nodo es 
autónomo pudiendo funcionar como encaminador (router). 
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• Funcionamiento distribuido. Una manet puede formarse sin la necesidad 
de infraestructura y al mismo tiempo conectarse a una para mejorar su 
capacidad. Por eso todos los terminales se encargan del control y la 
gestión de la red. 
 
 
• Encaminamiento multisalto. Los paquetes realizan uno o varios saltos 
para llegar de la fuente al destino. 
 
• Topología de red dinámica. Todos los nodos de la red son terminales 
móviles que pueden moverse libremente cambiando constantemente su 
arquitectura de red. Esto introduce una cierta complejidad al realizar el 
encaminamiento. 
 
• Enlace fluctuante. Al tratarse de conexiones inalámbricas utilizan como 
medio de transmisión el aire. Esto supone una alta tasa de errores al 
tener las limitaciones del ruido, atenuación, ancho de banda  limitado. 
 
• Terminales ligeros. La capacidad de los terminales acostumbra a ser 




Gracias a que este tipo de redes no necesita infraestructura, se han visto 
muchas aplicaciones [7] del uso de las mismas (Véase la Fig.1.2) en aquellos 
lugares en los que la infraestructura de red es insuficiente o carecen 
completamente de ella.  Estas redes se forman temporalmente y en lugares 
donde no sería posible imaginar un despliegue de cables ni elementos fijos que 






Fig. 1.2 Ejemplo de aplicación de redes ad hoc 
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Los inicios fueron puramente militares, pero ya se le ha visto la gran utilidad en 
lugares donde la concentración de gente es elevada (hotspots) como 
aeropuertos, campos de fútbol cafeterías, bibliotecas, universidades o en 
lugares donde hayan sufrido una catástrofe natural (terremotos, incendios, 





Actualmente se están realizando numerosas investigaciones paralelas para 
solventar toda la problemática que supone el uso de este tipo de redes [5] [6]. 
Veamos en qué consisten estas investigaciones y cómo hacer frente a los 
grandes desafíos existentes en el diseño e implementación de redes ad hoc. 
 
 
1.4.1. Enrutamiento de paquetes 
 
La constante movilidad de los terminales supone un continuo cambio de la 
arquitectura de la red e implica una nueva configuración de las tablas de 
encaminamiento de los nodos a la hora de encaminar los paquetes de 
información. En este estudio se entrará en detalle en el encaminamiento de los 




1.4.2. Calidad de Servicio 
 
Se ha de tener en cuenta que hay  aplicaciones (como las de tiempo real) a las 
que se les debe  garantizar un cierto nivel de QoS (Quality of Service, calidad 
de servicio). La topología dinámica varía constantemente las tablas de 
encaminamiento y hace que la provisión de QoS resulte compleja y se deba 
fijar unos parámetros (niveles de ruido, niveles de potencia,…) para las 





Una red con cable está dotada de una seguridad inherente en cuanto a que un 
posible ladrón de datos necesita un acceso físico al cable. Sobre este acceso 
físico se pueden superponer otros mecanismos de seguridad.  
 
En cuanto la red es inalámbrica, la transmisión de los datos es por el aire y está 
expuesta a diferentes ataques de ladrones de datos. Es posible conectarse a la 
red del vecino si no utiliza mecanismos de seguridad adecuados. 
  
Las redes ad hoc  5 
 
En las redes ad hoc hay tres aspectos claves de seguridad que deben cubrirse: 
 
● Sistemas de detección de intrusos (SDI) 
 
● Seguridad de los protocolos de encaminamiento 
 
● Servicios de gestión de claves y autentificación de claves 
 
 
La seguridad continúa siendo un tema abierto porque se ha investigado muy 
poco y debe profundizarse más este campo. 
 
 
1.4.4. Interconexión con otras redes 
 
Se espera la conexión entre redes manet y redes basadas en infraestructura  
para mejorar lo presente y de esta forma aprovechar las redes ya instaladas. 
Se utiliza en los “hotspots” para descongestionar el tráfico o en lugares donde 




1.4.5. Consumo de potencia 
 
Es un asunto importante debido a que los terminales de las redes ad hoc son 
ligeros y de poca capacidad. Se debe buscar una optimización en los diseños 
para reducir al máximo el consumo de potencia y así alargar la duración de 
vida de las baterías. 
 
 
1.5. Arquitectura del Nodo 
 
Para poder solucionar los problemas que van ligados a la comunicación dentro 
de una red, se tiene en cuenta una serie de particularidades sobre las que ha 
sido diseñada. 
 
Toda la arquitectura de protocolos se descompone en una serie de niveles, 
usando como referencia el modelo OSI. Esto se hace para poder dividir el 
problema global en subproblemas de más fácil solución. En una manet cada 
nodo actúa como router y por ello explicaremos de forma resumida los 
siguientes protocolos (Véase la Tabla 1.1). 
 
 
6                                                           Comparativa de los protocolos AODV y OLSR con un emulador de redes ad hoc          
 
Tabla 1.1. Diferentes niveles de la torre 
 
Nivel de Aplicación HTTP FTP 
Nivel de Transporte TCP UDP 
Nivel de Red IP 
Nivel de Enlace 802.11 Bluetooth 
 
 
1.5.1. Nivel de Enlace 
 
El aspecto más importante de este nivel es la capa de control de acceso al 
medio MAC (Medium Access Control). Debido a que todos los usuarios utilizan 
el mismo canal para transmitir (el aire) se ha de determinar cual de ellos será el 
siguiente en tener acceso al medio para no perjudicar al resto. 
 
Para coordinar la comunicación podemos encontrar dos mecanismos: 
 
● Centralizado: La comunicación está controlada desde un terminal, 
de forma que decide qué nodo puede utilizar el canal en cada momento. Este 
mecanismo no resulta adecuado para las redes ad hoc porque son redes 
distribuidas y no entraremos en detalle. 
 
● Distribuido: En este mecanismo no encontramos un terminal 
donde gestionar la comunicación y cada nodo intenta acceder al canal cuando 
necesita enviar información al medio. Nos encontramos con que en ocasiones 
se produce múltiples colisiones y existe la necesidad de buscar un estándar 
adecuado que regule esto. Este mecanismo es el que utilizan las redes ad hoc 
que estudiaremos a fondo. 
 
De los varios estándares posibles para implementar una manet, hemos entrado 




Este protocolo se utiliza habitualmente en las redes de área personal (PANs, 
Personal Area Network´s). Es el más extendido en comunicaciones a corta 
distancia y consumo reducido. Soporta hasta ocho dispositivos en lo que se 
conoce como “picorred” (un maestro y siete esclavos), con un alcance radio 
aproximado de 10 m. Estas picorredes se pueden combinar dando lugar a lo 
que conocemos como “scatternet” (Véase la figura 1.3). 
 
Sus principales características son: 
 
Opera en la banda de 2,4GHz con una tasa binaria de 720 kbit/s. Utiliza salto 
en frecuencia (Frecuency Hopping, FH), que divide el espectro disponible en 79 
canales. Los transceptores saltan de un canal a otro siguiendo una secuencia  
seudoaleatoria determinada por el nodo maestro. Utiliza modulación GFSK  
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(modulación FM con filtro gaussiano).Dispone de duplexación en tiempo TDD. 










El IEEE (Institute of Electrical and Electronics Engineers), describe las normas 
a seguir por cualquier fabricante de dispositivos Wireless para que puedan ser 
compatibles entre sí. Gracias a este protocolo se han expandido rápidamente 
las redes inalámbricas. 
Los más importantes estándares son: 
• IEEE802.11a: hasta 54 Mbps de ancho de banda disponible, 
trabajando en la frecuencia de 5 GHz.  
• IEEE802.11b: hasta 11 Mbps. Este es el más usual y el más 
utilizado, y sobre el que trabajaremos en nuestras pruebas 
trabajando en la frecuencia de 2,4GHz.  
• IEEE802.11g: hasta 54 Mbps, trabajando en la frecuencia de 2,4 
GHz como 802.11a. 
Podemos encontrarnos dos formas de funcionamiento:  
 
● PCF (Point Coordination Function), se gestiona toda la 
comunicación desde un punto de acceso, Access Point).  
 
● DCF (Distributed Coordination Function), donde cada nodo actúa 
de forma distribuida gestionando su envío de información. 
 
Las Capas del IEEE 802.11 
 
El protocolo 802.11 define la capa física y la capa MAC, suponiendo que por 
encima hay una capa LLC 802.11 (Logical Link Control). 
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Hay distintas posibilidades para la capa física dependiendo del tipo (a, b, g, h), 
e incluso distintas opciones dentro del mismo tipo. Actualmente el tipo más 
común es el 802.11b, cuyas características de la capa física son: 
 
Taula 1.2. Características capa física 
 
La banda de frecuencia de 2,4GHz 
El DSSS (Direct Sequence Spread Spectrum) 
La codificación CCK (para las velocidades de 5,5 y 11Mbit/s)  
 
 
La capa MAC además de la funcionalidad típica de estas capas, realiza 
funciones que normalmente se implantan en capas superiores: fragmentación, 
retransmisión de paquetes, y paquetes de reconocimiento (ACK´s). Esto es así 
debido a las características de los enlaces radio, con errores altos, que 
aconsejan un tamaño pequeño de los paquetes. 
 
El método de acceso es CSMA/CA (Carrier Sense Multiple Access with 
Collision Avoidance). Este protocolo tiene como objetivo regular el acceso al 
medio. Al tratarse de redes inalámbricas y no estar centralizado, nadie sabe 
cuando una estación intenta usar el canal. 
 
Con todo y esto, CSMA/CA no logra solucionar otro tipo de problemas como 






Fig. 1.4 Problemática del Terminal escondido. 
 
 
Como podemos ver en la figura 1.4, la estación 1 y la estación 3 intentan iniciar 
una comunicación con la estación 2. La estación 2 tiene cobertura con las dos 
estaciones de su lado (estación 1 y 3) pero la estación 1 no tiene cobertura con 
la estación 3 y viceversa. En esta situación ambas estaciones envían paquetes 
de información a la estación 2 produciéndose colisiones de datos.  
 
El problema del Terminal escondido, surge siempre cuando dos nodos se 
hallan fuera del alcance radio entre ellos e intentan enviar información a un 
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mismo nodo y en el mismo instante. Este tipo de colisión no es detectada por el 
mecanismo CSMA/CA y para tratar de solucionar este problema se añade el 






Fig. 1.5 Utilización del RTS/CTS. 
 
 
En la figura 1.5 vemos como el RTS (Request To Send) se envía desde la 
estación 1 a la estación 2 para informar que desea utilizar el canal. La estación 
2 recibe el RTS e informa al resto de estaciones que va a reservar el canal para 
la comunicación que va a establecer con la estación 1. El paquete que se envía 
es un CTS (Clear To Send) en modo broadcast a todos los nodos que se 
encuentran en su alcance radio. De esta forma  los nodos vecinos (en el caso 
de la figura 1.5, la estación 3) dejan el canal libre para que el que ha iniciado 
una petición de uso (estación 1) puede transmitir sin colisiones. 
 
Gracias a la utilización del mecanismo RTS/CTS se solucionan la colisión de 
datos comentada en la figura 1.5, pero continúan habiendo otro tipo de 
colisiones. Podríamos llegar a encontrar el caso en que colisionan dos 
mensajes de tipo  RTS, pero no sería tan grave como colisión de paquetes de 
información, tan solo perderíamos eficiencia en cuanto a retardo y ancho de 
banda. 
 
Todo este tipo de razonamiento es válido siempre  y cuando tengamos en 
cuenta que el alcance radio y el rango de transmisión (rango de interferencia) 
es el mismo. 
 
 





Fig. 1.6 Efectividad del envío del RTS/CTS 
 
 
Como vemos en la figura 1.6 en un caso real no es la misma área la del 
alcance radio que la del rango de transmisión, por ello se han de tener en 
cuanta otro tipo de colisiones que no entraremos a estudiar en este proyecto. 
 
 
1.5.2. Nivel de Red 
 
Se encarga de poner la información que le pasa el nivel superior y pasarla al 
nivel inferior en forma de datagrama. Como sabemos en las redes ad-hoc, cada 
nodo actúa de host y router y al recibir un datagrama decide en función de su 
dirección si debe procesarlo y pasarlo al nivel superior o si bien debe 
encaminarlo hacia otra máquina. 
 
Para implementar este nivel en las redes ad-hoc se utiliza el protocolo IP 
(Internet Protocol). Este protocolo no está orientado a conexión por lo que cada 
datagrama se gestiona de forma independiente pudiendo llegar a su destino 
por rutas diferentes. 
 
 
1.5.3. Nivel de Transporte 
 
En este nivel la comunicación se realiza extremo a extremo. La máquina 
remota debe recibir exactamente lo mismo que envía la máquina origen 
dedicándose a reordenar los paquetes que recibe y a desglosar en paquetes la 
que envía. También realiza un control de flujo para no congestionar al receptor 
y un control de errores añadiendo información. 
 
Los dos protocolos que se utilizan en este nivel son: 
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● UDP (User Datagram Protocol o protocolo de control de la 
transmisión) proporciona un servicio no muy fiable en las comunicaciones 
extremo a extremo. 
 
● TCP (Transmission Control Protocol o protocolo de control de la 
transmisión) proporciona un servicio fiable de flujo de bits entre aplicaciones. 
En TCP cuando un nodo detecta la pérdida de algún paquete asume que se 
debe a un problema de congestión y reduce la tasa de envío. De esta forma la 
red se alivia rápidamente y va aumentando la tasa de envío paulatinamente.  
 
 
1.5.4. Nivel de Aplicación 
 
Es el nivel más alto de la torre. Se trata de un nivel simple en el que podemos 
encontrar las aplicaciones; los usuarios de estas aplicaciones que accede a 
servicios disponibles a través de Internet.  Estos servicios están sustentados 
por una serie de protocolos que los proporcionan. Nos podemos encontrar con 
servicios como: DNS (Domain Name System) para la resolución de nombres de 
dominios; HTTP (Hyper Text Transfer Protocol) para la navegación Web; FTP 
(File Transfer Protocol), que proporciona los servicios necesarios para transferir 
ficheros entre ordenadores; SMTP (Simple Mail Transfer Protocol), que es el 
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CAPÍTULO 2.  PROTOCOLOS DE ENCAMINAMIENTO 
 
2.1. Definición 
La búsqueda de un protocolo de encaminamiento en redes ad hoc se ha 
convertido en un importante desafío debido a su complejidad. A diferencia de 
las redes clásicas cableadas que presuponen que la topología de la red es 
poco cambiante, en una manet se utiliza como medio de transmisión el aire y 
está en constante cambio por la movilidad de sus nodos. Por ello no se puede 
utilizar los algoritmos ya existentes y se deben buscar nuevos que soporten 
estas condiciones, teniendo en cuenta las limitaciones del ancho de banda, la 
memoria reducida y la saturación por el denso tráfico que han de soportar. 
  
2.2 Tipos de protocolos 
 
Para tener un encaminamiento eficiente el algoritmo debería de tener las 
siguientes características: Señalización mínima,  mínimo tiempo de procesado, 
que no se produzcan bucles, que sea distribuido, que soporte la topología 
dinámica; que soporte enlaces unidireccionales y el modo sleep cuando el nodo 
está inactivo. 
 
Se pueden diferenciar tres grandes grupos: 
 
 ● Protocolos Proactivos 
 
 ● Protocolos Reactivos  
 
 ● Protocolos Híbridos 
 
En los siguientes subapartados entraremos a explicar cada uno de los grandes 
grupos, haciendo mayor hincapié en los dos primeros ya que el trabajo se 
centra en el estudio de dos protocolos de estos grandes grupos. 
 
 
2.2.1 Protocolos Proactivos 
 
Este tipo de algoritmos trata de mantener la información necesaria para el 
encaminamiento continuamente actualizado mediante el uso de tablas. Cada 
nodo tiene una o varias tablas en las que guarda la ruta que debe utilizar para 
llegar a cualquier nodo de la red. 
 
Cuando la topología sufre una modificación (un nodo se incorpora, deja de 
formar parte o cambia de posición) se inunda la red de mensajes en modo 
broadcast para actualizar las rutas de todas las tablas. 
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Estudiaremos a fondo el protocolo OLSR (Optimized Link State Routing) que 
utilizaremos como ejemplo de los modelos proactivos en las simulaciones. 
 
 
2.2.1.1 OLSR (Optimized Link State Routing) 
 
Fue creado por Thomas Clausen y Philippe Jacquet en el proyecto Hipercom  
INRIA. Se trata de un protocolo proactivo basado en la optimización de los 
clásicos protocolos link-state, basados en estado de enlace. 
 
OLSR funciona bien en redes con alto número de usuarios (nodos) y con una 
topología cambiante. Para llevar un control, se intercambian periódicamente 
mensajes de tal forma que se va aprendiendo la topología de la red y el estado 
de los nodos vecinos.  
 
Como hemos visto, el intercambio de tantos paquetes, congestiona la red y 
supone un grave problema en las comunicaciones. Para solucionar esto, OLSR 
utiliza la técnica de MPR (Multi Point Relay). Gracias a esta técnica se reduce 
el número de retransmisiones. Veamos en qué consiste esta técnica. 
 
MPR (Multi Point Relay) 
 
La técnica MPR consiste en seleccionar un mínimo conjunto de nodos vecinos 
a un salto de distancia, que sean capaces de llegar a todos los nodos vecinos 
que se encuentran a dos saltos de distancia. 
 
De esta forma, un nodo selecciona su conjunto de nodos MPR, y sólo puede 
intercambiar mensajes de control con ellos. Así se evita el enviar de forma 
masiva mensajes de broadcast. 
 
Para confeccionar la lista, cada nodo utiliza el mensaje “HELLO” que envía a 
todos los nodos vecinos. Este paquete tiene un campo conocido como tiempo 
de vida (TTL, Time To Live), que es de valor 1. Al tener el TTL un valor de 1, el 
mensaje sólo llega a los nodos que se encuentran a un salto de distancia y no 
es retransmitido por la red. De esta manera cada nodo puede conocer a sus 
nodos vecinos y a los vecinos de estos. De esta forma se puede saber que 
nodos conviene seleccionar como conjunto MPR. 
 
 
En la figura 2.1 podemos ver como se selecciona un conjunto de nodos, MPR: 
 




Fig. 2.1 Selección del Multi Point Relay. 
 
 
Vemos en la figura 2.1 como el nodo central (nodo A) selecciona el mínimo 
número de nodos a un salto de distancia (nodos B, C, K, N), capaces de llegar 
a todos los nodos que se encuentran a dos saltos de distancia. En el ejemplo el 
nodo A selecciona su lista de nodos MPR con los cuales sólo se enviará 
información evitando así la inundación de mensajes por toda la red. 
 
 
Formato del paquete 
 
Cuando un nodo recibe un paquete de encaminamiento OLSR determinará el 
procesamiento que debe seguir basándose en sus campos. A continuación se 
describen los más importantes: 
 
● Message Type 
En este campo se indica el tipo de mensaje que debe va a ser 
encontrado en la parte reservada para “MESSAGE” (campo de datos del 
paquete). En el caso de encontrarse vacío lo descarta. 
 
● VTime 
Este campo indica durante cuanto tiempo debe considerar la información 
que lleva el mensaje como válida. 
 
● Message Size 
Indica el tamaño del mensaje en bytes. Este campo se define al 
principio. 
 
● Time To Live  
Este campo contiene el número máximo de saltos que puede realizar un 
paquete. Sirve para no tener paquetes perdidos por la red y al mismo tiempo 
descongestionarla. Cuando se recibe un paquete con valor de TTL igual a 0, se 
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elimina de la red. Si por el contrario el TTL es mayor a 0 se decrementa su 
valor en una unidad y se retransmite nuevamente.  
 
● Hop count 
En este campo se anota el número de saltos que ha realizado el 
paquete. Todos los nodos cuando lo recibe incrementan su valor en una 
unidad. Esto permite optimizar los recursos de la red evitando utilizar los 
caminos más largos entre origen y destino. 
 
● Sequence Number 
Cuando se crea un mensaje, se le asigna un número de identificación. 
Gracias a este número se puede saber si el mensaje de ha transmitido con 





Cuando un nodo recibe un paquete básico OLSR, analiza sus campos. Lo 
primero que hace es determinar de qué tipo se trata. Mira el campo Message 
Type, para determinar qué se encontrará en el mensaje. 
 
A continuación mira el Message Size, para ver si el paquete es correcto o si por 
el contrario debe descartarlo. Se podría encontrar en el caso de recibir un 
mensaje vacío. 
 
Mira el Message Sequence Number para saber si ha tratado ese mensaje con 
anterioridad o por el contrario se trata de uno nuevo. En el caso de no ser un 
mensaje repetido mira el valor del campo TTL. 
 
Al analizar el TTL, decrementa en uno su valor; si el valor resultante igual a 
cero debe ser eliminado de la red.  
 
Una vez analizado el paquete, mira la información del estado de enlace para 
poder encaminar hacia otros nodos con el fin de llegar a su destino. 
 
Como se ha comentado antes, este protocolo va bien en redes con elevado 
número de nodos y con una topología muy cambiante. Esto ocurre porque se 
van intercambiando por toda la red mensajes de tipo TC (Topology Control). 
Con el mensaje TC cada nodo va actualizando sus enlaces con los vecinos y 
conociendo cualquier cambio en la topología de la red. 
 
 
2.2.2 Protocolos Reactivos 
 
A diferencia de los protocolos proactivos, los reactivos buscan como llegar al 
nodo destino cuando quieren iniciar una comunicación. Estos van descubriendo 
la ruta para cada comunicación entre un nodo fuente y un nodo destino; esto es 
lo que les ha llevado a conocerse como protocolos  bajo demanda.  
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Estos algoritmos optimizan los recursos evitando el envío de paquetes de 
forma innecesaria. Como contrapartida sufren una pérdida de tiempo cada vez 
que realizan el descubrimiento de la ruta. 
 
Estudiaremos en detalle el ejemplo más representativo de este tipo de 




2.2.2.1 AODV (Ad-Hoc On-Demand Distance Vector) 
 
Fue creado por Charles E. Perkins como evolución de su anterior protocolo 
DSDV (Destination-Sequenced Distance-Vector). El DSDV inundaba la red de 
mensajes de control, de forma que la red se congestionaba y limitaba la 
duración de las baterías de los terminales. 
 
El AODV es uno de los protocolos más utilizados de los algoritmos reactivos, 
siendo idóneo para las redes Ad-Hoc. Este protocolo intercambia mensajes 
cuando necesita establecer una comunicación, es decir, envía mensajes a los 
vecinos para calcular cada ruta. 
 
Gracias a las mejoras incorporadas en AODV se evita la problemática de 
DSDV, pero por el contrario hay latencia cada vez que se calcula la ruta. 
 
Las características del protocolo: 
 
● Señalización de control baja 
 
● Señalización de procesamiento mínima 
 
● Prevención de bucles 
 
● Funciona sólo con enlaces bidireccionales 
 
 
Cada nodo tiene asociada una tabla de encaminamiento que utiliza para poder 
establecer enlaces con otros nodos. Estas tablas de encaminamiento  
contienen los siguientes campos: 
 
●  Dirección IP Origen 
 
● Tiempo de Vida 
 
● Dirección IP   Destino 
 
●  Nº secuencia Destino 
 
●  Contador de saltos (hop count) 
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Aparecen los campos de las direcciones IP de la fuente y de la IP del destino 
para saber en todo momento de donde vienen los paquetes y hacia donde han 
de ir. 
 
También aparece un campo con el número de secuencia (del destino) que sirve 
para distinguir entre información nueva e información antigua y de esta forma 
evitar formación de bucles y transmisiones de rutas antiguas. 
 
Otro parámetro que se almacena en las tablas de encaminamiento es el tiempo 
de vida. Este sirve para evitar que viajen paquetes perdidos por la red y utilizar 
enlaces de los que no se conoce su estado desde hace mucho tiempo.  
 
Cuando a un destino le llegan dos paquetes desde la misma fuente por 
caminos distintos, el campo hop count muestra el número de saltos que han 
tenido que hacer para cada una de las rutas. De esta forma se sabe cual de 
ellas es la ruta más corta y la que tiene que seleccionarse para hacer el envío 
de información. 
 
Cada vez que se quiere comunicar una fuente con un destino, se inicia un 
proceso de descubrimiento de ruta, que finaliza cuando recibe un paquete con 
la ruta calculada. Existe otro concepto conocido como mantenimiento de ruta, 
que sirve para actuar en caso de que se rompa un enlace a lo largo de una 
ruta. Se consigue dando tiempo a las rutas descubiertas antes de considerarlas 
como invalidas. 
 
Descubrimiento de Rutas 
 
Cuando un nodo quiere transmitir un paquete a un destino, lo primero que debe 
hacer es buscar en su tabla de encaminamiento a ver si existe una ruta hacia 
este destino previamente calculada. En el caso de encontrarla no iniciaría 
ningún proceso de descubrimiento de ruta, supondría que la que tiene 
almacenada en su tabla de encaminamiento es correcta y está actualizada. En 
el caso contrario, comenzará el proceso de descubrimiento de ruta (Route 
Discovery) para encontrar un camino válido. 
 
El proceso comienza con el envío de un paquete RREQ (Route Request) en 
modo broadcast. Este paquete llega a los nodos vecinos que se encuentran a 
un salto de distancia y estos a su vez lo reenvían a sus vecinos y así 
sucesivamente hasta llegar al destino. Cualquier nodo que durante el proceso 
de búsqueda conozca la ruta hacia el destino, puede contestar con un paquete 
de RREP al nodo origen indicando la ruta que necesita. 
 




Fig. 2.2 Descubrimiento de Ruta. Iniciar el envío de datos del nodo S al nodo D 
 
 
En el ejemplo de la figura 2.2, se quiere iniciar una comunicación entre el nodo 
S y el nodo D. Para ello el nodo S inicia un descubrimiento de ruta enviando un 
mensaje en modo broadcast a sus nodos vecinos. Estos nodos vecinos irán 
reenviando el mensaje hasta llegar al destino. 
  
Todos los nodos mientras se va realizando el proceso de búsqueda, van 
actualizando las tablas de encaminamiento. 
En el formato del paquete RREQ del protocolo de encaminamiento AODV, nos 
encontramos los siguientes campos: 
●  Dirección IP Origen 
 
● Número de Secuencia del Origen 
 
● Dirección IP del Destino 
 
● Número de Secuencia del Destino 
 
● RREQ Identificador 
 
● Contador de saltos (hop count) 
 
 
Uno de los campos es el identificador que se va modificando cada vez que se 
genera un envío de RREQ. Esto sirve para que los nodos que lo vayan 
recibiendo (nodos intermedios) sepan si el paquete es idéntico al anterior (tiene 
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el mismo identificador) y deben descartarlo, o por el contrario, si deben 





Fig. 2.3 Descubrimiento de ruta. Reserva de camino. 
 
 
En la figura 2.3 vemos como el nodo C vuelve a recibir el paquete en modo 
broadcast de los nodos H y G, pero detecta que el mensaje lo había recibido 
anteriormente y lo descarta sin reenviar nuevamente. 
 
Cuando el mensaje llega al nodo destino, este responde al RREQ enviando de 
forma unicast un mensaje RREP (Route Reply). El mensaje RREP contiene la 





Fig. 2.4 Descubrimiento de ruta. Envío del RREP e inicio del envío de Datos. 
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En la figura 2.4 vemos como el RREP sabe el camino hasta el nodo S al invertir 
la secuencia del RREQ de llegada. Una vez seleccionado el camino, ya se 
inicia el envío de datos. 
 
Mantenimiento de Rutas 
 
Cuando una ruta es encontrada se le da un tiempo de vida y se considera útil 
hasta que este tiempo no expira. Esto se utiliza para no tener que iniciar un 
descubrimiento de ruta para cada mensaje de información que se quiere enviar.  
 
Durante una comunicación entre el nodo fuente y el destino pude ocurrir que 
alguno de los nodos modifique su posición. Esto puede dar lugar a que se 
rompa el enlace y que la ruta quede inutilizada. El nodo vecino al enlace roto 
debe ser el encargado de informar al resto. Para ello se utiliza el envío del 






Fig. 2.5 Mantenimiento de ruta. Envío del RERR. 
 
 
El mensaje viene a ser igual que el mensaje RREP pero con un número de 
salto (hop count) igual a infinito. Es decir, el nodo que detecta roto el enlace 
envía un RERR con valor de hop count hacia la fuente de valor infinito, lo que 
hace que cualquier otra ruta sea mejor y deban reencaminarse los paquetes 
por otro sitio. De esta manera, el nodo fuente decide si ha terminado la 
comunicación con el nodo destino o si por el contrario debe iniciar un nuevo 
proceso de descubrimiento de ruta. 
 
Como vemos en la figura 2.5, el mensaje de RERR hace el camino invertido, de 
forma que recorre todos los nodos desde el F al nodo S. Así todos los nodos 
intermedios borran la ruta errónea, actualizando las tablas. 
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AODV [1] presenta una serie de opciones de optimización, como la posibilidad 
de reparar a nivel local un enlace roto que forma parte de una ruta activa. 
 
Cuando se rompe un enlace, en lugar de enviar un paquete de RERR a la 
fuente, el nodo que ha detectado la rotura puede intentar repararlo localmente 
enviando un RREQ con el número de secuencia del destino incrementado en 
uno hacia ese destino. Los paquetes de datos se quedan almacenados en este 
nodo esperando recibir un RREP con una nueva ruta disponible hacia el 
destino. Si este nuevo procedimiento de Descubrimiento de Ruta no tiene éxito 
y el RREP no llega, entonces sí que será necesario informar a la fuente acerca 
de la rotura del enlace enviándole un paquete RERR. 
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En este proyecto se estudia a fondo el funcionamiento de las redes ad hoc con 
el fin de conocer el comportamiento de las mismas en diferentes escenarios y 
con dos protocolos de encaminamiento. 
 
Lo primero que se plantea es verificar el correcto funcionamiento de cada uno 
de los protocolos realizando las mismas pruebas que llevaron a cabo 
estudiantes de Universidad Politécnica de Valencia [4]. 
  
Los estudios que se realizaron fueron con escenarios estáticos en los que se 
simulaban roturas de enlaces con ayuda del filtrado MAC. Como ya se ha 
comentado este tipo de redes está pensado para un número elevado de nodos 
y con una topología de red en constante movimiento. Por eso, una vez 
verificado el correcto funcionamiento con las primeras simulaciones se pasará 
a estudiar escenarios de tipo dinámico.  
 
 
3.2 Material utilizado 
 
Para realizar todas las pruebas se ha utilizado lo que se conoce como un 
“cluster”, que se ha configurado bajo el sistema operativo Linux [12]. Se trata 
de un conjunto de ordenadores que se encuentran interconectados trabajando 
conjuntamente o bien por separado según se especifique. El cluster que 






Intel (R)  Xeon (TM) CPU 2.80 Ghz 
Interfaces: eth0 
S.O: Debian kernel-2.6.5 
 
 
El cluster consta de 10 ordenadores en paralelo los 






     Fig. 3.1 Cluster 
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Sun0: 
Dirección MAC: 00:0E:0C:5C:F8:38 
Dirección IP: 192.168.77.0 
Sun1: 
Dirección MAC: 00:0E:0C:5D:04:4B 
Dirección IP: 192.168.77.1 
 
Sun2: 
Dirección MAC: 00:0E:0C:5C:F9:98 
Dirección IP: 192.168.77.2 
 
Sun3: 
Dirección MAC: 00:0E:0C:5C:F9:BC 
Dirección IP: 192.168.77.3 
 
Sun4: 
Dirección MAC: 00:0E:0C:5C:F9:B8 
Dirección IP: 192.168.77.4 
Sun5: 
Dirección MAC: 00:0E:0C:5D:04:3E 
Dirección IP: 192.168.77.5 
 
Sun6: 
Dirección MAC: 00:0E:0C:5C:F9:6C 
Dirección IP: 192.168.77.6 
 
Sun7: 
Dirección MAC: 00:0E:0C:5C:F9:64 
Dirección IP: 192.168.77.7 
 
Sun8: 
Dirección MAC: 00:0E:0C:5C:F8:28 
Dirección IP: 192.168.77.8 
 
Sun9: 
Dirección MAC: 00:0E:0C:5C:F8:9C 








Se ha seleccionado el protocolo AODV-UU implementado en la Universidad de 





● Funciona bien sobre el kernel 2.4.x o superior 
 
● Cumple el estándar RFC3561 [14]. 
 
● Soporta múltiples interfaces de red 
 
Esta implementación nos facilita el estudio guardando unos archivos de texto 
en los que queda reflejado todos los movimientos de paquetes para cada nodo. 
 
Proactivo: OLSR 
La implementación más conocida y probada de este software es la olsrd-0.4.9. 
Implementación creada por Andreas Tønnesen de la  University Graduate 




● Funciona bien sobre el kernel 2.4.x o superior 
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● Cumple las especificaciones de  RFC 3626 [13]. 
 
Este software nos va mostrando por pantalla todos los movimientos de 






Iperf es una herramienta diseñada para medir el rendimiento del ancho de 
banda vía TCP y UDP [11].  Con iperf podemos saber cuantos mensajes de 
información se están perdiendo, cuando se producen cortes en los diferentes 
escenarios estudiados, etc. 
 
Para cada simulación se configura un nodo como servidor y el resto como 
clientes. De esta forma todos los nodos se estarán enviando mensajes de 
información entre ellos. 
 
Se pueden hacer diversas mediciones con Iperf, todo depende de los 
parámetros que utilicemos. Esta herramienta muestra en que instante de 
tiempo se producen las pérdidas de paquetes, lo que ha resultado útil para 
valorar cual de los dos protocolos se comporta mejor en estas situaciones. 
 
 Algunas de sus características son: 
 
 # TCP 
      * Medida del ancho de banda. 
      * Reporta el tamaño de MSS/MTU. 
      * Soporte para ventana de TCP vía socket buffers. 
      * Conexiones múltiples simultáneas.  
 
 # UDP 
  * El cliente puede crear flujos UDP y especificar su tamaño. 
  * Medida de pérdida de paquetes. 
  * Soporta Multicast. 
  * Conexiones múltiples simultáneas. 
 
Opciones que se han utilizado: 
 
-f [bkmBKM] Especifica las unidades con las que desplegará el resultado 
   b bits / s    B Bytes / s 
   k kilobits / s   K KiloBytes / s 
   m megabits / s  m MegaBytes / s 
   
-i <segundos> Especifica un intervalo de tiempo en segundos en el cual 
volverá a hacer la medición.  
-u   Utiliza UDP en vez de TCP 
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-t <segundos>   Tiempo que dura la transmisión 
 
-s    para iniciar en modo servidor 
 





El analizador de protocolos Ethereal se ha utilizado para controlar todo el 
intercambio de paquetes entre las distintas máquinas. Esta herramienta captura 
todos los paquetes que entran y salen de la tarjeta de red. Así nos facilita el 






Las iptables se han utilizado para configurar los primeros escenarios. Al 
tratarse de pruebas de laboratorio y con escenarios estáticos dentro de la 
misma interfaz de red, no se contemplan problemas de cobertura. Todos 
pueden tener conexión con todos los nodos y por ello se va a simular distancias 
con la configuración de los firewalls.  
 
Es importante tener en cuenta que se realiza un filtrado a nivel MAC para el 
aislamiento a nivel de la capa de enlace. A tener en cuenta que si se realiza un 







     Fig. 3.2 Ejemplo de filtrado IP 
 
 
En la figura 3.2 se hace un filtrado IP entre el nodo 1 y 3. Si se envía un 
mensaje al nodo 3 desde el nodo 1, nunca llegará a su destino aunque pase 
por el nodo 2. Esto sucede porque el mensaje de información contiene la 
dirección IP del nodo origen. 
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Una vez instalado el paquete de la iptables necesario, deberemos utilizar los 
siguientes comandos: 
 
# /sbin/iptables –t mangle –F PREROUTING 
 
Borra todas las reglas que se hayan configurado previamente. 
 
# /sbin/iptables –t mangle –A PREROUTING –m mac –mac-source 00:00:00:00:00:00 
–j DROP 
Crea una regla para no tener una visión con el nodo de la MAC indicada. 
 
# /sbin/iptables –t mangle –D PREROUTING –m mac –mac-source 00:00:00:00:00:00 
–j DROP 
 
Elimina la regla que previamente se ha creado para volver a tener visión con el 
nodo de la MAC indicada. 
 
 
3.3 Instalación de los protocolos 
 
3.3.1 Protocolo AODV 
 
Lo primero que tenemos que hacer es descargar el código fuente del proyecto 
de la Universidad de Uppsala (http://core.it.uu.se/AdHoc/AodvUUImpl). De 
entre todas las versiones que nos podemos encontrar se ha seleccionado la 
última hasta el momento 0.9.1. 
 
Una vez descargado, es necesario descomprimir el paquete con la siguiente 
instrucción: 
 
# tar –zxvf aodv-uu-0.9.1.tar.gz 
 
Una vez dentro de la carpeta (aodv-uu-0.9.1) nos encontramos un fichero 
descomprimido, un archivo README y un INSTALL donde nos indican las 
últimos pasos de la instalación. 
 
# make  
 
# make install 
 
Ya tendremos el protocolo instalado y listo para iniciar las pruebas. El protocolo 
nos ofrece la posibilidad de guardar los resultados de todos los mensajes que 
se envían en un archivo aodvd.log y de todas las tablas de encaminamiento 
para cada uno de los nodo en un archivo aodvd.rtlog. 
 
 Localización de los archivos generados por el protocolo:     /var/log 
 
Comando utilizado para iniciar el protocolo: 
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# aodvd –l –r 1 –i eth0  
 
-l: guarda los log´s en los cuales podemos ver todos los paquetes (RREQ, 
RERR, RREP, HELLO) que se envían los nodos. 
-r:  guarda las tablas de cada nodo. Se especifica con un valor (segundos) 
la frecuencia con la que refresca la tabla. 
-i: se utiliza para especificar la interfaces que debe utilizar para ver a resto 
de los nodos.   
 
 
3.3.2 Protocolo OLSR 
 
Una vez descargamos el paquete con la versión olsrd-0.4.9 de la página oficial 
de http://www.olsr.org/releases/0.4/olsrd-0.4.9.tar.gz, ejecutamos el siguiente 
comando para descomprimir el paquete: 
 
# tar –zxvf olsrd-0.4.9.tar.gz 
 
Una vez descomprimido se debe instalar adecuadamente el paquete con los 
siguientes comandos. 
 
# make OS=Linux 
 
# make install OS=Linux 
 




En este se selecciona la versión del protocolo IP que se quiere utilizar y 
también especificar la interfaz. 
 
Con estas pequeñas consideraciones ya se puede ejecutar el comando que 
arranca al protocolo: 
 
# olsrd –i eth0 
 
Con este comando basta para que veamos al instante como empiezan a 
calcular la topología enviándose mensajes con sus nodos vecinos. Para grdar 
toda la información y poder realiza un estudio de todos los mensajes enviados, 
también tenemos la posibilidad de forzar que nos guarde todo las tablas en un 
archivo de texto. Para ello debemos arrancar el protocolo con el siguiente 
comando: 
 
# olsrd –i eth0 >archivo.txt 
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Dentro del capítulo 4 se analizan diferentes escenarios con el fin de ver paso a 
paso el funcionamiento de los dos protocolos llevados a estudio. Los 
escenarios se crean realizando un filtrado MAC, gracias a la ayuda de la 
herramienta “iptable” tal y como se ha explicado en el apartado 3.2.4. 
 
Algunos de los escenarios han sido inspirados en pruebas que realizaron 
estudiantes a los que se hace referencia en el anexo.  
 
 
4.1.1 Escenario I 
 
El primer escenario se utiliza para ver los retardos producidos por la necesidad 
de realizar un mayor número de saltos. Consiste en un escenario con una 
configuración lineal en el que los nodos de la red solo tienen cobertura con sus 
nodos vecinos (Véase Fig.4.1). Por lo que el nodo S solo tiene cobertura con el 
nodo 1, el nodo 1 con el nodo S y 2, etc. 
 
La otra herramienta necesaria ha sido la utilización del siguiente comando: 
 
  # ping 192.168.77.1 –c 10  ping de 10 paquetes al nodo 1 
 
Con el comando ping se envía del nodo S al resto de nodos paquetes para ver 
los retardos. Una vez realizada esta operación y repetida 10 veces, se hace 
una media de los resultados que se muestran en la tabla 4.2. 
 
En el caso de AODV para cada primer ping de los 10 totales el nodo fuente 
(nodo S) necesitará iniciar un proceso de descubrimiento de ruta y para enviar 
los 9 restantes consultará las tablas de encaminamiento. En el caso de OLSR 






Fig. 4.1 Escenario lineal con 5 nodos 
 
 
Las pruebas se realizan con los dos protocolos de encaminamiento iniciados 
entes de realizar el ping, para así poder ver cual de ellos tarda más en llegar 
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del nodo S al nodo D. La forma de iniciar el funcionamiento de AODV y OLSR 
está explicada en el apartado 3.3.1 y 3.3.2 respectivamente. 
 
 
Taula 4.2. Resultado de tiempos para los diferentes nodos 
 
Número de saltos  
1 2 3 D 
AODV min  (ms) 0.198 0.407 0.673 0.925 
avg (ms) 0.233 0.492 0.742 0.991 
max (ms) 0.458 0.736 0.989 1.241 
 
OLSR min (ms) 0.109 0.239 0.490 0.741 
avg (ms) 0.326 0.284 0.544 0.797  
max (ms) 0.579 0.610 0.737 0.991 
 
 
En la tabla de la figura 4.2 podemos ver como va creciendo el retardo en 
función del número de nodos. Si nos fijamos en cada uno de los protocolos nos 
encontramos que para el caso del proactivo (OLSR) se obtienen unos tiempos 
más bajos. Esto se debe a que cuando se inicia el protocolo se intercambia 
rápidamente mensajes con el resto de nodos de la misma red para poder 
conocer la topología de red. Por eso cuando se hace el ping de 10 paquetes ya 
sabe donde se encuentra cada nodo. Al contrario que los protocolos reactivos 
(AODV) que no conocen la topología de la red y cuando quieren enviar 
información deben descubrir primero donde están esos nodos. 
 
Se da un caso para el primer salto en el que encontramos los tiempos más 
bajos para aodv, debido a que todos los nodos conocen a sus vecinos porque 
se intercambian mensajes de HELLO y no necesitan descubrirlos. 
 
 
4.1.2 Escenario II 
 
Una vez vistos los retardos que se introducen en función del número de saltos 
hasta alcanzar a un nodo, pasamos a estudiar la pérdida de paquetes que se 
llega a tener cuando se produce una rotura de enlaces.  
 
Para ello se crea un nuevo escenario que nos dará la posibilidad de escoger 
entre dos caminos para alcanzar a un mismo destino. Cuando se inicie un 
envío de información entre los nodos S y D (Véase Fig.4.3) el protocolo deberá  
encaminar por la ruta más corta para hacer un uso eficiente. Cuando haya 
comenzado a encaminar los paquetes por el enlace entre 1-D se forzará una 
rotura del mismo. 
 




Fig. 4.3 Escenario II con rotura de enlace 1 y D. 
 
 
Cuando se produce esta rotura, debe encaminar los paquetes por la otra 
posible ruta para no perder la comunicación. Se pasará a ver cual de los 
protocolos cambia antes de ruta al detectar el error. 
 
El escenario que podemos observar en la figura 4.3 se crea a partir de las 
iptables y se forzará la rotura con ayuda de la misma herramienta. El envío de 
información será mediante un ping y para verificar el encaminamiento 





Se le hace un traceroute a la ip del nodo D desde el nodo S antes de la rotura 
de enlace para ver que camino selecciona. 
 
:~# traceroute 192.168.77.5 
 1  192.168.77.4 (192.168.77.4)  1.446 ms  0.167 ms  0.105 ms 
 2  192.168.77.5 (192.168.77.5)  1.735 ms  0.286 ms  0.239 ms 
 
Una vez se fuerza la rotura del enlace con el siguiente comando: 
 
# /sbin/iptables –t mangle –A PREROUTING –m mac –mac-source 00:0E:0C:5D:04:3E –j 
DROP 
 
Se verifica el nuevo encaminamiento: 
 
:~# traceroute 192.168.77.5Con la rotura del enlace 
 1  192.168.77.4 (192.168.77.4)  2.564 ms  0.161 ms  0.230 ms 
 2  192.168.77.6 (192.168.77.6)  0.365 ms  0.411 ms  0.490 ms 
 3  192.168.77.5 (192.168.77.5)  2.369 ms  0.550 ms  0.616 ms 
 
Se hace un ping de 100 paquetes desde la maquina S a la D y vemos que con 
el corte se produce la pérdida del 1%. 
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Resultados OLSR 
 
Mismas pruebas realizadas para el protocolo OLSR. Vemos que el 
encaminamiento es el correcto. 
 
Antes del corte : 
:~# traceroute 192.168.77.5 
traceroute to 192.168.77.5 (192.168.77.5), 30 hops max, 38 byte packets 
 1  192.168.77.4 (192.168.77.4)   
 2  192.168.77.5 (192.168.77.5)   
 
Después del corte: 
:~# traceroute 192.168.77.5Con la rotura del enlace 
traceroute to 192.168.77.5 (192.168.77.5), 30 hops max, 38 byte packets 
 1  192.168.77.4 (192.168.77.4)   
 2  192.168.77.6 (192.168.77.6) 
 3  192.168.77.5 (192.168.77.5)   
 
Nos encontramos con la diferencia del número de paquetes perdidos.  
 
100 packets transmitted, 93 received, 7% packet loss, time 99039ms 
 
Para el caso de OLSR vemos que para este escenario se produce una pérdida 
de 7 de los 100 enviados. Cuando se produce el corte OLSR almacena los 
paquetes en un buffer y éste se congestiona a la espera de una nueva ruta; 
otros paquetes se pierden en el enlace caído. En AODV la pérdida de de 
paquetes es del 1 % debido a que al producirse el corte reencamina antes por 
la nueva ruta (tal y como se demostrará en los escenarios siguientes).   
 
 
4.1.3 Escenario III-a 
 
Con el siguiente escenario se realizan pruebas para obtener unos valores  
concretos y así poder realizar una buena comparativa entre protocolos. Se crea 
un escenario en el cual se le va simulando pérdidas de cobertura entre nodos 
con ayuda del cortafuegos como si se tratara de una red ad hoc donde los 
nodos se van moviendo. En este escenario se fuerza una rotura de enlace para 
obligar a utilizar otras rutas y se añade un nuevo nodo para ver como esta se 
comporta. De esta forma se pude calcular los tiempos de descubrimientos de 
rutas y de detección de nuevos vecinos. 
 
Para analizar a fondo estos nuevos escenarios, se pasa a mirar los archivos 
que genera cada uno de los protocolos.  
 
En el caso de AODV nos encontramos con dos archivos generados por cada 
nodo. El primero se trata del aodvd.log que contiene toda la información de los 
mensajes trata ese mismo nodo. El segundo archivo generado es el  
aodvd.rtlog que vienen a mostrar la tabla de enrutamiento. Por el contrario con 
el protocolo OLSR veremos que solo se  genera un archivo por nodo, en el cual 
se muestra la topología de red, los nodos vecinos y los enlaces. 
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Para crear el escenario de la figura 4.5 y darle la movilidad se utiliza la 
herramienta de las iptables. Todos los comandos utilizados se irán comentando 
para no perder detalle de las pruebas realizadas.   
 
En la tabla 4.4 vemos el estado de los cortafuegos configurado con ayuda de 
las iptables. Off significa que un nodo está dentro del alcance radio de otro y 
On significa que el cortafuegos está activando impidiendo que se produzca la 
comunicación entre estos nodos.   
 
 




Nodo S 1 2 D 
S - Off On Off 
1 Off - Off On 




D Off On Off - 
 
 
Tal y como se configura el cortafuegos de la tabla 4.4 da lugar al escenario que 
podemos ver de la figura 4.5., teniendo cobertura entre los nodos marcados 





Fig. 4.5 Escenario III-a. Topología circular 
 
 
A continuación se muestra el comando que se ha utilizado para realizar el 
filtrado desde el nodo S para anular la cobertura con el nodo 2. 
 
#  /sbin/iptables –t mangle –F PREROUTING 
# /sbin/iptables –t mangle –A PREROUTING –m mac –mac-source 00:0E:0C:5C:F8:28 –j 
DROP 
 
Una vez realizado el filtrado MAC desde todos los nodos como se indica en la 
tabla 4.4, se utiliza la herramienta de iperf para enviar información entre la 
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fuente (nodo S) y el destino (nodo D). El nodo configurado como cliente (nodo 
S) hace peticiones al nodo configurado como servidor (nodo D). 
 
:~# iperf –s –u Desde el nodo configurado como Servidor (nodo D) 
:~# iperf -c 192.168.77.6 -u -i 1 -r -t 100 Desde el nodo configurado como cliente (nodo S) 
 
Con la herramienta iperf se está enviando información entre los nodos S y D de 
tipo UDP. El funcionamiento de esta herramienta se explica en detalle en el 
apartado 3.2.2 y en el anexo. 
 
Como es de esperar los dos protocolos de encaminamiento seleccionaran el 
camino más corto para el envío de datos. Para este escenario se forzará la 
rotura del enlace entre el nodo S y D (Véase figura 4.6) en el que los protocolos 






Fig. 4.6 Anilla circular con corte  
 
 
Una vez forzada la rotura del enlace, el estado de los cortafuegos queda como 
se indica en la tabla 4.7. Se hace con el mismo filtrado MAC de las iptables. 
 
 




Nodo S 1 2 D 
S - Off On On 
1 Off - Off On 




D On On Off - 
 
 
En los siguientes apartados se verá como funcionan los protocolos con ayuda 
de los archivos que ellos mismos generan y se realiza la comparativa entre 
ambos. 
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Resultados AODV 
 
Una vez montado el escenario se arranca el protocolo aodv (# aodvd –l –r 1 –i 
eth0; explicado en el apartado 3.3.1) y vemos que éste rápidamente inicia el 
proceso de descubrimiento de ruta desde el nodo S al nodo D. 
 Se comprueba que al iniciar el envío de datos con la herramienta iperf no se 
pierden ningún paquete ya que los nodos S y D tienen visión directa entre ellos. 
 
A continuación se muestra partes importantes del archivo aodvd.log generado 
por el nodo S. 
  
Log del nodo S 
10:56:11.154 hello_start: Starting to send HELLOs! 
10:56:12.058 rt_table_insert: Inserting 192.168.77.9 (bucket 0) next 
hop 192.168.77.9 
10:56:12.059 nl_send_add_route_msg: Send ADD/UPDATE ROUTE to kernel: 
192.168.77.9:192.168.77.9 
10:56:12.059 rt_table_insert: New timer for 192.168.77.9, life=2100 
10:56:12.059 hello_process: 192.168.77.9 new NEIGHBOR! 
10:56:26.153 wait_on_reboot_timeout: Wait on reboot over!! 
10:56:36.452 rt_table_insert: Inserting 192.168.77.7 (bucket 0) next 
hop 192.168.77.7 
10:56:46.096 rreq_create: Assembled RREQ 192.168.77.9 
10:56:46.096 log_pkt_fields: rreq->flags: rreq->hopcount=0 rreq-
>rreq_id=2 
10:56:46.096 log_pkt_fields: rreq->dest_addr:192.168.77.9 rreq-
>dest_seqno=2 
10:56:46.096 log_pkt_fields: rreq->orig_addr:192.168.77.6 rreq-
>orig_seqno=4 
… 
10:56:46.099 aodv_socket_process_packet: Received RREP 
10:56:46.099 rrep_process: from 192.168.77.7 about 192.168.77.6-
>192.168.77.9 
10:56:46.099 log_pkt_fields: rrep->flags: rrep->hcnt=2 
10:56:46.099 log_pkt_fields: rrep->dest_addr:192.168.77.9 rrep-
>dest_seqno=3 




Como hemos podido observar en el aodvd.log, se ve en que momento los 
nodos que entran en la red van enviando mensajes HELLO para informar de su 
presencia. También se ve el proceso de descubrimiento de ruta con los 
mensajes de tipo RREQ y RREP que se están enviando y en que momento va 
insertando las nuevas rutas en su tabla de encaminamiento. 
 
Tabla de encaminamiento del nodo S 
# Time: 10:56:36.176 IP: 192.168.77.6, seqno: 1 entries/active: 1/1 
Destination   Next hop      HC St. Seqno Expire Flags Iface Precursors      
192.168.77.9  192.168.77.9  1  VAL 1     2961         eth0  
# Time: 10:56:37.177 IP: 192.168.77.6, seqno: 1 entries/active: 2/2 
Destination   Next hop      HC St. Seqno Expire Flags Iface Precursors      
192.168.77.7  192.168.77.7  1  VAL 1     1375         eth0  
192.168.77.9  192.168.77.9  1  VAL 1     2960         eth0  
… 
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En la tabla de encaminamiento se muestra la dirección destino a la que envía 
los paquetes de información (en este caso 192.168.77.9, que corresponde con 
el nodo D). A todas las rutas se les va asignando un tiempo de vida para evitar 
calcular nuevamente su ubicación para cada envío de datos. En el caso de no 
utilizarse la ruta, el tiempo expiraría y se invalidaría automáticamente. En la 
tabla de encaminamiento también podemos ver el número de saltos que debe 
hacer cada paquete para alcanzar su destino (en este caso 1 salto, ya que es 
vecino). Vemos que al tener dos rutas en la tabla aparece en el estado de 
entradas activas 2 de 2.  
 
Vemos como el nodo S no conoce al nodo 2 debido a que no tiene cobertura 
con él y no es necesario para realizar su encaminamiento. 
  
Cuando se fuerza la rotura del enlace directo entre el nodo S y D, el protocolo 
debe iniciar un nuevo descubrimiento de ruta para alcanzar al destino. 
 
Descubrimiento de Ruta para el nodo S 
10:57:38.769 aodv_socket_process_packet: Received RERR 
10:57:38.769 rerr_process: ip_src=192.168.77.7 
10:57:38.769 log_pkt_fields: rerr->dest_count:1 rerr->flags=- 
10:57:38.769 rerr_process: unreachable dest=192.168.77.9 seqno=10 
10:57:38.769 rerr_process: removing rte 192.168.77.9 - WAS IN RERR!! 
10:57:38.769 nl_send_del_route_msg:Send DELROUTE tokernel:192.168.77.9 
10:57:38.769 rt_table_invalidate: 192.168.77.9 removed in 15000 msecs 
10:57:38.769 rerr_process: Not sending RERR, no precursors or route in 
RT_REPAIR 
10:57:39.146 nl_callback: Got NOROUTE msg from kernel for 192.168.77.9 
10:57:39.146 rreq_create: Assembled RREQ 192.168.77.9 
10:57:39.146 log_pkt_fields: rreq->flags: rreq->hopcount=0 rreq-
>rreq_id=3 
10:57:39.146 log_pkt_fields: rreq->dest_addr:192.168.77.9 rreq-
>dest_seqno=10 
10:57:39.146 log_pkt_fields: rreq->orig_addr:192.168.77.6 rreq-
>orig_seqno=6 
10:57:39.146 aodv_socket_send:AODV msg to 255.255.255.255 ttl=5size=24 
10:57:39.146 rreq_route_discovery: Seeking 192.168.77.9 ttl=5 
10:57:39.706 route_discovery_timeout: 192.168.77.9 
… 
 
Cuando se rompe una ruta se envía un mensaje de RERR para informar a los 
nodos de la invalidación de la misma y así poder ir actualizando sus tablas de 
encaminamiento.  
 
Tabla de Ruta para el nodo S después de la rotura de enlace 
# Time: 10:56:44.181 IP: 192.168.77.6, seqno: 1 entries/active: 2/2 
Destination   Next hop      HC St. Seqno Expire Flags Iface Precursors      
192.168.77.7  192.168.77.7  1  VAL 1     1566         eth0  
192.168.77.9  192.168.77.9  1  VAL 1     2955         eth0  
# Time: 10:56:45.181 IP: 192.168.77.6, seqno: 2 entries/active: 2/1 
Destination   Next hop      HC St. Seqno Expire Flags Iface Precursors      
192.168.77.7  192.168.77.7  1  VAL 1     2955         eth0  
192.168.77.9  192.168.77.9  1  INV 2     14728        eth0  
# Time: 10:56:46.180 IP: 192.168.77.6, seqno: 4 entries/active: 2/2 
Destination    Next hop     HC St. Seqno Expire Flags Iface Precursors      
192.168.77.7   192.168.77.7 1  VAL 1     2918         eth0  
192.168.77.9   192.168.77.7 3  VAL 3     2955         eth0 … 
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 Al recibir el mensaje de RERR, el protocolo deja de utilizar la ruta directa a 
través de la cual veía al nodo destino a un salto y pasa a utilizar el otro camino 
posible realizando 3 saltos. Se ve como pone en estado INV (inválido) y como 
pasa de tener el contador de saltos de 1 a 3. Vemos ahora como el estado de 
rutas activas pasa a ser momentáneamente 1 de 2. 
 
El tiempo que tarda en descubrir la nueva ruta es del orden de ms. Este valor 
no se puede apreciar bien en la tabla de enrutamiento (aodvd.rtlog) porque el 
mínimo intervalo de tiempo para refrescar los datos es de 1 s. 
 
--- 192.168.77.9 ping statistics --- 
100 packets transmitted, 98 received, 2% packet loss, time 99038ms 
 
Podemos ver como se produce pérdida de paquetes cuando se rompe la ruta. 




A diferencia de AODV se memoriza un solo archivo de texto en el que 
aparecen la tabla con los enlaces posibles, los vecinos y la topología de red 
vista desde cada nodo. Vemos que calcula correctamente la ubicación de cada 
nodo y sabe como llegar a cada uno de ellos. 
 
Tabla del nodo S 
--- 16:38:49.55 -------------------------------------------------LINKS 
IP address       hyst   LQ     lost   total  NLQ    ETX 
192.168.77.9     0.059  0.000  0      0      0.000  0.00 
192.168.77.7     1.000  0.000  0      0      0.000  0.00 
--- 16:38:49.55 ---------------------------------------------NEIGHBORS 
IP address       LQ     NLQ    SYM   MPR   MPRS  will 
192.168.77.7     0.000  0.000  YES   YES   YES   3 
192.168.77.9     0.000  0.000  NO    NO    NO    3 
--- 16:38:49.55 ----------------------------------------------TOPOLOGY 
Source IP addr   Dest IP addr     LQ     ILQ    ETX 
192.168.77.7     192.168.77.8     0.000  0.000  0.00 
192.168.77.7     192.168.77.6     0.000  0.000  0.00 
192.168.77.8     192.168.77.9     0.000  0.000  0.00 
OLSR utiliza la técnica de MPR explicada en el apartado 2.2.1.1.1 y para el 
escenario de la figura 4.5 selecciona desde el nodo S como MPR al nodo 1 (IP 
192.168.77.7).  
 
Se pasa a estudiar el caso de la figura 4.6 en la que se fuerza la rotura del 
enlace directo entre los nodos S y D. A diferencia de AODV, no es necesario 
tener iniciado un envío de información entre los nodos S y D para que calcule 
una nueva ruta cuando se produce la rotura. Sin embargo si que se envían 
paquetes UDP del nodo S al nodo D para poder comparar después la pérdida 
de paquetes utilizando OLSR o bien AODV como protocolos de 
encaminamiento. 
  
Tabla del nodo S después de la rotura de enlace 
--- 16:38:54.66 -------------------------------------------------LINKS 
IP address       hyst   LQ     lost   total  NLQ    ETX 
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192.168.77.7     1.000  0.000  0      0      0.000  0.00 
--- 16:38:54.66 ---------------------------------------------NEIGHBORS 
IP address       LQ     NLQ    SYM   MPR   MPRS  will 
192.168.77.7     0.000  0.000  YES   YES   NO    3 
--- 16:38:54.66 ----------------------------------------------TOPOLOGY 
Source IP addr   Dest IP addr     LQ     ILQ    ETX 
192.168.77.7     192.168.77.8     0.000  0.000  0.00 
192.168.77.7     192.168.77.6     0.000  0.000  0.00 
192.168.77.8     192.168.77.9     0.000  0.000  0.00 
192.168.77.8     192.168.77.7     0.000  0.000  0.00 
 
Cuando se anula la visión directa con el nodo D se encamina los paquetes por 
su MPR hasta llegar al destino por la nueva ruta. Vemos como en la tabla ya 
desaparece como vecino el nodo D (ip: 192.168.77.9). 
 
El tiempo que tarda desde que se da cuenta de la rotura hasta que reestablece 
su nueva ruta supera los 5s. 
 
--- 192.168.77.9 ping statistics --- 
100 packets transmitted, 94 received, 6% packet loss, time 99037ms 
 
Con OLSR se produce una pérdida mayor de paquetes en comparación con 
AODV (6% frente a un 2%). OLSR tarda más tiempo en utilizar la nueva ruta y 
se produce una pérdida mayor mientras no utiliza la nueva ruta. AODV tiene 
que descubrir la nueva ruta cuando se produce el corte del enlace y consigue 
hacerlo en menos tiempo que OLSR, teniendo unas pérdidas menores. 
 
 
4.1.4 Escenario III-b 
 
Una vez comprobado el buen funcionamiento de los protocolos de 
encaminamiento, se pasa a estudiar sobre el escenarioIII-a con la 
incorporación de un nuevo nodo vecino y el restablecimiento del enlace roto 
entre los nodos S y D. Por lo tanto el  escenario de la figura 4.6 dará lugar al 
escenario de la figura 4.8. 
  
Con esta nueva configuración de escenario, se forzará un envío de información 
entre los nodos 3 y D. Los mensajes del nodo D al nodo 3 (que se acaba de 
incorporar a la red) pasaran por todos los nodos de la red hasta alcanzar su 
destino. Cuando se reestablece el enlace directo entre los nodos S y D, se 
estará dando la posibilidad de utilizar una ruta más corta para continuar la 
comunicación. Veremos como se comporta cada protocolo ante la posibilidad 
de hacer un uso eficiente utilizando el camino más corto. 
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Taula 4.7. Estado de los cortafuegos para el escenario III-b 
 
 
 Cortafuegos  
 Nodo S 1 2 3 D 
S - Off On Off Off 
1 Off - Off On On 
2 On Off - On Off 










Fig. 4.8 Nuevo nodo y restablecimiento de ruta. 
 
 
Se hace un envío de información del nodo D hacia el nodo 3 para forzar a los 
protocolos a calcular la ruta de la forma más rápida. De los archivos generados 
por ambos protocolos se sacarán los tiempos que utiliza cada uno de ellos.  
 
Con los siguientes comandos se reestablece la ruta previamente anulada: 
 
Nodo S 
# /sbin/iptables –t mangle –D PREROUTING –m mac –mac-source 00:0E:0C:5C:F8:9C –j 
DROP 
Nodo D 
# /sbin/iptables –t mangle –D PREROUTING –m mac –mac-source 00:0E:0C:5C:F9:6C –j 
DROP 
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Resultados AODV 
 
Vemos como el protocolo detecta que el enlace con el nodo S se ha 
reestablecido y puede alcanzar al nodo 3 con un solo salto. El proceso 
comienza con el envío de un mensaje HELLO desde el nodo S al nodo D como 
veremos aodvd.log generado por el nodo S. 
 
Descubrimiento de rutas para el nodo S 
16:13:28.806 aodv_socket_process_packet: Received RREP 
16:13:28.806 rrep_process: from 192.168.77.6 about 192.168.77.5-
>192.168.77.9 
16:13:28.806 log_pkt_fields: rrep->flags: rrep->hcnt=3 
16:13:28.806 log_pkt_fields: rrep->dest_addr:192.168.77.9 rrep-
>dest_seqno=7 
16:13:28.806 log_pkt_fields: rrep->orig_addr:192.168.77.5 rrep-
>lifetime=5355 
16:13:28.806 rt_table_insert: Inserting 192.168.77.9 (bucket 0) next 
hop 192.168.77.6 
16:13:28.806 nl_send_add_route_msg: Send ADD/UPDATE ROUTE to kernel: 
192.168.77.9:192.168.77.6 
16:13:28.806 rt_table_insert: New timer for 192.168.77.9, life=5355 
16:13:35.482 route_expire_timeout: Route 192.168.77.9 DOWN, seqno=7 
16:13:35.482 nl_send_del_route_msg:Send DELROUTE tokernel:192.168.77.9 
16:13:35.482 rt_table_invalidate: 192.168.77.9 removed in 15000 msecs 
… 
 
Vemos como rápidamente reconoce la nueva ruta y calcula el nuevo tiempo 
para alcanzar al nodo D. También se le asigna un tiempo a la ruta anterior para 
que cuando esta expire se elimine de su tabla de encaminamiento. 
 
Tabla de rutas del nodo 3 
# Time: 16:16:46.355 IP: 192.168.77.5, seqno: 5 entries/active: 2/2 
Destination   Next hop      HC St. Seqno Expire Flags Iface Precursors 
192.168.77.9  192.168.77.6  4  VAL 12    155          eth0 
192.168.77.6  192.168.77.6  1  VAL 1     1977         eth0 
# Time: 16:16:47.356 IP: 192.168.77.5, seqno: 5 entries/active: 2/1 
Destination   Next hop      HC St. Seqno Expire Flags Iface Precursors 
192.168.77.9  192.168.77.6  4  INV 13    14155        eth0 
192.168.77.6  192.168.77.6  1  VAL 1     2006         eth0  
… 
 
Vemos como la ruta pasa del estado VAL (válido) a estado INV (inválido). 
 
Tabla de rutas del nodo 3 una vez reconfigurada la tabla 
# Time: 16:16:58.378 IP: 192.168.77.5, seqno: 5 entries/active: 2/1 
Destination   Next hop      HC St. Seqno Expire Flags Iface Precursors 
192.168.77.9  192.168.77.6  4  INV 13    3133         eth0 
192.168.77.6  192.168.77.6  1  VAL 1     1258         eth0 
# Time: 16:16:59.379 IP: 192.168.77.5, seqno: 6 entries/active: 2/2 
Destination   Next hop      HC St. Seqno Expire Flags Iface Precursors 
192.168.77.9  192.168.77.6  2  VAL 13    4889         eth0 
192.168.77.6  192.168.77.6  1  VAL 1     2448         eth0  
… 
     
Queda reflejado en la tabla que para la comunicación entre los nodos D y 3 
necesitaba realizar 4 saltos y con la detección del nuevo enlace solo necesita 
hacer 2. El cálculo de la nueva ruta es del orden milisegundos, pero para que 
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esta se vea reflejada en la tabla de encaminamiento tarda más de 13 
segundos. La ruta más larga se conserva durante un determinado período de 
tiempo antes de ser invalidada. Por defecto en la configuración de parámetros 
de AODV es de 15000 ms. 
 
Importante comentar que para que la ruta sea calculada es necesario que entre 
los nodos D y 3 haya una comunicación en todo momento. Esto es así porque 






Si sigue un buen funcionamiento, veremos como todos los nodos memorizan 
en su tabla la ruta más corta y podremos ver cuando tiempo tardan en hacerlo. 
 
Pasamos a analizar el archivo de texto generado por el nodo 3 ya que es uno 
de los implicados en el envío de datos y nos aportará más información. 
 
 
Tabla del nodo 3 
--- 17:24:00.61 -------------------------------------------------LINKS 
IP address       hyst   LQ     lost   total  NLQ    ETX 
192.168.77.6     0.999  0.000  0      0      0.000  0.00 
--- 17:24:00.61 ---------------------------------------------NEIGHBORS 
IP address       LQ     NLQ    SYM   MPR   MPRS  will 
192.168.77.6     0.000  0.000  YES   YES   NO    3 
--- 17:24:00.61 ----------------------------------------------TOPOLOGY 
Source IP addr   Dest IP addr     LQ     ILQ    ETX 
192.168.77.6     192.168.77.7     0.000  0.000  0.00 
192.168.77.6     192.168.77.5     0.000  0.000  0.00 
192.168.77.7     192.168.77.8     0.000  0.000  0.00 
192.168.77.7     192.168.77.6     0.000  0.000  0.00 
192.168.77.8     192.168.77.9     0.000  0.000  0.00 
192.168.77.8     192.168.77.7     0.000  0.000  0.00 
Setting 192.168.77.6 as MPR 
(ioctl)Deleting route with metric 4 to 192.168.77.9/255.255.255.255 
via 192.168.77.6/eth0. 
(ioctl)Adding route with metric 2 to 192.168.77.9/255.255.255.255 via 
192.168.77.6/eth0. 
--- 17:24:13.46 ------------------------------------------------ LINKS 
IP address       hyst   LQ     lost   total  NLQ    ETX 
192.168.77.6     1.000  0.000  0      0      0.000  0.00 
--- 17:24:13.46 -------------------------------------------- NEIGHBORS 
IP address       LQ     NLQ    SYM   MPR   MPRS  will 
192.168.77.6     0.000  0.000  YES   YES   NO    3 
--- 17:24:13.46 --------------------------------------------- TOPOLOGY 
Source IP addr   Dest IP addr     LQ     ILQ    ETX 
192.168.77.6     192.168.77.9     0.000  0.000  0.00 
192.168.77.6     192.168.77.7     0.000  0.000  0.00 
192.168.77.6     192.168.77.5     0.000  0.000  0.00 
192.168.77.7     192.168.77.8     0.000  0.000  0.00 
192.168.77.7     192.168.77.6     0.000  0.000  0.00 
192.168.77.8     192.168.77.9     0.000  0.000  0.00 
192.168.77.8     192.168.77.7     0.000  0.000  0.00 
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Se puede ver que la red detecta el restablecimiento de enlace entre el nodo S y 
D. Esto supone el cambio de la métrica de 4 a 2 saltos para utilizar un camino 
más corto. 
 
El tiempo que tarda desde que detecta el cambio de topología en la red y lo 
actualiza en su tabla es de 12,85 segundos. Vemos como AODV tarda menos 





Una vez hemos podido comprobar el correcto funcionamiento de ambos 
protocolos en escenarios estáticos, se pasa a estudiar el comportamiento de 
los mismos en escenarios dinámicos. Gracias a las pruebas anteriores ya 
hemos podido ver como se comportan los dos protocolos ante diferentes 
escenarios y poder tener claras las diferencias de funcionamiento de los 
mismos.  
 
Pasamos a realizar pruebas con escenarios dinámicos acercándonos más a la 
finalidad de este tipo de redes. Para ello no se ha utilizado ordenadores 
portátiles en campo abierto, sino que se ha utilizado el cluster antes 
mencionado (apartado 3.2).  El cluster se puede utilizar para que todas las 
máquinas trabajen de forma conjunta o independientemente ayudándonos a 
dar una movilidad con un emulador de redes. Estas pruebas de laboratorio 
sirven para saber que resultados vamos a obtener antes de hacer una puesta 







MobiEmu es una herramienta para emular redes móviles ad hoc conectando a 
la red máquinas fijas con Linux (el kernel 2.4 y superior). Esta herramienta 
puede emular prácticamente cualquier escenario de movimiento sin la 
necesidad de mover los nodos físicamente.  
 
MobiEmu es una plataforma de software para probar y analizar en vivo como 
se comportan en la red los protocolos. El software usa una red fija de n 
ordenadores configurados en linux para emular una red móvil ad hoc de n 
nodos. La topología de conectividad entre nodos es dinámica ya que los nodos 
se mueven siguiendo un patrón.   
 
El software imita un banco de pruebas de una red ad hoc real de forma 
dinámica poniendo o quitando filtros de paquete. El objetivo es crear la misma 
dinámica de red para el escenario de prueba, de modo que las pruebas y el 
análisis ad hoc se conecten a una red que fácilmente puede ser ajustada en un 
laboratorio. También se puede controlar distinto software para cada máquina 
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del banco de pruebas. La entrada es una historia de posiciones y movimientos 
de cada nodo. Con la componente de interfaz de usuario, se puede ver con 
anticipación, controlar, y visualizar la red ad hoc en acción. El usuario puede 
tratar de conectar las redes al software o bien realizar las pruebas reales de los 
n nodos independientes y moviéndose libremente con el mismo patrón. Por eso 
es mejor instalar el software de control de MobiEmu sobre cada ordenador para 
establecer un ambiente de pruebas conveniente.  
 
 
El banco de pruebas de red  
 
Cada anfitrión del banco de pruebas es un ordenador que emula un nodo móvil 
de la red ad hoc. Esto une a todos los otros nodos con una red dedicada (la red 
del banco de pruebas). La red del banco de pruebas puede ser cualquier tipo 
de redes locales, como Ethernet rápida o 802.11 LAN inalámbrico. Aunque 
físicamente la red del banco de pruebas no sea unida (conectada), el sistema 
MobiEmu hará cumplir una topología parcialmente unida (conectada) en la 
capa de enlace de transmisión. 
 
 El sistema MobiEmu funciona en una arquitectura de master/esclavo. El 
maestro está fuera de la red y controla a todos los esclavos y sincroniza sus 
acciones: el maestro dicta cuando la topología de conectividad debería 
cambiarse y los esclavos hacen cumplir esos cambios. 
 
La comunicación de maestro/esclavo está sobre un canal de control. El canal 
de control debería ser separado de la red de banco de pruebas. 
 
Un escenario puede ser visualizado por una interfaz gráfica. El escenario es 
una lista de posición y definiciones de movimiento para todos los nodos. 
Corrientemente, MobiEmu acepta dos tipos de formato: el formato de un 
simulador de redes llamado ns2 [15], y un formato simplificado.  
 
El primer formato es el mismo formato de movilidad que es usado en el ns2 
para conectar una red al simulador con la extensión CMU inalámbrica. Es decir 
cualquier escenario generado por el instrumento “setdest” del CMU puede ser 






Fig. 4.9 GUI del escenario mobiemu 
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Una vez que el escenario es cargado, se visualizará la red ad hoc sobre una 
interfaz gráfica, véase la figura 4.9. Cada nodo se representa por un círculo con 
el número de nodo identificador. Si dos nodos están dentro del alcance de 
comunicación, les une una línea sólida azul. En caso contrario, estarán unidos 
por una línea blanca. Durante la emulación, todos los nodos y eslabones se 
moverán según el argumento. Cada eslabón puede cambiar el color entre azul 
y gris cuando los dos nodos se mueven van rompiendo sus alcances. El 
usuario también puede decidir no mostrar cualquier tipo de eslabones para no 
cargar el escenario y ser más fácil de visualizar en el caso de tener muchos 
nodos.  
 
En el sistema MobiEmu, los reguladores de esclavo son responsables de hacer 
cumplir la topología.  
 
Filtrado de paquetes 
 
El filtrado de paquetes es la técnica básica usada como criterio selectivo para 
dejar caer paquetes de red. Ya que el regulador de esclavo MobiEmu es puesto 
en práctica en Linux, se usan las “iptables” por facilidad de instalación. De la 
misma forma que se configuraron los escenarios para las primeras 
simulaciones estáticas, MobiEmu utilizará la misma técnica pero previamente 
configurado un patrón de movimiento. Los eslabones pueden ser puestos o 
quitados en cualquier momento con una orden. El esclavo MobiEmu usa esta 
interfaz para poner reglas con filtros y poner nodos fuera de su alcance. Por 
ejemplo, si el nodo A está fuera del alcance del nodo B y el número MAC de A 
es 01:23:45:67:89:0a, MobiEmu pondrá la regla siguiente en B:   
 
#  iptables -t mangle -A PREROUTING -m mac   --mac-source 01:23:45:67:89:0a -j DROP  
 
Más tarde, una vez se produce un movimiento y nuevamente pasa a tener 
alcance, el nodo B puede quitar la regla para permitir de nuevo comunicaciones 
entre estos nodos. Como vemos a continuación: 
 




Para realizar las comparativas entre los dos protocolos, se ha definido 5 
escenarios diferentes. Estos escenarios se han creado con la herramienta 
“setdest”. Estos escenarios se crean de forma aleatoria para que no se de el 
caso que favorezcan a uno de los protocolos. 
 
Cada uno de ellos se crea de 8 nodos y con diferentes dimensiones. La 
instrucción utilizada para generar los escenarios es la siguiente: 
 
# ./setdest -v <1> -n <nodes> -p <pause time> -M <max speed> -t <simulation time> -x <max 
X> -y <max Y> 
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Una vez definidos todos los parámetros de los escenarios se debe retocar la 
cabecera para que quede como uno de los ejemplos que se muestra a 
continuación:  
 
nodes: 8, pause: 5.00, max speed: 5.00  max x = 450.00, max y: 600.00 
 
Hemos configurado una red con 8 nodos que se mueven en un área de 
450x600 metros. Cada nodo escoge un destino al azar y se mueve hacia él con 
una velocidad máxima de 5 metros por segundo; cuando ya ha alcanzado el 
destino realiza una pausa de 5 s, selecciona otro destino y repite el proceso. 
 
Configurado todo como se indica ya podemos pasar a cargar los escenarios en 
todos y cada uno de los nodos que van a formar parte del banco de pruebas. 
 
Una vez creados los escenarios se pasa al estudio de cada uno de ellos de 
forma independiente, analizando el número de paquetes que se pierde para 
cada uno de los protocolos después de los cortes que se van produciendo. De 
todos estos resultados se hace la media para ver las diferencias.  
 
La herramienta utilizada para ver en que instante de tiempo se producen esas 
pérdidas es iperf (explicado en 3.2.2). Se configura un nodo como servidor y el 
resto como clientes. De todos los valores obtenidos se realiza la media. 
 
Para entender mejor como se han creado los escenarios llevados a estudio ir al 
anexo, donde se podrá encontrará el manual de uso de la herramienta y una 
parte de los escenarios utilizados en las pruebas. 
 
Se ha seleccionado una secuencia de movimiento para ayudarnos a entender 
como se van posicionando los diferentes nodos en  diferentes instantes de 
tiempo. En estas dos capturas de pantalla se ve como los nodos están 







Fig. 4.10 Escenario 8 nodos MobiEmu 
 
Pruebas de laboratorio   45 
En la figura 4.10 se muestran dos capturas en la que podemos ver la aplicación 
MobiEmu funcionando. Se puede ver como los nodos van cambiando de 
posición y van rompiendo los enlaces constantemente. Las líneas de color azul 
muestran los enlaces entre los nodos, los que no tiene alcance no se les 
representa una línea de otro color. Cada ordenador representa uno de los 
nodos, a los que se le asigna un número para identificarlos.  
 
Inicio de MobiEmu 
 
Se ha utilizado la versión 1.2 – de Junio del 2002, creada por  Yongguang 
Zhang. Para poder arrancar la aplicación correctamente, debemos instalarla 
previamente en todas las máquinas. Como ya se ha comentado anteriormente 
una de ellas es la que actúa como master y el resto como esclavos. El master 
no aparecerá como nodo en el escenario, sino que se encargará de ordenar a 
los escenarios seguir el patrón de movimiento. Los escenarios de las 
simulaciones deberán ubicarse dentro del directorio “slave” para los esclavos y 
dentro del directorio “master” para el maestro. 
 
Para cada nodo del escenario deberemos asignar un ordenador con el número 
de nodo identificador. Esto se hace con el siguiente comando: 
 
   # /home/mobiemu-1.2/slave# ./emulc X 
   Xnúmero de nodo 
 
Una vez hecho esto para cada ordenador ya podemos arrancar el master con 
el comando: 
 
  #  /home/mobiemu-1.2/master# ./emul 
 




A continuación se muestran los resultados de las pruebas antes mencionadas. 
En estos gráficos está representado el número de paquetes y el instante de 
tiempo en segundos (s). Las gráficas resultantes están de forma acumulativa, 
es decir, es el resultado de sumar el número total de paquetes hasta el 
momento de la medida.  
 
Se representa el número de paquetes que se envían en total, sin tener en 
cuenta si estos alcanzan su destino o si se pierden por el camino (Véase 
Fig.4.11). En la siguiente gráfica se muestra el total de paquetes que no llegan 
a alcanzar su destino (Véase Fig.4.12). A continuación se calcula el número de 
paquetes que llegan a su destino correctamente (Véase Fig.4.13). Por último la 
gráfica con todos los datos de ambos protocolos (Véase Fig.4.14). 
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Fig. 4.11 Total paquetes enviados  
 
 
Como ya se ha comentado anteriormente, las gráficas representan la media de 
los paquetes enviados desde los distintos nodos configurados como clientes al 
servidor. En la gráfica de la figura 4.11 se muestra el resultado de ambos 
protocolos. Se observa que OLSR inyecta a la red más paquetes que AODV, 
pero no debemos realizar prejuicios por adelantado porque no se sabe por el 
momento si estos paquetes llegan a alcanzar a su destino. El hecho que AODV 
inyecte menos paquetes se debe a que cuando se rompe un enlace, recibe un 
RERR y baja la tasa de envío hasta que no descubre una nueva ruta válida. 
 
 










































Fig. 4.12 Tasa de pérdida de paquetes en la red ad hoc de tráfico UDP 
 
 
En la gráfica de la figura 4.12 se representa el número de paquetes que se 
pierden en porcentaje con respecto al número de paquetes enviados cuando se 
producen cortes. Las pérdidas en el caso de OLSR oscilan en torno al 20% y 
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en el caso de AODV no alcanzan un 5%. Claramente OLSR pierde muchos 
más paquetes cuando congestiona el buffer y no encuentra una nueva ruta 
para enviar los paquetes; la razón es que OLSR tarda más en recalcular las 
rutas cuando un enlace está roto. Esto es muy perjudicial para las aplicaciones 
en tiempo real (voz, video, etc.) ya que la pérdida de muchos paquetes puede 
resultar crítica. 
 
Vista esta gráfica, nos damos cuanta que OLSR inyecta mucho más paquetes 
que AODV en la red, pero sin embargo muchos de ellos no acaban de alcanzar 
a su destino. 
 
 














































Fig. 4.13 Paquetes que se reciben correctamente 
 
 
La figura 4.13 representa el porcentaje de paquetes entregados al destino con 
respecto de los enviados. Gracias a la figura 4.13 y una vez vista las dos 
anteriores podemos sacar conclusiones en la comparativa de ambos 
protocolos. Como resultado tenemos que AODV entrega casi un 100% de los 
paquetes enviados y OLSR pasa de entregar un 90% a un 80% producido por 
los retardos en reencaminar nuevos paquetes cuando se rompen enlaces 
debido a la movilidad de la red ad hoc. 
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Fig. 4.15 MobiEmu análisis de los protocolos 
 
 
Como resumen de las dos primeras gráficas y conclusión de las pruebas 
realizadas con MobiEmu tenemos lo que observamos en la figura 4.15. OLSR 
envía mucho más paquetes pero como contrapartida pierde también muchos 
más. Por el contrario con el protocolo AODV vemos que se envían menos 
paquetes al destino pero terminan por entregar muchos más al no tener tantas 
pérdidas. 
 
























Fig. 4.16 Resultados de ancho de banda en función del tiempo 
 
 
Como resultado del ancho de banda total obtenido al final de todas las 
simulaciones vemos que AODV consume más ancho de banda debido a que 
no pierde tantos paquetes de los que envía y entrega más paquetes al destino. 
En cambio OLSR envía más paquetes pero al perder muchos de ellos deja de 
consumir tanto ancho de banda.  
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CAPÍTULO 5.  CONCLUSIONES 
  
Gracias al proyecto se ha podido ver el funcionamiento de las redes ad hoc y 
entender los protocolos AODV y OLSR. 
Para realizar las pruebas ha sido necesario hacer un estudio de cada protocolo 
y configurar un puesto de trabajo adecuadamente. A la hora de seleccionar la 
versión de los protocolos se han podido encontrar muchas implementaciones 
de las que se han seleccionado las más probadas. 
Con la utilización de diferentes escenarios se ha podido ver como los 
resultados cambian según se trate de un protocolo proactivo o reactivo. Los 
primeros escenarios estáticos han servido para calcular el tiempo que se tarda 
en el envío de pings, recalcular nuevas rutas y ver el número de paquetes 
perdidos. 
AODV se ha comportado mejor al necesitar menos tiempo para reencaminar 
los paquetes y como consecuencia de ello ha perdido un número menor. Como 
podemos ver en el anexo B se indican los parámetros que AODV utiliza por 
defecto. Estos parámetros podrían modificarse para obtener mejores resultados 
en escenarios concretos. 
Una vez obtenidos y analizados estos resultados se han estudiado escenarios 
con un número mayor de nodos gracias a la utilización de un emulador de 
redes conocido como MobiEmu. Al emulador de redes ad hoc se le han pasado 
varios escenarios y con diferentes patrones de movilidad para no favorecer a 
ninguno de los dos protocolos. 
Como hemos visto en las últimas pruebas realizadas con el emulador, AODV 
inyecta un número menor de paquetes pero sin embargo termina por entregar 
un porcentaje mayor a su destino. Esto no pasa con OLSR  ya que tarda más 
tiempo en detectar la rotura de enlaces y continúa enviando los paquetes por el 
mismo sitio congestionando los buffers. 
Estos datos se han de tener en cuenta ya que pueden resultar críticos para las 
aplicaciones de tiempo real que no admiten un porcentaje de pérdidas elevado 
y por este motivo resulta más recomendable utilizar el protocolo de 
encaminamiento AODV.  
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Actualmente existen muchas implementaciones de protocolos de 
encaminamiento y continúan apareciendo cada vez más o mejoras de las 
existentes. Para poder realizar un correcto estudio es necesario utilizar unas 
herramientas adecuadas. 
 
Cuando queremos montar un escenario vemos que estamos limitados a 
realizar pruebas con un número reducido de nodos. Esto es así porque resulta 
muy dificultoso utilizar un número elevado de ordenadores portátiles que vayan 
siguiendo un patrón de movimiento. Por ello se deja como trabajo futuro la 
búsqueda y estudio de un emulador que nos permita la escalabilidad de la red 
para hacer escenarios que realmente se aproximen a la finalidad de estas 
redes. 
 
En el anexo A se hace una introducción a una herramienta inspirada en el 
emulador (MobiEmu) utilizado en el proyecto. Este nuevo emulador conocido 
por NEMAN [8] puede configurar cada ordenador como un número elevado de 
nodos. Se recomienda ir al anexo A donde se hace una introducción para 
entender el funcionamiento del mismo. 
 
También destacar lo laborioso que resulta iniciar una simulación ya que implica 
tener que ejecutar varios comandos en cada uno de los ordenadores que 
participa en la red. Una forma atractiva de solucionarlo sería creando una 
interfaz gráfica. 
 
Con la ayuda de un emulador y la interfaz gráfica mencionada podríamos tener 
una forma fácil y mucho más rápida para analizar futuras y existentes 
implementaciones. Así se desarrollaran futuras investigaciones.    




Claramente avanzamos y tendemos más a alejarnos de la utilización de cables 
para adentrarnos en la utilización de redes inalámbricas. Las operadoras de 
telecomunicaciones están apostando fuerte por esta tecnología ya que elimina 
un coste en infraestructura. Por eso la implantación de este tipo de redes tiene 
un bajo impacto medioambiental ya que no utilizan puntos de acceso ni cables. 
Todo esto mejora el impacto visual y estético. 
 
Como inconveniente a la no utilización de cables, nos encontramos con los 
problemas de la transmisión vía radio. Se utiliza transmisión mediante ondas 
electromagnéticas que nos pueden provocar efectos nocivos en la salud. Estos 
efectos producidos por las ondas preocupan seriamente a la población y 
siempre se debe garantizar el cumplimiento de las restricciones en los niveles 
de potencia. Para ello debemos estar dentro de los límites permitidos que 
marcan los organismos reguladores. 
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A  Neman 
 
Muchos investigadores son conscientes de la necesidad de crear ambientes de 
desarrollo para los protocolos de las redes ad hoc, pero la gran mayoría se 
está centrando en la capa de acoplamiento y la capa de red. Por lo tanto, no 
podríamos encontrar la simulación existente o ambientes de emulación que 
satisfacen totalmente nuestros requisitos. Inspirado por la plataforma 
MobiEmu, se ha desarrollado esta nueva conocida como NEMAN. 
NEMAN es una plataforma capaz de emular centenares de nodos de una 




NEMAN se diseña para emular una red relativamente grande sin hilos, de 
hasta centenares de nodos, dentro de una máquina. La arquitectura consta de 
tres partes principales: 
 
● Los procesos representas todas aquellas aplicaciones que el usuario haya 
definido previamente, como bien el protocolo a emular, la transferencia de 
información entre los distintos nodos,… 
 
● La topología se debe definir previamente, el número de nodos, el tamaño de 
la red, la velocidad a la que deben de moverse y el continuo movimiento de la 
misma,… Herramientas como setdest nos permiten crear estos escenarios con 
facilidad. 
 
● La parte gráfica (GUI) utilizada para ver en todo momento la topología de 
red. Mostrará en todo momento el estado, cuando se rompen y se 











Todos los componentes, incluyendo el encargado de la topología, funcionan 
bajo el sistema operativo de Linux. Solamente es necesario el privilegio de root 
para configurar las interfaces virtual de la red. 
También utiliza el mismo filtrado MAC, como funciona en el emulador 
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#define ACTIVE_ROUTE_TIMEOUT active_route_timeout 
#define TTL_START ttl_start 
#define DELETE_PERIOD delete_period 
 
/* Settings for Link Layer Feedback */ 
#define ACTIVE_ROUTE_TIMEOUT_LLF    10000 
#define TTL_START_LLF               1 
#define DELETE_PERIOD_LLF           ACTIVE_ROUTE_TIMEOUT_LLF 
 
/* Settings for HELLO messages */ 
#define ACTIVE_ROUTE_TIMEOUT_HELLO  3000 
#define TTL_START_HELLO             2 
#define DELETE_PERIOD_HELLO         K * 
max(ACTIVE_ROUTE_TIMEOUT_HELLO, ALLOWED_HELLO_LOSS * 
HELLO_INTERVAL) 
 
/* Non runtime modifiable settings */ 
#define ALLOWED_HELLO_LOSS      2 
/* If expanding ring search is used, BLACKLIST_TIMEOUT should be?: */ 
#define BLACKLIST_TIMEOUT       RREQ_RETRIES * NET_TRAVERSAL_TIME + 
(TTL_THRESHOLD - TTL_START)/TTL_INCREMENT + 1 + RREQ_RETRIES 
#define HELLO_INTERVAL          1000 
#define LOCAL_ADD_TTL           2 
#define MAX_REPAIR_TTL          3 * NET_DIAMETER / 10 
#define MY_ROUTE_TIMEOUT        2 * ACTIVE_ROUTE_TIMEOUT 
#define NET_DIAMETER            35 
#define NET_TRAVERSAL_TIME      2 * NODE_TRAVERSAL_TIME * 
NET_DIAMETER 
#define NEXT_HOP_WAIT           NODE_TRAVERSAL_TIME + 10 
#define NODE_TRAVERSAL_TIME     40 
#define PATH_DISCOVERY_TIME     2 * NET_TRAVERSAL_TIME 
#define RERR_RATELIMIT          10 
#define RING_TRAVERSAL_TIME     2 * NODE_TRAVERSAL_TIME * (TTL_VALUE + 
TIMEOUT_BUFFER) 
#define RREQ_RETRIES            2 
#define RREQ_RATELIMIT          10 
#define TIMEOUT_BUFFER          2 
#define TTL_INCREMENT           2 
#define TTL_THRESHOLD           7 
 
#ifndef NS_PORT 
/* Dynamic configuration values */ 
extern int active_route_timeout; 
extern int ttl_start; 
extern int delete_period; 
#endif 
 
#endif                          /* _PARAMS_H */ 
 b.2 OLSR 
 
 *** olsr.org - 0.4.9 *** 
 Build date: Dec  1 2005 
 http://www.olsr.org 
 
Parsing file: "/etc/olsrd.conf" 
 *** olsrd configuration *** 
Debug Level      : 2 
IpVersion        : 4 
No interfaces    : ALLOWED 
TOS              : 0x10 
Willingness      : AUTO 
IPC connections  : 0 
        Host 127.0.0.1 
Pollrate         : 0.05 
TC redundancy    : 0 
MPR coverage     : 1 
LQ level         : 0 
LQ window size   : 10 
Clear screen     : yes 
Interfaces: 
 dev: "eth0" 
        IPv4 broadcast           : AUTO 
        IPv6 addrtype            : site-local 
        IPv6 multicast site/glbl : ff05::15/ff0e::1 
        HELLO emission/validity  : 2.00/6.00 
        TC emission/validity     : 5.00/15.00 
        MID emission/validity    : 5.00/15.00 
        HNA emission/validity    : 5.00/15.00 
Using hysteresis: 
        Scaling      : 0.50 
        Thr high/low : 0.80/0.30 
Could not read APM info - setting default willingness(3) 
Using IP version 4 
 
 ---- Interface configuration ---- 
 
Checking eth0: 
        Not a wireless interface 
        Metric: 0 
        MTU - IPhdr: 1472 
        Index 0 
        Address:192.168.77.9 
        Netmask:255.255.255.0 
        Broadcast address:192.168.77.255 
Adding OLSR socket entry 4 
New main address: 192.168.77.9 
Loading plugins... 
Main address: 192.168.77.9 
Scheduler started - polling every 0.05 seconds 
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C  Ayudas  
 
c.1 Help OLSR 
 
 *** olsr.org - 0.4.9 *** 
 Build date: Dec  1 2005 
 http://www.olsr.org 
 
Parsing file: "/etc/olsrd.conf" 
An error occured somwhere between your keyboard and your chair! 
usage: olsrd [-f <configfile>] [ -i interface1 interface2 ... ] 
  [-d <debug_level>] [-ipv6] [-multi <IPv6 multicast address>] 
  [-bcast <broadcastaddr>] [-ipc] [-dispin] [-dispout] [-delgw] 
  [-hint <hello interval (secs)>] [-tcint <tc interval (secs)>] 
  [-midint <mid interval (secs)>] [-hnaint <hna interval (secs)>] 
  [-T <Polling Rate (secs)>] [-nofork] 
OLSR EXIT: main 
Terminado 
 
c.2 Help AODV 
 
Usage: aodvd [-dghjlouwxLDRV] [-i if0,if1,..] [-r N] [-n N] [-q THR] 
 
-d, --daemon            Daemon mode, i.e. detach from the console. 
-g, --force-gratuitous  Force the gratuitous flag to be set on all RREQ's. 
-h, --help              This information. 
-i, --interface         Network interfaces to attach to. Defaults to first 
                        wireless interface. 
-j, --hello-jitter      Toggle hello jittering (default ON). 
-l, --log               Log debug output to /var/log/aodvd.log. 
-o, --opt-hellos        Send HELLOs only when forwarding data (experimental). 
-r, --log-rt-table      Log routing table to /var/log/aodvd.rtlog every N secs. 
-n, --n-hellos          Receive N hellos from host before treating as neighbor. 
-u, --unidir-hack       Detect and avoid unidirectional links (experimental). 
-w, --gateway-mode      Enable experimental Internet gateway support. 
-x, --no-expanding-ring Disable expanding ring search for RREQs. 
-D, --no-worb           Disable 15 seconds wait on reboot delay. 
-L, --local-repair      Enable local repair. 
-f, --llfeedback        Enable link layer feedback. 
-R, --rate-limit        Toggle rate limiting of RREQs and RERRs (default ON). 
-q, --quality-threshold Set a minimum signal quality threshold for control 
packets. 
-V, --version           Show version. 
 
Erik Nordström, erik.nordstrom@it.uu.se 
 




<original 1999 CMU version (version 1)> 
 ./setdest      -v <1> -n <nodes> -p <pause time> -M <max speed> 
                -t <simulation time> -x <max X> -y <max Y> 
 
OR 
<modified 2003 U.Michigan version (version 2)> 
 ./setdest      -v <2> -n <nodes> -s <speed type> -m <min speed> -M <max 
speed> 
                -t <simulation time> -P <pause type> -p <pause time> -x <max X> -y 
<max Y> 
                (Refer to the script files make-scen.csh and make-scen-
steadystate.csh for detail.) 
 
c.4 Help IPERF 
 
~# iperf -h 
Usage: iperf [-s|-c host] [options] 
       iperf [-h|--help] [-v|--version] 
 
Client/Server: 
  -f, --format    [kmKM]   format to report: Kbits, Mbits, KBytes, MBytes 
  -i, --interval  #        seconds between periodic bandwidth reports 
  -l, --len       #[KM]    length of buffer to read or write (default 8 KB) 
  -m, --print_mss          print TCP maximum segment size (MTU - TCP/IP 
header) 
  -p, --port      #        server port to listen on/connect to 
  -u, --udp                use UDP rather than TCP 
  -w, --window    #[KM]    TCP window size (socket buffer size) 
  -B, --bind      <host>   bind to <host>, an interface or multicast address 
  -C, --compatibility      for use with older versions does not sent extra msgs 
  -M, --mss       #        set TCP maximum segment size (MTU - 40 bytes) 
  -N, --nodelay            set TCP no delay, disabling Nagle's Algorithm 
  -V, --IPv6Version        Set the domain to IPv6 
 
Server specific: 
  -s, --server             run in server mode 
  -U, --single_udp         run in single threaded UDP mode 
  -D, --daemon             run the server as a daemon 
 
Client specific: 
  -b, --bandwidth #[KM]    for UDP, bandwidth to send at in bits/sec 
                           (default 1 Mbit/sec, implies -u) 
  -c, --client    <host>   run in client mode, connecting to <host> 
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  -d, --dualtest           Do a bidirectional test simultaneously 
  -n, --num       #[KM]    number of bytes to transmit (instead of -t) 
  -r, --tradeoff           Do a bidirectional test individually 
  -t, --time      #        time in seconds to transmit for (default 10 secs) 
  -F, --fileinput <name>   input the data to be transmitted from a file 
  -I, --stdin              input the data to be transmitted from stdin 
  -L, --listenport #       port to recieve bidirectional tests back on 
  -P, --parallel  #        number of parallel client threads to run 
  -T, --ttl       #        time-to-live, for multicast (default 1) 
 
Miscellaneous: 
  -h, --help               print this message and quit 
  -v, --version            print version information and quit 
 
[KM] Indicates options that support a K or M suffix for kilo- or mega- 
 
The TCP window size option can be set by the environment variable 
TCP_WINDOW_SIZE. Most other options can be set by an environment 
variable IPERF_<long option name>, such as IPERF_BANDWIDTH. 
 
Report bugs to dast@nlanr.net 
 
c.5 Help IPTABLES 
 
sun8:/usr/src/mobiemu-1.2/slave# iptables -h 
iptables v1.2.11 
 
Usage: iptables -[AD] chain rule-specification [options] 
       iptables -[RI] chain rulenum rule-specification [options] 
       iptables -D chain rulenum [options] 
       iptables -[LFZ] [chain] [options] 
       iptables -[NX] chain 
       iptables -E old-chain-name new-chain-name 
       iptables -P chain target [options] 
       iptables -h (print this help information) 
 
Commands: 
Either long or short options are allowed. 
  --append  -A chain            Append to chain 
  --delete  -D chain            Delete matching rule from chain 
  --delete  -D chain rulenum 
                                Delete rule rulenum (1 = first) from chain 
  --insert  -I chain [rulenum] 
                                Insert in chain as rulenum (default 1=first) 
  --replace -R chain rulenum 
                                Replace rule rulenum (1 = first) in chain 
  --list    -L [chain]          List the rules in a chain or all chains 
  --flush   -F [chain]          Delete all rules in  chain or all chains 
   --zero    -Z [chain]          Zero counters in chain or all chains 
  --new     -N chain            Create a new user-defined chain 
  --delete-chain 
            -X [chain]          Delete a user-defined chain 
  --policy  -P chain target 
                                Change policy on chain to target 
  --rename-chain 
            -E old-chain new-chain 
                                Change chain name, (moving any references) 
Options: 
  --proto       -p [!] proto    protocol: by number or name, eg. `tcp' 
  --source      -s [!] address[/mask] 
                                source specification 
  --destination -d [!] address[/mask] 
                                destination specification 
  --in-interface -i [!] input name[+] 
                                network interface name ([+] for wildcard) 
  --jump        -j target 
                                target for rule (may load target extension) 
  --match       -m match 
                                extended match (may load extension) 
  --numeric     -n              numeric output of addresses and ports 
  --out-interface -o [!] output name[+] 
                                network interface name ([+] for wildcard) 
  --table       -t table        table to manipulate (default: `filter') 
  --verbose     -v              verbose mode 
  --line-numbers                print line numbers when listing 
  --exact       -x              expand numbers (display exact values) 
[!] --fragment  -f              match second or further fragments only 
  --modprobe=<command>          try to insert modules using this command 
  --set-counters PKTS BYTES     set the counter during insert/append 
[!] --version   -V              print package version. 
 
c.6 Help NEMAN 
 
./iemul -h 
Application initialization failed: Command-specific options: 
 -colormap: Colormap for main window 
 -display:  Display to use 
 -geometry: Initial geometry for window 
 -name:     Name to use for application 
 -sync:     Use synchronous mode for display server 
 -visual:   Visual for main window 
 -use:      Id of window in which to embed application 
 --:        Pass all remaining arguments through to script 
NEMAN (Master) -- version 1.0 2005-09-25 
Dr. Yongguang Zhang (ygz@hrl.com), HRL Laboratories, LLC 
IFI version by Matija Puzar (matija@ifi.uio.no) 
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Error in startup script: invalid command name "wm" 
    while executing 
"wm geometry . $opt(boardX)x$opt(boardY)+0+0 " 
    (procedure "window_init" line 4) 
    invoked from within 
"window_init" 
    (file "./iemul" line 1643) 
 
D  Manuales de uso 
 




iperf -c <IP> -p <PUERTO> Mide el ancho de banda entre el host desde 
donde se corre y el servidor de iperf. Iperf está corriendo en el puerto 5050 del 
servidor. 
NOTA: Actualmente Iperf esta escuchando en el servidor maximus.itesm.mx en 
el puerto 5050. Dicho servicio corre con el usuario "elauria" y no esta integrado 
al sistema de arranque del S.O. Por tanto, si la maquina se llegase 
a reiniciar, el servicio no levantará automáticamente. 
 
Para hacer una medición del ancho de banda desde una computador hacia 
maximus, se utilizaría el comando: 
 
En windows: 




Iperf es una herramienta diseñada para medir el rendimiento del ancho de 
banda via TCP y UDP. 
 
Algunas de sus características son: 
 
 * Soporta para IPv6! 
 
 # TCP 
      * Medida del ancho de banda. 
      * Reporta el tamaño de MSS/MTU. 
      * Soporte para ventana de TCP vía socket buffers. 
      * Conexiones multiples simultaneas.  
 
 # UDP 
  * El cliente puede crear flujos UDP y especificar su tamaño 
  * Medida de pérdida de paquetes 
  * Soporta Multicast 




Se pueden hacer diversas mediciones con Iperf, todo depende de los 
parámetros que utilicemos. 
En seguida se listan los mas importantes: 
 
-f [bkmBKM] Especifica las unidades con las que desplegara el resultado. 
   b bits / s    B Bytes / s 
   k kilobits / s   K KiloBytes / s 
   m megabits / s  m MegaBytes / s 
       G GigaBytes / s 
 
-i <segundos> Especifica un intervalo de tiempo en segundos en el cual 
volverá a hacer la medición. Default: 0 
 
-m  Imprime el tamaño del MSS. 
 
-p <puerto> Indica a que puerto del servidor de iperf conectarse. Default: 
5000, Maximus: 5050 
 
-u  Utiliza UDP en vez de TCP 
 
-w [KM]        Especifica el tamaño de la ventana de TCP en KiloBytes o 
MegaBytes 
 
-M [KM] Determina el tamaño del MTU en KiloBytes o MegaBytes 
 
-V  Soporte para IPv6 
 
-T #  Indica el numero de TTL para un paquetes multicasts de salida. 
 
-F <Archivo> Utiliza un archivo para transferirlo y con este hacer la medición. 
Puede ser utilizado con un archivo comprimido para medir el 




Iperf se puede encontrar en http://dast.nlanr.net/Projects/Iperf/ 
Hay versiones tanto para windows como para unix. Es de fácil instalación. 
 
Sobre el Autor: 
--------------- 
Emanuel Lauria Izundegui 
emanuel.lauria@gmail.com 
 
Documento creado para el Depto. de Telecomunicaciones y Redes del ITESM 
Campus Monterrey 
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E  Escenarios MobiEmu 
 
e.1 Escenario 8 nodos a 
 
#nodes: 8, pause: 10.00,max speed: 20.00 max x = 450.00, max y: 500.00 
$node_(0) set X_ 335.398243126188 
$node_(0) set Y_ 414.665312331725 
$node_(0) set Z_ 0.000000000000 
$node_(1) set X_ 384.037099901987 
$node_(1) set Y_ 273.192582611008 
$node_(1) set Z_ 0.000000000000 
$node_(2) set X_ 86.364448690742 
$node_(2) set Y_ 150.190630634234 
$node_(2) set Z_ 0.000000000000 
$node_(3) set X_ 110.955508746846 
$node_(3) set Y_ 172.551882427836 
$node_(3) set Z_ 0.000000000000 
$node_(4) set X_ 314.500875390643 
$node_(4) set Y_ 271.224713631612 
$node_(4) set Z_ 0.000000000000 
$node_(5) set X_ 271.170508443254 
$node_(5) set Y_ 322.729231004529 
$node_(5) set Z_ 0.000000000000 
$node_(6) set X_ 323.638477459737 
$node_(6) set Y_ 113.511874831857 
$node_(6) set Z_ 0.000000000000 
$node_(7) set X_ 98.386969956218 
$node_(7) set Y_ 466.022724852135 
$node_(7) set Z_ 0.000000000000 
$god_ set-dist 0 1 1 
$god_ set-dist 0 2 3 
$god_ set-dist 0 3 2 
$god_ set-dist 0 4 1 
$god_ set-dist 0 5 1 
$god_ set-dist 0 6 2 
$god_ set-dist 0 7 1 
$god_ set-dist 1 2 2 
$god_ set-dist 1 3 2 
$god_ set-dist 1 4 1 
$god_ set-dist 1 5 1 
191.803359634964 9.188490591758" 
$ns_ at 10.000000000000 "$node_(4) setdest 37.241600581038 
335.216837638314 19.465386576206" 
$ns_ at 10.000000000000 "$node_(5) setdest 143.228572325675 
278.016505955587 4.401339743165" 
$ns_ at 10.000000000000 "$node_(6) setdest 61.733694244318 
401.136451735250 13.904559861903" 
$ns_ at 10.000000000000 "$node_(7) setdest 375.679413529885 
127.586322496169 7.161465438452" 
$ns_ at 10.278059894323 "$god_ set-dist 0 2 2" 
$ns_ at 10.278059894323 "$god_ set-dist 2 5 1" 
… 
$ns_ at 206.648669612153 "$god_ set-dist 1 4 3" 
$ns_ at 206.648669612153 "$god_ set-dist 1 7 3" 
$ns_ at 207.079629138479 "$node_(6) setdest 439.356631072280 
490.381868090347 0.000000000000" 
 $ns_ at 207.699301124613 "$god_ set-dist 1 4 2" 
$ns_ at 207.699301124613 "$god_ set-dist 4 5 1" 
$ns_ at 209.714051715975 "$node_(1) setdest 45.635316041798 
25.771810058629 0.000000000000" 
$ns_ at 211.400879369172 "$node_(3) setdest 206.808717471131 
327.406145539246 18.892265406808" 
$ns_ at 490.631954733165 "$node_(7) setdest 311.002585778138 
283.295288198958 0.000000000000" 
$ns_ at 490.791880352024 "$god_ set-dist 0 6 2" 
$ns_ at 496.261608862692 "$node_(0) setdest 300.446760385047 
0.270249917221 0.000000000000" 
$ns_ at 496.358744258319 "$god_ set-dist 4 5 1" 
$ns_ at 498.137184150146 "$god_ set-dist 0 3 2" 
$ns_ at 498.137184150146 "$god_ set-dist 1 3 1" 
# Destination Unreachables: 34 
# Route Changes: 393 
# Link Changes: 223 
# Node | Route Changes | Link Changes 
#    0 |            96 |           60 
#    1 |            99 |           52 
#    2 |           113 |           54 
#    3 |            91 |           52 
#    4 |           106 |           68 
#    5 |           109 |           62 
#    6 |            92 |           50 
#    7 |            80 |           48 
 
e.2 Escenario 8 nodos b 
 
#nodes: 8, pause: 5.00, max speed: 5.00  max x = 450.00, max y: 600.00 
$node_(0) set X_ 229.621251686760 
$node_(0) set Y_ 529.714435055061 
$node_(0) set Z_ 0.000000000000 
$node_(1) set X_ 161.798529560700 
$node_(1) set Y_ 145.272535974320 
$node_(1) set Z_ 0.000000000000 
$node_(2) set X_ 324.896686682131 
$node_(2) set Y_ 405.635009187293 
$node_(2) set Z_ 0.000000000000 
$node_(3) set X_ 253.463193778960 
$node_(3) set Y_ 449.820871456233 
$node_(3) set Z_ 0.000000000000 
$node_(4) set X_ 19.720127282614 
$node_(4) set Y_ 527.398127712964 
$node_(4) set Z_ 0.000000000000 
$node_(5) set X_ 394.063557373644 
$node_(5) set Y_ 59.588570658682 
$node_(5) set Z_ 0.000000000000 
$node_(6) set X_ 59.218261092295 
$node_(6) set Y_ 302.595818121901 
$node_(6) set Z_ 0.000000000000 
$node_(7) set X_ 165.211156118643 
$node_(7) set Y_ 12.426884375697 
$node_(7) set Z_ 0.000000000000 
$god_ set-dist 0 1 3 
$god_ set-dist 0 2 1 
$god_ set-dist 0 3 1 
$god_ set-dist 0 4 1 
$god_ set-dist 2 4 2 
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$god_ set-dist 2 5 4 
$god_ set-dist 2 6 2 
$god_ set-dist 2 7 4 
$god_ set-dist 4 6 1 
$god_ set-dist 4 7 3 
$god_ set-dist 5 6 2 
$god_ set-dist 5 7 1 
$god_ set-dist 6 7 2 
$ns_ at 5.000000000000 "$node_(0) setdest 257.261192393566 
27.375414570348 1.625036646847" 
$ns_ at 5.000000000000 "$node_(1) setdest 337.945030569696 
311.953570574136 4.435653383289" 
$ns_ at 5.000000000000 "$node_(2) setdest 352.729998009242 
352.320219036798 0.989484543869" 
$ns_ at 5.000000000000 "$node_(3) setdest 348.360261160167 
466.949844482720 2.165072673311" 
$ns_ at 5.000000000000 "$node_(6) setdest 338.230756775475 
471.158209676134 2.469098306860" 
$ns_ at 5.000000000000 "$node_(7) setdest 102.195702122223 
499.546824280578 2.216180269831" 
$ns_ at 14.603921906059 "$god_ set-dist 0 1 2" 
$ns_ at 14.603921906059 "$god_ set-dist 0 5 3" 
$ns_ at 14.603921906059 "$god_ set-dist 0 6 1" 
$ns_ at 14.603921906059 "$god_ set-dist 0 7 3" 
$ns_ at 16.940893754892 "$god_ set-dist 1 2 1" 
$ns_ at 16.940893754892 "$god_ set-dist 2 5 2" 
$ns_ at 60.555252697385 "$god_ set-dist 4 7 1" 
$ns_ at 62.725968628333 "$node_(5) setdest 66.648540963162 
124.495680559217 0.688396221536" 
$ns_ at 64.672454047672 "$node_(1) setdest 172.844017378882 
57.435579259554 1.598119662937" 
356.429740771974 4.671115766184" 
$ns_ at 78.163187867381 "$god_ set-dist 2 7 1" 
$ns_ at 141.695589228245 "$god_ set-dist 2 6 1" 
$ns_ at 456.184641372025 "$god_ set-dist 1 7 2" 
$ns_ at 496.963692657667 "$god_ set-dist 2 5 2" 
$ns_ at 496.963692657667 "$god_ set-dist 5 6 3" 
$ns_ at 499.422440342329 "$god_ set-dist 0 6 1" 
$ns_ at 499.422440342329 "$god_ set-dist 5 6 2" 
# Destination Unreachables: 28 
# Route Changes: 197 
# Link Changes: 74 
# Node | Route Changes | Link Changes 
#    0 |            50 |           13 
#    1 |            46 |           13 
#    2 |            41 |           27 
#    3 |            43 |           20 
#    4 |            42 |           17 
#    5 |            50 |           17 
#    6 |            57 |           20 
#    7 |            65 |           21 
