The study presents a comparison and validation of 3 state of the art global to beam irradiance conversion models against ground measurements from 22 sites covering a wide range of latitudes, altitudes and climates. One of the 3 models takes into account a climatic turbidity and gives slightly betters results in term of bias and precision.
Introduction
When dealing with solar irradiance in the field of architecture, solar engineering, alternative summer cooling, the knowledge of irradiance time series is necessary to conduct buildings simulations, solar systems evaluations or solar plants design. If climatic data banks and real time series are relatively easy to find for specific locations and the global irradiance, it is not the case for the beam and diffuse, and these components are of great importance when converting the data into inclined impinging irradiance or specific components like for example daylight or PAR radiation.
The purpose of the present study is to do a comparison and a validation of the 3 state of the art global to beam conversion models against measurements from 22 ground stations covering a wide range of climates, latitudes and altitudes. The Erbs model, an old and simple diffuse fraction model which is still recommended in national standards, is also included as a reference for the performance assessement.
The models

Erbs model
The first correlation between the hourly clearness index K t and the corresponding diffuse fraction was developped in 1977 by Orgill and Hollands and was based on 4 years of data acquired in Toronto. The diffuse irradiance was measured with a shadowband pyranometer. In 1982, Erbs et al. adapted this correlation to extend it to latitudes from 31° to 42° North, and validated it on data from United States, based on pyrheliometric measurements. The correlation is divided in 3 zones: a linear regression for 0 < K t ≤ 0.22, a fourth degree polynom for 0.22 < K t ≤ 0.8 and equal to a constant for K t > 0.8
DirInt model
The DirInt global to direct model (Perez 1992 ) is based on a quasi-physical model, the DISC model, developped by Maxwell (1987) , which has the form of a clear sky irradiance based on a Linke turbidity factor equal to 2.2, attenuated by a function of the clearness index K t . This beam component is then corrected by a function of the the modified clearness index as defined in Perez (1990) , the solar zenith angle, the atmospheric water vapor column and a stability index that accounts for the dynamics of the time series. The corresponding coefficients are obtained from a four dimensional lookup table consisting of a 6x6x5x7 matrix.
DirIndex model
In the DirInt model described above, the four input parameters do not take into account the atmospheric turbidity, or only in a very slight manner with the clearness index K' t . This comes from the fact that the atmospheric turbidity has a much higher influence on the beam irradiance than on the global component attenuation. The DirInt model was developped with a hypothesis of an average Linke turbidity factor of T L = 3.
In the DirIndex model, the turbidity is taken into account by using DirInt in a relative mode (Perez 2002 
where G bnc is the clear sky beam irradiance component. In the present study, the Solis clear sky model (Müller 2004 , Ineichen 2006 ) is used in its simplified version (Ineichen 2007) , it has the advantage to take into account the aerosol optical depth and water vapour content to evaluate both beam and global irradiance components.
Skartveit and Olseth model
Following the idea of Perez et al. (1992) , Skartveit and Olseth modified their diffuse fraction model and introduced an hour-to-hour variability index (Skartveit et al. 1998) . If the basic concept of the model is similar to the DirInt model and needs the same input parameters, the main difference is that its driving functions are analytical and continuous rather than based upon lookup tables as in the DirInt and DirIndex models.
The description is given in Skartveit (1998).
Measurements
The data from 22 high quality ground stations where collected to conduct the validation. The sites cover latitudes from 8°N to 58°N, altitudes from sea level to 1600 meters and a great variety of climates. Exept for Lisboa and Lyon, where the beam irradiance is retrieved from diffuse measurements, the normal beam irradiance is available for all stations. High precision instruments (K+Z cm10, Eppley PSP and NIP) are used to acquire the data. A stringent calibration, characterization and quality control was applied on all the data by the person in charge of the measurements (following IDMP recommentations CIE (1994) , BSRN (2002 ) network, ARM (2002 , Pacific Northwest Network), the coherence of the data was verified by the author.
The list of the stations, their climate, latitude, longitude, and altitude are given in Table I .
If the time step of the original data is below the hour, they are averaged to bring them to hourly data. The total amount of hourly values is over 100 000.
For the station of Geneva and the year 2006, the model performance for sub-hourly time step is also investigated. The measurements are taken every 10 secondes, averaged and acquired on a minute basis. The values are then averaged to obtain 5, 10, 15, 30 and 60 min. data.
Input parameters
The input parameters used in the present study, i.e. the atmospheric water vapor content and the aerosol optical depth, are retrieved from different climatic databanks such as soda (2002), Satel-Light (2002) , Meteonorm (2003) or Randel (1996) . They are representative of average conditions and are mainly the results of interpolation between ground stations, sometimes with the the help of satellite data. The databanks provide 12 monthly values for each location and each parameter. In order to avoid discontinuities between the different months, the 12 values are smoothed over the year as illustrated on Figure 1 for the Linke turbidity factor and the station of Hermiston.
For the south-west United State stations, the water vapor climatological data are retrieved from Randel (1996) , for the other stations either from Soda (2002) or from Meteonorm (2003) .
The turbidity has the highest influence on the atmospheric transmittance, but is also the most difficult to find, because it is not a synoptic parameter. In the present study, the Linke turbidity factor is used to parametrize the aerosol content of the atmosphere; it is not the best parameter, but it can be found in several climatic databanks such as Soda (2002) . It is then converted to aerosol optical depth with the help of a model developped by Ineichen (2006) and given in the appendix.
The majority of the measuring stations are situated in suburbs or city centres. As the use of urban type aerosols in the Solis model gives better results than rural type, only urban aerosols are considered in the present study.
It has to be noted that these climatic values are not representative of the clearest conditions. On Figure 2 the Linke turbidity factor T L is retrieved from the normal beam irradiance with the help of the Kasten pyrheliometric formula applied on data corresponding to an air mass equal to two (Kasten 1980). The lower limit of the dots corresponds to the clearest conditions. It can be seen here that the line, representative of the climatic smoothed values retrieved from Soda is about one unit higher.
Comparison method
In term of validation, when evaluating derived parameters with the same time step, the comparison is generally done hour by hour, by means of scatter plots, mean and absolute bias differences, and root mean square differences.
The scatter plot, or representation of the modelled parameter versus the corresponding measured value is illustrated on Figure 3 . A perfect model should align the dots on the diagonal line.
The statistical parameters like the mean bias difference (mbd), the root mean square difference (rmsd) and the standard deviation or the dispersion around the bias (sd) represent a quantification of the model's precision. The mbd is expressed as the «model-measurements» difference, such as a positive bias represents a model overestimation.
In the field of architecture and natural light, the comparison is often done in term of frequency of occurrence. In this case, the graph is a line (or a bar chart) representative of the relative frequency of occurrence of a given parameter. This is illustrated on Figure 4 for the normal beam irradiance. Here for example a value of 800 W m -2 occurs two times more than a value of 400 W m -2 .
Validation and comparison
The overall tendency of the scatter plots show a good agreement between models and ground measurements as it is illustrated on Figure 5 for the station of Carpentras and the DirIndex model. The average mean bias difference is low (some %) and the precision of the 3 main models is around 87 W m -2 . The models taking into account the clearness index variability improve the precision of about 10 to 20% compared to the simple diffuse fraction Erbs model. The scatter plots for most of the analysed stations are very similar to Geneva, except the stations of Klamath Falls, Kwajalein and Tamanrasset where patterns appear, probably due to instrumentation problems (cf. appendix I).
The results are given on Chart I and Chart II for all the stations and all the models. The bars on the right of the charts represent the average over all stations, except Kwajalein and Tamanrasset.
The previous statistics and plots show the overall preformance of the models. The frequencies of occurrence show the specificity of each model. On Figure 8 In conclusion, the 3 state of the art global to direct models have very similar behaviour and are comparable in term of bias and precision. Using water vapor and turbidity retrieved as monthly values from climatic databanks and the DirIndex model improves slightly the bias and the root mean square difference. As the turbidity can be very different from one day to the other, or even during a day, a better knowledge of it could improve the precision of the produced beam irradiance.
Model performance for sub-hourly time step
The above comparison and validation is based on hourly data. This time step is widely used in most of the simulation processes. Since the launch of MSG (Meteosat Second Generation), the satellite images are now available every 15 min. As the satellite-derived beam irradiance is less effective than modelling the latter from satellitederived global, it is interresting to investigate the applicability of the models on subhourly time step. This is done on data acquired in Geneva in 2006 and on time steps of 5, 10, 15, 30 and 60 min.
The first observation is that the overall dispersion increases with the decrease of the integration slot. Looking moore into details, it appears that the dispersion increases more for intermediate conditions; this is a consequence of the integration period length: the increase of the integration period increases also the smoothing of the clearness index variability. This is illustrated on Chart III where the mean bias difference and the standard deviation are represented for the five integration period lengths and the DirIndex model. The effect is comparable for the other models.
The comparison is done on Figure 9 to Figure 11 where the scatter plots are given for 3 different integration period lengths. On these Figures, the shorter integration period is plotted in dark dots and the longer period in clear dots. The effect of the integration period length on the dispersion is clearly visible. The results are given on Table III. It is possible, by adding a multiplicative factor depending on the integration period length on the variability index, to slightly decrease the dispersion and the bias. The corresponding line in Table III is labelled «10 min. cor.».
In conclusion, the global to beam irradiance models can be used on data with a smaller time step without loosing too much in term of bias and precision. Nevertheless, the models were developped for hourly data and should be adapted for other integration period lengths.
Conclusions
Three global to beam irradiance models are validated against data from 22 ground stations covering a wide range of latitudes, altitudes and climates. The overall bias is very low and the precision is about 85-90 W m -2 or 23-24%, except for 2 sites where the results are slightly different and could be explained by either calibration problems or unadapted aerosol type.
The 3 models have very similar behaviour and are comparable in term of bias and precision. The use of the DirIndex model with water vapor and turbidity retrieved as monthly values from climatic databanks improves slightly the bias and the root mean square difference. A better knowledge of these parameters could improve the precision of the produced beam irradiance values.
All the models are developped on a hourly basis. The validation on data from Geneva with 5 different integration time lengths shows that their performances decrease with the integration length, but remains acceptable. 
Appendix I Klamath Falls, Kwajalein and Tamanrasset stations analysis
For the station of Klamath and Tamanrasset, the pattern are similar for the different models; they are illustrated in Figures a1 and a2 respectively. The common parameter between the 2 stations is the high altitude, but the patterns are opposit and cannot be found on the 4 other high altitude stations. As the patterns have the same tendency for all the models. Even if the acquisition stations are part of the BSRN network, a possible explanation could be an instruments calibration or alignement problem. These results are excluded from the statistics because of the very high value of the mean bias difference.
For the station of Kwajalein, only the DirIndex model presents the highest bias and dispersion. The station is situated in the Marshall Islands, and the climate is hot, humid and tropical. In the clear sky model (Solis), urban type of aerosols is used for all the stations, and this is clearly not the case here and can explain the bad results with the DirIndex model. The two models using a constant averge turbidity present mean biases and precisions in the same range than all the other stations.
From numerically integrated spectral simulations done with Modtran (Berk, 1996) , Molineaux (1998) obtained for the broadband optical depth of a clean and dry atmopshere (fictious atmosphere that comprises only the effects of Rayleigh scattering and absorption by the atmosphere gases other than the water vapor) the following expression: where w is the precipitable water vapor content of the atmosphere in [cm] . The precision of these fits is better than 1% when compared with Modtran simulations in the range 1 < M < 6 and 0 < w < 5 cm. Using the Kasten pyrheliometric formula (1980), the Linke turbidity at M = 2 can then be written:
T L2 (Δ a , w) = -( 9.4 + 0.9 * M ) * Ln ( exp ( -M * ( Δ cda + Δ w + Δ a ))) / M with Δ a = δ a700 (Molineaux 1998) or Δ a = 0.27583 * δ a380 + 0.35 * δ a500 (Bird-Hulstrom 1980) This is illustrated on Figure a3 .The inverse function can be used to convert the Linke turbidity T L to the aerosol optical depth Δ a . 
