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Abstract
When one expects to 2gure out the total ranking of objects from collected data, it is a familiar method
to compare the weighted sum of the selection number of rank vote, after determining the weights in a
selected rank. Green et al. (European J. Oper. Res. 90(3) (1996) 461), using data envelopment analysis and
cross-evaluation, proposed a procedure to order the objects from the ranking of one categorized data. But,
they have not taken care of about making the weight of a certain rank 0, and the value of the di:erence
between ranks becomes 0. In actual applications, making the weight of a certain rank 0 means that we throw
away the corresponding part of the obtained rank voting data. Further, giving the same weight to di:erent
ranks destroys its original ranking character. And then, in this paper, we show that the total ordinal rank of
objects may produce a di:erent result according to the di:erence of the weights between ranks. Consequently,
we explain that their ordering is not appropriate to applications. And, we propose a new ordering to solve the
weights of ranks by considering feasible solutions’ region of the constraint set in LP. Also, we would like to
propose such a method that, if extended, it can be applied more widely not only when the selected category
is for a single purpose but also when it is for multiple purposes, especially with an example taken from the
personal development issue at a corporation. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
As for ranking of alternatives, one of the most familiar methods is to compare the weighted sum
of their votes, after determining suitable weights of each alternatives. Borda [1] initially proposed
the “Method of Marks” more than 200 years ago so as to obtain an agreement among di:erent
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opinions. His method is surely a useful method in evaluating consumers’ preferences of commodities
in marketing, or in ranking social policies in political sciences, for instance.
It is, however, diJcult to determine suitable weight of each alternative a priori. In this context,
Cook and Kress [2] formulated the procedure by applying data envelopment analysis (DEA), and
then Green et al. [3] developed it by setting certain constraints to weights. In what follows, this
procedure is referred to as the “Green’s Method”, which consists of the following two methods to
set constraints: (a) the di:erence of weights between jth place and (j + 1)th place for any j is
allowed to be zero; and (b) the above di:erence of weight must be strictly more than zero. They
called the former “weak ordering”, and the latter “strong ordering”.
In this paper, we examine the applicability of Green’s method by utilizing concrete numerical
examples, and show that di:erent weights among objects give rise to di:erent results of ranking.
We obtain the following result: their “weak ordering” is not appropriate to applications, so that we
propose our ordering. Hereafter, when we say “ordering”, it means our ordering. We also show that
our “weak ordering” is equal to Green’s strong ordering.
We also propose our “strong ordering”, by considering solutions which exist in the feasible region
de2ned by LP. A characteristic of our “strong ordering” is eJcient use of data. Moreover, we apply
our “orderings” to not only single-purpose problem but also multi-purposes problem such as the
personnel deployment problem in a business corporation.
2. Problem to be analyzed
Let us formulate a problem which is used to clarify how our methods are di:erent from Green’s.
Table 1 provides a concrete example that indicates the voting data to select MVP of Central League
in Japanese professional baseball and the 2gure in Table 1 shows the number of votes. The weight
of 2rst, second, and third place are set to be 5, 3, and 1, respectively, where these are given a priori.
The total score of ith candidate, i, is given as follows:
i = 5 ∗ vi1 + 3 ∗ vi2 + 1 ∗ vi3:
Here, vij denotes the number of jth place votes earned by candidate i.
In this example, if di:erent weights are given to places, then the result of ranking becomes
di:erent. Then, an important issue is how to determine proper weights of 2rst, second, and third place.
Since all candidates want to be ranked 2rst place, they wish each weight to be assigned so as to
maximize their own composite score. Since DEA can determine the value of weights, it is a very
useful method. The issue is however, there is a case that some weights assigned to di:erent places
happen to be the same. This is not desirable from the viewpoint of application, because the aim to
rank objects is not achieved.
Table 1
Voting data, MVP of Central League in the Japanese professional baseball
First (5) Second (3) Third (1) Total score
1. Noguchi (Dragons) 59 72 41 552
2. Uehara (Giants) 80 35 33 538
3. Sekikawa (Dragons) 55 62 43 504
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3. Rank order by Green’s method
Let us discuss the method proposed by Green et al., to rank candidates. Suppose that each can-
didate, m= 1; 2; : : : ; M has obtained some number ym1 of votes as 2rst place, ym2 as second place,
: : : ; ymK of K th place, and let wmk be the weight of kth place (k=1; 2; : : : ; K). Every candidate wishes
to assign each weight wmk so as to maximize the weighted sum to his votes, which is referred to
“preference” in what follows. Then, the preference of candidate m is de2ned as follows:
mm =max
K∑
k=1
wmkymk : (1)
In order to rank objects properly, there should be some constraint to each weight wmk . Otherwise
the total ranking of candidates cannot be determined. Thus, they build in the following inequalities
(2)–(4) to LP as constraints so as to determine each preference:
mq =
K∑
k=1
wmkyqk6 1 (q= 1; 2; : : : ; M); (2)
wmk−1 − wmk¿d(k − 1; ) = ¿ 0; wm1¿wm2¿ · · ·¿wmk¿ 0; (3)
wmk − wmk+1¿d(k; ) = ¿ 0; wm1¿wm2¿ · · ·¿wmk ¿ · · ·¿ : (4)
Let us consider the following two combinations of the above constraints, namely, either (2) and
(3), or (2) and (4). Then, the former is referred to as Green’s weak ordering, and the latter is
Green’s strong ordering. d(k; ) =  appearing in (3) and (4) stands for the di:erence in weights
between kth place and (k + 1)th place. Green et al. refer to (3) as the weak constraint, (4) as the
strong constraint. These constraints enable us to determine the weight of each place to maximize the
preference (the weighted sum) of each candidate. Then they compose an M ×M matrix by taking
mq as the (m; q) element. By using cross-evaluation of this matrix, they obtain the total ranking of
objects.
The above-mentioned Green’s method, however, has the following shortcomings: (a) application
to concrete examples and (b) the change of  inPuences the total ranking of objects. Especially, they
do not examine (b) at all. The inPuence of  can be analyzed by considering the feasible region of
solutions (weights) obtained by LP, which is inPuenced by the number of votes to the objects. Then,
in the next section, we will examine how changes in  inPuence the ranking obtained by Green’s
method.
4. Issues on Green’s weak ordering
By using the same data in [3], we examined the inPuence of total ranking by the change in 
which is called Green’s weak ordering. Table 2 shows their original data, and Table 3 shows results
with respect to each value of . For example, in case (a) of Table 3, in order to maximize the
weighted sum of candidate A, the weights of each place become 0.125, 0.050, 0.050. And then mq
of each candidate A, B, C, D, E, F are 0.725, 1.000, 1.000, 0.950, 0.350, 0.475.
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Table 2
Ranked votes of object A, B, C, D, E, and F
A B C D E F Total
First place votes 3 4 6 6 0 1 20
Second place votes 3 5 2 2 4 4 20
Third place votes 4 5 3 2 3 3 20
Table 3
The weight of each rank
Maximize A B C D E F GM
(a) Case:  = 0:000 (the “GM” means “geometric mean”)
wm1 0.125 0.071 0.125 0.136 0.071 0.071 Ranking
wm2 0.050 0.071 0.050 0.091 0.071 0.071
wm3 0.050 0.071 0.050 0.000 0.071 0.071
A 0.725 0.714 0.725 0.682 0.714 0.714 0.712 4
B 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1
C 1.000 0.786 1.000 1.000 0.786 0.786 0.887 2
D 0.950 0.714 0.950 1.000 0.714 0.714 0.831 3
E 0.350 0.500 0.350 0.364 0.500 0.500 0.421 6
F 0.475 0.571 0.475 0.500 0.571 0.571 0.525 5
(b) Case:  = 0:010
wm1 0.126 0.082 0.126 0.136 0.082 0.082 Ranking
wm2 0.055 0.072 0.055 0.091 0.072 0.072
wm3 0.045 0.062 0.045 0.000 0.062 0.062
A 0.720 0.711 0.720 0.682 0.711 0.711 0.709 4
B 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1
C 1.000 0.824 1.000 1.000 0.824 0.824 0.908 2
D 0.956 0.761 0.956 1.000 0.761 0.761 0.859 3
E 0.352 0.475 0.352 0.364 0.475 0.475 0.411 6
F 0.478 0.577 0.478 0.500 0.577 0.577 0.529 5
(c) Case:  = 0:070
wm1 0.142 0.142 0.142 0.136 0.142 0.142 Ranking
wm2 0.072 0.072 0.072 0.091 0.072 0.072
wm3 0.002 0.002 0.002 0.000 0.002 0.002
A 0.648 0.648 0.648 0.640 0.648 0.648 0.647 4
B 0.935 0.935 0.935 0.923 0.935 0.935 0.933 3
C 0.725 1.000 1.000 1.000 1.000 1.000 0.948 2
D 0.996 0.996 0.996 1.000 0.996 0.996 0.997 1
E 0.293 0.293 0.293 0.280 0.293 0.293 0.291 6
F 0.435 0.435 0.435 0.423 0.435 0.435 0.433 5
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Table 4
The total ranking in terms of the value of 
Ranking =0.01 0.05 0.055 0.06 0.07
1 B B C C D
2 C C B D C
3 D D D B B
4 A A A A A
5 F F F F F
6 E E E E E
Table 4 shows the total ranking in terms of each . In case (a) of Table 3, where = 0:0000, in
order to maximize the weighted sum of each candidate B, E, and F, the weights till the third place
from the 2rst place apt to be the same. This indicates that rank vote does not ful2ll the meaning,
since 2rst, second, and third places are not categorized. As for D for all cases, the weight of third
place is 0, which means that the third place vote does not have any meaning. Thus, since in above
cases the rank vote, which is aimed to rank objects, does not achieve original aim. Therefore, we
can say that weak ordering of Green et al., is not appropriate or applicable.
Table 4 shows that how total ranking varies when  changes from 0.050 to 0.060. If  is larger
than 0.070, there is no solution. If  is smaller than 1=(the largest number of votes for each object),
then solutions exist. According to the example shown in Table 2, it is 14. Thus,  = 1=146 0:071.
Therefore, the constraint given to weights based on this  is expressed as follows: ¿ 0, and
wm1¿wm2¿ · · ·¿wmk ¿ · · ·¿. Thus, we end up with exactly Green’s strong ordering. In sum,
with the requirement of actual application to make complete ranking, the weak ordering is not
necessary.
5. Our strong ordering
We now present our “strong ordering”, which emphasizes the complete categorization of ranking.
This constraint is de2ned as follows:
wm1¿ 2wm2¿ 3wm3¿ · · ·¿KwmK;
wmK¿ =
1
(1 + 2 + · · ·+ K)× n =
2
nK(K + 1)
: (5)
Now, we explain about inequalities (5). First of all, wmk should be positive in order not to lose
information about last place. Therefore, we add the condition wmK¿ . The di:erence in weights
between (k−1)th and kth place should become small step by step as changing to last place. Weights
should satisfy following inequalities:
wm1 − wm2¿ · · ·¿wmk−1 − wmk ¿wmk − wmk+1¿ · · ·¿wmK−1 − wmK ¿ 0:
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Table 5
The di:erence of the total ranking by each “ordering”
Maximize Noguchi Uehara Sekikawa GM
(a) The result by Green’s weak ordering
w1m 0.00581 0.01250 0.00895 Ranking
w2m 0.00581 0.00000 0.00418
w3m 0.00581 0.00000 0.00418
Noguchi 1.0000 0.7375 1.0000 0.9035 2
Uehara 0.8605 1.0000 1.0000 0.9512 1
Sekikawa 0.9302 0.6875 0.9308 0.8412 3
(b) The result by our “weak ordering”  = 0:0001
w1m 0.00590 0.00897 0.00897 Ranking
w2m 0.00580 0.00420 0.00420
w3m 0.00570 0.00410 0.00410
Noguchi 1.0000 1.0000 1.0000 1.0000 1
Uehara 0.8605 1.0000 1.0000 0.9512 2
Sekikawa 0.9302 0.9303 0.9303 0.9303 3
(c) The result by our “strong ordering”
w1m 0.00920 0.00924 0.00924 Ranking
w2m 0.00460 0.00458 0.00458
w3m 0.00307 0.00305 0.00305
Noguchi 1.0000 1.0000 1.0000 1.0000 1
Uehara 0.9985 1.0000 1.0000 0.9995 2
Sekikawa 0.9234 0.9234 0.9234 0.9234 3
Then, since wmk − wmk+1¡wmk − [(k − 2)=(k − 1)]wmk+1, in order to make the weight of “strong
ordering”, replace ¿ by ¿, i.e., we set
wmk−1 − wmk¿wmk − k − 2k − 1 wmk+1;
wmk−1¿ 2wmk − k − 2k − 1 wmk(wmk ¿wmk+1);
wmk−1¿
k
k − 1 wmk;
(k − 1)wmk−1¿ kwmk : (5′)
The value of  is adjusted by both the number of votes and places. Consequently, we derive inequal-
ities (5) from the value of  and inequality (5′). By imposing constraint (5) to the MVP problem
in Table 1 again, we calculate total ranking, the result of which is shown as case (c) of Table 5.
For reference, we show rankings according to Green’s weak ordering in (a), and to Green’s strong
ordering in (b). In any case, the 2nal ranking are calculated by the geometric mean of the preference.
Uehara in (a), and Noguchi in (b) and (c) are elected, respectively.
In Table 5(a), weak ordering by Green et al., there exists the ignorance of the ranking vote,
because the same weight is given into the di:erent rank.
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In our “weak ordering”, the weights of each rank are determined in allowable region. In our “weak
ordering”, the di:erence of total score between 2rst and second is small, and in our “strong ordering”,
the di:erence is smaller. From the result of votes, our “weak ordering” and “strong ordering” are
superior to the method by Green et al.
6. Rank order by multiple purposes voting
The ranking method presented in Section 3 is based on the vote for a single purpose, that is single
item to be evaluated. Here, let us assume that there are more than one, say R (number) purposes or
items for ranking. Next, let n be the number of voters, S the number of places, and R the number
of purposes. Let us de2ne the “important rate” by Eqs. (6) and (7), where urs denotes the weight of
sth place with respect to rth purpose. As in the previous discussion, weight urs is determined so as
to maximize the weighted sum of votes to the rth purpose, that is the score rr becomes the largest:
rr ≡ max
S∑
s=1
ursxrs: (6)
Here, xrs is the total votes of rth purpose for sth place by n voters, r = 1; 2; : : : ; R, s= 1; 2; : : : ; S.
In this multiple purpose case, we set the following constraint:
rp ≡
S∑
s=1
ursxps6 1 (p= 1; 2; : : : ; R): (7)
Eq. (7) implies that important rates should be less than one. In addition, as discussed in Sec-
tion 3, we impose the following two constraints: (a) “weak ordering”, namely, urs ¿ 0, urs −
urs+1¿d(s; ) = ¿ 0, that is ur1¿ur2¿ · · ·¿urs ¿ · · ·¿ ; and (b) “strong ordering”, namely,
ur1¿ 2ur2¿ · · ·¿ Surs and urs¿ = 1={(1 + 2 + · · ·+ S)× n}= 2={S(S + 1)n} for urs.
Hitherto, d(s; ) =  represents the least di:erence between weights of s and s + 1 places. The
importance rate Hr for each purpose is also calculated from the geometric mean among the purposes
under either of the above constraints. If the vector of the importance rate among R(number) purposes
is denoted by R, then
R = (H1; H2; : : : ; HR)T: (8)
If we 2x one purpose, the argument discussed in the previous sections can be applied. Then, we can
calculate the preference rate as before, and from these preference rates, we can formulate a matrix,
MR, taking  mr as the (m; r) element, where  mr is the geometric mean with respect to q of the
cross preference qmr which measures the preference of mth object from viewpoint of the qth object
for the rth purpose. Let  1 =( 11;  21; : : : ;  M1)T,  2 =( 12;  22; : : : ;  M2)T; : : : ;  R=( 1R;  2R; : : : ;  MR)T:
MR = ( 1;  2; : : : ;  R): (9)
In multiple purpose case, as each purpose is assumed to be independent, the total preference rate of
each object should be obtained from the mean of the sum of each object’s geometric mean of each
purpose. Consequently, as a result of (8) and (9), the total selection ranking of weighted purposed
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object is determined by the value of the following total preference rate !M :
!M =
1
R
× MRR: (10)
7. Application
In this section, we will demonstrate the e:ectiveness of our method shown in Section 6, by
examining an example. Let us suppose that there are 20 executives in a particular company, and
they are going to select the 2rst and second best candidates out of four people for one post of
technical director, for instance.
For this purpose, let us assume that skills, which the post requires, are tentatively (a) leadership,
(b) expertise, and (c) cooperation. Then, the person who is evaluated best in average of these three
categories will be selected for the post. Table 6 shows the rank vote result of twenty executives
evaluating four candidates A, B, C, and D. Table 7 shows the voting result by 20 executives regarding
the importance ranking of three categories.
Table 6
Voting data
Candidate 1st ym1 2nd ym2
Skill (a): leadership
A 8 9
B 6 7
C 5 3
D 1 1
Total 20 20
Skill (b): expertise
A 7 7
B 7 8
C 3 3
D 3 2
Total 20 20
Skill (c): cooperation
A 1 0
B 1 3
C 5 10
D 13 7
Total 20 20
Amount
A 16 16
B 14 18
C 13 16
D 17 10
Total 20 20
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Table 7
Priority votes of 3 skills
Skill r First place vote xr1 Second place vote xr2
1 5 9
2 8 4
3 7 7
Total 20 20
Based on Tables 6 and 7, we can derive weights wm1r ; wm2r of candidate m in skill r in Table 6,
and also the weights ur1; ur2 of skill r in Table 7 by utilizing “weak ordering” and “strong ordering”.
We call the former Case I, and the latter Case II, respectively. wm1; wm2 and ur1; ur2 are obtained by
using (1), (2), and (6), (7), respectively. In Case I of Table 8, in which “weak ordering” is adopted,
the weight is left Pexible as in (4) (¿ 0). In Case II of Table 9, in which “strong ordering” is
adopted, it is set according to equality = 2={K(K + 1)× n}, as in (5).
In Case I, ranking of the four candidates for a technical director is shown as follows: in (a) Lead-
ership, the numeral value for the preference rate we obtained is  a=(1:0000; 0:7573; 0:5423; 0:1212)T,
and the suitable order is A¿B¿C¿D; in (b) Expertise,  b = (0:9828; 1:0000; 0:4212; 0:4024)T,
and suitable order is B¿A¿C¿D; in (c) Cooperation,  c = (0:0556; 0:1576; 0:6347; 1:0000)T,
and suitable order is D¿C¿B¿A. It should be noted that the best-suited candidate di:ers
in each evaluation. Next, the importance rate among these three purposes is obtained as R =
(0:9998; 0:9210; 1:0000)T from the voting result in Table 7. Since the purpose is independent each
other, the total ranking of each of candidate is determined by each candidate’s geometric mean of
each category.
Then, it follows from (10) that the total ranking of each candidate is determined by
A= (0:9998 + 0:9052 + 0:0556)=3 = 0:6535;
B= (0:7571 + 0:9210 + 0:1576)=3 = 0:6119;
C = (0:5422 + 0:3879 + 0:6347)=3 = 0:5216;
D = (0:1212 + 0:3706 + 1:0000)=3 = 0:4973:
Thus the suitability ranking is: A¿B¿C¿D, which means that A is the best candidate for the
post.
It commonly happens that, when one has to select among many objects, a particular object is rated
as the best in one evaluation, while others are selected by other evaluation methods. However, our
method has a de2nite advantage, since the weight of each ranking is determined automatically by
the total votes each candidate obtains. Thus, each candidate will be satis2ed by this ranking obtained
with these weights. Various applications of this method is possible for cases in which multi-purposes
ranking is necessary.
In Case II of Table 9, where the modi2ed strong ordering is utilized, the ranking of the candidates
for the post of technical director is obtained as follows: in (a) Leadership, the preference rate
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Table 8
Case I (wm1 − wm2¿ , wm1 ¿wm2, wm2¿  = 0:0001)
Maximize A B C D
(a) Skill (a): leadership
wm1a 0.0589 0.0589 0.1249 0.1249 Geometric mean
wm2a 0.0588 0.0588 0.0001 0.0001  ma
A 1.0000 1.0000 1.0000 1.0000 1.0000
B 0.7647 0.7647 0.7500 0.7500 0.7573
C 0.4707 0.4707 0.6247 0.6247 0.5423
D 0.1177 0.1177 0.1249 0.1249 0.1212
(b) Skill (b): expertise
wm1b 0.1247 0.0667 0.1427 0.1427 Geometric mean
wm2b 0.0001 0.0666 0.0001 0.0001  mb
A 0.9999 0.9334 0.9999 0.9999 0.9828
B 1.0000 1.0000 1.0000 1.0000 1.0000
C 0.4285 0.4000 0.4285 0.4285 0.4212
D 0.4284 0.3334 0.4284 0.4284 0.4024
(c) Skill (c): cooperation
wm1c 0.0769 0.0500 0.0500 0.0500 Geometric mean
wm2c 0.0001 0.0499 0.0499 0.0499  mc
A 0.0769 0.0499 0.0499 0.0499 0.0556
B 0.0722 0.1998 0.1998 0.1998 0.1576
C 0.3853 0.7495 0.7495 0.7495 0.6347
D 1.0000 1.0000 1.0000 1.0000 1.0000
Maximize (a) (b) (c)
(d) Priority votes of 3 skills
ur1 0.0715 0.1071 0.0715 Geometric mean
ur2 0.0714 0.0357 0.0714 Hr
(a) Leadership 0.9998 0.9998 0.9998 0.9998
(b) Expertise 0.8838 1.0000 0.8838 0.9210
(c) Cooperation 1.0000 1.0000 1.0000 1.0000
 a = (1:0000; 0:7571; 0:5498; 0:1214)T is obtained, and the ranking becomes A¿B¿C¿D. In (b)
Expertise,  b=(0:9761; 1:0000; 0:4183; 0:3981)T is also obtained, and the ranking is B¿A¿C¿D.
In (c) Cooperation,  c=(0:0624; 0:1423; 0:5797; 1:0000)T, and the ranking becomes D¿C¿B¿A.
Next, the importance rate among these three categories is R = (0:8285; 0:9839; 0:9773)T. Then the
total ranking of the candidates is obtained in the same way as in Case I. Consequently,
A= (0:8285 + 0:9604 + 0:0610)=3 = 0:6166;
B= (0:6273 + 0:9738 + 0:1319)=3 = 0:5834;
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Table 9
Case II (wm1¿ 2wm2, wm2¿  = 1(2+1)×20 )
Maximize A B C D
(a) Skill (a): leadership
wm1a 0.0800 0.0800 0.1063 0.1063 Geometric mean
wm2a 0.0400 0.0400 0.0167 0.0167  ma
A 1.0000 1.0000 1.0000 1.0000 1.0000
B 0.7600 0.7600 0.7542 0.7542 0.7571
C 0.5200 0.5200 0.5813 0.5813 0.5498
D 0.1200 0.1200 0.1229 0.1229 0.1214
(b) Skill (b): expertise
wm1b 0.1238 0.0909 0.1238 0.1238 Geometric mean
wm2b 0.0167 0.0455 0.0167 0.0167  mb
A 0.9833 0.9546 0.9833 0.9833 0.9761
B 1.0000 1.0000 1.0000 1.0000 1.0000
C 0.4214 0.4091 0.4214 0.4214 0.4183
D 0.4048 0.3636 0.4048 0.4048 0.3981
(c) Skill (c): cooperation
wm1c 0.0679 0.0606 0.0606 0.0606 Geometric mean
wm2c 0.0167 0.0303 0.0303 0.0303  mc
A 0.0679 0.0606 0.0606 0.0606 0.0624
B 0.1179 0.1515 0.1515 0.1515 0.1423
C 0.5064 0.6061 0.6061 0.6061 0.5794
D 1.0000 1.0000 1.0000 1.0000 1.0000
Maximize (a) (b) (c)
(d) Priority votes of 3 skills
ur1 0.0952 0.1167 0.1071 Geometric mean
ur2 0.0476 0.0167 0.0357 Hr
(a) Leadership 0.9048 0.7334 0.8571 0.8285
(b) Expertise 0.9524 1.0000 1.0000 0.9839
(c) Cooperation 1.0000 0.9333 1.0000 0.9773
C = (0:4555 + 0:4116 + 0:5662)=3 = 0:4778;
D = (0:1006 + 0:3917 + 0:9773)=3 = 0:4899:
Thus, the suitability ranking becomes A¿B¿D¿C. In Case II, as well as in Case I, the best-suited
candidate is found to be A. But the candidates ranked third and fourth di:er from those in Case I.
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In multi-purposes method, the total ranking in Case I di:er from that in Case II. The former is
based on “weak ordering”, and the latter “strong ordering”. The essence of this method is as follows:
The “weak ordering” makes all weights positive so that objectives are ranked completely separately,
but the value of  is arbitrary. In Case II of the “strong ordering”, the rule to determine  is already
set, and ranks are clearly distinct. Thus, if we want to emphasize the distinction of ranks, we had
better to use “strong ordering”.
By using DEA, we discussed the total ranking method, and examined the method proposed by
Green et al. We proposed new applicable “weak ordering” and “strong ordering”. This method can
be applicable to multi-purposes case.
8. Conclusion
We discussed so far applicability of the ranking method initiated by Green et al., and by using
DEA, we determine the weights from rank voting data. Their weak ordering, gives rise to the case
such that objectives cannot be distinct, or the data of some rank is ignored. Thus, we analyze the
procedure to determine weights, and propose “weak ordering” and “strong ordering”. Those have the
following characteristics: the former is more applicable, and the latter emphasizes the distinction of
ranks. And we extend these notions to evaluate multi-purpose problem such as personnel deployment
issue of a corporation.
In the total ranking method using DEA, if one wants to set weights free, “weak ordering” can
be employed, which is characterized by the following constraint; wmk − wmk+1¿d(k; ) = ¿ 0,
wm1¿wm2¿ · · ·¿wmk ¿ · · ·¿ . On the other hand, if one wants to set weights a particular
constraint, “strong ordering” can be employed, which is characterized by the following constraint;
wm1¿ 2wm2¿ · · ·¿KwmK; wmK¿ 1={(1 + 2 + · · ·+ K)× n}= 2={K(K + 1)× n}.
We extend these ordering methods to multi-purposes evaluation, and show the applicability through
the example of the personnel deployment issue in a business organization. It is expected that, in the
near future, this method will be applied e:ectively to various issues such as policy making, business
strategies, (already reported by us in [4]) and sports competitions.
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