Background {#Sec1}
==========

It is well known that chromatin, a complex of DNA and proteins, is packed in three-dimensional (3D) space inside the nucleus of the cell in a highly regulated fashion. The spatial conformation of chromosomes is governed by certain principles \[[@CR1]--[@CR3]\]. The structure of chromatin depends on the functional state of the cell (viz. normal/diseased) and gene activity among other cellular properties. Thus, a better understanding of 3D chromatin structure and the underlying mechanisms determining this structure helps in gaining an enhanced comprehension of many genomic functions. With the advent of chromosome conformation capture (3C)-based technologies in the last decade, starting with 3C itself in 2002, chromosome conformation capture-on-chip and circular chromosome conformation capture (both abbreviated as 4C), and 3C-carbon copy (5C) in 2006, chromatin interaction analysis by paired-end tag sequencing (ChIA-PET), 2009 \[[@CR4]--[@CR8]\], more recently Hi-C \[[@CR9]\] and in situ high-resolution Hi-C \[[@CR10]\] which is still quite expensive, genome-wide analysis of the interaction profiles is now possible \[[@CR11]\]. Studies have revealed a correlation between long-range chromatin interactions and the functional state of the cell, e.g., in \[[@CR12]\] and more generally, cell-type specificity as evidenced by \[[@CR11]\]. These long-range interactions comprise pairs of loci that are close in space, but not necessarily close in sequence. The spatial co-localization of different chromosomal regions (*cis* as well as *trans*) can be due to a mix of factors, for example specific, direct contacts between two loci, nonspecific binding as a result of the packing of the chromatin fibre or co-localization due to functional association or having the same subnuclear structure \[[@CR13]\].

Any long-range interaction (i.e., interaction between genomic loci separated by \>1 or 2 mega base pairs) can typically occur to bring about or increase the likelihood of a certain activity at either of these loci itself (e.g., between an enhancer and a promoter region) or so that they can trigger or play an important role in any activity (e.g., facilitating binding of a protein) taking place at these loci or in their neighborhood on the genome. Knowledge of which loci interact over a long-range and evaluating the effect of such interactions can help us further our understanding of genome regulation and organization. Thus, it is of general interest to be able to predict whether a given pair of loci lying very far apart on the chromosome would interact. There exist machine learning-based approaches for predicting such long-range interactions between enhancer and promoter regions, for example, \[[@CR14]\]. They combine the contact information output by a chromatin interaction experiment with various information sources, for example, epigenetic information \[[@CR14]\], to make these predictions, but these approaches leave out genomic regions for which such information is not available. A sequence-level model, in addition to primarily furthering our understanding of chromatin interactions at the most basic level, can also be useful to study any genomic region including the ones omitted by other approaches. Having a model that can predict, based on sequence information alone, whether two regions are likely to interact has several potential applications. One is to use the predicted label as additional information for the prediction of boundaries of topologically associating domains (TADs) \[[@CR15]\]. Another is to assist methods that predict the 3D structure of the chromosome from Hi-C data \[[@CR16]\].

As a word of caution, since the genetic sequence is only the primary level at which genomic function and organization information is encoded, it is apparent that higher levels of modifications will have the final say towards these chromatin interactions, more so for cell line-specificity. In other words, one would not expect a model using sequence information alone to outshine one that (also) utilizes additional information sources in terms of prediction accuracy. But, a sequence-level model has its advantages as already stated. Thus, we would like to stress upon our aim in performing this study: (a) Answer the question: To what extent can the genetic sequence alone predict these long-range chromosomal interactions? We report on various computational experiments, using our genetic-sequence based prediction method, to establish that the DNA sequence is informative to identify potential interaction partners of a given genomic locus, and(b) Understand the characteristic sequence features underlying such long-range interactions. This is achieved with the help of our two new visualization methods that aid in interpreting the sequence signals that contributed towards predicting locus-specific interaction partners and reveal interesting biological connections.

In general, we believe that such an approach using sequence-level information could be useful to study sequence peculiarities among the interaction partners of a particular locus. Our approach could augment existing methods for prediction of 3D chromatin structure and also TAD boundary predictions methods.

Approach {#Sec2}
--------

In this study we built a method based on support vector machines (SVMs) \[[@CR17]\] to predict which genomic loci potentially interact with a given locus based on the genetic sequence. In a nutshell, we do the following: given a contact matrix delineating interactions between various genomic loci, we build a predictor for a locus of interest (LoI) from the contact matrix. This predictor learns the characteristics of the genomic loci that happen to significantly interact with the LoI as against the set of loci that do not. Thus, we build a predictor per locus. Such locus-specific predictors that use the genetic sequence information at these loci have the potential to uncover peculiarities of the interacting partners of this particular locus which can be useful to understand interactions at the sequence level. Such an understanding can guide us in our efforts to know the role-players at the genetic level and comprehend mechanisms of higher levels of chromatin organization viz. TADs and their hierarchies, and compartments. When dealing with contact matrices output from a chromatin interaction experiment where a large population of non-synchronized cells are studied, such an approach can still give us a holistic view.

We analyzed 5C contact matrices for three *human* cell lines --- GM12878, K562 and HeLa-S3 --- and demonstrated that the genetic sequence is predictive of the long-range interactions. Additionally, we utilized these locus-specific models, that were trained on the 5C data, to independently predict potential interaction partners across the chromosome for the same LoI. This computational validation is done on high-resolution Hi-C datasets from Rao et al. \[[@CR10]\]. Our new visualization methods help to intuitively visualize the sequence features that proved useful for discerning the interaction partners of a LoI from those that do not interact with it, consequently rendering our models to be more than black boxes. Due to the models being locus-specific, one is also able to compare the sequence features found useful by a model (using our visualization) for a locus in one cell line to those found useful by the model for the same locus in another cell line. This is discussed in "[Identifying cell-line specific characteristic signals among (non-)interactors of the same locus in different cell lines](#Sec6){ref-type="sec"}" section.

Results and discussion {#Sec3}
======================

Applicable to information on long-range contacts facilitated by a 4C, 5C or a Hi-C experiment, we describe our pipeline and the corresponding computational experiments performed on data from a 5C experiment \[[@CR18]\] that detects interactions between a group of transcription start site (TSS)-containing regions (TCRs \[[@CR18]\]) and distal enhancers in the three cell lines GM12878, K562 and HeLa-S3. Here, for each cell line, we built a separate classifier per TCR. Given the set of loci, for which the contact frequency with the TCR of interest (ToI) is known (from the contact matrix), we trained an SVM \[[@CR17]\] which, when presented with a new, unseen locus, can classify it as positive or negative (i.e., interacting with the ToI or not). We use string kernels, which provide a measure of similarity between sequences, in conjunction with the SVM. The aim was to build a pipeline with the best possible locus-specific classifiers (a separate classifier for each LoI/ToI), and also be able to determine subsequently, which sequence features were most important for any classifier to distinguish between the positive and the negative set of genomic loci corresponding to the LoI. Our pipeline is shown in Fig. [1](#Fig1){ref-type="fig"} and described in the "[Methodical details](#Sec14){ref-type="sec"}" section. Fig. 1Pipeline for predicting locus-specific long-range chromatin interactions using the genetic sequence. In the contact matrix, cells denoted by filled *orange boxes* correspond to loci that are called significantly interacting with the LoI in all replicates of any experiment profiling chromatin interactions. This constitutes the positive set of sequences for the corresponding classifier. Those denoted by filled *black boxes* correspond to loci that are not called significantly interacting in any of the replicates. This constitutes the negative set of sequences for the corresponding classifier. This leaves those loci which are called significantly interacting in at least one, but not in all of the replicates. They are visualized by *unfilled boxes* and are not used by the classifier. The genomic loci along the columns of the contact matrix (c1, c2, c3,\...,cN) are the LoI for which we build locus-specific classifiers

Prediction of long-range chromatin interactions is possible from the sequence alone using non-linear SVMs {#Sec4}
---------------------------------------------------------------------------------------------------------

To evaluate the potential of the DNA sequence to serve as the sole information source in predicting the long-range interactions, we selected ten regions per cell line. For each cell line, these are the top 10 regions when ranked based on the number of positive examples available for them (see Supplementary Table S1 in Additional file [1](#MOESM1){ref-type="media"}). In each model, the varied-length sequences were represented as fixed-length feature vectors using the oligomer distance histograms (ODH) \[[@CR19]\] representation. This represents any sequence by the histograms of distances between *K*-mers in the sequence (see '[Methodical details](#Sec14){ref-type="sec"}" section for more details). We performed experiments with *K*-mer values 3 and 5 and the maximum distance between *K*-mers as 100. Intuitively, *K*-mer value 5 encodes more specificity towards the set of sequences in a collection for a model while *K*-mer value 3 maintains relative generality. Once these are fixed, the ODH kernel has no other hyper-parameters to be tuned.

Table [1](#Tab1){ref-type="table"} summarily shows good test AUC (area under the ROC curve) values for all studied regions in all the three cell lines resulting from our 5-fold nested cross validation. Furthermore, our pipeline is also capable of handling imbalances in the data. For all the regions in our computational experiments, the positive class is in minority. We report performances with data imbalance handled (see "[Methodical details](#Sec14){ref-type="sec"}"). Table 1Locus information for regions and prediction performances*R*TCR\#TP\#NPTest AUC*R*TCR\#TP\#NPTest AUCABCDABCDGM128780chr7:115847372-115857098632260.74170.75380.89790.90425chr7:90224881-90229046341220.80780.83070.92210.91181chr7:115890993-115892266562340.71410.73410.88760.89606chr7:116434729-116454408332920.77850.77870.73080.70362chr7:115861595-115870968522520.73460.77630.91520.93767chr7:90337078-90341001321580.81630.82750.92860.93243chr5:131722317-13172475139910.61220.65470.86660.82868chr22:32162110-32166713311270.77790.78320.77890.77384chr5:131892428-13189586734800.59710.63430.88890.85439chr21:34819525-34821921302010.67040.66940.71570.6901K5620chr22:32764253-32784733461050.81630.81210.93080.93825chr7:89787744-89795672351180.85460.86480.85660.87271chr22:32920308-32927723451090.68080.72420.77440.79726chrX:153625659-15363538534460.85010.84950.80440.81842chr22:32012966-32043914421040.71450.73240.83780.85997chr22:32170492-3218812932970.74560.71460.80030.82283chr21:35242603-35256847391500.73210.7250.72510.74078chr22:32740683-32750950321120.71670.75820.88360.91664chr7:115847372-115857098372380.75210.77560.77650.79089chr11:5721056-573271331850.6710.760.73450.7545HeLa-S30chr7:115847372-115857098982070.69140.71110.80070.82285chr7:115861595-115870968402840.66240.7320.89640.91141chr7:116434729-116454408712110.730.76740.85730.87386chr22:32170492-32188129401020.6770.7550.82450.85902chr22:32920308-32927723531090.6440.63690.73380.70917chr22:32053085-32061138371150.60180.64200.78860.79913chr7:115890993-115892266502430.68170.72250.9070.91628chr22:33262063-33266567371120.56340.65640.84490.84914chr7:89787744-89795672491080.81080.80070.80050.80849chr21:34750664-34761738371470.71940.72940.70530.7273\#TruePeaks (\#TP) and \#NonPeaks (\#NP) for all the studied genomic regions (column 'R') for the three cell lines (GM12878, K562 and HeLa-S3). Columns marked 'A', 'B', 'C' and 'D' show the mean test AUC values with oligomer length 3 and 5 respectively for two settings: Individual tasks ('A' and 'B') and Multiple tasks ('C' and 'D'). Refer "[Pipeline for predicting long-range chromatin interactions](#Sec17){ref-type="sec"}", "[Prediction of long-range chromatin interactions is possible from the sequence alone using non-linear SVMs](#Sec4){ref-type="sec"}" and "[Multitask learning (MTL) helps mitigate issue of having too few interacting partners per locus](#Sec7){ref-type="sec"}" sections for more information

The average test AUC values for the individual tasks are as follows. Oligomer length 3: {GM12878, K562, HeLa-S3}: {0.7251, 0.7534, 0.6782}; Oligomer length 5: {GM12878, K562, HeLa-S3}: {0.7443, 0.7716, 0.7153}. Box plots of all the test performances for different regions in all three cell lines are given in Fig. [2](#Fig2){ref-type="fig"}, and Additional file [1](#MOESM1){ref-type="media"} (Supplementary Figures S3, S4 and S5 in Additional file [1](#MOESM1){ref-type="media"}). Owing to small sample sizes, the model test performances mostly show high variance (Fig. [2](#Fig2){ref-type="fig"}, and Supplementary Figures S3, S4 and S5 in Additional file [1](#MOESM1){ref-type="media"}). Fig. 2*Box-plots* of SVC performances for cell lines GM12878, K562 and Hela-S3. Five *regions* (numbered 'A0-A4', 'B0-B4' and 'C0-C4' for GM12878, K562 and Hela-S3 respectively) out of 10 are shown. Individual tasks setting, oligomer lengths = {3,5} in *purple* and *light blue* respectively. MTL with 10 tasks, oligomer lengths = {3,5} in *orange* and *green*. Distances between *K*-mer pairs upto *D*=100. *Box-plots* for the other five regions among the 10 are given in the Supplementary Figures S3, S4 and S5 in Additional file [1](#MOESM1){ref-type="media"}

For any interaction the complete length of the fragment may not be causal for the interaction, but only part(s) of it. However, this information is not available from the chromatin interaction experiments due to the length distribution of the fragments. Our locus-specific models are able to work around this situation and capture the features from different parts of the locus. This is due to the nature of ODH feature representations which capture the relative structure spread across the sequence rather than occurrences at different absolute positions in the sequence. Section "[Tandem repeat motifs are an important feature distinguishing interaction partners](#Sec5){ref-type="sec"}" discusses how our visualizations help bring out this aspect of our models.

Tandem repeat motifs are an important feature distinguishing interaction partners {#Sec5}
---------------------------------------------------------------------------------

Figures [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"} show our new visualizations of the set of *K*-mer pairs that influenced the prediction most. In both these visualizations, any *K*-mer pair is represented as an adjoined { 2*K*}-mer separated by ' \|', e.g., 3-mer pairs as 6-mers, and we loosely address these *K*-mer pairs as 'motifs', although they are not contiguous. Figure [3](#Fig3){ref-type="fig"} shows the 'Absolute Max Per Distance' (AMPD) visualization for a region (*region* 9) in cell line GM12878. The AMPD visualization shows, at each distance value (plotted on vertical axis), the *K*-mer pair that contributes the most in predicting a locus as positive and negative. The weights of these *K*-mer pairs (fetched from the SVM weight vector) are plotted on the horizontal axis. In the visualization, the *K*-mer pairs at even and odd distance values are segregated from each other to improve legibility. In the left panel, one sees 6-mers consisting of the 3-mer pairs separated by ' \|' (see Fig. [3](#Fig3){ref-type="fig"}), and in the right panel are 10-mers consisting of the 5-mer pairs. Owing to the high dimensionality of the 5-mer case, we observe that the magnitudes of the weights quickly shrink in this case. We filter this information further and visualize only the top few high-scoring features in the 'TopN' visualization shown in Fig. [4](#Fig4){ref-type="fig"}. At any distance value, all motifs that exceeded the threshold (shown as an inner dashed circle) are collected along with their weight magnitudes and stacked one over the other to finally represent them with a consensus motif (refer to "[Visualizing the important features for each prediction model](#Sec18){ref-type="sec"}" section for more details). These consensus motifs are visualized radially. Fig. 3'AMPD' visualization of the informative *K*-mer pairs from the predictor for *region* 9 in GM12878 (Refer Table [1](#Tab1){ref-type="table"} for *region* details). *Top*: At distances in {0,...,100} basepairs, the 3-mer pair that maximally contributes towards positive and negative classification of a given locus is shown. Weights are shown on the *horizontal axis*, distances on the *vertical axis*. *Bottom*: 'AMPD' visualization for the 5-mer case Fig. 4'Top25' visualization of the informative 3-mer pairs separated by various distances and their magnitudes from the predictor for *region* 9 in GM12878 (Refer Table [1](#Tab1){ref-type="table"} for *region* details). Top-25 3-mer pairs, with weight magnitudes higher than the threshold (*dashed inner circle*), for the positive class (*blue*). The *dashed inner circle* is the threshold to select the top-25 entries of the averaged SVM weight vector

Across various regions, among many motifs, tandem repeat sequences are prominently observed, especially di- and trinucleotide repeats, at various distances. Our 'AMPD' visualizations facilitate spotting of patterns spread over distances while the 'TopN' visualizations, due to the consensus motifs, can help spot possibly hidden shorter *K*-mer signals. Refer to Fig. [3](#Fig3){ref-type="fig"} for the following discussion. The dinucleotide pattern 'GT' being repeated is observed in both cases, 3-mers and 5-mers, for distances up to 26 and 34 respectively, to have a maximal contribution among the various *K*-mer pairs towards predicting a locus as a potential interacting partner of locus chr21:34819525-34821921 (*region* 9) in GM12878. The 3-mer case shows patterns prominently containing more 'T's, from distance ∼30-60 as compared to the smaller distance values, among negatively contributing pairs, while the maximal positive contributors are devoid of them. Various such patterns are observed for different regions across cell lines.

Our literature search revealed some relevant studies on tandem repeat sequences and their potential biological roles. A 1990 review by Vogt \[[@CR20]\] provides a very comprehensive and extensive account of the potential functions of tandem repeat sequences in the human genome \[[@CR20]\]. Among many other things, it includes an exhaustive discussion of the various repeat sequences, viz. mono-, di-, tri-, tetranucleotides and beyond, and the postulates of their association with a multitude of nuclear proteins that help them assume specific chromosomal structures. The author terms this ability of the tandem sequence repeat blocks to render locus-specific higher order structure and play a role in organization as the 'chromatin folding code' \[[@CR20]\]. In the review \[[@CR20]\], the author also points to a specific case of the dinucleotide 'TG' as a simple repeating block, which has already been shown to have an enhancer function in vitro \[[@CR21]\] in as early as 1984. More recently, a 2014 study \[[@CR22]\] identified dinucleotide repeat motifs (DRMs) as general features that can render a nonfunctional sequence into an active enhancer element. Another comprehensive study of the simple sequence repeats in 2014 \[[@CR23]\] suggests their potential role in genome regulation and organization. Variable number tandem repeats (VNTRs), as these sequence repeats are broadly termed, have already been implicated in many complex neurological disorders (e.g., Huntington disease \[[@CR24]\]) and are generally known to be polymorphic \[[@CR25]\].

With this backdrop, it is interesting that, enabled by the visualizations, our models using sequence-level information also reveal such tandem repeat motif signals (at times, even lengths of their tracts) as distinguishing characteristics between potential locus-specific interaction partners, suggesting a potentially important role of such sequence repeats in genome organization and regulation.

Identifying cell-line specific characteristic signals among (non-)interactors of the same locus in different cell lines {#Sec6}
-----------------------------------------------------------------------------------------------------------------------

As discussed in "[Prediction of long-range chromatin interactions is possible from the sequence alone using non-linear SVMs](#Sec4){ref-type="sec"}" section, an advantage of studying locus-specific interactions at the sequence-level is realized when our models can reveal the characteristic signals among interaction partners of the same locus in two different cell lines. Consider the locus chr22:32170492-32188129 which is, both, *region* 6 and *region* 7 among our models for HeLa-S3 and K562 respectively (see Table [1](#Tab1){ref-type="table"}). Refer to their 'AMPD' visualizations with 3-mers in Fig. [5](#Fig5){ref-type="fig"}. For K562, the 'CA' dinucleotide repeat sequence stretch of length ∼20 markedly denotes a non-interacting partner while this same repeat sequence seems to be interrupted with a short stretch of 'T's in HeLa-S3. Also, another repeat sequence, 'AGA', is notable beyond distance values 50 among the non-interacting partners for this locus in K562 as compared to HeLa-S3 where it is only intermittently observed. These signals are, similarly, also picked up by our 5-mer models. The 3-mer and 5-mer 'AMPD' visualizations for *region* 7 in cell line K562 and *region* 6 in HeLa-S3 are given in Supplementary Figures S9 and S12 respectively in Additional file [1](#MOESM1){ref-type="media"}. The corresponding 'Top25' visualizations for these regions are given in Supplementary Figures S10, S11, S13 and S14 in Additional file [1](#MOESM1){ref-type="media"}. Fig. 5'AMPD' visualization of the informative 3-mer pairs from the classifiers for locus chr22:32170492-32188129 which is, both, *region* 7 in K562 and *region* 6 in HeLa-S3 (Refer Table [1](#Tab1){ref-type="table"} for *region* details). *Top panel*: At distances in (0-100) basepairs, the 3-mer pair that maximally contributes towards positive and negative classification of a given locus is shown. Weights are shown on the horizontal axis, distances on the vertical axis. *Bottom panel*: 3-mer 'AMPD' visualization of the same locus in HeLa-S3

Multitask learning (MTL) helps mitigate issue of having too few interacting partners per locus {#Sec7}
----------------------------------------------------------------------------------------------

Each locus-specific prediction problem in our scenario is termed as a *task* in the MTL setting. The small sample sizes in the single-task setting can be mitigated with the help of the so-called 'multitask' setting (see "[Methodical details](#Sec14){ref-type="sec"}" for more details). In order to evaluate the efficacy of MTL for this problem, we used the available 10 individual tasks. Here, to compute the task similarity, we used the 'model-defining' locus (the LoI) information. The locus sequence of every 'model-defining' region was represented as an ODH feature vector using the *K*-mer values 3 and 5, separately, and maximum distance 100. The similarities between these regions, the *tasks*, were given by the resulting dot products. For models that used oligomer length 3 and 5 representations for the sample sequences, we used the corresponding task similarities also with oligomer length 3 and 5 respectively. The mean test AUC values for the multitask setting with 10 tasks are shown in columns marked 'C' and 'D' (oligomer length 3 and 5 respectively) of Table [1](#Tab1){ref-type="table"}. Mean performance increase across all regions: Oligomer length 3: {GM12878, K562, HeLa-S3}: {0.13, 0.06, 0.13}; Oligomer length 5: {GM12878, K562, HeLa-S3}: {0.09, 0.06, 0.11}. Their box plots are shown in Fig. [2](#Fig2){ref-type="fig"} and Supplementary Figures S3, S4 and S5 (Additional file [1](#MOESM1){ref-type="media"}). Performances in the MTL setting mostly show reduced variance as compared to the single-task performances.

Thus, our pipeline in the MTL setting can (a) mitigate the issue of having either too few interacting partners per locus, or (b) in the extreme case, identify putative interaction partners of a locus not profiled in the 5C experiment provided that at least some regions from the same cell line have been profiled in a chromatin interaction experiment, for example, 4C or 5C.

Computational validation with high-resolution Hi-C {#Sec8}
--------------------------------------------------

Rao et al. performed Hi-C experiments resulting in contact matrices at very high-resolution e.g. 1k, 5k, 10k, 25k base pairs (bps), etc. for various cell lines including GM12878, K562 \[[@CR10]\]. Corresponding to the 'model-defining' *regions*, we picked relevant columns from the 5k Hi-C *cis*-contact matrix of the relevant chromosome. For example, if the 'model-defining' genomic *region* was 12,000 bps long, we collected candidate regions (across the rows) corresponding to three column loci. The candidate regions are those which have a non-zero KR-normalized \[[@CR26]\] interaction frequency with the LoI. After normalizing, to identify significantly interacting partners at any given resolution, we computed their observed/expected (O/E) values and used an ad-hoc cutoff of 2.5 (i.e., a locus with a normalized O/E value ≥ 2.5 was considered significantly interacting with the LoI), as used earlier in \[[@CR9]\]. This criterion is made more stringent as follows. The final set of loci that are considered significantly interacting with any individual 'model-defining' *region* are only those that are significant at 5k resolution and also at 10k or 25k resolutions (all using the same cutoff). In other words, if a locus was deemed significant only at 5k resolution but not at 10 or 25k, then we did not consider it a true positive.

These *cis*-interacting genomic loci from the high-resolution contact maps are treated as unseen test sequences for the classifiers built for each *region* using the 5C data. In the pipeline, these are thus treated similarly to the 20% hold-out set: their ODH feature representations are fed to the classifier to predict their labels. We performed this experiment for cell lines GM12878 and K562.

When evaluating performances of our models regarding predictions on unseen loci from Hi-C data, we did so for two scenarios: (a) all chromosome-wide loci together; and (b) considering only loci lying beyond 1M bps from the 'model-defining' locus, i.e., excluding the regions probed in the 5C experiment \[[@CR18]\] for the evaluation. Using this stringent criterion, the mean AUC values and their standard deviations are as follows. For prediction with oligomer length 3 models (a) chromosome-wide interaction partners: {GM12878, K562} : { 0.5358±0.025, 0.5122±0.084}; (b) interaction partners beyond 1M bps: { 0.5327±0.019, 0.5304±0.057}. And, with oligomer length 5 models (a) chromosome-wide interaction partners: {GM12878, K562} : { 0.5278±0.028, 0.5238±0.081}; (b) interaction partners beyond 1M bps: { 0.5220±0.026, 0.5294±0.064}. For both cell lines, when considering only the first five regions, the average performance was ∼0.55 test AUC (see Table [2](#Tab2){ref-type="table"}). Models for K562 show higher variance than models for GM12878. Table 2Computational validation with high-resolution Hi-C dataCell-typeOligomer length 3 (mean ±s.d.)Oligomer length 5 (mean ±s.d.)Chromosome-wide interaction partnersGM12878 (regions 0-4)0.5552±0.0090.5503±0.006GM12878 (regions 0-9)0.5358±0.0250.5279±0.028K562 (regions 0-4)0.5508±0.0910.5650±0.088K562 (regions 0-9)0.5122±0.0840.5239±0.081Interaction partners beyond 1M bpGM12878 (regions 0-4)0.5468±0.0050.5419±0.007GM12878 (regions 0-9)0.5327±0.0190.5220±0.026K562 (regions 0-4)0.5593±0.0620.5646±0.064K562 (regions 0-9)0.5304±0.0580.5294±0.064(s.d.: standard deviation)

We observed that performances of models predicting interaction partners for some LoI are comparatively poorer than those of other models. These 'model-defining' LoI either have very few negative samples to learn from (refer to Table [1](#Tab1){ref-type="table"}) or are themselves rather long loci (refer to column 'length (bp)' in Supplementary Table S1 in Additional file [1](#MOESM1){ref-type="media"}). In general, from the perspective of training on 5C data and predicting contacts chromosome-wide, the issues of having few negative samples to learn from and having a rather long model-defining *region* (both, in 5C data) make the problem harder. This could be due to following reasons: (a) the experiments give no information on the potential causal portion(s)(causal for the said interaction), if any, along the complete restriction fragment; (b) the interacting as well as non-interacting partners of a rather long 'model-defining' locus could have varying characteristics in them which may not be comprehensively captured by the available few samples in the 5C data; and (c) the 5C experiments are performed on selected promoter regions and distal enhancers \[[@CR18]\] while we make these models trained on such restricted 5C data to predict a potential interaction partner anywhere on the genome not just promoter or distal enhancer regions. Thus, learning on 5C data for a very small subset of the chromosome and then predicting interactions chromosome-wide is a very hard problem (see for example \[[@CR14]\], and "[Related work](#Sec9){ref-type="sec"}" section).

Related work {#Sec9}
------------

Recently, Roy et al. \[[@CR14]\] developed a model for predicting cell-line specific interactions between only enhancers and promoters using various regulatory genomic datasets. Their predictive model learns from interacting and non-interacting pairs, also from 5C data \[[@CR18]\], where the participating promoter and enhancer (of a contact-pair) are encoded as a real or binary vector marking information from 23 datasets including histone marks and transcription factor binding for various cell lines. Additionally, they also attempt at building a minimal classifier that uses information from 11 datasets out of the 23. They achieved a performance (area under precision-recall curve (auPRC)) of ∼0.75-0.78 when training and predicting on the same experiment (5C) data. They also performed tasks of training on 5C data \[[@CR18]\] and predicting interactions in high-resolution Hi-C data \[[@CR10]\]. For this task, they consider an interaction involving a 5k bps locus pair as a true interaction if it is called a peak in any one of the three resolutions 5k, 10k and 25k, and achieved comparatively modest performances (auPRCs) of 0.643 (K562) and 0.687 (GM12878).

In comparison to the literature for prediction of promoter-enhancer interactions, we have used the term long-range chromatin interactions in a broader sense that includes possible interactions between intervening chromatin regions in addition to those (significant looping interactions) between specific genomic (functional) elements such as the enhancers and promoters. We hypothesize that the intervening chromatin could play an important role in maintaining a favorable landscape for the loci to interact, as also observed in more recent capture-C experiments data \[[@CR27]\], where there is a possibility of weaker interactions due to putative low-affinity binding sites (e.g., \[[@CR28]\]) which, in general, have been largely unexplored still. In our work we have focused on characterizing the long-range chromatin interactions pertaining to a particular genomic locus and investigating the capability of genomic sequence alone in characterizing them. Also, for the task of learning on 5C data and predicting on high-resolution Hi-C data, we have used a comparatively more stringent criterion for considering an interaction a true one. Approaches that use various additional information sources, e.g., epigenetic information \[[@CR14]\], typically leave out genomic regions for which these are not available. Our sequence-based approach can be especially helpful in such scenarios. Furthermore, we expect that our models can be further strengthened or supported by utilizing the additional regulatory (epi)genomic information wherever available.

Conclusion {#Sec10}
==========

To the best of our knowledge, from the point of view of understanding chromatin interactions at the sequence level, ours is the first approach to do so. In this study, we have taken a broader view of these interactions and based on the hypothesis that the sequence at the intervening chromatin and the loci could also play a part in these interactions given the possibility of such 'interfacing' taking place via various mechanisms, like direct contact or formation of mini-loops or via diffusion after mere juxtaposing in physical vicinity \[[@CR2]\], and for various reasons as motivated in the "[Background](#Sec1){ref-type="sec"}" section. Our computational experiments using data from 5C experiments, for three cell lines GM12878, K562 and HeLa-S3 from \[[@CR18]\] achieve good performances of ∼0.75 (with oligomer length 5, as average test AUC values across various regions evaluated in this study from the three cell lines) in the single-task setting.

We developed two new, intuitive visualization methods that are suited for our problem scenario namely dealing with varied-length sequences and an appropriately chosen ODH feature representation. Aided by these visualizations, notwithstanding the very high-dimensionality of the feature space (e.g., the 5-mer case), our per-locus models shed light on the potential sequence signals that can characterize the interacting vs. the non-interacting partners of a LoI. We discussed how this can help understand which sequence features in the given region made it interact with one LoI and not with another LoI. Analysis of the various sequence signals from our models suggests a potential functional and organizational role for tandem repeat sequence stretches in the genome.

We also demonstrated how knowledge of individual models could be transferred to those of other regions (those having too few examples to learn from) via multitask learning. Mean performance for the multitask setting, performances of models for oligomer length 3 and 5 combined together, is 0.83. We already observed that several models show less variance in their prediction performances than their single-task counterparts.

Furthermore, we made our models trained on 5C data predict interactions between 5k bps long loci from the recent high-resolution Hi-C \[[@CR10]\] data for cell lines where the Hi-C data was available. Even with a very stringent criterion to identify true positives in the high-resolution Hi-C data, we showed that our approach is capable of predicting interesting loci that could interact although lying very far away, even further than 1--2M bps, on the genome using features learned from 5C data that is limited to this 1--2M bps distance. This ability to identify potentially interacting loci lying very far away on the genome could be useful from the point of view of understanding topologically associating domains at the sequence level.

An important point to note here is that since our models do not require any locus to be either a TCR or an enhancer region per se, in principle, it can be seamlessly applied to contact matrices output by any 5C-based or even high resolution Hi-C-based experiments (as training data). At places, we have used the terms TCR and enhancers for the interacting regions because the contact matrices we use in this study come from 5C experiments involving these loci. So, when given a Hi-C contact matrix, any locus therein could be used to learn corresponding models in a similar fashion and it need not necessarily be an enhancer or a promoter region. In comparison, earlier approaches focus only on promoter-enhancer interactions and exclude all other genomic loci from their analysis. Thus, we have preferred to call these genomic loci as simply *regions* in this study. The models in this work are not specific to particular properties of any genomic region and do not make use of supplementary epigenetic information at the locus; we have only used the sequence information. Even with this much harder premise, we still achieved a good performance of ∼0.75.

As of today, high resolution Hi-C data is still very expensive. Therefore, our prediction method could also be used in a setting where high-resolution 5C data, but only low-resolution Hi-C data is available to predict additional interaction partners for any regions of interest. These additional predicted contacts could augment methods for predicting the 3D structure of the chromatin as well as methods for predicting boundaries of TADs. Thus, we envisage that our approach of using only sequence-based models can, most importantly, be helpful in (a) understanding higher-order structures like (meta-) TADs at the sequence-level; and (b) giving additional input to methods that estimate the 3D structure of the chromatin for different organisms from the interaction data.

Methods {#Sec11}
=======

Materials {#Sec12}
---------

We use the 5C contact matrices from experiments published by Sanyal et al. \[[@CR18]\]. They probed a collection of regions for two tier-I cell lines (GM12878 and K562) and a tier-II cell line (HeLa-S3) from ENCODE (The ENCODE Project Consortium, 2012). In these experiments involving two biological replicates, for each replicate, upon filtering to exclude certain primers owing to outlier fragments, the contact frequencies are normalized for the trans signal in turn correcting for detection biases per restriction fragment \[[@CR18]\]. The intra-chromosomally interacting restriction fragments are then tested for significance, accounting for the inverse relationship between contact frequencies and the genomic distance between the restriction fragments, and peaks are called, conservatively, at a false discovery rate (FDR) cutoff of 1%. \[[@CR18]\] term the interactions that are called peaks in both replicates as 'TruePeaks' and those not called peaks in either replicate as 'NonPeaks'. Consequently, in our study, positive examples for any classifier are 'TruePeaks' and negative examples, 'NonPeaks'. We considered different FDR cutoff values (1%, 10% and 15%) and selected an FDR cutoff of 10% (discussed in "[Relaxation of FDR cutoff to enable studying of putative 'bystander' or structural interactions](#Sec13){ref-type="sec"}" section). Table [1](#Tab1){ref-type="table"} gives information on the number of 'TruePeaks' (\#TP) and the number of 'NonPeaks' (\#NP) for the genomic regions for which we built our models in this study to evaluate whether the DNA sequence is informative in predicting the long-range interactions (Refer to Supplementary Tables S1--S4 for additional details about the studied genomic regions). These are the 'model-defining' *regions* for our study. All genomic coordinates are w.r.t. hg19, GRCh37 assembly. The 'model-defining' loci are among the TSS-containing regions (by GENCODE v7 \[[@CR29]\]) and the sets of loci in the positive and negative class for the individual classifiers are restriction fragments corresponding to enhancers (also by GENCODE v7 \[[@CR29]\]) \[[@CR18]\]. All values of \#TruePeaks and \#NonPeaks in Table [1](#Tab1){ref-type="table"} are for FDR 10%. For the computational validation with high-resolution Hi-C data, we used the data from Rao et al. \[[@CR10]\] deposited at GEO \[[@CR30]\], namely 'GSE63525_GM12878_combined_contact_matrices.tar.gz' and 'GSE63525_K562_intrachromosomal_contact_matrices.tar.gz'.

### Relaxation of FDR cutoff to enable studying of putative 'bystander' or structural interactions {#Sec13}

From a biological point of view, we attempted to take a more broader view and defined an interaction that takes into account not just the significant 'looping interactions' but also the possibility of so-called 'bystander' or structural interactions between intervening chromatin \[[@CR18], [@CR27]\]. Thus, in all computational experiments, in order to distinguish significant interactions from non-interactions in the 5C data, we relaxed the FDR cutoff to 10%, instead of 1% as in \[[@CR18]\]. In other words, we traded off between being very conservative (which would allow only significant 'looping interactions' as prevalently defined in the community) and comparatively liberal in considering TruePeaks at FDR cutoff 10%. At the same time, this relaxation still maintained a significantly higher mean z-score of the interactions for TruePeaks in comparison to NonPeaks for all the cell lines, similar to the 1% cutoff case (see Supplementary Figure S1 in Additional file [1](#MOESM1){ref-type="media"}). While, 15% FDR also shows a significant difference, it did not provide much benefit in the number of additional TruePeaks per region (i.e., positive examples per classification problem in our study) in comparison to relaxing the FDR from 1 to 10%, consistently across all three cell lines.

Methodical details {#Sec14}
------------------

The genomic loci we study in this work are the restriction fragments reported in the 5C experiments in \[[@CR18]\] (see "[Materials](#Sec12){ref-type="sec"}" section for details). We use string kernels, which provide a measure of similarity between sequences, in conjunction with an SVM as a classifier. Because these loci have highly diverse lengths (Supplementary Figure S2 in Additional file [1](#MOESM1){ref-type="media"}), we could not directly use position-aware string kernels like the oligo kernel \[[@CR31]\] or weighted degree (WD) kernels \[[@CR32], [@CR33]\] for representing the loci.

### A feature representation based on oligomer distance histograms (ODH) and the ODH kernel {#Sec15}

In 2006 Lingner and Meinicke introduced the ODH feature representation and the corresponding ODH kernel \[[@CR19]\]. It provides a fixed-length feature space representation of any arbitrary length sequence based on histograms of distances between short oligomers in the sequence. For alphabet $\documentclass[12pt]{minimal}
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The set of feature vectors for *N* training samples is: **X**=\[*Φ*(s~1~),...,*Φ*(s~*N*~)\] and the *N*×*N* kernel matrix is given by: $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{array}{@{}rcl@{}} \mathbf{K} = \mathbf{X}^{\mathrm{T}}\mathbf{X} \end{array} $$ \end{document}$$

with *k* ~*ij*~, the entries of matrix **K**, being proportional to the similarity between sequence s~*i*~ and s~*j*~. Lingner and Meinicke used this kernel for remote homology detection in protein sequences \[[@CR19]\].

### Multitask learning (MTL) {#Sec16}

Often, for various reasons across domains, one has to deal with the issue of having very few training samples for a given prediction problem also called task. This can affect the generalization ability of any standard machine learning technique such as an SVM \[[@CR34]\]. When multiple related tasks are to be learnt, MTL attempts to mitigate this issue by sharing information across these multiple related tasks. From a different perspective, it can be advantageous to leverage information from multiple related tasks to improve the prediction performance of a single task \[[@CR34]\]. Depending upon the problem at hand, a suitable measure of task-relatedness (how similar are two given tasks) needs to be chosen.

In case of learning with kernels, \[[@CR35]\] introduced how multitask learning can be performed with kernel methods. Jacob and Vert \[[@CR36]\] provided the following formulation for sharing of information between tasks using a multitask kernel. For any two samples *s* ~*A*~ and *s* ~*B*~ from tasks *t* ~*A*~ and *t* ~*B*~ respectively, *K* ~*MTL*~((*s* ~*A*~,*t* ~*A*~),(*s* ~*B*~,*t* ~*B*~)) is the multitask kernel providing a measure of similarity between these tuples. Mathematically, *K* ~*MTL*~((*s* ~*A*~,*t* ~*A*~),(*s* ~*B*~,*t* ~*B*~))=*K* ~*S*~(*s* ~*A*~,*s* ~*B*~)·*K* ~*T*~(*t* ~*A*~,*t* ~*B*~) where *K* ~*S*~ is the kernel on the samples, and *K* ~*T*~ gives the kernel value between two tasks. Jacob and Vert \[[@CR36]\] used this formulation for predicting peptide--MHC-I binding. An overview of MTL applications for problems in computational biology is presented by \[[@CR37]\].

### Pipeline for predicting long-range chromatin interactions {#Sec17}

Contact matrix output by any experiment profiling chromatin interactions must be subjected to normalization and extraction of significant contacts. Details of the motivation and various approaches for doing so are reviewed Ay and Noble \[[@CR38]\]. Also, these experiments are usually performed for multiple biological replicates to assess the impact of experimental errors and other variations.

Figure [1](#Fig1){ref-type="fig"} illustrates our approach for predicting long-range chromatin interactions. The normalization and peak-calling procedures that we adopted for analyzing the 5C data used in this study are described in "[Materials](#Sec12){ref-type="sec"}" section. Once a raw contact matrix has been normalized and the significant interactions have been called, we binarize the contact matrix as follows. Genomic loci (along the rows) not called significant interaction partners of a particular locus (along the columns) in either replicate constitute the negative class (see Fig. [1](#Fig1){ref-type="fig"}, cells denoted by filled black boxes) and those called significant in all replicates constitute the positive class (see Fig. [1](#Fig1){ref-type="fig"}, cells denoted by filled orange boxes). This leaves a lot of uncalled loci (along the rows). These are denoted by unfilled boxes (Fig. [1](#Fig1){ref-type="fig"}). Then, we build a classifier corresponding to each locus along the column of the matrix. We call these loci the 'model-defining' loci. For each individual classifier we collect loci along the rows and falling under the relevant column of the contact matrix as loci belonging to the positive and negative class for this classifier or it may not be called at all. This is shown in Fig. [1](#Fig1){ref-type="fig"}. Clearly, any locus that belongs to the positive class in one model, may belong to either the positive or negative class in another model. Given a set of sequences belonging to either class, 80% were used for training a classifier while 20% were held-out as test sequences.

The classifiers are based on SVMs with the ODH kernel. The cost parameter for each SVM is varied in the range 10^{−3,...,3}^. For each model, we perform a 5-fold nested cross-validation to select the best performing SVM cost-value while the ODH feature representation parameters are fixed as described in "[Prediction of long-range chromatin interactions is possible from the sequence alone using non-linear SVMs](#Sec4){ref-type="sec"}" section. Our pipeline also accounts for class-imbalance by proportionately up-weighting the misclassification cost for the minority class (here, positive class) \[[@CR39]\].

Our pipeline, named 'Samarth', is available for download at the supplemental website <http://bioinf.mpi-inf.mpg.de/publications/samarth/>.

### Visualizing the important features for each prediction model {#Sec18}

*Absolute Max Per Distance (AMPD) visualizations*: Recall from "[A feature representation based on oligomer distance histograms (ODH) and the ODH kernel](#Sec15){ref-type="sec"}" section that the dimensionality of the SVM weight vector for a model with the DNA sequence alphabet, using oligomer length *K* and distances up to *D* is $\documentclass[12pt]{minimal}
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                \begin{document}$[\!(|\sum |^{K})^{2} \times (D + 1)]$\end{document}$ (i.e., of 413,696 and 105,906,176 dimensions for oligomer length 3 and 5 respectively). Due to the oligomer distance histograms-based feature vector representation used in our models, each entry of the SVM weight vector is the coefficient assigned to a *K*-mer pair separated by a distance *d*∈ \[ 0,1,...,*D*\]. For each of our locus-specific models, the 5-fold outer cross validation resulted in 5 different SVM weight vectors. These five individual weight vectors were averaged to obtain one representative weight vector for a per-locus model. From this averaged weight vector, we noted two *K*-mer pairs per distance value, one that was assigned the most positive coefficient and the other, most negative. A positive coefficient means the *d*-separated *K*-mer pair is an important feature among the positive sequences, while a negative coefficient means it is an important feature to classify the sequence as negative. All such selected *K*-mers at the various distance values are visualized to provide a distance-centric view of the important features. Such a visualization for an example *region* (*region* 9) for cell line GM12878 is shown in Fig. [3](#Fig3){ref-type="fig"}. We call these visualizations 'Absolute Max Per Distance' (AMPD) visualizations. For better readability, the *K*-mer pairs at even distance values are arranged in the outer column and those at odd distance values in the inner column. Figure [3](#Fig3){ref-type="fig"} and Supplementary Figure S6, S9 and S12 in the Additional file [1](#MOESM1){ref-type="media"} show examples of 'AMPD' visualizations for different regions across the three cell lines GM12878, K562 and HeLa-S3.

*Position-Wise Weight Matrix (PWWM)-based 'TopN' visualizations*: Independently, the entries of the averaged weight vector were sorted in descending order and then thresholded to reveal the top 25 scoring entries. Figure [4](#Fig4){ref-type="fig"} visualizes only those selected top-25 *K*-mer pairs. Here, the (*D*+1) distances are arranged radially. Each spoke gives the magnitude of the highest-scoring *K*-mer pair at the corresponding distance. If the magnitude crosses the threshold value, that spoke is plotted in either 'blue' (see Fig. [4](#Fig4){ref-type="fig"}) or 'red' (see Additional file [1](#MOESM1){ref-type="media"}) for positive and negative contribution respectively, while otherwise plotted in gray. We call these visualizations 'Top25', or more generally, 'TopN' visualizations where one can choose a suitable value for 'N'. Note that there can be several entries at the same distance among the top-25 leading to sequence logo-like representations. At any distance *d*, all motifs that exceeded the threshold are collected along with their weight magnitudes and stacked one over the other to finally represent them with a consensus motif. This is done by constructing a 'Position-Wise Weight Matrix' (PWWM) of dimension $\documentclass[12pt]{minimal}
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Additional file {#Sec19}
===============

Additional file 1This file provides additional performance plots and visualizations, and more detailed description of the data. Figure S1: Z-scores for various cell lines at different FDRs Figure S2: Lengths of restriction fragments for various regions in different cell lines Figure S3: Box-plots of SVC performances for all regions (numbered 'A0-A9') in GM12878 Figure S4: Box-plots of SVC performances for all regions (numbered 'B0-B9') in K562 Figure S5: Box-plots of SVC performances for all regions (numbered 'C0-C9') in HeLa-S3 Figure S6: 'AMPD' visualization of the informative K-mer pairs from the classifier for region 9 in GM12878 Figure S7: 'Top25' visualization of the informative 3-mer pairs separated by various distances and their magnitudes from the classifier for region 7 and 9 in GM12878 Figure S8: 'Top25' visualization of the informative 3-mer pairs separated by various distances and their magnitudes from the classifier for region 7 and 9 in GM12878 Figure S9: 'AMPD' visualization of the informative K-mer pairs from the classifier for region 7 in K562 Figure S10: 'Top25' visualization of the informative 3-mer pairs separated by various distances and their magnitudes from the classifier for region 7 in K562 Figure S11: 'Top25' visualization of the informative 3-mer pairs separated by various distances and their magnitudes from the classifier for region 7 in K562 Figure S12: 'AMPD' visualization of the informative K-mer pairs from the classifier for region 6 in HeLa Figure S13: 'Top25' visualization of the informative 3-mer pairs separated by various distances and their magnitudes from the classifier for region 6 in HeLa Figure S14: 'Top25' visualization of the informative 3-mer pairs separated by various distances and their magnitudes from the classifier for region 6 in HeLa Table S1: Details of the genomic regions from each cell line Table S2: Overlap of candidate loci among regions for cell line GM12878 Table S3: Overlap of candidate loci among regions for cell line K562 Table S4: Overlap of candidate loci among regions for cell line HeLa. (PDF 1086 kb)
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:   Oligomer distance histograms
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:   Support vector machine
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:   TSS-containing region
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