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RADIOGRAFIA DIGITAL
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pela ajuda com a instrumentação eletr̂onica dosetupde controle do SISTEMA RDP; Eduardo Massahiko Higashi
pela ajuda com a instrumentação eletr̂onica e apoio; Bruno Nahuili Bressan pelo apoio e por algumas fotos que
est̃ao presentes nesta dissertação; Sebastião Ribeiro Junior, pelo apoio.
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3.5.1 Operadores Morfol´ gicos em Imagens Binárias . . . . . . . . . . . . . . . . . . . . . . . 20
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7.2 LIMITE DE DETECÇÃO DOS SISTEMAS CT2000 E RDP . . . . . . . . . . . . . . . . . . . . 53
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REFERÊNCIAS BIBLIOGR ÁFICAS 66
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3.6 Exemplo de erosão numa imagem bińaria. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.7 Exemplo de abertura numa imagem binár a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
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5.2 Amostras de isoladores poliméricos classe15 kV utilizadas. . . . . . . . . . . . . . . . . . . . . 32
5.3 SISTEMA CT2000 (figura fora de escala). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
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Este trabalho apresenta os resultados obtidos na detecção de defeitos em isoladores poliméricos utilizados em
linhas de distribuiç̃ao de energia el´ trica (classe15 kV) por radiografia digital, utilizando as técnicas de processa-
mento digital de imagens e reconhecimento de padrões e ainda a montagem de um sistema de radiografia digital
port́atil (denominado SISTEMA RDP). Foram utilizados52 amostras de isoladores de5 fabricantes diferentes.
De cada amostra,4 radiografias foram obtidas com um sistema de tomografia industrial (denominado SISTEMA
CT2000) em4 diferenteŝangulos obtendo-se208 imagens para aplicaç˜ o das t́ecnicas de processamento digital de
imagens (PDI) e reconhecimento de padrões (RP). Os ḿetodos de segmentaç˜ o apresentaraḿotimos resultados.
Para a segmentaç˜ o da ROI (Region of Interest) utilizaram-sepixelscom alto gradiente. Para a segmentação dos
defeitos hipot́eticos utilizou-se as operações morf́ogicas (tophate bottomhat). O número de regĩoes segmentadas
correspondeu a714. Um banco de dados com13 caracteŕısticas das714 regiões segmentadas foi utilizado para o
treinamento da rede neural. Após inspeç̃ao visual humana, a partir das radiografias obtidas, verificou-se que dessas
regiões,60 eram defeitos reais (D) e654 estruturas regulares (ER). Os algoritmos utilizados para o RP mostraram
resultados satisfatórios para a detecção dos defeitos nas radiografias dos componentes ensaiados. Os resultados
desta dissertaç˜ o s̃ao motivadores para a implementação de um sistema de inspeção autoḿatico tanto em linhas de
produç̃ao dos isoladores poliḿericos quanto nas redes de distribuição.
Palavras-chaves: Isoladores, radiografia digital, processamento de imagens, reconhecimento de padrões.
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ABSTRACT
This work introduces the results obtained in the detection of defects in polymeric insulators used in electric power
distribution lines (15 kV class) by digital radiography, in which digital image processing, pattern recognition and
the assembling of a portable digital radiography system (here named RDP SYSTEM) were used.52 insulator
samples from5 different manufacturers were used. From each sample4 radiographies were obtained by using
an industrial tomography system (here named CT2000 SYSTEM) in4 different angles, which yield208 images
for the application of digital image processing (DIP) and pattern recognition (PR) techniques. The segmenting
methods generated great results. For ROI (Region of Interest) segmentation high gradient pixels were used. For the
segmentation of hypothetical defects, morphological operations (tophat and bottomhat) were used. The number of
segmented regions corresponded to714. A database with13 features of the714 segmented regions was built up for
the training of the neural net. After human visual inspection for the obtained x-rays, it was verified that of those
regions,60 were real defects (D) and654 were regular structures (RS). The algorithms used for the PR showed
satisfactory results for the detection of the defects in the x-ray of the assayed components. The results of this
work are satisfactory for the implementation of an automatic inspecting system in either the polymeric-insulator
production lines or electric power distribution lines.
Keywords: Insulators, digital radiography, digital image processing, pattern recognition.
Caṕıtulo 1
INTRODUÇ ÃO
Os Ensaios Ñao-Destrutivos (END) alcançaram importante relevância na avaliaç̃ao da qualidade dos
materiais e equipamentos, seja no processo de fabricação ou durante o perı́odo de funcionamento dos mesmos,
pois as ind́ustrias est̃ao voltadas para a melhoria da qualidade de seus produtos; requisito bá ic para manter-se
competitivo nos mercados nacionais e internacionais [1].
Dentre os ensaios não-destrutivos, a radiografiáe um dos ḿetodos mais antigos. Entre as vantagens
fornecidas por ela está o fato de a imagem obtida representar uma fotografia interna da peça, assim pode-se avaliar
a amostra em todo o seu volume.
Poŕem, o ḿetodo convencional de inspeção radiogŕafica exige que a qualidade da imagem seja a me-
lhor posśıvel. Além disso, sabe-se que, a inspeção visual humana da radiografiaé conduzida de forma que, em
certos casos, deixa margemà interpretaç̃ao subjetiva, necessitando-se que o inspetor possua extrema experiência,
acuidade visual e conhecimento da técnica empregada.
A medida a ser tomada com respeito a aprovação ou ñao da peça, aṕos a inspeç̃ao radiogŕafica, dependerá
da localizaç̃ao, do tamanho e do tipo de defeito encontrado. Neste caso,é de suma importância a precis̃ao da ańalise
das imagens obtidas.
Nas radiografias de isoladores poliméricos, o contraste entre um defeito (bolha ou trinca) e aáre livre
de defeito nem semprée percept́ıvel visualmente, o que reforça a necessidade da utilização de t́ecnicas de proces-
samento de imagens e reconhecimento de padrões com algoritmos de inteligência artificial1 implementados para a
ańalise desses componentes.
Os avanços na tecnologia de detectores (como o de silı́cio amorfo) e fontes de raios X (como a fonte
microfoco), permitem visualizar defeitos em peças da ordem de0.5 mm em baixo contraste (como por exemplo,
ar e poĺımero). Isto, aliado aos progressos no campo da informática e das ciências ligadas aos processos baseados
em reconhecimentos de padrões, permitem o surgimento de várias pesquisas voltadas para se estudar e avaliar
metodologias que possam ser usadas para desenvolver um sistema autom´ tico, ou semi-autoḿatico, de ańalise de
radiografias industriais com grande precisão.
1Existem v́arias definiç̃oes para o que seja Inteligência Artificial. Aqui considera-se como sendo um processo implementado emhardware




O objetivo do trabalho centrou-se na montagem de um sistema de radiografia digital portáti , que seŕa
denominado SISTEMA RDP, o qual implicou no desenvolvimento da instrumentação eletr̂onica (equipamentos) e
dos algoritmos (programas), para a detecção (semi ou autoḿatica) de defeitos em isoladores poliméricos da classe
15 kV utilizados em linhas de distribuição de energia el´ trica, com a possibilidade de aplicação deste sistema tanto
no campo de trabalho do isolador (análise no poste) quanto na linha de produção do mesmo.
As etapas de desenvolvimento do trabalho podem ser divididas na (i) configuração do SISTEMA RDP,
tais como as pesquisas de mercado e de compatibilidade entre os componentes, (ii) montagem do sistema, ocorrido
aṕos o recebimento dos equipamentos que vieram do exterior (detector e tubo de raios X), os quais exigiram uma
instrumentaç̃ao dedicada para controlar o equipamento e os programas, (iii) testes de funcionamento do sistema
RDP (iv) desenvolvimento dos algoritmos de processamento de imagens para segmentação dos defeitos hipoté icos
e levantamento das caracterı́sticas (geoḿetricas e topoĺogicas) das regiões segmentadas, o que foi realizado com
radiografias obtidas com o SISTEMA CT2000 para futuramente serem aplicados no sistema portátil, (v) o levan-
tamento da acurácia do treinamento da rede neural no processo de reconhecimentos de padrões utilizados e (vi)
a automatizaç̃ao do processo de detecção de defeitos reais através da implementaç˜ o de uma rede neural com
técnicas de reconhecimentos de padrões desenvolvidas.
JUSTIFICATIVAS
Isoladores poliḿericos est̃ao tornando-se cada vez mais utilizados e ganhando uma grande fatia do
mercado de componentes elétricos devido as suas vantagens em relação aos isoladores tradicionais de vidro ou
cer̂amicas, como por exemplo: baixo peso, alta resistˆ ncia meĉanica, melhor resistência ao vandalismo, melhor
resist̂enciaàs condiç̃oes de poluiç̃ao em ambienteśumidos e melhor performance elétrica [3].
A motivaç̃ao para esta dissertação de mestrado está numa das principais causas de falha dos isoladores
utilizados em redes de distribuição de energia el´ trica: a exist̂encia de vazios na estrutura dos materiais utilizados
na fabricaç̃ao.
Estes vazios podem ser originados pela formação de bolhas de ar durante o processo de injeção do
poĺımero no processo de fabricação ou por trincas ocasionadas pela fadiga devida aos estresses mecânicos e
térmicos sofridos durante a operação ou, ainda, pela ḿa colocaç̃ao de massa de fixaç˜ o no isolador.
A ação do campo el´ trico aplicado e a existência de condiç̃oes adequadas, como a pressão do ǵas no
interior do vazio, permitem a ocorrência de descargas parciais. A constante ocorrência destas no interior desses
defeitos formam caminhos condutores no polı́mero conhecidos como arborescˆ n ia eĺetrica, no sentido do campo
elétrico aplicado, os quais levarão o material̀a ruptura dieĺetrica. O isolador danificado causa o desligamento da
linha, gerando custos de manutenção com a reposiç̃ao desses componentes e o aumento do tempo de interrupção
do fornecimento de energia elétrica aos consumidores, piorando osı́ndices de Duraç̃ao Equivalente de Interrupção
por Consumidor (DEC) e de Freqüência Equivalente de Interrupção por Consumidor (FEC) da concessionária2.
2Para saber como se calcula osı́ndices DEC e FEC ver URL da AGERGS-RS [4].
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ORGANIZAÇ ÃO DA DISSERTAÇÃO
Esta dissertaç̃ao est́a organizada conforme segue. Os capı́tulos 2 a4 trazem a revis̃ao bibliogŕafica dos
assuntos abordados no trabalho. O capı́tulo 2 refere-se aos princı́pios de radiografia, com̂enfase em radiografia in-
dustrial. No caṕıtulo 3 as principais ferramentas utilizadas em processamento digital de imagens radiográficas s̃ao
apresentadas. No capı́tulo 4 os principais conceitos da aplicação de redes neurais em reconhecimento de padrões
são abordados. Aṕos estes capı́tulos de revis̃ao, seguem os materiais e as metodologias utilizadas no trabalho. No
caṕıtulo 5 os materiais e equipamentos são descritos, com toda a instrumentação para a composição SISTEMA
RDP sendo mostrada. No capı́tulo 6 apresentam-se as metodologias experimentais utilizadas. O capı́tulo 7 apre-




Este caṕıtulo aborda os principais conceitos referentesà interaç̃ao dos f́otons com a matéria e os
prinćıpios da radiografia. Mesmo sendo matéria bastante explorada em livros e artigos, optou-se por escrever
sobre esses conceitos fundamentaisà produç̃ao de raios X com o intuito de introduzir o leitor não especialista ao
assunto. As referˆ ncias para este capı́tulo s̃ao os livros de Eisberg e Resnick [5], Johns e Cunningham [6], Shung
et al [7] e Hallidayet al [8].
2.1 O FÓTON
Em 1905, Albert Einstein (1879 - 1955) prôpos que a radiaç˜ o eletromagńetica seria quantizada; a
quantidade elementar de radiaçãoé hoje chamada de fóton. Segundo Einstein, um quantum de luz de frequênciaf
tem uma energia dada por
E = hf (2.1.1)
ondeh é a chamada constante de Planck, que tem o valor igual a6, 63× 10−34 J.s= 4, 14× 10−15eV.s.
A menor energia que uma onda luminosa de frequênciaf pode possuiŕe hf . Se a onda possui energia
maior, esta deve ser um múltiplo inteiro dehf .
Einstein pr̂opos ainda que sempre que a radiação é absorvida ou emitida por um corpo, esta absorçã
ou emiss̃ao ocorre nośatomos do corpo. Quando um fóton de freqûenciaf é absorvido por uḿatomo, a energia
hf do fótoné transferida da luz para oátomo. Este evento implica a aniquilação de um f́oton. Quando um f́oton de
freqûenciaf é emitido por uḿatomo, uma energiahf é transferida dóatomo para a radiaç˜ o. Este evento implica
a criaç̃ao de um f́oton.
2.2 O EFEITO FOTOEL ÉTRICO
Em1886 e1887, Heinrich Hertz realizou as experiˆ ncias que, pela primeira vez, confirmaram a existˆ ncia
de ondas eletromagnéticas e a teoria de Maxwell sobre a propagação da luz. Hertz descobriu que uma descarga
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elétrica entre dois eletrodos ocorre mais facilmente quando se faz incidir sobre um deles luz ultravioleta. A emissão
de eĺetrons de uma superfı́cie, devidoà incid̂encia de luz sobre essa superfı́cie, é chamadaefeito fotoeĺetrico.
A figura 2.1 pode ser utilizada para ilustrar este efeito experimentalmente. Luz incidente monocromática
entra num tubo de vidro, que está em v́acuo, atrav́es de uma janela de quartzo (que permite passar apenas luz
ultravioleta) e colide com o eletrodo metálico 1 fornecendo energia para que os fotoelétrons sejam ejetados. A
corrente I que flui durante a incidência da luz pode ser medida como uma função da v́ariavel diferença de potencial
V21 aplicada entre os eletrodos 1 e 2.
Figura 2.1: Efeito fotoelétrico. Com o eletrodo 1 iluminado com luz monocromática de intensidade constante, uma
corrente Ié medida como uma função da diferença de potencial V21 [6].
As curvasa e b na figura 2.2 s̃ao gŕaficos da corrente fotoel´ trica, em um aparelho como o mostrado na
figura 2.1, em funç̃ao da diferença de potencialV . SeV é muito grande, a corrente atinge um certo valor limite
(ou de saturaç̃ao) no qual todos os fotoelétrons emitidos por 1 são coletados por 2.
Figura 2.2: Gŕafico da correntei em funç̃ao da voltagemV para o efeito fotoel´ trico [5].
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Se o sinal deV é invertido, a corrente fotoel´ trica ñao cai imediatamente a zero, o que sugere que os
elétrons s̃ao emitidos com alguma energia cinética. O valorV0 é chamado potencial limite ou de corte.
2.3 O EFEITO COMPTON
Compton pode confirmar em1923 a natureza corpuscular da radiação. Ele fez com que um feixe de
raios X incidisse sobre um alvo de grafite. Mediu-se então a intensidade dos raios X espalhados como função de
seu comprimento de onda, para v´ riosângulos de espalhamento.
2.4 PRODUÇÃO DE RAIOS X
Os raios X, denominados assim por sua natureza então desconhecida quando o fı́sico alem̃ao Wilhelm
Conrad R̈ontgen no dia8 de novembro de1895 fez suas primeiras observações, s̃ao produzidos no alvo de um
tubo como o ilustrado na figura 2.3. Quando um feixe de elétrons de alta energia, acelerados por uma diferença
de potencial de alguns milhares de volts,é freado ao atingir um alvo metálico, causa a emissão de um espectro







Figura 2.3: Tubo de raios X. Ao se aquecer o filamento do cát do, pela passagem de uma corrente, elétrons s̃ao
emitidos e acelerados em direção aoânodo (alvo) pela diferença de potencial V. Raios X são emitidos do alvo
quando os el´ trons s̃ao desacelerados ao atingi-lo.
O choque do feixe el´ trons, que saem do cátodo com energia da ordem de 30 keV, com oân do (alvo),
produz um espectro contı́ uo,que resulta da desaceleração do eĺetron durante a penetraç˜ o noânodo. Pode-se falar
em raios X caracterı́stico do material dôanodo tamb́em. Assim, cada espectro de raios Xé a superposiç̃ao de um
espectro contı́nuo e de uma śerie de linhas espectrais caracterı́sticas dôanodo.
O espectro contı́nuo é uma curva de contagens por segundo versus comprimento de onda do raio X.
Como se viu na seção 2.1 um f́oton de radiaç̃ao, com freq̈uênciaf , transporta uma energiahf = hc/λ, ondeλ é o
comprimento de onda da radiação. Portanto, o raio X emitido deverá ter energia ḿaxima igual̀a energia do el´ tron
incidente. Assim, o espectro contı́ uoé limitado por este valor. Na figura 2.4a, têm-se v́arios espectros contı́ uos
em funç̃ao do potencial acelerador. Essas curvas foram obtidas com um alvo de tungstˆ nio.É fácil compreender, a
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partir das relaç̃oes
E = hf = hc/λ (2.4.1)
que o comprimento de onda (ou a freqüˆ ncia) inferior (ou superior) deve diminuir (ou aumentar) com o potencial
acelerador. O comprimento de onda mı́nimo éλmín = 1, 24 X 10
4Å.
Substituindo-se o alvo de tungstênio (Z=74) por um de molibd̂enio (Z=42), e mantendo-se as outras
condiç̃oes experimentais constantes, obtém-se o resultado ilustrado na figura 2.4b.
(a) (b)
Figura 2.4: Caracterı́sticas dos raios X:(a) Espectro contı́nuo [9]. (b) Intensidade de raios X produzidos quando
elétrons de 30 keV incidem em um alvo de Mo em função do comprimento de onda [10].
Observa-se que as principais diferenças entre as figuras 2.4a e 2.4b são os picos existentes na 2.4b, em
torno de0.6 Åe 0.7 Å. Levando-se em conta que aúnica diferença entre uma medida e outra foi a substituição do
alvo, é razóavel admitir que os picos são devidos aôanodo de molibd̂enio. Estes picos constituem o espectro de
raios X caracterı́stico do molibd̂enio.
A figura 2.5 ilustra o processo elementar de produção de raios X. Um el´ tron de energia cińetica inicial
K1 é desacelerado pela interação com um ńucleo pesado do alvo. A energia que este elétron perde aparece na
forma de radiaç̃ao como um f́oton de raios X. A massa do núcleo em relaç̃ao ao eĺetroné t̃ao grande que a energia
que ele adquire durante a colisão pode ser completamente desprezada. A energia do fóton pode ser dada por,
E = hν = K1 −K2 (2.4.2)
ondeK2 é a energia cińetica do eĺetron aṕos a colis̃ao. O comprimento de onda do f´ ton de raios X́e dado por,
hc
λ







Figura 2.5: O processo debremsstrahlungresponśavel pela produç̃ao do espectro contı́ uo de raios X.
2.5 INTENSIDADE DE UM FEIXE DE RAIOS X
A intensidade de um feixe de raios Xé uma funç̃ao do ńumero de f́otons. Tr̂es unidades são freq̈uente-
mente utilizadas para indicar a dose absorvida de raios X: oR (r¨ entgen), orad (radiation absorbed dose) e oGy
(gray) [7].
A razão pelo qual o raio X́e denominado de radiaç˜ o ionizante tem como princı́pio que ele possui
energia suficiente para causar a ionização dosátomos. A grandeza exposição foi a primeira grandeza definida
para fins de radioproteção. Esta grandezáe uma medida da habilidade ou capacidade dos raios X eγ em produzir
ionizaç̃oes no ar. Ela mede a carga elétrica total produzida por raios X eγ em um kilograma de ar. A unidade
atual da grandeza exposição é o coulomb por kilograma (C/kg) em condiç̃oes normais de temperatura e pressão.
A unidade antigáe o roentgen (R) que equivale a2, 58x10−4 C/kg (1 atm,25oC) [11].
A unidade rad define a quantidade de radiação absorvida. Um rad significa que0, 01 J de energiáe
absorvida por1 kg de material (1 Gy = 100 rad). Diferentes materiais têm diferentes caracterı́sticas de absorção
de raios X.
2.6 ATENUAÇÃO
Quando o feixe de raios X atinge um material, sua energia diminui devidoà interaç̃ao dos f́otons com o
mat́eria como visto anteriormente. Assuma que o feixe de raios X tem uma intensidadeI e uma seç̃ao transversal
deáreaA conforme mostra a figura 2.6. Assuma també que ośatomos no material são id̂enticos e todos possuem
seç̃ao transversalσ com uma densidade den átomos por unidade de volume. Então, o ńumero total déatomos
encontrado pelo feixe de raios X́e dado porAn e aárea ocupada pelosátomos no feixe incidentéAnσ. Assim a
probabilidade para que um fóton interaja com uḿatomoé Anσ/A = nσ. A energia dos raios X removida numa
espessuradx do materiaĺe
dI = −nσIdx (2.6.1)
Rearranjando a equaç˜ o 2.6.1, fazendoµ = nσ que é a fraç̃ao de energia removida por unidade de
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espessura por unidade de intensidade e integrando obtém-se
I = I0e−µx (2.6.2)
ondeI é a intensidade de raios X emx, I0 é a intensidade incidente no material,µ é definido como o coeficiente de
atenuaç̃ao linear emcm−1, ex é o comprimento de propagação do feixe no material. A equaç˜ o 2.6.2́e conhecida
como a lei de Beer-Bauguer eé valida somente para um feixe monoenergético.
Figura 2.6: Feixe de raios X com seção transversalA atingindo um material de espessurax [7].
O coeficiente de atenuaç˜ o de massáe definido como a razão do coeficiente linear de atenuação (µ) pela
densidade do material (ρ). A unidade do coeficiente de atenuação de massáecm2/g. Esteé muitoútil porque indica
a propriedade de atenuação da mat́eria independente do seu estado fı́sico. Por exemplo, o coeficiente de atenuação
linear daágua ĺıquida, do gelo e do vapor deáguaé0, 214 cm−1, 0, 196 cm−1 e0, 00013 cm−1, respectivamente,
a50 keV. Entretanto o coeficiente de atenuação de massáe o mesmo para os três estados dágua (0, 214 cm2/g).
A figura 2.7 mostra a curva do coeficiente de atenuação de massa,µ/ρ, e o coeficiente de massa de
absorç̃ao de energia,µen/ρ como funç̃ao da energia do fóton para dois materiais (ar e polietileno puro) [12].
A razão para se mostrar estes dados aqui está intimamente relacionada com o objeto de estudo deste trabalho: a
composiç̃ao do material de quée feito o isolador poliḿerico (polietileno) e do material existente dentro dos defeitos
(ar).
2.7 RADIOGRAFIA INDUSTRIAL
Segundo a Comissão Nacional de Energia Nuclear (CNEN), no Brasil, as aplicações industriais de
radiaç̃oes ionizantes são realizadas em cerca de 900 indústrias, nas quais são manuseadas em torno de 3.000 fontes
radioativas. A radiografia industrial representa 14% desse total, com 217 equipamentos de raios X cadastrados e
287 irradiadores para gamagrafia industrial, queé ma t́ecnica similar̀a radiografia e visa ao controle de qualidade
de peças metálicas ou de estruturas de concreto [13].
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Figura 2.7: Coeficiente de atenuação de massa,µ/ρ, e o coeficiente de absorção de massa-energia,µen/ρ em
função da energia do fóton para o ar e para o polietileno puro [12].
Apesar do ńumero reduzido de ind́ustrias brasileiras que fornecem serviços em radiografia, esta técnica
vem crescendo neste setor dada as suas vantagens, como: controle de qualidade do produto, redução de riscos
operacionais de equipamentos e componentes, desenvolvimento de sistemas de inspeção radiogŕafica mais baratos
e de grandéarea de detecção [14], automatizaç̃ao do sistema de inspeção, etc.
Nesta seç̃ao, o estado da arte da radiografia industrialé presentado.
2.7.1 Prinćıpio de Inspeç̃ao por Meio da Radiografia
O prinćıpio de inspeç̃ao radiogŕafica baseia-se no fato de que as radiações incidentes na peça ensaiada
são modificadas pela passagem em descontinuidades ou defeitos que possam estar presentes, provocando alteração
na intensidade da radiaç˜ o emergente da peça ensaiada, aonde alteraçõ s de espessura e presença de descontinui-
dades s̃ao visualizadas por diferenças de contraste nas imagens obtidas [16]. A radiação que atravessa a peçaé
ent̃ao detectada por um filme ou ainda por sistemas com intensificadores de imagens acoplados a sistemas CCDs.
Em radiografia industrial coloca-se a peça a ser ensaiada entre uma fonte emissora de radiação (r ios X
ou γ) e um detector (filme ou cintilador). Imagens de raios X tradicionais são baseadas no contraste de absorçã
das partes de um objeto [15, 16]. Progressos no aumento da qualidade dos detectores têm sido feito, tais como,
placas de imagens (image plates), módulos de imagens (flat panels) com detectores que possuem matriz CCDs a
base de Si amorfo, câmeras CCDs, etc. Nas fontes també existem progressos, tais como a microfoco. A figura
2.8 mostra um arranjo para a realização de uma radiografia convencional. A intensidade do feixe de raios X que
atinge o filme radiogŕafico ou sensor num determinado ponto depende da atenuação sofrida pelo feixe no caminho
percorrido.
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Figura 2.8: Representaç˜ o de um ensaio para radiografia com filme.
2.7.2 Par̂ametros Para Obtenç̃ao de Radiografias
Energia do Feixe
O primeiro par̂ametro a ser observado para a realização de uma radiografiáe a energia do feixe de raios
X ou γ. Conforme visto no capı́tulo anterior, o coeficiente de absorção de um materiaĺe dependente da energia e
em geral decresce quando a energia aumenta.
Na radiografia industrial a energia escolhida deve ser suficiente para atravessar o objeto e emergir com
uma intensidade suficiente para sensibilizar o detector e, também, gerar um contraste satisfatório para visualizaç̃ao
do defeito.
Contraste da Imagem
Tipicamente, os sensores são capazes de discretizar os valores de uma cena em um intervalo que vai de
Lmin aLmax. Contraste (ou modulaç˜ o) depende da diferença de tom entre duas regiões vizinhas de uma imagem
e é determinado pela expressão
C(%) =
L2 − L1
Lmax − Lmin 100% (2.7.1)
ondeC é o contraste da imagem,L1 a intensidade da imagem na região1, L2 a intensidade da imagem na região
2, Lmax a intensidade ḿaxima da imagem eLmin a intensidade ḿınima da imagem.
Em imagens digitais de8 bits existem256 tons de cinza, sendo queLmin = 0 corresponde ao preto e
Lmax = 255, corresponde ao branco. Já em imagens de12 bits, como as fornecidas pelo SISTEMA RDP mostrado
no caṕıtulo 7, têm-se4096 ńıveis de cinza. Estes parâmetros estão relacionados̀a resoluç̃ao em profundidade dos
pixelse tamb́em pela sáıda digital do equipamento utilizado para adquirir as imagens.
Na figura 2.9 ilustra-se um exemplo de IQI (Indicador de Qualidade de Imagens). Estes são utilizados
para se obter uma medida do contraste e da definição da imagem obtida [17].
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Figura 2.9: Indicador de Qualidade de Imagens (IQI) [17].
Resoluç̃ao Espacial
A resoluç̃ao de um dispositivo ou sistema representa sua capacidade de apresentar fielmente peque-
nos detalhes ou variações de uma imagem. A resolução pode ser expressa em diversas unidades:pixels/mm,
pixels/polegada, pares de linha/mm, etc. Existem dois tipos de resolução: resoluç̃ao de alto contraste e resolução
de baixo contraste.
A resoluç̃ao de alto contraste representa a capacidade de um sistema de representar fielmente imagens
com grandes variações de intensidades. Um método comumente empregado para determinar a resolução de alto
contraste de um dispositivo consiste em observar a imagem de uma seqüência de linhas escuras e claras alternadas,
de forma a produzir altos valores de contraste.
A resoluç̃ao de baixo contraste representa a capacidade de um sistema de apresentar detalhes com pe-
quenas variaç̃oes de intensidades. Em radiografia e tomografia, este parâmetroé a capacidade de mostrar pequenas
variaç̃oes de coeficientes de atenuação. A resoluç̃ao de baixo contraste deve ser expressa em termos do tamanho
do menor detalhe e do contraste em relação ao meio (por exemplo,1 mm a1%).
Um método comum para determinar a resolução de baixo contraste de um sistema de radiografiaé a
utilização de um phantom com diversos furos de diferentes diâmetros.
Dimens̃ao do Foco da Fonte de Raios X
Outro par̂ametro importante para obtenção de uma boa radiografiaé a dimens̃ao da fonte de radiaç˜ o
(spot size). O fato de que a fonte de raios X não é uma fonte pontual e apresenta uma dimensãof , faz com que
vários raios passem pela borda do objeto formando o efeito penumbra com dimensãop. Na figura 2.10́e mostrada
uma representaç˜ o esqueḿatica do efeito penumbra o qual gera uma baixa definição das bordas do objeto ou do
defeito em ańalise.








ondep é a dimens̃ao linear da penumbra formada na imagem,f é a dimens̃ao linear da fonte de raios X,Dfd é a
dist̂ancia da fonte ao detector eDfo é a dist̂ancia da fonte ao objeto.
Pela ańalise da equaç̃ao 2.7.2, pode-se verificar que o principal fator para reduzir a penumbra formada
na imageḿe a dimens̃ao da fontef . Assim,é comum utilizar fontes de raios X com dimensõe focais na ordem
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Figura 2.10: Representaç˜ o do efeito penumbra na radiografia.
de dezenas de micrometros (“microfoco”). Também,é posśıvel otimizar os fatores geoḿetricos do arranjo, como
aumentar a distância da fonte ao detector e a distância da fonte ao objeto.
2.7.3 Dispositivos de Carga Acoplada
Os dispositivos de carga acoplada (CCDs) foram inventados em1970 e atualmente s̃ao utilizadas em
vários sistemas de visão de ḿaquina. O coraç̃ao das ĉameras CCDśe a matriz de estado sólido. Ela converte a
intensidade de luz em sinais de tensão. Apesar das câmeras serem popularmente chamadas de “Câmeras CCDs”




O processamento digital de imagens radiográficas (PDIR) envolve normalmente as seguintes etapas
listadas abaixo:
1. Aquisição da imagem. Nesta etapa as imagens são capturadas por dispositivos tais como câmeras CCDs,
sensores planos,imaging plates, módulos de imagens. Essas imagens são convertidas em uma imagem digital
(geralmente no padrãobitmap).
2. Pré-processamento. Realiza-se nesta etapa a restauração da imagem, corrigindo eventuais degradações ou
imperfeiç̃oes que ocorrem durante a aquisição da radiografia, que podem ser decorrentes do ruı́ presente
no sistema [19].
3. Segmentaç̃ao. Separaç̃ao do objeto de interesse de outros objetos contendo informação irrelevante (back-
ground);
4. Extração de caracteŕısticas. Obtenç̃ao de um conjunto de medidas ou valores que sejam similares para
objetos pertencentes a mesma classe, e diferentes para objetos de classes distintas.
5. Classificaç̃ao. Esta etapa tem como objetivo usar o vetor de entrada, obtido pelas caracterı́sticas, para atribuir
um objeto a uma classe.
6. Decis̃ao Final. Pode existir em certos sistemas, como em linhas de produçã . Envolve normalmente uma
tomada de decisão a partir do resultado da classificação.
3.1 PRÉ-PROCESSAMENTO
A utilização de filtros passa-baixasé comumente utilizada na etapa de pr´ - ocessamento. Uma vez que
as freq̈uências altas que correspondemàs transiç̃oes abruptas (ruı́dos) s̃ao atenuadas. Desta forma, a suavização
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tende tamb́em, pelas mesmas razões, a minimizar o efeito do ruı́do na imagem [20]. Um filtro passa-baixa muito
utilizado para a suavizaç˜ o de rúıdosé o filtro Gaussiano.
Nos filtros Gaussianos, os coeficientes da máscara usada são derivados de uma função Gaussiana bidi-







onde o par̂ametroσ est́a relacionado com a largura do filtro Gaussiano. Quanto maior o valor deσ, maior a largura
do filtro e maior o seu grau de suavização. A implementaç̃ao deste filtro geralmentée realizada com a utilizaç˜ o
de ḿascaras. A figura 3.1 ilustra uma máscara t́ıpica para implementar o filtro Gaussiano.
Figura 3.1: Ḿascara t́ıpica para implementar o filtro gaussiano.
3.2 SEGMENTAÇÃO
A segmentaç̃ao de imagens consiste na extração ou identificaç̃ao de regĩoes de interesse contidos na
imagem, onde a regiãoé todo contéudo sem̂antico relevante para a aplicação desejada [20]. Em processamento de
imagens radiográficas para detecção de falhas em isoladores, após as etapas de pré-processamento e segmentação,
as regĩoes de interesse serão aquelas que contenham os defeitos reais (falhas realmente existentes) e os defeitos
hipot́eticos (estruturas regulares) [19, 21, 22, 23, 24]. O objetivo do sistema de inspeção radiogŕafica de isoladoreśe
classificar corretamente estas duas classes de objetos existentes na imagem, o que torna possı́vel uma decis̃ao final
sobre a aprovação ou reprovaç̃ao da peça. Isto mostra o quantoé importante o resultado obtido com a segmentação.
3.2.1 Detecç̃ao do Objeto de Interesse
Realizada a etapa de pré - processamento da imagem torna-se importante que o algoritmo consiga di-
ferenciar o quée isolador e o que ñao é, ou seja, podem-se retirar as regiões da imagem que não pertençam ao
isolador para melhorar os resultados dos processos de análise seguintes, como custo computacional, por exemplo.
O intuito é obter-se uma ROI (Region of Interest) para as etapas posteriores de processamento.
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3.2.2 Segmentaç̃ao de Bordas
As bordas correspondem apixelsda imagem os quais variam o valor do nı́vel de cinza significante-
mente comparado aos seus vizinhos. Normalmente, as bordas são detectadas utilizando-se operadores de gradiente
[19, 21, 22, 23, 25] . Um filtroLoG (lê-se Laplaciano do Gaussiano) e um algoritmo de zeros transversais (zero
crossing) tamb́em pode ser utilizado para detectar bordas na imagem radiogr´ fica [24]. Quoirin [26] recorreu a
operadores morfol´ gicos para segmentar os defeitos em imagens de tomografias de amostras de madeira .
3.3 EXTRAÇÃO DE CARACTER ÍSTICAS
As regĩoes demarcadas pelas bordas, após a segmentaç˜ o, s̃ao extráıdas e cada uma delas pode ser des-
crita atrav́es de suas caracterı́sticas geoḿetricas e topoĺogicas (ou de intensidade) regionais. Por exemplo, atributos
geoḿetricos comóarea, orientaç̃ao, forma e topoĺogicos como ḿedia do ńıvel de cinza, textura, etc, podem ser ob-
tidos das regĩoes e, posteriormente, utilizados no processo de classificação das regĩoes. Estes dados são importantes
para o reconhecimento de padrões em imagens.
3.3.1 Caracteŕısticas Geoḿetricas
As caracteŕısticas geoḿetricas utilizadas neste trabalho são descritas a seguir:
Área (C1): Escalar. Aáreaé definida como o ńumero depixelsque pertencem̀a regĩao. Neste trabalho, área
representa o ńumero depixelsacesos (brancos) conectados com vizinhança de 8pixels[16].
Área preenchida(C2): Escalar. O ńumero depixelsna imagem bińaria de mesmo tamanho de uma caixa que cerca
a regĩao (figura 3.2). Ospixelsacesos correspondem̀a regĩao, com todos os buracos (pixelsdesligados - pretos)
preenchidos.
Centróide em x(C3): Vetor. Coordenadasi do centro de massa da região.
Centróide em y(C4): Vetor. Coordenadasj do centro de massa da região.
A figura 3.2 ilustra o centróide (ponto vermelho) de uma imagem binária. A regĩao em ańalise consiste
depixelsacesos.
Figura 3.2: Centŕoide (ponto vermelho) e caixa (em verde) que envolve a região.
Comprimento do maior eixo da regĩao (C5): Escalar. O comprimento (empixels) do maior eixo de uma elipse
que envolva a região.
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Comprimento do menor eixo(C6): Escalar. O comprimento (empixels) do menor eixo de uma elipse que envolva
a regĩao.
Excentricidade (C7): Escalar. A excentricidade de uma elipse que envolva a regi˜ o. A excentricidadé a raz̃ao
entre a dist̂ancia entre os focos da elipse e seu eixo de maior comprimento. O valor est´ entre0 and1 (0 e 1 são
casos especiais; uma elipse com excentricidade igual a0 é um ćırculo, enquanto uma elipse cuja a excentricidade
é1 é um segmento de linha).
Orientação (C8): Escalar. Ôangulo (em graus) entre o eixo-x e o maior eixo da elipse que envolve a região.











ondeA é aárea da região eπ uma constante.
3.3.2 Caracteŕısticas Topoĺogicas
Propriedades topol´ gicas s̃ao úteis para descriç̃oes globais de regiões no plano da imagem. Topologia
é o estudo das propriedades da figura que não s̃ao afetadas por qualquer tipo de deformação [25]. Com exceç̃ao
do Número de Euler, estas caracterı́sticas s̃ao calculadas utilizando-se os valores de cinza na imagem, ondef [i, j]
denota o valor de cinza do pixel com coordenada(i, j).
Número de Euler (C10): Escalar. Igual ao ńumero de objetos na região menos o ńumero de buracos naqueles
objetos.







f [i, j] (3.3.2)
ondeR é o grupo depixelsda regĩao eA a área [21].







f ′′[i, j] (3.3.3)
ondef ′′[i, j] é a segunda derivada nopixel (i, j) [21].
Valor M áximo da Variação da Derivada da Posiç̃ao do Centro de Massa da Região em Relaç̃ao a Linha da
Região (C13): Para o ćalculo desta caracterı́stica, primeiro obt́em-se a coordenadai do centro de massa da linha
da regĩao, em analogia com o centro de massa fı́ ico tem-se
iCM =
∑
i,j if [i, j]∑
i,j f [i, j]
(3.3.4)
A figura 3.3a ilustra uma região segmentada (nesse caso um defeito). Considerando-se que os eixos
como mostrados na figura, pode-se obter através da equaç̃ao 3.3.4 para este defeito segmentado na radiografia de
um isolador poliḿerico, a curva ilustrada na figura 3.3b, que mostra a variaç˜ o do centro de massa em relação à
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cada linha na região segmentada, ou seja, em relação ao eixo Y (figura 3.3a). Obtém-se ent̃ao, a derivada ḿaxima





















Figura 3.3: Defeito (esquerda) e gráfico ilustrando a variação da coordenada X do centro de massa do defeito em
relaç̃ao ao eixo Y (direita).
3.4 GRADIENTE DE UMA IMAGEM
A esŝencia da detecção de bordas está na operaç̃ao de identificaç̃ao de mudanças locais significativas na
radiografia. O gradienté o operador mais utilizado para diferenciação de imagens. Considere-se uma imagemf















A partir de ańalise vetorial, sabe-se que o vetor gradiente aponta na direção de mudança mais rápida de
f na posic̃ao(x, y). Em detecç̃ao de bordas, a magnitude desse vetor´ uma medida importante, em geral, chamada
simplesmente de gradiente e denotada∇f , em que
∇f = mag(∇f) =
√
G2x + G2y (3.4.2)
Normalmente, aproxima-se o gradiente com valores absolutos para facilitar a implementação, conforme
∇f ≈| Gx | + | Gy | (3.4.3)
ou
∇f ≈ max(| Gx |, | Gy |) (3.4.4)
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3.5 MORFOLOGIA MATEM ÁTICA
Operadores morfol´ gicos s̃ao utilizados em um grande número de aplicaç̃oes em processamento de ima-
gens, incluindo a identificaç˜ o de formas essenciais dos objetos (esqueletos), extração de componentes conexos,
busca de padrões espaciais especı́fi os, suavizaç̃ao de bordas e muitas outras [27].
A morfologia estuda as formas que a matéria pode assumir. O termóe derivado do grego: morphê
(forma) e logos (cîencia). Por exemplo, a morfologia vegetal estuda a estrutura dos organismos vegetais. Na lı́ngua
portuguesa, a morfologiáe a parte da graḿatica que estuda a estrutura das palavras [28]. Assim, a morfologia ma-
temática leva em consideraç˜ o modelos mateḿaticos. Portanto, os objetos de estudos serão struturas mateḿaticas.
Quando se fala em estruturas, logo vemà mente qual tipo de matéria que esta estrutura trata. Uma
imagem pode conter qualquer tipo de matéria. Por esta razão, a morfologia mateḿatica pode ser aplicada em
inumeŕaveisáreas do conhecimento, por exemplo: biologia, medicina, engenharia, fı́sic etc.
A morfologia mateḿatica, formulada por Georges Matheron (1930 - 2000) e Jean Paul Fréd́eric Serra,
naÉcole des Mines de Paris, concentra-se no estudo das formas geométricas das entidades presentes numa imagem
[27, 29, 30].
O prinćıpio básico da morfologia mateḿatica est́a em extrair informaç̃oes relativas̀a geometria èa
topologia de um conjunto desconhecido de uma imagem [27].
Pode-se dizer que o “poder” da morfologia matemática est́a centrado no chamado elemento estruturante.
Esteé um conjunto completamente definido e conhecido (forma e tamanho), queé comparado, a partir de uma
transformaç̃ao, ao conjunto desconhecido da imagem. O resultado dessa transformaçã permite avaliar o conjunto
desconhecido. O formato e o tamanho do elemento estruturante possibilitam testar e quantificar de que maneira o
elemento estruturante “está ou ñao contido” na imagem. A figura 3.4 ilustra uma imagem binária, um elemento
estruturante e exemplos de interação. O tipo e a natureza da informação extráıda dependem do tipo de elemento
estruturante usado e do tipo da imagem analisada [27].
Figura 3.4: Exemplos de interaç˜ o do elemento estruturante numa imagem binária.
A morfologia mateḿatica pode ser aplicada tanto a imagens binárias quanto a imagens em nı́veis de
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cinza. H́a uma diferença de enfoque nos dois grupos. Em imagens binárias, na vizinha de cadapixel da imagem
original é procurada uma configuraç˜ o de pontos brancos e pretos. Na morfologia em nı́veis de cinzáe necesśario
saber o valor dopixel mais escuro (Lmin) e o valor dopixel mais claro (Lmax). O valor dopixel resultante corres-
ponde a uma combinaç˜ o deLmin eLmax.
3.5.1 Operadores Morfoĺogicos em Imagens Bińarias
Dilatação binária (⊕)
A dilataç̃ao, tamb́em as vezes chamada de dilação,é uma transformação morfoĺogica que combina dois
conjuntos usando adição vetorial.
A⊕B = A ∪B = {c|c = a + b, a ∈ A, b ∈ B} (3.5.1)
ondeA representa a imagem sendo operada eB é um segundo conjunto ondeé chamado elemento estrutural e sua
composiç̃ao define a natureza especifica da dilataç˜ o [20]. A figura 3.5 ilustra um exemplo de dilatação bińaria. O
pixelmarcado com um “X” representa a origem (0, 0) de cada imagem.
Figura 3.5: Exemplo de dilataç˜ o numa imagem bińaria.
Erosão binária (ª)
A eros̃ao da imagemA pelo elemento estruturanteB pode ser definida como [20]:
AªB = B ∩A = {x|x + b ∈ A, ∀b ∈ B} (3.5.2)
A figura 3.6 ilustra um exemplo de erosão bińaria.
Abertura ( ◦)
A abertura em geral suaviza o contorno de uma imagem, quebra estreitos e elimina proeminências
delgadas. A operaç˜ o de aberturáe usada tamb́em para remover ruı́dos da imagem. A abertura de um conjuntoA
por elemento estruturanteB é denotadoA ◦B e definida conforme a seguinte equação:
A ◦B = (AªB)⊕B (3.5.3)
A figura 3.7 ilustra um exemplo de abertura.
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Figura 3.6: Exemplo de erosão numa imagem bińaria.
Figura 3.7: Exemplo de abertura numa imagem binária.
Fechamento (•)
O fechamento funde pequenos quebras e alargas golfos estreitos, elimina pequenos orifı́ci . Se uma
abertura cria pequenos vazios na imagem, um fechamento irá preencher ou fechar os vazios, estas operaçõ s podem
remover muitos dospixelsbrancos com rúıdos, ou seja basicamente ele´ igual a abertura só que primeiramenté
feita a dilataç̃ao e aṕosé feita a eros̃ao assim ela se define como:
A •B = (A⊕B)ªB (3.5.4)
A figura 3.8 ilustra um exemplo de fechamento.
Figura 3.8: Exemplo de fechamento numa imagem binária.
22
3.5.2 Operadores Morfoĺogicos em Ńıveis de Cinza
Erosão e dilataç̃ao
Serra [29] mostrou qué posśıvel relacionar a erosão com a subtração de Minkowski para funç̃oes:
Definição 3.1 A eros̃ao de um sinalf por um elemento estruturanteg é:
erog(f(x)) = Min{f(y)− g(x− y) : y ∈ E} (3.5.5)
onde a eros̃ao ñaoé definida num ponto onde o elemento estruturante não est́a abaixo do sinalf .
Os efeitos da erosão em ńıveis de cinza s̃ao o de escurecer a imagem, alargar os vales (padrões escuros),
conectar vales próximos, reduzir picos (padrões claros) e separar picos próximos [27].
Serra [29] mostrou qué posśıvel relacionar a dilataç̃ao com a adiç̃ao de Minkowski para funç̃oes:
Definição 3.2 A dilataç̃ao de um sinalf por um elemento estruturanteg é:
dilg(f(x)) = Max{f(y) + g(x− y) : y ∈ E} (3.5.6)
Os efeitos da dilatação em ńıveis de cinza s̃ao o de clarear a imagem, alargar os picos, conectar picos
próximos, reduzir vales e separar vales próximos [27].
Abertura e fechamento
As definiç̃oes dada pelas equações 3.5.5 e 3.5.6 permitem o surgimento de novas operaçõ s, omo as
que ser̃ao definidas agora. Aqui denota-seg̃ como o transposto do elemento estruturanteg.
Definição 3.3 A abertura de um sinalf por um elemento estruturanteg é:
abeg(f) = dilg(erõg(f)) = (f ª g̃)⊕ g (3.5.7)
Definição 3.4 O fechamento de um sinalf por um elemento estruturanteg é:
fecg(f) = erog(dilg̃(f)) = (f ⊕ g̃)ª g (3.5.8)
Transformação top-hatebottom-hat
As operaç̃oes apresentadas a seguir auxiliam na detecção de picos e/ou vales no processamento de
imagens.
Para a detecção de picos, a operaç˜ o definida comotophatpor abertura pode ser utilizada.
Definição 3.5 O tophat por abertura de um sinalf por um elemento estruturanteg é:
tophatgabe(f) = f − abeg(f) (3.5.9)
A figura 3.9 ilustra como a operaç˜ otop-hatpreserva os picos em uma imagem em nı́veis de cinza.
Analogamente, para a detecção de vales, a operaç˜ o definida comotop-hatpor fechamento, ou também
denominada operaç˜ obottom-hat, pode ser utilizada.
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Figura 3.9: Operaç̃aotop-hatem ńıvel de cinza. Preserva os picos melhorandp o contraste da imagem




A figura 3.10 ilustra como a operaç˜ obottom-hatpreserva os vales em uma imagem em nı́veis de cinza.
Figura 3.10: Operaç̃aobottom-hatem ńıvel de cinza. Preserva os vales melhorando o contraste da imagem.
Caṕıtulo 4
RECONHECIMENTO DE PADR ÕES
UTILIZANDO REDES NEURAIS
Redes neurais, ou redes neurais artificiais, representam uma tecnologia que possui raiz multidisciplinar:
neurocîencia, mateḿatica, f́ısica, cîencia da computaç˜ o e engenharia.
Devido a sua habilidade de “aprender”, com ou sem “professor”, a partir de dados de entrada, elas
encontram aplicaç̃oes em diversos campos. Aqui elas foram utilizadas no reconhecimento de padrõ s.
O reconhecimento de padrõesé formalmente definido como o processo pelo qual um padrão/sinal rece-
bido é atribúıdo a uma classe dentre um número pŕe-determinado de classes (categorias) [2].
Neste caṕıtulo, pretende-se abordar os principais conceitos referentesàs redes neurais artificiais e sua
aplicaç̃ao no reconhecimento de padrões. Destaca-se, entretanto, que de forma alguma pretende-se abordar e dis-
cutir todos os aspectos e teorias sobre o assunto, tendo em vista a vasta literatura existente, como por exemplo, as
refer̂encias utilizadas para a escrita deste capı́tulo: Haykin [2], Gonzalez [20], Fausett [31] e Duda e Hart[36].
4.1 PADRÕES E CLASSES
Um padr̃ao de uma classé uma descriç̃ao quantitativa ou estrutural de um objeto, ou de outra enti-
dade de interesse, em uma imagem ou sinal [20]. Um padrão é, em geral, composto por um ou mais descritores
conhecidos como caracterı́sticas. Uma classe de padrões pode ser considerada como uma famı́li de padr̃oes que
compartilhem algumas propriedades comuns.
O reconhecimento de padrões envolve t́ecnicas para atribuição dos padr̃oes as suas classes. Para se
representar padrões utiliza-se normalmente a representação vetorial. Assim, um vetor que representa um padrão
pode ser dado por
~x = (x1, x2, x3, ..., xn) (4.1.1)
ondexi é ai-ésima caracterı́stica, en é o ńumero de caracterı́sticas.
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4.2 REDES NEURAIS ARTIFICIAIS
As redes neurais artificiais surgiram em1943 com o primeiro neur̂onio desenvolvido por Warren S.
McCulloch e Walter Pitts, motivados pelo desejo de tentar compreender o c´ ebro e emular algumas de suas
funções [32].
Existem v́arios pontos de vista da natureza de uma rede neural. Assume-se aqui a visão de que as redes
neurais s̃ao basicamente modelos matemáticos de processamento de informação.
Segundo Fausett [31], uma rede neural artificialé um sistema de processamento de informação que
possue certas caracterı́sticas de desempenho semelhantes aos das redes neurais biológicas. Redes neurais artificiais
têm sido desenvolvidas como generalizações de modelos matemáticos da cogniç̃ao humana ou biologia neural
considerando-se que:
• O processamento da informação ocorre em muitos elementos chamados neurônios.
• Os sinais s̃ao passados entre neurônios que estão conectados.
• Cada conex̃ao tem um pesow associado, qué, numa rede neural tı́pica, multiplicado pelo sinal transmitido.
• Cada neur̂onio aplica uma funç̃ao de ativaç̃ao (ñao - linear) para sua rede de entrada (soma dos sinais de
entrada pesados) para determinar seu sinal de saı́ a.
Aplicando ao tema de trabalho proposto para exemplificar: um sistema de inspeção radiogŕafico realiza
uma tarefa de reconhecimento perceptivo, reconhecendo um dado tipo de defeito no isolador (bolhas ou trincas)
em uma radiografia, baseado em um processo deaprendizagem por experiˆ ncia.
O processo de aprendizagemé realizado por um algoritmo de aprendizagem, que tem como função
modificar os pesos sinápticos da rede de forma ordenada.
Uma rede neural artificiaĺe normalmente implementada utilizando componentes eletrônicos ou emulada
via software.
Existem basicamente dois tipos de aprendizagem:(1)aprendizagem supervisionada, que envolve a mo-
dificaç̃ao dos pesos sinápticos da rede pela aplicação de um conjunto de dados de treinamento (composto por
entradas e suas respectivas saı́das desejadas);(2)aprendizagem ñao-supervisionada, na qual ñao se disp̃oe de uma
sáıda desejada e a própria rede iŕa se ajustar̀as regularidades estatı́sticas dos dados de entrada, desenvolvendo a
capacidade de formar representações internas para codificar as caracterı́sticas da entrada e, desta maneira, de criar
automaticamente as classes [2].
4.2.1 Modelo de Um Neur̂onio
O neur̂onioé a unidade fundamental de uma rede neural. A figura 4.1 ilustra um modelo de um neurônio,
base para elaboraç˜ o de diversos tipo de arquitetura de redes neurais artificiais. Eleé composto normalmente dos
seguintes elementos:
• Um conjunto de sinapses, cada qual tendo o seu próprio peso ou peso sináptico. Uma entradaxn , conectada
ao neur̂onio j atrav́es da sinapsewjn , é multiplicada pelo peso sinápticowjn . O ı́ndice j refere-se ao
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neur̂onio em quest̃ao e on se refereà entrada que o peso conecta.É importante ressaltar que um peso
sináptico pode ter valores positivos ou negativos.
• Um somador que soma os sinais de entradas da rede ponderados pelos respectivos pesos siná tic do
neur̂onio, executando uma combinação linear dos mesmos com um sinal de polarizaçãobj .
• Uma funç̃ao de ativaç̃aoφ(yk) queé usada para restringir a amplitude da saı́da de um neur̂onio. Normalmente
uma sáıda de um neur̂onio est́a contida no intervalo de [0,1], para uma saı́dabinária, ou [-1, 1], para uma
sáıdapolarizada.
Figura 4.1: Modelo de um neurônio artificial [2].
O modelo apresentado na figura 4.1 inclui uma polarização (oubiasbj) aplicado ao neurônio que pode
ser representado por uma sinapse conectadaà uma porta de sinal fixa unitária. Estebias tem o efeito de aumentar
ou diminuir a entrada da função de ativaç̃ao, o que vai depender de ser ele positivo ou negativo.




wjixi + bj (4.2.1)
e
Uj = ϕ(yj) (4.2.2)
ondex1,x2,. . . ,xn são as entradas do neurônio; wj1,wj2,. . . ,wjn são os pesos sinápticos do neur̂onio j; yj é a
combinaç̃ao linear das entradas e do biasbj eϕ(yj) é a funç̃ao de ativaç̃ao [2].
Usualmente, tr̂es tipo de funç̃oes de ativaç̃ao s̃ao utilizadas em redes neurais, segundo Haykin [2] e
Fausett [31]: funç̃ao de limiar, funç̃ao de limiar por partes e função sigḿoide. A funç̃ao sigḿoide, cujo gŕafico tem
forma de S,́e a mais empregada na construção de redes neurais artificiais. Um função deste tipo qué muito utili-
zadaé a funç̃ao tangente hiperbólica,Um funç̃ao deste tipo qué muito utilizadáe a funç̃ao tangente hiperbólica,
definida por:
U = ϕ(y) = tanh(y) (4.2.3)
27
Esta funç̃ao apresenta algumas vantagens de utilização [2] e entre elas se destaca a propriedade de ser
diferencíavel em todo doḿınio, fator importante para o treinamento em retropropagaç˜ o do erro.
4.2.2 Perceptrons de Uma Camada
É conveniente visualizar neurônios como em arranjos de camadas [31].
Tipicamente, osperceptronspossuem tr̂es camadas de neurônios - unidades sensoras, associativas e
de resposta - formando um modelo aproximado da retina [31]. Mas, inicialmente, considerar-se-á perc ptrons de
apenas uma camada.
A prova do teorema de aprendizagem doperceptrondemonstrou que o mesmo poderia aprender qualquer
coisa que ele pudesse representar.É importante diferenciar representação de aprendizagem. Representação refere-
se à habilidade de umperceptron(ou qualquer outra rede) para simular uma função espećıfica. Aprendizagem
requer a exist̂encia de um procedimento sistemático para ajustar os pesos sinápticosà produzir uma funç̃ao [2].
O perceptroné constitúıdo por uma combinação linear das entradasx1,x2,. . . ,xn aplicada as suas si-
napsesw1,w2,. . . ,wn, e umbiasb queé incorporado externamente. Quando o resultado desta operação ´ positivo,




wixi + b (4.2.4)
Na equaç̃ao acima, sey > 0 =⇒ U = +1 e caso contŕarioy < 0 =⇒ U = −1.
O objetivo doperceptroné classificar corretamente o conjunto de estı́mulos aplicados externamente
x1,x2,. . . ,xn em uma de duas classesC1 ouC2. A regra de decis̃ao para classificaç˜ oé atribuir o ponto represen-
tado pelas entradasx1,x2,. . . ,xn à classeC1, se a sáıda doperceptronfor +1, e à classeC2 se ela for−1.
Para que se compreenda melhor o comportamento de um classificador de padrõ s, ge almente traça-
se um mapa das regiões de decis̃ao no espaço de sinaln-dimensional abrangido pelasn variáveis de entrada




wixi + b = 0 (4.2.5)
A figura 4.2 ilustra o que acontece para o caso de duas variáveisx1 e x2 . Nesta situaç̃ao, a fronteira de decisão
toma forma de uma reta. Então, um ponto (x1,x2) que se encontra de um lado da linha de fronteira´ atribúıdo à
classeC1 , e um ponto (x1,x2) que est́a do outro lado da linha de fronteira,` classeC2 . É importante notar que a
função do biasb é simplesmente deslocar a fronteira de decisão em relaç̃aoà origem.
Para que um perceptron funcione adequadamente, as duas classesC1 e C2 devem ser linearmente se-
paŕaveis. Ent̃ao, padr̃oes a serem classificados devem estar suficientemente separados entre si para garantir que a
superf́ıcie de decis̃ao consista de um hiperplano.
4.2.3 Perceptrons de Ḿultiplas Camadas
As redes de ḿultiplas camadas de neurônios “com alimentaç̃ao adiante”, oufeedforward, ou sem reali-
mentaç̃ao, formam uma classe importante de redes neurais. Basicamente, estas redes consistem de uma camada de
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Figura 4.2: Ilustraç̃ao do hiperplano (aqui, uma reta) como fronteira de decisão para um problema de classificação
linear de padr̃oes bidimensional de duas classes [2].
entrada (Haykin [2] denomina de nós sensorias) e uma ou mais camadas intermediárias (Haykin [2] denomina de
nós computacionais). Neste tipo de rede, as entradas se propagam apenas para a frente, camada por camada. São
tamb́em conhecidas como perceptrons de múltiplas camadas, sendo uma generalização do perceptron de camada
única.
Os perceptrons de ḿultiplas camadas v̂em sendo utilizados para solução de diversos tipos de problemas.
O treinamento destas redes´ do tipo supervisionado e o algoritmo mais empregadoé o de retropropagaç˜ o do erro
(do ingl̂eserror backpropagation) baseado na regra de aprendizagem por correção de erro [2].
A aprendizagem por retropropagação de erro consiste, resumidamente, de duas etapas: um passo para
frente, a propagação do sinal, e um passo para tr´ s, a retropropagaç˜ o do erro. Um vetor de entradaé fornecidoà
camada de entrada da rede e seu efeito se propaga através d rede, camada por camada. Ao final da rede, um con-
junto de sáıdasé produzido como resposta real da rede. Na etapa de propagação, os pesos sinápticos s̃ao mantidos
fixos. Após esta etapa, a saı́d da redée subtráıda da sáıda desejada, produzindo um erro queé nt̃ao retropropa-
gado atrav́es da rede linearizada, sendo os pesos sinápticos ajustados de acordo com uma regra de correção de erro.
O objetivoé aproximar ao ḿaximo posśıvel a sáıda real da rede da saı́da desejada, minimizando o erro.
A figura 4.3 ilustra a arquitetura de um perceptron de múltiplas camadas com duas camadas (uma ca-
mada intermediária/oculta e uma camada de saı́da) e totalmente conectada.
Algoritmo de Retropropagação do Erro
O erro calculado na saı́da do neur̂onio j, no passon de iteraç̃ao (quandóe apresentado on-ésimo
exemplo de treinamento),é assim definido:
Ej(n) = dj(n)− Uj (4.2.6)
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Figura 4.3: Arquitetura de uma rede múltipla camada com uma camada intermediária e uma camada de saı́d [2].




Para sabermos a energia totalE(n) do erro, basta somar todos os termos1/2e2j (n) de todos os neurônios







Neste caso,C representa todos os neurônios da camada de saı́d da rede. Comon representa o ńumero
total de padr̃oes contidos no conjunto de treinamento, a energia média do erro quadradóe calculada somando-se







A energia ḿedia,Ē(n), representa a função de custo como uma medida do desempenho do processo de
aprendizagem da rede. O objetivo do processo de aprendizagem por retropropagaçã é ajustar os parˆ metros livres
da rede (pesos sinápticos ebias) para minimizarĒ(n).
Em resumo, um algoritmo de retropropagação do erro pode ser descrito pelos seguintes passos:
1. Iniciar os pesos sińapticos,biase par̂ametros da rede
2. Repetir at́e que um crit́erio de parada previamente estabelecido seja atingindo (erro mı́nimo, ńumero de
épocas, etc.). Para cada padrão de treinamento:
2.1 Calcular a sáıda da rede na fase de propagação.
2.2 Comparar as sa’idas produzidas com as saı́das desejadas.
2.3 Atualizar os pesos sinápticos atrav́es da fase de retropropagação e equaç̃oes descritas.
O algoritmo de retropropagaç˜ o do erro apresenta algumas desvantagens, como: lentidão de treinamento para
superf́ıcies de erros mais complexas e convergência para ḿınimos locais. Por este motivo, existem várias t́ecnicas
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alternativas de treinamento que são usadas nos dias de hoje para solução destes problemas, como a utilização de
momento,η , variável, etc
4.3 COMPONENTES PRINCIPAIS DE DISCRIMINAÇ ÃO
A técnica de ańalise das componentes principais (PCA)é amplamente conhecida como uma das técnicas
mais utilizadas para redução da dimensionalidade de um conjunto de dados multivariá eis. Originalmente [2],́e
uma t́ecnica de mapeamento linear de dados multidimensionais em um número menor de componentes, minimi-
zando a perda de informaç˜ o. Entretanto, por ser um método linear de mapeamento, se torna inadequado em muitos
problemas de engenharia que são ñao-lineares, pois as componentes de ordem menor podem conter informações
importantes e que portanto não devem ser descartadas [1]. Por este motivo, recorre-se a análise das componentes
principais ñao-lineares [1]. Uma das maneiras de se desenvolver as componentes principaisé utilizando as redes
neurais artificiais, conforme descreve Haykin [2] para o caso de auto representação. Neste caso, elas podem ser
usadas tanto para redução das componentes de representação, quanto para discriminaç˜ o de classes de padrões, a
partir da projeç̃ao do espaço original de dados na base de componentes principais. No presente trabalho, recorre-
se às componentes principais para discriminação ñao-linear, implementadas com as redes neurais, sendo estas
desenvolvidas com o algoritmo de retropropagação do erro.
Caṕıtulo 5
MATERIAIS E EQUIPAMENTOS
5.1 AMOSTRAS DE ISOLADORES DE POLIM ÉRICOS
O isolador poliḿerico (ver figura 5.1)́e utilizado em redes de distribuição de energia el´ trica com cabos
nus ou cobertos, classe de tensão 15 kV. É fabricado em polietileno de alta densidade (HDPE -High Densit
Polyethylene) na cor cinza, massa em torno de500 g e foi desenvolvido exclusivamente para se obter excelentes
caracteŕısticas meĉanicas e atender aos requisitos de resistˆ ncia aos raios ultravioleta, ao trilhamento elétrico eàs
intemṕeries exigidos neste tipo de rede.
Figura 5.1: Isolador poliḿerico classe15 kV na linha de distribuiç̃ao.
As amostras de isoladores poliméricos classe15 kV, utilizados neste trabalho, podem ser visualizadas
na figura 5.2. Utilizou-se52 amostras de5 fabricantes diferentes (fabricante A, B, C, D e E).
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(A) (B) (C) (D) (E)
Figura 5.2: Amostras de isoladores poliméricos classe15 kV utilizadas.
5.2 SISTEMA CT2000
O SISTEMA CT2000 (mostrado na figura 5.3)é um equipamento industrial de raios X, queé utilizado
para a obtenç̃ao radiografias e/ou tomografias de materiais.
Figura 5.3: SISTEMA CT2000 (figura fora de escala).
O SISTEMA CT2000́e composto conforme segue:
• Gerador de raios X
Ã Minifoco de0.4 x 0.4 mm 2
Ã Alvo de tungst̂enio
Ã Faixa de tens̃ao:10 a160 kV
Ã Faixa de corrente:0 a10 mA
• Intensificador de Imagens
• Câmera CCD
Ã Dimens̃ao espacial da imagem: 640 x 480pixels
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Ã Resoluç̃ao em profundidade (saı́da digital):8 bits
• Unidade de Controle
• Computador
Este sistema possui uma mesa girató i controlada pelo computador para a obtenção de tomografias.
Aqui, esta mesa foi utilizada para se obter quatro radiografias de cada amostra (tomadas a cada450). A aquisiç̃ao
das imagens foi realizada através de um intensificador de imagens acoplado a uma câ era CCD. O sinal da câmera
é capturado por uma placa de vı́deo montada no computador do sistema, o qual armazena as radiografias no padrão
Bitmap(em imagens de8 bits).
A figura 5.4 mostra a radiografia de um isolador obtida com o sistema CT2000. A tensão a corrente
utilizadas para a obtenção dessa imagem foram de70 kV e 3mA, respectivamente.
Figura 5.4: Radiografia isolador polimérico (fabricante E,70 kV e 3 mA).
5.3 SISTEMA RDP
Al ém do SISTEMA CT2000, outro sistema de radiografia digital foi utilizado. A figura 5.5 ilustra o
Sistema de Radiografia Digital Portátil (SISTEMA RDP). Este sistema teve a sua montagem (a qual será tratada
com maiores detalhes no próximo caṕıtulo) concebida no projeto desta dissertação de mestrado e tem como as-
pecto principal a sua portabilidade, o que o tornaútil em inspeç̃oes dos isoladores em campo, além de outro fator
importante, uma resolução de imagem superior ao do SISTEMA CT2000.É composto conforme segue:
• Gerador de raios X (figura 5.6)
Ã Modelo: PXS5-722SA (Kevex X-Ray Inc.)
Ã Tamanho do foco:10µ x 10µ m2
Ã Alvo de tungst̂enio
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Figura 5.5: SISTEMA RDP (figura fora de escala).
Ã Faixa de tens̃ao:20 a70 kV
Ã Faixa de corrente:0 a0.1 mA
Ã Material da janela, diâmetro e espessura: Berı́lio, 9.4 mm e0.13 mm
Ã Grau de iluminaç̃ao do cone de raios X:34 graus
Ã Alimentaç̃ao do tubo:12 V DC
Ã Massa:3.2 kg
• Detector de raios X (figura 5.5)
Ã Modelo: HAMAMATSU CT7942
Ã Dimens̃ao espacial da imagem:2400 x 2400 pixels
Ã Resoluç̃ao em profundidade (saı́da digital): 12 bits
Ã Dinâmica das imagens coletadas: 9 frames/s (4 x 4 binning)
• Placa de Aquisiç̃ao (framegrabber)
Ã Modelo: NI/IMAQ PCI1422
• Unidade de Controle
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• Computador
Figura 5.6: Fonte de raios X microfoco portátil do SISTEMA RDP.
A figura 5.7 ilustra uma imagem radiográfica de um isolador poliḿerico (amostra E) obtida com o
SISTEMA RDP (70 kV, 100µA e integraç̃ao de3 s). Neste isolador existe um grande defeito (região mais clara
dentro do objeto acima da linha horizontal preta na figura 5.7).
Figura 5.7: Radiografia do isolador polimérico obtida com o SISTEMA RDP (70 kV, 100µA, 3 s de integraç̃ao).
A tabela 5.1 compara algumas caracterı́sticas dos dois sistema de radiografia citados.
5.4 INSTRUMENTAÇ ÃO PARA COMPOSIÇ ÃO DO SISTEMA RDP
Neste caṕıtulo descreve-se a instrumentação eletr̂onica utilizada para a montagem do SISTEMA RDP.
Esta abrangeu: (i) O controle e a alimentação da fonte port́atil de raio X ; (ii) a alimentaç̃ao do detector portá il de
raios X (Flat Panel); (iii) o controle do sistema de integraç˜ o (Trigger); (iv) a composiç̃ao do sistema como um
todo (hardwareesoftware).
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Tabela 5.1: COMPARAÇ̃OES ENTRE O SISTEMA CT2000 E SISTEMA RDP.
Item SISTEMA CT2000 SISTEMA RDP
Tamanho do Foco Minifoco 0.4 x 0.4 mm2 Microfoco 10 x 10µm2
Janela Be Be (125µm)
Alvo W W
Faixa de Tens̃ao 10 a 160 kV 20 a 70 kV
Faixa de Corrente 0 a 10 mA 0 a 0,1 mA
Resoluç̃ao espacial 640 x 480 pixels 2400 x 2400 pixels
Binning Não Sim (2x2, 4x4)
Trigger Não Sim (Int e Ext)
Tamanho do Pixel 290µm 50µm
Sáıda Digital 8 bits 12 bits
5.4.1 Controle e Alimentaç̃ao do Gerador Portátil de Raios X
O gerador port́atil de raios X do Sistema RDṔe alimentado por tensão cont́ınua12 V DC com consumo
nominal de1.2 A.
A tens̃ao e a corrente são ajustadas por meio de 2 potenciômetros de1 kΩ/1W montados no painel. O
potencîometro de ajuste de tensão gera um sinal de0 ∼ 3.5V que correspondèa tens̃ao aplicada ao tubo de raios
X de 0 ∼ 70 kV. O potencîometro de ajuste de corrente gera um sinal de0 ∼ 2.5 V que corresponde a corrente
entre oânodo e ćatodo do tubo na faixa de0 ∼ 0.1 mA.
O gerador envia sinais de tensão nas faixas mencionadas acima relativasà tens̃ao e corrente real no tubo.
Estes valores são indicados em voltı́metros digitais que ficam no painel de controle, os quais foram calibrados para
a correta indicaç̃ao de corrente e tensão no tubo.
Toda a interface gerador-controle/gerador-alimentaçãoé feita atrav́es de12 pinos (ver figura 5.9) conec-
tados por cabos ao controle que fica em umrack junto ao computador do sistema eà bateria de alimentaç˜ o (ver
figura 5.10). Estes possuem12 m para tornar possı́vel as inspeç̃oes dos isoladores instalados nos postes, ou seja,
posicionar tanto a fonte quanto o detector de raios X próximo ao isolador sem retirá-lo do poste.
Figura 5.8: Vista frontal, computador e controle do tubo de raios X do SISTEMA RDP.
Um carregador de baterias também foi montado. O diagrama na figura 5.11 ilustra o circuito utilizado.
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Figura 5.9: Esquema para controle do tubo de raios X do Sistema RDP.
Figura 5.10:Rackport́avel com o controle da fonte de raios X do Sistema RDP e o computador do sistema.
5.4.2 Alimentaç̃ao do Módulo de Imagem
O módulo de imagens do SISTEMA RDP (Flat Panel) requer tr̂es tipos de fontes de alimentação (con-
forme especificaç̃oes do equipamento adquirido), as quais s˜ o+5 V anaĺogica,+5 V digital e uma fonte siḿetrica
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Figura 5.11: Diagrama ilustrando o circuito utilizado para a montagem do carregador de baterias.
de±7.5 V. A tabela 5.2 mostra para cada fonte a taxa m´ xi a de corrente. A figura 5.12a mostra as fontes de
alimentaç̃ao doFlat Panel. Estas estão numa pequena caixa de alumı́nio conectadas aorack do sistema por um
cabo de12 m. Os transformadores destas fontes ficam dentro do controle do gerador de raios X mostrado na figura
5.8.
Tabela 5.2: TAXA DE CORRENTE ḾAXIMA NAS FONTES DO MÓDULO DE IMAGEM.





A figura 5.13 ilustra o diagrama do circuito utilizado para a construção das fontes do ḿodulo de imagens
do SISTEMA RDP.
5.4.3 Controle doTrigger
Como visto anteriormente, o detector de raios X utilizado no SISTEMA RDP possui um modo de
aquisiç̃ao (modo integraç̃ao) que permite ativ́a-lo por umtrigger externo. Istóe util porque pode-se trabalhar com
baixas energias no tubo de raios X (o que aumenta o contraste da imagem) controlando-se o tempo de integração a
CCD do “Flat”. Como esse detector possui uma interface com um computador, utlizou-se para controle dotrigg r
uma porta serial do tipo RS232C, com conector tipo DB9 (figura 5.12b), deste computador. Controla-se assim,
por meio de umsoftware, o tempo de integração em at́e1/10 s de precis̃ao, limite este imposto pela IDE utilizada.
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(a) (b)
Figura 5.12: (a) Fontes montadas para alimentação do ḿodulo de imagens. (b) Conector serial RS232C, tipo DB9.
Uma porta serial pode ser conectada com apenas2 pinos, em uma conexão unidirecional. Em qualquer
aplicaç̃ao pŕatica, como esta aqui,é necesśario utilizar circuitos que convertam nı́veis TTL para os exigidos pela
interface [33]. O interfaceamentoPC-Flat de raios X est́a sendo realizado com um cabo de12 m.
As portas seriais no PC são totalmente prograḿaveis. Pode-se transmitir caracteres com5, 6, 7 ou8 bits.
O coraç̃ao da inteface serialé o circuito 8250, que permite o uso de funções como CTS (clear to send) entre outras.
Uma sáıda RS232C inativa fica transmitindo−12 V, controle OFF. Ent̃ao a tens̃ao pico-a-pico medida
em um oscilosćopio para um pulso dado nesta saı́da deve ser de 24 V. A figura 5.14a mostra a medida para um
intervalo de dois sinais enviados do PC por um cabo de12 m. Nesta mesma figura estão presentes os sinais de
sáıda que chegam ao flat para controle do trigger. Pode-se ver, a partir desta figura, que o sinal enviado possue17
V de tens̃ao tomada numa medida pico-a-pico, ou seja, o cabo causou a atenuação do sinal enviado.
A figura 5.14b ilustra o circuito utilizado para a conversão do sinal transmitido do computador pela RS
232C. A figura 5.14b mostra a forma do sinal de entrada no circuito ilustrado na figura 5.14 e a forma do sinal de
sáıda que chega até o detector de raiox X para um tempo de integração de2 s.
5.5 CONFIGURAÇÃO DO SISTEMA COMPUTACIONAL
As caracteŕısticas do computador utilizado para o processamento digital das imagens s˜ o listadas abaixo:
• Computador: Intel(R) Pentium
• Processador: Pentium 4 (1,8 GHz)
• Memória RAM: 256 MB
• Disco ŕıgido: Maxtor (25 GB)
Um prot́otipo de uma interface computacional, denominado XDetector (ver figura 5.15a), foi desenvol-




Figura 5.13: Diagrama fontes de alimentação doFlat Panel: (a) Fonte5 V e (b)±7.5 V.
ter um programa que possua uma interface com o usuário durante o processamento digital das imagens adquiridas
pelo SISTEMA CT2000. As opç̃oes Caracterı́sticas e Classificaç˜ o no futuro ser̃ao habilitadas com a união com o
software utilizado para a classificação desenvolvida na COPPE/UFRJ (ver figura 5.15b) também desenvolvida em
MATLAB, com a toolboxde Redes Neurais. O XDetector tem como opção a segmentaç˜ o manual (apenas uma
imagem) ou autoḿatica (v́arias imagens em um diretório) com a gravaç̃ao das imagens de cada etapa e os dados
com as caracterı́sticas de cada região em um arquivo ASCII formato texto com colunas separadas por vı́rgulas.
Para a aquisiç̃ao (apena está opç̃ao est́a implementa ainda) das imagens do SISTEMA RDP foi desen-
volvido uma interface em Visual Basic [35].
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Figura 5.14: Modo de integraç˜ o (Trigger): (a) Circuito utilizado para oTrigger. O sinalé enviado pelo computador




Figura 5.15: GUIs (Guide User Interfaces) utilizada para a interface com o usuário desenvolvida em MATLAB:
(a) Prot́otipo XDetector (b) Programa para treinamento da rede neural (COPPE/UFRJ).
Caṕıtulo 6
METODOLOGIA EXPERIMENTAL
O fluxograma, na figura 6.1, ilustra as metodologias utilizadas neste trabalho para o Processamento
Digital de Imagens Radiográficas (PDIR). As seç̃oes seguintes descrevem cada etapa do fluxograma aplicadaà
detecç̃ao de defeitos em radiografias de isoladores poliméricos.
Figura 6.1: Fluxograma mostrando as etapas de PDIR realizadas neste trabalho.
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6.1 AQUISIÇÃO DAS RADIOGRAFIAS
Inicialmente, para a validaç˜ o das metodologias utilizadas e porque não havia ainda o sistema portátil,
devidoà espera dos componentes do exterior, utilizou-se as imagens adquiridas com o SISTEMA CT2000 para as
etapas de PDIR. A tensão e a corrente utilizadas no tubo de raios X para as imagens radiogr´ ficas obtidas de todas
as amostras no SISTEMA CT2000 foram de70 kV e 3 mA, respectivamente.
As 52 amostras de isoladores ensaiadas resultaram num banco de dados de208 imagens, pois foram
feitas4 radiografias de cada amostra emângulos de00, 450, 900 e 1350, utilizando-se a mesa giratória do SIS-
TEMA CT2000. A propostáe automatizar o sistema de inspeção, assiḿe importante que ele seja capaz de analisar
imagens independente da rotação que o objeto possua, o que ocorreria numa linha de produçã de isoladores, por
exemplo. Para salientar isso, e també para aumentar o número de regĩoes segmentadas, o que implica no melho-
ramento quantitativo dos dados na rede de treinamento, optou-se por fazer as4 radiografias de cada amostra dos
isoladores analisados. Como exemplo, a figura 6.2 ilustra as radiografias obtidas para uma amostra do fabricante
E. Considera-se a primeira radiografia em00. As pŕoximas estar̃ao em45, 90 e135 graus.
(a) 0 graus (b) 45 graus
(c) 90 graus (d) 135 graus
Figura 6.2: Aquisiç̃ao das Radiografias com o SISTEMA CT2000 (7 kV, 3 mA, fabricante E).
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6.2 PRÉ-PROCESSAMENTO
O pŕe-processamento das imagens ocorre em duas etapas. Na primeira etapa, através de coordenadas
pré-definidas, obtém-se uma sub-imagem da imagem original. A vantagem deste procedimentoé o de manipular
uma imagem menor e, uma vez que os defeitos ocorrem geralmente na “cabeça” do isolador, não h́a necessidade
de analisar a imagem inteira , o que favorece també o custo computacional.
Na segunda etapa, após obter-se a sub-imagem, aplica-se um filtro passa-baixa para reduzir possı́veis
rúıdos presentes na imagem. A matriz abaixo mostra a forma da máscara5x5 do filtro Gaussiano (kernelGaussiano)




0 1/32 1/16 1/32 0
1/32 1/32 1/16 1/32 1/32
1/16 1/16 1/8 1/16 1/16
1/32 1/32 1/16 1/32 1/32
0 1/32 1/16 1/32 0


A figura 6.3 mostra as imagens finais obtidas após a operaç̃ao do pŕe-processamento nas imagens da
figura 6.2.
(a) 0 graus (b) 45 graus (c) 90 graus (d) 135 graus
Figura 6.3: Sub-imagens obtidas a partir das radiografias originais na figura 6.2. Utilizou-se um filtro gaussiano
nestas imagens.
6.3 SEGMENTAÇÃO
Os ḿetodos de segmentaç˜ o utilizados tiveram como principais objetivos a extração da regĩao de inte-
resse (ROI) e a segmentação dos defeitos reais e hipotéticos nas imagens analisadas.
6.3.1 Extraç̃ao da Regĩao de Interesse - ROI
A segmentaç̃ao da ROIé feita pela seleç̃ao dospixelscom alto gradiente. Frewet al [34] extráıram
objetos de imagens realizando as seguintes etapas:
1. Suavizaç̃ao da imagem
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Figura 6.4: Histograma dos valores resultantes do passo3 no método de detecção da ROI.
2. Cálculo do gradiente da imagem utilizando a m´ scara:0.4 ∗


0 1/2 ∗ i 0
1/2 0 −1/2
0 −1/2 ∗ i 0


3. Geraç̃ao de um vetor dos valores do gradiente para facilitar o uso num histograma
4. Cálculo do histograma dos valores resultantes do passo3 (ver figura 6.4)
5. Achar, a partir dos valores resultantes do passo3, o valor de 0.01% do gradiente calculado
6. Determinaç̃ao do grupo depixels com gradientes elevados a partir do passo5, u seja, todos os valores
maiores que os obtidos em 5
7. Cálculo de um limiar ḿedio a partir do grupo obtido no passo6
8. Limiarizaç̃ao da imagem a partir do resultado obtido em7.
A figura 6.5B ilustra o resultado obtido a partir da seqüˆ ncia citada acima. Pode-se então obter a ROI
(figura 6.5C) a partir do produto da imagem da figura 6.5A pela imagem da figura 6.5B.
(a) (b) (c)
Figura 6.5: (a) Imagem filtrada extraı́da a partir de coordenadas pré-definidas. (b) Inverso da imagem obtida pela
limiarizaç̃ao a partir depixelsde alto gradiente. (c) ROI= (a)x(b).
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As imagens na figura 6.6 mostram os resultados obtido para a segmentação da ROI para as radiografias
da figura 6.3, como exemplo. Ospixelsque ñao pertencem ao isolador possuem valor0 (preto) e o isolador (o
objeto de interesse)é uma imagem monocroḿatica (com256 nı́veis de cinza para estas imagens). Desta forma,é
esta imagem (contendo a ROI) que segue para a etapa de segmentação de defeitos reais e hipotéticos.
(a) 0 graus (b) 45 graus (c) 90 graus (d) 135 graus
Figura 6.6: Identificaç̃ao da ROI.
6.3.2 Segmentaç̃ao dos Defeitos Reais e Hipotéticos
A seq̈uência de operaç̃oes morfoĺogicas utilizadas no algoritmo para segmentar os defeitos reais e hi-
pot́eticos nas imagens radiográficas analisadaśe descrita a seguir.
A imagem contendo a ROÍe lida. Denomina-se aqui está imagem de Ientrada. Dois elementos estru-
turantes s̃ao definidos para as operações: SE1 (formato disco, raio= 15) e SE2 (3x3). Estes elementos foram
escolhidos por apresentarem melhores resultados após comparaç̃ao com outras formas de elementos estruturantes
testados. Em seguida, a aberturatop-hate a operaç̃ao bottom-hatde Ientrada é realizada utilizando o elemento
estruturante SE1, gerando as novas imagens Itop e Ibot (figura 6.7), respectivamente. Soma-se, então, Itop com
Ientrada e, em seguida, subtrai-se o resultado de Ibot, tem-se então Ienhance (figura 6.7). Isto realça os vales
(regiões escuras) entre os objetos. Calcula-se em seguida o complemento desta imagem, Iec (figura 6.7) e a trans-
formada estendida-ḿınima, Iemin (figura 6.7) de Iec, queé a ḿınima regional da transformada H-mı́nima, para H
escalar ñao negativo, igual a11, conforme mostra linha de comando utilizada no MATLAB abaixo
Iemin = imextendedmin(Iec,11);
queé a ḿınima regional da transformada H-mı́nima (Hé um escalar ñao negativo). Ḿınimas regionais s̃ao com-
ponentes conectados depixelscom o mesmo valor de intensidade, t, cujos todos ospixelsdo contorno externo têm
um valor maior que t [30].
Um exemplo para a transformada H-mı́nima pode ser visto abaixo. Considere a matrizM1 seguinte





10 10 10 10 10 10 10 10 10 10
10 7 7 7 10 10 10 10 10 10
10 7 7 7 10 10 10 10 10 10
10 7 7 7 10 10 10 10 10 10
10 10 10 10 10 10 10 10 10 10
10 10 10 10 10 6 6 6 10 10
10 10 10 10 10 6 6 6 10 10
10 10 10 10 10 6 6 6 10 10
10 10 10 10 10 10 10 10 10 10
10 10 10 10 10 10 10 10 10 10


Suprime-se todas as mı́nimas para um valor especı́fi o (por exemplo, 4). Note-se como a região com o




10 10 10 10 10 10 10 10 10 10
10 10 10 10 10 10 10 10 10 10
10 10 10 10 10 10 10 10 10 10
10 10 10 10 10 10 10 10 10 10
10 10 10 10 10 10 10 10 10 10
10 10 10 10 10 6 6 6 10 10
10 10 10 10 10 6 6 6 10 10
10 10 10 10 10 6 6 6 10 10
10 10 10 10 10 10 10 10 10 10
10 10 10 10 10 10 10 10 10 10


Após a transformada h-ḿınima realiza-se uma abertura de Iemin com SE2 para garantir que as bordas
do isolador ñao sejam consideradas como defeitos hipotéticos, assim, estáultima operaç̃ao faz desaparecer o perfil
externo do isolador gerando Idet. Os resultados da segmentação p ra as imagens na figura 6.6 podem ser vistas na
figura 6.8.
6.4 EXTRAÇÃO DAS CARACTER ÍSTICAS
A partir da imagem bińaria obtida com a segmentação dos defeitos reais e hipotéticosé posśıvel calcular
as propriedades geométricas e topoĺogicas das regiões segmentadas (regiões brancas nas imagens da figura 6.8 com
vizinhança8 pixels).
Como exemplo da forma dos dados que se obtém a partir das regiões segmentadas, as tabelas 6.1 e
6.2 mostram um grupo das caracterı́sticas obtidas para a imagem mostrada na figura 6.8 em00. As caracteŕısticas
geoḿetricas s̃ao calculadas diretamente da imagem segmentada (imagem binária) e as topol´ gicas a partir desta
para se obter as coordenadas na imagem da figura 6.3 (imagem monocromáti a), conforme descrito no capı́tulo 3.
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(a) Ibot (b) Itop (b) Ienhance
(a) Icomplement (b) Iemin (b) Idet
Figura 6.7: Resultados do algoritmo de segmentação de defeitos reais e hipotéticos.
(a) 0 graus (b) 45 graus (c) 90 graus (d) 135 graus
Figura 6.8: Defeitos reais e hipotéticos segmentados.
6.5 CLASSIFICAÇÃO
Neste trabalho, dispondo-se de conjuntos de padrões de treinamento obtidos pelos cálculos das carac-
teŕısticas das regiões segmentadas nas radiografias dos isoladores, recorreu-seàs redes neurais tipofeedforward
com algoritmo de treinamento supervisionado por retropropagação do erro para implementaç˜ o dos classificadores
[1].
Como a rede utilizada tem aprendizado supervisionado, após inspeç̃ao visual humanáe necesśario in-
dicar nos dados obtidos, através do ćalculo das caracterı́sticas das regiões segmentadas, quais regiões s̃ao defeitos
(D) e quais regĩoes s̃ao estruturas regulares (ER). Na matriz de dados contendo as caracterı́sticas insere-se mais
uma coluna onde os valores serão+1 para D ou−1 para ER, pois a rede de treinamentoé polarizada. Aqui entra o
trabalho de inspeção humana, que requer experiência para se apontar o queé defeito real nas radiografias e o que
não é. Assim, analisa-se cada radiografia e verifica-se na regi˜ o segmentada da imagem Idet se esta corresponde
a um defeito real (bolhas de ar, que são v́ısiveis na radiografia original apresentando-se como uma regi˜ o mais
“branca”) ou se corresponde a ER, como por exemplo, a regi˜ o onde insere-se o pino do isolador, que pode ser
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Tabela 6.1: CARACTEŔISTICAS GEOMÉTRICAS CALCULADAS PARA A IMAGEM SEGMENTADA DA
FIGURA 6.8 EM00.
Regĩao C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
1 68 68 170.26 252.29 12.328 7.773 0.77617 58.519 1 9.3049
2 135 135 197.58 110.02 17.291 10.235 0.806 22.716 1 13.111
3 1638 1647 234.17 154.68 58.423 42.239 0.69086 -23.92 -4 45.668
4 9 9 228 179 3.4641 3.4641 0 0 1 3.3851
5 145 145 269.15 108.19 17.499 10.783 0.7876 -0.86228 1 13.587
6 37 37 265.89 148.03 7.9137 6.1648 0.62702 50.778 1 6.8637
7 53 53 294.26 253.38 9.515 7.8801 0.56046 69.994 1 8.2147
Tabela 6.2: CARACTEŔISTICAS TOPOĹOGICAS CALCULADAS PARA A IMAGEM SEGMENTADA DA
FIGURA 6.8 EM00.
Regĩao C11 C12 C13
1 90.706 0.35294 0.043083
2 70.289 -0.13333 0.041522
3 77.722 -0.03602 0.1224
4 75.667 -0.33333 0.0050167
5 64.855 -0.15172 0.024752
6 72 -0.35135 0.013969
7 90.245 0.28302 -0.0048901
segmentada junto com o defeito real. Feito isso, faz-se a separação dos dados que foram indicados como D da-
queles que foram indicados como ER, para em seguida formar as matriz de entrada dos classificadores (dos dados,
654 são ER e60 são D). A rotina utilizada procura por+1 na primeira coluna para formar o conjunto de defeitos,
e por−1 para formar o conjunto de estruturas regulares.
Por exemplo, nos dados da tabela 6.2 e 6.1 existem duas regiões que s̃ao defeitos reais (serão indicadas
por+1). As cinco regĩoes restantes serão consideradas como estruturas regulares (−1).
A aprovaç̃ao ou reprovaç̃ao da peça pode ser tomada ao final do processo. Se o isolador acusar defeito,
por menor que seja, ele deve ser rejeitado.
Caṕıtulo 7
RESULTADOS E DISCUSSÕES
7.1 DETERMINAÇ ÃO DO COEFICIENTE DE ATENUAÇ ÃO LINEAR
DO POLIETILENO DE ALTA DENSIDADE
Os isoladores poliḿericos em geral s̃ao confeccionados em polietileno de alta densidade (HDPE). Cada
fabricante utiliza uma composição particular.É comum a adiç̃ao de cargas ao material com o objetivo de otimi-
zar as propriedades elétricas, t́ermicas e meĉanicas, ou seja, o isolador pode não conter somente HDPE. Como o
coeficiente de atenuaç˜ o linear do material de quée composto o isolador não est́a referenciado em nenhuma bi-
bliografia e sabendo-se que está informaç̃aoé importante, principalmente porque orienta na composiçã do ensaio
radiogŕafico (energia no tubo, limitações quantòa espessura da amostra, etc), torna-se necessária a determinaç̃ao
deste coeficiente.
Figura 7.1: Modelo utilizado para a determinação do coeficiente de absorção linear do HDPE.
Com esse intuito, confeccionou-se uma amostra em forma de escada (ver figura 7.1) com material reti-
rado de um isolador (fabricante E). Em seguida adquiriu-se as radiografias digitais do modelo, conforme mostram
as figuras 7.2a e 7.2b, respectivamente. As radiografias foram tiradas de forma que o caminho percorrido pelo raio




Figura 7.2: Radiografia digital da amostra de HDPE em forma de escada. As setas indicam o caminho para o perfil
obtido: (a) SISTEMA CT2000 (110 kV, 5 mA, fator de zoom 4) e em (b) SISTEMA RDP (70 kV, 100µA, fator
de integraç̃ao 5 s).
As figuras 7.3a e 7.3b exibem o perfil das imagens 7.2a e 7.2b, respectivamente. Esse perfil foi traçado
da esquerda para a direita nas radiografias da figura 7.2a e 7.2b, utilizando-se o comandoimprofile do toolbox
de imagens do MATLAB e selecionando-se a região da escada de HDPE (ver seta na figura 7.2). Observando-se
o perfil obtido, pode-se concluir que em 7.3a o perfil nãoé bem definido para regiões muito espessas do modelo,
implicando em uma imagem com um contraste ruim nestas espessuras para o SISTEMA CT2000. Já para o perfil
obtido da radiografia do SISTEMA RDP os degrais são melhores definidos.
Para a obtenç̃ao do coeficiente de absorção linear do HDPE, mediu-se as intensidades (valores médios
de ńıveis de cinza) nas duas radiografias obtidas, em cada degrau da escada e plotou-se um gráfico funç̃ao da





A partir dos dados medidos para a intensidade medida nas radiografias e a distância percorrida pelo
feixe de raios X pode-se plotarln(I/I0) versusx, conforme sugere a equação 7.1.1 para a obtenção deµ. Na
figura 7.4 s̃ao apresentados os resultados das medidas. Pela regressão linear dos dados, determinou-se o coeficiente
de atenuaç̃ao linear ḿedio do material de quécomposto os isoladores pelos dois sistemas de radiografia.
O valor encontrado para o coeficiente de absorçã linear ḿedio do HDPE foi de0, 137 ± 0.003 cm−1
para os dados a partir do sistema CT2000 (110 kV) e de0, 201 ± 0.001 cm−1 para os dados do SISTEMA RDP
(70 kV). O valor encontrado na literatura para o polietileno puro, conforme a figura 2.7 para a energia de 50 keV,
por exemplo,́e igual a0, 200 cm−1 e em 110 keV́e de0, 166 cm−1, considerando-se que oρ do polietileno puróe
igual a0, 952− 0, 965 g/cm3. Essas comparações entre os valores encontrados e os valores tabelados foram feitas
apenas para verificar a dimensão da medida realizada, sem indicar que o valor obtido pelo sistema RDP ou CT2000
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Figura 7.3: Perfil de ńıvel de cinza obtido através das imagens da figura 7.2: (a) SISTEMA CT2000 e do (b)
SISTEMA RDP.
é melhor ou ñao.É importante ressaltar ainda, que os valores experimentais obtidos correspondem a médias, pois
o espectro do tubo possue uma distribuição ont́ınua de energias dos fótons.
7.2 LIMITE DE DETECÇ ÃO DOS SISTEMAS CT2000 E RDP
A resoluç̃ao de baixo contraste determina qual será o menor defeito detectado pelo sistema. Como os
defeitos mais comuns em isoladores poliméricos s̃ao vazios, tais como bolhas ou trincas, e estes são preenchidos
com ar ou algum ǵas resultante de reações qúımicas que aparecem durante o processo de fabricação do isolador,
realizou-se uma simulaç˜ o para verificar o limite de detecção dos dois sistemas de radiografia citados aqui. Para
isso, utilizaram-se as curvas do coeficiente de absorção linear em massa do polietileno e do ar mostradas na figura
2.7.
O contraste da imagem depende da diferença de intensidades entre dois feixes vizinhos. Sendo o pri-
meiro que atravessa a região do defeito e emerge com intensidadeId o segundo que atravessa o material na região
próxima ao defeito e emerge com intensidadeIL conforme ilustra a figura 7.5.
O contraste ḿınimoé limitado pela faixa din̂amica do detector, i.e., pela resolução que detector apresenta










ondeIL é a intensidade do feixe emergente na região pŕoxima ao defeito,Id é a intensidade do feixe emergente
que atravessou a região do defeito,I0 é a intensidade do feixe,µm é o coeficiente de absorção do material do
objeto,µa é o coeficiente de absorção do material do defeito,ρm é a massa especı́fi a do material do objeto,ρa é
a massa especı́fica do material do defeito,L é o comprimento total da amostra na direção do feixe de raios X ed é
o comprimento do defeito na direção do feixe de raios X.
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Figura 7.4: Gŕaficos utilizados para a determinação do coeficiente de absorção linear ḿedio atrav́es do (a) SIS-
TEMA CT2000 e do (b) SISTEMA RDP.
Figura 7.5: Representaç˜ o dos feixes de raios X atravessando a amostra para a simulação do limite de detecção dos
SISTEMAS CT2000 e RDP.
As figuras 7.6a e 7.6b mostram os resultados para a simulação da sensibilidade de um sistema de
aquisiç̃ao de imagens radiográficas de 8 bits (256 nı́veis de cinza) e 12 bits (4096 nı́veis de cinza) em relaç˜ o
ao tamanho do defeito encontrado numa amostra de polietileno.
A figura 7.7a mostra os resultado para a simulação do contraste em função do tamanho do defeito. No
sistema com 4096 nı́veis de cinzáe posśıvel ver um grupo maior de tons de cinza que no sistema com 256 nı́veis
(CT2000).
A figura 7.7b mostra como varia a intensidade, em unidades arbitrárias, plotada contra a espessura
percorrida pelo feixe de raios X. Os pontos em preto foram simulados e os pontos obtidos para o sistema RDP
e CT2000 foram obtidos lendo-se a intensidade média do ńıvel de cinza de cada degrau da escada e após isso,
normalizando estes para que ficassem entre 0 e 1. Pode-se ver nessas figuras citadas o melhor desempenho do
sistema RDP em relaç˜ o ao sistema CT2000.
55




















dimensão do defeito (mm)


























dimensão do defeito (mm)
(a) (b)
Figura 7.6: Simulaç̃ao da sensibilidade do nı́vel de cinza em funç̃ao do tamanho do defeito:(a) SISTEMA CT2000
(256 ńıveis) (b) SISTEMA RDP (4096 nı́veis).














dimensão do defeito (mm)
(a) (b)
Figura 7.7: (a) Simulaç̃ao realizada para o contraste da imagem em função do tamanho do defeito. (b) Intensidade
versusespessura para os dados simulados, a partir do sistema RDP e CT2000.
7.3 SEGMENTAÇÃO DAS IMAGENS
O processo de segmentação é uma das etapas mais difı́ceis do processamento digital de imagens. Um
problema encontrado durante esta etapaé o ḿetodo de binarizaç̃ao (local) utilizado aṕos o uso das operações mor-
fológicas. Conforme citado no capı́tulo 7, utilizou-se a transformada estendida-mı́ni a [30] para a limiarizaç̃ao das
imagens. A operaç̃aoé senśıvel ao valor de H nessa limiarizaç˜ o. Variando-se H chegou-se a um valor otimizado de
11. Conforme mostra a figura 7.9, na operação de limiarizaç̃ao da imagem 7.8, se H mudar, um defeito hipotético
pode ou ñao ser detectado na segmentação. Os melhores valores para as imagens analisadas aqui ficaram entre11
e22. Pode-se ver que um bom valor para esta amostraé H= 18. Este ḿetodo de segmentaç˜ o mostrou-se bastante
emṕırico, em uma aplicaç̃ao industrial, por exemplo, um outro metodologia seria melhor aplicado, mas aqui neste
trabalho de mestrado, os resultados mostraram-se satisfatórios.
O total de regĩoes segmentadas foi de714 (60 regiões s̃ao defeitos reais (D) e654 são estruturas regulares
(ER)). A figura 7.10 mostra os resultados da segmentação para v́arias amostras utilizadas.
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Figura 7.8: Imagem utilizada para estudo do valor de H.
(a) H=11 (b) H=18
(c) H = 22 (d) H = 44
Figura 7.9: Comparação para valores de H na operação de limiarizaç̃ao para a imagem da figura 7.8.
7.4 LEVANTAMENTO DAS CARACTER ÍSTICAS
As treze caracterı́sticas citadas no capı́tulo 3 foram calculadas para todas as regiões segmentadas (714
regiões). Assim, uma matriz de dados com dimensão714 linhas por13 colunaśe definida. Esta matriz será utilizada
no treinamento e teste da rede neural. A figura 7.1 ilustra o conjunto de dados obtidos que são inseridos em um
arquivo ASCII formato txt.
7.5 CLASSIFICAÇÃO
As caracteŕısticas calculadas foram correlacionadas entre si. A correlação entre as caracterı́sticas foi















Figura 7.10: Resultado da segmentação dos defeitos hipoté icos.
ondeC(x, y) é a correlaç̃ao linear entre as variáveisx e y, x̄ e ȳ são os valores esperados das variáveisx e y e os
valores dos desvios padrões das variáveisx ey são dados porσx eσy, respectivamente.
Para verificar a confiabilidade da correlação entre as caracterı́sticas, utilizou-se o critério de que valores
de correlaç̃ao da ordem de2/
√
N , sendoN o número de amostras de cada caracterı́s ica/classe. A tabela 7.1
mostra a correlaç̃ao linear entre as caracterı́sticas e entre estas e as classes. Aúltima coluna apresenta as classes.
A matriz é siḿetrica, ent̃ao basta analisar um lado e aúltima coluna. Pode-se ver que a primeira caracterı́stica tem
correlaç̃ao com quase todas as outras. O limiteé 2/
√
N = 0, 075, ou seja, valores iguais a esse de coeficiente de
correlaç̃ao, mostram95% de probabilidade de ter correlação linear entre as variáveis [41].
A partir dos dados da tabela 7.1, pode-se ver que as caracterı́sti as s̃ao muito correlatas. Duas bem mais
relevantes que as outras. A primeira caracterı́s icaé muito correlata com a segunda, com a sexta, com a quinta e
com a d́ecima tamb́em. As caracterı́sticas mais relevantes são as caracterı́sticas4, 5 e11.
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Figura 7.11: Ilustraç̃ao do grupo de dados obtidos após o ćalculo das caracterı́sticas das regiões segmentadas.
A fim de verificar comóe a distribuiç̃ao do espaço de entradas dos dados obtidos para as caracterı́sticas,
três caracterı́sticas mais relevantes (C4, C5 eC11) montou-se os dados num gráfico conforme mostra a figura 7.12
para a separaç˜ o de defeito (D) e estrutura regular (ER) (as duas classes em questão). Os dados foram normalizados
para que ficassem entre1 e−1. Pode-se concluir, a partir destes gráficos, que as classes estão melhor separadas
com as caracterı́sticas4 e 11 conforme observado na tabela 7.1. Istoé bom, pois no futuro o sistema pode ser
reduzido em quantidade de caracterı́sticas.
O gŕafico da figura 7.13 mostra os componentes principais de discriminação linear (CPDL) das carac-
teŕısticas levantadas. Elas foram implementá-las com uma rede neural de uma camada com função de ativaç̃ao
tanh [1].
Em termos de treinamento da rede por gradiente descendente da curva de erro m´ dio quadŕatico, a
exist̂encia de classes de padrões com quantidades de dados desiguais pode ocasionar o favorecimento do acerto
de classificaç̃ao das classes com maior quantidade de amostras, já que essas tendem a influenciar mais significa-
tivamente no ćalculo do erro de treinamento. Neste caso, uma soluçã paliativa, mas que na maioria das vezes
proporciona bons resultados,é replicar os dados da classe com menor quantidade de dados até que esta atinja
o número de dados da classe mais favorecida, ou seja, das estruturas regulares. Neste caso, como no trabalho
dispunha-se de654 dados de estrutura regular e60 dados de defeito, estesúltimos foram replicados até atingir654
dados, igualando o número de amostras em cada classe.
O próximo passo na implementaç˜ o dos classificadores foi a otimização do ńumero de neur̂onios na
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(a) (b)
Figura 7.12: (a) Caracterı́stica 11versuscaracteŕıstica 4 (b) caracterı́stica 5versuscaracteŕıstica 4. Os dados foram
normalizados para que ficassem entre 1 e -1.
camada intermediária da rede neural visando ao melhor resultado em termos de generalização [2]. Para tal, primei-
ramente sorteou-se um par de conjunto de treinamento e teste composto por respectivamente80% 20% dos1308
dados existentes após a replicaç̃ao. Posteriormente, variou-se o número de neur̂onios na camada intermediár a de
1 at́e 15 neur̂onios no classificador não-linear, sendo o treinamento feito em3000 épocas, aṕos as quais a curva de
erro se estabilizava, com utilizaç˜ o de taxa de aprendizado a variável e momentoβ = 0.1 [2]. Os resultados de
desempenho do classificador para os dados de treinamento de teste, e para cada número de neur̂onios na camada
intermedíaria, s̃ao apresentados na tabela 7.2.
Pela tabela 7.2, constata-se que o melhor desempenho obtido com os dados de teste foi para10 neur̂onios
na camada intermediária (95, 41%). A partir deste resultado,10 novos conjuntos foram sorteados para estimação
da acuŕacia de classificação do classificador ñao-linear [1] para as classes ER e D. A metodologia de sorteio dos
pares de conjuntos foi realizada de forma a garantir que nenhuma amostra sorteada para teste tivesse sido usada
na estimaç̃ao dos par̂ametros do classificador (treinamento), tendo sido procedida da seguinte maneira: sorteou-se,
aleatoriamente,15% dos dados originais de ER (654) para conjunto de teste, resultando em98 dados, sobrando
assim556 dados para o conjunto de treinamento. O mesmo foi feito para a classe D, neste caso15% dos60 dados
resultaram em 9 dados para o conjunto de teste, sobrando51 ados para treinamento. Para igualar o número de
amostras/dados entre as classes, os51 dados de treinamento de D foram replicados até atingir os556 dados de ER,
ficando o conjunto total de treinamento com1112 dados. Para os conjuntos de testes, replicaram-se os 9 dados de
D at́e atingir os98 dados de teste de ER, ficando o conjunto total de teste com196 dados. Este procedimento foi
repetido 10 vezes para formar os10 pares de conjuntos utilizados no treinamento e teste dos classificadores.
Para assegurar a generalização dos classificadores, durante os treinamentos utilizaram-se conjuntos de
validaç̃ao compostos por15% de dados dos conjuntos de treinamento (do total de1112 dados). O controle de
super-treinamento dos classificadores não-lineareśe normalmente feito com conjunto de validação, que serve para
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Tabela 7.1: MATRIZ COM COEFICIENTES DE CORRELAÇ̃AO LINEAR.
1 2 3 4 5 6 7 8 9 10 11 12 13
2/
√
N = 0.075 Classe
1 1 .000 0.995 0.033 -0.035 0.776 0.951 0.019 -0.102 -0.475 0.959 -0.069 -0.037 0.394 -0.032
2 0.995 1.000 0.108 -0.032 0.795 0.966 0.118 -0.102 -0.504 0.950 -0.077 0.049 0.388 -0.033
3 0.033 0.108 1.000 -0.081 0.201 0.171 0.727 -0.053 -0.287 0.031 -0.016 0.590 0.000 0.007
4 -0.035 -0.032 -0.081 1.000 0.021 -0.047 0.037 0.016 0.064 -0.020 -0.041 0.037 -0.020 -0.280
5 0.776 0.795 0.201 0.021 1.000 0.773 0.339 -0.092 -0.202 0.872 0.347 0.284 0.534 0.057
6 0.951 0.966 0.171 -0.047 0.773 1.000 0.205 -0.112 -0.509 0.921 -0.095 0.140 0.365 0.014
7 0.019 0.118 0.727 0.037 0.339 0.205 1.000 -0.005 -0.186 0.029 -0.15 0.884 0.022 0.016
8 -0.102 -0.102 -0.053 0.016 -0.092 -0.112 -0.005 1.000 0.058 -0.106 0.060 0.004 -0.102 -0.028
9 -0.475 -0.504 -0.287 0.064 -0.202 -0.509 -0.186 0.058 1.000 -0.410 -0.078 0.110 -0.178 0.036
10 0.959 0.950 0.031 -0.020 0.872 0.921 0.029 -0.106 -0.410 1.000 -0.174 -0.064 0.478 0.049
11 -0.069 -0.077 -0.016 -0.041 -0.347 -0.095 -0.150 0.060 -0.078 -0.174 1.000 -0.120 -0.357 -0.111
12 -0.037 0.049 0.587 0.037 0.284 0.140 0.884 0.004 0.110 -0.064 -0.120 1.000 -0.084 -0.022
13 0.394 0.390 0.000 -0.020 0.534 0.365 0.022 -0.102 -0.178 0.478 -0.357 -0.084 1.000 0.029
Tabela 7.2: OTIMIZAÇ̃AO DO NÚMERO DE NEURÔNIOS NA CAMADA INTERMEDIÁRIA DO CLASSI-
FICADOR NÃO-LINEAR.
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Camada
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Figura 7.13: Componentes principais de discriminação linear (CPDL).
parar o treinamento quando o erro de validação se mant́em est́avel ou cresce por um dado número déepocas que
é fixado para cada caso. A média de acerto de classificação obtida com os conjuntos de teste pode ser considerada
como uma estimação da acuŕacia de classificação [1] das classes defeito e estrutura regular. A tabela 7.3 a seguir
mostra os resultados de acerto obtidos para cada par de conjuntos, assim como o nú ero déepocas que durou o
treinamento em casa situação, e tamb́em a ḿedia de acerto e o desvio padr˜ o obtido.
Tabela 7.3: ĆALCULO DA ACURÁCIA DE CLASSIFICAÇÃO COM O CLASSIFICADOR ÑAO-LINEAR. O




1 1112/100 195/99,50 275
2 1112/100 185/94,40 95
3 1112/100 195/99,50 181
4 1112/100 185/94.,40 98
5 1112/100 196/100 118
6 1112/100 196/100 81
7∗ 1112/100 194/99,00∗ 112
8 1112/100 196/100 88
9 1112/100 185/94,40 178
10 1112/100 196/100 118
Média 100 98,12
Desvio Padr̃ao 0 2,60
Pela tabela 7.3, verifica-se que a média de acerto dos conjuntos de testes foi de98, 12% o que pode
ser considerada como bastante satisfatóri . A generalizaç̃ao do classificador ñao-linear ficou confirmada pelas
poucas diferenças existentes entre osı́ndices de acerto de treinamento e teste. Para controle de validação, ajustou-
se o treinamento para interrupção aṕos 100 épocas, ou seja, se o erro de validação crescesse ou se mantivesse
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Figura 7.14: (a) Curvas de erro de treinamento e validação do conjunto7 da tabela 7.3. (b) Curva ROC que permite
o cálculo da confiabilidade de detecção de defeitos.
est́avel durante100 épocas, o treinamento era interrompido. Entretanto, os treinamentos foram interrompidos por
ter-se atingido primeiramente o erro mı́nimo fixado que foi de0.001, dando100% de acerto para os conjuntos
de treinamento. O conjunto7 foi aquele que apresentou um resultado mais significativo do ponto de vista de
proximidade do valor da ḿedia, sendo o resultado deste conjunto usado para mostrar as curvas obtidas de erro de
treinamento e teste (ver figura 7.14a).
Os ı́ndices de Falso Positivo (FP), valores de ER que foram indicados como D, e Verdadeiro Positivo
(VP), valores de D corretamente indicados como D, foram calculados para cada conjunto de teste para a estimação
da curva ROC (Receiver Operating Characteristic) [36], que pode ser utilizada como outra maneira de estimação
da confiabilidade de detecção de defeito do sistema, além da ḿedia de acerto já apresentada. Osı́ndices de FP,
representados no gráfico ilustrado na figura 7.14b sobre o eixo x, são as raz̃oes entre o ńumero de dados de ER
que foram indicados pelo classificador como D sobre o número total de dados de ER em cada conjunto, neste
caso de conjuntos de teste,98. Os ı́ndices de VP, representados no gráfico ilustrado na figura 7.14b como eixo
y, s̃ao as indicaç̃oes corretas da classe D, número de dados de D indicados como D sobre o número total de
dados dessa classe em cada conjunto de teste, como houve replicação, t̂em-se os mesmos98 dados. Como houve
repetiç̃ao dosı́ndices obtidos de FP e VP entre os10 conjuntos de teste, a quantidade de pontos disponı́veis
para estimaç̃ao da curva ROC ficou restrita a quatro pares de FP e VP: (0; 0.9), (0; 1), (0.01; 1) e (0.02; 1). O
ponto (1; 1) embora ñao tenha sido obtido, foi introduzido apenas para facilitar a estimação da curva. A curva foi
estimada fazendo-se uma interpolação de60 pontos, ńumero encontrado empiricamente, nos pontos de FP e VP
encontrados. Áarea sob a curva dá a confiabilidade do sistema de detecção [37, 36]. Neste caso, calculou-se aárea
simplesmente como a integral da curva estimada. A tabela 7.4 mostra os valores encontrados de VP e FP, tamb´ m
conhecidos comoSensibilidade e Especificidade[37], e a figura 7.14b mostra a curva ROC estimada para o sistema
de detecç̃ao de falhas em isoladores poliméricos. Aárea encontrada sob a curva foi igual a1, indicando100% de
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probabilidade de detecção de defeito. Estéındiceé acima da acurácia estimada (cerca de98%), mas verifica-se
que os valores são bem pŕoximos e comprobatórios da eficîencia e confiabilidade dos algoritmos de processamento
de imagens e classificaç˜ o de defeitos implementados no presente trabalho de tese. Evidentemente que diante da
pouca quantidade de dados disponı́veis, principalmente da classe D, para que se tenha uma confiabilidade ainda
maior do sistema, uma quantidade maior de dados deverá ser utilizada para novas análises de detecção, permitindo
assim estimaç̃oes ainda mais precisas da acurácia dos classificadores, assim como da curva ROC.
Tabela 7.4: ĆALCULO DOS VALORES DE FP E VP PARA OS10 CONJUNTOS DE TESTES SORTEADOS.








O objetivo do trabalho centrou-se na composição de um sistema de radiografia digital portátil (deno-
minado SISTEMA RDP), o qual implicou no desenvolvimento da instrumentação eletr̂onica (hardware) e dos
algoritmos (software), para a detecç̃ao (semi ou autoḿatica) de defeitos em isoladores poliméricos da classe15 kV
utilizados em linhas de distribuição de energia el´ trica, com a possibilidade de aplicação deste sistema tanto no
campo de trabalho do isolador (análise no poste) quanto na linha de produção do mesmo.
A motivaç̃ao para esta dissertação de mestrado está numa das principais causas de falha dos isoladores
poliméricos utilizados em redes de distribuição de energia el´ trica: a exist̂encia de defeitos.
Assim, comenta-se nos paragr´ fos seguintes o que foi realizado e as conclusões desta dissertaç˜ o.
Determinou-se o coeficiente de absorção do material de qué composto os isoladores (HDPE) através
do sistema CT2000 e RDP. Os valores obtidos foram0, 137 ± 0, 003 cm−1 para os dados a partir do sistema
CT2000 (110 kV) e de0, 201± 0, 001 cm−1 para os dados do SISTEMA RDP (70 kV).
Obteve-se algumas caracterı́sticas, quanto ao limite de detecção e sensibilidade na presença de um de-
feito, dos sistemas CT2000 e RDP. O sistema RDP apresentou melhores resultados do que o sistema CT2000.
Utilizou-se52 amostras de isoladores de diferentes frabricantes (5 tipos de amostras) para aplicar as
técnicas de PDIR.
De cada amostra,4 radiografias foram obtidas com o SISTEMA CT2000 em diferentesângulos obtendo-
se208 imagens. O ńumero de regĩoes segmentadas coorespondeu a714. Após inspeç̃ao visual humana, a apartir
da radiografias obtidas, verificou-se que dessas regiões,60 eram defeitos reais (D) e654 estruturas regulares (ER).
Os algoritmos de segmentação com base empixelsde alto gradiente apresentaram-se como´ tima ferra-
menta na detecção da ROI nas imagens radiográficas dos isoladores. Estes algoritmos apresentaram bons resultados
nos diferentes tipos de amostras e nas diferentes posições das radiografias obtidas.
As operaç̃oes morfoĺogicas (tophate bottomhat) apontam comó timas ferramentas de segmentação de
defeitos hipot́eticos em imagens radiográficas de isoladores poliḿericos.
Verificou-se que a transformada estendida-mı́ni a, queé um tipo de limiarizaç̃ao local, é bastante
senśıvel ao valor de H nas radiografias analisadas. O valor ajustado para as segmentações das imagens radiográficas
de isoladores apontou como dois valores otimizados (H=11 e H=18). O valor adotado aqui foi H=11
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A matriz com os coeficientes de correlação linear mostraram que das caracterı́sticas calculadas, as mais
relevantes s̃ao aC4 (Centŕoide em y),C5 (comprimento do maior eixo da região) e aC11 (média dos ńıveis de
cinza da regĩao).
Os resultados obtidos para o reconhecimento de padrões nas imagens radiográficas dos isoladores são
bastante motivadores: verificou-se que existe uma separação linear do hiperplano de entrada dos dados na rede, ou
seja, as classes são sepaŕaveis; constatou-se que o melhor desempenho obtido para os dados de teste na rede neural
foi para 10 neur̂onios na camada intermediár a; a ḿedia de acerto dos conjuntos de testes foi de 98,12%, que pode
ser considerada como bastante boa; um excelente resultado foi obtido para os dados de testes. A curva ROC, que
pode ser utilzada para a estimação da confiabilidade da detecção aĺem da ḿedia, indicou100% de acerto para a
detecç̃ao de defeitos no sistema.
O SISTEMA RDP foi montado utilizando-se uma instrumentação dedicada para favorecer a sua porta-
bilidade, ou seja, permitir o uso deste no campo. Este apresentou uma resolução nas imagens obtidas melhor que a
do SISTEMA CT2000.
Os resultados desta dissertação motivam tanto a utilização das metodologias desenvolvidas serem aplica-
das no campo de trabalho dos isoladores (linhas de distribuição), quanto seu uso em indústrias (linhas de produção
dos componentes).
8.1 SUGESTÕES PARA TRABALHOS FUTUROS
Sugere-se para trabalhos futuros:
• Construç̃ao de uma esteira, simulando uma linha de produção estilo rejeita/aprova peça, utilizando o SIS-
TEMA RDP e as t́ecnicas de detecção autoḿatica dos defeitos com os métodos desenvolvidos aqui.
• Aquisição de maior ńumero de radiografias de isoladores com defeitos reais para testar os mét dos de
classificaç̃ao.
• Testes comphantomsde mamografia para um possı́vel projeto náarea ḿedica utilizando o Sistema RDP.
• Implementaç̃ao de umsoftwarede tomografia para o Sistema RDP com o uso da mesa rotatória do Sistema
CT2000.
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[15] GILES, C., HÖNNICKE, M. G., LOPES, R. T., ROCHA, H. S., GONÇALVES, O. D., MAZZARO, I.,
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