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CONCENTRATION INEQUALITIES FOR LOG-CONCAVE DISTRIBUTIONS
WITH APPLICATIONS TO RANDOM SURFACE FLUCTUATIONS
ALEXANDER MAGAZINOV AND RON PELED
Abstract. We derive two concentration inequalities for linear functions of log-concave distribu-
tions: an enhanced version of the classical Brascamp–Lieb concentration inequality, and an in-
equality quantifying log-concavity of marginals in a manner suitable for obtaining variance and tail
probability bounds.
These inequalities are applied to the statistical mechanics problem of estimating the fluctuations
of random surfaces of the ∇ϕ type. The classical Brascamp–Lieb inequality bounds the fluctuations
whenever the interaction potential is uniformly convex. We extend these bounds to the case of
convex potentials whose second derivative vanishes only on a zero measure set, when the underlying
graph is a d-dimensional discrete torus. The result applies, in particular, to potentials of the form
U(x) = |x|p with p > 1 and answers a question discussed by Brascamp–Lieb–Lebowitz (1975).
Additionally, new tail probability bounds are obtained for the family of potentials U(x) = |x|p+x2,
p > 2. This result answers a question mentioned by Deuschel and Giacomin (2000).
1. Introduction
The goal of this paper is two-fold: to present new concentration inequalities for log-concave
distributions and to apply these inequalities to the problem of bounding the fluctuations of random
surfaces of ∇ϕ type arising in statistical mechanics.
1.1. Concentration inequalities for log-concave distributions. A log-concave distribution is
a probability distribution on Rn with a density exp(−f) with respect to Lebesgue measure where
f : Rn → (−∞,∞] is convex (so that exp(−f) is log-concave). Without restricting generality, we
impose the convention that {x : f(x) <∞} is open for convex f .
Let X be a random vector in Rn with a log-concave distribution. We wish to study the con-
centration properties of linear functions 〈η,X〉, for vectors η ∈ Rn, providing both variance and
tail probability estimates. A seminal result in this context is the Brascamp–Lieb concentration
inequality [12, 13], which states that
Var(〈η,X〉) ≤ E(〈η, (Hess f)(X)−1η〉), (1)
where Hess f is the Hessian matrix of f . In this paper, the matrix (Hess f)(x) is defined as the
unique symmetric matrix for which the second-order Taylor expansion
f(x+ y) = f(x) + 〈y, (∇f)(x)〉 + 1
2
〈y, (Hess f)(x)y〉+ o(‖y‖2) (2)
is valid at x for some vector (∇f)(x). The convexity of f implies, by Aleksandrov’s theorem [3]
(see also [24, Theorem 6.9]), that Hess f exists and is positive semidefinite almost everywhere
on {x : f(x) < ∞}. Rockafellar [47] discusses the relation of this definition with other possible
definitions of second derivatives of f . For the one-dimensional case see also Section 2.1. We remark
that the expression 〈η, (Hess f)(X)−1η〉 appearing in (1) may have a well-defined finite value even
if Hess f is not invertible. This is the case exactly when the kernel of Hess f is orthogonal to η; see
Lemma 2.3.
The theorem of Brascamp–Lieb is in fact more general than (1), allowing to bound also the
variance of non-linear functions of X but our focus here is on the linear case. Our first theorem
provides an enhancement of the concentration inequality (1) which is useful in cases when the
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expectation of 〈η, (Hess f)(X)−1η〉 is much larger than its typical value (including cases with infinite
expectation).
Theorem 1.1 (Quantile Brascamp–Lieb type inequality). There exists a constant C > 0 so that
the following holds. Let X be a random vector with a log-concave density exp(−f) and let η be a
non-zero vector in Rn. For each t > 0,
Var(〈η,X〉) ≤ Ct
P(〈η, (Hess f)(X)−1η〉 ≤ t)3 . (3)
In particular,
Var(〈η,X〉) ≤ 8CMed(〈η, (Hess f)(X)−1η〉) (4)
where Med(Y ) is any median of the random variable Y , i.e., a number t satisfying P(Y ≥ t) ≥ 12
and P(Y ≤ t) ≥ 12 .
For the follow-up, recall that the classical Pre´kopa-Leindler inequality (see below) implies that
the density function of 〈η,X〉 is itself log-concave. Our second result asserts a quantitative version
of this log-concavity.
Theorem 1.2 (Quantitative log-concavity). Let X be a random vector with a log-concave density
exp(−f) and let η be a non-zero vector in Rn. Denote by αη : R→ [0,∞) the (log-concave) density
function of 〈η,X〉. Define, for each t > 0 and each x ∈ Rn satisfying f(x) <∞,
Dη,x(t) := inf
x+, x− ∈Rn
x++ x−=2x
〈η, x+−x−〉=2t
f(x+) + f(x−)− 2f(x)
2
. (5)
Define further, for each D ≥ 0, t > 0 and s ∈ R satisfying that αη(s) > 0
γη(D, s, t) := P
(
Dη,X(t) ≥ D | 〈η,X〉 = s
)
. (6)
Then the inequality √
αη(s− t)αη(s + t) ≤
(
1− γη(D, s, t)(1 − e−D)
) · αη(s) (7)
holds for every D, t and s as above. In particular, if P(Dη,X(t) ≥ D) ≥ 34 then
P
(√
α(〈η,X〉 + t)α(〈η,X〉 − t) ≤
(
1− 1
2
(
1− e−D) )α(〈η,X〉)) ≥ 1
2
. (8)
We remark that although γη(D, s, t) is defined in (6) as a conditional expectation and hence it a
priori only makes sense for almost every s ∈ R with αη(s) > 0, we may in fact define it for all such
s; see (41) below.
The main motivation for Theorem 1.2 is Lemma 1.3 below. It is worthwhile to emphasize that
the assumption (9) is also the conclusion of Theorem 1.2. Taken together, the theorem and lemma
provide a second route (an alternative to Theorem 1.1) to obtaining variance bounds for linear
functions of random vectors with log-concave densities.
Lemma 1.3. There exists a constant C > 0 so that the following holds. Let ξ be a random variable
in R with log-concave density α : R→ [0,∞). Let t > 0 and 0 < δ < 1. If
P
(√
α(ξ + t)α(ξ − t) ≤ (1− δ)α(ξ)
)
≥ 1
2
(9)
then
Var ξ ≤
(
Ct
δ
)2
. (10)
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In addition to its use in bounding the variance (via Lemma 1.3), Theorem 1.2 can also provide
tail probability bounds for the distribution of 〈η,X〉〉. This is enabled by taking the parameter t
large and finding values of D for which γη(D, s, t)(1 − e−D) is close to one for a suitable range of
s. In our application we do not explore this direction to its fullest and rather demonstrate it in a
simpler situation where one has γη(D, s, t) = 1 for suitable D, s, t (see the proof of Theorem 1.5).
Still, new results are obtained even in this simplified setup.
The proofs of both Theorem 1.1 and Theorem 1.2 make use of the Pre´kopa-Leindler inequality,
introduced in [45, 36, 46], from convexity theory.
Theorem (Pre´kopa-Leindler inequality). Let m ≥ 1 be an integer, 0 < λ < 1 be real and F1, F2, F
be non-negative, Lebesgue integrable real functions on Rm satisfying
F ((1 − λ)x+ λy) ≥ F1(x)1−λF2(y)λ, x,y ∈ Rm. (11)
Then ∫
F (x)dx ≥
(∫
F1(x)dx
)1−λ(∫
F2(x)dx
)λ
. (12)
A proof may be found, for instance, in Schneider’s book [48, Theorem 7.1.2] (proving the m = 1
case directly with a change of variable and proceeding by induction on m). In proving Theorem 1.2
we apply the Pre´kopa-Leindler inequality with F1, F2 being the restrictions of the log-concave
density exp(−f) to the hyperplanes 〈η, x〉 = s+t and 〈η, x〉 = s−t, respectively (so that m = n−1)
and set F (x) = exp(−f(x) − Dη,x(t)) restricted to 〈η, x〉 = s. The function Dη,x(t) is natural in
this context as it makes F the smallest function for which the assumption (11) is still satisfied with
our choices of F1, F2 and λ =
1
2 . The proof of Theorem 1.1 makes use of the Pre´kopa-Leindler
inequality in a similar manner but focuses on an infinitesimal analog of the quantity Dη,x(t) as t
tends to 0.
1.2. Fluctuations of random surfaces. As an application of the above concentration inequali-
ties, we provide new upper bounds for the fluctuations of random surface models of the∇ϕ type (see
Section 1.3 for background). We consider the following family of models: Let G = (V (G), E(G))
be a finite, connected graph with a distinguished set ∅ 6= V0 ( V (G), let ϕ0 : V0 → R be a function
and let U be a potential, i.e, a measurable function U : R → (−∞,∞] satisfying U(x) = U(−x)
for all x. The random surface model on G with potential U and boundary conditions (V0, ϕ0) is the
probability measure µG,V0,ϕ0,U on functions ϕ : G→ R defined by
dµG,V0,ϕ0,U (ϕ) :=
1
ZG,V0,ϕ0,U
exp
(
−
∑
e∈E(G)
U(∇eϕ)
) ∏
v∈V0
δ
(
ϕ(v) − ϕ0(v)
) ∏
v∈V (G)
dϕ(v), (13)
where dϕ(v) denotes Lebesgue measure on ϕ(v) and δ(·) is the Dirac delta symbol. Thus µG,V0,ϕ0,U
is supported on
ΩG,V0,ϕ0 := {ϕ : V (G)→ R such that ϕ|V0 ≡ ϕ0}, (14)
and
∏
v∈V0
δ
(
ϕ(v)−ϕ0(v)
) ∏
v∈V (G)
dϕ(v) is Lebesgue measure on this set. The normalization constant
(partition function)
ZG,V0,ϕ0,U :=
∫
RV (G)
exp
(
−
∑
e∈E(G)
U(∇eϕ)
) ∏
v∈V0
δ
(
ϕ(v)− ϕ0(v)
) ∏
v∈V (G)
dϕ(v), (15)
makes µG,V0,ϕ0,U a probability measure. We require that 0 < ZG,V0,ϕ0,U <∞, a requirement which
is satisfied under the assumptions of our main results. It is convenient to assume that the edges
E(G) are endowed with some fixed orientation, so that ∇eϕ can be unambiguously defined as
ϕ(u) − ϕ(v) for an edge e = (u, v), but it is important to note that the choice of orientation is
immaterial for expressions such as U(∇eϕ) as U is an even function.
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Our main concern is with the fluctuations of the random surface model on d-dimensional lattice
graphs with zero boundary values. Specifically, we work with the following two families of graphs:
Setting 1. The d-dimensional bipartite torus Td2L: Here V (T
d
2L) := {−L+1,−L+2, . . . , L−1, L}d
with v adjacent to w when v and w are equal in all but one coordinate and differ by exactly one
modulo 2L in that coordinate. We set V0 = {0} (where 0 = (0, . . . , 0)) and ϕ0 ≡ 0. For brevity,
we write µTd2L,U
for µTd2L,V0,ϕ0,U
. As usual, we write ‖v‖1 for the ℓ1-norm of v.
Setting 2. The d-dimensional box ΛdL: Here V (Λ
d
L) := {1, . . . , L}d ⊂ Zd with the usual nearest-
neighbor adjacency of Zd. We set V0 to be the vertices of V (ΛdL) which are adjacent in Z
d to a
vertex outside V (ΛdL) and ϕ0 ≡ 0. Again, we write µΛdL,U for µΛdL,V0,ϕ0,U .
The properties of random surfaces with general interaction potentials first received rigorous
consideration in the seminal 1975 work of Brascamp–Lieb–Lebowitz [14]. They conjectured that
the fluctuations of such random surfaces in dimension d = 3 are uniformly bounded in the system
size for potentials U satisfying that
∫
exp(−pU(x))dx < ∞ for all p > 0. Among the main results
of their work is a proof, using the Brascamp–Lieb concentration inequality (1), that the conjecture
holds for uniformly convex potentials U (i.e., potentials satisfying infx U
′′(x) > 0). To date, this
remains the main case for which the conjecture is verified (Section 1.3 details additional progress)
with the result missing even for the potential U(x) = x4 which was emphasized in [14] and in
the more recent survey of Velenik [49, Problem 1]. Our first result verifies the conjecture for a
large class of potentials, including the case U(x) = x4 and more generally the family U(x) = |x|p,
1 < p < ∞. Our result further applies in dimension d = 2 where it shows that fluctuations are of
order at most the square root of the logarithm of the system size, matching lower bounds of [14]
up to a constant prefactor.
Theorem 1.4. Suppose that U : R → (−∞,∞] is such that U(x) = U(−x) for all x, and, in
addition, the following assumption is satisfied:
U is convex and U ′′(x) > 0 Lebesgue almost-everywhere (a.e.) on {x : U(x) <∞}. (16)
Let d ≥ 2 and L ≥ 2 be integers and let ϕ be randomly sampled from µTd2L,U . Then there exist
C, c > 0, depending on U and d but not on L, such that for any v ∈ V (Td2L) \ {0} we have
d = 2 : Var(ϕ(v)) ≤ C log(1 + ‖v‖1),
d ≥ 3 : Var(ϕ(v)) ≤ C. (17)
As discussed above, convexity of U implies the existence of its second derivative almost every-
where on {x : U(x) < ∞}. Theorem 1.4 may be proved using either Theorem 1.1 or Theorem 1.2,
and relying on additional facts specific to the random surface model. We demonstrate both ap-
proaches in Section 4.2.
As mentioned earlier, linear functions of log-concave distributions have themselves a log-concave
distribution. Since log-concave distributions have tail probabilities decaying at least exponentially
fast on the scale of their standard deviation, we may deduce such tail probability bounds for the
variables ϕ(v) from Theorem 1.4. For uniformly convex potentials, exponential decay may be
upgraded to sub-Gaussian decay as a consequence of the Brascamp–Lieb concentration inequality
(see, e.g., [26, Theorem 4.9]). Deuschel–Giacomin [21, Remark 2.11] discuss the question of whether
in dimensions d ≥ 3 the tail probabilities of ϕ(v) exhibit faster than sub-Gaussian decay (on the
scale of the standard deviation of ϕ(v)) when the potential grows faster than quadratically at
infinity. Our second theorem shows that this is the case for potentials of the form U(x) = |x|p+x2,
p > 2. The obtained upper bounds on the tail probabilities match, for d 6= p, the lower bounds
obtained by [21] up to a constant multiple in the exponent (the lower bounds apply to vertices
sufficiently separated from the boundary set V0).
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Theorem 1.5. Let d ≥ 3, L ≥ 2 be integers and p > 2 real. Set U(x) = |x|p + x2. Suppose that
either
(i) ϕ is sampled at random from µTd2L,U
, V0 ⊂ V (Td2L) is as in Setting 1 and v ∈ V \ V0; or
(ii) ϕ is sampled at random from µΛd
L
,U , V0 ⊂ V (Λd2L) is as in Setting 2 and v ∈ V \ V0.
Then there exist C, c > 0, depending on p and d but not on L or v, such that for all t > 2,
P(|ϕ(v)| > t) ≤


C exp(−c td) d < p
C exp
(
−c td
(log t)d−1
)
d = p
C exp(−c tp) d > p
. (18)
Theorem 1.5 is derived from Theorem 1.2, via additional facts specific to the random surface
model, in Section 4.1.
1.3. Discussion and Background. Concentration inequalities for spaces with uniform convexity
estimates (possibly of non-quadratic nature) were established in various contexts; see Gromov–
Milman [29], Bobkov–Ledoux [8] and Milman–Sodin [40]. Such concentration inequalities imply,
for instance, tail bounds for Lipschitz functions [8, Corollary 4.1], reminiscent of the tail bounds
of Theorem 1.5. E. Milman [39] has informed us that in an unpublished work (circa 2008) with S.
Sodin they have been able to use uniform convexity estimates to prove tail probability bounds of the
form C exp(−ctp) (similarly to (18)) for potentials of the form |x|p in dimensions d > p > 2. In this
context we emphasize that the concentration inequalities provided by Theorem 1.1 and Theorem 1.2
do not require uniform convexity but rather apply when a quantitative convexity assumption (in
the direction of the functional η) is given on a subset of the full space. Some improvements of
the Brascamp–Lieb inequality, which may be used in the absence of uniform convexity, are known
in the literature such as the inequality of Bobkov–Ledoux [9, Theorem 2.4] (further extended by
Nguyen [43] and Kolesnikov–Milman [33, 34]) and the inequality of Veysseire [50] and its exten-
sion [33, Theorem 4.1].
The random surface models introduced above, sometimes called ∇ϕ interface models, constitute
natural examples of statistical mechanics models with non-compact state space and also serve as
effective models for various interfaces arising in spin systems [27, 26, 49]. We consider them in the
standard setting of the lattice graphs Td2L or Λ
d
L and focus on dimensions d ≥ 2 as one-dimensional
random surfaces are equivalent to random walks and are well understood.
The most well-known example of a random surface is the lattice Gaussian free field (LGFF),
which has U(x) = x2. In this case, the Gaussian distribution of the surface considerably simplifies
its analysis. A long-standing prediction is that many properties of the LGFF are universal, holding
for a general class of potentials. We briefly review here the progress made on several aspects of this
phenomenon.
The scaling limit of the LGFF is the continuum Gaussian free field (CGFF), the higher-dimensional
analogue of Brownian motion. Analogously to the invariance principle for random walks, it is ex-
pected that random surfaces satisfying mild integrability conditions on U converge to the CGFF.
The state-of-the-art is, however, very far from this goal. A general convergence result [17, 42, 28, 38]
has been proved only when U is twice continuously differentiable and satisfies
0 < inf
x
U ′′(x) ≤ sup
x
U ′′(x) <∞. (19)
Additionally convergence is proved [6, 51] when exp(−U) is an average of Gaussian functions, and
for non-convex potentials arising as small perturbations of potentials satisfying (19) [19, 2, 30, 1].
Our concern in this paper is rather with the thermodynamic limit of the surface — the study of
individual (or multiple) heights of the surface in the infinite-volume limit (i.e., as L → ∞). The
most basic aspect of this study is to decide whether the surface localizes or delocalizes. This is
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quantified, for instance, by the variance at a vertex v with ‖v‖ ≈ L for a surface sampled in the
torus Td2L (setting 1 above), or by the variance at the origin for a surface sampled in Λ
d
L (setting 2)
above. In the seminal 1975 work of Brascamp–Lieb–Lebowitz [14] it is conjectured that for every
potential U satisfying that
∫
exp(−pU(x))dx <∞ for all p > 0, the variance is uniformly bounded
in L when d ≥ 3 while diverging with L when d = 2. It is further expected that the divergence in
two dimensions occurs at rate log(L). Obtaining a uniform upper bound on the variance in d ≥ 3
is noted as an interesting open problem also by Fro¨hlich and Pfister [25], who suggest it for twice
continuously differentiable potentials whose second derivative grows at most at a power-law rate.
Arguments of Mermin–Wagner type have successfully established a logarithmic lower bound
on the variance in two dimensions for a wide class of potentials, including all twice-continuously
differentiable potentials [14, 23, 25, 31, 41]. In contrast, rigorous upper bounds on the variance,
which may be viewed as a form of continuous-symmetry breaking, have so far been more scarce:
Brascamp–Lieb–Lebowitz [14] proved upper bounds of the correct order for twice-continuously
differentiable potentials satisfying infx U
′′(x) > 0, and for quadratic-growth potentials reduced to
this case via decimation, using the Brascamp–Lieb variance inequality (1). Upper bounds are also
shown for the class of surfaces described after (19) [6, 16, 51, 20, 19, 2, 30, 1], and for the potential
U(x) = |x| in d ≥ 3 via infra-red bounds [15]. Despite this remarkable progress, localization has
remained open even for the potential U(x) = x4, which was emphasized as an open problem in [14]
and [49, Problem 1]. Theorem 1.4 adds significantly to the known cases by establishing localization
for the family U(x) = |x|p, 1 < p <∞, and more generally for the class of U satisfying (16).
To the authors’ knowledge, Theorem 1.5 is the first example in the published literature of a real-
valued random surface for which the tail probability P(|ϕ(v)| > t) has faster than sub-Gaussian
decay on the scale of the standard deviation of ϕ(v). The unpublished work of Milman–Sodin
mentioned above is an earlier example, applying to the potential |x|p in dimensions d > p > 2.
This case may also be treated via the methods of Theorem 1.5; see the remark at the end of
Section 4.1.
1.4. Reader’s guide. Our results on general log-concave distributions are derived in Section 2.
The section begins by considering one-dimensional log-concave distributions and proving Lemma 1.3,
and then proceeds with the proofs of Theorem 1.1 (quantile Brascamp-Lieb type inequality) and
Theorem 1.2 (quantitative log-concavity). Our results on random surfaces are proved in Section 3
and Section 4. Section 3.1 quantifies the isoperimetric properties of Zd and the robustness of their
anchored version under (not necessarily independent but very super-critical) bond percolation. Sec-
tion 3.2 establishes lower bounds on the ‘generalized energy’
∑
e∈E(G)U(∇eϕ) for general graphs
G and even convex U in terms of the isoperimetry of G (in the spirit of Benjamini and Kozma [4,
Theorem 2.1], but applicable to non-quadratic potentials). Section 3.3 bounds the probability that
when ϕ is sampled from the random surface measure then |∇eϕ| ∈ S for a given small set S ⊂ [0,∞)
and for all edges e in a given subset. The estimate is proved using the chessboard estimate and is
the only place in our proof for which periodic boundary conditions (i.e., Setting 1) are essential. In
Section 4 we adapt the general concentration results of Section 1.1 to the random surface setting,
obtaining statements (Lemma 4.1, Lemma 4.2 and Lemma 4.3) which highlight the role that the
above energy estimates play in quantifying the log-concavity of the measure. These are followed
by the proofs of Theorem 1.4 and Theorem 1.5.
2. Proofs of concentration inequalities
In this section we prove the results of Section 1.1: Theorem 1.1, Theorem 1.2 and Lemma 1.3.
2.1. One-dimensional distributions with log-concave density. We begin by assembling a
collection of useful facts about one-dimensional log-concave distributions, including a proof of
Lemma 1.3.
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As discussed in Section 1.1, the second derivative of a convex function may be defined using the
validity of a Taylor expansion, which in the one-dimensional case takes the form
f(x+ y) = f(x) + yf ′(x) +
1
2
f ′′(x)y2 + o(y2). (20)
In fact, in the one-dimensional case the usual definitions of f ′ and f ′′ may also be used, in the
following way: Right and left derivatives, f ′left(t) and f
′
right(t), exist everywhere on I := {x ∈ R :
f(x) <∞}, are non-decreasing and coincide at all but countably many points of I. Consequently,
f ′′, defined as the derivative of any non-decreasing extension of f ′ to I (say, f ′right(t)), exists almost
everywhere on I by Lebesgue’s theorem on increasing functions [32, Theorem 1 of Section 3.2.2].
It is straightforward that the expansion (20) then holds for almost every x ∈ I. In addition, the
inequality
f ′right(t+)− f ′left(t−) ≥
t+∫
t−
f ′′(t) dt (21)
holds for all t− < t+ in I; see [32, Theorem 1 of Section 7.2.1].
The following proposition relates the concentration properties of one-dimensional log-concave
distributions to the maximum of their density.
Proposition 2.1. Let ξ be a real-valued random variable with log-concave distribution. Denote its
density by α : R→ [0,∞). Then
(1) for some absolute constants 0 < c1 < 1 < C1 it holds that
c1√
Var ξ
≤ sup
s∈R
α(s) ≤ C1√
Var ξ
;
(2) for an absolute constant C2 > 1 it holds that
sup
s∈R
α(s) ≤ C2 · inf
{
a ∈ R : P(α(ξ) < a) > 1
4
}
;
(3) for each p > 0,
P(α(ξ) < p) ≤ p
sup
s∈R
α(s)
.
These properties are stanadard. Proofs may be found, for instance, in [7, Proposition 4.1]
(Item 1), [35, Lemma 5.2] (Item 2) and [37, Lemma 5.6] (Item 3).
The next lemma controls the quantiles of the second logarithmic derivative of a log-concave
density.
Lemma 2.2. Let ξ be a real-valued random variable with log-concave density α = exp(−f). Let
C ≥ 4 and let M = max
t∈R
α(t). Then
P
(
f ′′(ξ) > (CM)2
) ≤ 4C−1.
Proof. Choose t+ ∈ R so that P(ξ > t+) = C−1. We claim that f ′right(t+) ≤ CM . Indeed, assume
the converse. In that case, f ′(x) > CM almost everywhere on the set {x ∈ (t+,∞) : f(x) < ∞}
and therefore it holds that f(t++y) > f(t+)+CMy for every y > 0. Given that exp(−f(t+)) ≤M ,
we have
P(ξ > t+) =
∞∫
0
exp(−f(t+ + y)) dy ≤M
∞∫
0
e−CMy dy =
M
CM
= C−1,
a contradiction.
Similarly, choose t− so that P(ξ < t−) = C−1. Just as above, we conclude that f ′left(t−) ≥ −CM .
8 ALEXANDER MAGAZINOV AND RON PELED
Now we have
2CM
(a)
= CM − (−CM)
(b)
≥ f ′right(t+)− f ′left(t−)
(c)
≥
t+∫
t−
f ′′(t) dt
(d)
≥ (CM)2
t+∫
t−
1{f ′′(t) ≥ (CM)2} dt
where the inequality (c) is (21) above. Therefore
P
(
t− ≤ ξ ≤ t+ and f ′′(ξ) > (CM)2
)
=
t+∫
t−
exp(−f(t)) · 1{f ′′(t) ≥ (CM)2} dt
≤M · 2CM
(CM)2
= 2C−1.
In total, we get
P(f ′′(ξ) > (CM)2) ≤ P(ξ < t−) + P(ξ > t+) + P(t− ≤ ξ ≤ t+ and f ′′(ξ) > (CM)2)
≤ C−1 + C−1 + 2C−1 = 4C−1,
as desired. 
Finally, we proceed with the proof of Lemma 1.3.
Proof of Lemma 1.3. Our goal will be to show that the choice
C := 8C1max(1, lnC2)
suffices, where the values of C1 and C2 are those from Item 1 and Item 2 of Proposition 2.1. We
argue by contradiction, assuming that (10) does not hold with this choice of C.
Denote
a0 := inf
{
a ∈ R : P(α(ξ) < a) > 1
4
}
.
Due to log-concavity of α, there is a unique pair of values r1 < r2 such that α(s) < a0 whenever
s < r1 or s > r2, and α(s) > a0 whenever r1 < s < r2. By definition of a0, we have
r2∫
r1
α(s) ds =
3
4
,
and, consequently,
r2 − r1 > 1
sups∈R α(s)
r2∫
r1
α(s) ds =
3
4 · sups∈R α(s)
>
3
√
Var ξ
4C1
, (22)
where the last inequality is an application of Item 1 of Proposition 2.1. By our assumption, the
inequality (10) does not hold, i.e.,
√
Var ξ > Ctδ , which, combined with (22), yields r2 − r1 > 3Ct4C1δ .
Denote k := C8C1δ . Then r1 + kt < r2 − kt, and, moreover,
P(ξ ∈ [r1 + kt, r2 − kt]) ≥ 3
4
− 2kt · sup
s∈R
α(s) ≥ 3
4
− 2C1kt√
Var ξ
=
3
4
− Ct
4
√
Var ξ
>
1
2
.
Combined with (9), this means that the set
S =
{
s ∈ (r1 + kt, r2 − kt) :
√
α(s0 + t)α(s0 − t) ≤ (1− δ)α(s)
}
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is non-empty. Let s0 ∈ S. Then either α(s0 + t) ≤ (1 − δ)α(s0), or α(s0 − t) ≤ (1 − δ)α(s0). We
consider only the first case, since the other one is similar. By the choice of C, we have k > 1 and
therefore s0 < s0 + t < s0 + kt < r2. Consequently, the log-concavity of α implies that
a0 ≤ lim
rրr2
α(r) < (1− δ)kα(s0).
But
(1− δ)k = exp(k ln(1− δ)) < exp(−kδ) = exp
(
− C
8C1
)
≤ 1
C2
,
which implies that
a0 <
α(s0)
C2
≤ sups∈R α(s)
C2
.
This contradicts Item 2 of Proposition 2.1 and thereby finishes the proof. 
2.2. Proof of the quantile Brascamp–Lieb type inequality. In this section we prove Theo-
rem 1.1.
The next lemma connects the quadratic form 〈n, (Hess f)(x)−1n〉 to a quantitative measure of
the convexity of f at x.
Lemma 2.3. Let f : Rn → (−∞,∞] be a convex function and x ∈ Rn be a point such that the
Taylor expansion
f(x+ y) = f(x) + 〈y,v〉 + 1
2
〈y,Hy〉 + o(‖y‖2) (23)
exists for some vector v and positive definite matrix H. Let n ∈ Rn be a unit vector and set
s := 〈n,x〉. Then the following holds as γ ց 0:
inf
x+,x−∈Rn:
x++x−=2x
〈n,x±〉=s±γ
(
f(x+) + f(x−)− 2f(x)
)
=
γ2
〈n,H−1n〉 + o(γ
2). (24)
Proof. Replacing f by f˜ , where f˜(z) := f(z)−〈z−x,v〉− f(x) does not change (24). Hence we do
not lose any generality assuming that f(x) = 0 and v = 0. The rest of the argument is provided
under these assumptions.
We claim that the following inequality holds if γ > 0 is sufficiently small:
inf
x±∈Rn
〈n,x±〉=s±γ
f(x±) =
1
2
〈γy0,Hγy0〉+o(γ2) = γ
2
2〈n,H−1n〉 +o(γ
2) where y0 :=
H−1n
〈n,H−1n〉 . (25)
We use the standard fact that if H is an n× n positive definite matrix and n ∈ Rn \ {0} then
inf
y∈Rn
〈n,y〉=1
〈y,Hy〉 = 1〈n,H−1n〉 and argminy∈Rn
〈n,y〉=1
〈y,Hy〉 = H
−1n
〈n,H−1n〉 . (26)
(these extend to the case that H is positive semidefinite, with a suitable interpretation depending
on whether n is orthogonal to the kernel of H or not).
We will prove (25) with the plus sign, as the other case is identical. Let R := ‖y0‖. The strict
convexity of the quadratic form y 7→ 〈y,Hy〉 implies that for all sufficiently small γ > 0 one has
inf
x+∈Rn
〈n,x+〉=s+γ
‖x+−x‖=2Rγ
f(x+) > f(x+ γy0),
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and, consequently, by the convexity of f ,
inf
x+∈Rn
〈n,x+〉=s+γ
‖x+−x‖≥2Rγ
f(x+) > f(x+ γy0) =
1
2
〈γy0,Hγy0〉+ o(γ2). (27)
On the other hand,
inf
x+∈Rn
〈n,x+〉=s+γ
‖x+−x‖≤2Rγ
f(x+) =
1
2
inf
y∈Rn
〈n,y〉=γ
〈y,Hy〉 + o(γ2) = 1
2
〈γy0,Hγy0〉+ o(γ2). (28)
Combining (27) and (28) indeed yields (25) with the plus sign.
Now the lower bound for the left-hand side of (24) is obtained as follows:
inf
x+,x−∈Rn:
x++x−=2x
〈n,x±〉=s±γ
(
f(x+) + f(x−)− 2f(x)
)
= inf
x+,x−∈Rn:
x++x−=2x
〈n,x±〉=s±γ
(
f(x+) + f(x−)
)
≥
inf
x+∈Rn:
〈n,x+〉=s+γ
f(x+) + inf
x−∈Rn:
〈n,x−〉=s−γ
f(x−) =
γ2
〈n,H−1n〉 + o(γ
2).
The matching upper bound is achieved by setting x± := x± γy0. 
Let now exp(−f) be a log-concave probability density on Rn, and let X be a random vector in Rn
sampled according to the probability measure exp(−f(x)) dx. As mentioned above, it is a simple
corollary of the Pre´kopa–Leindler inequality that the distribution of a one-dimensional marginal
〈n,X〉, where n is a unit vector, is log-concave. Our next lemma quantifies this log-concavity by
making use of Lemma 2.3.
From now on, we will write mn−1 for the (n− 1)-dimensional Hausdorff measure on Rn.
Lemma 2.4. Let exp(−f) be a log-concave probability density on Rn. Let n ∈ Rn be a unit vector.
Define α : R→ [0,∞) (the log-concave marginal density) by
α(r) :=
∫
{x∈Rn : 〈n,x〉=r}
exp(−f(x)) dmn−1(x).
Let s ∈ R be such that α(s) > 0. Suppose Hess f is a positive definite matrix mn−1-almost-
everywhere on {x ∈ Rn : 〈n,x〉 = s, f(x) <∞}. Suppose further that (lnα)′′ is defined at s (in the
sense of Section 2.1). Then
− (lnα)′′(s) ≥
∫
{x∈Rn : 〈n,x〉=s,f(x)<∞}
1
〈n,(Hess f)(x)−1n〉
· e−f(x) dmn−1(x)
α(s)
. (29)
Proof. Define
Π := {x ∈ Rn : 〈n,x〉 = s, f(x) <∞, (Hess f)(x) is positive definite},
m(x, γ) := inf
x+,x−∈Rn:
x++x−=2x
〈n,x±〉=s±γ
(
f(x+) + f(x−)− 2f(x)
)
,
X(γ, ε) :=
{
x ∈ Π : m(x, γ1) ≥ (1− ε)γ
2
1
〈n, (Hess f)(x)−1n〉 for all 0 < γ1 < γ
}
.
By Lemma 2.3, for every ε > 0 it holds that X(γ, ε) increases to Π as γ decreases to 0.
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Fix γ, ε > 0. For γ1 ∈ (0, γ), we may apply the Pre´kopa–Leindler inequality to the following
functions on {x ∈ Rn : 〈n,x〉 = s}:
F (x) := exp(−f(x)) · p(x), F1(x) := exp(−f(x+ γ1n)), F2(x) := exp(−f(x− γ1n)),
where p(x) :=
{
exp
(
− (1−ε)γ21
2〈n,(Hess f)(x)−1n〉
)
if x ∈ X(γ, ε),
1 if x ∈ Π \X(γ, ε)
to obtain
α(s+γ1)
1
2α(s−γ1)
1
2 ≤ α(s)

1−
∫
X(γ,ε)
(
1− exp
(
− (1−ε)γ21
2〈n,(Hess f)(x)−1n〉
))
· e−f(x) dmn−1(x)
α(s)

 . (30)
Now set
X(γ, ε, δ) := {x ∈ X(γ, ε) : 〈n, (Hess f)(x)−1n〉 ≥ δ}
and note that X(γ, ε, δ) increases to X(γ, ε) as δ decreases to 0 as Hess f is positive definite on Π.
It follows that (30) continues to hold when X(γ, ε) is replaced by X(γ, ε, δ) for any δ > 0. Taking
logarithms and using the Taylor expansion (of the logarithm and the exponential) we obtain
1
2
lnα(s + γ1) +
1
2
lnα(s − γ1)− lnα(s) ≤
ln

1−
∫
X(γ,ε,δ)
(
1− exp
(
− (1−ε)γ21
2〈n,(Hess f)(x)−1n〉
))
· e−f(x) dmn−1(x)
α(s)

 =
− γ21 ·
∫
X(γ,ε,δ)
1−ε
2〈n,(Hess f)(x)−1n〉 · e−f(x) dmn−1(x)
α(s)
+ o(γ21)
as γ1 ց 0. Thus, since (lnα)′′(s) is well defined,
−(lnα)′′(s) ≥
∫
X(γ,ε,δ)
1−ε
2〈n,(Hess f)(x)−1n〉
· e−f(x) dmn−1(x)
α(s)
.
The lemma follows by taking δ ց 0 followed by γ ց 0 and lastly εց 0. 
The next lemma combined with part 1 of Proposition 2.1 implies Theorem 1.1.
Lemma 2.5. Let X be a random vector with a log-concave density exp(−f). Let n be a unit vector
in Rn. Let t > 0 and set
p := P
(〈n, (Hess f)(X)−1n〉 ≤ t) (31)
Let α be the (log-concave) density of 〈n,X〉. Then
max
s∈R
α(s) ≥ p
3/2
(8− 4p)√2t . (32)
Proof. We first prove the statement under the additional assumption that (Hess f)(X) is positive
definite almost surely. With this assumption we may apply Lemma 2.4 to conclude that
− (lnα)′′(〈n,X〉) ≥ E
(
1
〈n, (Hess f)(X)−1n〉 | 〈n,X〉
)
(33)
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almost surely. In particular,
− (lnα)′′(〈n,X〉) ≥ 1
t
· P(〈n, (Hess f)(X)−1n〉 ≤ t | 〈n,X〉). (34)
Markov’s inequality shows that for any random variable 0 ≤ θ ≤ 1 one has P
(
θ > E(θ)2
)
> E(θ)2−E(θ) .
Applying this to the random variable P(〈n, (Hess f)(X)−1n〉 ≤ t | 〈n,X〉), whose expectation is p
by (31), we may continue (34) to obtain
P
(
−(lnα)′′(〈n,X〉) > p
2t
)
>
p
2− p. (35)
This is to be compared with the conclusion of Lemma 2.2, which states that for any C ≥ 4,
P
(
−(lnα)′′(〈n,X〉) >
(
Cmax
s∈R
α(s)
)2)
≤ 4C−1. (36)
Substituting C = 8−4pp , the two inequalities show that
(
8−4p
p maxs∈R
α(s)
)2
> p2t , proving (32), under
our additional assumption on the positivity of Hess f .
To treat the case of general f , define, for ε > 0,
fε(x) :=
1
Zε
f(x) exp
(
−1
2
ε‖x‖2
)
where Zε =
∫
f(x) exp
(−12ε‖x‖2) dx is chosen so that ∫ fε(x) dx = 1. Note that Zε → 1 as
ε ց 0 by the dominated convergence theorem. Let Xε be a random vector with density fε.
Note that Hess fε(x) = Hess f(x) + εId for almost every x. In particular, 〈n, (Hess f)(x)−1n〉 ≥
〈n, (Hess fε)(x)−1n〉 almost everywhere. Thus
p = P
(〈n, (Hess f)(X)−1n〉 ≤ t) = lim
εց0
P
(〈n, (Hess f)(Xε)−1n〉 ≤ t)
≤ lim inf
εց0
P
(〈n, (Hess fε)(Xε)−1n〉 ≤ t)
by a second application of the dominated convergence theorem. Now set αε to be the log-concave
density of 〈n,Xε〉. It is straightforward that for every s ∈ R,
α(s) ≥ 1
Zε
αε(s)
Combining the above facts we obtain the conclusion (32) as a consequence of the theorem applied
to Xε, by taking the limit εց 0. 
Proof of Theorem 1.1. Define the unit vector n := η‖η‖ and let α be the log-concave density of
〈n,X〉. Let r > 0 and set
p := P
(〈n, (Hess f)(X)−1n〉 ≤ r) . (37)
Lemma 2.5 shows that
max
s∈R
α(s) ≥ p
3/2
(8− 4p)√2r ≥
p3/2
8
√
2r
. (38)
Part 1 of Proposition 2.1 then implies that
Var(〈n,X〉) ≤ Cr
p3
(39)
for a universal constant C > 0. The conclusion (3) now follows by setting r = t‖η‖2 . 
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2.3. Proof of the quantitative log-concavity theorem. In this section we prove Theorem 1.2.
As in the theorem, let X be a random vector with a log-concave density exp(−f) and η ∈ Rn.
Denote by αη : R → [0,∞) the (log-concave) density function of 〈η,X〉. Fix D ≥ 0, t > 0 and
s ∈ R satisfying that αη(s) > 0.
Denote by mn−1 the (n − 1)-dimensional Hausdorff measure on Rn. We fix a representative of
the marginal density αη by setting
αη(r) =
∫
{x∈Rn : 〈η,x〉=r}
exp(−f(x))dmn−1(x), r ∈ R. (40)
Similarly, we fix a representative of γη(D, ·, t) by setting
γη(D, r, t)αη(r) =
∫
{x∈Rn : 〈η,x〉=r, Dη,x(t)≥D}
exp(−f(x))dmn−1(x) (41)
for r in the open interval {r ∈ R : αη(r) > 0}.
Recall the definition of Dη,x from (5) and note that it takes values in [0,∞] by the convexity of
f . Note further that Dη,·(t) is upper semi-continuous and, in particular, measurable.
We first prove (7). Aiming to apply the Pre´kopa-Leindler inequality, define F1, F2 : Rn−1 →
[0,∞) to be the restrictions of the density exp(−f(x)) to the hyperplanes 〈η, x〉 = s + t and
〈η, x〉 = s − t, respectively (the hyperplanes are parameterized as Rn−1 and are equipped with a
standard Lebesgue measure - the projection ofmn−1). Set g : Rn → (−∞,∞] to equal f(x)+Dη,x(t)
for x satisfying f(x) < ∞ and to equal ∞ for other x. Lastly, define F : Rn−1 → [0,∞) as the
restriction of exp(−g(x)) to the hyperplane 〈η, x〉 = s.
The above definitions imply that the assumption (11) of the Pre´kopa-Leindler inequality with
λ = 12 is satisfied, i.e.,
F
(
1
2
(x+ y)
)
≥
√
F1(x)F2(y), x,y ∈ Rn−1 (42)
Consequently,
∫
F (x)dx ≥
√∫
F1(x)dx
∫
F2(x)dx =
√
αη(s + t)αη(s− t). (43)
To prove (7), it remains to note that∫
F (x)dx ≤ (1− γη(D, s, t)(1− e−D)) · αη(s) (44)
Indeed, by the definition of g and (41),∫
F (x)dx =
∫
{x∈Rn : 〈η,x〉=s}
exp(−g(x))dmn−1(x) ≤ ((1 − γη(D, s, t)) + exp(−D)γη(D, s, t))αη(s).
We proceed to prove (8). Define the random variable Γ := P(Dη,X(t) ≥ D | 〈η,X〉). Then, by (7),√
αη(〈η,X〉 − t)αη(〈η,X〉 + t) ≤
(
1− Γ · (1− e−D)) · αη(〈η,X〉). (45)
Hence it suffices to prove that P(Γ ≥ 12) ≥ 12 . This follows from the fact that E(Γ) ≥ 34 (by Markov’s
inequality applied to 1− Γ).
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3. Random surface preliminaries
In this section we develop the technical tools necessary to prove our main results on random
surfaces, Theorem 1.4 and Theorem 1.5. These tools will be put together in the following Section 4
to enable the use of the concentration results of Section 1.1 in the random surface context.
3.1. Isoperimetric properties of ΛdL. In this section we provide isoperimetric estimates for two
graphs: the box ΛdL and the graph obtained by performing a bond percolation process on Λ
d
L.
The bond percolation process we will need for our application to random surfaces is not the usual
independent percolation, but is still super-critical in a suitable sense. We postpone the formal
definition; it is given later by (46).
For a graph G = (V (G), E(G)) and a subset X ⊂ V (G) write
E(G)|X := {{x, y} ∈ E(G) : {x, y} ⊆ X}
∂GX := {{x, y} ∈ E(G) : #({x, y} ∩X) = 1}.
If X 6= ∅, let G|X := (X,E(G)|X ) be the induced subgraph of G on X. For connected G, we will
further use the class of connected subsets whose complement is also connected,
C(G) := {X ⊆ V (G) : X /∈ {∅, V (G)}, both G|X and G|V (G)\X are connected}.
We write |S| for the cardinality of a finite set S.
3.1.1. The box ΛdL. The following is the isoperimetric inequality we need.
Lemma 3.1. Let d ≥ 2 and L ≥ 1. If X ⊆ V (ΛdL) and |X| ≤ 3Ld/4, then∣∣∣∂Λd
L
X
∣∣∣ ≥ |X| d−1d .
The inequality follows as a corollary of the following result.
Lemma 3.2. (Bolloba´s and Leader [11]) Let d ≥ 2 and L ≥ 1. Given X ⊆ V (ΛdL), it holds that
(i)
∣∣∣∂Λd
L
X
∣∣∣ ≥ min
r∈{1,2,...,d}
|X|1− 1r rL dr−1 if |X| ≤ Ld/2;
(ii)
∣∣∣∂Λd
L
X
∣∣∣ ≥ Ld−1 if Ld/4 ≤ |X| ≤ 3Ld/4.
These results appear in [11] as Theorem 3 (item (i)) and Corollary 4 (item (ii)).
Proof of Lemma 3.1. If |X| ≤ Ld/2, then assertion (i) of Lemma 3.2 implies
∣∣∣∂Λd
L
X
∣∣∣ ≥ |X|
L
min
r∈{1,2,...,d}
r
(
Ld
|X|
) 1
r
≥ |X|
L
min
r∈{1,2,...,d}
(
Ld
|X|
) 1
r
= |X| d−1d .
In the remaining case, Ld/2 < |X| ≤ 3Ld/4, assertion (ii) of Lemma 3.2 yields
|∂Λd
L
X| ≥ Ld−1 > |X| d−1d . 
3.1.2. Bond percolation on ΛdL. In this section we study isoperimetry for random spanning sub-
graphs of ΛdL (i.e., random subgraphs whose vertex set is V (Λ
d
L)). Specifically, for 0 < p < 1 we
consider random spanning subgraphs ΛdL,p of Λ
d
L satisfying the property
P
(
E′ ∩ E(ΛdL,p) = ∅
)
≤ (1− p)|E′| for each E′ ⊂ E(ΛdL). (46)
Independent bond percolation with parameter p certainly satisfies (46) but our application to
random surfaces will make use of a more general percolation process, for which (46) still holds true.
The next lemma studies the (anchored) isoperimetric properties of ΛdL,p for p sufficiently close to 1
(see also [44] for related statements).
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Lemma 3.3. Let d ≥ 2. There is a function q : (0, 1) → [0, 1] satisfying limpր1 q(p) = 1 such
that the following holds. Let L ≥ 1 and let a, b ∈ V (ΛdL). Let 0 < p < 1. Suppose ΛdL,p is a
random spanning subgraph of ΛdL satisfying (46). Let Ga denote the connected component of a in
ΛdL,p (considered as a connected graph). Then each of the following events holds with probability at
least q(p):
(1) b ∈ V (Ga).
(2) For each set X ∈ C(Ga) satisfying a ∈ X and |X| ≤ 12 |V (Ga)| it holds that
|∂GaX| ≥
1
2
|X| d−1d .
The proof of the lemma makes use of the following standard estimate for the number of connected
sets with connected complement. For a ∈ V (ΛdL) and integer m ≥ 1 define
Ca,m(ΛdL) :=
{
X ∈ C(ΛdL) : a ∈ X, |X| ≤ 3Ld/4,
∣∣∣∂Λd
L
X
∣∣∣ = m} .
Lemma 3.4. Let d ≥ 2 and L ≥ 1. There exists C > 1, depending only on d, such that the
inequality ∣∣∣Ca,m(ΛdL)∣∣∣ ≤ Cm
holds for each a ∈ V (ΛdL) and every integer m ≥ 1.
As we could not find a reference for this exact statement, we provide a proof at the end of the
section.
Proof of Lemma 3.3. For each integer m ≥ 1 and v ∈ ΛdL, define the event
Ev,m :=
{
∃X ∈ Cv,m(ΛdL) satisfying
∣∣∣∂Λd
L,p
X
∣∣∣ < 12m} .
Define also Ev :=
∞⋃
m=1
Ev,m. We first prove the convergence
lim
p→1
P(Ev) = 0 uniformly in L, v, (47)
where here and later we also implicitly require the uniformity of the statements in the choice of
processes (ΛdL,p) satisfying (46). To see this, first consider a specific X ∈ Cv,m. The inequality∣∣∣∂Λd
L,p
X
∣∣∣ < 12m implies that some ⌈m/2⌉-edge subset of ∂ΛdLX is completely removed when passing
from ΛdL to ∂ΛdL,p
X. Taking a union bound over such subsets, we obtain
P
(∣∣∣∂Λd
L,p
X
∣∣∣ < 12m) ≤
(
m
⌈m/2⌉
)
(1− p)⌈m/2⌉ ≤ (4(1 − p))m/2.
Now, if C is the constant from Lemma 3.4, and if p is sufficiently close to 1, then (47) is implied
by the following inequalities:
P(Ev) ≤
∞∑
m=1
P(Ev,m) ≤
∞∑
m=1
(4C2(1− p))m/2 ≤ 3C
√
1− p.
We next prove that
lim
p→1
P(v /∈ V (Ga)) = 0 uniformly in L, a and v ∈ V (ΛdL). (48)
To prove (48), we assume that for some v ∈ V (ΛdL) the property v /∈ V (Ga) holds. Then there
exists a set X ∈ C(ΛdL) with a ∈ X, v /∈ X and ∂Λd
L,p
X = ∅. Further, min
{|X|, ∣∣V (ΛdL) \X∣∣} ≤
Ld/2 ≤ 3Ld/4, whence the event Ea ∪ Ev holds. (Indeed, Ea holds if |X| ≤ 3Ld/4 and Ev holds
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if
∣∣V (ΛdL) \X∣∣ ≤ 3Ld/4). Therefore P(v /∈ V (Ga)) ≤ P(Ea) + P(Ev), and (48) follows from (47).
Taking v = b proves the assertion of the lemma regarding item (1).
In order to prove the assertion of the lemma regarding item (2), define the event
E :=
{
|V (Ga)| < Ld/2
}
.
We note that
lim
p→1
P(E) = 0 uniformly in L, a (49)
as a consequence of (48) and the following chain of inequalities:
P(E) ≤ 2
Ld
· E
∣∣∣V (ΛdL) \ V (Ga)∣∣∣ = 2Ld
∑
v∈V (Λd
L
)
P(v /∈ V (Ga)) ≤ 2 · max
v∈V (Λd
L
)
P(v /∈ V (Ga)).
It thus suffices to show that the event in item (2) holds when neither Ea nor E hold. Let X ∈ C(Ga)
for which a ∈ X and |X| ≤ 12 |V (Ga)|. Let us extend X to a set X ′ = X ⊔ Y , where
Y := {w ∈ V (ΛdL) \ V (Ga) : ∄ path in ΛdL|V (Λd
L
)\X between w and V (Ga) \X}
(informally, X ′ is obtained from X by “filling holes”). From the definition of Y it is evident that
X ′ ∈ C(ΛdL), V (Ga) ∩X ′ = X and ∂ΛdL,pX
′ = ∂GaX. Additionally, when E does not hold, we have
|X ′| ≤ Ld − |V (Ga) \X| ≤ Ld − 12 |V (Ga)| ≤ 3Ld/4.
Lastly, using Lemma 3.1 and the fact that Ea does not hold, we conclude that
|∂GaX| =
∣∣∣∂Λd
L,p
X ′
∣∣∣ ≥ 1
2
∣∣∣∂Λd
L
X ′
∣∣∣ ≥ 1
2
|X ′| d−1d ≥ 1
2
|X| d−1d ,
so the event in item (2) indeed occurs, provided that neither E nor Ea holds. 
We now give the proof of Lemma 3.4.
If X ∈ C(ΛdL), then, in a certain sense, the boundary of X is connected. This is established in
the next lemma which is proved by Deuschel and Pisztora (part (ii) of [22, Lemma 2.1]).
Lemma 3.5. Let ΠdL be the graph defined by
V (ΠdL) := E(Λ
d
L),
{e1, e2} ∈ E(ΠdL)⇔
[
e1 ∩ e2 6= ∅, or
e1 and e2 are parallel and span a unit square.
Let X ∈ C(ΛdL). Then the induced subgraph ΠdL|∂X is connected, where ∂X stands for ∂ΛdLX.
The following standard lemma gives a bound on the number of connected subsets of a graph
containing a given vertex. A proof may be found in [10, Chapter 45].
Lemma 3.6. Let G = (V (G), E(G)) be a graph with maximal degree ∆ ≥ 3. Let v ∈ V (G) and
integer m ≥ 1. Then
|{S ⊂ V (G) : S is connected, v ∈ S and |S| = m}| ≤ (e(∆ − 1))m−1.
Proof of Lemma 3.4. Since X ∈ Ca,m(ΛdL) is uniquely determined by ∂X := ∂ΛdLX, it is sufficient to
enumerate all possibilities for ∂X. Given an edge e1 ∈ ∂X, the connectivity property of Lemma 3.5
and the counting estimate of Lemma 3.6 show that there are at most Cm options for ∂X, where
C depends only on d. To find the starting edge e1 the following argument may be used. Choose
X0 ⊆ V (ΛdL) so that a ∈ X0, ΛdL|X0 is connected and |X0| =
⌊
min
{
m
d
d−1 , 3Ld/4
}⌋
+1. Lemma 3.1
implies that |X| < |X0|, from which we conclude that ∂X ∩ E(ΛdL|X0) 6= ∅. Consequently, e1 may
be chosen as one of at most |E(ΛdL|X0)| ≤ d
(
m
d
d−1 + 1
)
≤ C˜m options for a constant C˜ depending
only on d. 
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3.2. Energy estimate via isoperimetry. The following lemma is the main result of this section.
It is a close relative of the result by Benjamini and Kozma [4, Theorem 2.1], with the difference
that our result is applicable for non-quadratic potentials.
Lemma 3.7. Let G be a finite connected graph. Let l be an integer such that 2l ≤ |V (G)| < 2l+1.
For each i ∈ {1, 2, . . . , l} and for each vertex v ∈ V (G) write
Mi(v) := max
{
|E(G|X )|+ |∂GX| : X ∈ C(G), v ∈ X,
⌊ |V (G)|
2i+1
⌋
< |X| ≤
⌊ |V (G)|
2i
⌋}
,
mi(v) := min
{
|∂GX| : X ∈ C(G), v ∈ X,
⌊ |V (G)|
2i+1
⌋
< |X| ≤
⌊ |V (G)|
2i
⌋}
,
(50)
with the convention that a maximum, or minimum, over an empty collection remains undefined.
Let, finally, U : R→ R be a convex function with U(0) = 0 and U(−x) ≡ U(x). Then the inequality
inf
ϕ:V (G)→R
ϕ(a)−ϕ(b)=1
∑
e∈E(G)
U(∇eϕ) ≥
inf
p1,...,pl≥0
q1,...,ql≥0
p1+...+pl+q1+...+ql=1
(
l∑
i=1
Mi(a) · U
(
pimi(a)
Mi(a)
)
+
l∑
i=1
Mi(b) · U
(
qimi(b)
Mi(b)
))
. (51)
holds for every two distinct vertices a, b ∈ V (G), when all quantities Mi(a),mi(a),Mi(b),mi(b) are
defined. In the presence of undefined terms the inequality continues to hold with the following mod-
ification: Whenever one of Mi(a),mi(a) (respectively, Mi(b),mi(b)) is undefined the corresponding
summand is set to 0 and the additional restriction pi = 0 (respectively, qi = 0) is added to the
infimum.
We remark that while some of the terms Mi(v),mi(v) may indeed be undefined for some graphs
G and vertices v ∈ V (G), it is always the case that for every distinct a, b ∈ V (G) there is an
X ∈ C(G) with a ∈ X and b /∈ X, implying that for at least one i either both Mi(a),mi(a) or both
Mi(b),mi(b) are defined.
Before we proceed with the proof, let us show that a well-known energy bound for the quadratic
potential on graphs with the isoperimetry of a Zd lattice follows as an immediate corollary.
Corollary 3.8. In the setup of Lemma 3.7, suppose that the graph G and vertices a, b ∈ V (G) are
such that the quantities Mi(a),mi(a),Mi(b),mi(b) which are defined satisfy the inequalities
Ml−i(v) ≤ C 2i and ml−i(v) ≥ c 2
d−1
d
i for 1 ≤ i ≤ l and v ∈ {a, b},
where d ≥ 2 is an integer and C, c > 0. Then there exists c′ = c′(d,C, c) > 0 such that
inf
ϕ:V (G)→R
ϕ(a)−ϕ(b)=1
∑
e∈E(G)
(∇eϕ)2 ≥
{
c′
l if d = 2,
c′ if d ≥ 3.
Proof. Lemma 3.7 implies that for some c0 = c0(d,C, c) we have
inf
ϕ:V (G)→R
ϕ(a)−ϕ(b)=1
∑
e∈E(G)
(∇eϕ)2 ≥ c0 inf
p1,...,pl≥0
q1,...,ql≥0
p1+...+pl+q1+...+ql=1
(
l−1∑
i=0
2i(1−2/d)(p2l−i + q
2
l−i)
)
.
The corollary follows by using the Cauchy–Schwarz inequality in the form (
∑
ri)
2 ≤ (∑ air2i )(∑ 1ai ),
where r2i−1 = pl−i, r2i = ql−i, a2i−1 = a2i = 2
i(1−2/d) for i = 1, 2, . . . , l. 
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Proof of Lemma 3.7. The proof is given for the case that all the quantitiesMi(a),mi(a),Mi(b),mi(b)
are defined. The required modifications when some of the terms are undefined are straightforward.
Note that U has to be continuous on R, since it is convex and attains only finite values.
No generality is lost if we assume ϕ(a) = 1 and ϕ(b) = 0. But then the inequality∑
e∈E(G)
U(∇eϕ) ≥
∑
e∈E(G)
U(∇eϕ¯)
holds, where
ϕ¯(v) :=


0, if ϕ(v) < 0
ϕ(v), if 0 ≤ ϕ(v) ≤ 1
1, if ϕ(v) > 1
for all v ∈ V (G).
Thus it is sufficient to consider ϕ ∈ [0, 1]V (G). For the reasons of compactness, the infimum
inf
ϕ:V (G)→R
ϕ(a)−ϕ(b)=1
∑
e∈E(G)
U(∇eϕ)
is attained on a non-empty compact set Ωmin ⊆ [0, 1]V (G). Let
ϕmin = argmin
ϕ∈Ωmin
∑
e∈E(G)
(∇eϕ)2
(the quadratic function is used here for convenience and can be replaced by other strictly convex,
even functions on R). Then for every s ∈ [0, 1) it holds that X(s) ∈ C(G), where
X(s) := {v ∈ V (G) : ϕmin(v) ≤ s}.
Indeed, assume for the contradiction that G|X(s) is disconnected. If X0 ( X(s) is such that b /∈ X0
and G|X0 is a connected component of G|X(s), define
ϕε(v) :=
{
ϕmin(v), if v /∈ X0
ϕmin(v) + ε, if v ∈ X0 for all v ∈ V (G).
Then, for all sufficiently small ε > 0,∑
e∈E(G)
U(∇eϕε) ≤
∑
e∈E(G)
U(∇eϕmin) and
∑
e∈E(G)
(∇eϕε)2 <
∑
e∈E(G)
(∇eϕmin)2,
a contradiction to the choice of ϕmin. The induced graph G|V (G)\X(s) is connected for similar
reasons. From now on we will write ϕ instead of ϕmin, since this will not cause any confusion.
Given a number ν ∈ N and an edge e = {u, v} ∈ E(G), denote
Tν(e) = {0, 1, 2, . . . , ν − 1} ∩ [min ν · ϕ(e), max ν · ϕ(e)),
with ν · ϕ(e) := {ν · ϕ(u), ν · ϕ(v)}, so that
τ ∈ Tν(e) if and only if e ∈ ∂GX (τ/ν) .
Then ∑
e∈E(G)
U(∇eϕ) = lim
ν→∞
∑
e∈E(G)
U
( |Tν(e)|
ν
)
.
Let us define a partition
{0, 1, 2, . . . , ν − 1} = Ia1,ν ⊔ . . . ⊔ Ial,ν ⊔ Ib1,ν ⊔ . . . ⊔ Ibl,ν
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according to the following equivalence relations:
τ ∈ Ibi,ν ⇐⇒
⌊
|V (G)|
2i+1
⌋
<
∣∣X (τν )∣∣ ≤ ⌊ |V (G)|2i ⌋ , i = 1, 2, . . . , l,
τ ∈ Ia1,ν ⇐⇒
⌊
|V (G)|
4
⌋
<
∣∣V (G) \X (τν )∣∣ < ⌈ |V (G)|2 ⌉ ,
τ ∈ Iai,ν ⇐⇒
⌊
|V (G)|
2i+1
⌋
<
∣∣V (G) \X (τν )∣∣ ≤ ⌊ |V (G)|2i ⌋ , i = 2, 3, . . . , l.
(52)
It is not hard to check that indeed, according to the definition (52), each number τ becomes assigned
to exactly one set Iai,ν or Ibi,ν.
Define
Pai,ν :=
{
(e, τ) : e ∈ E(G), τ ∈ Iai,ν , τ ∈ Tν(e)
}
,
Pbi,ν :=
{
(e, τ) : e ∈ E(G), τ ∈ Ibi,ν , τ ∈ Tν(e)
}
.
For the next steps of the proof it will be useful to recall that since U is convex and satisfies
U(0) = 0 then U(tx) ≤ t U(x) for t ∈ [0, 1] and x ≥ 0, and consequently U(x1 + . . . + xn) ≥
U(x1) + . . .+ U(xn) for non-negative x1, . . . , xn. Thus
U
( |Tν(e)|
ν
)
= U
(
1
ν
l∑
i=1
ν−1∑
τ=0
1[(e, τ) ∈ Pai,ν ] +
1
ν
l∑
i=1
ν−1∑
τ=0
1[(e, τ) ∈ Pbi,ν ]
)
≥
l∑
i=1
U
(
1
ν
ν−1∑
τ=0
1[(e, τ) ∈ Pai,ν ]
)
+
l∑
i=1
U
(
1
ν
ν−1∑
τ=0
1[(e, τ) ∈ Pbi,ν ]
)
.
Assume that Ibi,ν 6= ∅. Set τ bi,ν := max Ibi,ν and Ebi,ν := E
(
G|X(τbi,ν/ν)
)
∪ ∂G
(
X
(
τ bi,ν/ν
))
. By
definition, (e, τ) ∈ Pbi,ν if and only if τ ∈ Ibi,ν and e ∈ ∂GX (τ/ν). Therefore, if e ∈ E(G) is such
that there exists τ with (e, τ) ∈ Pbi,ν then e ∈ Ebi,ν . We conclude that
∑
e∈E(G)
U
(
1
ν
ν−1∑
τ=0
1[(e, τ) ∈ Pbi,ν ]
)
=
∑
e∈Ebi,ν
U

1
ν
∑
τ∈Ibi,ν
1[(e, τ) ∈ Pbi,ν ]

 ≥
|Ebi,ν | · U
(
|Ibi,ν|
ν
·mi(b) · 1|Ebi,ν |
)
≥Mi(b) · U
(
|Ibi,ν|
ν
·mi(b) · 1
Mi(b)
)
,
where the inequalities use Jensen’s inequality and the inequalities
|Ebi,ν | ≤Mi(b) and
∑
e∈Ebi,ν
1[(e, τ) ∈ Pbi,ν ] = |∂GX (τ/ν) | ≥ mi(b) for every τ ∈ Ibi,ν.
If Ibi,ν = ∅, then we still have
∑
e∈E
U
(
1
ν
ν−1∑
τ=0
1[(e, τ) ∈ Pbi,ν ]
)
≥Mi(b) · U
(
|Ibi,ν|
ν
·mi(b) · 1
Mi(b)
)
,
since both sides of the inequality are zero.
Similarly, for each i = 1, 2, . . . , l it holds that
∑
e∈E
U
(
1
ν
ν−1∑
τ=0
1[(e, τ) ∈ Pai,ν ]
)
≥Mi(a) · U
( |Iai,ν |
ν
·mi(a) · 1
Mi(a)
)
,
since the roles of a and b are interchangeable.
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The argument above yields
∑
e∈E(G)
U
( |Tν(e)|
ν
)
≥
l∑
i=1
Mi(a) · U
( |Iai,ν|
ν
·mi(a) · 1
Mi(a)
)
+
l∑
i=1
Mi(b) · U
(
|Ibi,ν |
ν
·mi(b) · 1
Mi(b)
)
≥ inf
p1,...,pl≥0
q1,...,ql≥0
p1+...+pl+q1+...+ql=1
(
l∑
i=1
Mi(a) · U
(
pimi(a)
Mi(a)
)
+
l∑
i=1
Mi(b) · U
(
qimi(b)
Mi(b)
))
,
as the second inequality is implied by the identity |Ia1,ν |+ . . .+ |Ial,ν|+ |Ib1,ν |+ . . .+ |Ibl,ν| = ν. The
inequality (51) follows by passing to the limit ν →∞. 
3.3. Estimates on the joint distribution of gradients. In this section we consider a random
surface model sampled from the distribution µTd2L,U
of Setting 1 (as introduced in Section 1.2; in
particular, we work on the ‘even’ torus Td2L). We impose the restrictions
∫
R
e−U(x) dx < ∞ and
infR U(x) > −∞. We note that every non-constant convex potential satisfies these restrictions, but
U is not assumed to be convex in this section.
Let ϕ be sampled from the measure µTd2L,U
of Setting 1. Given a measurable set S ⊆ [0,∞), for
an arbitrary set of edges E0 ⊆ E(Td2L) one can consider the following event: the gradients |∇eϕ|
for edges e ∈ E0 all belong to the set S. Our goal is to obtain an upper bound for the probability
of such an event in the form of p(S, d, U)|E0|, where p(S, d, U) is a certain explicit expression. The
proof uses reflection positivity in the form of the chessboard estimate (in a way similar to [41]). In
the later application to proving Theorem 1.4, S is chosen to contain a neighborhood of infinity and
a neighborhood of the points where U ′′ vanishes. The neighborhoods are chosen as a function of U
in a such a way that p(S, d, U) is small.
Lemma 3.9. Let d ≥ 2 and L ≥ 2 be integers. Let U : R → (−∞,∞] be a potential such that
U(−x) = U(x) for all x ∈ R, 0 < ∫
R
e−U(x) dx < ∞ and infR U(x) > −∞. Let, finally, ϕ be a
random surface randomly sampled according to the measure µTd2L,U
. There exist positive numbers
C(d, U) and c(d) (both independent of L and the second also independent of U) such that the
inequality
P
(
|∇eϕ| ∈ S for all e ∈ E0
)
≤ p(S, d, U)|E0|
holds for all E0 ⊆ E(Td2L) and all measurable S ⊆ [0,∞) if we set, by definition,
p(S, d, U) :=
(
C(d, U) ·
∫
S
e−U(x) dx
)c(d)
.
Our use of the chessboard estimate is the main reason for working with periodic boundary
conditions (i.e., on Td2L). We do not know to obtain an analog of Lemma 3.9 without using the
chessboard estimate although it seems reasonable that an analog in Setting 2 (i.e., on the box ΛdL)
should hold. For a step in this direction see [18].
The rest of this section is devoted to the proof of Lemma 3.9. We therefore extend the use of
the notation introduced in Lemma 3.9 to the entire section.
Define
ES [ϕ] := {e ∈ E(Td2L) : |∇eϕ| ∈ S}.
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(We use the square brackets to produce a distinguishable notation; the argument of E accom-
modated in round brackets is usually a graph.) Next, for 1 ≤ j ≤ d and σ ∈ {0, 1}d, define
Ej,σ(Td2L) ⊆ E(Td2L) as a collection of edges of the form {(x1, x2, . . . , xd), (y1, y2, . . . , yd)}, where
xi ≡ yi ≡ σi (mod 2) for all i 6= j.
In particular, each edge e ∈ Ej,σ(Td2L) is aligned with the jth coordinate vector. Note that Ej,σ(Td2L)
and Ej′,σ′(Td2L) are either disjoint or equal, with equality occurring exactly when j = j
′ and σ equals
σ′ on all but the jth coordinate.
The next proposition is known in the literature.
Proposition 3.10. The inequality
P
(
E0 ⊆ ES [ϕ]
)
≤ P
(
Ej,σ(T
d
2L) ⊆ ES
)|E0|/|Ej,σ(Td2L)|
.
holds for each 1 ≤ j ≤ d, σ ∈ {0, 1}d, all E0 ⊆ Ej,σ(Td2L) and all measurable S ⊆ [0,∞).
Proof. See [5, Theorem 5.8] or [41, Section 3]. The proof is derived from the chessboard estimate.
(See the aforementioned references also for the details of that technique.) 
For the next proposition the reader may benefit from recalling the notion of the partition function
ZG,V0,ϕ0,U , see formula (15). In our case, i.e., with G = T
d
2L and with boundary conditions (V0, ϕ0)
as in Setting 1 in Section 1, we shorten the notation to ZTd2L,U
.
Proposition 3.11. There exists a positive constant C3(d, U), independent of L, such that
ZTd2L,U
≥ C3(d, U)1−|V (Td2L)|.
Proof. See [41, Lemma 3.1]. 
Proposition 3.12. There exists a positive constant C(d, U) such that the inequality
P
(
Ej,σ(T
d
2L) ⊆ ES [ϕ]
)
≤
(
C(d, U) ·
∫
S
e−U(t) dt
) 1
2
|Ej,σ(Td2L)|
(53)
holds for each 1 ≤ j ≤ d, each σ ∈ {0, 1}d and every measurable subset S ⊆ [0,∞).
Proof. Let T be an arbitrary tree satisfying the conditions
(a) V (T ) = V (Td2L);
(b) E(T ) ⊆ E(Td2L);
(c)
∣∣(E(T ) ∩ Ej,σ(Td2L))∣∣ ≥ 12 |Ej,σ(Td2L)|.
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Then the following inequalities hold.
P
(
Ej,σ(T
d
2L) ⊆ ES [ϕ]
)
≤ P
(
E(T ) ∩ Ej,σ(Td2L) ⊆ ES [ϕ]
)
=
1
ZTd2L,U
·
∫
Ω
Td
2L
,U
∏
e∈E(Td2L)
exp(−U(∇eϕ)) ·
∏
e∈E(T )
e∈Ej,σ(Td2L)
1(|∇e(ϕ)| ∈ S) ·
∏
v∈V (Td2L)\{0}
dϕ(v)
=
1
ZTd2L,U
·
∫
Ω
Td
2L
,U
∏
e∈E(Td2L)
e/∈E(T )
exp(−U(∇eϕ)) ·
∏
e∈E(T )
e/∈Ej,σ(Td2L)
exp(−U(∇eϕ))
·
∏
e∈E(T )
e∈Ej,σ(Td2L)
exp(−U(∇eϕ))1(|∇eϕ| ∈ S) ·
∏
e∈E(T )
d(∇eϕ)
≤ 1
ZTd2L,U
·
[
exp
(− inf
t∈R
U(t)
)]|E(Td2L)|−|E(T )|
·

∫
R
e−U(t) dt


|E(T )\Ej,σ(Td2L)|
·

2∫
S
e−U(t) dt


|E(T )∩Ej,σ(Td2L)|
. (54)
We also note that, by the choice of the tree T , one has∣∣∣E(T ) ∩ Ej,σ(Td2L)∣∣∣ ≥ 12 |Ej,σ(Td2L)|. (55)
Plugging (55) and the result of Proposition 3.11 into (54) indeed yields the estimate (53). 
We are ready to finish the proof of Lemma 3.9.
Proof of Lemma 3.9. Given E0, choose
(j0, σ0) := argmax
(j,σ):
j∈{1,2,...,d}
σ∈{0,1}d
∣∣∣E0 ∩ Ej,σ(Td2L)∣∣∣ .
Then ∣∣∣E0 ∩ Ej0,σ0(Td2L)∣∣∣ ≥ |E0|C1(d) , (56)
where, by definition, C1(d) := d · 2d−1 is the number of distinct subsets Ej,σ(Td2L).
Let us note that the following inequalities hold:
P
(
E0 ⊆ ES [ϕ]
)
≤ P
(
E0 ∩ Ej0,σ0(Td2L) ⊆ ES [ϕ]
)
≤ P
(
Ej0,σ0(T
d
2L) ⊆ ES [ϕ]
)|E0∩Ej0,σ0(Td2L)|/|Ej0,σ0 (Td2L)|
≤

C2(d, U) ·
∫
S
e−U(t) dt


1
2 |E0∩Ej0,σ0(T
d
2L)|
≤

C2(d, U) ·
∫
S
e−U(t) dt


1
2 |E0|/C1(d)
.
Indeed, the first inequality holds by inclusion of the respective events; the second inequality holds
by Proposition 3.10; the third inequality follows from Proposition 3.12 (with C2 being the constant
from that proposition); finally, the last inequality is a consequence of (56).
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We finish the proof of Lemma 3.9 by letting C(d, U) := C2(d, U) and c(d) :=
1
2C1(d)
. 
4. Proofs of the results on random surfaces
In this section we prove our main results on random surfaces, Theorem 1.4 and Theorem 1.5.
4.1. Tail estimate for the potential U(x) = |x|p + x2, p > 2. In this section we prove The-
orem 1.5. We will focus on Setting 2 (the box ΛdL), as the proof for Setting 1 is literally the
same.
The proof is an application of the quantitative log-concavity result, Theorem 1.2. Let us first
state a corollary of that result in the context of random surfaces. Recall the definitions of the
random surface measure µG,V0,ϕ0,U and the set ΩG,V0,ϕ0 from (13) and (14).
Lemma 4.1. Let G be a finite connected graph, V0 a proper subset of V (G), ϕ0 : V0 → R and
U : R → R ∪ {∞} be an even convex function which is not everywhere constant. Let η ∈ RV (G)
satisfy η|V (G)\V0 6≡ 0. Denote by αη : R→ [0,∞) the (log-concave) density function of 〈η, ϕ〉, when
ϕ is sampled from the random surface measure µG,V0,ϕ0,U . Define, for s, r ∈ R and t > 0,
Dη(s, t) := inf
ϕ+,ϕ−∈ΩG,V0,ϕ0
〈η,ϕ+〉=s+t
〈η,ϕ−〉=s−t
∑
e∈E(G)
1
2
[
U(∇eϕ+) + U(∇eϕ−)
]− U(∇eϕ+ + ϕ−
2
)
, (57)
W (r) := inf
s∈R
1
2
(U(s + r) + U(s− r))− U(s), (58)
Dη(t) := inf
ψ:V (G)→R
ψ≡0 on V0
〈η,ψ〉=t
∑
e∈E(G)
W (∇eψ). (59)
If s ∈ R, t > 0 and min{αη(s− t), αη(s), αη(s + t)} > 0, then
lnαη(s)− 1
2
(lnαη(s+ t) + lnαη(s − t)) ≥ Dη(s, t) ≥ Dη(t). (60)
Proof. In order to use Theorem 1.2 we identify ΩG,V0,ϕ0 with R
V (G)\V0 in the canonical fashion
(restricting the functions to V (G) \ V0). We let the random vector X of Theorem 1.2 be sampled
from µG,V0,ϕ0,U , noting that this distribution is absolutely continuous with respect to the Lebesgue
measure on ΩG,V0,ϕ0 , with the log-concave density exp(−f) satisfying
f(ϕ) = − ln(ZG,V0,ϕ0,U) +
∑
e∈E(G)
U(∇eϕ). (61)
We may thus define Dη,ϕ(t) via the formula (5). It then holds that
Dη(s, t) = inf
ϕ∈ΩG,V0,ϕ0
〈η,ϕ〉=s
Dη,ϕ(t).
Recalling also the definition of γη(D, s, t) from (6), our definitions imply that γη(Dη(s, t), s, t) = 1.
Thus the inequality √
αη(s− t)αη(s+ t) ≤ e−Dη(s,t)αη(s)
holds for every t > 0 and s ∈ R satisfying αη(s) > 0 by Theorem 1.2, establishing the first inequality
in (60).
To see that Dη(s, t) ≥ Dη(t), establishing the first inequality in (60), observe the following. For
each ϕ+, ϕ− ∈ ΩG,V0,ϕ0 satisfying 〈η, ϕ+〉 = s+ t and 〈η, ϕ−〉 = s− t we may define ϕ = 12(ϕ++ϕ−)
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and ψ = 12 (ϕ
+ − ϕ−) so that
1
2
[
U(∇eϕ+) + U(∇eϕ−)
]−U(∇eϕ) = 1
2
(U(∇eϕ+∇eψ) +U(∇eϕ−∇eψ))−U(∇eϕ) ≥W (∇eψ)
and ψ : V (G)→ R satisfies ψ ≡ 0 on V0 and 〈η, ψ〉 = t. 
We proceed to prove Theorem 1.5 in Setting 2. Fix integers d ≥ 3, L ≥ 2 and real p > 2, t > 1.
Set U(x) = |x|p + x2. Let ϕ be sampled from the random surface measure µΛd
L
,U . Let V0 ⊂ V (ΛdL)
be as in Setting 2 and fix v ∈ V (ΛdL) \ V0.
Let αv be the marginal density of ϕ(v). The function αv(s) is even and log-concave and therefore
αv(s) is non-strictly increasing for s ≤ 0 and non-strictly decreasing for s ≥ 0. Combining this
observation with Item 3 of Proposition 2.1 gives
P(|ϕ(v)| > t) ≤ P(αv(ϕ(v)) < αv(t)) ≤ αv(t)
αv(0)
.
Consequently, it will suffice to prove the inequality
αv(t)
αv(0)
≤ C exp(−c tmin{p,d}). (62)
For convenience, in this section we will use the comparison operators ≪, ≫ and ≈ meaning,
respectively, that the (positive) expression on the left is smaller than, is greater than, or equals the
(positive) expression on the right up to a positive factor which depends only on d and p and not
on any other parameter.
Lemma 4.1, applied to αv (noting that ϕ(v) = 〈ηv, ϕ〉, where ηv : V (ΛdL) → R is the indicator
function of the vertex v), yields
αv(t) =
√
αv(−t)αv(t) ≤ exp(−D(t)) · αv(0) (63)
where, using the abbreviations Ω for ΩΛd
L
,V0,ϕ0
and E for E(ΛdL),
D(t) = inf
ψ∈Ω
ψ(v)=t
∑
e∈E
W (∇eψ),
W (r) = inf
s∈R
1
2
(U(s+ r) + U(s− r))− U(s) ≈ |r|p + r2.
Thus, the required inequality (62) will follow from (63) by obtaining a lower bound for the expression
D∗(t) := min
ψ∈Ω
ψ(v)=t
∑
e∈E
(|∇eψ|p + (∇eψ)2).
This will be accomplished by means of the energy estimate of Lemma 3.7 for G = ΛdL, a = v and
an arbitrary vertex b ∈ V0. We adopt the notation mi(·) and Mi(·) of that lemma. The number of
vertices of the graph is N := |V (ΛdL)| = Ld and we fix l to be an integer such that 2l ≤ N < 2l+1.
It is well-known that ΛdL has the isoperimetry of Z
d in the sense of Corollary 3.8, i.e.,
Mi(a),Mi(b)≪ N
2i
, mi(a),mi(b)≫
(
N
2i
) d−1
d
,
as follows from Lemma 3.1.
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Lemma 3.7 yields
min
ψ∈Ω
ψ(v)=t
∑
e∈E
W (∇eψ) = min
ψ∈Ω
ψ(v)=1
∑
e∈E
W (t∇eψ)
≥ inf
p1,...,pl≥0
q1,...,ql≥0
p1+...+pl+q1+...+ql=1
(
l∑
i=1
Mi(a) ·W
(
tpimi(a)
Mi(a)
)
+
l∑
i=1
Mi(b) ·W
(
tqimi(b)
Mi(b)
))
≫ inf
p1,...,pl≥0
p1+...+pl=1
l−1∑
i=0
(
2
i
(
1−
2
d
)
t2p2l−i + 2
i
(
1−
p
d
)
tpppl−i
)
. (64)
For the rest of the proof we may assume that l is sufficiently large. Indeed, if σl denotes the
infimum in the rightmost part of (64) and fl(p1, p2, . . . , pl) denotes the expression under that
infimum, we have
σl = inf
p1,...,pl≥0
p1+...+pl=1
fl(p1, p2, . . . , pl) = inf
p1,...,pl≥0
p1+...+pl=1
fl+1(0, p1, p2, . . . , pl)
≥ inf
p1,...,pl+1≥0
p1+...+pl+1=1
fl+1(p1, p2, . . . , pl+1) = σl+1.
Consequently, increasing l may only weaken our estimate.
In addition, the fact that the partial derivative of fl(p1, p2, . . . , pl) with respect to each pi equals
zero at pi = 0 and is strictly positive when pi > 0 implies that the infimum is attained for a vector
with strictly positive coordinates.
Now, set
(p1, p2, . . . , pl) = argmin
p1,...,pl≥0
p1+...+pl=1
l−1∑
i=0
(
2
i
(
1−
2
d
)
t2p2l−i + 2
i
(
1−
p
d
)
tpppl−i
)
.
As explained above we have pi > 0 for all i. Therefore, there exists a β independent of i (a Lagrange
multiplier) such that
2 · 2i
(
1−
2
d
)
t2pl−i + p · 2i
(
1−
p
d
)
tppp−1l−i = β ∀i = 1, 2, . . . , l.
Consequently,
pl−i ≈ min
(
2
−i
(
1−
2
d
)
t−2β, 2
−i
d−p
d(p−1) t
−
p
p−1β
1
p−1
)
. (65)
We conclude the proof by considering three cases:
Case 1. d < p. Assuming, as we may, that l is sufficiently large, let 0 ≤ i0 ≤ l − 1 be such that
td ≤ 2i0 < 2td (recalling that t > 2). We prove that pl−i0 ≫ 1 whence D∗(t)≫ td by (64). Indeed,
by (65) and our assumption that d < p,
1 = p1 + . . . + pl ≪
l−1∑
i=i0
2
−i
(
1−
2
d
)
β
t2
+
i0−1∑
i=0
2
i
p−d
d(p−1)
(
β
tp
) 1
p−1
≪ 2−i0
(
1−
2
d
)
β
t2
+ 2
i0
p−d
d(p−1)
(
β
tp
) 1
p−1 ≈ β
td
+
(
β
td
) 1
p−1
.
Thus β ≫ td so that pl−i0 ≫ 1 by (65).
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Case 2. d = p. Assuming, as we may, that l is sufficiently large, let 0 ≤ i0 ≤ l − 1 be such that
td
(ln t)d(d−1)/(d−2)
≤ 2i0 < 2 t
d
(ln t)d(d−1)/(d−2)
(recalling that t > 2). We prove that pl−i ≫ 1ln t for 0 ≤ i ≤ i0 whence D∗(t) ≫ t
d
(ln t)d−1
by (64).
Indeed, by (65) and our assumption that d = p,
1 = p1 + . . .+ pl ≪
l−1∑
i=i0
2
−i
(
1−
2
d
)
β
t2
+
i0−1∑
i=0
(
β
td
) 1
d−1 ≪ 2−i0
(
1−
2
d
)
β
t2
+ i0
(
β
td
) 1
d−1
.
Thus β ≫ td
(ln t)d−1
so that pl−i ≫ 1ln t for 0 ≤ i ≤ i0 by (65).
Case 3. d > p. We prove that pl ≫ 1 whence D∗(t) ≫ tp by (64). Indeed, by (65) and our
assumption that d > p,
1 = p1 + . . .+ pl ≪
l−1∑
i=0
2
−i
d−p
d(p−1)
(
β
tp
) 1
p−1 ≪
(
β
tp
) 1
p−1
.
Thus β ≫ tp so that pℓ ≫ 1 by (65) (as p > 2).
Theorem 1.5 is now proved in Setting 2 (the box ΛdL). Setting 1 is handled in the same way.
Remark. Theorem 1.5 discusses potentials of the form U(x) = |x|p+x2. It is also natural to consider
the family of potentials Up(x) = |x|p where we further assume p ≥ 1 to impose convexity. In the
case p > 2 we may defineWp via the recipe (58) (with respect to Up) and observe thatWp(r) ≈ |r|p.
With this observation we may follow the calculation in this section and obtain in dimensions d > p
the tail probability decay P(|ϕ(v)| > t) ≤ Cp exp(−cptp) (in the setup of Theorem 1.5). A more
involved approach is required to handle dimensions d ≤ p or the cases 1 ≤ p < 2 and we do not
pursue this direction in this paper.
4.2. Proof of Theorem 1.4. In this section we prove Theorem 1.4. We present two proofs: the
first based on the quantile Brascamp–Lieb type inequality of Theorem 1.1 and the second based
on the quantitative log-concavity result of Theorem 1.2. We will use the definitions of the random
surface measure µG,V0,ϕ0,U and the set ΩG,V0,ϕ0 , which the reader may recall from (13) and (14).
The next lemma is an adaptation of the quantile Brascamp–Lieb type inequality, Theorem 1.1,
to the random surface setting.
Lemma 4.2. There exists a universal constant C > 0 so that the following holds. Let G be a finite
connected graph, V0 a proper subset of V (G), ϕ0 : V0 → R and U : R→ R∪{∞} be an even convex
function which is not everywhere constant. Let η ∈ RV (G) satisfy η|V (G)\V0 6≡ 0. Let ϕ be sampled
from the random surface measure µG,V0,ϕ0,U . Define, for each ψ ∈ ΩG,V0,ϕ0,
Dη,ψ := inf
χ:V (G)→R
χ≡0 on V0
〈η,χ〉=1
∑
e∈E(G)
U ′′(∇eψ) (∇eχ)2 . (66)
Then for each t > 0,
Var(〈η, ϕ〉) ≤ Ct
P
(
Dη,ϕ ≥ 1t
)3 . (67)
In particular,
Var(〈η, ϕ〉) ≤ 8CMed
(
1
Dη,ϕ
)
. (68)
where Med(Y ) is any median of the random variable Y , i.e., a number t satisfying P(Y ≥ t) ≥ 12
and P(Y ≤ t) ≥ 12 .
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We note that the term U ′′(s) appearing in (66) is defined for almost every s ∈ R by the convexity
of U (in the sense of second-order Taylor expansion; see (2)). The terms corresponding to e ∈
E(G|V0) in the sum (66) can be omitted due to having ∇eχ = 0. The other terms are almost surely
well defined when ϕ is substituted for ψ, so that Dη,ϕ is well defined.
Proof. As in the previous proof, identify ΩG,V0,ϕ0 with R
V (G)\V0 in the canonical fashion (restricting
the functions to V (G)\V0), and note that the distribution of ϕ has the log-concave density exp(−f)
given by (61). Noting that the statement of the lemma is unaffected by changes to the coordinates
of η on V0, we also identify η with its restriction to V \ V0 when needed. With these in mind, the
lemma follows from Theorem 1.1, when substituting ϕ for X, after noting that
Dη,ψ =
1
〈η, (Hess f)(ψ)−1η〉 , (69)
for the set of ψ ∈ ΩG,V0,ϕ0 for which Dη,ψ is defined by (66). To see the equality, recall first the
variational principle (see (26)),
1
〈η, (Hess f)(ψ)−1η〉 = infχ:V (G)→R
χ≡0 on V0
〈η,χ〉=1
〈χ,Hess(f)(ψ)χ〉
where, again, χ is identified with its restriction to V (G) \ V0, and the left-hand side is interpreted
as 0 when η lies in the kernel of (Hess f)(ψ). Equality (69) then follows by consideration of the
formula (61) for f . 
We also adapt the quantitative log-concavity results, Theorem 1.2 and Lemma 1.3, to the random
surface setting.
Lemma 4.3. Let G be a finite connected graph, V0 a proper subset of V (G), ϕ0 : V0 → R and
U : R → R ∪ {∞} be an even convex function which is not everywhere constant. Let η ∈ RV (G)
satisfy η|V (G)\V0 6≡ 0. Let ϕ be sampled from the random surface measure µG,V0,ϕ0,U and set
αη : R → [0,∞) to be the (log-concave) density function of 〈η, ϕ〉. Define, for ψ ∈ ΩG,V0,ϕ0 and
t > 0,
Dη,ψ(t) := inf
ψ+,ψ−∈ΩG,V0,ϕ0
ψ++ψ−=2ψ
〈η,ψ+−ψ−〉=2t
∑
e∈E(G)
1
2
[
U(∇eψ+) + U(∇eψ−)
]− U(∇eψ). (70)
Define further, for each D ≥ 0, t > 0 and s ∈ R satisfying that αη(s) > 0
γη(D, s, t) := P(Dη,ϕ(t) ≥ D | 〈η, ϕ〉 = s). (71)
Then the inequality √
αη(s− t)αη(s + t) ≤
(
1− γη(D, s, t)(1 − e−D)
) · αη(s) (72)
holds for every D, t and s as above. In particular, if P(Dη,ϕ(t) ≥ D) ≥ 34 for some D, t > 0 then
P
(√
α(〈η, ϕ〉 + t)α(〈η, ϕ〉 − t) ≤
(
1− 1
2
(
1− e−D) )α(〈η, ϕ〉)) ≥ 1
2
(73)
and consequently
Var(〈η, ϕ〉) ≤
(
Ct
1− e−D
)2
(74)
for an absolute constant C > 0.
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Proof. The proof follows the same lines as the proof of Lemma 4.1. Identify ΩG,V0,ϕ0 with R
V (G)\V0
in the canonical fashion (restricting the functions to V (G) \ V0). Noting that the distribution of
ϕ is absolutely continuous with respect to the Lebesgue measure on ΩG,V0,ϕ0 , with the log-concave
density exp(−f) given by (61). With these definitions, Dη,ψ(t) coincides with the formula (5) when
substituting ψ for x and replacing the η of the lemma by its restriction to V (G) \ V0. Similarly,
γη(D, s, t) defined in (71) coincides with (6) when substituting ϕ for X. The inequalities (72)
and (73) thus follow from Theorem 1.2 and the conclusion (74) follows from Lemma 1.3. 
4.2.1. The key lemma. We now specialize to the setting of Theorem 1.4 and state the key lemma
for its proof.
Lemma 4.4. Suppose that U : R → (−∞,∞] is such that U(x) = U(−x) for all x, and, in
addition, the following assumption is satisfied:
U is convex and U ′′(x) > 0 Lebesgue almost-everywhere (a.e.) on {x : U(x) <∞}, (75)
Let d ≥ 2 and L ≥ 2 be integers and let v ∈ V (Td2L) \ {0}. Define
(1) (Fluctuation growth): For R > 0,
τd(R) :=
{√
ln(R+ 1) d = 2,
1 d ≥ 3. (76)
(2) (Effective conductance of a subgraph): For a set of edges E ⊆ E(Td2L),
DE,v := inf
χ:V (Td2L)→R
χ(0)=0
χ(v)=1
∑
e∈E
(∇eχ)2 . (77)
(3) (Second-order ratio of U at s): For s ∈ R,
δU (s) := inf
t∈(0,∞)
U(s+ t) + U(s− t)− 2U(s)
min{t2, 1} . (78)
(4) (Subgraph of edges with large second-order ratio): For ψ : V (Td2L)→ R and δ > 0,
E(ψ, δ) = {e ∈ E(G) : δU (∇eψ) ≥ δ}. (79)
Then there exist δ0, c > 0 depending only on d and U (but not on L and v) such that when ϕ is
randomly sampled from µTd2L,U
,
P
(
DE(ϕ,δ0),v ≥
c
τd(‖v‖1)2
)
≥ 3
4
. (80)
4.2.2. Deduction of Theorem 1.4 from Lemma 4.4. We explain here how Theorem 1.4 follows from
the key lemma using either the quantile Brascamp–Lieb result of Lemma 4.2 or the quantitative
log-concavity result of Lemma 4.3. Let Ω = {ψ : V (Td2L)→ R : ψ(0) = 0}.
Let ηv : V (Td2L) → R be defined by ηv(v) = 1 and ηv(w) = 0 for w ∈ V (Td2L) \ {v}, so that
〈ηv, ψ〉 = ψ(v) for ψ ∈ Ω. We apply the aforementioned results with η = ηv.
Proof of Theorem 1.4 using the quantile Brascamp–Lieb approach. Observe that if U ′′(s) is defined
at an s ∈ R then
U ′′(s) ≥ δU (s). (81)
Thus, for ψ ∈ Ω, with the definition of Dη,ψ from (66), the definition of DE,v from (77) and the
definition of E(ψ, δ) from (79),
Dηv ,ψ ≥ δ ·DE(ψ,δ),v . (82)
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As the conclusion (80) of the key lemma implies that when ϕ is randomly sampled from µTd2L,U
then
Med
(
1
Dηv ,ϕ
)
≤ τd(‖v‖1)
2
c
for at least one median, we conclude from Lemma 4.2 that
Var(ϕ(v)) ≤ C ′τd(‖v‖1)2
for an absolute constant C ′ > 0, as required. 
Proof of Theorem 1.4 using the quantitative log-concavity approach. We aim to give a lower bound
for the quantity Dη,ψ(t) of (70) (with η = ηv) in terms of the quantity DE,v of (77) and the set of
edges E(ψ, δ) of (79). To this end, we write for ψ ∈ Ω and t, δ > 0,
Dηv ,ψ(t)
(a)
= inf
ψ+,ψ−∈Ω
ψ++ψ−=2ψ
ψ+(v)−ψ−(v)=2t
∑
e∈E(G)
1
2
[
U(∇eψ+) + U(∇eψ−)
]− U(∇eψ)
(b)
≥ inf
ψ+,ψ−∈Ω
ψ++ψ−=2ψ
ψ+(v)−ψ−(v)=2t
∑
e∈E(ψ,δ)
1
2
[
U(∇eψ+) + U(∇eψ−)
]− U(∇eψ)
(c)
= inf
χ∈Ω
χ(v)=1
∑
e∈E(ψ,δ)
1
2
[U(∇eψ + t∇eχ) + U(∇eψ − t∇eχ)]− U
(
∇eψ
)
(d)
≥ inf
χ∈Ω
χ(v)=1
δ
2
∑
e∈E(ψ,δ)
min
{
t2(∇eχ)2, 1
}
(e)
≥ inf
χ∈Ω
χ(v)=1
δ
2
min

t2
∑
e∈E(ψ,δ)
(∇eχ)2, 1

 (f)= δ2 min{t2DE(ψ,δ),v , 1}
(83)
where the inequality (b) uses the fact that 12(U(s + t) + U(s − t)) − U(s) ≥ 0 for all s, t ∈ R by
the convexity of U , the equality (c) follows by defining χ = ψ
+−ψ−
2t and the inequality (d) holds by
the definition of E(ψ, δ) (see (79)). Let δ0, c > 0 be as in the key lemma, Lemma 4.4. Thus, the
conclusion (80) of the key lemma implies that when ϕ is randomly sampled from µTd2L,U
then
P
(
Dηv ,ϕ(τd(‖v‖1)) ≥
δ
2
min{c, 1}
)
≥ 3
4
. (84)
As this is the sufficient condition for the variance bound (74) stated in the quantitative log-concavity
result of Lemma 4.3 we conclude that
Var(ϕ(v)) ≤ C ′τd(‖v‖1)2 (85)
for an absolute constant C ′ > 0, as required. 
4.2.3. Proof of the key lemma.
Proof of Lemma 4.4. We rely on Lemma 3.3 to introduce an auxiliary constant p0 ∈ (0, 1). In the
notation of that lemma, let p0 be chosen so close to 1 as to satisfy the inequality q(p0) ≥ 1112 . From
now on, let also R := ‖v‖∞.
Assume that, with some choice of δ0 > 0 the inequality
P
(
E(ϕ, δ0) ∩ E′ = ∅
) ≤ (1− p0)|E′| (86)
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holds for every E′ ⊆ E(Td2L). Considering the embedding ΛdR+1 →֒ Td2L such that both 0 and v are
vertices of the embedded graph, denote
ΛdR+1,p0 :=
(
V (ΛdR+1), E(Λ
d
R+1) ∩ E(ϕ, δ0)
)
.
The assumption (86) implies that the graph ΛdR+1,p0 satisfies the condition of Lemma 3.3 with
p = p0. Consequently, writing
E0 := {event (a) of Lemma 3.3 for ΛdR+1,p0 with a = 0 and b = v occurs},
E1 := {event (b) of Lemma 3.3 for ΛdR+1,p0 with a = 0 and b = v occurs},
E2 := {event (b) of Lemma 3.3 for ΛdR+1,p0 with a = v and b = 0 occurs},
we get that P(E0 ∩ E1 ∩ E2) ≥ 34 .
As in Lemma 3.3, denote by Gu the conected component of the vertex u in Λ
d
R+1,p0
. By definition
of the event E0 it follows that G0 = Gv whenever this event occurs. In addition, by definition of
the events E1 and E2, it holds that, whenever the event E0 ∩ E1 ∩ E2 occurs, the graph G0 = Gv
satisfies the condition of Corollary 3.8. As a result, whenever the event E0∩E1∩E2 occurs, we have
DE(ϕ,δ0),v
(a)
= inf
χ:V (Td2L)→R
χ(0)=0
χ(v)=1
∑
e∈E(ϕ,δ0)
(∇eχ)2
(b)
≥ inf
χ:V (Td2L)→R
χ(0)=0
χ(v)=1
∑
e∈E(G0)
(∇eχ)2
(c)
≥ c
τd(‖v‖1)2 ,
where the inequality (c) follows from Corollary 3.8. Hence
P
(
DE(ϕ,δ0),v ≥
c
τd(‖v‖1)2
)
≥ P(E0 ∩ E1 ∩ E2) ≥ 3
4
,
and (80) indeed follows from (86).
Therefore, in order to finish the proof, it is sufficient to choose δ0 > 0 so that (86) holds. The
remaining part of the argument pursues that goal.
Denote
SU (δ) := {s ∈ R : U(s) <∞, δU (s) < δ}.
The set SU(δ) is 0-symmetric; for convenience, we also denote S
+
U (δ) := SU (δ) ∩ [0,∞). It is also
straightforward that δU (s) > 0 if U
′′(s) > 0, which implies that the identity
lim
δց0
1{s ∈ SU(δ)} = 0
holds Lebesgue-a.e. on the set {s : U(s) <∞}. By the dominated convergence theorem, we get
lim
δց0
∫
S+
U
(δ)
e−U(t) dt = lim
δց0
∞∫
0
e−U(t)1{t ∈ S+U (δ)} dt = 0.
Consequently, with p(S, d, U) defined as in Lemma 3.9, we have
lim
δց0
p(S+U (δ), d, U) = limδց0

C(d, U) · ∫
S+
U
(δ)
e−U(x) dx


c(d)
= 0.
Thus there exists δ0 > 0 depending only on d and U such that p(S
+
U (δ0), d, U) < 1 − p0. For this
choice of δ0 the property (86) follows directly from Lemma 3.9, which concludes the proof. 
CONCENTRATION INEQUALITIES FOR LOG-CONCAVE DISTRIBUTIONS 31
Acknowledgements
The work of AM was supported in part by Israel Science Foundation grant 861/15, the European
Research Council starting grant 678520 (LocalOrder) and the Russian Science Foundation grant
20-41-09009. The work of RP was supported in part by Israel Science Foundation grants 861/15
and 1971/19 and by the European Research Council starting grant 678520 (LocalOrder). We are
grateful to Gady Kozma for letting us know of the work [4] and for sharing with us the question
of understanding the typical maximal value of the random surface with potential U(x) = x4 + x2
on the three-dimensional grid V (ΛdL) := {1, . . . , L}3. We thank Ronen Eldan, Emanuel Milman
and Sasha Sodin for fruitful discussions of the presented results and related questions. We thank
Jean-Dominique Deuschel for a discussion of the results of [21].
References
[1] S. Adams, S. Buchholz, R. Kotecky´, S. Mu¨ller. Cauchy–Born rule from microscopic models with non-convex
potentials. arXiv preprint (2019), arXiv:1910.13564.
[2] S. Adams, R. Kotecky´, S. Mu¨ller. Strict convexity of the surface tension for non-convex potentials. arXiv preprint
(2016), arXiv:1606.09541.
[3] A. D. Aleksandrov. Almost everywhere existence of the second differential of a convex function and some prop-
erties of convex surfaces connected with it. Leningrad State University Annals [Uchenye Zapiski], Mathematical
Series, 37:6 (1939), 3–35 (in Russian).
[4] I. Benjamini, G. Kozma. A resistance bound via an isoperimetric inequality. Combinatorica 25:6 (2005), pp. 645–
650.
[5] M. Biskup. Reflection positivity and phase transitions in lattice spin models. In: Methods of Contemporary
Mathematical Statistical Physics (ed. R. Kotecky´), Lecture Notes in Mathematics, vol. 1970, pp. 1–86, Springer-
Verlag, Berlin–Heidelberg, 2009.
[6] M. Biskup, H. Spohn. Scaling limit for a class of gradient fields with nonconvex potentials. The Annals of
Probability, 39:1 (2011), pp. 224–251.
[7] S. Bobkov. Isoperimetric and analytic inequalities for log-concave probability measures. The Annals of Proba-
bility, 27:4 (1999), pp. 1903–1921.
[8] Sergey G. Bobkov, and Michel Ledoux. From Brunn–Minkowski to Brascamp–Lieb and to logarithmic Sobolev
inequalities. Geometric & Functional Analysis (GAFA) 10:5 (2000), pp. 1028–1052.
[9] Sergey G. Bobkov, and Michel Ledoux. Weighted Poincare´-type inequalities for Cauchy and other convex mea-
sures. The Annals of Probability 37, no. 2 (2009): 403–427.
[10] B. Bolloba´s. The art of mathematics: Coffee time in Memphis. Cambridge University Press, 2006.
[11] B. Bolloba´s, I. Leader. Edge-isoperimetric inequalities in the grid. Combinatorica 11:4 (1991), pp. 299–314.
[12] H.J. Brascamp, E.H. Lieb. Some inequalities for Gaussian measures and the long-range order of the one-
dimensional plasma, lecture at Conference on Functional Integration, Cumberland Lodge, England. In: Func-
tional Integration and its Applications, (ed. A.M. Arthurs), pp. 1–14, Clarendon Press, 1975.
[13] H.J. Brascamp, E.H. Lieb. On extensions of the Brunn-Minkowski and Prkopa-Leindler theorems, including
inequalities for log concave functions, and with an application to the diffusion equation. Journal of Functional
Analysis, 22:4 (1976), pp. 366–389.
[14] H.J. Brascamp, E.H. Lieb, J.L. Lebowitz. The statistical mechanics of anharmonic lattices. In: Statistical Me-
chanics, pp. 379–390. Springer, Berlin–Heidelberg, 1975.
[15] J. Bricmont, J.-R. Fontaine, J.L. Lebowitz. Surface tension, percolation, and roughening. Journal of Statistical
Physics, 29:2 (1982), pp. 193–203.
[16] D. Brydges, T. Spencer. Fluctuation estimates for sub-quadratic gradient field actions. Journal of Mathematical
Physics, 53:9 (2012), paper ID: 095216.
[17] David Brydges, Horng-Tzer Yau. Grad φ perturbations of massless Gaussian fields. Communications in mathe-
matical physics 129, no. 2 (1990): 351-392.
[18] O. Cohen-Alloro, R. Peled. Rarity of extremal edges in random surfaces and other theoretical applications of
cluster algorithms. arXiv preprint arXiv:1711.00259 (2017).
[19] C. Cotar, J.-D. Deuschel. Decay of covariances, uniqueness of ergodic component and scaling limit for a class of
∇ϕ systems with non-convex potential. In Annales de lInstitut Henri Poincare`, Probabilits et Statistiques, 48
(2012), pp. 819–853.
[20] C. Cotar, J.-D. Deuschel, S. Mu¨ller. Strict convexity of the free energy for a class of non-convex gradient models.
Communications in mathematical physics, 286:1 (2009), pp. 359–376.
32 ALEXANDER MAGAZINOV AND RON PELED
[21] J.-D. Deuschel, G. Giacomin. Entropic repulsion for massless fields. Stochastic processes and their applications,
89:2 (2000), pp. 333–354.
[22] J.-D. Deuschel, A. Pisztora. Surface order large deviations for high-density percolation. Probability Theory and
Related Fields, 104:4 (1996), pp. 467–482.
[23] R. L. Dobrushin, S. B. Shlosman. Nonexistence of one and two-dimensional Gibbs fields with a noncompact
group of continuous symmetries. Multicomponent Random Systems. Nauka, Moscow, 1978, pp. 214223. (Engl.
transl: Advances in Probability 5. Marcel Dekker, New York and Basel, 1980, pp. 199210).
[24] Lawrence Craig Evans, and Ronald F. Gariepy. Measure theory and fine properties of functions. CRC press,
2015.
[25] Ju¨rg Fro¨hlich, Charles Pfister. On the absence of spontaneous symmetry breaking and of crystalline ordering in
two-dimensional systems. Communications in Mathematical Physics 81, no. 2 (1981): 277-298.
[26] T. Funaki. Stochastic Interface Models. In: Lectures on Probability Theory and Statistics, Ecole d’Ete´ de
Probabilite´s de Saint-Flour XXXIII - 2003 (ed. J. Picard), 103–274, Lect. Notes Math., 1869 (2005), Springer.
[27] Giambattista Giacomin. Aspects of statistical mechanics of random surfaces. Notes of lectures given at IHP, fall
(2001).
[28] Giambattista Giacomin, Stefano Olla, Herbert Spohn. Equilibrium fluctuations for ∇ϕ interface model. Annals
of probability (2001): 1138-1172.
[29] M. Gromov, V. Milman. Generalization of the spherical isoperimetric inequality to uniformly convex Banach
spaces. Compositio Mathematica, 62:3 (1987), pp. 263–282.
[30] S. Hilger. Scaling limit and convergence of smoothed covariance for gradient models with non-convex potential.
arXiv preprint (2016), arXiv:1603.04703.
[31] Dima Ioffe, Senya Shlosman, Yvan Velenik. 2D models of statistical physics with continuous symmetry: the case
of singular interactions. Communications in mathematical physics 226, no. 2 (2002): 433-454.
[32] V. Kadets. A Course in Functional Analysis and Measure Theory. Cham: Springer International Publishing,
2018.
[33] Alexander V. Kolesnikov, and Emanuel Milman. Riemannian metrics on convex sets with applications to Poincar
and log-Sobolev inequalities. Calculus of Variations and Partial Differential Equations 55 (2016), no. 4, art. 77,
36 pp.
[34] Alexander V. Kolesnikov, and Emanuel Milman. BrascampLieb-type inequalities on weighted Riemannian man-
ifolds with boundary. The Journal of Geometric Analysis 27, no. 2 (2017): 1680–1702.
[35] B. Klartag. A central limit theorem for convex sets. Inventiones mathematicae, 168:1 (2007), pp. 91–131.
[36] L. Leindler. On a certain converse of Ho¨lders inequality. In: Linear Operators and Approximation, pp. 182–184,
Birkha¨user, Basel, 1972.
[37] L. Lova´sz, S. Vempala. The geometry of logconcave functions and sampling algorithms. Random Structures &
Algorithms, 30:3 (2007), pp. 307–358.
[38] J. Miller. Fluctuations for the Ginzburg-Landau ∇ϕ interface model on a bounded domain. Communications in
mathematical physics, 308:3 (2011), pp. 591–639.
[39] Emanuel Milman. Private communication, 2019.
[40] Emanuel Milman and Sasha Sodin. An isoperimetric inequality for uniformly log-concave measures and uniformly
convex bodies. Journal of Functional Analysis 254, no. 5 (2008): 1235-1268.
[41] P. Mi los´, R. Peled. Delocalization of two-dimensional random surfaces with hard-core constraints. Communica-
tions in Mathematical Physics 340:1 (2015), pp. 1–46.
[42] A. Naddaf, T. Spencer. On homogenization and scaling limit of some gradient perturbations of a massless free
field. Communications in mathematical physics, 183:1 (1997), pp. 55–84.
[43] Van Hoang Nguyen. Dimensional variance inequalities of Brascamp-Lieb type and a local approach to dimensional
Pre´kopa’s theorem. J. Funct. Anal. 266 (2014), no. 2, 931–955.
[44] G. Pete. A note on percolation on Zd: isoperimetric profile via exponential cluster repulsion. Electron. Commun.
Probab, 13 (2008), pp. 377–392.
[45] A. Pre´kopa. Logarithmic concave measures with application to stochastic programming. Acta Scientiarum Math-
ematicarum, 32 (1971), pp. 301–316.
[46] A. Pre´kopa. On logarithmic concave measures and functions. Acta Scientiarum Mathematicarum, 34:1 (1973),
pp. 335–343.
[47] R. Tyrrell Rockafellar. Second-order convex analysis. J. Nonlinear Convex Anal 1, no. 1-16 (1999): 84.
[48] R. Schneider. Convex bodies: the Brunn–Minkowski theory. Cambridge university press, vol. 151, 2014.
[49] Y. Velenik. Localization and delocalization of random interfaces. Probability Surveys, 3 (2006), pp. 112–169.
[50] Laurent Veysseire. A harmonic mean bound for the spectral gap of the Laplacian on Riemannian manifolds.
Comptes rendus mathematique 348, no. 23–24 (2010): 1319–1322.
[51] Zichun Ye. Models of gradient type with sub-quadratic actions. Journal of Mathematical Physics 60, no. 7 (2019):
073304.
CONCENTRATION INEQUALITIES FOR LOG-CONCAVE DISTRIBUTIONS 33
Alexander Magazinov
School of Mathematical Sciences, Tel Aviv University, Israel.
E-mail address: magazinov-al@yandex.ru
Ron Peled
School of Mathematical Sciences, Tel Aviv University, Israel.
E-mail address: peledron@post.tau.ac.il
