High-Precision extreme-mass-ratio inspirals in black hole perturbation theory and post-Newtonian theory by Forseth, Erik
HIGH-PRECISION EXTREME-MASS-RATIO INSPIRALS IN BLACK HOLE PERTURBATION
THEORY AND POST-NEWTONIAN THEORY
Erik Robert Forseth
A dissertation submitted to the faculty at the University of North Carolina at Chapel Hill in partial
fulfillment of the requirements for the degree of Doctor of Philosophy in the Department of Physics &
Astronomy.
Chapel Hill
2016
Approved by:
Charles R. Evans
Louise Dolan
Joaquin Drut
Fabian Heitsch
Nicholas Law
c© 2016
Erik Robert Forseth
ALL RIGHTS RESERVED
ii
ABSTRACT
Erik Robert Forseth: High-precision extreme-mass-ratio inspirals in black hole perturbation theory and
post-Newtonian theory
(Under the direction of Charles R. Evans)
The recent detection of gravitational wave (GW) signal GW150914 by the Advanced LIGO experiment
inaugurated the long-anticipated era of GW astronomy. This event saw the merger of two black holes, having
roughly 36 and 29 solar masses, and the ringdown of the resulting 62 solar mass black hole. The energy
emitted in gravitational radiation was equivalent to about three solar masses. The detection underscored
the importance of theoretical models for not only isolating signal from noise, but especially for the accurate
estimation of source parameters. The two-body problem in Einstein’s general theory has no exact solution,
and so the development of these models is the subject of intensive research.
We present a set of results for a class of binary systems known as extreme-mass-ratio inspirals (EMRIs),
comprised of a small compact object (generically a stellar-mass black hole) in orbit about a supermassive
black hole (having ∼ 105− 109 solar masses). Our work also has potential application to intermediate-mass-
ratio inspirals (IMRIs), for which the mass ratio is 10−4−10−2. IMRIs are thought to be a potentially strong
source for ground-based GW experiments such as Advanced LIGO/VIRGO. Though not generally a good
source for the LIGO network, EMRIs are well-suited for detection by proposed space-based detectors, e.g.
eLISA. Our work particularly constitutes a program of developing computational tools, methods, and results
for eccentric E/IMRIs, which are thought to be astrophysically important but are much more challenging to
model theoretically compared with circular orbits.
We begin with a brief review of relevant parts of general relativity (GR) theory, followed by overviews of
two prevailing approximation formalisms in GR, black hole perturbation (BHP) theory and post-Newtonian
(PN) theory. Our first original result is a high-precision computation of the first-order gravitational metric
perturbation using a Lorenz gauge frequency domain procedure. Next, we present a fast spectral method for
efficiently evaluating source integrals in eccentric BHP problems. We then apply this method to compute, to
very-high-precision (as many as 200 significant digits), the energy and angular momentum fluxes for an array
of binaries of varying orbital separation and eccentricity. The results are subsequently fit to PN expansions,
and we are thereby able to determine a host of previously unknown, high-order PN parameters. We conclude
with a short discussion of possible future extensions of this work.
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CHAPTER 1: Introduction
Section 1.1: Gravity as spacetime curvature
We begin by attempting to motivate Einstein’s insight that the appropriate relativistic treatment of
gravity is a theory of curved four-dimensional spacetime, and we briefly sketch some of the fundamental
mathematics. By necessity, we omit a vast amount of important detail, and refer the reader to any number
of textbooks for more information. Much of this introduction closely follows [177] and [225].
Einstein’s key insight in formulating his general theory of relativity was the Principle of Equivalence
(PE), which essentially states that the effects of an external gravitational field are indistinguishable from the
effects of acceleration in a non-inertial frame of reference. In a freely-falling elevator, observers and test bodies
experience the same acceleration due to an outside gravitational field, so the field appears to be “canceled”
by inertial forces. Of course, this cancellation does not happen exactly if the field is inhomogeneous or time-
dependent, but the cancellation can still be achieved if we restrict ourselves to a small region of space and
time across which the field changes only negligibly. Therefore, Weinberg states the PE as follows [225]: “at
every space-time point in an arbitrary gravitational field it is possible to choose a ‘locally inertial coordinate
system’ such that, within a sufficiently small region of the point in question, the laws of nature take the same
form as in unaccelerated Cartesian coordinate systems in the absence of gravitation.”
This particular statement of the PE is profoundly suggestive of the vital role that non-Euclidean geometry
is to play in Einstein’s theory; just as physics is locally inertial (that is, well-described by special relativity),
Riemannian manifolds are locally flat. As it turns out, this analogy is more than just suggestive. It leads us
to an important restatement of the PE, called the Principle of General Covariance (PGC) [225]: A physical
equation holds in a general gravitational field if (1.) the equation holds in the absence of gravitation, and
(2.) the form of the equation is preserved under general coordinate transformations x→ x′, i.e. the equation
is “generally covariant.” As we shall see, the local reduction of a curved spacetime to the flat Minkowski
metric implies geodesic, or freely-falling, motion, thereby describing the effects of gravitational fields.
1.1.1: Mathematical preliminaries
Spacetime geometry is described in the language of tensors and the tensor calculus. The metric, denoted
gαβ , is a tensor which encodes information about the spacetime geometry, and therefore the gravitational
1
field. The metric is symmetric on exchange of its indices, meaning that it generally has ten algebraically
independent components. It acts on infinitesimal coordinate displacements dxα to produce an invariant
spacetime interval, ds2:
ds2 = gαβdx
αdxβ . (1.1)
Under a change of coordinates xα = fα(x′µ), the metric changes according to:
g′µν = gαβ
∂fα
∂x′µ
∂fβ
∂x′ν
, (1.2)
but ds2 = g′µνdx
′µdx′ν remains unchanged. The coordinate transformations considered here are not required
to be linear, and the coordinates may be general.
The metric also defines an inner product between vectors Aα and Bβ , gαβA
αBβ , and is used to raise or
lower indices on vectors and tensors; given the vector Aα, its dual Aα, a covector, is
Aα ≡ gαβAβ . (1.3)
Because coordinate lines are allowed to be arbitrarily curved, we need to generalize our notion of differentia-
tion to allow for variation in the underlying coordinate basis vectors (note that we encounter the same issue
in flat space when using curvilinear coordinates). We define the covariant derivative on a vector via
∇βAµ ≡ ∂βAµ + ΓµαβAα. (1.4)
Here, ∂β is the usual partial derivative, and Γ
µ
αβ , the Christoffel symbols (or connection), encode information
about how the basis vectors change. They are computed from the metric,
Γµαβ =
1
2
gµν (∂αgνβ + ∂βgνα − ∂νgαβ) . (1.5)
Covariant differentiation of a covector gives:
∇βAµ = ∂βAµ − ΓαµβAα, (1.6)
and the covariant derivative of rank 2 tensors goes as:
∇βAµν = ∂βAµν + ΓµαβAαν + ΓναβAµα, (1.7)
∇βAµν = ∂βAµν − ΓαµβAαν − ΓανβAµα, (1.8)
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and the generalization to tensors of arbitrary rank is trivial.
Importantly, we choose the connection such that the the covariant derivative of the metric vanishes,
∇γgαβ = ∇γgαβ = 0, (1.9)
implying, among other things, that the operations of index raising/lowering and covariant differentiation
commute with one another.
1.1.2: Parallel transport and geodesic motion
Consider a timelike world line xα = rα(τ) parametrized by proper time τ , where dτ = c−1
√−ds2. The
tangent vector to this worldline is uα = drα/dτ . We now define the derivative of a vector field Aµ (defined
in some neighborhood around the world line) along the world line via
DAµ
dτ
= uβ∇βAµ. (1.10)
A vector is said to be parallel-transported along a world line when
DAµ
dτ
= 0, (parallel transport), (1.11)
and a timelike world line rα(τ) is a geodesic of the spacetime when its own tangent vector uα is parallel-
transported along rα(τ). Intuitively, geodesics are the “straightest lines” of the geometry (examples are
great circles on the globe). By expanding the covariant derivative of Eqn. (1.10), we arrive at the geodesic
equation
duµ
dτ
+ Γµαβu
αuβ = 0, (1.12)
or
d2rµ
dτ2
+ Γµαβ
drα
dτ
drβ
dτ
= 0. (1.13)
Again, we’ve made a choice here to use the metric-compatible connection for which Eqn. (1.9) holds.
In a locally flat region of spacetime in which the Christoffel symbols can be taken to vanish, Eqn. (1.12)
reduces to the statement duµ/dτ = 0. The acceleration vanishes, and the identity between freely-falling
motion and geodesic motion is established.
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We note that photons move on null geodesics of the spacetime, so that
drα
dλ
drα
dλ
= 0. (1.14)
1.1.3: Spacetime curvature and the Riemann tensor
The Riemann curvature tensor
Rαβγδ = ∂γΓ
α
βδ − ∂δΓαβγ + ΓαµγΓµβδ − ΓαµδΓµβγ (1.15)
encodes information about the curvature of the spacetime, and, by virtue of a number of symmetries, has
twenty algebraically independent components. It satisfies additionally a set of differential constraints known
as the Bianchi identities,
∇αRµνβγ +∇γRµναβ +∇βRµνγα = 0, (1.16)
to which we shall return later on.
The geometric content of the Riemann tensor is easily understood in terms of the geodesic deviation,
which refers to the tendency of neighboring geodesics to approach or recede from one another. Consider a
“congruence” of geodesics xα = rα(τ, µ), where τ is a proper time and µ a parameter which labels different
geodesics. Define the geodesic deviation vector ξ ≡ drα/dµ. Then, the equation of geodesic deviation is
given by
D2ξα
dτ2
= −Rαβγδuβξγuδ. (1.17)
This is a statement of relative acceleration between two geodesics in a curved spacetime, the presence of
curvature therefore being indicated by the non-vanishing of the Riemann tensor. In a flat geometry, parallel
(straight line) geodesics never cross, and their distance from one another remains constant. In its application
to the theory of gravitational fields, Eqn. (1.17) is a statement about the effects of tidal forces on neighboring,
freely-falling observers.
We may now define two more objects, the Ricci and Einstein tensors:
Rαβ ≡ Rµαµβ , (1.18)
Gαβ ≡ Rαβ − 1
2
gαβR, (1.19)
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where R ≡ Rµµ = gαβRαβ . The Bianchi identities now lead to the “contracted Bianchi identities,”
∇βGαβ = 0. (1.20)
Finally, we make a note about the laws of physics in flat spacetime and their generalization to curved
spacetime. The translation is remarkably simple. Starting with any physical equation, we rewrite it in
tensorial form, in such a way that it is invariant under arbitrary Lorentz transformations. We then replace
the flat space Minkowski metric ηαβ with the appropriate curved space metric gαβ , and replace all partial
derivatives with covariant derivatives. The PE guarantees that the special relativistic physics is valid in any
locally inertial frame, and hence justifies this prescription.
1.1.4: Einstein field equations
The Einstein field equations connect spacetime curvature, via the Einstein tensor defined in Eqn. (1.19),
with the distribution of matter and energy in spacetime, via the stress-energy tensor,
Gµν = 8piTµν . (1.21)
Satisfaction of the Bianchi identities, Eqn. (1.20), implies that only six of the ten equations are truly inde-
pendent. Recall that, in general, there are ten independent metric components. As we shall see, the field
equations are not underdetermined; imposition of a gauge condition (equivalent to a choice of coordinates)
provides another four constraints, bringing the number of independent metric components in line with the
number of field equations.
Together, the field equations and the Bianchi identities imply
∇βTαβ = 0, (1.22)
which states that the stress-energy tensor must have vanishing divergence. In the special relativistic limit
this amounts to local energy-momentum conservation.
The Einstein field equations are coupled and highly nonlinear. Conceptually, this nonlinearity may be
understood by saying that the gravitational field sources itself. The field has associated energy, which must
then interact with the field itself. This interesting difficulty underlies much of the richness of GR; it is also
the basis for the theory’s general intractability (at least insofar as efforts at obtaining analytic solutions are
concerned), and necessitates the approximation schemes to which the bulk of this document will be devoted.
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These complications do not arise in electromagnetic theory, since electromagnetic fields are not themselves
charged.
1.1.5: The Schwarzschild black hole solution
Because of the nonlinearity of the field equations, only a handful of exact, analytic spacetime solutions are
known in GR. The results presented in this document have to do with motion in one of these spacetimes, called
the Schwarzschild black hole solution. The Schwarzschild solution was the first nontrivial exact solution put
forth after Einstein’s publication of the theory, though the implications of the singularities of this metric–
a “true” singularity at the center of the black hole and a coordinate singularity at the horizon–were not
fully understood for some years after Schwarzschild’s initial publication. It describes the static, spherically-
symmetric vacuum spacetime in the vicinity of a non-rotating black hole. Here, we briefly motivate this
solution.
We begin by proposing the most general form a static, isotropic spacetime metric,
ds2 = B(r)dt2 +A(r)dr2 + r2dθ2 + r2 sin2 θdφ2. (1.23)
The vacuum field equations read,
Rµν = 0. (1.24)
Eqn. (1.23) may be used to find the components of the Ricci tensor, and from (1.24) we find three nontrivial
equations,
4A′B2 − 2rB′′AB + rA′B′B + rB′2A = 0, (1.25)
rA′B + 2A2B − 2AB − rB′A = 0, (1.26)
−2rB′′AB + rA′B′B + rB′2A− rB′AB = 0. (1.27)
Subtracting the first and third equations, we obtain
A′B +AB′ = 0, (1.28)
implying that
A(r)B(r) = K, (1.29)
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where K is a nonzero constant. Substitution of (1.29) into the middle equation gives
rA′ = A(1−A), (1.30)
which is solved by
A(r) =
(
1 +
1
Sr
)−1
, (1.31)
where S is another nonzero constant. Thus, the metric is now written
ds2 = K
(
1 +
1
Sr
)
dt2 +
(
1 +
1
Sr
)−1
dr2 + r2
(
dθ2 + sin2 θdφ2
)
. (1.32)
We are nearly done, but K and S are as yet undetermined. For these, one makes the physical argument
that the geodesic equations of motion of this metric must reproduce the Newtonian equations of motion in
the appropriate limit. It is shown that (in the geometrized units c = G = 1) K = −1, and S = −1/2M .
Defining
f(r) ≡ 1− rS
r
, (1.33)
rS ≡ 2M, (1.34)
where rS is the Schwarzschild radius, equal to twice the mass of the gravitational source (the black hole), we
have
ds2 = −f(r)dt2 + f(r)−1dr2 + r2 (dθ2 + sin2 θdφ2) . (1.35)
Section 1.2: The two-body problem in general relativity (GR)
The two-body problem is exceedingly simple to state: given the initial positions and velocities of two
objects at some time t0, what are the positions and velocities of the objects at all future times t > t0? In
Newtonian gravity, it is not only simple to state, it is simple to solve. Let M ≡ m1 +m2 be the total mass.
Letting the origin of the coordinates be the location of the center of mass, define r ≡ r1 − r2, where r1 and
r2 are the position vectors for m1 and m2, respectively. A few lines of manipulation then show that
r¨ = −GM
r2
rˆ. (1.36)
It is then straightforward to pose initial conditions and solve (1.36).
However, this problem remains unsolved in GR. The difficulty may be intuited by considering that, in
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some sense, the two-body problem actually becomes a three-body problem in the context of GR; there are
the two bodies as well as the gravitational field. The field has an associated energy, and so it acts as a
gravitational field source itself.
In fact, what we are describing is the nonlinearity of the Einstein equations, which results in complicated
self-interactions, e.g. gravitational waves (GWs) scattering off the background spacetime curvature. The
effect of all of this is to greatly complicate the task of solving for the motion of the two masses.
Nevertheless, it is unacceptable not to make progress on the problem, not only because of its fundamental
nature, but for its implications in predicting and analyzing gravitational wave signals using modern exper-
iments. Gravitational waves, first predicted by Einstein in 1916 shortly after the publication of his general
theory, are “ripples” in spacetime which propagate at the speed of light. The effects of a passing GW were
long thought too small to measure, but indirect evidence for their existence was established with the obser-
vation of the Hulse-Taylor binary pulsar PSR B1913+16 beginning in 1974, and GWs from the merger of a
binary black hole system were directly detected by the LIGO collaboration in September 2015 [3]. We show
how GWs arise mathematically in GR in Sec. 2, In the following section, we briefly describe the observational
prospects for GWs from compact binary mergers.
Section 1.3: Gravitational radiation and observational interest
Merging compact binaries have long been thought to be a promising source of gravitational waves that
may be found by ground-based or future space-based detectors. With the first observation of a binary black
hole merger (GW150914) by Advanced LIGO [3], the era of gravitational wave astronomy has arrived. This
first observation emphasizes what was long understood–that detection of weak signals and physical parameter
estimation will be aided by accurate theoretical predictions. Both the native theoretical interest and the
need to support detection efforts combine to motivate research in three complementary approaches [146]
for computing merging binaries: numerical relativity [29, 148], post-Newtonian (PN) theory [226, 32], and
gravitational self-force (GSF)/black hole perturbation (BHP) calculations [87, 20, 176, 207, 146]. Fig. 1.1
shows the regions of orbital parameter space for which these approaches are applicable. The effective-one-
body (EOB) formalism then provides a synthesis, drawing calibration of its parameters from all three [49,
50, 64, 121, 65, 205].
The interest in eccentric orbits stems from astrophysical considerations [11, 10] that indicate extreme-
mass-ratio inspirals (EMRIs) should be born with high eccentricities. Other work [123] suggests EMRIs will
have a distribution peaked about e = 0.7 as they enter the eLISA passband; see Fig. 1.2. Less extreme
(intermediate) mass ratio inspirals (IMRIs) may also exist [156] and might appear as detections in Advanced
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Figure 1.1: Regions of binary parameter space in which different formalisms apply. Post-Newtonian (PN)
approximation applies best to binaries with wide orbital separation (or equivalently low frequency). Black
hole perturbation (BHP) theory is relevant for binaries with small mass ratio µ/M . Numerical relativity
(NR) works best for close binaries with comparable masses. The work presented in this document makes
comparisons between PN and BHP results in their region of mutual overlap.
LIGO [48, 11]. Whether they exist, and have significant eccentricities, is an issue for observations to settle.
Section 1.4: Original contributions of this work and organization of document
As described in the previous section, there is strong astrophysical motivation for developing models of
(highly) eccentric binary orbital dynamics for EMRIs and IMRIs. And yet to date, the bulk of the work in
the field has been concerned with quasi-circular inspirals, for which the task is more straightforward. The
original work presented in this thesis therefore aims to extend state-of-the-art, high-precision computational
tools in BHP theory to the problem of eccentric orbits on Schwarzschild black hole backgrounds. Further, we
show how some of these BHP methods may be used to inform PN theory in its domain of common validity
with BHP, and we present a set of original PN results along the way. This work constitutes a great leap
forward in our understanding of and ability to accurately model eccentric black hole mergers.
The document is organized as follows. We begin with introductions to the BHP and PN approximations,
including discussion of the assumptions that underlie each formalism, and brief developments of the basic
mathematical machinery in each case. We pay particular attention to the problem of gravitational radiation
and binary systems.
In Ch. 4, we detail a frequency-domain procedure for accurately computing the GSF in the Lorenz
gauge, including some novel techniques for surmounting the limiting factors of related work. With minimal
modification, this chapter was previously published and is listed here as Ref. [170].
9
Figure 1.2: The probability distribution function for a compact object entering the LISA passband as a
function of orbital eccentricity according to the possible binary formation mechanism described in [123].
As the figure shows, it is likely that highly-eccentric orbits will be important sources for any LISA-like
experiment. Figure taken from [123].
Ch. 5 describes what we’ve termed the method of spectral source integration (SSI), a formalism for
evaluating integrals over the source terms in perturbation problems to remarkably high precision at modest
computational cost. This work was also previously published, as Ref. [127].
The development of SSI was key in extending use of the Mano-Suzuki-Takasugi (MST) formalism to
the eccentric orbit case. The MST method provides means for computing metric perturbations in a post-
Newtonian regime to arbitrarily high precision using semi-analytic expansions. Ch. 6 describes an application
of these new techniques, in which we leverage high-precision MST calculations to fit out and determine
heretofore unknown, high-order parameters in the PN expansion for the energy flux for eccentric inspirals.
The basis for this chapter was a third publication, listed here as Ref. [102].
Finally, Ch. 7 extends the results of Ch. 6 to the energy flux at the horizon of the supermassive black
hole, and to the angular momentum fluxes to infinity and the horizon. These preliminary results remained
unpublished at the time of this writing.
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CHAPTER 2: BHP and GSF: background and development
Section 2.1: Assumptions and applicability
As mentioned in the Introduction, the GSF approach is relevant when the binary mass ratio is sufficiently
small that the motion and field of the smaller mass can be treated in a perturbative expansion. In this black
hole perturbation (BHP) theory, the background field is that of the heavier stationary black hole and the
zeroth-order motion of the small mass is a geodesic in this background. Then the perturbation in the metric
is calculated to first-order in the mass ratio and the action of the field of the small body back on its own
motion is computed (i.e., the first-order GSF) [158, 185]. In principle the calculation proceeds to second-
order [116, 181] and beyond. Over the past fifteen years a number of key formal developments have been
established [158, 185, 24, 77, 117, 179].
Work on the GSF approach has been motivated in part by prospects of detecting extreme-mass-ratio
inspirals (EMRIs) using a space-based gravitational wave detector like LISA or eLISA [9, 160, 89]. For a
LISA-like detector with fmin ' 10−4 Hz, an EMRI consists of a small compact object of mass µ ' 1− 10M
(neutron star or black hole) in orbit about a supermassive black hole (SMBH) of mass M ∼ 105 − 109M.
The mass ratio would lie in the range ε = µ/M ' 10−9 − 10−4, small enough to allow a gradual, adiabatic
inspiral and provide a natural application of perturbation theory. As the EMRI crosses the detector passband
prior to merger its orbital motion accumulates a total change in phase of order ε−1 ∼ 104 − 109 radians.
Less extreme mass ratios may also be important. A class of intermediate mass black holes (IMBHs) may
exist with masses M ∼ 102 − 104M. These are suggested [156] by observations of ultraluminous X-ray
sources and by theoretical simulations of globular cluster dynamical evolution. Stellar mass black holes or
neutron stars spiralling into IMBHs with masses M ∼ 50 − 350M, referred to as intermediate-mass-ratio
inspirals (IMRIs), would lie in the passband of Advanced LIGO and are potentially promising sources [48, 11].
An IMRI might also result from binaries composed of an IMBH and a SMBH [11], which would appear as
an eLISA source. While IMRIs execute fewer total orbits (i.e., ε−1 ∼ 102 − 103) than EMRIs in making,
say, a decade of frequency change, the theoretical approach is nearly the same. Detection of E/IMRIs would
represent another strong field test of general relativity and measurement of the primary’s multipole structure
would confirm or not the presence of a Kerr black hole [212, 22, 48].
In tandem with the more formal GSF developments have come a host of practical numerical calculations.
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The dominant approach to date takes the small body to be a point mass [176], computes the metric perturba-
tion (MP) in the time domain (TD) [155, 25, 92, 52] or frequency domain (FD) [74, 126, 7], and obtains a finite
self-force from the divergent retarded field by mode-sum regularization [24, 25, 74, 26, 27, 19, 7, 221, 8]. Work
on the gauge dependent GSF has benefited from analogous scalar field models [75, 118, 18]. Applications to
Kerr EMRIs, both with scalar and gravitational self-force, have been made [16, 215, 141, 82, 195, 85, 128, 214].
Availability of analytic mode-sum regularization parameters [119, 120] has been beneficial. Calculations
of perturbations and the GSF have now been made with very high accuracy, arbitrary precision arith-
metic [103, 196, 198, 102], allowing detailed comparison with PN theory (see also [74, 34]). Indeed, these
comparisons form an important part of the original work in this thesis (see Secs. 6 and 7). Finally, alter-
native means of calculating the self-force, both effective source calculations [210, 211, 223] and direct Green
function calculations [53, 54, 222], are being developed.
Section 2.2: Linearized field equations in flat spacetime
We first review how the Einstein equations are linearized about flat spacetime. Much of the development
in this section follows [177]. Assume that the metric can be expressed in the form
gαβ = ηαβ + pαβ , (2.1)
where ηαβ is the flat space Minkowski metric – the “background” – and pαβ is a “small perturbation.” We
say that pαβ = O(), with   1. Eqn. (2.1) describes weakly-curved spacetime. Our plan is to insert this
expression into the Einstein field equations and expand, keeping terms only to linear order in .
The decomposition (2.1) puts restrictions on the general coordinate freedom that we have in GR. That
is, we shall now allow only coordinate transformations which preserve the character of the metric as being
“mostly Minkowski.” We consider small coordinate transformations of the form
x′α = xα + ζα(xβ), (2.2)
where ζα = O(). It is straightforward to show that under these conditions the metric perturbation then
transforms as
p′αβ = pαβ − ∂αζβ − ∂βζα, (2.3)
where indices are raised or lowered using the background ηαβ , e.g. ζα ≡ ηαµζµ.
Eqn. (2.3) is known as the gauge transformation generated by ζα. This gauge freedom of the linear theory
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is simply a restricted representation of the full covariance of GR. Such infinitesimal coordinate freedom shows
up at each order in perturbation theory. We also have the freedom in linearized gravity to change global
Lorentz frames.
Now, the inverse perturbed metric is defined by
pαβ ≡ ηαµηβνpµν , (2.4)
and the trace of the metric perturbation is
p ≡ ηαβpαβ . (2.5)
(Note that tensor indices are being raised and lowered using the flat spacetime Minkowski metric ηαβ .) To
linear order in , the inverse of the full metric is
gαβ = ηαβ − pαβ . (2.6)
The Christoffel symbols and the Riemann tensor are now
Γαβγ =
1
2
(
∂βp
α
γ + ∂γp
α
β − ∂αpβγ
)
, (2.7)
Rαβγδ =
1
2
(∂βγpαδ − ∂βδpαγ − ∂αγpβδ + ∂αδpβγ) . (2.8)
Here, we have introduced the notation ∂αβ ≡ ∂α∂β to denote the second derivative.
Note that the Riemann tensor is invariant under gauge transformations, R′αβγδ = Rαβγδ, a statement
that its physical content (the spacetime curvature) does not depend on any choice of coordinates.
We may now derive the linearized Ricci tensor and scalar, and the linearized Einstein tensor:
Rαβ = −1
2
(
pαβ + ∂αβp− ∂αµpµβ − ∂βµpµα
)
, (2.9)
R = −p+ ∂µνpµν , (2.10)
Gαβ = −1
2
(
pαβ + ∂αβp− ∂αµpµβ − ∂βµpµα
)
+
1
2
ηαβ (p− ∂µνpµν) . (2.11)
Here,  ≡ ηµν∂µν is the flat spacetime d’Alembertian (wave operator).
It turns out to be convenient, especially in the following sections, to introduce the “trace-reversed metric
perturbation,”
p¯αβ ≡ pαβ − 1
2
p ηαβ , (2.12)
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which has the property, as its name implies, that p¯ = −p. One then finds pαβ = p¯αβ − 12ηαβ p¯, and on
substitution we obtain
Gαβ = −1
2
(
p¯αβ − ∂αµp¯µβ − ∂βµp¯µα + ηαβ∂µν p¯µν
)
. (2.13)
The field equations still take the form
Gµν = 8piTµν , (2.14)
where Tµν must now also be taken, in some appropriate sense, to be of order . The Bianchi identities and
the condition of energy-momentum conservation at this order reduce to
∂βG
αβ = 0, (2.15)
∂βT
αβ = 0. (2.16)
2.2.1: Lorenz gauge
Until now, we have not yet invoked the freedom described by Eqn. (2.3); we’ve so far left the gauge
unspecified. It turns out to be very convenient to adopt what is known as Lorenz gauge, meaning we impose
the four conditions
∂β p¯αβ = 0. (2.17)
This is a generalization of the identically named gauge condition in EM theory. It is always possible to
transform the metric perturbation such that (2.17) is satisfied, and it can be shown that the generator
ζα of the gauge transformation from some p¯
old
αβ , which does not satisfy (2.17), to some p¯
new
αβ , which does
satisfy (2.17), obeys
ζα = ∂β p¯oldαβ . (2.18)
However, the conditions (2.17) are not unique; to any gauge generator ζα satisfying (2.18), we may add
some ζhomα which satisfies ζhomα = 0. For this reason, the Lorenz gauge is known as a “differential gauge.”
Note also that in this discussion, we are using “gauge” to refer to a condition on the metric perturbation,
pαβ . This is distinct from the freedom we have to specify coordinates for the background metric; as we’ve
pointed out, gauge freedom arises at each order in a perturbative expansion like the one in Eqn. (2.1). In
any case, the conditions (2.17) ensure that there are six independent metric perturbation components (ten
by symmetry, minus another four).
Finally, having introduced the trace-reversed metric perturbation, and having imposed the Lorenz gauge
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conditions, we find that the Einstein tensor and the field equations take the convenient form
Gαβ = −1
2
p¯αβ , (2.19)
p¯αβ = −16piTαβ . (2.20)
As we shall see, of the six independent degrees of freedom of pαβ , two are radiative, and the remaining four
are tied to the distribution of matter.
2.2.2: The plane wave solution and gravitational wave polarizations
In the following, we take cues from [93]. In a vacuum, we have
p¯µν = 0, (2.21)
∂ν p¯µν = 0. (2.22)
By considering only homogeneous, asymptotically flat solutions to the linearized field equations (2.21), it is
possible, having specified Lorenz gauge, to further specialize the gauge, using the residual gauge freedom,
such that the metric perturbation is purely spatial,
ptt = pti = 0, (2.23)
as well as traceless
p ≡ pii = 0. (2.24)
In this case, the Lorenz gauge condition ensures that the spatial metric perturbation is transverse,
∂ipij = 0, (2.25)
and so this more specific gauge is known as transverse-traceless gauge, or TT gauge. Note that in TT gauge,
the distinction between p¯ij and pij is unimportant. Also, note that in (2.25) we may as well have written ∂i,
since the position of spatial indices in Cartesian coordinates is irrelevant, but we wanted to be clear about
the implied summation.
When the TT gauge conditions are imposed, there is no longer any residual gauge freedom; the gauge
is completely specified. Furthermore, the metric perturbation pTTij now contains only physical, non-gauge
information about the gravitational radiation.
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There is now a nice relationship between the linearized Riemann tensor and the metric perturbation,
Ritjt = −1
2
p¨TTij . (2.26)
In a globally vacuum spacetime, all nonvanishing components of the Riemann tensor can be obtained from
Ritjt by symmetries of the tensor and the Bianchi identities. In a more general spacetime, the Riemann
tensor will have components which are not related to radiation, but tied to the matter distribution.
Another advantage of TT gauge is that it makes clear that there are only two radiative degrees of freedom,
corresponding to two gravitational wave polarization states. Consider a wave propagating along the +z-axis,
pTTij = p
TT
ij (t− z). (2.27)
The Lorenz gauge condition implies that pTTzj must be a constant. In particular, the condition that pij → 0
as r → ∞ requires that this constant be zero. The only nonzero components are then pTTxx , pTTxy , pTTyx , and
pTTyy , but symmetry and the trace-free condition guarantee that only two of these are independent. We define
pTTxx = −pTTyy ≡ p+(t− z), (2.28)
pTTxy = p
TT
yx ≡ p×(t− z), (2.29)
to be the two plane wave polarizations.
Section 2.3: Perturbations on curved spacetimes
In the previous sections, we linearized the Einstein equations around the flat spacetime (Minkowski)
metric, ηµν , and saw that Eqn. (2.20) governed the resulting perturbation. We could instead set about lin-
earizing the field equations around an arbitrarily curved background metric gµν . By analogy with Eqn. (2.1),
we say that the full spacetime metric may be written
gµν = gµν + pµν +O(2), (2.30)
where, once again, pµν is a “small” perturbation of O(). Inserting (2.30) into (1.21) and dropping terms
which are quadratic or higher in pµν , we find [23]
pαβ − gαβp+ p|αβ + 2Rµανβpµν − pαµ|µ|β − pβµ|µ|α + gαβpµν |µν = −16piTαβ , (2.31)
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where a stroke |µ (or ∇µ) indicates covariant differentiation with respect to the background metric gµν ,
indices are raised or lowered using the background gµν , and  ≡ |λ|λ is the curved spacetime d’Alembertian
operator. As before, p ≡ gµνpµν is the trace of the metric perturbation.
Introducing once again the trace-reversed metric perturbation
p¯αβ ≡ pαβ − 1
2
gαβp, (2.32)
and imposing the Lorenz gauge conditions, which now read
p¯
|β
αβ = 0, (2.33)
Eqn. (2.31) becomes
p¯αβ + 2Rµανβ p¯µν = −16piTαβ (2.34)
Notice the similarity of this result with Eqn. (2.20); the difference here is the Riemann term coupling the
perturbation with the background curvature.
Eqn. (2.34) is a system of ten linear, second-order, hyperbolic equations, which admits a well-posed initial
value formulation on a spacelike Cauchy hypersurface. A substantial portion of the original work presented
in this thesis is devoted to a high-precision, frequency domain algorithm for solving (2.34) in the context of
EMRIs on Schwarzschild backgrounds, where the perturbation is induced by the motion of a small compact
object (modeled as a structureless point particle) whose trajectory is a bound, eccentric geodesic of the
background geometry. The reader is referred to Sec. 4 for details.
Section 2.4: Self-force
In both electromagnetism and gravitation, radiation results in a local backreaction which perturbs the
motion of the radiating body. These effects can be thought of as arising from an interaction of the body
with its own field, or a self-force (SF).
For some details on gravitational radiation-reaction and self-force in the context of a PN approximation,
see Sec. 3.4. Here, we give a formal overview in a perturbative context, but absent any PN assumptions. We
begin by reviewing the concept of SF in Newtonian gravity, and then discuss electromagnetic SF. Much of
this section follows [73].
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2.4.1: Newtonian self-force
Though rarely encountered (or at least, discussed in these terms) in elementary courses on Newtonian
mechanics, the SF is not just a relativistic effect. Consider solar system orbits. Typically, we think of the
Earth’s orbit about the Sun as being equivalent to free-fall in the Sun’s gravitational field. For circular
motion, Newton’s second law would say
ma =
GMm
r2
, (2.35)
letting m be the mass of the Earth, or any other body in orbit about the sun at orbital radius r. The orbital
period is then
T = 2pi
√
r3
GM
. (2.36)
To be more accurate, we must also include the influence of the Earth on the Sun; the Earth is in free-fall in
the Sun’s field, while the Sun is in orbit about the common center of mass. The result in this case is
T = 2pi
√
r3
GM
(
1 +
m
M
)
. (2.37)
Perhaps it is more appropriate to say that the change here is not so much due to an interaction of the Earth
with its own field, but due instead to the fact that the Sun’s own orbit has been perturbed. This is suggestive
of another interpretation of the SF when we move to GR; we can think of the motion of a small orbiting
body as “forced” motion on the background spacetime of the larger object, or we can think of the motion
as being geodesic in a perturbed spacetime. Either view is valid mathematically, but there are conceptual
advantages to the latter.
2.4.2: Electromagnetic radiation-reaction/self-force
Dirac, among others, provided a derivation of the electromagnetic radiation-reaction force experienced
by a radiating electron [80], which we summarize here.
Recall the electromagnetic four-potential Aµ, satisfying
∂µA
µ = 0, (2.38)
Aµ = 4pijµ, (2.39)
where jµ is the charge-current density. The electromagnetic tensor Fµν is then given by
Fµν = ∂µAν − ∂νAµ. (2.40)
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In this section, indices are raised or lowered using the flat spacetime Minkowski metric ηµν .
For a single electron, the current vector is zero everywhere, and infinite along the worldline, zµ(s),
jµ = e
∫
dzµ
ds
δ (x0 − z0(s)) δ (x1 − z1(s)) δ (x2 − z2(s)) δ (x3 − z3(s)) ds. (2.41)
Of course, Eqns. (2.38) admit many solutions, and in particular we may take linear combinations of
solutions, or add to an existing solution another Aµ obeying ∂µA
µ = 0 and Aµ = 0.
The physically interesting solution is the retarded solution for fields emitted by the electron, the Lie´nard-
Wiechert potential F retµν . However, there is a corresponding advanced solution, physically representing in-
coming fields absorbed by the charge, F advµν . Dirac showed that the singular part of the field (that part which
diverges at the location of the electron) is given by the mean of these retarded and advanced parts,
F Sµν =
1
2
(
F retµν + F
adv
µν
)
. (2.42)
Detweiler notes that here the “S” might also stand for “symmetric,” given the clear causal symmetry of (2.42).
Though this solution is causally unphysical, it is a valid solution to the sourced Maxwell’s equations.
Dirac then shows that this field exerts no net force on the electron in the limit that the charge q → 0.
We then define the remainder, or regular field
FRµν ≡ F retµν − F Sµν =
1
2
(
F retµν − F advµν
)
. (2.43)
It is then shown that this regular field is responsible for the radiation-reaction force,
F radβ = quαFRαβ , (2.44)
at xα = zα(s). This force is more commonly expanded and rewritten as
Frad = 2
3
q2
c3
v¨, (2.45)
This is related to the charge’s dipole moment; it is a dipole radiation effect.
Note that F retµν and F
S
µν are both solutions to Maxwell’s equations with identical sources, and therefore
FRµν is a vacuum solution. That is, locally the regular field is source-free and its origin apparently cannot be
determined, and a local observer would not be able to distinguish the effects of the radiation-reaction field
from the effects of boundary conditions.
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2.4.3: Gravitational radiation-reaction/self-force
We now turn attention to the gravitational self-force problem, for which we shall draw many parallels to
the electromagnetic case just described. To begin with, consider the perturbative split defined in Eqn. (2.30);
starting with a background geometry gµν , we seek an approximate solution gµν + p
ret
µν to the Einstein field
equations, or, schematically,
G(g + pret) = 8piT +O(p2). (2.46)
Here, the perturbation is thought to arise from the motion of some small mass m, which at zeroth order in
this scheme moves along a geodesic of gµν .
We now define the regular field pRµν via
pretµν = p
S
µν + p
R
µν . (2.47)
This is known as the Detweiler-Whiting decomposition [77]. It can then be shown that, at this order of
approximation, m moves along a geodesic not of gµν , but of gµν + p
R
µν .
We may go further: the purely dissipative part of the field is given by
pdissµν =
1
2
(
pretµν − padvµν
)
, (2.48)
whereas the conservative parts of the field are given by
pconµν = p
R
µν − pdissµν
=
1
2
(
pretµν + p
adv
µν
)− pSµν . (2.49)
Clearly,
pRµν = p
con
µν + p
diss
µν . (2.50)
Though we’ve expressed some preference for thinking of the radiation-reaction effect as being geodesic motion
in a perturbed background, there does indeed arise a force on the particle when viewed from an initial
background geodesic. From this point of view, the resulting acceleration off the background worldline is
uβ∇βuα = −
(
gαβ + uαuβ
)
uγuδ
(
∇γpRδβ −
1
2
∇βpRγδ
)
. (2.51)
The equation of motion (in slightly different form than (2.51)) under the leading-order influence of
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the gravitational self-force was obtained by Mino, Sasaki, and Tanaka [158], and separately by Quinn and
Wald [185]. It is now known as the MiSaTaQuWa equation, and there is general consensus about its validity
for point particle motion in the approximation that spin and higher multipole moments may be neglected.
However, numerical calculation of the self-force is nontrivial. The Detweiler-Whiting field is defined in terms
of a subtraction of two singular fields, the full retarded metric perturbation and the singular piece of that
perturbation. Of course, it is not possible to simply compute the two divergent pieces separately and then
subtract them to obtain the regular field. Barack and Ori [24] proposed the now widely-used mode-sum
regularization scheme to circumvent this difficulty. The retarded field is decomposed into multipole modes,
and the singular blow-up extracted by considering the large `-mode behavior. Then, the singular field can
be subtracted from the retarded field in a mode-by-mode by fashion in order to reconstruct the regular part
of the metric perturbation. We shall have much more to say about these matters in Ch. 4, in which we
detail a method (and its results) for computing the self-force for a point mass in eccentric motion about a
Schwarzschild black hole.
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CHAPTER 3: PN theory: background and development
Section 3.1: Assumptions and applicability
The post-Newtonian approximation has a rich history, dating back to just after Einstein’s first publication
of the full theory, when Einstein himself developed the quadrupole moment wave generation formalism [88],
later refined by Landau and Lifshitz [145]. Even after nearly a century of effort, the current state-of-the-art
for the PN equations of motion (EOM) is 4PN (i.e. fourth-order in a PN expansion). The 1PN EOM
were obtained by Lorentz and Droste [149], Einstein, Infeld, and Hoffman [2], and Fock [95]. At 2PN
order, the EOM were worked out by Ohta, Okamura, Kimura, and Hiida [164, 166, 165], and the 2.5PN
EOM were determined by Damour and Deruelle [63, 67, 66, 62] and Itoh, Futamase, and Asada[129]. Non-
conservative–or dissipative–effects, related to the emission of gravitational radiation, enter the approximation
at 2.5PN. The 3PN EOM were derived by Jaranowski, Scha¨fer, and Damour [133, 134, 132, 68, 69], by
Blanchet and Faye [42, 41, 43, 44], by Futamase and Itoh [106], and by Foffa and Sturani [97]. To obtain
the 3.5PN EOM, the 1PN correction to the radiation-reaction force is needed. These were obtained by
Iyer and Will [130, 131] for point-mass binaries. The 2PN correction was then obtained by Gopakumar,
Iyer, and Iyer [113]. Gravitational wave tail effects arise at 4PN order, and modify the radiation damping
force as a 1.5PN correction [33, 98, 107]. Partial progress was made on the 4PN EOM by Jaranowski and
Scha¨fer [135, 136, 137] and by Foffa and Sturani [96], with the complete dynamics being worked out by
Damour, Jaranowski, and Scha¨fer [70]. Work done by Bini, Damour, and Geralico [31], as well as work by
Hopper, Kavanagh, and Ottewill [125], have confirmed these results in the test body limit.
In addition to the problem of the equations of motion, there is the matter of post-Newtonian gravitational
wave generation, in which the energy flux and gravitational waveform are related to the nature and the motion
of the gravitating source. Wagoner and Will were the first to go beyond the original quadrupole moment
formalism [213], and their calculations were redone with greater rigor by Blanchet and Scha¨fer [47]. The
binary inspiral waveform and orbital parameter evolution was computed to 2PN order by Blanchet, Damour,
Iyer, and Gopakumar [40, 112], as well as Will and Wiseman [228, 227]. Hereditary terms, which depend
on the entire past history of the source, appear at 1.5PN in the radiative field. The 1.5PN hereditary
contribution was arrived at by Wiseman [229], Poisson [173], and Blanchet and Scha¨fer [37], while the 2.5PN
and 3.5PN tail effects, and the 3PN “tail of tails,” were worked out by Blanchet [38, 39]. At 3PN, there are
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instantaneous (non-tail) contributions from relativistic corrections to the source moments, which have been
developed by Blanchet, Iyer, Joguet, and Faye [36, 46, 45]. The extension of these results to the eccentric
case was accomplished by Arun, Blanchet, Iyer, and Qusailah [14, 13, 15],
Comparisons between PN and BHP theory calculations were made by Poisson [173], Tagoshi and Naka-
mura [201], and by Sasaki, Tagoshi, and Tanaka [194, 202, 204]. More recent work by Fujita [103] and Shah,
Friedman, Whiting, and Johnson-McDaniel [196, 198, 139] made use of advances in BHP theory to compute
PN corrections to extremely high order (up to 22PN). This work has been done primarily in the context of
circular orbits. In 2015, Sago and Fujita [191] computed the rates of change of the orbital parameters under
radiation reaction for eccentric orbits to 4PN order in the test mass limit.
In this chapter, we attempt to give a flavor for the PN approximation in GR, as well as the related,
but “upstream” (i.e. more fundamental) post-Minkowskian (PM) expansion. We largely follow [177], [32],
and [225] in our development of the following material.
When describing an approximation as being “post-Newtonian,” we sometimes interchangeably say that
we are using a “slow-motion” assumption. However, we can be a bit more precise: the PN approximation is
valid in the near-zone of a slowly-moving, weakly self-gravitating source. Given a source stress-energy tensor
Tαβ and a source Newtonian potential U , we define the small PN parameter  as
 ≡ max
{∣∣∣∣ T 0iT 00
∣∣∣∣ , ∣∣∣∣ T ijT 00
∣∣∣∣1/2 , ∣∣∣∣Uc2
∣∣∣∣1/2
}
 1. (3.1)
So again, where we might often say that v/c 1 in the PN regime, it is more accurate to refer to Eqn. (3.1).
Note also that for this chapter, we temporarily depart from our unit convention which sets c = G = 1, since
we use these constants as book-keeping parameters to keep track of the size of expansion terms.
In the “classic formulation” of PN theory, one starts with the standard Einstein equation, and then
expands the tensor components in powers of . However, one eventually runs into trouble with this approach.
The PN approximation is not a priori valid everywhere, and in particular it cannot take into account
boundary conditions at infinity, and therefore the radiation reaction effect. So, as we shall see, the radiation
problem must be handled in this domain by re-expanding the PM expansion in a PN fashion, and then
performing a matching between the PN source and the far-zone PM metric. Therefore, we first describe the
PM approximation, before moving on to the PN field equations and the problem of gravitational radiation
from PN sources. These topics are very dense, and so we attempt mainly to give a high-level description
and a summary of the results.
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Section 3.2: Post-Minkowskian approximation
The post-Minkowskian expansion is a rigorous, systematic treatment of GR in the weak-field regime.
Here, we measure the strength of the gravitational field using G, and equations are expanded in powers of
G. At zeroth PM order, there is no field, just “background” Minkowski spacetime. At first PM order, the
field appears as a correction of order G, and the linearized field equations may be used to determine this
correction. The correction may then be enhanced by the addition of terms at O(G2), and so on. Note that
while we are eventually interested in a slow-motion regime (the domain of PN theory), the more general PM
approximation does not depend on such an assumption.
3.2.1: Landau-Lifshitz formulation of GR
The PM formalism is best developed in the context of the Landau and Lifshitz formulation of the field
equations. Here, the fundamental object is the gothic inverse metric
gαβ ≡ √−ggαβ , (3.2)
where g ≡ det [gαβ ]. This object is not a tensor, but is rather known as a tensor density. In this formulation,
the Einstein equations are written
∂µνH
αµβν =
16piG
c4
(−g)
(
Tαβ + tαβLL
)
, (3.3)
where
Hαµβν ≡ gαβgµν − gανgβµ (3.4)
is a tensor density with the same symmetries as the Riemann tensor, and
(−g)tαβLL ≡
c4
16piG
[
∂λg
αβ∂µg
λµ − ∂λgαλ∂µgβµ + 1
2
gαβgλµ∂ρg
λν∂νg
µρ
− gαλgµν∂ρgβν∂λgµρ − gβλgµν∂ρgαν∂λgµρ + gλµgνρ∂νgαλ∂ρgβµ
+
1
8
(
2gαλgβµ − gαβgλµ) (2gνρgστ − gρσgντ ) ∂λgντ∂µgρσ], (3.5)
with tαβLL known as the Landau-Lifshitz pseudotensor. Eqn. (3.3) shows that the field is sourced by the
energy-momentum tensor Tαβ of the matter distribution, along with tαβLL, which can be thought to loosely
represent the energy of the gravitational field in the spacetime. Note that this is merely a potentially useful
analogy; as tαβLL is not actually a tensor, its value depends on the coordinates used, and so it does not have
24
a uniformly valid physical interpretation.
In this formulation, the harmonic gauge conditions are
∂βg
αβ = 0. (3.6)
We then introduce the potential
hαβ ≡ ηαβ − gαβ , (3.7)
for which the harmonic gauge clearly implies
∂βh
αβ = 0. (3.8)
This potential transforms as a tensor under Lorentz transformations, which also preserve the harmonic gauge
condition. Note the similarity of Eqn. (3.7) to the linearization around flat spacetime performed in Sec. 2.2.
However, unlike the perturbative form described in Sec. 2.2, Eqn. (3.7) is exact.
In terms of the potential, and with (3.8), the exact Einstein equations now read
hαβ = −16piG
c4
ταβ , (3.9)
where
ταβ ≡ (−g)
[
Tαβ + tαβLL +
c4
16piG
(
∂µh
αν∂νh
βµ − hµν∂µνhαβ
)]
. (3.10)
The gauge condition is now equivalent to the satisfaction of
∂βτ
αβ = 0, (3.11)
which can be read as a conservation equation. Eqn. (3.9) is the starting point for post-Minkowskian theory.
Notice that the potential hαβ acts as its own source.
Independent of the constraints (3.11), Eqn. (3.9) on its own comprises the relaxed Einstein field equations,
the solution to which is a set of functionals hαβ [m] of undetermined matter variables m, and which does not
constitute a solution to the Einstein equations until (3.11) is enforced.
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3.2.2: Iterative solution to relaxed field equations
Post-Minkowskian theory is a set of iterative methods for obtaining successive solutions to Eqn. (3.9) in
the form of asymptotic expansions. This expansion takes the form
hαβ = Gkαβ1 +G
2kαβ2 +G
3kαβ3 + · · · . (3.12)
The choice of G as an expansion parameter may seem odd; an actual expansion parameter might be Gm/c2r
for some characteristic mass m and radius r, which is small when the gravitational field is weak. In this
case, we think more of G as a bookkeeping parameter. Moreover, in keeping with the nature of asymptotic
expansions, (3.12) is not necessarily expected to be convergent.
At the zeroth iteration, we set hαβ0 = 0 and obtain g
0
αβ = ηαβ , which says, of course, that the lowest-
order solution is flat Minkowski spacetime. From this we can obtain ταβ0 , and so for the first iteration we
then need to solve hαβ1 = (Gk
αβ
1 ) = −(16piG/c4)ταβ0 . The solution at this level can be used to obtain
ταβ1 , which then sources the second iteration equation. We continue in this manner until the nth-order PM
solution hαβn is obtained, and as a last step we enforce the gauge conditions, Eqns. (3.8) (now ∂βh
αβ
n = 0)
or (3.11) (now ∂βτ
αβ
n−1 = 0). The gauge condition must not be enforced until the final desired iteration has
been performed, or else there will arise contradictions.
Section 3.3: 1PN metric, equations of motion
Though the iterative process described in the previous section is straightforward schematically, it is
technically demanding to carry out, and we omit the details. To begin this section, we simply describe some
of the key developments en route to the relevant PN results we’re after.
The potential hαβ is of order G, and so the metric can be written
gαβ = ηαβ + hαβ − 1
2
hηαβ + hαµh
µ
β − 1
2
hhαβ +
(
1
8
h2 − 1
4
hµνhµν
)
ηαβ +O(G3). (3.13)
Though the PM formalism does not rely on such assumptions, we now assume the slow-motion condition and
the post-Newtonian assumptions (3.1). In order to solve for the metric at each iterative order, the potential
hαβ is decomposed into near-zone and wave-zone pieces,
hαβ = hαβN + h
αβ
W , (3.14)
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which in the near-zone are written
hαβN (t,x) =
4G
c4
∞∑
`=0
(−1)`
`!c`
(
∂
∂t
)` ∫
M
ταβ(t,x′)|x− x′|`−1d3x′, (3.15)
hαβW (t,x) =
4G
c4
n〈L〉
r
[ ∫ R
R−r
dsfαβ(τ − 2s/c)A(s, r) +
∫ ∞
R
dsfαβ(τ − 2s/c)B(s, r)
]
, (3.16)
(near-zone)
and in the wave-zone are written
hαβN (t,x) =
4G
c4
∞∑
`=0
(−1)`
`!
∂L
[
1
r
∫
M
ταβ(τ,x′)x′Ld3x′
]
, (3.17)
hαβW (t,x) =
4G
c4
n〈L〉
r
[ ∫ R
0
dsfαβ(τ − 2s/c)A(s, r) +
∫ ∞
R
dsfαβ(τ − 2s/c)B(s, r)
]
. (3.18)
(wave-zone)
In the above, M is a surface of constant time bounded by r = R, τ = t− r/c is retarded time, and
ταβ =
1
4pi
fαβ(τ)
rn
n〈L〉, (3.19)
A(s, r) ≡
∫ (r+s)
R
P`(ξ)
r′(n−1)
dr′, (3.20)
B(s, r) ≡
∫ (r+s)
s
P`(ξ)
r′(n−1)
dr′, (3.21)
ξ =
r + 2s
r
− 2s(r + s)
rr′
. (3.22)
n〈L〉 is a symmetric trace-free (STF) tensor, the details of which are rather complicated but unimportant
here. These near-zone and wave-zone potentials are then expanded in inverse powers of c and in terms of
the source multipole moments
IL(t) ≡
∫
M
c−2τ00(t,x)xLd3x, (3.23)
J jL(t) ≡ jab
∫
M
c−1τ0b(t,x)xaLd3x, (3.24)
MjkL ≡
∫
M
τ jk(t,x)xLd3x, (3.25)
where L is a multi-index containing several ` indices, e.g. xL ≡ xj1j2...j` . Lengthy computation then shows
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that, to 1PN order (first post-Newtonian order), the metric is given by
g00 = −1 + 2
c2
U +
2
c4
(
ψ − U2 + 1
2
∂ttX
)
+O(c−5), (3.26)
g0j = − 4
c3
Uj +O(c−5), (3.27)
gjk = δjk
(
1 +
2
c2
U
)
+O(c−4), (3.28)
where U , ψ, X, and U j are the potentials defined by
U = G
∫
ρ∗′
|x− x′|d
3x′, (3.29)
ψ = G
∫ ρ∗′ ( 32v′2 − U ′ + Π′)+ 3p′
|x− x′| d
3x′, (3.30)
X = G
∫
ρ∗′|x− x′|d3x′, (3.31)
U j = G
∫
ρ∗′v′j
|x− x′|d
3x′, (3.32)
and where p is the pressure, ρ∗ is the re-scaled mass density ρ∗ ≡ √−gγρ = √−g(u0/c)ρ (so thatm ≡ ∫ ρ∗d3x
is the total rest-mass of the system), Π ≡ ε/ρ, and ε is the internal energy density.
3.3.1: PN geodesic equations
In terms of coordinate time t (as opposed to proper time τ), the geodesic equation (1.12) may be written
dvα
dt
= −
(
Γαβγ −
vα
c
Γ0βγ
)
vβvγ (3.33)
and vα ≡ drα/dt = (c,v). The Christoffel symbols are obtained from the 1PN metric (3.26)-(3.28), and we
find that for a massive, slowly-moving body (i.e. not a photon)
dvj
dt
= ∂jU +
1
c2
[
(v2 − 4U)∂jU −
(
4vk∂kU + 3∂tU
)
vj − 4vk (∂jUk − ∂kUj) + 4∂tUj + ∂jΨ
]
+O(c−4),
(3.34)
where Ψ ≡ ψ + (1/2)∂ttX.
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3.3.2: Systems of isolated PN bodies
Until now, we’ve stated the PN metric, and the potentials upon which it depends, in terms of perfect fluid
variables ρ∗, p, Π, and v. However, for the original work presented in this document, we are interested in
binary systems comprised of two separate, compact, massive bodies. In this case, the potentials are written
as discrete sums over each body, and the metric is
g00 = −1 + 2
c2
∑
A
GMA
sA
+
1
c4
∑
A
GMA
sA
[
4v2A − (nA · vA)2 − 2
GMA
sA
]
− 1
c4
∑
A
∑
B 6=A
G2MAMB
sA
(
2
sB
+
5
2rAB
+
s2A − s2B
2r3AB
)
+O(c−6), (3.35)
g0j = − 4
c3
∑
A
GMAv
j
A
sA
+O(c−5), (3.36)
gjk =
(
1 +
2
c2
∑
A
GMA
sA
)
δjk +O(c−4), (3.37)
where
sA ≡ x− rA(t), (3.38)
sA ≡ |x− rA(t)|, (3.39)
nA ≡ sA
sA
, (3.40)
rAB ≡ |rA(t)− rB(t)|, (3.41)
MA ≡
∫
A
ρ∗
[
1 +
1
c2
(
1
2
|v − vA|2 − 1
2
UA + Π
)]
d3x+O(c−4), (3.42)
and UA is the internal gravitational potential of each body.
3.3.3: Binary systems
Now consider a binary system consisting of masses M1 and M2, positions r1 and r2, and velocities v1
and v2. Let
m ≡M1 +M2, (3.43)
η ≡ M1M2
(M1 +M2)2
, (3.44)
∆ ≡ M1 −M2
M1 +M2
, (3.45)
r ≡ r1 − r2, (3.46)
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v ≡ v1 − v2, (3.47)
r ≡ |r| = r12, (3.48)
n ≡ r
r
= n12, (3.49)
v ≡ |v|. (3.50)
The equation of motion for r is then
a = −Gm
r2
n− Gm
c2r2
{[
(1 + 3η)v2 − 3
2
η(n · v)2 − 2(2 + η)Gm
r
]
n− 2(2− η)(n · v)v
}
+O(c−4). (3.51)
Note that until now, we’ve formally been considering weakly self-gravitating bodies. Nicely, it turns out that
even for bodies with strong gravitational fields (e.g. black holes), Eqn. (3.51) remains valid when the two
bodies are mutually weakly-interacting; that is, when the two bodies are widely-separated. The statement
that compact bodies move in the same manner as weakly self-gravitating bodies is an implication of the
strong form of the principle of equivalence.
Section 3.4: Gravitational radiation and radiation-reaction for PN sources
Until now, we’ve sketched some of the fundamental PN results and equations to 1PN order, mainly to
give a brief glimpse at the formalism and its methods. The radiation-reaction effect in gravity comes in
at 2.5PN order. Here again, we give only a sketch of the results for slowly-moving systems. We begin by
reviewing the Newtonian quadrupole radiation.
3.4.1: Quadrupole radiation
After performing two iterations of the relaxed Einstein equations, we may derive the formula for the
lowest-order gravitational-wave field, which describes quadrupole radiation. In terms of the Newtonian
quadrupole moment
Ijk(τ) ≡
∫
ρ∗(τ,x′)x′jx′kd3x′, (3.52)
the potential in transverse-traceless gauge (see Sec. 2.2.2) is given by
hjkTT =
2G
c4R
I¨jkTT. (3.53)
From this, one may obtain the gravitational wave-field polarizations h+ and h×.
One may then compute PN corrections to this result. To do so requires more lengthy computation. The
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potential hjk is decomposed into near-zone and wave-zone pieces, where the near-zone piece is expressed as
a multipole expansion in terms of the distribution and motion of the component masses, and the wave-zone
piece is expressed as a tail integral which depends on the entire past history of the system. These are further
expanded and evaluated, and then projected onto a transverse subspace. Finally, the polarizations h+ and
h× may be obtained entirely in terms of the positions and velocities of each mass. We omit those results
here, since we shall not need them explicitly.
3.4.2: Radiative losses in two-body systems
In the PM approximation, the wave-zone potentials are shown to be expressible in terms of the PN
multipole expansion
hjk =
2G
c4R
[
I¨jk + 1
3c
(...I jkn + 2mnjJ¨mk + 2mnkJ¨mj)Nn +O(c−2)] , (3.54)
where at the leading PN order the mass quadrupole Ijk, mass octupole Ijkn, and current quadrupole Jmj
moments may be replaced by their Newtonian counterparts,
Ijk(τ) ≡
∫
ρ∗xjxkd3x, (3.55)
Ijkn(τ) ≡
∫
ρ∗xjxkxnd3x, (3.56)
Jjk(τ) ≡ jab
∫
ρ∗xavbxkd3x, (3.57)
with τ ≡ t − R/c representing retarded time. The potential (3.54) is projected using a “TT” (transverse-
tracefree) operator, and then written in terms of irreducible multipole components. Then, the rates at which
total energy is radiated from the system, momentum is radiated from the system, and angular momentum
is radiated from the system, respectively, are given according to
P = c
3
32piG
∫
R2
(
∂τh
pq
TT∂τh
TT
pq
)
dΩ, (power) (3.58)
F j = c
2
32piG
∫
R2N j
(
∂τh
pq
TT∂τh
TT
pq ,
)
dΩ, (force) (3.59)
J jk = c
3
16piG
∫
R2
[
hjpTT∂τh
kp
TT − hkpTT∂τhjpTT −
1
2
∂τh
pq
TT
(
xj∂k − xk∂j)] dΩ, (torque) (3.60)
and these are evaluated in the limit R → ∞. For Newtonian binary orbits with semi-latus rectum p and
eccentricity e, in terms of the azimuthal angle φ, the symmetric mass ratio η ≡ m1m2/m2, and ∆ ≡
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(m1 −m2)/m, and letting the orbital plane coincide with the xy-plane, these results evaluate to
P = 32
5
η2
c5
G
(
Gm
c2p
)5
(1 + e cosφ)4
[
1 + 2e cosφ+
1
12
e2(1 + 11 cos2 φ)
]
, (3.61)
Fx = 464
105
∆η2
c4
G
(
Gm
c2p
)11/2
sinφ(1 + e cosφ)4
×
[
1 +
175
58
e cosφ+
2
29
e2(3 + 40 cos2 φ) +
5
58
e3 cosφ(2 + 9 cos2 φ)
]
, (3.62)
Fy = −464
105
∆η2
c4
G
(
Gm
c2p
)11/2
(1 + e cosφ)4
[
cosφ− 1
58
e(9− 175 cos2 φ)
− 1
29
e2 cosφ(1− 80 cos2 φ) + 1
58
e3(2 + 3 cos2 φ+ 45 cos4 φ)
]
, (3.63)
J xy = 32
5
η2mc2
(
Gm
c2p
)7/2
(1 + e cosφ)3
[
1 +
3
2
e cosφ− 1
4
e2(1− e cos2 φ)
]
, (3.64)
with all other components vanishing. Averaged over a complete radial period, we obtain the following
nonzero results:
〈P〉 = 32
5
η2
c5
G
(
Gm
c2p
)5
(1− e2)3/2
(
1 +
73
24
e2 +
37
96
e4
)
, (3.65)
〈Fy〉 = −52
5
∆η2
c4
G
(
Gm
c2p
)11/2
e(1− e2)3/2
(
1 +
19
13
e2 +
37
312
e4
)
, (3.66)
〈J xy〉 = 32
5
η2mc2
(
Gm
c2p
)7/2
(1− e2)3/2
(
1 +
7
8
e2
)
. (3.67)
Eqn. (3.65) was famously obtained by Peters and Mathews in 1963 [172]. A major portion of the original
work presented later in this document is concerned with extending Eqns. (3.65) and (3.67) to very high
post-Newtonian order in the test body limit; see Chapters 6 and 7.
One may then calculate the rates of change of the orbital parameters p and e, as well as the orbital period
P :
dp
dt
= −64
5
η
(
Gm
c2p
)3
(1− e2)3/2
(
1 +
7
8
e2
)
, (3.68)
de
dt
= −304
15
ηc
e
p
(
Gm
c2p
)3
(1− e2)3/2
(
1 +
121
304
e2
)
, (3.69)
dP
dt
= −192pi
5
(
GM
c3
2pi
P
)5/3 1 + 7324e2 + 3796e4
(1− e2)7/2 . (3.70)
Here, M≡ η3/5m is the chirp mass.
Though these results have been derived assuming Newtonian orbits, they are accurate enough that
they were able to describe one of the hallmark 20th century tests of GR: the orbital decay of the Hulse-
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Figure 3.1: The orbital decay of the Hulse-Taylor binary pulsar. Radiative losses are computed using a leading
order post-Newtonian approximation applied to Newtonian orbits, with results shown in Eqns. (3.65)-(3.67).
Even in this approximate regime, observation has borne out the theory remarkably well.
Taylor binary pulsar, PSR 1913+16. For a period of over thirty years, the observed change in the binary’s
orbital period was fantastically well-fit by the GR prediction (see Fig. 3.1). Moreover, until the detection of
GW150914, this and other pulsar measurements constituted the best (albeit indirect) experimental evidence
for gravitational waves.
3.4.3: Radiation-reaction in two-body systems
In the previous section, we computed the leading-order radiative losses in Newtonian binary systems. One
may go a step further, and examine the local effect of the radiation-reaction force on the massive body, which
arises as a 2.5PN correction to the equations of motion. (In general, radiation-reaction forces come from
terms in the potential which have odd powers of c−1, reflecting that they are not time-reversal invariant.) It
is shown that to leading order, the local radiation-reaction acceleration is given by
a =
8
5
η
(Gm)2
c5r3
[(
3v2 +
17
3
Gm
r
)
r˙n−
(
v2 + 3
Gm
r
)]
, (3.71)
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for r ≡ r1 − r2 and n ≡ r/r.
Historically, the determination of PN corrections to the motion of binary systems has proven to be
formidable. After roughly a half-century of effort, the state-of-the-art in radiative losses remains 3.5PN
order relative to the leading Peters-Mathews result, Eqn. (3.65). However, there has recently been a flurry of
progress, as advances in computational BHP methods have enabled PN corrections to be obtained by fitting
the results of the perturbative calculations to PN series expressions. Of course, this procedure is only able
to inform PN theory in the test mass limit, but has nevertheless provided a great and rapid leap forward in
terms of what is known in PN theory. A substantial portion of our original work is concerned with just such
an endeavor. In Chapters 6 and 7 we describe the use a novel high-precision BHP theory code to find PN
parameters in the expansions for the energy and angular momentum fluxes for eccentric binaries through
7PN relative order.
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CHAPTER 4: BHP and GSF using a Lorenz gauge frequency domain procedure1
This chapter reports the development of a method and computer code for accurately calculating the GSF
of Schwarzschild extreme-mass-ratio inspirals (EMRIs) with eccentric orbits. We use a point mass description
for the stress-energy tensor of the small body and work in Lorenz gauge. Tensor spherical harmonic and
Fourier decomposition are used and the MP amplitudes are computed initially in the FD. These amplitudes
are then transferred to the TD using a generalization of the method of extended homogeneous solutions
(EHS) [18, 126] for systems of equations [110, 27, 7, 91, 8]. The GSF is then calculated using standard
mode-sum regularization. Our code was developed over the past several years and was reported in a series
of talks at the 15th, 16th, and 17th Capra meetings [91, 168, 99, 169]. A similar effort by a group in
Southampton, initiated earlier [7] but developed in part concurrently with ours, has been reported in full
elsewhere [8].
Our use of Lorenz gauge in the FD and generalization of EHS is in common with [8]. The FD is used
to achieve high accuracy and the method of EHS circumvents the Gibbs phenomenon in returning to the
TD. We calculate also the “geodesic self-force,” that is the GSF as a function of time along an undisturbed
geodesic orbit. The intent is to provide GSF curves at points that densely cover a region of orbital parameter
space (parametrized by eccentricity e and dimensionless semi-latus rectum p). As shown in [221] these data
can then serve as an interpolated input to an osculating orbits evolution code.
Our approach is distinguished, however, in several respects. We devise and use here a fully constrained
system of equations for even parity, as well as use the comparable system [8] for odd parity. We have found
and use a set of analytic solutions for even-parity static modes, which complement published solutions [23]
for odd parity. Particular attention is paid to accurately calculating near-static modes that occur for certain
orbital parameters that produce a near resonance between the radial Ωr and azimuthal Ωϕ orbital frequencies
(see Fig. 4.1). To compute this subset of modes accurately we resort to occasional (more expensive) use of 128-
bit arithmetic (i.e., quad precision). This has two effects. Firstly, we are able to trade some computational
speed for more uniform accuracy across e and p space. Secondly, the technique significantly expands the
region of e and p space within which the GSF can be computed accurately. For a given l and m mode there
will exist a harmonic n that produces the lowest magnitude frequency, ωmn = mΩϕ + nΩr. When a mode
1The major portion of this chapter previously appeared as an article in the journal Physical Review D. The original citation is as
follows: Thomas Osburn, Erik Forseth, Charles R. Evans, and Seth Hopper. Lorenz gauge gravitational self-force calculations
of eccentric binaries using a frequency domain procedure. Phys. Rev. D, 90:104031, Nov 2014.
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Figure 4.1: Orbital parameter space, resonances, and regions with near-static modes. Relativistic definitions
of semi-latus rectum p and eccentricity e are adopted [Eqn. (4.6)]. Dotted curves indicate, as in [8], a
closed orbit with the ratio Ωϕ/Ωr being a rational number. On any such curve there exists a static mode
ωmn = mΩϕ+nΩr = 0 for indicated m and n. Within the vicinity of these curves these modes will be nearly
static. For near-static modes with frequencies below |ω| < 10−4M−1 (shaded region) we use 128-bit floating
point arithmetic for part of the mode calculation. Our calculations are extended to frequencies as small as
|ω| < 10−6M−1, which exist in regions narrower than the dotted curves.
exists with frequency at or below |ω| < 10−4M−1 we switch the critical parts of the computation over to
quad precision. Furthermore, there is an added device that can be used for this single (l,m, n) mode–we
can eliminate part of the integration by using the jump conditions to normalize the mode. This procedure
increases accuracy and restores some computational speed. With these techniques we are able to extend
the reach of the code in computing the GSF to wider orbital separations, out to p . 100, and to higher
eccentricities, reaching as high as e . 0.8 with acceptable errors when all available techniques are used.
The accuracy criteria we adopt in this chapter stem from envisioned use of computed inspirals and
resulting waveforms in the matched filtering applications of gravitational wave detectors. A detector like
eLISA [11, 20] would employ template matching to separate individual sources and extract physical pa-
rameters from events buried in detector noise. To take full advantage of a signal when doing parameter
matching [22, 48, 212], theoretical waveform phases must be sufficiently accurate that they not contribute
dephasing errors and thus degrade available signal-to-noise ratios [22, 122, 207]. The oscillations within the
gravitational waveform will depend upon the orbital motion. For Schwarzschild EMRIs there are cumulative
radial Φr = χp(T ) and azimuthal Φϕ = ϕp(T ) orbital phases (here T ∼ M2/µ is the cumulative time in
the inspiral and see Sec. 4.1.1 for discussion of eccentric orbital motion). For schematic purposes, we simply
take here the radial phase as a proxy for the waveform phase. Further, we assume that theoretical orbital
phase uncertainties should be no larger than δΦr ' 0.01 radians over a cumulative phase in the inspiral of
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as much as Φr ∼ 106 (for an EMRI) (see discussion in [207]). Thus the GSF and inspiral calculation should
have fractional errors in the phase of order 10−8.
The GSF is often split into dissipative and conservative parts [122]. It is useful to also split the dissipative
part into orbit-averaged and oscillatory parts. The orbit-averaged, dissipative GSF (i.e., energy and angular
momentum fluxes to infinity and down the horizon) produces secular changes that drive the adiabatic inspiral.
For a small mass ratio ε the inspiral will schematically accumulate an orbital phase of
Φr = κ0(e, p, η)
1
ε
+ κ1(e, p, η) + κ2(e, p, η) ε+ · · · , (4.1)
where e and p are orbital parameters when the EMRI enters a detector passband and η is the ratio be-
tween ingress frequency fi and egress (or merger) frequency fe. The κ’s are dimensionless functions of
order unity that do not depend on ε. We are here assuming a Schwarzschild E/IMRI and absence of Kerr
transient resonances [94]. Also beyond our present concern are the recently recognized effects of resonances
in Schwarzschild EMRIs [209], which appear to come in at order ε (i.e., produce contributions to κ2). The
orbit-averaged, dissipative part of the first-order GSF will determine κ0. The rest of the first-order GSF, the
oscillatory part of the dissipative piece and the (oscillatory) conservative part, contribute to κ1. This term in
Φr is of order unity and represents the post-1-adiabatic correction [122]. The implications for our work are
this: if we require δΦr ' 10−2, we must compute the orbit-averaged first-order GSF with fractional errors at
or below 0 ' 10−8 . εδΦr and compute the oscillatory parts with fractional errors of order 1 ' 10−3 . δΦr
or less. The retarded MPs themselves must be known even more accurately, since mode-sum regularization
is a numerically subtractive procedure.
Ultimately these contributions to κ1 are necessary but not sufficient. It has long been understood that
κ1 also depends on the orbit-averaged part of the second-order GSF [175, 189, 190, 122, 179, 116], which
our code (and the one described in [8]) does not calculate. Moreover, there is expected to be an error in
computing κ1 by using FD methods and the “geodesic” GSF. In curved space, the real GSF will depend upon
the entire past history of the particle’s motion and the self-consistently evolved retarded field. In the geodesic
approximation there is no encoding of the prior history of an inspiral. For adiabatic inspiral the discrepancy
is expected to appear at a relative order of ε (thus in κ1) [51]. It was stressed in [78] that this discrepancy
could be assessed by comparing a self-consistent TD self-force calculation with an osculating orbits evolution
using a FD-derived geodesic self-force. Such calculations are now in progress [79, 219], pitting a scalar
field self-consistent TD evolution against an osculating orbits inspiral driven by a geodesic scalar self-force
calculation. Preliminary results [220] show small differences that are (so far) nearly indistinguishable from
errors in the TD evolution.
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Achievable GSF accuracy will depend on orbital parameters, particularly the eccentricity. Theoretical
studies suggest that EMRIs may form via several mechanisms [11]. The standard channel involves weak two-
body relaxation within the nuclear star cluster that scatters a compact object into a high eccentricity orbit
about a SMBH. It is then captured by the SMBH through successive bursts of GW emission near pericenter,
a process referred to as one-body inspiral [123]. These stars are captured initially in very high eccentricity
orbits, which then proceed to circularize as the orbit shrinks. For M ' 3 × 106M, EMRIs formed in this
way will have a distribution of eccentricities peaked about e ' 0.7 (and a maximum of e ' 0.81) as they
enter the eLISA passband (see [123] and their Figure 4). Because of the likelihood that EMRIs will have
high eccentricities, we have focused on extending the ability of our code to calculate up to e ' 0.8.
An alternative EMRI formation channel posits that compact binaries may scatter into high eccentricity
orbits about the SMBH, with the binary being subsequently tidally disrupted. The dissolution of the binary
may then inject a compact object into orbit, which will typically be less eccentric, about the SMBH. These
EMRIs will subsequently have nearly circular orbits by the time they enter the eLISA passband [11]. As
Fig. 4.1 makes clear, there is less likelihood of encountering troublesome near-static modes at low eccentricity,
and our code correspondingly has higher accuracy and speed in these cases.
This chapter is organized as follows. In Sec. 4.1 we review the formalism for calculating the first-order
MPs and the GSF for bound eccentric orbits on Schwarzschild. There we establish our notation for bound
geodesic motion, our convention for spherical harmonic decomposition and definition of MP amplitudes, and
give the coupled MP equations in Lorenz gauge. We also show in Sec. 4.1 how the size of these systems
of coupled equations can be reduced, from seven down to four equations for even parity and from three
down to two equations for odd parity, using the gauge conditions. These fully constrained equations are the
ones we solve numerically, deriving the remaining MP amplitudes from the gauge conditions. In Sec. 4.2
we outline how we apply the method of EHS to coupled systems of equations. In Sec. 4.3, where the heart
of our numerical method is presented, we provide a roadmap and details on how various classes of Fourier-
harmonic modes are solved. These include low-order (l = 0, 1) modes, static modes, and near-static modes.
Particularly worth noting is our new analytic solution for even-parity static modes (Sec. 4.3.3) and various
procedures for coping with near-static modes (Secs. 4.3.1 & 4.3.2). Sec. 4.4 gives our numerical results.
There we compare our computed GSF to values given in [8] for a particular orbit and provide tables of GSF
values, including estimated digits of accuracy, for a broader set of orbital parameters (see also App. A.4).
We show how the GSF errors vary smoothly as we range over orbital parameter space, while the speed of the
algorithm changes more abruptly as it copes with difficult modes. We also discuss how flux calculations may
be combined with the computed oscillatory part of the GSF to obtain sufficient accuracy for high eccentricity
orbits in long term orbit integrations. Finally, we relegate to App. A.1 some details on expansions that are
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used to set accurate boundary conditions on mode functions at large r and near the horizon, to App. A.2
some details on the expansions from which analytic solutions are derived for static modes, and to App. A.3
the form of certain force terms used in the mode-sum regularization procedure.
Our notation for metric perturbation amplitudes and source terms largely follows that of Martel and
Poisson [154] (see also [126]). In particular, while general coordinate indices are denoted by Greek letters
α, β, µ, ν, . . ., it is useful to consider a split of the four-dimensional manifold intoM2×S2 and adopt lowercase
Latin letters a, b, c, . . . for indices associated with coordinates t and r and capital Latin letters A,B,C, . . .
for the angular coordinates θ and ϕ and associated indices.
Section 4.1: Formalism
4.1.1: Bound orbits on a Schwarzschild background
We consider in this chapter generic bound motion of a point particle of mass µ around a Schwarzschild
black hole of mass M under the assumption that µ/M  1. We use Schwarzschild coordinates xµ =
(t, r, θ, ϕ), in which the line element takes the standard form
ds2 = −fdt2 + f−1dr2 + r2 (dθ2 + sin2 θdϕ2) , (4.2)
where f(r) = 1− 2M/r.
Let the worldline of the particle be xαp (τ) = [tp(τ), rp(τ), θp(τ), ϕp(τ)], with proper time τ . In this chapter
a subscript p indicates a field evaluated at the location of the particle. The four-velocity is uα = dxαp /dτ .
Without loss of generality the motion is confined to the equatorial plane, θp(τ) = pi/2. At zeroth order the
motion is geodesic in the static background and the geodesic equations yield immediate first integrals. This
allows us to write the four-velocity as
uα =
( E
fp
, ur, 0,
L
r2p
)
, (4.3)
where E and L are the constant specific energy and specific angular momentum, respectively. Bound orbits
have E < 1 and require at least L > 2√3M for two turning points to exist. The constraint uαuα = −1 yields
an expression for the radial coordinate velocity
r˙2p(t) = f
2
p
(
1− U
2
p
E2
)
, (4.4)
where
U2
(
r,L2) ≡ f(r)(1 + L2
r2
)
, (4.5)
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and a dot indicates differentiation with respect to coordinate time.
While eccentric orbits on Schwarzschild can be parametrized by E and L, alternative pairs of parameters
can be chosen. For example, we can use instead the (dimensionless) semi-latus rectum p and the eccentricity e
(see [61, 27]). A third choice is the pericentric and apocentric radii, rmin and rmax. These various parameters
are related by the following equations
p =
2rmaxrmin
M(rmax + rmin)
, e =
rmax − rmin
rmax + rmin
, (4.6)
rmax =
pM
1− e , rmin =
pM
1 + e
, (4.7)
and
E2 = (p− 2)
2 − 4e2
p(p− 3− e2) , L
2 =
p2M2
p− 3− e2 . (4.8)
To avoid a plunging orbit the inner turning point must lie outside the maximum of the effective potential
U2, which implies another inequality, p > 6 + 2e. The boundary p = 6 + 2e of these innermost stable orbits
is the separatrix indicated in Fig. 4.1.
Numerical integration of the trajectory employs an alternate curve parameter, χ, in which the radial
position on the orbit is given a Keplerian-appearing form [71]
rp (χ) =
pM
1 + e cosχ
, (4.9)
where χ differs in general from the true anomaly ϕ. One radial libration makes a change ∆χ = 2pi. The
orbital equations then take the form
dtp
dχ
=
rp (χ)
2
M(p− 2− 2e cosχ)
[
(p− 2)2 − 4e2
p− 6− 2e cosχ
]1/2
,
dϕp
dχ
=
[
p
p− 6− 2e cosχ
]1/2
, (4.10)
dτp
dχ
=
Mp3/2
(1 + e cosχ)2
[
p− 3− e2
p− 6− 2e cosχ
]1/2
,
with the use of χ removing singularities in the differential equations at the radial turning points (see [61]).
Integrating the first of these equations provides the fundamental frequency and period of radial motion,
Ωr ≡ 2pi
Tr
, Tr ≡
∫ 2pi
0
(
dtp
dχ
)
dχ. (4.11)
Integrating the second equation determines the azimuthal advance. The average angular frequency dϕp/dt
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is found by integrating over a complete radial oscillation
Ωϕ ≡ 1
Tr
∫ Tr
0
(
dϕp
dt
)
dt. (4.12)
In general Ωr 6= Ωϕ, except in the Newtonian limit.
4.1.2: First-order metric perturbation equations in Lorenz gauge
The finite mass of the small body induces a first-order perturbation pµν in the background metric gµν :
gµν = gµν + pµν . Using the trace reverse p¯µν = pµν − 12gµνp (with p = pαβ gαβ), linearizing the Einstein
equations, and imposing the Lorenz gauge condition
p¯µν|ν = 0, (4.13)
yields the first-order field equations for the MPs
4p¯µν + 2Rα βµ ν p¯αβ = −16piTµν . (4.14)
Here a stroke |µ (or ∇µ) indicates covariant differentiation with respect to gµν and 4 = gµν∇µ∇ν . Ad-
ditionally, Rαµβν is the Riemann tensor associated with gµν . Adopting a point particle description, the
stress-energy tensor in Eqn. (4.14) is
Tµν (xα) = µ
∫
uµuν√−g δ
4
[
xα − xαp (τ)
]
dτ. (4.15)
4.1.3: Spherical harmonic decomposition
Our convention for tensor spherical harmonics and notation for MP amplitudes follows that of Martel
and Poisson [154], a modification of the original notation of Regge and Wheeler [187]. (An alternative
notation is found in [23, 25, 8].) The convention we use leaves all tensor harmonics orthogonal and clarifies
the distinction between even-parity and odd-parity amplitudes. Odd-parity perturbations are expanded in
terms of X lmA and X
lm
AB , while even-parity perturbations use Y
lm, Y lmA , and Y
lm
AB
pab =
∑
lm
hlmab Y
lm,
paB =
∑
lm
(
jlma Y
lm
B + h
lm
a X
lm
B
)
, (4.16)
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pAB =
∑
lm
[
r2(KlmΩABY
lm +GlmY lmAB) + h
lm
2 X
lm
AB
]
.
The stress-energy tensor is also decomposed and following [154] has even-parity projections
Qablm = 8pi
∫
T abY¯ lm dΩ,
Qalm =
8pir2
λ+ 1
∫
T aBY¯ lmB dΩ, (4.17)
Q[lm = 8pir
2
∫
TABΩABY¯
lm dΩ,
Q]lm =
8pir4
λ(λ+ 1)
∫
TABY¯ lmAB dΩ,
and odd-parity projections
P alm =
8pir2
λ+ 1
∫
T aBX¯ lmB dΩ, (4.18)
Plm =
4pir4
λ(λ+ 1)
∫
TABX¯ lmAB dΩ.
The overbar here indicates the complex conjugate and λ ≡ (l + 2)(l − 1)/2. The sharp (]) and flat ([)
superscripts merely distinguish two distinct scalar projections. These source terms are given explicitly in
Sec. V of [126].
4.1.4: Lorenz gauge equations for MP amplitudes
Applying these projections to (4.14) yields coupled sets of field equations in t and r for the MP amplitudes.
Likewise (4.13) provides a set of Lorenz gauge conditions on the amplitudes. Lorenz gauge gives each of the
ten field equations a hyperbolic form, and the principal part of the wave operator in each equation can be
compactly expressed using the 1+1 dimensional d’Alembertian
 ≡ −∂2t + f∂r (f∂r) = −∂2t + ∂2r∗ , (4.19)
where r∗ is the tortoise coordinate
r∗ = r + 2M ln
( r
2M
− 1
)
. (4.20)
The seven even-parity and three odd-parity Lorenz gauge field equations are well-posed hyperbolic sys-
tems, but the Lorenz gauge conditions (three even parity and one odd parity) force constraints on the initial
conditions. These unconstrained field equations, along with the Bianchi identities, ensure that the gauge
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conditions, if fixed initially, are satisfied subsequently. We present the unconstrained equations first, and then
introduce modified constrained systems. Equations in this subsection are in TD form but can be converted
to FD form as discussed in Sec. 4.2.1. In what follows all l and m indices on MP and source amplitudes are
suppressed for brevity unless otherwise noted.
Unconstrained Lorenz gauge field equations
The seven even-parity unconstrained Lorenz gauge equations are
htt +
2(r − 4M)f
r2
∂rhtt +
4Mf
r2
∂thtr +
2M(3M − 2r)f2
r4
hrr
+
4Mf2
r3
K +
2(M2 − r2f)− 2λr2f
r4
htt = −fQrr − f2Q[ − f3Qtt,
htr +
2f2
r
∂rhtr +
2Mf
r2
∂thrr +
2M
r2f
∂thtt +
4(λ+ 1)f
r3
jt − 4(M − r)
2 + 2λr2f
r4
htr = 2fQ
tr,
hrr +
2f
r
∂rhrr +
4M
r2f
∂thtr +
2M(3M − 2r)
r4f2
htt +
4(r − 3M)
r3
K
+
8(λ+ 1)f
r3
jr +
2(r −M)(7M − 3r)− 2λr2f
r4
hrr = Q
[ − 1
f
Qrr − fQtt,
jt − 2Mf
r2
∂rjt +
2Mf
r2
∂tjr +
2f2
r
htr − 2f
2 + 2λf
r2
jt = f
2Qt,
jr +
2Mf
r2
∂rjr +
2M
r2f
∂tjt +
2f2
r
hrr − 2f
r
K +
2λf
r
G− 4f
2 + 2(λ+ 1)f
r2
jr = −Qr,
K + 2f
2
r
∂rK − 2(3M − r)f
2
r3
hrr +
2M
r3
htt − 4(λ+ 1)f
2
r3
jr − 4f
2 + 2λf
r2
K = Qrr − f2Qtt,
G+ 2f
2
r
∂rG+
4f2
r3
jr − 2λf
r2
G = − f
r2
Q].
(4.21)
The three odd-parity parts of the field satisfy a separate unconstrained set of equations in Lorenz gauge
ht − 2Mf
r2
∂rht +
2Mf
r2
∂thr − 2f
2 + 2λf
r2
ht = f
2P t,
hr +
2Mf
r2
∂rhr +
2M
r2f
∂tht +
2λf
r3
h2 +
2(4M − 3r)f − 2λrf
r3
hr = −P r,
h2 − 2f
2
r
∂rh2 +
4f2
r
hr +
2f(r − 4M)− 2λrf
r3
h2 = −2fP.
(4.22)
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Lorenz gauge conditions
The Lorenz gauge conditions (4.13) separate into even- and odd-parity equations when expanded in
spherical harmonics. For even parity there are three coupled gauge conditions
f∂rhtr − f
2
∂thrr − ∂tK − 1
2f
∂thtt +
2(r −M)
r2
htr − 2(λ+ 1)
r2
jt = 0,
− 1
f
∂thtr +
f
2
∂rhrr − ∂rK + 1
2f
∂rhtt +
2(r −M)
r2
hrr − 2
r
K − 2(λ+ 1)
r2
jr = 0,
f∂rjr − 1
f
∂tjt − f
2
hrr +
1
2f
htt +
2(r −M)
r2
jr − λG = 0,
(4.23)
while in odd parity there is just one condition
f∂rhr − 1
f
∂tht +
2(r −M)
r2
hr − λ
r2
h2 = 0. (4.24)
Fully-constrained field equations
While the unconstrained equations (4.21) and (4.22) might be solved numerically, in practice we have
found it more efficient and accurate to use the gauge conditions (4.23) and (4.24) to produce reduced order
systems of constrained equations. To do this we rewrite the gauge conditions (4.23) and (4.24) as expressions
for the four amplitudes jt, jr, G, and h2. These are used, as necessary, to eliminate their appearance in
six of the equations in the sets (4.21) and (4.22)–specifically those equations with wave operators acting on
htt, htr, hrr, K, ht, and hr. These six equations, four even parity and two odd parity, once modified only
reference these remaining amplitudes. Once the constrained equations are solved, the eliminated fields, jt,
jr, G, and h2, are recovered via the gauge conditions.
We find the following system of four constrained even-parity equations
htt +
2(r − 4M)f
r2
∂rhtt +
4Mf
r2
∂thtr +
2M(3M − 2r)f2
r4
hrr
+
4Mf2
r3
K +
2(M2 − r2f)− 2λr2f
r4
htt = −fQrr − f2Q[ − f3Qtt,
htr +
4f2
r
∂rhtr +
4M − r
r2f
∂thtt +
(4M − r)f
r2
∂thrr − 2f
r
∂tK +
4M(M − r)− 2λr2f
r4
htr = 2fQ
tr,
hrr +
4(r −M)f
r2
∂rhrr +
2
r
∂rhtt − 4f
r
∂rK +
4(3M − r)
r2f
∂thtr +
2M(3M − 2r)
r4f2
htt
+
4(M − r)
r3
K +
2(M − r)2 − 2λr2f
r4
hrr = − 1
f
Qrr +Q[ − fQtt,
K + 4f
2
r
∂rK − f
r
∂rhtt − f
3
r
∂rhrr +
2f
r
∂thtr +
2M
r3
htt − 2(r +M)f
2
r3
hrr − 2λf
r2
K = −f2Qtt +Qrr,
(4.25)
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and the following system of two constrained odd-parity equations
ht − 2Mf
r2
∂rht +
2Mf
r2
∂thr − 2f
2 + 2λf
r2
ht = f
2P t,
hr +
2(r −M)f
r2
∂rhr − 2(r − 3M)
r2f
∂tht − 2f
2 + 2λf
r2
hr = −P r.
(4.26)
These six equations, supplemented with the gauge conditions (4.23) and (4.24), are satisfied by the MPs in
Lorenz gauge. However, as discussed in Sec. 4.2, to find solutions numerically we cast these equations into
the FD, reducing them to large sets of ordinary differential equations. Furthermore, in certain special cases
[i.e., low-order (l = 0, 1) modes and static (ω = 0) modes] some MP amplitudes cease to be defined or the
systems of equations reduce further in size, or both. Sec. 4.3 discusses these special cases, each of which
merits unique numerical treatment.
4.1.5: Self-force and mode-sum regularization
Once the Lorenz gauge equations in the preceding section are solved using causal boundary conditions
(i.e., outgoing waves at infinity and downgoing waves at the horizon), the MP amplitudes are used to
reassemble the retarded field pretµν . The full retarded field is divergent at the location of the point mass,
precisely where its action back on the particle’s motion must be determined. Regularization is required,
and the mode-sum regularization (MSR) procedure of Barack and Ori [24] is commonly used (see e.g., early
use [75] with a scalar field and for the GSF in Lorenz gauge [25, 20, 27]). To discuss MSR it is useful to
consider the decomposition discovered by Detweiler and Whiting [77] that splits the retarded MP within a
normal neighborhood of the particle [176] into regular (R) and singular (S) parts
pretµν = p
R
µν + p
S
µν . (4.27)
The singular part has a divergence that captures the singular behavior of the retarded field and satisfies
the same inhomogeneous field equations (4.14), but through design (i.e., appropriate boundary conditions)
does not contribute at all to the self-force. The regular part, in contrast, is a solution to the homogeneous
first-order field equations and is entirely responsible for the self-force. Applying the self-force, the corrected
motion can be regarded as forced, non-geodesic motion in the background spacetime. With the Detweiler
and Whiting split, the motion can also be viewed as geodesic in the corrected metric gµν + p
R
µν . In either
viewpoint the self-force becomes a term in the equations of motion found from calculating
FαR = µk
αβγδp¯Rβγ|δ, (4.28)
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which is evaluated at the particle, xα = xαp (τ). Here the trace-reversed MP is used and the projection
operator is
kαβγδ (xp) =
1
2
gαδuβuγ − gαβuγuδ − 1
2
uαuβuγuδ +
1
4
uαgβγuδ +
1
4
gαδgβγ . (4.29)
At this point, kαβγδ is defined only at the particle’s location (though below we discuss broadening its
definition so it can be evaluated off the worldline). Its form ensures orthogonality FαRuα = 0. The same
operator may be applied to pretµν and p
S
µν to define the retarded and singular self-forces,
Fαret = µk
αβγδ p¯retβγ|δ, F
α
S = µk
αβγδ p¯Sβγ|δ, (4.30)
both of which diverge at xα = xαp (τ). Formally, the regular part is formed through the subtraction F
α
R =
Fαret − FαS . However, since both Fαret and FαS are infinite at the location of interest, a straightforward
subtraction is not possible.
The central idea of MSR is to decompose the components of Fαret and F
α
S into sums over scalar multipole
modes Fαl
′
ret and F
αl′
S , with every mode being finite at the location of the particle. (We use l
′ and m′ to
distinguish from the l and m of our tensor spherical harmonic decomposition.) Then the subtraction can
be made mode by mode. There is a subtlety in the decomposition, however, since the operator kαβγδ (and
therefore the self-force) is only defined at this stage at the location of the particle. To generate a spherical
harmonic decomposition we must choose a way to extend kαβγδ off of the worldline. Following Ref. [27] we
define kαβγδ(x;xp) at field point x, when the particle is at xp, to have the value given from Eqn. (4.29) with
gµν evaluated at x and uα evaluated at xp. Later, in Eqn. (4.34), when we re-expand our tensor harmonics
as sums of scalar harmonics, this choice ensures a finite coupling of l modes for each l′.
The mode-sum expansion for FαS can written in the form
FαS =
∞∑
l′=0
[(
l′ +
1
2
)
Fα[−1] + F
α
[0] +
Fα[2](
l′ − 12
) (
l′ + 32
) + Fα[4](
l′ − 32
) (
l′ − 12
) (
l′ + 32
) (
l′ + 52
) + · · ·], (4.31)
where the coefficients Fα[−1], F
α
[0], F
α
[2], . . . are the l
′-independent regularization parameters (RPs), which de-
pend only upon position in the eccentric orbit. (We use the notation of Heffernan et al. [119] for the RPs.)
Then, the mode-sum formula
FαR =
∞∑
l′=0
[
Fαl
′
ret −
(
l′ +
1
2
)
Fα[−1]−Fα[0]−
Fα[2](
l′ − 12
) (
l′ + 32
) − Fα[4](
l′ − 32
) (
l′ − 12
) (
l′ + 32
) (
l′ + 52
) −· · ·], (4.32)
determines the regularized self-force. The first two RPs, Fα[−1] and F
α
[0], for the GSF on a Schwarzschild
background were originally given by Barack et al. [17]. Indeed, only these first two parameters are needed
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to obtain convergence. From the structure of the l′-dependent denominator terms, all of the succeeding
terms each converge to zero as l′ →∞. However, since the series with only Fα[−1] and Fα[0] converges slowly
(∼ 1/l′max), higher-order RPs are important for hastening convergence when the sum is truncated at some
finite l′max. Heffernan et al. [119] have calculated the higher-order coefficients F
α
[2] and F
α
[4] for the GSF, and
their use (along with numerically fitting to even higher order) greatly improves convergence.
As described above, MSR requires an expansion of the full retarded self-force Fαret as a sum over scalar
spherical harmonic modes Fαl
′
ret . In contrast, our Lorenz gauge calculation yields a set of MP amplitudes
for each l and m in a tensor spherical harmonic expansion. The former can be derived from the latter by
re-expanding each tensor spherical harmonic in our expression for Fαret as a sum of scalar spherical harmonics.
To that end, we take the definition of kαβγδ(x, xp) given above, along with the tensor spherical harmonic
expansion of the retarded MP given in Eqn. (4.16), and substitute in Eqn. (4.30). Taking the limit r → rp(t)
while maintaining θ and ϕ dependence leaves [27]
[Fαret(t, rp(t), θ, ϕ)]± =
µ
r2p
∞∑
l=0
l∑
m=−l
[
fαlm0 Y
lm + fαlm1 sin
2 θ Y lm + fαlm2 sin θ cos θ Y
lm
,θ
+ fαlm3 sin
2 θ Y lm,θθ + f
αlm
4
(
cos θ Y lm − sin θ Y lm,θ
)
+ fαlm5 sin θ Y
lm
,θ + f
αlm
6 sin
3 θ Y lm,θ + f
αlm
7 sin
2 θ cos θ Y lm,θθ
]
±
, (4.33)
where a comma indicates a partial derivative. The vectors fαlm0 . . . f
αlm
7 are functions of the MP amplitudes
and their first t and r derivatives. Our tensor harmonic decomposition of the MP differs from [27] and so we
provide the detailed form of these functions in Appendix A.3. The MP amplitudes are O(µ), which makes
the GSF of order O(µ2). Each of the functions fαlm0 . . . fαlm7 , as well as Fαret, takes on a pair of values (±)
since the limit r → rp(t) can be applied from the outside or inside of the particle radius rp(t). Differing
limits on the two sides also appear in the RP Fα[−1] and therefore in F
α
S . The regularized GSF itself, is
single-valued though.
Finally, we obtain Fαl
′
ret by expanding the θ-dependent terms in (4.33) as sums of scalar spherical har-
monics. This yields the following expression
[
Fαl
′
ret
]
±
=
µ
r2p
l′∑
m=−l′
Y l
′m
[
Fαl′−3,m(−3) + Fαl
′−2,m
(−2) + Fαl
′−1,m
(−1) + Fαl
′,m
(0) + Fαl
′+1,m
(+1) + Fαl
′+2,m
(+2) + Fαl
′+3,m
(+3)
]
±
.
(4.34)
The functions Fαl,m(j) , given in [27], are found to each be a linear combination of the fαlmn of the same l
and m. Accordingly, a given l′ term used in the MSR formula couples only to tensor spherical harmonic
amplitudes in the range l′ − 3 ≤ l ≤ l′ + 3.
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4.1.6: Conservative and dissipative parts of the self-force and first-order changes in orbital constants
The procedure described in the previous subsection takes the retarded field and produces the regular (R)
force (i.e., the self-force). To make the notation clear we can write this retarded self-force as FαR,ret. It is also
conceivable to calculate the advanced self-force FαR,adv, which is obtained by precisely the same procedure
except in replacing p¯retµν with p¯
adv
µν . The singular field F
α
S is time symmetric, so the RPs are unaffected in
swapping ‘ret’ for ‘adv’. Hinderer and Flanagan [122] show that it is convenient to split the retarded and
advanced self-force into conservative and dissipative parts
FαR,ret = F
α
cons + F
α
diss, F
α
R,adv = F
α
cons − Fαdiss, (4.35)
where
Fαcons =
1
2
(
FαR,ret + F
α
R,adv
)
, Fαdiss =
1
2
(
FαR,ret − FαR,adv
)
. (4.36)
See also [159]. Furthermore, because of the symmetry, the conservative part actually requires regularization
Fαcons =
∞∑
l′=0
[
1
2
(
Fαl
′
ret + F
αl′
adv
)
− Fαl′S
]
, (4.37)
while the dissipative part does not
Fαdiss =
1
2
∞∑
l′=0
(
Fαl
′
ret − Fαl
′
adv
)
. (4.38)
Conveniently, for geodesic motion on Schwarzschild the advanced self-force can be obtained from the retarded
self-force using time reversal and symmetry
FαR,adv(τ) = (α) F
α
R,ret(−τ), (4.39)
where τ = 0 corresponds to periastron passage and the Schwarzschild components change sign or not
according to (α) = (−1, 1, 1,−1), with no implied sum in the equation above.
The self-force produces changes in the orbital constants E = −ut and L = uϕ. Using the first-order
equations of motion
µ
Duα
Dτ
= gαβF
β
R, (4.40)
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the t component F tR provides a rate of work and the ϕ component F
ϕ
R gives a torque such that
E˙ = fp
µut
F tR, L˙ =
r2p
µut
FϕR , (4.41)
where dot refers to derivative with respect to Schwarzschild time t. While the first-order GSF determines
the leading order, adiabatic motion and contributes terms to the post-1-adiabatic corrections [122], the
leading-order adiabatic changes require only the orbit-averaged part of the dissipative GSF
〈E˙〉 = 1
Tr
∫ Tr
0
fp
µut
F tdiss dt, 〈L˙〉 =
1
Tr
∫ Tr
0
r2p
µut
Fϕdiss dt. (4.42)
For the geodesic GSF, the first-order rate of work and torque are balanced by the energy and angular
momentum fluxes (each averaged over the orbital period and summed over two-surfaces near infinity and
the horizon) calculated from the first-order MP (see Sec. 4.4.2).
Section 4.2: Frequency domain techniques for solving coupled systems
Rather than solve directly the TD Lorenz gauge equations of Sec. 4.1.4, we use FD techniques for their
speed and accuracy. Accuracy requirements were discussed in the Introduction and these are attained in
the FD through solution of ordinary differential equations (ODEs). The TD alternative [27], solving 1+1
dimensional partial differential equations for each l,m, has the compensating advantage of allowing the GSF
to be applied self-consistently [78]. The specific equations we solve are the FD version of the fully-constrained
field equations (4.25) and (4.26) and the gauge conditions (4.23) and (4.24), obtained by taking ∂t → −iω
and replacing amplitudes, e.g., htt(t, r) → h˜tt(r). Subsequently the solution is returned to the TD, whence
the GSF can be calculated. The Fourier synthesis uses the method of EHS [18], which circumvents the Gibbs
phenomenon encountered with a distributional source.
Below we set the notation for the Fourier transform, give a matrix notation for the coupled sets of FD
ODEs, and discuss independent bases of homogeneous solutions that appear at leading order asymptotically.
We then discuss the use of variation of parameters and how EHS is broadened to encompass systems of
ODEs.
4.2.1: Fourier decomposition
As explained in Sec. 4.1.1, two fundamental frequencies, Ωr and Ωϕ, exist in the eccentric-orbit Schwarzschild
E/IMRI problem. In the frame that rotates at the mean azimuthal rate (ϕ′ = ϕ − Ωϕt) the MP appears
non-sinusoidal but periodic in t. It can be represented in a Fourier series in harmonics nΩr. In the inertial
49
frame, the phase of each multipole with m 6= 0 advances linearly, giving the Fourier-harmonic modes a
spectrum
ω ≡ ωmn = mΩϕ + nΩr. (4.43)
Each MP and source amplitude is replaced by a Fourier series (with a tilde denoting a FD amplitude). For
a generic amplitude Xlm (not to be confused with the tensor harmonics X
lm
A and X
lm
AB) we have
X˜lmn(r) =
1
Tr
∫ Tr
0
Xlm(t, r)e
iωmnt dt, Xlm(t, r) =
∞∑
n=−∞
X˜lmn(r)e
−iωmnt (4.44)
Henceforth, not only will indices l and m be suppressed but so will n on FD objects (unless otherwise noted).
4.2.2: Matrix notation for coupled ODE systems
It is convenient to place the coupled FD equations in matrix form. For even and odd parities, respectively,
the fields appearing in the constrained systems are assembled into the vectors
E˜(r) = r

h˜tt
fh˜tr
f2h˜rr
K˜

, B˜(r) =

h˜t
fh˜r

. (4.45)
With this notation the even- and odd-parity FD equations are compactly expressed in matrix form
E˜ ′′ + A E˜ ′ + B E˜ = U˜ , B˜′′ + C B˜′ + D B˜ = V˜ , (4.46)
with prime indicating differentiation with respect to tortoise coordinate r∗ and where the solution vectors
and source vectors have dimension k = 4 or k = 2 for even or odd parity, respectively. In the general case
the matrices that couple the amplitudes and their first derivatives are
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A =
1
r2

−4M 0 0 0
0 2(r − 4M) 0 0
2rf 0 2(r − 4M) −4rf2
−r 0 −r 2rf

,
B =
(
ω2 − 2(λ+ 1)f
r2
)
I+
1
r4

2M(r −M) −4iωMr2 −2M(2r − 3M) 4Mrf2
iωr2(r − 4M) −2fMr iωr2(r − 4M) 2iωr3f2
−2(r −M)2 4iωr2(r − 3M) 2(r2 − 3Mr + 3M2) −4Mrf2
r2 −2iωr3 −r2 2fMr

,
(4.47)
C =
2
r2

−M 0
0 r − 3M

, D =
(
ω2 − 2f
2 + 2λf
r2
)
I+
2iω
r2

0 −M
r − 3M 0

. (4.48)
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where the I’s are relevant-sized identity matrices (k × k = 4× 4 or 2× 2). The source vectors are
U˜ = r

−fQ˜rr − f2Q˜[ − f3Q˜tt
2f2Q˜tr
−fQ˜rr + f2Q˜[ − f3Q˜tt
Q˜rr − f2Q˜tt

, V˜ =

f2P˜ t
−fP˜ r

. (4.49)
In certain special cases (low-order modes or static modes) some components of the vectors E˜ and B˜ identically
vanish, effectively reducing the order of the system, with concomitant reduction in the source components
and elements of A, . . . ,D. These special cases are detailed in Sec. 4.3.
4.2.3: Linearly independent sets of homogeneous solutions
The constrained even-parity equations are a set of four, coupled, second-order ODEs. As such they have
eight linearly independent homogeneous solutions. We divide these into four solutions E˜+i (with i = 0, 1, 2, 3)
that have causal, running-wave dependence eiωr∗ at r∗ = +∞ and four solutions E˜−i that are downgoing,
e−iωr∗ , at the horizon (r∗ = −∞). For odd parity, where the system is a set of two, coupled, second-order
ODEs, there are four linearly independent homogeneous solutions. In parallel we denote these by B˜±i with
i = 0, 1. A complete basis of linearly independent homogeneous solutions is of dimension 2k.
Upon examining the asymptotic limits of Eqn. (4.46) as r∗ → ±∞, we find the following is one possible
representation of the leading-order behavior of the even-parity homogeneous solutions
(
E˜−0
)>
∼ (1, 1, 1, 0) e−iωr∗ ,
(
E˜+0
)>
∼ (1, 0,−1, 0) eiωr∗ ,(
E˜−1
)>
∼ (1, 0,−1,−2(1− 4iωM)−1) fe−iωr∗ , (E˜+1 )> ∼ (0, 1,−2, 0) eiωr∗ , (4.50)(
E˜−2
)>
∼ (1,−1, 1, 1) f2e−iωr∗ ,
(
E˜+2
)>
∼ (0, 1,−2, 1) r−1eiωr∗ ,(
E˜−3
)>
∼ (0, 0, 0, 1) e−iωr∗ ,
(
E˜+3
)>
∼ (0, 0,−2, 1) r−2eiωr∗ ,
where > indicates transpose. We note that, while these vectors are linearly independent, the MP amplitudes
(components) do not decouple asymptotically. Likewise the asymptotic limits of the odd-parity equations
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allow the following representation of the leading-order behavior of odd-parity homogeneous solutions
(
B˜−0
)>
∼ (1, 1) e−iωr∗ ,
(
B˜+0
)>
∼ (1,−1) eiωr∗ , (4.51)(
B˜−1
)>
∼ (1,−1) fe−iωr∗ ,
(
B˜+1
)>
∼ (0, 1) r−1eiωr∗ .
Here again, while the odd-parity vectors are linearly independent, the MP amplitudes are still mixed between
them asymptotically.
The limiting behavior for E˜±i and B˜
±
i displayed in (4.50) and (4.51) is merely one possible choice and we
refer to these as the simple bases. It is however clearly possible to introduce linear transformations on these
sets of eight and four homogeneous solutions, and we describe in Sec. 4.3.1 clear advantages in doing so at
least for the even- and odd-parity bases on the near-infinity side.
4.2.4: Variation of parameters and extended homogeneous solutions for coupled systems
With the assumption that sets of homogeneous solutions E˜±i and B˜
±
i have been obtained by integrating
Eqns. (4.46) (subject to the boundary conditions of the previous section or other equivalently-independent
ones), it is straightforward to construct solutions to the inhomogeneous equations using variation of param-
eters. Introducing a set of 2k variable coefficients c±i (r) that multiply the homogeneous basis elements, the
particular solutions are assumed to have the forms
E˜(r) =
3∑
i=0
(
E˜−i ce,−i (r) + E˜
+
i c
e,+
i (r)
)
, B˜(r) =
1∑
i=0
(
B˜−i co,−i (r) + B˜
+
i c
o,+
i (r)
)
. (4.52)
Variation of parameters then assumes that the first derivative of (4.52) also depends only on the coefficients
c±i (r), and not their derivatives, by placing a set of k conditions on ∂r∗c
±
i (r). Differentiating again and
substituting into Eqns. (4.46) yields a second set of k conditions on ∂r∗c
±
i (r). Taken together these conditions
form a linear system with a 2k× 2k matrix M, formed from the homogeneous basis elements and their first
derivative, that acts on the vector made up of the first derivative of the coefficients c±i (r). The matrix M is
the Wronskian matrix. In odd parity (k = 2) these equations have the form
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M
∂r∗c
o,−
0
∂r∗c
o,−
1
∂r∗c
o,+
0
∂r∗c
o,+
1

=

B˜−0 B˜
−
1 B˜
+
0 B˜
+
1
∂r∗B˜
−
0 ∂r∗B˜
−
1 ∂r∗B˜
+
0 ∂r∗B˜
+
1


∂r∗c
o,−
0
∂r∗c
o,−
1
∂r∗c
o,+
0
∂r∗c
o,+
1

=

0
V˜

, (4.53)
where bold entries are 2× 1 column vectors.
The normalization functions are then found by matrix inversion followed by integration over the source
region
c
e/o,+
i (r) =
∫ r
rmin
1
f
W
e/o,+
i
W e/o
dr′, ce/o,−i (r) = −
∫ rmax
r
1
f
W
e/o,−
i
W e/o
dr′. (4.54)
In these integrals W e/o is the determinant of the Wronskian matrix (even or odd parity). The determinants
W
e/o,±
i are formed by replacing the column in the Wronskian corresponding to the ith homogeneous solution
with the column vector
(
0, U˜)> or (0, V˜)> (even or odd parity) in accordance with Cramer’s rule. Again,
for odd parity, the Wronskian and one of the modified Wronskians are
W o =
∣∣∣∣∣∣∣∣∣∣∣∣∣
B˜−0 B˜
−
1 B˜
+
0 B˜
+
1
∂r∗B˜
−
0 ∂r∗B˜
−
1 ∂r∗B˜
+
0 ∂r∗B˜
+
1
∣∣∣∣∣∣∣∣∣∣∣∣∣
, W o,−0 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
0 B˜−1 B˜
+
0 B˜
+
1
V˜ ∂r∗B˜
−
1 ∂r∗B˜
+
0 ∂r∗B˜
+
1
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (4.55)
Thus, both W o and W o,−0 are determinants of 4× 4 matrices. In even parity the matrices are 8× 8 and in
special cases other matrix ranks occur. In this section we have sketched using Cramer’s rule for the matrix
inversion merely to provide a compact discussion. In reality we use LU decomposition in the code to provide
the numerical inversion.
Once the normalization functions c
e/o,±
i (r) are known, the particular solutions (4.52) can be computed.
However, since the source in the TD problem is distributional, this standard procedure is fraught with the
appearance of Gibbs behavior in the MP (and GSF) upon returning to the TD. Its use is now supplanted
by the method of EHS, though the EHS method uses key parts of the standard-approach machinery.
Barack, Ori, and Sago [18] developed the EHS method and applied it in computing the scalar field of a
54
charge in eccentric orbit about a Schwarzschild black hole. Subsequently, Hopper and Evans [126] employed
EHS to compute the MPs of a small mass in eccentric orbit on Schwarzschild in the Regge-Wheeler-Zerilli
formalism. EHS was also used [110, 27] to compute the low-order (l = 0, 1) modes in Lorenz gauge, which
marked its first use for a coupled system. EHS then found use in modeling the scalar self-force on a particle
in eccentric equatorial orbit on a Kerr black hole [216]. In addition, a variant called the method of extended
particular solutions was developed [124] that is useful for certain problems with non-compact source terms.
It was employed to compute the gauge vector that generates the odd-parity transformation of the MP from
Regge-Wheeler to Lorenz gauge.
Our application of EHS to general MPs in Lorenz gauge for eccentric orbital motion on Schwarzschild
was developed contemporaneously with Akcay, Warburton, and Barack (see talks at the 2012 Capra meeting
[21, 218, 91]). Their code was applied [221] to long term inspiral and their full method has been published [8].
EHS uses the matrix inversion and integration involved in computing the normalization functions, but
extends the integration over the entire source region to obtain a set of complex constants. In practice, the
integration is done with respect to χ
C
e/o,±
i = ±
∫ pi
0
1
f(rp(χ))
W
e/o,±
i (rp(χ))
W e/o(rp(χ))
drp
dχ
dχ, (4.56)
providing better numerical behavior at the turning points. These constants are used to normalize the basis
vectors and to assemble specific linear combinations, referred to as FD extended homogeneous solutions.
They are smooth functions everywhere outside the horizon (r > 2M),
E˜±(r) =
3∑
i=0
Ce,±i E˜
±
i , B˜
±
(r) =
1∑
i=0
Co,±i B˜
±
i . (4.57)
Using these functions, exponentially-convergent Fourier sums then provide the TD extended homogeneous
solutions
E±(t, r) =
∞∑
n=−∞
E˜±(r) e−iωt, B±(t, r) =
∞∑
n=−∞
B˜±(r) e−iωt, (4.58)
which likewise hold for all r > 2M and are smooth in r and t. The solutions to Eqn. (4.25) and (4.26) then
follow by abutting the + and − TD EHS at the location of the particle,
E(t, r) = E+θ [r − rp(t)] + E−θ [rp(t)− r] , B(t, r) = B+θ [r − rp(t)] +B−θ [rp(t)− r] . (4.59)
In Lorenz gauge all of the MP amplitudes are C0 at r = rp(t). The discontinuity in the derivative is
encoded by the presence of the θ functions. While the Lorenz gauge MP amplitudes must analytically
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satisfy E+(t, rp(t)) = E−(t, rp(t)) and B+(t, rp(t)) = B−(t, rp(t)), the degree to which this equality is
satisfied numerically is a measure of convergence.
Section 4.3: Numerical algorithm
In this section we provide details on our numerical algorithm. For a geodesic given by p and e, we seek
to compute to sufficient accuracy the MP and the GSF, FαR , as functions of time around the orbit. We first
itemize the principal steps and then follow with detailed discussion on some aspects of the procedure.
1. Orbital parameters: For a given p and e, integrate the orbit equations to find the period of radial
motion Tr, and fundamental frequencies Ωr and Ωϕ. Determine also E , L, rmin, and rmax (Sec. 4.1.1).
2. Mode characterization: Fourier-harmonic modes divide into classes according to l,m, n. Low-multipole
modes l = 0, 1 are handled separately from l ≥ 2 radiative modes. We further divide modes into static
(m = n = 0), near-static (0 < |ωM | < 10−4), or general cases. See Table 4.1 for overlapping breakdown
of modes.
3. Linearly independent, causal homogeneous bases: For every l,m, n mode find or compute a complete
set of 2k independent homogeneous solutions. In general, the solution process begins with providing
causal initial conditions at the boundaries using Taylor series or asymptotic expansions (App. A.1)
and performing numerical ODE integrations (Sec. 4.2.3) into the source region. On the horizon side,
boundary conditions are set at r∗ = −6M and sufficient Taylor expansion terms are included to reach a
fractional error of∼ 10−15. At large radius, the starting location depends on mode and frequency. Large
enough starting radius is taken and short integrations are used to confirm the asymptotic expansions
have errors of order 10−14. All of the homogeneous solutions are then integrated to r∗ = rmin∗ (i.e. the
value of r∗ when r = rmin). Orthogonality of the initial vectors is carefully considered to minimize
ill-conditioning of matrix inversion (Sec. 4.3.1). For near-static (0 < |ωM | < 10−4) modes we employ
special techniques to overcome strong ill-conditioning (Secs. 4.3.1, 4.3.2). Static (zero frequency) modes
have exact analytic homogeneous solutions (Sec. 4.3.3). The systems of equations change character or
reduce in size for low-multipole modes (Sec. 4.3.4).
4. FD extended homogeneous solutions: For each l,m, n the homogeneous solutions are integrated over the
source from rmin to rmax to find normalization constants and the linear combinations that represent the
FD EHS (Sec. 4.2.4). Again, for near-static (0 < |ωM | < 10−4) modes we employ special techniques
to overcome strong ill-conditioning (Sec. 4.3.2). Special consideration occurs again for low-multipole
modes.
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Table 4.1: Classification of FD modes as functions of lmω. Most modes (i.e., general case) are found by
solving the complete fully-constrained systems (4.25) and (4.26) and deriving the remaining fields using the
gauge conditions (4.23) and (4.24). Special cases include static, near-static, and low-multipole (l = 0, 1)
modes. For static and low-multipole modes the system size reduces and some MP amplitudes identically
vanish. Special cases are discussed in separate sections as noted.
l Parity Frequency No. Field Eqns. No. Constrs. Vars. in Reduced Eqns. Vars. from Constrs. Section
l ≥ 2
Even
General 7 3 h˜tt, h˜tr, h˜rr, K˜ j˜t, j˜r, G˜ 4.3.1
Near-static 7 3 h˜tt, h˜tr, h˜rr, K˜ j˜t, j˜r, G˜ 4.3.2
Static 5 2 h˜tt, h˜rr, K˜ j˜r, G˜ 4.3.3
Odd
General 3 1 h˜t, h˜r h˜2 4.3.1
Near-static 3 1 h˜t, h˜r h˜2 4.3.2
Static 1 0 h˜t - 4.3.3
l = 1
Even
General 6 3 h˜tt, h˜tr, h˜rr, K˜ j˜t, j˜r 4.3.1
Near-static 6 3 h˜tt, h˜tr, h˜rr, K˜ j˜t, j˜r 4.3.2
Odd
General 2 1 h˜t, h˜r - 4.3.1
Static 1 0 h˜t - 4.3.4
l = 0 Even
General 4 2 h˜tt, h˜tr, h˜rr, K˜ - 4.3.1
Static 3 1 h˜tt, h˜rr, K˜ - 4.3.4
5. TD extended homogeneous solutions: For every l,m construct the TD EHS (Sec. 4.2.4) by summing
over sufficient positive and negative n until the Fourier series on each side converge to a relative error of
∼ 10−10. Not only can convergence of the EHS on each side of rp(t) be monitored, but each l,m mode
should approach becoming C0 and the derivative in r at the particle should satisfy a jump condition.
6. Assemble l′ contributions to Fαl
′
ret : Compute force terms f
αlm
n (App. A.3) and linear combinations
Fαl,m(j) (Sec. 4.1.5) and sum over m for each l mode. Only m ≥ 0 modes need be computed, since m < 0
are determined by crossing relations on the spherical harmonics. Assemble the l′ part of the retarded
force by combining l for l′ − 3 ≤ l ≤ l′ + 3.
7. Apply MSR to obtain GSF: Sum over l′ in the MSR formula until the GSF converges to a prescribed
tolerance or minimum error (Sec. 4.1.5). In the process we use available analytically-calculated reg-
ularization parameters Fα[−1], F
α
[0], F
α
[2], and F
α
[4] and least-squares fit for F
α
[6] and F
α
[8] using the last
seven l′ modes. We find that the error (by comparing the regularized self-force on the two sides of the
particle) minimizes for l′max ' 13 for low eccentricities and several modes lower for high eccentricity.
A required l′max implies that we must compute tensor spherical harmonic modes up to lmax = l
′
max + 3.
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Figure 4.2: Subdominance instability and growth of roundoff errors with starting location. We demonstrate
the effects of a subdominance instability by comparing results of numerical integrations begun at different
initial radii rH∗ near the horizon and ending at r∗ = 10M . The chosen modes have l = 2 and Mω = 1 (odd
parity on the left; even parity on the right). The fiducial, accurate solution is obtained from a high-order
Taylor expansion, with sufficient terms that residuals are at or below roundoff even at a radius of rH∗ = 0.
Using the Taylor expansion at any −6M < rH∗ < 0 to begin an integration that then ends at r∗ = 10M
gives results that are consistent with each other. However, as smaller initial radii are chosen (rH∗ < −10M),
exponentially greater errors are found in comparing at r∗ = 10M the integrated mode and the fiducial Taylor
expansion. We avoid the instability by beginning all integrations at rH∗ = −6M with initial conditions from
the high-order Taylor expansion.
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4.3.1: General modes
We first consider the general case, encompassing all modes with l ≥ 2 that are neither static nor near-
static. The expressions (4.50) and (4.51) provide leading-order behavior for the MP amplitudes as r∗ → ±∞.
In practice boundary conditions are set at finite radii and require expansions with numerous terms beyond
just this leading order. Appendix A.1 provides details on the asymptotic (r∗ → +∞) and Taylor (r∗ → −∞)
expansions that are used to set accurate boundary conditions as close to the source region as possible. Unique
numerical issues are encountered on both the near-horizon and near-infinity sides.
Boundary conditions near the horizon and subdominance instability
On the near-horizon side, using the simple bases of (4.50) and (4.51) at large negative r∗ is found to
generate a subdominance instability. There is an undesired, acausal (up-going) homogeneous solution that
can be excited by roundoff errors in the numerical boundary condition that grows exponentially relative to a
desired (subdominant) causal solution. Fig. 4.2 shows the effect of starting the integration at various initial
rH∗ and integrating to r∗ = 10M . Setting the boundary at r
H
∗ < −10M generates substantial growth of this
acausal mode. We now explain briefly why this occurs. We use odd parity as the example, with even parity
following a similar analysis.
A complete set of odd-parity independent homogeneous solutions at the event horizon has leading behavior
(
B˜−0
)>
∼ (1, 1) e−iωr∗ ,
(
B˜−2
)>
∼ (1, 1) fe+iωr∗ ,(
B˜−1
)>
∼ (1,−1) fe−iωr∗ ,
(
B˜−3
)>
∼ (1,−1) e+iωr∗ .
(4.60)
B˜−0 and B˜
−
1 are the desired causal solutions of Eqn. (4.51), representing downgoing modes, while B˜
−
2 and
B˜−3 are acausal, representing radiation coming up from the black hole. When we attempt to set boundary
conditions for B˜−0 and B˜
−
1 , the inherent limitations of our double precision routines produce instead numerical
superpositions
B˜−,N0 = B˜
−
0 + α1B˜
−
1 + α2B˜
−
2 + α3B˜
−
3 , B˜
−,N
1 = B˜
−
1 + β0B˜
−
0 + β2B˜
−
2 + β3B˜
−
3 , (4.61)
where all the terms αnB˜−n and βnB˜
−
n are of order ∼ 10−16 (roundoff) times the desired dependence. We
must be concerned with any of these roundoff terms that are acausal and grow relative to the causal terms
as we integrate from our starting location, rH∗ . Near the horizon f ∼ er∗/2M , meaning α2B˜
−
2 , an acausal
contribution to B˜−,N0 , has precisely this exponential growth relative to B˜
−
0 . This prediction is confirmed
numerically, as shown in the left panel of Fig. 4.2. On the other hand, B˜−1 itself grows like er∗/2M , and we see
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none of the other roundoff terms grow relative to it. As such, this solution does not display a subdominance
instability.
In the case of even parity, the worst acausal mode has an f2 radial dependence. Accordingly, its relative
growth is even worse, i.e. ∼ er∗/M . This is shown in the right panel of Fig. 4.2. The figure merely
demonstrates the instability. In practice, we simply set the boundary condition at rH∗ = −6M using Taylor
series with sufficient terms to reach roundoff. The details of those Taylor series are found in Appendix A.1.
We note finally that it is not inconceivable that the instability we discuss here is a result of the particular
set of MP variables, and therefore the form of the Lorenz gauge equations, that we chose to use.
Boundary conditions at large radius and thin-QR pre-conditioning
On the near-infinity side the expansions are asymptotic and require a large starting radius r∞∗ , with
the radius being roughly inversely related to mode frequency ω. In what follows, we use the odd-parity
equations as an example. Even parity follows similar analysis. After long inward integration to rmin∗ the
outer solutions B˜+i can be combined with the inner solutions B˜
−
i to form the Wronskian matrix M [see
Eqn. (4.53)]. Unfortunately, especially at low frequency, we find the Wronskian matrix to be typically ill-
conditioned. Generally one can define a condition number of the matrix as κ(M) = |λmax/λmin|, where λmax
and λmin are the maximal and minimal eigenvalues of M. Alternatively and conveniently, we may define it
as κ(M) = σmax/σmin, in terms of the singular values σi of M in a singular value decomposition (SVD). The
condition number is important since one loses roughly log10(κ) digits of accuracy in operations like matrix
inversion [58]. Starting with the leading-order, near-infinity behavior of the simple basis in Eqn. (4.51) leads
to condition numbers as large as κ ∼ 1012 in some cases.
Fortunately, it is possible to use a linear transformation on the simple basis B˜+i to find a new one B˜
+
i′ .
Unfortunately, long integration of the altered set of homogeneous solutions to rmin∗ is required in order to
combine them with the inner solutions and calculate κ, making this a hit-or-miss procedure.
We have instead developed a novel means for determining a good linear transformation (at r∞∗ ) that
reduces κ by many orders of magnitude. While the method is most effective in handling near-static modes
(discussed below in Sec. 4.3.2), we nevertheless use it for all modes and therefore discuss it here. The
technique involves using just half the information (outer solutions only) that goes into the Wronskian and
calculating a “semi-condition number” ρ. It begins by picking a basis (e.g., the simple one), taking the right
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half of the matrix M, and forming the 4× 2 matrix
V ≡

B˜+0 B˜
+
1
∂r∗B˜
+
0 ∂r∗B˜
+
1

. (4.62)
While V is a non-square matrix, it has a SVD and yields a set of non-negative, real singular values σi. In
our example there are two singular values; for even parity there are four. We call the ratio of the largest to
smallest, ρ(V) = σmax/σmin, the semi-condition number. An advantage of ρ(V) is that it can be computed
immediately once an outer basis is chosen. However, ρ is not the same as the full condition number κ, which
can only be computed once the complete set of (inner as well as outer) homogeneous solutions are compared.
Empirically, though, we find that ρ is typically large to begin with (∼ 107) and grows by multiple orders of
magnitude as the outer solutions are integrated inward (see Fig. 4.3), and that its value at rmin∗ tends to be
within an order of magnitude of κ. This strongly suggested that, if ρ could be minimized at the starting
radius, then κ might be greatly reduced in the source region. This guess turned out to be correct.
A linear transformation on the outer boundary conditions can be used to mitigate the ill-conditioning
[i.e., we are free to choose the starting b’s in (A.16) to begin solving the recurrence relations]. To see how a
choice might be made, we start with the simple basis of (4.51) to form V [see also Eqn. (A.20)] and perform
a thin-QR decomposition [111]. The matrix is numerically split into a product V = QR, where Q is a
4× 2 unitary matrix and R is a 2× 2 square, upper-triangular matrix. Computed at an initial location r∞∗ ,
the columns of Q are an alternative, and in this case orthogonal, basis for beginning an integration for the
homogeneous solutions. In other words ρ(Q) = 1. We see that the square matrix R multiplies Q from the
right to give V and R−1 multiplies V from the right to give Q.
In principle, while the columns of Q (evaluated from V at finite radius r∞∗ ) do indeed give a new
orthogonal basis with unit semi-condition number, in practice the use of this basis for boundary conditions
on the homogeneous solutions (i.e., replacing V→ V′ = Q) leads to a separate, serious numerical problem.
Because V is ill-conditioned, the numerical construction of Q at finite radius r∞∗ will be accompanied by
phase and amplitude errors that are well above roundoff, some of which will be consistent with undesired
acausal modes (see the similar discussion in the previous subsection). In effect, the numerically derived new
basis could not be obtained (to machine accuracy) from an integration of purely outgoing wave solutions at
infinity.
Nevertheless, the thin-QR decomposition provides the route forward. The idea is to use the initial
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Figure 4.3: Semi-condition number growth of outgoing homogeneous solutions and effect of thin-QR pre-
conditioning. The left panel uses the even-parity mode (l, ω) = (5, 5 × 10−3M−1) and plots as a function
of r∗ the semi-condition number ρ of the matrix V, which is comprised of (the outer solution) half of the
Wronskian matrix. Two initial conditions are compared: the simple basis in red (dotted) and the thin-QR
pre-conditioned basis in blue (solid). Orthogonalization with the thin-QR pre-conditioner makes a more
than five orders of magnitude improvement. The right panel uses an l = 16 even-parity mode and shows the
growth of ρ in solutions that start with thin-QR orthogonalized initial conditions, as functions of frequency.
Once the frequency reaches |ωM | ≤ 10−4, thin-QR pre-conditioning is no longer sufficient to control the
condition number in the source region and still allow double precision computations, and we turn to added
techniques.
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choice for V at r∞∗ afforded by the simple basis and its related asymptotic expansion. Then the thin-QR
decomposition is computed numerically. With this done, we compute from R its inverse numerically. After
that, we use these values of R−1 at r∞∗ to transform the initial conditions for solving the recurrence relations,
and we solve those again. The resulting set of new asymptotic expansions have built into them proper causal
behavior and also have ρ(V′) = 1. In effect, R−1 serves as a pre-conditioner on the linear system. (Akcay
et al. [8] use a different means of pre-conditioning their boundary conditions for the outer solutions.) So we
are able to start inward integrations with ideal linear independence (by this measure) and obtain greatly
reduced ill-conditioning (also by this measure) once the source region is reached (see Fig. 4.3 and six orders
of magnitude improvement). Empirically, we then find the full condition number, κ, is also improved by
orders of magnitude.
Since developing this thin-QR pre-conditioning technique, we have thus far not been able to find any
comparable discussion in the literature.
Numerical integration
Having set the boundary conditions, our C code uses the Runge-Kutta-Prince-Dormand 7(8) [184] rou-
tine rk8pd of the GNU Scientific Library (GSL) [1] to obtain the homogeneous solutions (note that GSL
documentation incorrectly labels rk8pd a 8(9) method). We first integrate the outer homogeneous solutions
from r∞∗ inward and then through the source region to r
min
∗ . We then integrate the inner homogeneous
solutions from rH∗ to r
min
∗ . Next, we switch to an integration over χ to compute Eqns. (4.56) and acquire
C
e/o,±
i . In practice we also find it more efficient to determine the integrands of Eqn. (4.56) using an LU
decomposition of the Wronskian matrix. Finally, we form the TD EHS as described in Sec. 4.2.4.
A final comment is warranted on the integration over the source region and the relative accuracies of
various quantities. In the sweep back over the source region, the Wronskian matrix elements are recomputed
step-by-step alongside the normalization functions c
e/o
i (r) within a broadened system of ODEs. When the
Wronskian matrix is mildly ill-conditioned it becomes impractical to enforce the same accuracy criterion on
the normalization coefficients as the homogeneous solutions that make up the elements of the Wronskian.
We instead modify the adaptive step size routine to demand high accuracy ∼ 10−15 for the Wronskian
elements while ignoring the fractional errors in the normalization coefficients unless they exceed ∼ 10−12.
This criterion does not really diminish the achievable accuracy in the coefficients, since the condition number
of the Wronskian may reach or exceed 103 near the low frequency limit of our double precision code (see
Sec. 4.3.2 for use of quad precision). It does, however, prevent the stepsize from being driven unreasonably
small and halting the integration.
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4.3.2: Near-static modes
As mentioned in our step-by-step procedure, near-static modes (0 < |ωM | < 10−4) are a special case
subject to separate numerical handling. This problem has also been discussed in [8]. The ill-conditioning
associated with the outer homogeneous solutions continues to grow as ω → 0, despite the application of the
orthogonalization technique described in the previous section. To compute modes with 10−6 . |ωM | . 10−4,
we make use of three procedures. Firstly, the thin-QR pre-conditioning discussed in Sec. 4.3.1, which is used
for all modes, helps to minimize the semi-condition number as much as possible. Secondly, when a mode with
frequency as low as this is encountered, we switch to the use of quad-precision routines to handle integration
of the homogeneous solutions and source integrations (i.e., steps 3 and 4). Thirdly, for a given l,m, we
identify the lowest frequency mode n = n′ and for it we bypass the source integration and instead use the
jump conditions to provide its normalization.
The semi-condition number scales roughly as ρ ∼ 102 (Mω)−2, as can be seen in Fig. 4.3. Once the
condition number of the Wronskian matrix reaches ∼ 1010, too many digits (∼ 10) are being lost to make
double precision calculations viable. Resorting to 128-bit floating point arithmetic is a computationally
costly but effective way of proceeding. At quad precision, much higher condition numbers (. 1022) can be
tolerated. Our quad-precision implementation is based on modified Numerical Recipes in C [183] routines.
We switch to the Runge-Kutta-Cash-Karp 4(5) method for these calculations. While C compiler support
for quad precision is available, its use is computationally costly on 64-bit hardware. Fortunately, for broad
regions of orbital parameter space these modes are few enough that growth in CPU time is manageable (see
Fig. 4.4).
The third element of the procedure focuses on the fact that for a given l,m there is always one n = n′
that gives the lowest magnitude frequency, ω′. If ω′ is small enough (and there are others like it for enough
other l and m), the quad precision integrations over the source might overly dominate the runtime of the
code. This is particularly a concern for wide separations and large eccentricities. Fortunately, for each l and
m there is a way of bypassing the source integration for this one n′ mode and obtaining its normalization
coefficients more efficiently.
We use odd parity to illustrate the method. For a given l,m, the jump conditions in the TD for the MP
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Figure 4.4: Plots of CPU time for GSF calculations as a function of orbital parameter space location. In the
left panel labels give the log10 of CPU time in seconds for each contour. The crosses indicate where models
were computed. Every orbit on the right of the solid curve utilizes quad precision. Some orbits on the left lie
near resonances, as indicated by local peaks in the contour plot caused by quad precision computing. Slices
of CPU time versus e are shown in the right panel. GSF models require single-processor CPU times that
range from 4 minutes to 1 day.
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amplitudes and their derivatives can be written in vector form
JBKp (t) ≡ B+(t, rp)−B−(t, rp) =

JhtKp
JfhrKp

, J∂rBKp (t) ≡ ∂rB+(t, rp)− ∂rB−(t, rp) =

J∂rhtKp
J∂r (fhr)Kp

.
(4.63)
These jump conditions can be obtained analytically from the field equations and the projections of the
stress-energy tensor. They are known to imply that the MP is C0 and the radial derivative jump is some
function of time, J (t). The jump conditions can be written as the difference between the TD EHS or using
Eqn. (4.58) as the difference of the Fourier sums over FD EHS

0
J (t)

=

JBKp (t)
J∂rBKp (t)

=
∑
ω


B˜+(rp)
∂rB˜+(rp)

−

B˜−(rp)
∂rB˜−(rp)


e−iωt. (4.64)
Normally these conditions are used to check the convergence of the Fourier sums. In the case of a near-static
mode we first normalize all of the other n 6= n′ modes in the usual way. Then the near-static mode is split
out of the sum in (4.64) and written explicitly in terms of its individual homogeneous solutions and their
normalization coefficients
e−iω
′t

B˜+0 B˜+1 −B˜−0 −B˜−1
∂rB˜+0 ∂rB˜+1 −∂rB˜−0 −∂rB˜−1


Co,+0
Co,+1
Co,−0
Co,−1

=

0
J (t)

−
∑
ω 6=ω′


B˜+
∂rB˜+

−

B˜−
∂rB˜−


e−iωt.
(4.65)
In this expression, the function J (t) is known analytically and all of the terms in the sum on the right have
been computed by the standard procedure. On the left, the homogeneous solutions for ω′ that make up
the matrix are computed with quad precision and what remains are the four unknowns Co,±0/1 . This matrix
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equation is solved at an arbitrary time t and in doing so we have obtained the normalization coefficients for
the troublesome mode without integrating over the source region. It can be applied for frequencies as small
as |ω| ∼ 10−6M−1.
An objection might be raised that this “spends” the ability to use the jump conditions as a convergence
check. But in fact it remains possible to check the jumps at any other time within the radial period Tr.
Ultimately, the techniques presented in this section can be overwhelmed, since as Tr becomes large the
frequency Ωr can become smaller than 10
−4M−1, which results in numerous near-static modes per multipole
(see Fig. 4.4).
4.3.3: Static modes with l ≥ 2
Static modes are another special case and occur when m = n = 0. At zero frequency, some of the field
amplitudes vanish identically, and spur a reduction of order in the constrained field equations and gauge
equations. We discuss odd and even parity in turn.
Odd-parity static modes
Analytic homogeneous solutions to the static odd-parity Lorenz gauge field equations were first derived
by Barack and Lousto [23]. They showed that h˜r = h˜2 = 0 and wrote down the inner and outer solutions
for h˜t in terms of finite power series. Here we express the solution in slightly different form
h˜−t =
r2
M
l−1∑
k=0
aoddk
( r
M
)k
, h˜+t = h˜
−
t ln f +
M2
r
l+2∑
k=0
boddk
( r
M
)k
. (4.66)
The determination of the power series coefficients is described in detail in Appendix A.2.1.
Even-parity static modes
In this chapter, we present for the first time analytic solutions for static even-parity modes in Lorenz
gauge. (We understand that equivalent analytic solutions have been derived recently by others [163] also.)
For static modes in even parity the reduction h˜tr = j˜t = 0 occurs. The reduced constrained equations are
sixth order and involve h˜tt, h˜rr, and K˜. We had a novel, if circuitous, route to discovering these analytic
solutions, which we now present step-by-step.
1. Even-l solution to odd-parity equations: For static modes m = n = 0, Eqns. (4.66) are used with odd
l to provide a necessary part of the MP. There is however nothing to bar us from using an even l in
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Eqns. (4.66); these too are solutions to the odd-parity Lorenz gauge equations even if they serve no
purpose in decomposing the MP.
2. Solution to the Regge-Wheeler equation: Armed with this “even-l solution to the odd-parity Lorenz
gauge equations,” we next form the gauge-invariant Cunningham-Price-Moncrief (CPM) [59] function
Ψ˜odd(r) =
r
λ
(
dh˜t
dr
− 2
r
h˜t
)
. (4.67)
Recall that λ = (l+ 2)(l− 1)/2. This master function satisfies the homogeneous Regge-Wheeler (RW)
equation. See also [154, 126].
3. CPM master function to Zerilli master function: Next use the Detweiler-Chandrasekhar transforma-
tion [55, 57, 56] to obtain from the CPM function a solution to the homogeneous Zerilli equation
Ψ˜even(r) =
1
λ(λ+ 1)
[(
λ(λ+ 1) +
9M2f
3Mr + λr2
)
Ψ˜odd + 3Mf
dΨ˜odd
dr
]
. (4.68)
4. MP amplitudes in RW gauge: Use Ψ˜even to reconstruct the non-zero even-parity MP amplitudes in
RW gauge. For purposes of presentation, the expressions (see e.g. [126]) simplify greatly by using
Eqns. (4.67) and (4.68) to write the MP amplitudes in terms of h˜t,
K˜RW =
2M
r2λ
h˜t +
(
1 +
2M
rλ
)
dh˜t
dr
, h˜RWrr = −
2M
r2f2
h˜t +
1
f
dh˜t
dr
, h˜RWtt = −
2M
r2
h˜t + f
dh˜t
dr
, (4.69)
where we have used the homogeneous field equations to remove higher derivatives of h˜t. Given analytic
expressions for the even-l solutions for h˜t in step 1, we have obtained even-l static solutions for the
MP in RW gauge.
5. Gauge vector for RW to Lorenz transformation: We next seek a gauge vector to map the even-parity
static MPs from RW to Lorenz gauge. The gauge vector will satisfy the wave equation
∇ν∇νΞµ = ∇ν p¯RWµν . (4.70)
The generator Ξµ can be decomposed [124] akin to that shown in Sec. 4.1.3, and its even-parity part is
Ξa =
∑
l,m
[
δa
tξlmt (t, r) + δa
rξlmr (t, r)
]
Ylm, ΞA =
∑
l,m
ξlme (t, r)Y
lm
A . (4.71)
We insert these into Eqn. (4.70) and transform to the FD. Then we specialize to the static case (where
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ξ˜t = 0), and are left with two coupled equations (after again dropping lmn indices)
d2ξ˜e
dr2
+
2M
r2f
dξ˜e
dr
− 2(λ+ 1)
r2f
ξ˜e +
2
r
ξ˜r = 0, (4.72)
d2ξ˜r
dr2
+
2
rf
dξ˜r
dr
− 2(λ+ 1) + 2f
r2f
ξ˜r +
4(λ+ 1)
r3f
ξ˜e =
2
rf
h˜RWrr −
2
rf
K˜RW +
dh˜RWrr
dr
− 1
f
dK˜RW
dr
, (4.73)
where we have used the homogeneous relation h˜RWtt = f
2h˜RWrr . Solving Eqn. (4.72) for ξ˜r and inserting
into Eqn. (4.73) yields a single fourth-order equation. Further, we use Eqn. (4.69) and the h˜t field
equation to write the source term as a function of h˜t and its first derivative
d4ξ˜e
dr4
+
4r − 2M
r2f
d3ξ˜e
dr3
− 4r(λ+ 1)− 4M
r3f
d2ξ˜e
dr2
+
8M2 − 4rM(λ+ 2)
r5f2
dξ˜e
dr
+
4(λ+ 1)(2M + rλ)
r5f2
ξ˜e = Sξ,
Sξ ≡8M(λ+ f)
λf2r4
h˜t +
8M
λfr3
dh˜t
dr
.
(4.74)
Eqn. (4.74) has four independent homogeneous solutions denoted by ξ˜±e,H0 and ξ˜
±
e,H1 and two indepen-
dent inhomogeneous solutions (since the source has inner and outer instances) denoted by ξ˜±e,I . Here
the superscript ± indicates the solution that is regular at r =∞ (+) or the horizon (−).
6. Transformation to six independent Lorenz gauge homogeneous solutions: Once the six solutions for
the gauge generator have been obtained, we can use them to transform the even-parity static MP to
Lorenz gauge and derive a complete set of homogeneous solutions. The transformation is [154]
h˜tt = h˜
RW
tt +
2Mf
r2
ξ˜r, h˜rr = h˜
RW
rr −
2M
r2f
ξ˜r − 2dξ˜r
dr
, K˜ = K˜RW − 2f
r
ξ˜r +
2(λ+ 1)
r2
ξ˜e. (4.75)
Note that ξ˜r is recovered using Eqn. (4.72). We can now switch to the vector notation of Sec. 4.2.2
and write
E˜ = E˜RW + ∆ξ˜, (4.76)
with components
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E˜ = r

h˜tt
0
f2h˜rr
K˜

, ∆ξ˜ ≡

2Mf
r
ξ˜r
0
−2Mf
r
ξ˜r − 2rf2 dξ˜r
dr
−2f ξ˜r + 2(λ+ 1)
r
ξ˜e

, (4.77)
and with E˜RW being obvious. The zeros in the second row follow from h˜tr vanishing in both Lorenz and
RW gauges when ω = 0. We denote the six Lorenz gauge homogeneous solutions by E˜±0 , E˜
±
1 , and E˜
±
2
(recall Sec. 4.2.3). The first four Lorenz gauge homogeneous solutions derive from the homogeneous
solutions to Eqn. (4.74),
E˜±0 = ∆ξ˜±H0, E˜
±
1 = ∆ξ˜
±
H1. (4.78)
The final two are found by transforming from the RW gauge MP amplitudes of step 4 with the
inhomogeneous solutions to Eqn. (4.74),
E˜±2 = E˜
RW,±
+ ∆ξ˜±I . (4.79)
The extensive expressions for ξ˜±e,H0, ξ˜
±
e,H1, and ξ˜
±
e,I can be found in Appendix A.2.2.
4.3.4: Low-multipole modes
The low-multipole (l = 0, 1) components of the MP are as essential to the GSF as the radiative modes.
Solutions were first given by Zerilli [230]. These solutions, specialized to circular orbits, were then transformed
to Lorenz gauge by Detweiler and Poisson [76]. Low-multipole mode calculations for circular orbits were
considered in [23, 25]. Their solution was extended to eccentric orbits in [27, 8] using the method of EHS.
Even-parity dipole mode
In the case of the even-parity dipole mode l = 1, m = 1, the amplitude G˜ is not defined [see Eqn. (4.16)
and note that YAB is not defined for l < 2]. The fully constrained field equations (4.46) are unaffected
however. The vanishing of G˜ does add the subtlety that the individual homogeneous solutions to Eqn. (4.46)
will not, in general, satisfy the Lorenz gauge conditions, Eqn. (4.23).
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Numerically, the even-parity dipole mode requires no special treatment. As usual, we use Eqn. (4.56) to
integrate through the source region and find Ce,±i . We then find that the solution that results from linear
superposition of the normalized modes in Eqn. (4.57) does satisfy the gauge conditions, a byproduct of the
source terms being consistent with the Bianchi identities.
Odd-parity dipole mode
In the case of the odd-parity dipole mode l = 1, m = 0, the amplitude h˜2 is not defined [see Eqn. (4.16)
and note that XAB is not defined for l < 2]. As with the even-parity case, this does not affect the fully
constrained field equations. When ω 6= 0, this mode requires no special treatment. We find that after
normalization and superposition, the solution does satisfy the gauge condition.
The static mode, l = 1, m = 0, n = 0, must be handled separately. In this case we use the analytic
homogeneous solutions [76]
h˜−t =
r2
M
, h˜+t =
M2
r
, (4.80)
and proceed as usual to obtain the FD EHS.
Monopole mode
In the case of the monopole mode, l = m = 0, the amplitudes j˜t, j˜r, and G˜ are not defined [see
Eqn. (4.16) and note that YA and YAB are not defined for l = 0]. Again, the fully constrained field equations
are unaffected and no special treatment is required to obtain the particular solution as long as n 6= 0.
However, the monopole static mode l = m = n = 0 is exceptional. The system is fourth order and has
four independent homogeneous solutions [30], which also satisfy the Lorenz gauge conditions
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E˜−0 = 1
fr3

−Mf2(r2 + 2Mr + 4M2)
0
r3 −Mr2 − 2M2r + 12M3
f2r(r2 + 2Mr + 4M2)

, E˜+0 = 1
f2r

f2(3M − r)
0
M
0

, E˜+1 = 1
f2r4

f2M4
0
M3(2r − 3M)
−rf2M3

,
E˜+2 = 1
f2r4

Mf2
[
r(4M − 3r)(M + r) + (8M3 − r3) ln f + 8M3 ln
( r
M
)]
0
fr(r3 −Mr2 − 2M2r + 12M3) ln f + 8M3(2r − 3M) ln
( r
M
)
−Mr(r2 − 5Mr + 12M2)
f2r
[
(r3 − 8M3) ln f − 8M3 ln
( r
M
)
−Mr(r + 4M)
]

.
(4.81)
Recall from Sec. 4.3.3 that h˜tr vanishes for static modes, as indicated by the zeros in the second rows of
these expressions.
We have made a particular choice with this basis. The solutions E˜+1 and E˜
+
2 are the only independent
ones that are regular at r = ∞. Then, E˜−0 is the only solution that is regular at the horizon and does not
perturb the mass-energy of the black hole [85] (at the horizon). This leaves E˜+0 . Ordinarily, we would expect
two homogeneous solutions on the horizon side and two on the infinity side. But all that is really required
are four independent solutions and regularity. This last solution is independent and its only irregularity at
r = ∞ is the well-known property of Lorenz gauge that h˜tt approaches a constant as r → ∞ [23]. This
behavior leads to a required rescaling of the time coordinate [192, 27, 85, 8]. It is precisely what is necessary
that the solution perturb the mass M → M + µE of the spacetime in the region exterior to the particle
orbit [76]. With this complete set of homogeneous solutions, we form the FD EHS. Rather than using the
expression in Eqn. (4.57), for this special case the normalization is
E˜−(r) = Ce,−0 E˜
−
0 , E˜
+
(r) =
2∑
i=0
Ce,+i E˜
+
i . (4.82)
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Our route to the solution for this mode differs from that of Akcay et al. [8] but of course the two approaches
are ultimately equivalent.
Section 4.4: Additional numerical results
We give in this section a sampling of added numerical results from computing the GSF and discuss
the range of applicability of the code. As mentioned in the Introduction, astrophysical EMRI sources are
expected to have eccentricities as high as e ' 0.8. This expectation has motivated our effort to develop an
efficient and accurate code capable of widely spanning p and e space.
4.4.1: GSF results and their accuracies
We first compare our code to results from [8] for a mildly eccentric orbit (e = 0.2, p = 7.0). Table 4.2
shows values of the t and r components of both the conservative and dissipative parts of the GSF for a set
of locations on the orbit. Our values match closely those of Akcay et al. Our results are presented with
the number of digits we believe are significant. Their values were presented with uncertainties in the least
significant digit, so we have rounded their values and present in the table only fully significant digits for
comparison. The two codes agree for this orbit to within four to seven digits, but do differ in many cases
in the least significant figure. We estimate errors in our calculation by examining sensitivity in Fourier
convergence and in truncating the MSR. The discrepancy between our two codes likely reflects the difficulty
in determining absolute error when truncating a Fourier sum or power series. In terms of speed, our code
generates GSF data rapidly (∼ 15 minutes) for an orbit with an eccentricity as low as this. CPU runtimes
can be nearly two orders of magnitude greater for high-eccentricity wide-separation orbits (see Fig. 4.4)
where the code begins to switch on intermittent use of quad precision.
We next give in Table 4.3 a set of numerical values for the t and r components of the GSF for eccentricity
e = 0.1 and a range of orbital separations. The full regularized GSF is given at points all around one radial
libration. The dissipative and conservative parts can be reconstructed through averaging and differencing
values across conjugate points on the orbit using expressions in Sec. 4.1.5. The ϕ component of the GSF
can be obtained from orthogonality. We list only significant digits. It is clear that for low eccentricity our
code generally achieves accuracies of 7 to 10 decimal places. As we discussed in the Introduction, accuracy
of 8 or more decimal places is required to keep dephasing errors below δΦr ' 10−2 when ε = 10−6. The
requirement is obviously eased if ε = 10−5. The results in Table 4.3 indicate that our error criterion is
attained for e = 0.1.
Remarkably, the accuracy of our code improves as the orbital separation increases, as can be seen in
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Table 4.2: Comparison of GSF data from two different codes. We give self-force values for an orbit with
p = 7.0 and e = 0.2 and present only significant figures for the data from our code (rows without parentheses).
Our results are compared to those of Akcay et al. [8] (parentheses), where we have rounded the last digit
from values in their table to retain only fully significant digits. Our code took approximately 15 minutes on
a single core to generate all of the GSF data in this table.
χ (M/µ)2F tcons (M/µ)
2F tdiss (M/µ)
2F rcons (M/µ)
2F rdiss
0
0 −4.06328× 10−3 3.35760× 10−2 0
(0) (−4.063302× 10−3) (3.357606× 10−2) (0)
pi/4
8.6473× 10−4 −2.15691× 10−3 2.909881× 10−2 4.734956× 10−3
(8.6472× 10−4) (−2.156923× 10−3) (2.909881× 10−2) (4.734956× 10−3)
pi/2
8.28613× 10−4 −2.5168× 10−4 2.125032× 10−2 3.204189× 10−3
(8.28611× 10−4) (−2.516803× 10−4) (2.125034× 10−2) (3.204190× 10−3)
3pi/4
4.60749× 10−4 −1.1241× 10−5 1.590147× 10−2 9.63378× 10−4
(4.60750× 10−4) (−1.124092× 10−5) (1.590149× 10−2) (9.633734× 10−4)
pi
0 −3.4613× 10−5 1.40888× 10−2 0
(0) (−3.461416× 10−5) (1.408877× 10−2) (0)
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Fig. 4.5. This trend emerges from conflicting aspects of the algorithm. One aspect, as Fig. 4.3 shows, is that
integration from large r∗ to the libration region is accompanied by growth in the semi-condition number
of the outgoing homogeneous solutions. In integrating from r∗ ∼ 102M to r∗ ∼ 10M , the semi-condition
number grows by two orders of magnitude. For larger p, many modes will thus have smaller ρ in the libration
region, leading generally to more accurate GSF values. In contrast, larger radius orbits are more likely to
yield near-static modes (see the Mω = 10−4 curve in Fig. 4.4). Yet, as explained in Sec. 4.3.2, when this
occurs the algorithm switches on quad-precision routines for these modes. We posit that the clear benefit of
lower semi-condition numbers at large p outweighs difficulties induced by added near-static modes, especially
as the algorithm adapts to the presence of these modes. The price to be paid is significant increase in CPU
time as larger p orbits are computed.
The situation changes as we consider higher eccentricities. Table 4.4 shows equivalent information for
orbits with e = 0.5. At this eccentricity the GSF values have between 5 and 7 decimal places of accuracy.
As before, accuracies improve with wider separations. In App. A.4 we provide two more tables, with e = 0.3
and e = 0.7. At e = 0.3 accuracies are intermediate, with 6 to 9 decimal places, but at e = 0.7 accuracies
drop to 3 to 5 significant figures. The trend in accuracy is best displayed semi-quantitatively in Fig. 4.5,
where labeled contours trace the iso-surfaces of relative error in the GSF. The general trend of improvement
in accuracy (in our code) with increasing p is evident, as is the more severe fall-off with increasing e. It is
worth noting how uniform the trends in accuracy are. This uniformity is in contrast to CPU runtimes seen
in Fig. 4.4, evidence that the code trades speed for accuracy when necessary. With an error goal of 10−7
(useful if we consider ε & 10−5 or are willing to relax to δΦr ' 10−1), our code can directly supply the GSF
for long-term orbit integrations for e . 0.4-0.5 over most of the range of p.
75
Table 4.3: GSF results for e = 0.1 and a range of p. We present the t and r components of the full regularized self-force at a set of points around a
complete radial libration. Dissipative and conservative parts can be obtained by addition or subtraction across conjugate points on the orbit according
to Eqns. (4.36). The ϕ component can be recovered from the orthogonality relation Fαuα = 0. Results for additional eccentricities are found in
Table 4.4 and in Appendix A.4.
χ p = 10 p = 20 p = 30 p = 60 p = 90
F t
0 −2.262915× 10−4 −5.259858× 10−6 −6.4546731× 10−7 −1.919788169× 10−8 −2.504370129× 10−9
pi/4 1.198168× 10−4 6.729545× 10−5 2.7706691× 10−5 5.382433506× 10−6 2.00678099× 10−6
pi/2 2.767753× 10−4 8.716476× 10−5 3.4907828× 10−5 6.689040469× 10−6 2.486733999× 10−6
3pi/4 1.810961× 10−4 5.416762× 10−5 2.1556094× 10−5 4.107340582× 10−6 1.524147563× 10−6
pi −3.133613× 10−5 −8.374829× 10−7 −1.0622118× 10−7 −3.201044762× 10−9 −4.156911071× 10−10
5pi/4 −2.601123× 10−4 −5.626206× 10−5 −2.1821319× 10−5 −4.115331358× 10−6 −1.525185847× 10−6
3pi/2 −4.334752× 10−4 −9.111977× 10−5 −3.5403737× 10−5 −6.703942473× 10−6 −2.488674896× 10−6
7pi/4 −4.52304× 10−4 −7.519925× 10−5 −2.8683093× 10−5 −5.411581273× 10−6 −2.010582879× 10−6
F r
0 1.606774× 10−2 4.972162× 10−3 2.3630073× 10−3 6.306313760× 10−4 2.863538695× 10−4
pi/4 1.544991× 10−2 4.734491× 10−3 2.2459999× 10−3 5.984342621× 10−4 2.71591791× 10−4
pi/2 1.360189× 10−2 4.167538× 10−3 1.9721189× 10−3 5.238329929× 10−4 2.374664601× 10−4
3pi/4 1.180704× 10−2 3.628645× 10−3 1.7134645× 10−3 4.538465637× 10−4 2.055245423× 10−4
pi 1.105404× 10−2 3.413109× 10−3 1.6107881× 10−3 4.262250069× 10−4 1.929393281× 10−4
5pi/4 1.163054× 10−2 3.622782× 10−3 1.712561× 10−3 4.538069014× 10−4 2.055180646× 10−4
3pi/2 1.322747× 10−2 4.155439× 10−3 1.9702746× 10−3 5.237528164× 10−4 2.374533990× 10−4
7pi/4 1.506292× 10−2 4.722305× 10−3 2.244163× 10−3 5.983551871× 10−4 2.71578943× 10−4
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Table 4.4: Same as Table 4.3 but with e = 0.5.
χ p = 10 p = 20 p = 30 p = 60 p = 90
F t
0 −3.6577× 10−3 −7.31834× 10−5 −8.45794× 10−6 −2.403093× 10−7 −3.110084× 10−8
pi/4 2.3230× 10−3 5.49789× 10−4 2.18176× 10−4 4.230920× 10−5 1.583867× 10−5
pi/2 2.1668× 10−3 4.64492× 10−4 1.79705× 10−4 3.379164× 10−5 1.251105× 10−5
3pi/4 6.5637× 10−4 1.45139× 10−4 5.53475× 10−5 1.020907× 10−5 3.752960× 10−6
pi 1.0093× 10−6 1.68029× 10−8 1.87076× 10−9 5.493613× 10−11 7.802583× 10−12
5pi/4 −6.2100× 10−4 −1.44416× 10−4 −5.52583× 10−5 −1.020630× 10−5 −3.752584× 10−6
3pi/2 −1.6155× 10−3 −4.54743× 10−4 −1.78586× 10−4 −3.375934× 10−5 −1.250680× 10−5
7pi/4 −3.3431× 10−3 −5.74637× 10−4 −2.21391× 10−4 −4.240869× 10−5 −1.585176× 10−5
F r
0 3.3855× 10−2 9.08159× 10−3 4.29527× 10−3 1.154902× 10−3 5.267282× 10−4
pi/4 3.0193× 10−2 7.61709× 10−3 3.56654× 10−3 9.498506× 10−4 4.317999× 10−4
pi/2 1.5020× 10−2 4.30288× 10−3 2.00992× 10−3 5.283582× 10−4 2.387940× 10−4
3pi/4 6.3892× 10−3 1.86095× 10−3 8.61808× 10−4 2.238814× 10−4 1.007354× 10−4
pi 3.9352× 10−3 1.12769× 10−3 5.19946× 10−4 1.345001× 10−4 6.043324× 10−5
5pi/4 6.2762× 10−3 1.85640× 10−3 8.61052× 10−4 2.238461× 10−4 1.007295× 10−4
3pi/2 1.3115× 10−2 4.24160× 10−3 2.00050× 10−3 5.279454× 10−4 2.387264× 10−4
7pi/4 2.2613× 10−2 7.40405× 10−3 3.53587× 10−3 9.485827× 10−4 4.315958× 10−4
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For eccentricities above e = 0.5 (or in fact above e = 0.25 for p . 10) computing the full GSF accurately
is more problematic, and the code, by itself, is not able to meet the goal of δΦr = 0.01 if ε = 10
−6. (For an
IMRI, though, with ε = 10−3 we might compute inspirals with eccentricities as high as e . 0.5-0.6.) One
recourse would be to switch over much of the computation to 128-bit arithmetic, but doing so on 64-bit
architecture would be expensive. So, can eccentricities of ' 0.8 be reached and still maintain the required
error tolerance? We believe the answer is yes and propose a hybrid approach.
The present difficulty stems from asking too much of a single numerical method. Recall that the first-
order GSF determines both the adiabatic inspiral and its part of the post-1-adiabatic corrections (with
additional correction coming eventually from the orbit-averaged part of the second-order GSF). Hence, we
need the code to provide the orbit-averaged part of the first-order GSF to a fractional accuracy 0 that is O(ε)
better than the accuracy 1 it provides in the oscillatory part of the GSF [see the argument centered around
Eqn. (4.1)]. This viewpoint suggests splitting the task, with a separate code providing the gravitational wave
fluxes that drive the inspiral (i.e., post-0-adiabatic) and the Lorenz gauge code providing the conservative
and oscillatory part of the dissipative GSF (post-1-adiabatic). In such a hybrid scheme, the present code
must needs only provide the oscillatory GSF with relative errors of, say, 1 ' 10−4-10−3. The flux code
would need to give the orbit-averaged force to accuracy of 0 . 10−8. A Regge-Wheeler-Zerilli (RWZ) code
can achieve this latter accuracy and would not add significant computational burden.
4.4.2: Improving the GSF with energy and angular momentum fluxes and a hybrid approach
To assess how this hybrid scheme might work, we first discuss how fluxes are extracted from the Lorenz
gauge code and compare them to computed local rate of change of work and torque. Energy and angular
momentum fluxes can be read off if the asymptotic values of the Zerilli-Moncrief (ZM), Ψevenlm , and CPM,
Ψoddlm , master functions [154, 126] are available. When l +m is even we use Ψlm = Ψ
even
lm and when l +m is
odd we use Ψlm = Ψ
odd
lm . Functions are evaluated at both asymptotic limits, with Ψ
+
lm being the amplitude
at r = ∞ and Ψ−lm being the one at r = 2M . See [126] and their Sec. IV B for flux expressions in terms of
Ψ+lm and Ψ
−
lm.
Expressed in terms of FD amplitudes, the ZM and CPM master functions are related to Lorenz gauge
amplitudes by
Ψ˜evenlmn (r) =
r
λ+ 1
[
K˜ +
f
Λ
(
fh˜rr − r∂rK˜
)]
− 2f
Λ
j˜r + rG˜, Ψ˜
odd
lmn(r) =
r
λ
(
∂rh˜t + iωh˜r − 2
r
h˜t
)
, (4.83)
where we define Λ ≡ λ+3M/r. The master functions have asymptotic running wave behavior Ψ˜±lmn (r∗ → ±∞) =
C±lmne
±iωr∗ and the coefficients can be obtained from the asymptotic behavior of the Lorenz gauge ampli-
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Figure 4.5: Contours of relative errors in the GSF. A grid of orbital parameters is chosen (crosses) and
the GSF is calculated. Resulting relative errors are used to generate contour levels of relative accuracy.
Numerical labels indicate the log10 of the relative error of each contour.
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tudes. [Note, the C±lmn here are not the same as those in Eqn. (4.56).] Having made these connections to
Lorenz gauge, we use standard expressions for the fluxes
〈E˙〉 =
∑
lmn
ω2mn
64pi
(l + 2)!
(l − 2)!
(|C+lmn|2 + |C−lmn|2) , 〈L˙〉 = ∑
lmn
mωmn
64pi
(l + 2)!
(l − 2)!
(|C+lmn|2 + |C−lmn|2) . (4.84)
In a geodesic GSF code, the fluxes should match the orbit-averaged rate of work and torque that are
computed locally at the particle via Eqn. (4.42). The dissipative GSF can be split into sums over tensor
spherical harmonic and FD contributions, each of which can be taken to be a function of χ
Fαdiss(χ) =
∑
lmn
Fα,disslmn (χ). (4.85)
This decomposition of Fαdiss can be substituted into the integrals in Eqn. (4.42) to yield the orbit-averaged
rates of change of energy and angular momentum. It is possible though to reverse the order of sum and
integration, and derive individual l,m contributions to the rate of work and torque
〈E˙〉 =
∑
lm
〈E˙〉lm = 2
Tr
∑
lmn
(∫ pi
0
fp
µut
dt
dχ
F t,disslmn dχ
)
, 〈L˙〉 =
∑
lm
〈L˙〉lm = 2
Tr
∑
lmn
(∫ pi
0
r2p
µut
dt
dχ
Fϕ,disslmn dχ
)
.
(4.86)
Moreover, the force can be evaluated on either side of the particle and should yield the same rates of
change (up to numerical errors). Balance between fluxes and local dissipation occurs mode by mode, i.e.,
〈E˙〉lm = −µ〈E˙〉lm and 〈L˙〉lm = −µ〈L˙〉lm. Alternatively, we can compare them after summing over all modes.
Table 4.5 compares the balance between fluxes and local dissipation for several p = 10 orbits with different
eccentricities. For low eccentricity (e = 0.1) we see a high degree of fidelity between the local dissipation,
computed on both sides of the particle, and the fluxes derived from the Lorenz gauge fields. The comparison
continues to hold but the accuracy drops markedly as orbits with e = 0.5 and e = 0.7 are considered. We
also then show the results of computing the fluxes with a RWZ code [126] and a Teukolsky code [105]. Much
smaller fractional errors, ' 10−10-10−9, are typically obtained, a result due at least in part to computing
more l,m modes.
A hybrid method would make use of the substantially smaller relative error 0 ' 10−10-10−9 of a RWZ
code to provide the orbit-averaged first-order GSF. A question arises, however, as to what exactly orbit-
averaged means. Pound and Poisson [182] discuss various secular and radiative approximations. As they
point out, an average 〈FαR〉χ over χ is not the same as, for example, the average 〈FαR〉t over t. A hybrid
method would use a very specific average. A glance at (4.42) shows that the net fluxes will be balanced by
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Table 4.5: Comparisons between energy and angular momentum fluxes and locally computed dissipation.
Several orbits with p = 10 and differing eccentricities are considered. Local changes in energy and angular
momentum (computed with the GSF on both sides of the particle) are compared to total fluxes radiated
to infinity and down the horizon. One set of fluxes is calculated using the present GSF code by extracting
asymptotic values of the Lorenz gauge amplitudes. These results are then compared to published values that
were computed using RWZ and Teukolsky codes. The changes in energy are measured in units of M2/µ2
while the changes in angular momentum are measured in units of M/µ2.
e = 0.1 e = 0.5 e = 0.7
−µ〈E˙+〉 This work 6.3190584052× 10−5 9.2871× 10−5 9.49× 10−5
−µ〈E˙−〉 This work 6.3190584053× 10−5 9.2871× 10−5 9.49× 10−5
〈E˙〉 This work 6.319058405374× 10−5 9.287477× 10−5 9.5052× 10−5
〈E˙〉 Hopper and Evans 6.319058405375× 10−5 9.287480002× 10−5 9.505332849× 10−5
〈E˙〉 Fujita et al. 6.3190584054× 10−5 9.287480001× 10−5 9.505332847× 10−5
−µ〈L˙+〉 This work 1.9531904845× 10−3 1.9765× 10−3 1.63× 10−3
−µ〈L˙−〉 This work 1.9531904845× 10−3 1.9765× 10−3 1.63× 10−3
〈L˙〉 This work 1.953190484551× 10−3 1.976807× 10−3 1.6348× 10−3
〈L˙〉 Hopper and Evans 1.953190484552× 10−3 1.976807667× 10−3 1.634854630× 10−3
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integrals over proper time τ of the relevant covariant components of the dissipative part, F dissα , of the GSF.
These averages are then related to fluxes by
〈E˙〉flux = −µ〈E˙〉diss = 1
Tr
∫ Tr
0
F disst dτ =
Tr
Tr
〈F disst 〉τ ,
〈L˙〉flux = −µ〈L˙〉diss = − 1
Tr
∫ Tr
0
F dissϕ dτ = −
Tr
Tr
〈F dissϕ 〉τ ,
(4.87)
where Tr is the lapse of proper time in one radial orbit. If we assume that the fluxes are computed with a
RWZ code, we can infer from them an orbit-averaged dissipative force
〈F disst 〉RWZ =
Tr
Tr 〈E˙〉RWZ, 〈F
diss
ϕ 〉RWZ = −
Tr
Tr 〈L˙〉RWZ, (4.88)
with vanishing r component. The process of constructing the hybrid force involves first taking the GSF from
the Lorenz gauge code and constructing the oscillatory part
F oscα = F
cons
α + F
diss
α − 〈F dissα 〉τ , (4.89)
by computing the τ -average of the full force (the conservative part has zero mean) and subtracting it off.
The hybrid GSF is then the sum of the dissipative term from a RWZ code and the oscillatory part from the
Lorenz gauge code
F hybridα = 〈F dissα 〉RWZ + F oscα . (4.90)
If the Lorenz gauge code and the RWZ code had comparable accuracies, this construction would have little
value. But circumstances are different if the RWZ code can provide the average force, which drives secular
changes, with relative errors as small as 0 ' 10−10-10−9, while the Lorenz code supplies the oscillatory part of
the GSF with relative errors of 1 ∼ 10−10-10−3 (depending on eccentricity). Substantially tighter tolerance,
and hence smaller 0, is required on the former because the secular changes drive a large accumulation in
the orbital phase Φr ' 1/ε in a long-term evolution. The oscillatory part contributes to κ1 and its fractional
errors 1 need only be . 10−3 . δΦr, consistent with the criterion outlined in the Introduction.
Section 4.5: Conclusions and future work
We have described in this chapter the key elements in our development of a FD method to compute
the gravitational self-force in Lorenz gauge. With this method we have extended the region in p and e of
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orbital parameter space within which accurate GSF results can be obtained. The GSF can be calculated
out to p ' 100 and up to e ' 0.5 (with this code alone). New features in our approach include: (1)
use of fully constrained Lorenz gauge equations for both odd and even parity; (2) discovery of analytic
solutions for arbitrary-l even-parity static modes; (3) development of a thin-QR pre-conditioning technique
for orthogonalizing outer homogeneous solutions and reducing condition number; (4) adaptive use of quad-
precision arithmetic to maintain accuracy of near-static modes; (5) an application of the jump conditions
to avoid source integration for the lowest frequency mode; and (6) outlining a proposal for a novel hybrid
approach to combine the Lorenz gauge code with a RWZ code to allow GSF calculation up to e ' 0.8.
This last proposal is an important idea to explore next and should be done in the context of using our
code with a separate osculating orbits code to revisit long-term orbit evolutions [221]. Our existing Lorenz
gauge code, with minor tightening of tolerances, should be able to push to inspirals of orbits that start with
e ' 0.5. By including parallel computation of radiative modes with an existing, separate RWZ code, we
should be able to reach initial orbits with e ' 0.8, near the peak in the expected EMRI distribution.
An ambitious downstream effort would involve finding some way to include the orbit-averaged second-
order GSF (i.e., second-order fluxes). Preliminary work is underway [180] with applications to circular orbits
on a Schwarzschild background [217, 219]. If it proves possible to find and implement such a scheme, we
would be able to compute inspirals accurately enough for matched filtering and detector applications (within
the restrictions of a Schwarzschild background and no spin in the secondary body).
A more immediate next application might involve the inclusion of spin in the small body and calculating
not just the regularized perturbation of the spin precession for circular orbits [84] but for eccentric orbits
also. More generally, the code might be used as a laboratory to explore other self-interaction effects, like
tidal moments [83], with attention to their behavior in eccentric orbits. We anticipate also using the code to
explore overlap with a newly developed MST code that uses analytic function expansions to find the GSF
for eccentric orbits [102] (see Ch. 6).
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CHAPTER 5: Method of spectral source integrations in BHP theory1
In the previous chapter, we gave a thorough prescription for solving Eqn. (2.34) for the first-order metric
perturbation induced by the motion of an eccentric EMRI on a Schwarzschild background. In such an
eccentric-orbit FD calculation, the Fourier transform spreads the influence of the point particle source across
a range of radii. Mode by mode, the resulting source functions are integrated against a Green function
over this radial libration region, a procedure that has been followed for decades [61] for BHP problems.
FD calculations of eccentric orbit GSF became feasible after Barack, Ori, and Sago [18] found the method
of extended homogeneous solutions (EHS), thus allowing Fourier synthesis at the particle location without
encountering Gibbs behavior. Originally demonstrated for scalar models [18] and early-on extended to master
equations in the Regge-Wheeler-Zerilli (RWZ) formalism [126], the work of the preceding chapter applied
EHS to coupled systems in Lorenz gauge.
However, there remain many hurdles when undertaking such a computation; in particular, we saw that
(i.) there is some subtlety in setting the boundary conditions for homogeneous solutions, which can lead to
a numerical ill-conditioning of the system for certain values of the input parameters, and (ii.) the bulk of
the computational effort is spent performing the integration over the source region. We described several
methods for partially circumventing the first issue, which unfortunately do not address (and even exacerbate)
the second. By cleverly setting the boundary conditions and resorting to quad precision integrations in
certain cases, the metric perturbation may be reliably obtained to double precision for a wide region of
orbital parameter space.
And yet, for some desired applications, this situation is still not satisfactory. The computational cost
of using quad precision (just to arrive at a final result whose precision is back down to double, or lower) is
prohibitive, and recent work on comparisons between BHP theory and PN theory (see Refs. [103, 196, 198],
as well as Chapters 6 and 7) actually requires that the problem be solved to much higher precision (hundreds
or even thousands of significant digits). In these applications, arbitrarily-accurate homogeneous solutions
are obtained using the semi-analytic Mano-Suzuki-Takasugi (MST) formalism, but for eccentric motion the
problem of source integration remains. The methods described in this chapter were motivated by a need to
address this issue.
1The major portion of this chapter previously appeared as an article in the journal Physical Review D. The original citation is
as follows: Seth Hopper, Erik Forseth, Thomas Osburn, and Charles R. Evans. Fast spectral source integration in black hole
perturbation calculations. Phys. Rev. D, 92(4):044048, August 2015.
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To those familiar with EHS, the new method can be outlined briefly here as follows. See Secs. 5.2 and 5.3
for details. Here we couch the discussion in terms of the RWZ case (Sec. 5.2.2), where EHS entails calculating
arbitrarily normalized causal homogeneous solutions (Xˆ−lmn, Xˆ
+
lmn) and integrating them in product with
stress-tensor projections over the source region. The result is a set of normalization coefficients C±lmn that
encode the orbital motion’s imprint in the field perturbation. Then extended homogeneous solutions are
assembled in the TD, and subsequently abutted at the instantaneous particle location.
The new technique provides a means of calculating the C±lmn (or their equivalent in other gauges) with
spectral accuracy. The integral for the normalization coefficients is typically manipulated [18, 126, 216] into
a form like
C±lmn =
1
WlmnTr
∫ Tr
0
E¯±lmn(t) e
inΩrt dt, (5.1)
where E¯±lmn(t) is a periodic function of the radial motion derived from spherical harmonic projection of the
point source and integration over the Xˆ∓lmn(r). Details are found in Sec. 5.2 but for the nonce it is enough to
say that computing (5.1) is difficult to do with ODE or numerical quadrature integrators at high accuracies
beyond double precision and is impossible to do at extraordinarily high accuracies like 100 or more decimal
places. The new method, called spectral source integration (SSI), replaces the integral with a remarkably
simple sum
C±lmn =
1
NWlmn
N−1∑
k=0
E¯±lmn(tk) e
inΩrtk , (5.2)
which involves merely sampling the source function E¯±lmn(t) at a modest number N of equally-spaced points
around the closed radial motion. This sum converges exponentially with increases in N .
The FD approach with use of Fourier series (FS) has been a part of BHP theory for decades. The FS and
normalization coefficients converge exponentially with n, allowing the FS to be truncated. The new method
makes a crucial use of that standard approximation, recognizing that truncation of the FS representation (of
e.g., a source term) generates a bandlimited function. That in turn invokes the machinery of the Nyquist-
Shannon sampling theorem. The truncated FS can itself be replaced by discrete equally-spaced sampling
of the TD function. Then, discrete sampling and periodicity allow a discrete function of finite length N
to serve as an accurate TD representation. Furthermore, the finite discrete function is dual to a discrete
Fourier transform (DFT) spectrum, computable with an FFT. The DFT spectrum is an approximation,
between its Nyquist frequencies, of the original FS spectrum, but can be made exponentially accurate with
increases in N . It is then possible to replace integrals like (5.1) with finite sums like (5.2) and achieve
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spectral convergence there too. In essence, SSI provides a completion of the FD approach by bringing to
bear concepts in discrete-time signal processing.
This chapter shows application of SSI to FD BHP and geodesic GSF calculations of eccentric Schwarzschild
E/IMRIs in both RWZ and Lorenz gauges. We also demonstrate in Sec. 5.1 that a related approach pro-
vides arbitrarily accurate solutions of the geodesic equations themselves. SSI may be applicable to Kerr
BHP [87, 86, 105] and GSF calculations. In addition, SSI has the potential to benefit the Green function
approach to GSF calculations [222].
The chapter is organized as follows. Sec. 5.1 considers the orbital problem. In Sec. 5.1.1 we review
bound eccentric geodesic motion about a Schwarzschild black hole and set the notation. Sec. 5.1.3 describes
the spectral approach for integrating the orbit equations with geometric convergence, and shows numerical
results. Appendix B gives a simple analytic calculation of the exponential fall-off in Fourier coefficients in
part of the orbital problem. Next the SSI method is described in Sec. 5.2 through its application in the
RWZ formalism to provide spectral solution of master equations. A brief review of how the RWZ problem
is solved in the FD using EHS is given in Sec. 5.2.1. Then Sec. 5.2.2 lays out the SSI method, the heart
of this chapter, and displays a set of numerical results. We discuss some related findings in the numerical
analysis literature in Sec. 5.2.3. Having shown SSI applied to a single perturbation equation, we present
next in Sec. 5.3 its application in Lorenz gauge, demonstrating that the method allows systems of equations
to be solved with spectral convergence. Our conclusions are drawn in Sec. 5.4.
Section 5.1: Spectral integration of bound orbital motion
The new method is first applied to solving the equations of bound geodesic motion. This proves to be a
necessary first step to using SSI to solve the first-order perturbation equations when working at accuracies
well beyond double precision. At double precision, it leads to a more efficient computation of the orbit. We
consider geodesic motion about a Schwarzschild black hole. We begin with a brief review of the problem and
notation.
5.1.1: Geodesic motion and the relativistic anomaly
We consider generic bound motion of a small mass µ, taken to be a point particle, around a Schwarzschild
black hole of mass M in the test body (geodesic) limit µ/M → 0. Schwarzschild coordinates xµ = (t, r, θ, ϕ)
are used, with the line element having the form
ds2 = −fdt2 + f−1dr2 + r2 (dθ2 + sin2 θ dϕ2) , (5.3)
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where f(r) = 1− 2M/r.
Let the worldline of the particle be described by the functions xαp (τ) = [tp(τ), rp(τ), θp(τ), ϕp(τ)] of
proper time τ (or some other convenient curve parameter). Subscript p indicates location of the particle.
The four-velocity is uα = dxαp /dτ . Without loss of generality the motion is confined to the equatorial plane,
θp(τ) = pi/2.
The orbit is parametrized in terms of the (dimensionless) semi-latus rectum p and the eccentricity e
(see [61, 27]). These constants are related to the usual constant specific energy E = −ut and specific angular
momentum L = uϕ. Additionally, pericentric rmin and apocentric rmax radii are introduced, which are
related to p and e by the following equations
p =
2rmaxrmin
M(rmax + rmin)
, e =
rmax − rmin
rmax + rmin
, (5.4)
rmax =
pM
1− e , rmin =
pM
1 + e
. (5.5)
Bound eccentric orbits satisfy E < 1 and L > 2√3M . These in turn imply p ≥ 6 + 2e, with the boundary of
stable orbits p = 6 + 2e being the separatrix [61].
As is usual, τ is replaced as the curve parameter by Darwin’s relativistic anomaly χ, in terms of which
the radial position is given a Keplerian-appearing form [72]
rp (χ) =
pM
1 + e cosχ
. (5.6)
The equations for the remaining functions take the form
dtp
dχ
=
rp (χ)
2
M(p− 2− 2e cosχ)
√
(p− 2)2 − 4e2
p− 6− 2e cosχ, (5.7)
dτp
dχ
=
Mp3/2
(1 + e cosχ)2
√
p− 3− e2
p− 6− 2e cosχ, (5.8)
dϕp
dχ
=
√
p
p− 6− 2e cosχ. (5.9)
The last equation, describing azimuthal motion, has an analytic solution
ϕp(χ) =
√
4p
p− 6− 2e F
(
χ
2
∣∣∣∣− 4ep− 6− 2e
)
, (5.10)
where F (x|m) is the incomplete elliptic integral of the first kind [115]. The other two equations are typically
solved numerically.
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To solve (5.7) and (5.8), each equation can be regarded as either a numerical quadrature or an initial value
problem (IVP) [183]. Cutler, Kennefick, and Poisson [61] took the former approach and used Romberg’s
method. In the more complicated Kerr geodesic problem, Drasco and Hughes [86] initially solved for the
motion using a numerical quadrature routine but later switched to use of a quasi-analytic approach developed
by Fujita and Hikida [104]. (Indeed, this quasi-analytic method involving rapid evaluation of elliptic integrals
stands as a third route to solution.) In more recent work [27, 126, 8, 170], Eqns. (5.7) and (5.8) have simply
been integrated using Runge-Kutta routines. At double precision the distinction is trivial and errors in
the orbit are of minimal concern. Recently, however, several of us have turned attention [102] to making
extraordinarily high precision (e.g., 200 decimal place) BHP and GSF calculations for eccentric EMRIs
using the MST formalism [153] (henceforth the MST code). It proved necessary to develop a new means of
efficiently calculating the orbit to arbitrary precision, as well as doing the same for the perturbation source
integration (Secs. 5.2.2 and 5.3.2).
The MST code is written in Mathematica to make use of its arbitrary precision functionality. Initially,
we used its NDSolve function to compute orbits but found such integrations became prohibitively expensive
for errors of order . 10−40. The alternative approach we found turns out to be a simple application of
the SSI concepts. In fact, the arguments laid out in the next two subsections are key to understanding the
SSI development. Shortly, we will discuss solving (5.7) to obtain tp(χ) (integration of (5.8) follows in like
fashion). But first we address some general considerations.
5.1.2: Spectral integration: general considerations
Let dI/dχ = g(χ) with g(χ) (the source) being both a periodic and a smooth function. We are interested
in integrating g to find I(χ). We can assume g(χ) is complex, but in orbital motion applications the functions
will be real. The periodicity of g suggests utilizing a FS expansion and then calculating the integral for I(χ)
term by term. At first glance this approach is not very helpful since, even if we truncate the FS, the
expression for I(χ) would require computing a large number of definite integrals numerically for the FS
coefficients. Fortunately, the smoothness of g(χ) helps in several ways. In many cases, the FS amplitudes G˜n
will fall in magnitude exponentially (shown numerically for orbital motion presently; see also Appendix B).
Even in calculations with hundreds of decimal places of accuracy, the FS can then be truncated to a modest
number of terms. At whatever adopted level of accuracy, replacing g(χ) with a truncated FS introduces an
approximation that is bandlimited.
We then recall that bandlimited signals play a key role in the Nyquist-Shannon sampling theorem: a
function that contains only frequencies f with |f | ≤ B is completely determined by its discrete (equally-
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spaced) samples (in this case in χ) occurring at the Nyquist rate 2B (i.e., with spacing ∆χ = 12B
−1). If we
combine discrete sampling with the periodicity of radial motion, then only a finite total number N of samples
in χ need be considered. We replace g(χ) again–this time with its finite sampling gk = g(χk) = g(k∆χ),
where k = 0, . . . , N − 1. This new representation of the source has its own DFT spectrum Gn (with
n = −N/2, . . . , N/2 − 1), which can be computed with the FFT algorithm [183]. In contrast to the FS
spectrum G˜n, the DFT spectrum Gn exhibits a periodicity of its own, Gn+jN = Gn, for arbitrary integer j.
However, aliasing can be avoided if the DFT spectrum is only used at the N frequencies within its Nyquist
bounds. Then for an accuracy goal that is sufficiently high (i.e., high enough N , found iteratively), the
DFT spectrum Gn is virtually indistinguishable from the FS spectrum G˜n. Using the DFT representation,
it is then possible to compute g(χ) at any location either via Fourier interpolation or using the Whittaker
cardinal function [199] on the circle (i.e., convolution with the Dirichlet kernel). Furthermore, the source
can be integrated or differentiated term by term to accuracies comparable to the initial goal.
To summarize:
• The (perhaps complex) function g(χ) is periodic and C∞.
• It can be represented as a FS with spectrum G˜n with n→ ±∞.
• The FS spectrum can be truncated to some nmin ≤ n ≤ nmax subject to an accuracy goal.
• The approximate but very accurate truncated FS is a bandlimited function.
• The Nyquist-Shannon sampling theorem implies the truncated FS representation can itself be replaced
in the TD with discrete sampling.
• Sampling plus periodicity implies a discrete representation of finite length N .
• Finite sampling representation in the TD implies one-to-one correspondence via the DFT with a FD
periodic spectrum Gn.
• The DFT spectrum within the Nyquist range approximates well the original FS spectrum if N is
sufficiently large, allowing G˜n → Gn.
• The DFT representation in the TD can be integrated and interpolated to spectral accuracy.
5.1.3: Spectral solution of the orbital motion
In practice, the orbit equations (5.7) and (5.8) have source functions that are real and even. Hence we
can represent them with a discrete cosine transform (DCT) [5]. In turn the integral for tp(χ) (for example)
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Figure 5.1: Equally spaced in χ sampling of p = 50, e = 0.7 orbit. The complete orbit is split into
N = 42 samples (∆χ = 0.1496) and spectral integration requires only N = 22 points between χ = 0 and
χ = pi (inclusive) to achieve double precision accuracy. The values of dtp/dχ need only be calculated at the
indicated points to provide double precision integration and interpolation anywhere on the orbit.
will be represented by a discrete sine transform (DST), with an additional term linear in χ. Furthermore, the
orbital source functions are not only periodic but have reflection symmetries across both periapsis (χ = 0)
and apapsis (χ = pi). These symmetries narrow the form that the DCT can take to be either type I or
II [186]. We utilize the type I (referred to as DCT-I) algorithm with unitary normalization (making the
DCT-I its own inverse).
In the general discussion above, we imagined dividing the entire orbit into N intervals with ∆χ = 2pi/N .
For the DCT-I, this spacing is maintained and (assuming N is even) the half orbit from χ = 0 to χ = pi is
split into N/2 intervals. The DCT-I utilizes N = N/2 + 1 sample points by including the end points at both
χ = 0 and χ = pi. In terms of the number of samples the domain is split into N − 1 intervals. The locations
of the samples are
χk ≡ kpiN − 1 , k ∈ 0, 1, . . . ,N − 1. (5.11)
Then at the N points we denote the samples of the source function as gk = g(χk). The (real) Fourier
coefficients are given by
Gn =
√
2
N − 1
[
1
2
g0 +
1
2
(−1)ngN−1 +
N−2∑
k=1
gk cos (nχk)
]
. (5.12)
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Figure 5.2: Number of sample points N between χ = 0 and χ = pi needed to represent dtp/dχ = g(χ) to
a prescribed accuracy. The ratio of magnitudes of the smallest to largest Fourier coefficients of g(χ) gives
an estimate of the relative accuracy. The linear scaling of N versus digits of accuracy indicates geometric
fall-off in the spectral components of g(χ). Away from the separatrix this relation is largely independent of
p.
Like the more general DFT, this expression is exactly invertible and we can recover the original samples in
the χ-domain
gk =
√
2
N − 1
[
1
2
G0 + 1
2
(−1)kGN−1 +
N−2∑
n=1
Gn cos (nχk)
]
. (5.13)
We can then use the spectral amplitudes to provide a Fourier interpolation to arbitrary χ
g(χ) =
√
2
N − 1
[
1
2
G0 + 1
2
GN−1 cos [(N − 1)χ] +
N−2∑
n=1
Gn cos (nχ)
]
. (5.14)
Integrating Eqn. (5.14) yields the sine expansion for the time
tp(χ) =
√
2
N − 1
[
1
2
G0 χ+ 1
2
GN−1 sin [(N − 1)χ]
(N − 1) +
N−2∑
n=1
1
n
Gn sin (nχ)
]
. (5.15)
Having found tp(χ) we can obtain the radial period Tr from the leading Fourier amplitude G0
Tr =
√
2
N − 1piG0. (5.16)
Then, with Tr in hand, the fundamental frequencies can be computed
Ωr =
2pi
Tr
, Ωϕ =
ϕp(2pi)
Tr
. (5.17)
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Figure 5.3: Number of sample points N between χ = 0 and χ = pi needed to represent dtp/dχ = g(χ) as a
function of eccentricity e at fixed accuracy of 150 decimal places. Of course as the eccentricity approaches
unity and the radial period becomes infinite, so too does the number of needed samples. Still, for any
astrophysically relevant orbit, we can sample the orbit to impressive accuracy with a modest number of
points.
From a practical perspective, the DCT-I can be computed with O(N lnN ) speed using either the Fouri-
erDCT function in Mathematica or the FFTW routine in C coding. Fig. 5.1 provides a picture of how
efficient this method is. For this orbit we need only N = 22 samples to achieve double precision accuracy
in the orbit integration. In fact, all we need know are the source functions at the indicated points and we
can interpolate to double precision accuracy anywhere in between. From a practical standpoint, we guess
a value of N and estimate the error by computing the ratio of the smallest to largest Fourier coefficients
|GN−1/G0|. If that ratio fails to meet our prescribed accuracy goal, we simply increase N and repeat the
procedure. Given that the DCT is so fast to compute, we are able to solve the orbit equations to hundreds
of digits of accuracy within a few seconds. Fig. 5.2 shows how remarkable and modest the scaling is in the
number of required sample points N as a function of prescribed accuracy. Fig. 5.3 shows how the number
of needed sample points grows with increasing eccentricity (given a fixed accuracy goal). Even at very high
eccentricities, e ≈ 0.9, the number of samples is quite reasonable. Thus, with this approach the integration
of the orbit becomes a trivial cost, even for astrophysically interesting eccentricities (e ' 0.7) and high
accuracy (MST code) applications.
Section 5.2: Spectral source integration in the RWZ formalism
One of the principal goals of this work is to describe our new means of applying spectral techniques (i.e.,
SSI) to integrate the source problem in black hole perturbation theory to high accuracy. In this section
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we show the simplest application of SSI, namely solution of master equations in the Regge-Wheeler-Zerilli
(RWZ) formalism for generic orbits. Before detailing the SSI technique in Sec. 5.2.2, we first briefly review
the now standard way [126] of solving master equations using FD decomposition and the method of extended
homogeneous solutions (EHS) [18], and in the process set the notation.
5.2.1: The RWZ formalism and EHS method
We begin with a RWZ master equation in the TD
(
− ∂
2
∂t2
+
∂2
∂r2∗
− Vl(r)
)
Ψlm(t, r) = Slm(t, r), (5.18)
where r∗ = r + 2M ln(r/2M − 1) is the usual tortoise coordinate. Here Vl(r) is either the Zerilli potential
(l + m even) or the Regge-Wheeler potential (l + m odd). The source contains terms proportional to the
Dirac delta function and its first derivative
Slm(t, r) = Glm(t) δ[r − rp(t)] + Flm(t) δ′[r − rp(t)]. (5.19)
The time dependent functions Glm(t) and Flm(t) arise from tensor spherical harmonic decomposition [126]
of the stress-energy tensor of the point mass and enforcement of the delta function constraints r → rp(t) and
ϕ → ϕp(t). Like the potential, their form depends upon parity. For l + m even we use the Zerilli-Moncrief
source, and for l +m odd we use the Cunningham-Price-Moncrief source (see [126] for details).
As explained in Sec. 5.1, the eccentric motion of the source is characterized by two fundamental frequen-
cies, Ωϕ and Ωr. As such, we can represent the master function and the source as Fourier series
Ψlm(t, r) =
∞∑
n=−∞
Xlmn(r) e
−iωt, (5.20)
Slm(t, r) =
∞∑
n=−∞
Zlmn(r) e
−iωt, (5.21)
with the mode frequencies being functions of both fundamentals
ω = ωmn ≡ mΩϕ + nΩr, m, n ∈ Z. (5.22)
The series coefficients are formally found by integrating the TD master functions over one radial period
Xlmn(r) ≡ 1
Tr
∫ Tr
0
dt Ψlm(t, r) e
iωt, (5.23)
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Zlmn(r) ≡ 1
Tr
∫ Tr
0
dt Slm(t, r) e
iωt. (5.24)
The master equation then takes on the following FD form
(
d2
dr2∗
+ ω2 − Vl(r)
)
Xlmn(r) = Zlmn(r). (5.25)
(Throughout Sec. 5.2 we do not suppress any of the mode labels, though for all intents and purposes l and
m can be regarded as fixed and arbitrary.)
An essential element in solving (5.18) is to obtain independent homogeneous solutions to (5.25), either
through numerical integration (after setting causal boundary conditions at r∗ →∞ and r∗ → −∞) or through
use of analytic function (MST) expansions [193]. We denote these unnormalized solutions as Xˆ±lmn(r), where
Xˆ+lmn(r∗ → +∞) ∼ eiωr∗ , (5.26)
Xˆ−lmn(r∗ → −∞) ∼ e−iωr∗ . (5.27)
A Green function is formed from these two linearly independent solutions and integrated over the source
function Zlmn(r) to obtain the particular solution of (5.25)
Xlmn(r) = c
+
lmn(r) Xˆ
+
lmn(r) + c
−
lmn(r) Xˆ
−
lmn(r), (5.28)
where the normalization functions in the source region are given by the integrals
c+lmn(r) =
1
Wlmn
∫ r
rmin
dr′
f(r′)
Xˆ−lmn(r
′)Zlmn(r′),
c−lmn(r) =
1
Wlmn
∫ rmax
r
dr′
f(r′)
Xˆ+lmn(r
′)Zlmn(r′).
(5.29)
Here Wlmn is the Wronskian
Wlmn = f(r)
(
Xˆ−lmn
dXˆ+lmn
dr
− Xˆ+lmn
dXˆ−lmn
dr
)
. (5.30)
While the expression in Eqn. (5.28) is indeed a solution to Eqn. (5.25), it is not ideal. The singular nature
of the TD source (5.19) results in Gibbs behavior in the Fourier synthesis (5.20) of Ψlm at and near the
particle location, leading to slow algebraic convergence. Exponential convergence can be restored by using
the method of EHS, originally developed by Barack, Ori and Sago [18].
The first step in EHS is to extend the limits of integration in (5.29) to include the full source region and
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obtain the normalization coefficients
C±lmn =
1
Wlmn
∫ rmax
rmin
dr
Xˆ∓lmn(r)Zlmn(r)
f(r)
. (5.31)
These complex constants are in turn used to normalize the individual mode functions
X±lmn(r) = C
±
lmnXˆ
±
lmn(r), (5.32)
producing the FD EHS of Eqn. (5.25). Collectively, these normalized modes encode all the information about
the source motion and are used to then define the TD EHS
Ψ±lm(t, r) ≡
∑
n
X±lmn(r) e
−iωt. (5.33)
As the FD EHS are each C∞, these Fourier sums converge exponentially for all r > 2M . The sums are
formally infinite in number, but in practice they are truncated once a specified accuracy is reached. The
desired particular TD solution to Eqn. (5.18) is then obtained by joining the outer and inner TD EHS:
Ψlm(t, r) = Ψ
+
lmθ [r − rp(t)] + Ψ−lmθ [rp(t)− r] . (5.34)
This weak solution can be computed everywhere, including the particle location, and it allows the metric
and local gravitational self-force to be accurately determined [126].
There remains the practical issue of computing the C±lmn. For the RWZ problem, the source Zlmn(r) in
Eqn. (5.31) is poorly behaved at the turning points because of the presence of the δ′ term in (5.19) [126]. It
was shown in that paper that the problem could be circumvented by reversing the order of integration (see
related examples in [18, 216]). To see this, substitute the Fourier transform integral for Zlmn(r) into (5.31)
C±lmn =
1
WlmnTr
∫ rmax
rmin
dr
Xˆ∓lmn(r)
f(r)
∫ Tr
0
dt Slm(t, r)e
iωt. (5.35)
Then substitute for the TD source Slm(t, r) its singular form (5.19), exchange the order of integration, and
integrate in r over the delta function terms. What remains of the calculation of C±lmn is an integral over time
C±lmn =
1
WlmnTr
∫ Tr
0
[
1
fp
Xˆ∓lmnGlm +
(
2M
r2pf
2
p
Xˆ∓lmn −
1
fp
dXˆ∓lmn
dr
)
Flm
]
eiωt dt. (5.36)
The integrand is composed of obvious functions of time, such as Glm(t) and Flm(t). However, all of the
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other terms inside the square braces are now also functions of time, since the delta function maps r → rp(t)
[e.g., fp ≡ f(rp(t)), Xˆ∓lmn(r)→ Xˆ∓lmn(rp(t))].
In summary, the RWZ BHP problem is solved by computing, for a sufficient range of l, m, and n, the inner
and outer mode functions Xˆ±lmn(r) (by ODE integration or analytic function expansion) and computing the
integrals (5.36) for the normalization coefficients C±lmn (using either IVP ODE integration [126] or a numerical
quadrature routine [216]).
5.2.2: SSI for the normalization coefficients
SSI is a new modification in the way the normalization coefficients C±lmn are calculated. The key first
step in developing SSI was actually the reversal in the order of integration described immediately above. The
second essential step involves recognizing the periodic nature of the integrand in (5.36). The functions Flm(t)
and Glm(t), which contribute to the source Slm, have complex time dependence because of the biperiodic
motion and (typically) incommensurate frequencies Ωr and Ωϕ. The motion in ϕ can be split into
ϕp(t) = Ωϕt+ ∆ϕ(t), (5.37)
where the mean azimuthal advance is modulated by ∆ϕ(t), which is periodic in the radial motion. This ϕp(t)
enters source terms only through the spherical harmonic factor e−imϕp(t), which factors into: e−imΩϕt e−im∆ϕ(t).
It is the mean azimuthal phase advance, at angular rate Ωϕ, that makes source terms biperiodic. We can,
however, define functions G¯lm and F¯lm via
G¯lm(t) ≡ Glm(t) eimΩϕt,
F¯lm(t) ≡ Flm(t) eimΩϕt,
(5.38)
that are strictly Tr-periodic. Returning to Eqn. (5.36), we see that the factor, e
−imΩϕt, responsible for
biperiodicity, cancels with a corresponding factor from the Fourier transform kernel. We can replace the
integral with
C±lmn =
1
WlmnTr
∫ Tr
0
E¯±lmn(t) e
inΩrt dt. (5.39)
where E¯±lmn(t) are strictly Tr-periodic functions
E¯±lmn(t) ≡
1
fp
Xˆ∓lmnG¯lm +
(
2M
r2pf
2
p
Xˆ∓lmn −
1
fp
dXˆ∓lmn
dr
)
F¯lm. (5.40)
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Figure 5.4: Aliasing effect from oversampling SSI in the FD. Shown here are energy flux data from an orbit
with p = 1020 and e = 0.01 for modes with l = 2, m = 2. The energy flux from successive n modes falls off
exponentially when computed away from the peak harmonic. Note that one harmonic (n = −m = −2) is
nearly static, which decreases its flux by more than 100 orders of magnitude. As higher positive and negative
n are computed, the fluxes reach Nyquist-like notches and oversampling in n beyond those points leads to
increases in flux similar to aliasing. The locations of the minima scale with but are not equal to ±N/2.
The third, and most important, step toward SSI harks back to our earlier discussion in Sec. 5.1.3 of
spectrally integrating the orbit equations. There we showed that due to the C∞ smoothness of (for example)
dtp/dχ = g(χ) we could replace g(χ) with an equally-spaced sampling gk = g(k∆χ) of modest total number
of samples N and achieve high-accuracy interpolation and integration. For source integration, the equivalent
step (to be justified momentarily) is to replace (5.39) with
C±lmn =
1
NWlmn
N−1∑
k=0
E¯±lmn(tk) e
inΩrtk , (5.41)
where the time samples are tk = kTr/N , with k = 0, . . . , N − 1. This remarkably simple sum is the heart
of SSI. By replacing the integral in (5.39) with the sum in (5.41), we avoid ODE integration and the
calculation of the normalization coefficients is vastly sped up, opening the door to much higher accuracy
applications [102].
What makes SSI work? Before we examine how well SSI performs, we first justify (5.41) as an appropriate
replacement for (5.39). The argument starts by noting the expected smoothness of the functions E¯±lmn(t) that
enter (5.39). The contributing elements F¯lm(t) and G¯lm(t) are smooth C
∞ functions of the orbital motion.
Similarly, the modes Xˆ∓lmn(r) are smooth functions of r, and hence become smooth functions of time under
the replacement r → rp(t). Thus, for every lmn, the integrand in (5.39) is smooth and periodic. These
properties suggest, just as they did in Sec. 5.1.2, use of FS expansion. Indeed, the integral in Eqn. (5.39)
looks like, under a cursory glance, the calculation of a set of FS coefficients. However, it is clear that C±lmn
97
−250
−200
−150
−100
-45 -30 -15 0 15 30 45 60
lo
g
1
0
∣ ∣ ∣〈E˙〉
N
=
1
0
0
2
2
n
−
〈E˙
〉N 22
n
∣ ∣ ∣
Fourier Harmonic n
N = 80
N = 60
N = 40
Figure 5.5: SSI at high accuracy. Absolute differences (errors) are shown in self-convergence tests. The same
data found in Fig. 5.4 are used to compute differences (per harmonic) in the fluxes between the three lower
resolutions and the highest (N = 100) resolution. For each of the three lower resolutions (N = 40, 60, 80)
the errors are well bounded by the accuracy criteria set by errors at the Nyquist notches.
is not a spectrum of coefficients (in n) derived from a single function of time, but is instead calculated from
a whole set (in n) of TD functions E¯±lmn(t).
Nevertheless, the Fourier series can be put to investigative use and we introduce one for each E¯±lmn(t):
E¯±lmn(t) =
∞∑
n′=−∞
E˜±lmnn′ e−in
′Ωrt, (5.42)
with the coefficients given by
E˜±lmnn′ =
1
Tr
∫ Tr
0
dt E¯±lmn(t) e
in′Ωrt. (5.43)
If (5.42) is substituted in (5.39), and sum and integral are exchanged, we find that the normalization
coefficients
C±lmn =
1
Wlmn
E˜±lmnn , (5.44)
are proportional to the diagonal elements (n = n′) of the superset (over n and n′) of FS coefficients E˜±lmnn′ .
The result is understandable: the integral in (5.39) simply picks out the nth harmonic in the nth function
E¯±lmn(t).
To complete the argument, we may assume (and numerically verify) that the smoothness of a source
function E¯±lmn(t) implies a rapidly falling (likely geometric) spectrum for E˜±lmnn′ as n′ → ±∞. As we argued
in Sec. 5.1.2, for any given accuracy goal, this implies the spectrum can be truncated at some sufficiently
negative and positive values of n′. Truncation, in turn, means that we have replaced the original source
function with a bandlimited approximation. Bandlimiting then argues for replacing the source function (yet
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again), this time with a set of discrete, equally-spaced samples E¯±lmn(tk). Because the source function is
periodic, the discrete sampling is finite in number (say N). We can then use the DFT to relate the discrete
sampling representation of the source to a discrete, finite spectrum (and vice versa)
E¯±lmn(tk) =
N−1∑
n′=0
E±lmnn′ e−in
′Ωrtk , (5.45)
E±lmnn′ =
1
N
N−1∑
k=0
E¯±lmn(tk) e
in′Ωrtk . (5.46)
The DFT spectrum E±lmnn′ is distinct from the FS spectrum E˜±lmnn′ , and the former will display periodicity
in the FD, E±lmn,n′+jN = E±lmnn′ . However, for sufficiently large N and between the negative and positive
Nyquist frequencies, the two spectra can be made nearly indistinguishable. If we then set n′ = n, replace
E˜±lmnn in (5.44) with the DFT spectral component E±lmnn, and substitute into the same equation the DFT
relation (5.46), we have derived our SSI formula Eqn. (5.41).
We can provide a summary of this discussion, and the derivation, through a sequence of replacements:
C±lmn =
1
WlmnTr
∫ Tr
0
dt E¯±lmn(t) e
inΩrt (5.47)
=
1
WlmnTr
∫ Tr
0
dt einΩrt
∞∑
n′=−∞
E˜±lmnn′ e−in
′Ωrt
' 1
WlmnTr
∫ Tr
0
dt einΩrt
n′max∑
n′=n′min
E˜±lmnn′ e−in
′Ωrt
' 1
WlmnTr
∫ Tr
0
dt einΩrt
n′max∑
n′=n′min
E±lmnn′ e−in
′Ωrt
=
1
WlmnTr
∫ Tr
0
dt einΩrt
n′max∑
n′=n′min
e−in
′Ωrt
(
1
N
N−1∑
k=0
E¯±lmn(tk) e
in′Ωrtk
)
=
1
NWlmn
n′max∑
n′=n′min
N−1∑
k=0
E¯±lmn(tk) e
in′Ωrtk δnn′
=
1
NWlmn
N−1∑
k=0
E¯±lmn(tk) e
inΩrtk .
The two approximate (but typically spectrally accurate) steps are indicated.
What is involved in practical use of SSI? Another way of asking this question is: if we make N discrete
samples of each source function and sum them in (5.41), for which and how many n’s should we compute
C±lmn? We do not presently have an exact answer, but we have an effective, practical procedure. To see the
issue, consider Fig. 5.4. There we show gravitational wave energy fluxes per harmonic n at r = ∞ for the
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Figure 5.6: Comparison between SSI with χ sampling and t sampling as a function of N and eccentricity.
The two sampling schemes are tested by examining convergence of the l = 2, m = 2, n = 0 energy flux using
the MST code. All orbits have p = 103.
l = 2, m = 2 mode (essentially proportional to |C+22n|2). We might expect, for a given N , to begin near
n = 0 and see a spectrum that descends on either side until hitting a Nyquist point (at about n = ±N/2).
That is roughly, but not exactly, what is observed. The problem is that C±lmn is not, as a function of n,
a DFT spectrum. If we consider (5.44), clearly the Wronskian Wlmn should not be expected to display a
periodicity in n. Even the DFT spectra, while having the periodicity in n′, E±lmn,n′+jN = E±lmnn′ , will not
have a periodicity in the diagonal elements E±lmnn as a function of n. Nevertheless, if we sample C±lmn in n
for |n| & N/2 we observe a succession of Nyquist-like notches and peaks, similar to aliasing in the DFT but
without exact periodicity. From a practical standpoint, we compute and use the spectrum in n down to the
first Nyquist-like notch on each side and calculate no further. The code marches forward on each side, finds
the minima, and discards contributions beyond those points.
Fig. 5.4 shows this aliasing phenomenon. There we deliberately compute and display energy fluxes for
a few harmonics beyond the first Nyquist notch on each side of the central maximum. We show the same
fluxes computed with four different spectral resolutions. The exponential fall in the spectrum is evident.
These calculations were made possible not only by use of SSI but also Mathematica’s arbitrary precision
arithmetic. As N becomes larger, we approach the FS, or continuum, limit. It is clear from the vantage
point of high resolution that the best thing to do at lower resolution is halt the mode calculations at the
Nyquist notches. This assumption is borne out by considering Fig. 5.5. This figure displays the differences
in fluxes between those computed at resolutions of N = 40, 60, 80 and those found with N = 100. The error
in the discrete representation is well bounded in the region between the first Nyquist points by the maximum
error at one of the notches.
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Operating at high accuracy (e.g., 200 decimal places), the MST code makes a prediction of how large N
needs to be in order that the Nyquist notches lie (just) below the specified error level. We have observed
that adequate sampling for SSI is always sufficient for comparably accurate orbit integration. The prediction
for N is tested and if mode fluxes do not reach the error level at the Nyquist notches, then a new value of
N is chosen and the calculation is repeated. In the MST code, the now vastly reduced number of function
evaluations can still be expensive if N is set too generously. It is important to note that the key formula for
SSI, Eqn. (5.41) (or more properly (5.48)–see below), is an O(N2) procedure, and so it is essential to find a
near minimum value of N for a given accuracy goal.
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Figure 5.7: Efficiency of spectral source integration in comparison to ODE integration in a RWZ application
at double precision. The RWZ normalization constant C+220 is computed for various eccentricities in orbits
with p = 10. The ODE integration uses the Runge-Kutta-Prince-Dormand 7(8) [184] routine rk8pd of the
GNU Scientific Library (GSL) [1].
How well does SSI work? We have demonstrated numerically in Figs. 5.4 and 5.5 the presence of
exponential convergence. It is not that the gravitational wave fluxes fall geometrically (a known result), but
that the gap between resolutions (i.e., error in substituting the DFT for the Fourier series) falls exponentially
with increases in N . We can, however, go a step further and make the rate of exponential convergence even
faster by introducing one final modification.
SSI is exponentially convergent because the periodic functions, E¯±lmn(t), being sampled are C
∞. However,
there is no requirement that the periodic motion be described by t. Any C∞ reparametrization t → λ(t)
should be expected to also give rapidly convergent sums. This is true, for example, in switching from t to
the relativistic anomaly χ [126, 8, 170, 109]. We have found empirically, though, that use of χ as the curve
parameter substantially improves the rate of exponential convergence.
To effect this change we rewrite Eqn. (5.39) with χ as the independent variable. Then the periodic motion
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is divided into equally spaced steps ∆χ = 2pi/N , the integrand is discretely sampled, and the integral is
replaced with the sum
C±lmn =
Ωr
NWlmn
∑
k
dtp
dχ
E¯±lmn[t(χk)] e
inΩrt(χk). (5.48)
As Fig. 5.6 demonstrates, substantially fewer χ-samples are required than t-samples for SSI to reach a
prescribed error level. This is especially true of high eccentricity orbits. As a practical matter, it is also
easier to find ϕp and rp evenly sampled in χ than in t. Finally, we comment that it was merely a hunch
(though one informed by experience with the problem) that χ might provide a better measure and more
rapid convergence. It is an open question whether there is another parametrization of the orbit that yields
even faster convergence.
The numerical SSI results shown so far have involved the high accuracy MST code. But SSI also aids
in double precision C coded calculations. Its benefit is shown clearly in Fig. 5.7, where we mark the
accuracy reached in computing a normalization coefficient (C+220) as a function of the number of source term
evaluations, which serves as a proxy for computational load. We compare SSI to an IVP ODE integration
using an 8th order Runge-Kutta routine. SSI has exponentially converging accuracy with increases in function
calls (i.e., increases in N). In contrast, the Runge-Kutta routine, with its algebraic convergence, struggles
to reach high accuracies.
Do we really need SSI? The answer depends upon the application. At double precision the answer is
clearly no, but SSI is likely much more efficient (and hence faster). The real critical requirement for SSI comes
in high accuracy eccentric orbit calculations. Consider Fig. 5.7 again and the scaling of ODE integration.
At an accuracy goal of 200 digits, even an efficient algorithm like 8th order Runge-Kutta would take of
order 1022 steps to integrate through an eccentric orbit source region! Without SSI or a comparable spectral
method, these calculations simply cannot be done.
5.2.3: SSI and the midpoint and trapezoidal rules
We developed SSI with the convergence of Fourier series and concepts in signal processing (e.g., sampling
theorem, use of the DFT/FFT, etc) firmly in mind. The application of SSI to orbit integration does in fact
simply use the DCT, a special case of the DFT. In source integration, even though the key formula, (5.48)
or (5.41), is not a DFT, we used the DFT to provide an understanding of the rapid convergence of the
sum. The essential point was to see that rapid convergence in the FD with a modest number N of spectral
elements could translate into representing the behavior in the TD with equally modest sampling. If the
representation has sufficient accuracy, then interpolation and integration can be made accurately as well.
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Yet, if we step back and examine the sums [(5.48) or (5.41)] that we use in SSI, a curious fact jumps
out: they appear to be nothing more than simple Riemann sums. Given the sampling, their form appears
to be a use of the left rectangle rule. However, with the inherent periodicity in χ, the left rectangle rule
is equivalent to the trapezoidal rule and, with a half interval shift in the equal-sized χ bins, it is also just
the midpoint rule. But these are just the lowest-order approximations for an integral, with error bounds,
O(1/N2), that are algebraic in the number of divisions of the interval! How can their use be giving a vastly
faster rate of convergence? The answer lies in the periodicity and smoothness of the summands. After
developing the method we came upon a paper [224] that discusses this surprising behavior in other contexts
and nicely provides a set of example calculations. A more recent and exhaustive discussion is found in
[208]. In black hole perturbation work, Fujita, Hikida, and Tagoshi [105] made use of the trapezoidal rule
for source integration, but did not explicitly note or demonstrate the exponential convergence or push the
results beyond double precision. The remarkably rapid convergence of the trapezoidal rule in special cases
is apparently well known in certain numerical analysis circles, though it also appears to be something that
is constantly being rediscovered ever since Poisson’s original finding in 1827 [178].
Since we have shifted the viewpoint momentarily to thinking about Riemann sums and quadrature
formulae, what about higher-order methods like Simpson’s rule? Since Simpson’s rule generally has a stronger
error bound (implying presumably faster convergence) than the trapezoidal rule, might its use in SSI allow
us to converge even faster? Alas, the answer is no, as a quick test demonstrated. A discussion and example
can be found in [224].
Section 5.3: Spectral source integration in Lorenz gauge
After developing SSI for use in the RWZ formalism, we turned our attention to Lorenz gauge and were
able to successfully apply the method to coupled systems of equations. Lorenz gauge breaks down into
several systems of different orders that depend on (1) parity, (2) mode order (either low l = 0, 1 or high
l ≥ 2), and (3) the special static (ω = 0) case. See [8] and [170] for details. Here we simply demonstrate the
principles of incorporating SSI by focusing only on the odd-parity equations.
5.3.1: Odd-parity Lorenz gauge and EHS
In Lorenz gauge, odd-parity perturbations can be described by the two amplitudes, hlmt and h
lm
r , with
the third, hlm2 , obtainable from the gauge condition. The reduced-order coupled system in the TD is
hlmt −
2Mf
r2
∂rh
lm
t +
2Mf
r2
∂th
lm
r −
2f2 + (l + 2)(l − 1)f
r2
hlmt = f
2P tlm, (5.49)
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hlmr +
2(r −M)f
r2
∂rh
lm
r −
2(r − 3M)
r2f
∂th
lm
t −
2f2 + (l + 2)(l − 1)f
r2
hlmr = −P rlm. (5.50)
It is convenient in what follows to write the fields and their sources in a vector notation
Blm(t, r) =

hlmt
fhlmr

, V lm(t, r) =

f2P tlm
−fP rlm

. (5.51)
The Lorenz gauge source terms are proportional to the delta function δ[r− rp(t)] (in contrast to RWZ gauge
where the source also has a δ′ term), allowing the source vector to be expressed in terms of a time-dependent
vector amplitude v lm(t),
V lm(t, r) ≡ v lm(t)δ[r − rp(t)]. (5.52)
The field Blm and source V lm can be expressed as Fourier series, analogous to Eqns. (5.20) and (5.21),
Blm(t, r) =
∞∑
n=−∞
B˜lmn(r) e−iωt, (5.53)
V lm(t, r) =
∞∑
n=−∞
V˜ lmn(r) e−iωt. (5.54)
The FS coefficients are formally found via the integrals
B˜lmn(r) ≡ 1
Tr
∫ Tr
0
dt Blm(t, r) eiωt, (5.55)
V˜ lmn(r) ≡ 1
Tr
∫ Tr
0
dt V lm(t, r) eiωt. (5.56)
With these definitions, we henceforth in this section suppress the TD mode labels lm and the FD labels lmn
whenever no confusion might arise. However, for clarity we attach a tilde to denote FD quantities.
In the FD, the field equations (5.49) and (5.50) take the following form
∂2r∗B˜ + C ∂r∗B˜ + D B˜ = V˜ . (5.57)
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The matrices C and D that couple the equations are given by
C =
2
r2

−M 0
0 r − 3M

,
D =
(
ω2 − 2f
2 + (l + 2)(l − 1)f
r2
)
I+
2iω
r2

0 −M
r − 3M 0

,
(5.58)
where I is the 2× 2 identity matrix.
The EHS method carries over to Lorenz gauge [170, 8]. Four fundamental independent homogeneous
solutions to Eqn. (5.57) are denoted by B˜±i , with i = 0, 1. The ± superscript delineates causal asymptotic
behavior, with + indicating an outgoing wave at r∗ =∞ and − indicating a downgoing wave at r∗ = −∞. A
Green function constructed from these arbitrarily normalized modes yields the solution to the inhomogeneous
system
B˜ = B˜+0 c+0 + B˜
+
1 c
+
1 + B˜
−
0 c
−
0 + B˜
−
1 c
−
1 , (5.59)
once the c±i (r) are determined by integrating the first-order linear system
M(r)

∂r∗c
−
0
∂r∗c
−
1
∂r∗c
+
0
∂r∗c
+
1

=

0
V˜(r)

. (5.60)
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Here M is the (lmn dependent) 4× 4 Wronskian matrix
M(r) ≡

B˜−0 B˜
−
1 B˜
+
0 B˜
+
1
∂r∗B˜
−
0 ∂r∗B˜
−
1 ∂r∗B˜
+
0 ∂r∗B˜
+
1

, (5.61)
and 0 is the rank = 2 column vector.
Solving for the functions c±i (r) can be avoided through use of the method of EHS. Instead, as in Sec. 5.2,
we solve for normalization coefficients, construct FD EHS and then TD EHS, and thus circumvent producing
Gibbs behavior in the source region and at the particle location. For the system at hand, we define the
normalization constants C±i as
C+i ≡ c+i (rmax), C−i ≡ c−i (rmin), (5.62)
and obtain them via the integrals

−C−0
−C−1
C+0
C+1

=
∫ rmax
rmin
1
f(r)
M(r)−1

0
V˜(r)

dr. (5.63)
In the expression above, M(r)−1 is the inverse of the Wronskian matrix M(r). We next insert the integral
expression for V˜(r), reverse the order of integration, and find the normalization coefficients with an integral
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over time,

−C−0
−C−1
C+0
C+1

=
1
Tr
∫ Tr
0
1
fp
M−1p

0
v(t)

eiωtdt. (5.64)
In this last equation the script p indicates time dependence via the mapping r → rp(t). With the coefficients
available, the FD and TD EHS (respectively) are constructed
B˜±(r) ≡ C±0 B˜
±
0 (r) + C
±
1 B˜
±
1 (r), (5.65)
B±(t, r) ≡
∞∑
n=−∞
B˜±(r) e−iωt. (5.66)
The solution to the system in the TD, Eqns. (5.49) and (5.50), is then
B(t, r) = B+θ [r − rp(t)] +B−θ [rp(t)− r] . (5.67)
The key to EHS in Lorenz gauge is solving systems like (5.64) for the normalization coefficients. In
previous work [8, 170] these equations were treated as IVPs and solved with ODE integration. That numerical
approach can be replaced with SSI to achieve spectral convergence, as we outline next.
5.3.2: Spectral source integration for odd-parity normalization constants
The Lorenz gauge employment of SSI is virtually identical to RWZ gauge. As in Eqn. (5.38), we can
extract from the biperiodic source term v(t) the piece that is periodic in Tr by defining v¯(t) ≡ v(t)eimΩϕt.
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Once substituted in Eqn. (5.64) we find

−C−0
−C−1
C+0
C+1

=
1
Tr
∫ Tr
0
E¯(t) einΩrt dt, (5.68)
where we define the vector
E¯(t) ≡ 1
fp
M−1p

0
v¯(t)

. (5.69)
Both E¯(t) and einΩrt are periodic in Tr. The vector E¯(t), which depends on the FD labels lmn, is the
equivalent of E¯±lmn(t) in Eqn. (5.40).
The logical steps in implementing SSI carry over from Sec. 5.2.2:
• The vector E¯(t) (carrying labels lmn) consists of periodic, C∞ functions.
• Each can be represented as a Fourier series with spectrum E˜n′ with n′ → ±∞.
• The Fourier series spectrum can be truncated to some n′min ≤ n′ ≤ n′max subject to an accuracy goal.
• The approximate but very accurate truncated Fourier series is a bandlimited function.
• The Nyquist-Shannon sampling theorem implies the truncated Fourier series representation can itself
be replaced in the TD with discrete sampling.
• Sampling plus periodicity implies a discrete representation of finite length N .
• Finite sampling representation in the TD implies one-to-one correspondence via the DFT with a FD
periodic spectrum En′ .
• The DFT spectrum within the first Nyquist minima approximates well the original Fourier series
spectrum if N is sufficiently large, allowing E˜n′ → En′ .
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Based upon this chain of reasoning, the integral (5.68) can be replaced with an exponentially convergent
sum

−C−0
−C−1
C+0
C+1

=
1
N
N−1∑
k=0
E¯(tk) e
inΩrtk , (5.70)
where again tk = kTr/N . This is SSI for the systems of equations found in Lorenz gauge.
Even parity involves a larger linear system. The matrix inversion in evaluating E¯(tk) at the sample points
is the most expensive task in double precision application. We use LU decomposition and take advantage of
the symmetry M(tk) = M(Tr − tk), so that LU decompositions of M are only necessary at N/2 + 1 points.
As in Sec. 5.2.2, we also attain a higher rate of exponential convergence by switching from t parametriza-
tion to χ. The adjustment to Eqn. (5.70) is straightforward

−C−0
−C−1
C+0
C+1

=
Ωr
N
N−1∑
k=0
dtp
dχ
E¯[t(χk)] e
inΩrt(χk), (5.71)
where as before χk = 2pik/N .
We have implemented SSI in just this way as a modification of the Lorenz gauge code described in
Ref. [170]. SSI is particularly beneficial in Lorenz gauge, where a matrix must be inverted at each step (i.e.,
each function evaluation) in an integration. It is also beneficial that we know precisely where the sample
locations are in the source region before computing the inner and outer homogeneous solutions. The previous
method found the normalization coefficients by integrating a large simultaneous system of ODEs through
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the source region (for the even-parity field this tallied to integrating 144 variables simultaneously). With
prior knowledge of the sample locations, integration of the homogeneous solutions is decoupled from the SSI
for the normalization coefficients.
As we described in Sec. 5.2.2, the number of sample points N is determined, iteratively if necessary,
based on an error criterion. In all cases we have experience with, both RWZ and Lorenz gauge, it is the
source integration (with SSI), not the spectral integration of the orbit, that sets the condition on N . In
Lorenz gauge, the requirement on N to meet a double precision error criterion in SSI is about a factor of 8
larger than required for a comparably precise orbit integration. (With the MST code at a high accuracy of
200 digits, SSI requires an N that is about a factor of 2 larger than that required for comparably accurate
orbit determination.) Because SSI shrinks so markedly the computational work in finding the normalization
coefficients, our Lorenz gauge GSF code is sped up–overall–by a factor of about 3 for eccentricities of order
e ' 0.7.
Would it be possible to obtain arbitrary precision results with a Lorenz gauge code? Such a code would
be quite useful if for no other reason than to compare with RWZ results. At present (as far as we are
aware) there is no MST-like method formulated for Lorenz gauge. In our previous work [170], we did
address the costs/benefits of using quad precision to compute certain low frequency modes. While that
helped span parameter space more thoroughly, quad precision arithmetic, coupled with an algebraically
convergent numerical integrator is an extremely costly way to improve accuracy. SSI helps expedite these
calculations, but computation of Lorenz gauge homogeneous solutions is still done using a Runge-Kutta
integrator. Practically, even when using arbitrary precision routines available in Mathematica (like NDSolve),
going beyond an accuracy of ∼ 10−30 is not presently feasible.
Section 5.4: Conclusions
We have described in this chapter a new method for achieving spectral accuracy and computational
efficiency in calculating a broad class of black hole perturbation and gravitational self-force problems that
entail generic orbital motion. This class should include most problems involving a point-particle description
of the small compact object and use of the background geodesics in a frequency domain calculation (i.e.,
geodesic self-force calculations). We have shown it applied both to the RWZ formalism (for individual
master equations) and to Lorenz gauge (with coupled systems of equations) for eccentric binaries with a
Schwarzschild primary. The method should extend to extreme-mass-ratio inspirals on Kerr as well, which
will be addressed in subsequent work. Called spectral source integration (SSI), this method provides an
exponentially-convergent calculation of the mode normalization coefficients by replacing the more typically
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used ODE integrations in the source region. A simple modification of the underlying idea is also used to
integrate the equations of orbital motion, to provide a consistent level of accuracy in determining source
functions in the libration region.
Use of SSI in double precision calculations will improve code speed and help ensure optimal accuracy. In
contrast, SSI is the sine qua non for calculating eccentric binaries using (MST) analytic function expansions
at extraordinarily high accuracies (e.g., 200 decimal places). No algebraically convergent ODE solver will
be able to calculate eccentric-orbit perturbations at hundreds of decimal places of accuracy. Any alternative
to SSI will almost certainly be a similar technique using some other spectral basis. The subsequent chapter
will describe use of SSI in an MST code to uncover new terms in the post-Newtonian expansion for eccentric
binaries well beyond known 3PN order [102].
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CHAPTER 6: MST method for high-precision energy fluxes, and comparison with PN
theory1
In Ch. 4 we described a method for solving for the first-order metric perturbation induced by the motion of
an eccentric EMRI on a Schwarzschild background, and we gave results from the application of this method.
Further, we described the difficulties that plague this calculation (and other FD perturbation calculations).
In particular, integration over the source radial libration region presents a set of computational challenges.
Then, in Ch. 5, we reported a means for evaluating the source integral efficiently and accurately, called
the method of spectral source integrations (SSI). By recognizing that the integrand is comprised of smooth
functions which are periodic in the radial motion, the integral may be approximated using an exponentially
convergent sampling of the integrand on the libration interval. We now present an application of SSI in
computing the energy flux for eccentric EMRIs on Schwarzschild backgrounds. Homogeneous solutions are
constructed using the MST formalism (outlined ahead), and the source integration is handled via SSI. We
compare our high precision output with the PN expansion for the energy flux, and we are actually able to
use our results to then fit out unknown, high-order PN parameters. We begin with a brief review of recent
related work, and then give an outline of the chapter.
In the past seven years numerous comparisons [74, 192, 26, 35, 34, 103, 196, 198, 139, 6] have been made in
the overlap region (Fig. 1.1) between GSF/BHP theory and PN theory. PN theory is accurate for orbits with
wide separations (or low frequencies) but arbitrary component masses, m1 and m2. The GSF/BHP approach
assumes a small mass ratio q = m1/m2  1 (notation typically being m1 = µ with black hole mass m2 = M).
While requiring small q, GSF/BHP theory has no restriction on orbital separation or field strength. Early
BHP calculations focused on comparing energy fluxes; see for example [173, 60, 202, 201] for waves radiated
to infinity from circular orbits and [174] for flux absorbed at the black hole horizon. Early calculations of
losses from eccentric orbits were made by [203, 12, 61, 200]. More recently, starting with Detweiler [74], it
became possible with GSF theory to compare conservative gauge-invariant quantities [192, 26, 35, 34, 196,
83, 139, 31, 6, 125]. With the advent of extreme high-accuracy GSF calculations [103, 196] focus also returned
to calculating dissipative effects (fluxes), this time to extraordinarily high PN order [103, 198] for circular
orbits. This chapter concerns itself with making similar extraordinarily accurate (200 digits) calculations to
1The major portion of this chapter previously appeared as an article in the journal Physical Review D. The original citation is
as follows: Erik Forseth, Charles R. Evans, and Seth Hopper. Eccentric-orbit extreme-mass-ratio inspiral gravitational wave
energy fluxes to 7PN order. Phys. Rev. D, 93:064058, Mar 2016.
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probe high PN order energy flux from eccentric orbits.
The PN expansion for eccentric orbits is known through 3PN relative order [14, 13, 15, 32]. Our work
confirms the accuracy of that expansion for the energy flux and determines PN eccentricity-dependent
coefficients all the way through 7PN order for multiple orders in an expansion in e2. The model is improved
by developing an understanding of what eccentricity singular functions to factor out at each PN order. In
so doing, we are able to obtain better convergence and the ability to compute the flux even as e → 1. The
review by Sasaki and Tagoshi [193] summarized earlier work on fluxes from slightly eccentric orbits (through
e2) and more recently results have been obtained [191] on fluxes to e6 for 3.5PN and 4PN order.
Our work makes use of the analytic function expansion formalism developed by Mano, Suzuki, and Taka-
sugi (MST) [152, 153] with a code written in Mathematica (to take advantage of arbitrary precision func-
tions). The MST formalism expands solutions to the Teukolsky equation in infinite series of hypergeometric
functions. We convert from solutions to the Teukolsky equation to solutions of the Regge-Wheeler-Zerilli
equations and use techniques found in [126, 127]. Our use of MST is similar to that found in Shah, Fried-
man, and Whiting [196], who studied conservative effects, and Shah [198], who examined fluxes for circular
equatorial orbits on Kerr.
This chapter is organized as follows. Those readers interested primarily in new PN results will find them in
Secs. 6.3, 6.4, and 6.5. Sec. 6.3 contains original work in calculating the 1.5PN, 2.5PN, and 3PN hereditary
terms to exceedingly high order in powers of the eccentricity to facilitate comparisons with perturbation
theory. It includes a subsection, Sec. 6.3.3, that uses an asymptotic analysis to guide an understanding
of different eccentricity singular factors that appear in the flux at all PN orders. In Sec. 6.4 we verify all
previously known PN coefficients (i.e., those through 3PN relative order) in the energy flux from eccentric
binaries at lowest order in the mass ratio. Sec. 6.5 and App. C.3 present our new findings on PN coefficients
in the energy flux from eccentric orbits between 3.5PN and 7PN order. For those interested in the method,
Sec. 6.1 reviews the MST formalism for analytic function expansions of homogeneous solutions, and describes
the conversion from Teukolsky modes to normalized Regge-Wheeler-Zerilli modes. Section 6.2 outlines
the now-standard procedure of solving the RWZ source problem with extended homogeneous solutions,
though now with the added technique of spectral source integration [127]. Some details on our numerical
procedure, which allows calculations to better than 200 decimal places of accuracy, are given in Sec. 6.4.1.
Our conclusions are drawn in Sec. 6.6.
Our notation for the RWZ formalism is that of [126], which derives from earlier work of Martel and
Poisson [154].
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Section 6.1: Analytic expansions for homogeneous solutions
This section briefly outlines the MST formalism [153] (see the detailed review by Sasaki and Tagoshi [193])
and describes our conversion to analytic expansions for normalized RWZ modes.
6.1.1: The Teukolsky formalism
The MST approach provides analytic function expansions for general perturbations of a Kerr black hole.
With other future uses in mind, elements of our code are based on the general MST expansion. However,
the present application is focused solely on eccentric motion in a Schwarzschild background and thus in our
discussion below we simply adopt the a = 0 limit on black hole spin from the outset. The MST method
describes gravitational perturbations in the Teukolsky formalism [206] using the Newman-Penrose scalar
ψ4 = −Cαβγδnαm¯βnγm¯δ [161, 162]. Here Cαβγδ is the Weyl tensor, and its projection is made on elements
of the Kinnersley null tetrad (see [142, 206] for its components).
In our application the line element is
ds2 = −fdt2 + f−1dr2 + r2 (dθ2 + sin2 θ dϕ2) , (6.1)
as written in Schwarzschild coordinates, with f(r) = 1 − 2M/r. The Teukolsky equation [206] with spin-
weight s = −2 is satisfied (when a = 0) by r4ψ4, with ψ4 separated into Fourier-harmonic modes by
ψ4 = r
−4∑
lm
∫
dω e−iωtRlmω(r)−2Ylm(θ, ϕ). (6.2)
Here sYlm are spin-weighted spherical harmonics. The Teukolsky equation for Rlmω reduces in our case to
the Bardeen-Press equation [28, 61], which away from the source has the homogeneous form
[
r2f
d2
dr2
− 2(r −M) d
dr
+ Ulω(r)
]
Rlmω(r) = 0, (6.3)
with potential
Ulω(r) =
1
f
[
ω2r2 − 4iω(r − 3M)]− (l − 1)(l + 2). (6.4)
Two independent homogeneous solutions are of interest, which have, respectively, causal behavior at the
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horizon, Rinlmω, and at infinity, R
up
lmω,
Rinlmω =

Btranslmω r
2f e−iωr∗ r → 2M
Breflmωr
3 eiωr∗ +
Binlmω
r e
−iωr∗ r → +∞,
(6.5)
Ruplmω =

Cuplmω e
iωr∗ + Creflmωr
2f e−iωr∗ r → 2M
Ctranslmω r
3 eiωr∗ r → +∞,
(6.6)
whereB and C are used for incident, reflected, and transmitted amplitudes. Here r∗ is the usual Schwarzschild
tortoise coordinate r∗ = r + 2M log(r/2M − 1).
6.1.2: MST analytic function expansions for Rlmω
The MST formalism makes separate analytic function expansions for the solutions near the horizon and
near infinity. We begin with the near-horizon solution.
Near-horizon (inner) expansion
After factoring out terms that arise from the existence of singular points, Rinlmω is represented by an
infinite series in hypergeometric functions
Rinlmω = e
ix(−x)2−ipνin(x), (6.7)
pνin(x) =
∞∑
n=−∞
anpn+ν(x), (6.8)
where  = 2Mω and x = 1− r/2M . The functions pn+ν(x) are an alternate notation for the hypergeometric
functions 2F1(a, b; c;x), with the arguments in this case being
pn+ν(x) = 2F1(n+ ν + 1− i,−n− ν − i; 3− 2i;x). (6.9)
The parameter ν is freely specifiable and referred to as the renormalized angular momentum, a generalization
of l to non-integer (and sometimes complex) values.
The series coefficients an satisfy a three-term recurrence relation
ανnan+1 + β
ν
nan + γ
ν
nan−1 = 0, (6.10)
where ανn, β
ν
n, and γ
ν
n depend on ν, l, m, and  (see App. C.2 and Refs. [153] and [193] for details). The
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recurrence relation has two linearly-independent solutions, a
(1)
n and a
(2)
n . Other pairs of solutions, say a
(1′)
n
and a
(2′)
n , can be obtained by linear transformation. Given the asymptotic form of ανn, β
ν
n, and γ
ν
n, it is
possible to find pairs of solutions such that limn→+∞ a
(1)
n /a
(2)
n = 0 and limn→−∞ a
(1′)
n /a
(2′)
n = 0. The two
sequences a
(1)
n and a
(1′)
n are called minimal solutions (while a
(2)
n and a
(2′)
n are dominant solutions), but in
general the two sequences will not coincide. This is where the free parameter ν comes in. It turns out
possible to choose ν such that a unique minimal solution emerges (up to a multiplicative constant), with
an(ν) uniformly valid for −∞ < n <∞ and with the series converging. The procedure for finding ν, which
depends on frequency, and then finding an(ν), involves iteratively solving for the root of an equation that
contains continued fractions and resolving continued fraction equations. We give details in App. C.2, but
refer the reader to [193] for a complete discussion. The expansion for Rinlmω converges everywhere except
r =∞. For the behavior there we need a separate expansion.
Near-infinity (outer) expansion
After again factoring out terms associated with singular points, an infinite expansion can be written [153,
193, 147] for the outer solution Ruplmω with outgoing wave dependence,
Ruplmω = 2
νe−pie−ipi(ν−1)eizzν+i(z − )2−i (6.11)
×
∞∑
n=−∞
in
(ν − 1− i)n
(ν + 3 + i)n
bn(2z)
n ×Ψ(n+ ν − 1− i, 2n+ 2ν + 2;−2iz).
Here z = ωr = (1− x) is another dimensionless variable, (ζ)n = Γ(ζ + n)/Γ(ζ) is the (rising) Pochhammer
symbol, and Ψ(a, c;x) are irregular confluent hypergeometric functions. The free parameter ν has been
introduced again as well. The limiting behavior lim|x|→∞Ψ(a, c;x)→ x−a guarantees the proper asymptotic
dependence Ruplmω = C
trans
lmω (z/ω)
3 ei(z+ log z).
Substituting the expansion in (6.3) produces a three-term recurrence relation for bn. Remarkably, because
of the Pochhammer symbol factors that were introduced in (6.11), the recurrence relation for bn is identical to
the previous one (6.10) for the inner solution. Thus the same value for the renormalized angular momentum
ν provides a uniform minimal solution for bn, which can be identified with an up to an arbitrary choice of
normalization.
Recurrence relations for homogeneous solutions
Both the ordinary hypergeometric functions 2F1(a, b; c; z) and the irregular confluent hypergeometric
functions Ψ(a, b; z) admit three term recurrence relations, which can be used to speed the construction of
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solutions [197]. The hypergeometric functions pn+ν in the inner solution (6.8) satisfy
pn+ν = − (2n+ 2ν − 1) [(n+ ν)(n+ ν − 1)(2x− 1) + (2i+ )]
(n+ ν − 1)(2 + n+ ν − i)(n+ ν − i) pn+ν−1
− (n+ ν)(n+ ν + i− 3)(n+ ν + i− 1)
(n+ ν − 1)(2 + n+ ν − i)(n+ ν − i)pn+ν−2.
(6.12)
Defining by analogy with Eqn. (6.9)
qn+ν ≡ Ψ(n+ ν − i− 1, 2n+ 2ν + 2;−2iz), (6.13)
the irregular confluent hypergeometric functions satisfy
qn+ν =
(2n+ 2ν − 1) [2n2 + 2ν(ν − 1) + n(4ν − 2)− (2 + i)z]
(n+ ν − 1)(n+ ν − i− 2)z2 qn+ν−1
+
(n+ ν)(1 + n+ ν + i)
(n+ ν − 1)(n+ ν − i− 2)z2 qn+ν−2. (6.14)
6.1.3: Mapping to RWZ master functions
In this work we map the analytic function expansions of Rlmω to ones for the RWZ master functions.
The reason stems from having pre-existing coding infrastructure for solving RWZ problems [126] and the
ease in reading off gravitational wave fluxes. The Detweiler-Chandrasekhar transformation [55, 57, 56] maps
Rlmω to a solution X
RW
lmω of the Regge-Wheeler equation via
XRWlmω = r
3
(
d
dr
− iω
f
)(
d
dr
− iω
f
)
Rlmω
r2
. (6.15)
For odd parity (l + m = odd) this completes the transformation. For even parity, we make a second
transformation [30] to map through to a solution XZlmω of the Zerilli equation
XZ,±lmω =
1
λ(λ+ 1)± 3iωM
{
3Mf
dXRW,±lmω
dr
+
[
λ(λ+ 1) +
9M2f
r(λr + 3M)
]
XRW,±lmω
}
. (6.16)
Here λ = (l − 1)(l + 2)/2. We have introduced above the ± notation to distinguish outer (+) and inner
(−) solutions–a notation that will be used further in Sec. 6.2.2. [When unambiguous we often use Xlmω to
indicate either the RW function (with l + m = odd) or Zerilli function (with l + m = even).] The RWZ
functions satisfy the homogeneous form of (6.34) below with their respective parity-dependent potentials Vl.
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The normalization of Rlmω in the MST formalism is set by adopting some starting value, say a0 = 1, in
solving the recurrence relation for an. This guarantees that the RWZ functions will not be unit-normalized
at infinity or on the horizon, but instead will have some A±lmω such that X
±
lmω ∼ A±lmω e±iωr∗ . We find
it advantageous though to construct unit-normalized modes Xˆ±lmω ∼ exp(±iωr∗) [126]. To do so we first
determine the initial amplitudes A±lmω by passing the MST expansions in Eqns. (6.7), (6.8), and (6.11)
through the transformation in Eqns. (6.15) (and additionally (6.16) as required) to find
ARW,+lmω = −2−1+4iMωiω(Mω)2iMωe−piMω−
1
2 ipiν
×
∞∑
n=−∞
(−1)n
{
(ν − 1)ν(ν + 1)(ν + 2) + 4iM [2ν(ν + 1)− 7]ω + 32iM3ω3 + 400M4ω4
+ 20M2 [2ν(ν + 1)− 1]ω2 + 2(2ν + 1)
[
4Mω(5Mω + i) + ν(ν + 1)− 1
]
n
+
[
8Mω(5Mω + i) + 6ν(ν + 1)− 1
]
n2 + (4ν + 2)n3 + n4
}
(ν − 2iMω − 1)n
(ν + 2iMω + 3)n
an,
(6.17)
AZ,+lmω = −
2−1+4iMωiω(Mω)2iMω [(l − 1)l(l + 1)(l + 2) + 12iMω]
(l − 1)l(l + 1)(l + 2)− 12iMω
×
∞∑
n=−∞
e
1
2 ipi(2iMω+2n−ν)
[
2Mω(7i− 6Mω) + n(n+ 2ν + 1) + ν(ν + 1)
]
×
{
− 2 [1 + 3Mω(2Mω + i)] + n(n+ 2ν + 1) + ν(ν + 1)
} (ν − 2iMω − 1)n
(ν + 2iMω + 3)n
an.
(6.18)
ARW,−lmω = A
Z,−
lmω = −
1
M
e2iMω(2Mω + i)(4Mω + i)
∞∑
n=−∞
an, (6.19)
These amplitudes are then used to renormalize the initial an.
Section 6.2: Solution to the perturbation equations using MST and SSI
We briefly review here the procedure for solving the perturbation equations for eccentric orbits on a
Schwarzschild background using MST and a recently developed spectral source integration (SSI) [127] scheme,
both of which are needed for high accuracy calculations.
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6.2.1: Bound orbits on a Schwarzschild background
We consider generic bound motion between a small mass µ, treated as a point particle, and a Schwarzschild
black hole of mass M , with µ/M  1. Schwarzschild coordinates xµ = (t, r, θ, ϕ) are used. The trajectory
of the particle is given by xαp (τ) = [tp(τ), rp(τ), pi/2, ϕp(τ)] in terms of proper time τ (or some other suitable
curve parameter) and the motion is assumed, without loss of generality, to be confined to the equatorial
plane. Throughout this chapter, a subscript p denotes evaluation at the particle location. The four-velocity
is uα = dxαp /dτ .
At zeroth order the motion is geodesic in the static background and the equations of motion have as
constants the specific energy E = −ut and specific angular momentum L = uϕ. The four-velocity becomes
uα =
( E
fp
, ur, 0,
L
r2p
)
. (6.20)
The constraint on the four-velocity leads to
r˙2p(t) = f
2
p
[
1− fpE2
(
1 +
L2
r2
)]
, (6.21)
where dot is the derivative with respect to t. Bound orbits have E < 1 and, to have two turning points, must
at least have L > 2√3M . In this case, the pericentric radius, rmin, and apocentric radius, rmax, serve as
alternative parameters to E and L, and also give rise to definitions of the (dimensionless) semi-latus rectum
p and the eccentricity e (see [61, 27]). These various parameters are related by
E2 = (p− 2)
2 − 4e2
p(p− 3− e2) , L
2 =
p2M2
p− 3− e2 , (6.22)
and rmax = pM/(1 − e) and rmin = pM/(1 + e). The requirement of two turning points also sets another
inequality, p > 6+2e, with the boundary p = 6+2e of these innermost stable orbits being the separatrix [61].
Integration of the orbit is described in terms of an alternate curve parameter, the relativistic anomaly χ,
that gives the radial position a Keplerian-appearing form [71]
rp (χ) =
pM
1 + e cosχ
. (6.23)
One radial libration makes a change ∆χ = 2pi. The orbital equations then have the form
dtp
dχ
=
rp (χ)
2
M(p− 2− 2e cosχ)
[
(p− 2)2 − 4e2
p− 6− 2e cosχ
]1/2
,
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dϕp
dχ
=
[
p
p− 6− 2e cosχ
]1/2
, (6.24)
dτp
dχ
=
Mp3/2
(1 + e cosχ)2
[
p− 3− e2
p− 6− 2e cosχ
]1/2
,
and χ serves to remove singularities in the differential equations at the radial turning points [61]. Integrating
the first of these equations provides the fundamental frequency and period of radial motion
Ωr ≡ 2pi
Tr
, Tr ≡
∫ 2pi
0
(
dtp
dχ
)
dχ. (6.25)
There is an analytic solution to the second equation for the azimuthal advance, which is especially useful in
our present application,
ϕp(χ) =
(
4p
p− 6− 2e
)1/2
F
(
χ
2
∣∣∣∣− 4ep− 6− 2e
)
. (6.26)
Here F (x|m) is the incomplete elliptic integral of the first kind [115]. The average of the angular frequency
dϕp/dt is found by integrating over a complete radial oscillation
Ωϕ =
4
Tr
(
p
p− 6− 2e
)1/2
K
(
− 4e
p− 6− 2e
)
, (6.27)
where K(m) is the complete elliptic integral of the first kind [115]. Relativistic orbits will have Ωr 6= Ωϕ,
but with the two approaching each other in the Newtonian limit.
6.2.2: Solutions to the TD master equation
This chapter draws upon previous work [126] in solving the RWZ equations, though here we solve the
homogeneous equations using the MST analytic function expansions discussed in Sec. 6.1. A goal is to find
solutions to the inhomogeneous time domain (TD) master equations
[
− ∂
2
∂t2
+
∂2
∂r2∗
− Vl(r)
]
Ψlm(t, r) = Slm(t, r). (6.28)
The parity-dependent source terms Slm arise from decomposing the stress-energy tensor of a point particle
in spherical harmonics. They are found to take the form
Slm = Glm(t) δ[r − rp(t)] + Flm(t) δ′[r − rp(t)], (6.29)
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where Glm(t) are Flm(t) are smooth functions. Because of the periodic radial motion, both Ψlm and Slm
can be written as Fourier series
Ψlm(t, r) =
∞∑
n=−∞
Xlmn(r) e
−iωt, (6.30)
Slm(t, r) =
∞∑
n=−∞
Zlmn(r) e
−iωt, (6.31)
where the ω ≡ ωmn = mΩϕ + nΩr reflects the bi-periodicity of the source motion. The inverses are
Xlmn(r) =
1
Tr
∫ Tr
0
dt Ψlm(t, r) e
iωt, (6.32)
Zlmn(r) =
1
Tr
∫ Tr
0
dt Slm(t, r) e
iωt. (6.33)
Inserting these series in Eqn. (6.28) reduces the TD master equation to a set of inhomogeneous ordinary
differential equations (ODEs) tagged additionally by harmonic n,
[
d2
dr2∗
+ ω2 − Vl(r)
]
Xlmn(r) = Zlmn(r). (6.34)
The homogeneous version of this equation is solved by MST expansions. The unit normalized solutions at
infinity (up) are Xˆ+lmn while the horizon-side (in) solutions are Xˆ
−
lmn. These independent solutions provide
a Green function, from which the particular solution to Eqn. (6.34) is derived
Xlmn(r) = c
+
lmn(r) Xˆ
+
lmn(r) + c
−
lmn(r) Xˆ
−
lmn(r). (6.35)
See Ref. [126] for further details. However, Gibbs behavior in the Fourier series makes reconstruction of
Ψlm in this fashion problematic. Instead, the now standard approach is to derive the TD solution using the
method of extended homogeneous solutions (EHS) [18].
We form first the frequency domain (FD) EHS
X±lmn(r) ≡ C±lmnXˆ±lmn(r), r > 2M, (6.36)
where the normalization coefficients, C+lmn = c
+
lmn(rmax) and C
−
lmn = c
−
lmn(rmin), are discussed in the next
subsection. From these solutions we define the TD EHS,
Ψ±lm(t, r) ≡
∑
n
X±lmn(r) e
−iωt, r > 2M. (6.37)
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Then the particular solution to Eqn. (6.28) is formed by abutting the two TD EHS at the particle’s location,
Ψlm(t, r) = Ψ
+
lm(t, r)θ [r − rp(t)] + Ψ−lm(t, r)θ [rp(t)− r] . (6.38)
6.2.3: Normalization coefficients
The following integral must be evaluated to obtain the normalization coefficients C±lmn [126]
C±lmn =
1
WlmnTr
∫ Tr
0
[
1
fp
Xˆ∓lmnGlm +
(
2M
r2pf
2
p
Xˆ∓lmn −
1
fp
dXˆ∓lmn
dr
)
Flm
]
eiωt dt, (6.39)
where Wlmn is the Wronskian
Wlmn = fXˆ
−
lmn
dXˆ+lmn
dr
− fXˆ+lmn
dXˆ−lmn
dr
. (6.40)
The integral in (6.39) is often computed using Runge-Kutta (or similar) numerical integration, which is alge-
braically convergent. As shown in [127] when MST expansions are used with arbitrary-precision algorithms
to obtain high numerical accuracy (i.e., much higher than double precision), algebraically-convergent integra-
tion becomes prohibitively expensive. We recently developed the SSI scheme, which provides exponentially
convergent source integrations, in order to make possible MST calculations of eccentric-orbit EMRIs with
arbitrary precision. In the present work our calculations of energy fluxes have up to 200 decimal places of
accuracy.
The central idea is that, since the source terms Glm(t) and Flm(t) and the modes X
±
lmn(r) are smooth
functions, the integrand in (6.39) can be replaced by a sum over equally-spaced samples
C±lmn =
1
NWlmn
N−1∑
k=0
E¯±lmn(tk) e
inΩrtk . (6.41)
In this expression E¯lmn is the following Tr-periodic smooth function of time
E¯±lmn(t) =
G¯lm(t)
fp
Xˆ∓lmn(rp(t)) +
2M
r2p
F¯lm(t)
f2p
Xˆ∓lmn(rp(t))−
F¯lm(t)
fp
∂rXˆ
∓
lmn(rp(t)). (6.42)
It is evaluated at N times that are evenly spaced between 0 and Tr, i.e., tk ≡ kTr/N . In this expression G¯lm
is related to the term in Eqn. (6.29) by G¯lm = Glme
imΩϕt (likewise for F¯lm). It is then found that the sum
in (6.41) exponentially converges to the integral in (6.39) as the sample size N increases.
One further improvement was found. The curve parameter in (6.39) can be arbitrarily changed and the
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sum (6.41) is thus replaced by one with even sampling in the new parameter. Switching from t to χ has the
effect of smoothing out the source motion, and as a result the sum
C±lmn =
Ωr
NWlmn
∑
k
dtp
dχ
E¯±lmn(tk) e
inΩrtk , (6.43)
evenly sampled in χ (χk = 2pik/N with tk = tp(χk)) converges at a substantially faster rate. This is
particularly advantageous for computing normalizations for high eccentricity orbits.
Once the C±lmn are determined, the energy fluxes at infinity can be calculated using
〈
dE
dt
〉
=
∑
lmn
ω2
64pi
(l + 2)!
(l − 2)! |C
+
lmn|2, (6.44)
given our initial unit normalization of the modes Xˆ±lmn. We return to this subject and specific algorithmic
details in Sec. 6.4.1.
Section 6.3: Preparing the PN expansion for comparison with perturbation theory
The formalism we briefly discussed in the preceding sections, along with the technique in [127], was used
to build a code for computing energy fluxes at infinity from eccentric orbits to accuracies as high as 200
decimal places, and to then confirm previous work in PN theory and to discover new high PN order terms.
In this section we make further preparation for that comparison with PN theory. The average energy and
angular momentum fluxes from an eccentric binary are known to 3PN relative order [14, 13, 15] (see also the
review by Blanchet [32]). The expressions are given in terms of three parameters; e.g., the gauge-invariant
post-Newtonian compactness parameter x ≡ [(m1 +m2)Ωϕ]2/3, the eccentricity, and the symmetric mass
ratio ν = m1m2/(m1 +m2)
2 ' µ/M (not to be confused with our earlier use of ν for renormalized angular
momentum parameter). In this work we ignore contributions to the flux that are higher order in the mass
ratio than O(ν2), as these would require a second-order GSF calculation to reach. The more appropriate
compactness parameter in the extreme mass ratio limit is y ≡ (MΩϕ)2/3, with y = x(1 +m1/m2)−2/3 [32].
Composed of a set of eccentricity-dependent coefficients, the energy flux through 3PN order has the form
F3PN =
〈
dE
dt
〉
3PN
=
32
5
( µ
M
)2
y5
(
I0 + y I1 + y3/2K3/2 + y2 I2 + y5/2K5/2 + y3 I3 + y3K3
)
. (6.45)
The In are instantaneous flux functions [of eccentricity and (potentially) log(y)] that have known closed-
form expressions (summarized below). The Kn coefficients are hereditary, or tail, contributions (without
apparently closed forms). The purpose of this section is to derive new expansions for these hereditary terms
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and to understand more generally the structure of all of the eccentricity dependent coefficients, up to 3PN
order and beyond.
6.3.1: Known instantaneous energy flux terms
For later reference and use, we list here the instantaneous energy flux functions, expressed in modified
harmonic (MH) gauge [14, 15, 32] and in terms of et, a particular definition of eccentricity (time eccentricity)
used in the quasi-Keplerian (QK) representation [62] of the orbit (see also [143, 144, 14, 13, 15, 114, 32])
I0 = 1
(1− e2t )7/2
(
1 +
73
24
e2t +
37
96
e4t
)
, (6.46)
I1 = 1
(1− e2t )9/2
(
−1247
336
+
10475
672
e2t +
10043
384
e4t +
2179
1792
e6t
)
, (6.47)
I2 = 1
(1− e2t )11/2
(
−203471
9072
− 3807197
18144
e2t −
268447
24192
e4t +
1307105
16128
e6t +
86567
64512
e8t
)
+
1
(1− e2t )5
(
35
2
+
6425
48
e2t +
5065
64
e4t +
185
96
e6t
)
,
(6.48)
I3 = 1
(1− e2t )13/2
(
2193295679
9979200
+
20506331429
19958400
e2t −
3611354071
13305600
e4t
+
4786812253
26611200
e6t +
21505140101
141926400
e8t −
8977637
11354112
e10t
)
+
1
(1− e2t )6
(
−14047483
151200
+
36863231
100800
e2t +
759524951
403200
e4t +
1399661203
2419200
e6t +
185
48
e8t
)
+
1712
105
log
[
y
y0
1 +
√
1− e2t
2(1− e2t )
]
F (et),
(6.49)
where the function F (et) in Eqn. (6.49) has the following closed-form [14]
F (et) =
1
(1− e2t )13/2
(
1 +
85
6
e2t +
5171
192
e4t +
1751
192
e6t +
297
1024
e8t
)
. (6.50)
The first flux function, I0(et), is the enhancement function of Peters and Mathews [172] that arises from
quadrupole radiation and is computed using only the Keplerian approximation of the orbital motion. The
term “enhancement function” is used for functions like I0(et) that are defined to limit on unity as the
orbit becomes circular (with one exception discussed below). Except for I0, the flux coefficients generally
depend upon choice of gauge, compactness parameter, and PN definition of eccentricity. [Note that the
extra parameter y0 in the I3 log term cancels a corresponding log term in the 3PN hereditary flux. See
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Eqn. (6.53) below.] We also point out here the appearance of factors of 1−e2t with negative, odd-half-integer
powers, which make the PN fluxes diverge as et → 1. We will have more to say in what follows about these
eccentricity singular factors.
6.3.2: Making heads or tails of the hereditary terms
The hereditary contributions to the energy flux can be defined [14] in terms of an alternative set of
functions
K3/2 = 4pi ϕ(et), (6.51)
K5/2 = −8191
672
pi ψ(et), (6.52)
K3 = −1712
105
χ(et) +
[
−116761
3675
+
16
3
pi2 − 1712
105
γE − 1712
105
log
(
4y3/2
y0
)]
F (et), (6.53)
where γE is the Euler constant and F , ϕ, ψ, and χ are enhancement functions (though χ is the aforementioned
special case, which instead of limiting on unity vanishes as et → 0). (Note also that the enhancement function
χ(et) should not to be confused with the orbital motion parameter χ.) Given the limiting behavior of these
new functions, the circular orbit limit becomes obvious. The 1.5PN enhancement function ϕ was first
calculated by Blanchet and Scha¨fer [37] following discovery of the circular orbit limit (4pi) of the tail by
Wiseman [229] (analytically) and Poisson [173] (numerically, in an early BHP calculation). The function
F (et), given above in Eqn. (6.50), is closed form, while ϕ, ψ, and χ (apparently) are not. Indeed, the lack of
closed-form expressions for ϕ, ψ, and χ presented a problem for us. Arun et al. [14, 13, 15] computed these
functions numerically and plotted them, but gave only low-order expansions in eccentricity. For example
Ref. [15] gives for the 1.5PN tail function
ϕ(et) = 1 +
2335
192
e2t +
42955
768
e4t + · · · . (6.54)
One of the goals of this work became finding means of calculating these functions with (near) arbitrary
accuracy.
The expressions above are written as functions of the eccentricity et. However, the 1.5PN tail ϕ and the
functions F and χ only depend upon the binary motion, and moments, computed to Newtonian order. Hence,
for these functions (as well as I0) there is no distinction between et and the usual Keplerian eccentricity.
Nevertheless, since we will reserve e to denote the relativistic (Darwin) eccentricity, we express everything
here in terms of et.
Blanchet and Scha¨fer [37] showed that ϕ(et), like the Peters-Mathews enhancement function I0, is de-
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termined by the quadrupole moment as computed at Newtonian order from the Keplerian elliptical motion.
Using the Fourier series expansion of the time dependence of a Kepler ellipse [172, 151], I0 can be written
in terms of Fourier amplitudes of the quadrupole moment by
I0(et) = 1
16
∞∑
n=1
n6| Iˆ
(n)
(N)
ij |2 =
∞∑
n=1
g(n, et) = f(et) =
1
(1− e2t )7/2
(
1 +
73
24
e2t +
37
96
e4t
)
, (6.55)
which is the previously mentioned closed form expression. Here, f(e) is the traditional Peters-Mathews
function name, which is not to be confused with the metric function f(r). In the expression, (n)Iˆ
(N)
ij is the
nth Fourier harmonic of the dimensionless quadrupole moment (see sections III through V of [14]). The
function g(n, et) that represents the square of the quadrupole moment amplitudes is given by
g(n, et) ≡ 1
2
n2
{[
− 4
e3t
− 3et + 7
et
]
nJn(net)J
′
n(net) +
[(
e2t +
1
e2t
− 2
)
n2 +
1
e2t
− 1
]
J ′n(net)
2
+
[
1
e4t
− 1
e2t
+
(
1
e4t
− e2t −
3
e2t
+ 3
)
n2 +
1
3
]
Jn(net)
2
}
,
(6.56)
and was derived by Peters and Mathews [172] (though the corrected expression can be found in [37] or [151]).
These quadrupole moment amplitudes also determine F (et),
F (et) =
1
4
∞∑
n=1
n2 g(n, et), (6.57)
whose closed form expression is found in (6.50), and the 1.5PN tail function [37], which emerges from a very
similar sum
ϕ(et) =
∞∑
n=1
n
2
g(n, et). (6.58)
Unfortunately, the odd factor of n in this latter sum (and more generally any other odd power of n) makes
it impossible to translate the sum into an integral in the time domain and blocks the usual route to finding
a closed-form expression like f(et) and F (et).
The sum (6.58) might be computed numerically but it is more convenient to have an expression that
can be understood at a glance and be rapidly evaluated. The route we found to such an expression leads to
several others. We begin with (6.56) and expand g(n, et), pulling forward the leading factor and writing the
remainder as a Maclaurin series in et
g(n, et) =
(n
2
)2n
e2n−4t
(
1
Γ(n− 1)2 −
(n− 1)(n2 + 4n− 2)
2 Γ(n)2
e2t +
6n4 + 45n3 + 18n2 − 48n+ 8
48 Γ(n)2
e4t + · · ·
)
.
(6.59)
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In a sum over n, successive harmonics each contribute a series that starts at a progressively higher power of
e2t . Inspection further shows that for n = 1 the e
−2
t and e
0
t terms vanish, the former because Γ(0)
−1 → 0.
The n = 2 harmonic is the only one that contributes at e0t [in fact giving g(2, et) = 1, the circular orbit
limit]. The successively higher-order power series in e2t imply that the individual sums that result from
expanding (6.55), (6.57), and (6.58) each truncate, with only a finite number of harmonics contributing to
the coefficient of any given power of e2t .
If we use (6.59) in (6.55) and sum, we find I0 = 1+(157/24)e2t +(605/32)e4t +(3815/96)e6t +· · · , an infinite
series. If on the other hand we introduce the known eccentricity singular factor, take (1 − e2t )7/2 g(n, et),
re-expand and sum, we then find 1+(73/24)e2t +(37/96)e
4
t , the well known Peters-Mathews polynomial term.
All the sums for higher-order terms vanish identically. The same occurs if we take a different eccentricity
singular factor, expand (1/4)(1− e2t )13/2 n2 g(n, et) and sum; we obtain the polynomial in the expression for
F (et) found in (6.50). The power series expansion of g(n, et) thus provides an alternative means of deriving
these enhancement functions without transforming to the time domain.
Form of the 1.5PN Tail
Armed with this result, we then use (6.59) in (6.58) and calculate the sums in the expansion, finding
ϕ(et) = 1 +
2335
192
e2t +
42955
768
e4t +
6204647
36864
e6t +
352891481
884736
e8t + · · · , (6.60)
agreeing with and extending the expansion (6.54) derived by Arun et al [15]. We forgo giving a lengthier
expression because a better form exists. Rather, we introduce an assumed singular factor and expand
(1− e2t )5 g(n, et). Upon summing we find
ϕ(et) =
1
(1− e2t )5
(
1 +
1375
192
e2t +
3935
768
e4t +
10007
36864
e6t +
2321
884736
e8t +
237857
353894400
e10t +
182863
4246732800
e12t (6.61)
+
4987211
6658877030400
e14t − 47839147
35514010828800
e16t − 78500751181
276156948204748800
e18t − 3031329241219
82847084461424640000
e20t + · · ·
)
.
Only the leading terms are shown here; we have calculated over 100 terms with Mathematica and presented
part of this expansion previously (available online [100, 101, 90]). The first four terms are also published
in [191]. The assumed singular factor turns out to be the correct one, allowing the remaining power series
to converge to a finite value at et = 1. As can be seen from the rapidly diminishing size of higher-order
terms, the series is convergent. The choice for singular factor is supported by asymptotic analysis found
in Sec. 6.3.3. The 1.5PN singular factor and the high-order expansion of ϕ(et) are two key results of this
chapter.
The singular behavior of ϕ(et) as et → 1 is evident on the left in Fig. 6.1. The left side of this figure
127
02
4
6
8
10
12
14
16
0.5 0.6 0.7 0.8 0.9 1.0
et
lo
g
1
0
ϕ
0
2
4
6
8
10
12
14
16
0 0.2 0.4 0.6 0.8 1.0
et
ϕ
×
(1
−
e2 t
)5
13
13.5
.990 0.995 1.000
Figure 6.1: Enhancement function ϕ(et) associated with the 1.5PN tail. On the left the enhancement
function is directly plotted, demonstrating the singular behavior as et → 1. On the right, the eccentricity
singular factor (1 − e2t )−5 is removed to reveal convergence in the remaining expansion to a finite value of
approximately 13.5586 at et = 1.
reproduces Figure 1 of Blanchet and Scha¨fer [37], though note their older definition of ϕ(e) (Figure 1 of
Ref. [14] compares directly to our plot). The right side of Fig. 6.1 however shows the effect of removing the
singular dependence and plotting only the convergent power series. We find that the resulting series limits
on ' 13.5586 at et = 1.
Form of the 3PN Hereditary Terms
With a useful expansion of ϕ(et) in hand, we employ the same approach to the other hereditary terms. As
a careful reading of Ref. [14] makes clear the most difficult contribution to calculate is (6.52), the correction
of the 1.5PN tail showing up at 2.5PN order. Accordingly, we first consider the simpler 3PN case (6.53),
which is the sum of the tail-of-the-tail and tail-squared terms [14]. The part in (6.53) that requires further
investigation is χ(et). The infinite series for χ(et) is shown in [14] to be
χ(et) =
1
4
∞∑
n=1
n2 log
(n
2
)
g(n, et). (6.62)
The same technique as before is now applied to χ(et) using the expansion (6.59) of g(n, et). The series will be
singular at et = 1, so factoring out the singular behavior is important. However, for reasons to be explained
in Sec. 6.3.3, it proves essential in this case to remove the two strongest divergences. We find
χ(et) = −3
2
F (et) log(1− e2t ) + 1
(1− e2t )13/2
{[
−3
2
− 77
3
log(2) +
6561
256
log(3)
]
e2t (6.63)
+
[
−22 + 34855
64
log(2)− 295245
1024
log(3)
]
e4t
+
[
−6595
128
− 1167467
192
log(2) +
24247269
16384
log(3) +
244140625
147456
log(5)
]
e6t
128
+[
−31747
768
+
122348557
3072
log(2) +
486841509
131072
log(3)− 23193359375
1179648
log(5)
]
e8t + · · ·
}
.
Empirically, we found the series for χ(et) diverging like χ(et) ∼ −Cχ(1 − e2t )−13/2 log(1 − e2t ) as et → 1,
where Cχ is a constant. The first term in (6.63) apparently encapsulates all of the logarithmic divergence and
implies that Cχ = −(3/2)(52745/1024) ' −77.2632. The reason for pulling out this particular function is
based on a guess suggested by the asymptotic analysis in Sec. 6.3.3 and considerations on how logarithmically
divergent terms in the combined instantaneous-plus-hereditary 3PN flux should cancel when a switch is made
from orbital parameters et and y to parameters et and 1/p. Having isolated the two divergent terms, the
remaining series converges rapidly with n. The divergent behavior of the second term as et → 1 is computed
to be approximately ' +73.6036(1 − e2t )−13/2. The appearance of χ(et) is shown in Fig. 6.2, with and
without its most singular factor removed.
Form of the 2.5PN Hereditary Term
Armed with this success we went hunting for a comparable result for the 2.5PN enhancement factor ψ.
Calculating ψ is a much more involved process, as part of the tail at this order is a 1PN correction to the mass
quadrupole. At 1PN order the orbital motion no longer closes and the corrections in the mass quadrupole
moments require a biperiodic Fourier expansion. Arun et al. [13] describe a procedure for computing ψ,
which they evaluated numerically. One of the successes we are able to report in this chapter is having
obtained a high-order power series expansion for ψ in et. Even with Mathematica’s help, it is a consuming
calculation, and we have reached only the 35th order (e70t ). This achieves some of our purposes in seeking the
expansion. We were also able to predict the comparable singular factor present as et → 1 and demonstrate
apparent convergence in the remaining series to a finite value at et = 1. The route we followed in making the
calculation of the 2.5PN tail is described in App. C.1. Here, we give the first few terms in the ψ expansion
ψ(et) =
1
(1− e2t )6
[
1− 72134
8191
e2t −
19817891
524224
e4t −
62900483
4718016
e6t −
184577393
603906048
e8t +
1052581
419379200
e10t
− 686351417
1159499612160
e12t +
106760742311
852232214937600
e14t +
7574993235161
436342894048051200
e16t
− 4345876114169
2524555315563724800
e18t −
61259745206138959
56550039068627435520000
e20t + · · ·
]
, (6.64)
Like in the preceding plots, we show log10 |ψ| graphed on the left in Fig. 6.3. The singular behavior is
evident. On the right side, the 2.5PN singular factor has been removed and the finite limit at et = 1 is clear.
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Figure 6.2: The 3PN enhancement function χ(et). Its log is plotted on the left. On the right we remove
the dominant singular factor −(1− e2t )−13/2 log(1− e2t ). The turnover near et = 1 reflects competition with
the next-most-singular factor, (1− e2t )−13/2.
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Figure 6.3: The enhancement factor ψ(et). On the right we remove the singular factor (1− e2t )−6 and see
the remaining contribution smoothly approach a finite value at et = 1.
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6.3.3: Applying asymptotic analysis to determine eccentricity singular factors
In the preceding section we assumed the existence of certain “correct” eccentricity singular factors in
the behavior of the known hereditary terms, which once factored out allow the remaining power series to
converge to constants at et = 1. We show now that at least some of these singular factors, specifically
the ones associated with ϕ(et) and χ(et), can be derived via asymptotic analysis. In the process the same
analysis confirms the singular factors in f(et) and F (et) already known from post-Newtonian work. As a
bonus our asymptotic analysis can even be used to make remarkably sharp estimates of the limiting constant
coefficients that multiply these singular factors.
What all four of these enhancement functions share is dependence on the square of the harmonics of the
quadrupole moment given by the function g(n, et) found in (6.56). To aid our analysis near et = 1, we define
x ≡ 1− e2t and use x to rewrite (6.56) as
g(n, et) =
1
6
n2
1 + x+ x2 + 3n2x3
(1− x)2 Jn(net)
2 +
1
2
n2
x(1 + n2x)
1− x J
′
n(net)
2 − 1
2
n3
x(1 + 3x)
(1− x)3/2 Jn(net)J
′
n(net).
(6.65)
An inspection of how (6.65) folds into (6.55), (6.57), (6.58), and (6.62) shows that infinite sums of the
following forms are required to compute ϕ(et), χ(et), f(et), and F (et)
Hα,β0 =
∞∑
n=1
nα logβ
(n
2
)
Jn(net)
2, (6.66)
Hα,β1 =
∞∑
n=1
nα logβ
(n
2
)
J ′n(net)
2, (6.67)
Hα,β2 =
∞∑
n=1
nα logβ
(n
2
)
Jn(net)J
′
n(net). (6.68)
In this compact shorthand, β = 1 merely indicates sums that contain logs needed to calculate χ(et) while
β = 0 (absence of a log) covers the other cases. Careful inspection of (6.65) reveals there are 18 different sums
needed to calculate the four enhancement functions in question, and α ranges over (some) values between 2
and 6.
As x→ 0 (et → 1) large n terms have growing importance in the sums. In this limit the Bessel functions
have uniform asymptotic expansions for large order n of the form [4, 81]
Jn(net) ∼
(
4ζ
x
) 1
4
[
n−1/3Ai(n2/3ζ)
∞∑
k=0
Ak
n2k
+ n−5/3Ai′(n2/3ζ)
∞∑
k=0
Bk
n2k
]
, (6.69)
J ′n(net) ∼−
2√
1− x
(
x
4ζ
) 1
4
[
n−4/3Ai(n2/3ζ)
∞∑
k=0
Ck
n2k
+ n−2/3Ai′(n2/3ζ)
∞∑
k=0
Dk
n2k
]
, (6.70)
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where ζ depends on eccentricity and is found from
2
3
ζ3/2 = log
(
1 +
√
x√
1− x
)
−√x ≡ ρ(x) ' 1
3
x3/2 +
1
5
x5/2 +
1
7
x7/2 + · · · , (6.71)
and where the expansion of ρ(x) is the Puiseux series. Defining ξ ≡ nρ(x), we need in turn the asymptotic
expansions of the Airy functions [4, 81]
Ai(n2/3ζ) ∼ e
−ξ
25/631/6
√
piξ1/6
(
1− 5
72ξ
+
385
10368ξ2
− 85085
2239488ξ3
+
37182145
644972544ξ4
− 5391411025
46438023168ξ5
+ · · ·
)
,
(6.72)
Ai′(n2/3ζ) ∼ − 3
1/6ξ1/6e−ξ
27/6
√
pi
(
1 +
7
72ξ
− 455
10368ξ2
+
95095
2239488ξ3
− 40415375
644972544ξ4
+
5763232475
46438023168ξ5
+ · · ·
)
.
(6.73)
In some of the following estimates all six leading terms in the Airy function expansions are important, while
a careful analysis reveals that we never need to retain any terms in the Bessel function expansions beyond
A0 = 1 and D0 = 1.
These asymptotic expansions can now be used to analyze the behavior of the sums in (6.66)- (6.68) (from
whence follow the enhancement functions) in the limit as et → 1. Take as an example H3,02 . We replace the
Bessel functions with their asymptotic expansions and thus obtain an approximation for the sum
H3,02 =
∞∑
n=1
n3Jn(net)J
′
n(net) '
1
2pi
√
1− x
∞∑
n=1
n2e−2ξ
(
1 +
1
36ξ
− 35
2592ξ2
+ · · ·
)
, (6.74)
where recall that ξ is the product of n with ρ(x). The original sum has in fact a closed form that can be
found in the appendix of [172]
∞∑
n=1
n3Jn(net)J
′
n(net) =
et
4(1− e2t )9/2
(
1 + 3 e2t +
3
8
e4t
)
∼ 35
32
1
(1− e2t )9/2
' 1.094
(1− e2t )9/2
, (6.75)
where in the latter part of this line we give the behavior near et = 1. With this as a target, we take the
approximate sum in (6.74) and make a further approximation by replacing the sum over n with an integral
over ξ from 0 to ∞ while letting ∆n = 1 → dξ/ρ(x) and retaining only terms in the expansion that yield
non-divergent integrals. We find
1
2pi
√
1− x
1
ρ(x)3
∫ ∞
0
dξ e−2ξ
(
ξ2 +
1
36
ξ − 35
2592
)
=
1297
10368pi
1
ρ(x)3
√
1− x ∼
1297
384pi
1
(1− e2t )9/2
' 1.0751
(1− e2t )9/2
,
(6.76)
with the final result coming from further expanding in powers of x. Our asymptotic calculation, and ap-
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proximate replacement of sum with integral, not only provides the known singular dependence but also an
estimate of the coefficient on the singular term that is better than we perhaps had any reason to expect.
All of the remaining 17 sums in (6.66)- (6.68) can be approximated in the same way. As an aside it is
worth noting that for those sums in (6.66)- (6.68) without log terms (i.e., β = 0) the replacement of the
Bessel functions with their asymptotic expansions leads to infinite sums that can be identified as the known
polylogarithm functions [81]
Li−k
(
e−2ρ(x)
)
=
∞∑
n=1
nke−2nρ(x). (6.77)
However, expanding the polylogarithms as x → 0 provides results for the leading singular dependence that
are no different from those of the integral approximation. Since the β = 1 cases are not represented by
polylogarithms, we simply uniformly use the integral approximation.
We can apply these estimates to the four enhancement functions. First, the Peters-Mathews function
f(et) in (6.55) has known leading singular dependence of
f(et) '
(
1 +
73
24
+
37
96
)
1
(1− e2t )7/2
=
425
96
1
(1− e2t )7/2
' 4.4271
(1− e2t )7/2
, as et → 1. (6.78)
If we instead make an asymptotic analysis of the sum in (6.55) we find
f(et) ∼ 191755
13824pi
1
(1− e2t )7/2
' 4.4153
(1− e2t )7/2
, (6.79)
which extracts the correct eccentricity singular function and yields a surprisingly sharp estimate of the
coefficient. We next turn to the function F (et) in (6.57). In this case the function tends to F (et) '
(52745/1024)(1− e2t )−13/2 ' 51.509(1− e2t )−13/2 as et → 1. Using instead the asymptotic technique we get
an estimate
F (et) ∼ 5148642773
31850496pi
1
(1− e2t )13/2
' 51.455
(1− e2t )13/2
. (6.80)
Once again the correct singular function emerges and a surprisingly accurate estimate of the coefficient is
obtained.
These two cases are heartening checks on the asymptotic analysis but of course both functions already
have known closed forms. What is more interesting is to apply the approach to ϕ(et) and χ(et), which are
not known analytically. For the sum in (6.58) for ϕ(et) we obtain the following asymptotic estimate
ϕ(et) ∼ 56622073
1327104pi
1
(1− e2t )5
− 371833517
6635520pi
1
(1− e2t )4
+ · · · ' 13.581
(1− e2t )5
− 17.837
(1− e2t )4
+ · · · , (6.81)
where in this case we retained the first two terms in the expansion about et = 1. The leading singular factor
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is exactly the one we identified in 6.3.2 and its coefficient is remarkably close to the 13.5586 value found by
numerically evaluating the high-order expansion in (6.61). The second term was retained merely to illustrate
that the expansion is a regular power series in x starting with x−5 (in contrast to the next case).
We come finally to the enhancement function, χ(et), whose definition (6.62) involves logarithms. Using
the same asymptotic expansions and integral approximation for the sum, and retaining the first two divergent
terms, we find
χ(et) ∼ −5148642773
21233664pi
log(1− e2t )
(1− e2t )13/2
− 5148642773
21233664pi
[
−7882453164
5148642773
+
2
3
γE +
4
3
log(2)− 2
3
log(3)
]
1
(1− e2t )13/2
.
(6.82)
The form of (6.63) assumed in Sec. 6.3.2, whose usefulness was verified through direct high-order expansion,
was suggested by the leading singular behavior emerging from this asymptotic analysis. We guessed that there
would be two terms, one with eccentricity singular factor log(1−e2t )(1−e2t )−13/2 and one with (1−e2t )−13/2.
In any calculation made close to et = 1 these two leading terms compete with each other, with the logarithmic
term only winning out slowly as et → 1. Prior to identifying the two divergent series we initially had difficulty
with slow convergence of an expansion for χ(et) in which only the divergent term with the logarithm was
factored out. To see the issue, it is useful to numerically evaluate our approximation (6.82)
χ(et) ∼ −77.1823 log(1− e
2
t )
(1− e2t )13/2
[
1− 0.954378
log(1− e2t )
]
= −77.1823 log(1− e
2
t )
(1− e2t )13/2
+
73.6612
(1− e2t )13/2
. (6.83)
From this it is clear that even at et = 0.99 the second term makes a +24.3% correction to the first term,
giving the misleading impression that the leading coefficient is near −96 not −77. The key additional insight
was to guess the closed form for the leading singular term in (6.63). As mentioned, the reason for expecting
this exact relationship comes from balancing and cancelling logarithmic terms in both instantaneous and
hereditary 3PN terms when the expansion is converted from one in et and y to one in et and 1/p. The
coefficient on the leading (logarithmic) divergent term in χ(et) is exactly −(3/2)(52745/1024) ' −77.2632.
[This number is -3/2 times the limit of the polynomial in F (et).] It compares well with the first number
in (6.83). Additionally, recalling the discussion made following (6.63), the actual coefficient found on the
(1 − e2t )−13/2 term is +73.6036, which compares well with the second number in (6.83). The asymptotic
analysis has thus again provided remarkably sharp estimates for an eccentricity singular factor.
We would like to note that while the publication corresponding to this chapter was in press, we be-
came aware that similar asymptotic analysis of hereditary terms was being pursued by N. Loutrel and N.
Yunes [150].
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6.3.4: Using Darwin eccentricity e to map I(et) and K(et) to I˜(e) and K˜(e)
Our discussion thus far has given the PN energy flux in terms of the standard QK time eccentricity et
in modified harmonic gauge [15]. The motion is only known presently to 3PN relative order, which means
that the QK representation can only be transformed between gauges up to and including y3 corrections. At
the same time, our BHP calculations accurately include all relativistic effects that are first-order in the mass
ratio. It is possible to relate the relativistic (Darwin) eccentricity e to the QK et (in, say, modified harmonic
gauge) up through correction terms of order y3,
e2t
e2
=1− 6y −
(
15− 19√1− e2)+ (15√1− e2 − 15) e2
(1− e2)3/2 y
2
+
1
(1− e2)5/2
[(
30− 38
√
1− e2
)
+
(
59
√
1− e2 − 75
)
e2 +
(
45− 18
√
1− e2
)
e4
]
y3. (6.84)
See [15] for the low-eccentricity limit of this more general expression. We do not presently know how to
calculate et beyond this order. Using this expression we can at least transform expected fluxes to their form
in terms of e and check current PN results through 3PN order. However, to go from 3PN to 7PN, as we do
in this work, our results must be given in terms of e.
The instantaneous (I) and hereditary (K) flux terms may be rewritten in terms of the relativistic eccen-
tricity e straightforwardly by substituting e for et using (6.84) in the full 3PN flux (6.45) and re-expanding
the result in powers of y. All flux coefficients that are lowest order in y are unaffected by this transformation.
Instead, only higher order corrections are modified. We find
I˜0(e) = I0(et), K˜3/2(e) = K3/2(et), K˜3(e) = K3(et), (6.85)
I˜1(e) = 1
(1− e2)9/2
(
−1247
336
− 15901
672
e2 − 9253
384
e4 − 4037
1792
e6
)
, (6.86)
I˜2(e) = 1
(1− e2)11/2
(
−203471
9072
− 1430873
18144
e2 +
2161337
24192
e4 +
231899
2304
e6 +
499451
64512
e8
)
(6.87)
+
1
(1− e2)5
(
35
2
+
1715
48
e2 − 2975
64
e4 − 1295
192
e6
)
,
I˜3(e) = 1
(1− e2)13/2
(
2193295679
9979200
+
55022404229
19958400
e2 +
68454474929
13305600
e4 (6.88)
+
40029894853
26611200
e6 − 32487334699
141926400
e8 − 233745653
11354112
e10
)
+
1
(1− e2)6
(
−14047483
151200
− 75546769
100800
e2 − 210234049
403200
e4 +
1128608203
2419200
e6 +
617515
10752
e8
)
+
1712
105
log
[
y
y0
1 +
√
1− e2
2(1− e2)
]
F (e),
K˜5/2(e) = −pi
(1− e2)6
(
8191
672
+
62003
336
e2 +
20327389
43008
e4 +
87458089
387072
e6 +
67638841
7077888
e8 +
332887
25804800
e10
135
− 482542621
475634073600
e12 +
43302428147
69918208819200
e14 − 2970543742759
35798122915430400
e16
+
3024851376397
207117711153561600
e18 +
24605201296594481
4639436729839779840000
e20 + · · ·
)
, (6.89)
where F is given by (6.50) with et → e. The full 3PN flux is written exactly as Eqn. (6.45) with I → I˜ and
K → K˜.
Section 6.4: Confirming eccentric-orbit fluxes through 3PN relative order
Sections 6.1 and 6.2 briefly described a formalism for an efficient, arbitrary-precision MST code for use
with eccentric orbits. Section 6.3 detailed new high-order expansions in e2 that we have developed for the
hereditary PN terms. The next goal of this chapter is to check all known PN coefficients for the energy flux
(at lowest order in the mass ratio) for eccentric orbits. The MST code is written in Mathematica to allow
use of its arbitrary precision functions. Like previous circular orbit calculations [196, 198], we employ very
high accuracy calculations (here up to 200 decimal places of accuracy) on orbits with very wide separations
(p ' 1015 − 1035). Why such wide separations? At p = 1020, successive terms in a PN expansion separate
by 20 decimal places from each other (10 decimal places for half-PN order jumps). It is like doing QED
calculations and being able to dial down the fine structure constant from α ' 1/137 to 10−20. This in turn
mandates the use of exceedingly high-accuracy calculations; it is only by calculating with 200 decimal places
that we can observe ∼ 10 PN orders in our numerical results with some accuracy.
6.4.1: Generating numerical results with the MST code
In Secs. 6.1 and 6.2 we covered the theoretical framework our code uses. We now provide an algorithmic
roadmap for the code. (While the primary focus of this work is in computing fluxes, the code is also capable
of calculating local quantities to the same high accuracy.)
• Solve orbit equations for given p and e. Given a set of orbital parameters, we find tp(χ), ϕp(χ), and
rp(χ) to high accuracy at locations equally spaced in χ. We do so by employing the SSI method
outlined in Sec. II B of Ref. [127]. From these functions we also obtain the orbital frequencies Ωr and
Ωϕ. All quantities are computed with some pre-determined overall accuracy goal; in this work it was
a goal of 200 decimal places of accuracy in the energy flux.
• Obtain homogeneous solutions to the FD RWZ master equation for given lmn mode. We find the
homogeneous solutions using the MST formalism outlined in Sec. 6.1.2. The details of the calculation
are given here.
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1. Solve for ν. For each lmn, the ω-dependent renormalized angular momentum ν is determined
(App. C.2).
2. Determine at what n to truncate infinite MST sums involving an. The solutions R
up/in
lmω are
infinite sums (6.7) and (6.11). Starting with a0 = 1, we determine an for n < 0 and n > 0 using
Eqn. (C.16). Terms are added on either side of n = 0 until the homogeneous Teukolsky equation
is satisfied to within some error criterion at a single point on the orbit. In the post-Newtonian
regime the behavior of the size of these terms is well understood [152, 153, 140]. Our algorithm
tests empirically for stopping. Note that in addition to forming R
up/in
lmω , residual testing requires
computing its first and second derivatives. Having tested for validity of the stopping criterion
at one point, we spot check at other locations around the orbit. Once the number of terms is
established we are able to compute the Teukolsky function and its first derivative at any point
along the orbit. (The index n here is not to be confused with the harmonic index on such functions
as Xˆlmn.)
3. Evaluate Teukolsky function between rmin and rmax. Using the truncation of the infinite MST
series, we evaluate R
up/in
lmω and their first derivative [higher derivatives are found using the homo-
geneous differential equation (6.3)] at the r locations corresponding to the even-χ spacing found
in Step 1. The high precision evaluation of hypergeometric functions in this step represents the
computational bottleneck in the code.
4. Transform Teukolsky function to RWZ master functions. For l + m odd we use Eqn. (6.15) to
obtain Xˆ±lmn. When l +m is even we continue and use Eqn. (6.16).
5. Scale master functions. In solving for the fluxes, it is convenient to work with homogeneous
solutions that are unit-normalized at the horizon and at infinity. We divide the RWZ solutions
by the asymptotic amplitudes that arise from choosing a0 = 1 when forming the MST solutions
to the Teukolsky equation. These asymptotic forms are given in Eqns. (6.17)-(6.19).
• Form lmn flux contribution. Form C+lmn using the exponentially-convergent SSI sum (6.43). Note
that this exponential convergence relies on the fact that we evaluated the homogeneous solutions at
evenly-spaced locations in χ. The coefficient C+lmn feeds into a single positive-definite term in the sum
(6.44).
• Sum over lmn modes. In reconstructing the total flux there are three sums:
1. Sum over n. For each spherical harmonic lm, there is formally an infinite Fourier series sum from
n = −∞ to ∞. In practice the SSI method shows that n is effectively bounded in some range
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−N1 ≤ n ≤ N2. This range is determined by the fineness of the evenly-spaced sampling of the
orbit in χ. For a given orbital sampling, we sum modes between −N1 ≤ n ≤ N2, where N1 and
N2 are the first Nyquist-like notches in frequency, beyond which aliasing effects set in [127].
2. Sum over m. For each l mode, we sum over m from −l ≤ m ≤ l. In practice, symmetry allows us
to sum from 0 ≤ m ≤ l, multiplying positive m contributions by 2.
3. Sum over l. The sum over l is, again, formally infinite. However, each multipole order appears
at a higher PN order, the spacing of which depends on 1/p. The leading l = 2 quadrupole flux
appears at O(p−5). For an orbit with p = 1020, the l = 3 flux appears at a level 20 orders of
magnitude smaller. Only contributions through l ≤ 12 are necessary with this orbit and an overall
precision goal of 200 digits. This cutoff in l varies with different p.
6.4.2: Numerically confirming eccentric-orbit PN results through 3PN order
We now turn to confirming past eccentric-orbit PN calculations. The MST code takes as input the orbital
parameters p and e. Then 1/p is a small parameter. Expanding dtp/dχ in (6.24) we find from (6.25)
Ωr =
1
M
(
1− e2
p
)3/2{
1− 31− e
2
p
− 3
2
√
1− e2[5− 2√1− e2 + e2(−5 + 6√1− e2)]
p2
+ · · ·
}
. (6.90)
Expanding (6.27) in similar fashion gives
Ωϕ =
1
M
(
1− e2
p
)3/2{
1 + 3
e2
p
− 3
4
[
10(−1 +√1− e2) + e2(20− 3√1− e2) + 2e4(−5 + 6√1− e2)]√
1− e2p2 + · · ·
}
.
(6.91)
Then given the definition of y we obtain an expansion of y in terms of p
y =
1− e2
p
+
2e2(1− e2)
p2
+
1
2
√
1− e2
[
10(1−√1− e2) + e2(−3 + 10√1− e2) + 10e4)]
p3
+ · · · . (6.92)
So from our chosen parameters e and p we can obtain y to arbitrary accuracy, and then other orbital
parameters, such as Ωr and Ωϕ, can be computed as well to any desired accuracy.
To check past work [14, 13, 15, 32] on the PN expansion of the energy flux, we used a single orbital
separation (p = 1020), with a set of eccentricities (e = 0.005 through e = 0.1). For each e, we compute the
flux for each lmn-mode up to l = 12 to as much as 200 decimal places of accuracy (the accuracy can be
relaxed for higher l as these modes contribute only weakly to the total energy flux). Fig. 6.4 depicts all 7,418
lmn-modes that contributed to the energy flux for just the p = 1020, e = 0.1 orbit. Making this calculation
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Figure 6.4: Fourier-harmonic energy-flux spectra
from an orbit with semi-latus rectum p = 1020 and
eccentricity e = 0.1. Each inverted-V spectrum rep-
resents flux contributions of modes with various har-
monic number n but fixed l and m. The tallest
spectrum traces the harmonics of the l = 2, m = 2
quadrupole mode, the dominant contributor to the
flux. Spectra of successively higher multipoles (oc-
tupole, hexadecapole, etc) each drop 20 orders of
magnitude in strength as l increases by one (l ≤ 12
are shown). Every flux contribution is computed
that is within 200 decimal places of the peak of the
quadrupole spectrum. With e = 0.1, there were
7,418 significant modes that had to be computed
(and are shown above).
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Figure 6.5: Residuals after subtracting from the nu-
merical data successive PN contributions. Resid-
uals are shown for a set of orbits with p = 1020
and a range of eccentricities from e = 0.005 through
e = 0.1 in steps of 0.005. Residuals are scaled rela-
tive to the Peters-Mathews flux (uppermost points
at unit level). The next set of points (blue) shows
residuals after subtracting the Peters-Mathews en-
hancement from BHP data. Residuals drop uni-
formly by 20 order of magnitude, consistent with
1PN corrections in the data. The next (red) points
result from subtracting the 1PN term, giving resid-
uals at the 1.5PN level. Successive subtraction of
known PN terms is made, reaching final residuals at
70 orders of magnitude below the total flux and in-
dicating the presence of 3.5PN contributions in the
numerical fluxes.
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and sum for all e, we then have an eccentricity dependent flux. Next, we compute the PN parts of the
expected flux using Eqns. (6.85) through (6.89). The predicted flux F3PN is very close to the computed flux
FMST. We then subtract the quadrupole theoretical flux term
FN = 32
5
( µ
M
)2
y5 I˜0(e) ≡ FcircN I˜0(e), (6.93)
from the flux computed with the MST code (and normalize with respect to the Newtonian term)
FMST −FN
FN = O(y) '
1
I˜0(e)
[
y I˜1(e) + y3/2 K˜3/2(e) + y2 I˜2(e) + y5/2 K˜5/2(e) + y3 I˜3(e) + y3 K˜3(e)
]
,
(6.94)
and find a residual that is 20 orders of magnitude smaller than the quadrupole flux. The residual reflects
the fact that our numerical (MST code) data contains the 1PN and higher corrections. We next subtract
the 1PN term
FMST −FN
FN − y
I˜1(e)
I˜0(e)
= O(y3/2), (6.95)
and find residuals that are another 10 orders of magnitude lower. This reflects the expected 1.5PN tail
correction. Using our high-order expansion for ϕ(e), we subtract and reach 2PN residuals. Continuing in
this way, once the 3PN term is subtracted, the residuals lie at a level 70 orders of magnitude below the
quadrupole flux. We have reached the 3.5PN contributions, which are encoded in the MST result but whose
form is (heretofore) unknown. Fig. 6.5 shows this process of successive subtraction. We conclude that the
published PN coefficients [14, 32] for eccentric orbits in the lowest order in ν limit are all correct. Any error
would have to be at the level of one part in 1010 (and only then in the 3PN terms) or it would show up in
the residuals.
As a check we made this comparison also for other orbital radii and using the original expressions in
terms of et (which we computed from e and y to high precision). The 2008 results [14] continued to stand.
Section 6.5: Determining new PN terms between orders 3.5PN and 7PN
Having confirmed theoretical results through 3PN, we next sought to determine analytic or numerical
coefficients for as-yet unknown PN coefficients at 3.5PN and higher orders. We find new results to 7PN
order.
140
6.5.1: A model for the higher-order energy flux
The process begins with writing an expected form for the expansion. As discussed previously, beyond
3PN we presently do not know et, so all new results are parametrized in terms of the relativistic e (and y).
Based on experience with the expansion up to 3PN (and our expansions of the hereditary terms), we build
in the expected eccentricity singular factors from the outset. In addition, with no guidance from analytic
PN theory, we have no way of separating instantaneous from hereditary terms beyond 3PN order, and
thus denote all higher-order PN enhancement factors with the notation Li(e). Finally, known higher-order
work [103] in the circular-orbit limit allows us to anticipate the presence of various logarithmic terms and
powers of logs. Accordingly, we take the flux to have the form
〈
dE
dt
〉
=F3PN + FcircN
[
L7/2y7/2 + y4
(
L4 + log(y)L4L
)
+ y9/2
(
L9/2 + log(y)L9/2L
)
+ y5
(
L5 + log(y)L5L
)
+ y11/2
(
L11/2 + log(y)L11/2L
)
+ y6
(
L6 + log(y)L6L + log2(y)L6L2
)
+ y13/2
(
L13/2 + log(y)L13/2L
)
+ y7
(
L7 + log(y)L7L + log2(y)L7L2
)
+ y15/2
(
L15/2 + log(y)L15/2L + log2(y)L15/2L2
)
+ y8
(
L8 + log(y)L8L + log2(y)L8L2
)
+ y17/2
(
L17/2 + log(y)L17/2L + log2(y)L17/2L2
)
+ y9
(
L9 + log(y)L9L + log2(y)L9L2 + log3(y)L9L3
)
+ y19/2
(
L19/2 + log(y)L19/2L + log2(y)L19/2L2 + log3(y)L19/2L3
)
+ y10
(
L10 + log(y)L10L + log2(y)L10L2 + log3(y)L10L3
)]
. (6.96)
It proves useful to fit MST code data all the way through 10PN order even though we quote new results
only up to 7PN.
6.5.2: Roadmap for fitting the higher-order PN expansion
The steps in making a sequence of fits to determine the higher-order PN expansion are as follows:
• Compute data for orbits with various e and y. We compute fluxes for 1,683 unique orbits, with 33
eccentricities for each of 51 different orbital separations (p or y values). The models include circular
orbits and eccentricities ranging from e = 10−5 to e = 0.1. The p range is from 1010 through 1035 in
half-logarithmic steps, i.e., 1010, 1010.5, . . . . The values of y are derived from p and e.
• Use the expected form of the expansion in y. As mentioned earlier, known results for circular fluxes
on Schwarzschild backgrounds allow us to surmise the expected terms in the y-expansion, shown in
Eqn. (6.96). The expansion through 10PN order contains as a function of y 44 parameters, which can
be determined by our dataset with 51 y values (at each eccentricity).
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• Eliminate known fit parameters. The coefficients at 0PN, 1PN, 1.5PN, 2PN, and 3PN relative orders
involve known enhancement functions of the eccentricity e (given in the previous section) and these
terms may be subtracted from the data and excluded from the fit model. It is important to note that
we do not include the 2.5PN term in this subtraction. Though we have a procedure for expanding the
K5/2 term to high order in e2, it has proven computationally difficult so far to expand beyond e70. This
order was sufficient for use in Sec. 6.4 in confirming prior results to 3PN but is not accurate enough
to reach 10PN (at the large radii we use). We instead include a parametrization of K5/2 in the fitting
model.
• Fit for the coefficients on powers of y and log(y). We use Mathematica’s NonlinearModelFit function
to obtain numerical values for the coefficients L7/2, L4, . . . shown in Eqn. (6.96). We perform this fit
separately for each of the 33 values of e in the dataset.
• Organize the numerically determined functions of e for each separate coefficient Li(e) in the expansion
over y and log(y). Having fit to an expansion of the form (6.96) and eliminated known terms there
remain 38 functions of e, each of which is a discrete function of 33 different eccentricities.
• Assemble an expected form for the expansion in e of each Li(e). Based on the pattern in Sec. 6.3, each
full (or half) PN order = N will have a leading eccentricity singular factor of the form (1− e2)−7/2−N .
The remaining power series will be an expansion in powers of e2.
• Fit each model for Li(e) using data ranging over eccentricity. The function NonlinearModelFit is
again used to find the unknown coefficients in the eccentricity function expansions. With data on 33
eccentricities, the coefficient models are limited to at most 33 terms. However, it is possible to do
hierarchical fitting. As lower order coefficients are firmly determined in analytic form (see next step),
they can be eliminated in the fitting model to allow new, higher-order ones to be included.
• Attempt to determine analytic form of e2 coefficients. It is possible in some cases to determine the
exact analytic form (rational or irrational) of coefficients of e2 determined only in decimal value form in
the previous step. We use Mathematica’s function FindIntegerNullVector (hereafter FINV), which
is an implementation of the PSLQ integer-relation algorithm.
• Assess the validity of the analytic coefficients. A rational or irrational number, or combination thereof,
predicted by FINV to represent a given decimal number has a certain probability of being a coincidence
(note: the output of FINV will still be a very accurate representation of the input decimal number).
If FINV outputs, say, a single rational number with NN digits in its numerator and ND digits in
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its denominator, and this rational agrees with the input decimal number it purports to represent to
N digits, then the likelihood that this is a coincidence is of order P ' 10NN+ND−N [196]. With
the analytic coefficients we give in what follows, in no case is the probability of coincidence larger
than 10−6, and in many cases the probability is as low as 10−90 − 10−50. Other consistency checks
are made as well. It is important that the analytic output of PSLQ not change when the number
of significant digits in the input is varied (within some range). Furthermore, as we expect rational
numbers in a perturbation expansion to be sums of simpler rationals, a useful criterion for validity of
an experimentally determined rational is that it have no large prime factors in its denominator [139].
6.5.3: The energy flux through 7PN order
We now give, in mixed analytic and numeric form, the PN expansion (at lowest order in ν) for the energy
flux through 7PN order. Analytic coefficients are given directly, while well-determined coefficients that are
known only in numerical form are listed in the formulae as numbered parameters like b26. The numerical
values of these coefficients are tabulated in App. C.3. We find for the 3.5PN and 4PN (non-log) terms
L7/2 = − pi
(1− e2)7
(
16285
504
+
21500207
48384
e2 +
3345329
48384
e4 − 111594754909
41803776
e6 − 82936785623
55738368
e8 − 11764982139179
107017666560
e10
− 216868426237103
9631589990400
e12 − 30182578123501193
2517055517491200
e14 − 351410391437739607
48327465935831040
e16 − 1006563319333377521717
208774652842790092800
e18
− 138433556497603036591
40776299383357440000
e20 − 16836217054749609972406421
6736462131727360327680000
e22 − 2077866815397007172515220959
1091306865339832373084160000
e24
+ b26e
26 + b28e
28 + b30e
30 + b32e
32 + b34e
34 + b36e
36 + b38e
38 + b40e
40 + b42e
42 + b44e
44 + b46e
46 + b48e
48
+ b50e
50 + b52e
52 + b54e
54 + · · ·
)
, (6.97)
L4 = 1
(1− e2)15/2
[
−323105549467
3178375200
+
232597
4410
γE − 1369
126
pi2 +
39931
294
log(2)− 47385
1568
log(3)
+
(
−128412398137
23543520
+
4923511
2940
γE − 104549
252
pi2 − 343177
252
log(2) +
55105839
15680
log(3)
)
e2
+
(
−981480754818517
25427001600
+
142278179
17640
γE − 1113487
504
pi2 +
762077713
5880
log(2)− 2595297591
71680
log(3)
− 15869140625
903168
log(5)
)
e4
+
(
−874590390287699
12713500800
+
318425291
35280
γE − 881501
336
pi2 − 90762985321
63504
log(2) +
31649037093
1003520
log(3)
+
10089048828125
16257024
log(5)
)
e6
+ d8e
8 + d10e
10 + d12e
12 + d14e
14 + d16e
16 + d18e
18 + d20e
20 + d22e
22 + d24e
24 + d26e
26
+ d28e
28 + d30e
30 + d32e
32 + d34e
34 + d36e
36 + d38e
38 + d40e
40 + · · ·
]
. (6.98)
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In both of these expressions the circular orbit limits (e0) were known [103]. These results have been presented
earlier [100, 101, 90] and are available online. The coefficients through e6 for 3.5PN and 4PN are also discussed
in [191], which we found to be in agreement with our results. We next consider the 4PN log contribution,
which we find to have an exact, closed-form expression
L4L = 1
(1− e2)15/2
(
232597
8820
+
4923511
5880
e2 +
142278179
35280
e4 +
318425291
70560
e6 +
1256401651
1128960
e8 +
7220691
250880
e10
)
.
(6.99)
In the 4.5PN non-log term we were only able to find analytic coefficients for the circular limit (known
previously) and the e2 term. We find many higher-order terms numerically (App. C.3)
L9/2 = pi
(1− e2)8
[
265978667519
745113600
− 6848
105
γE − 13696
105
log(2) +
(
5031659060513
447068160
− 418477
252
γE − 1024097
1260
log(2)
− 702027
280
log(3)
)
e2 + h4e
4 + h6e
6 + h8e
8 + h10e
10 + h12e
12 + h14e
14 + h16e
16 + h18e
18 + h20e
20 + h22e
22
+ h24e
24 + h26e
26 + h28e
28 + h30e
30 + h32e
32 + h34e
34 + h36e
36
]
. (6.100)
In the 4.5PN log term we are able to find the first 10 coefficients in analytic form and 6 more in accurate
numerical form (App. C.3)
L9/2L = − pi
(1− e2)8
(
3424
105
+
418477
504
e2 +
32490229
10080
e4 +
283848209
96768
e6 +
1378010735
2322432
e8 +
59600244089
4644864000
e10
− 482765917
7962624000
e12 +
532101153539
29132587008000
e14 − 576726373021
199766310912000
e16 +
98932878601597
3624559945187328000
e18 + g20e
20
+ g22e
22 + g24e
24 + g26e
26 + g28e
28 + g30e
30 + · · ·
)
. (6.101)
For the 5PN non-log term, we are only able to confirm the circular-orbit limit analytically. Many other
terms were found with accurate numerical values (App. C.3)
L5 = 1
(1− e2)17/2
[
−2500861660823683
2831932303200
− 424223
6804
pi2 +
916628467
7858620
γE − 83217611
1122660
log(2) +
47385
196
log(3)
+ k2e
2 + k4e
4 + k6e
6 + k8e
8 + k10e
10 + k12e
12 + k14e
14 + k16e
16 + k18e
18 + k20e
20 + k22e
22 + k24e
24
+ k26e
26 + · · ·
]
. (6.102)
In the 5PN log term we found the first 13 terms in analytic form, and several more numerically (App. C.3)
L5L = 1
(1− e2)17/2
(
916628467
15717240
+
11627266729
31434480
e2 − 84010607399
10478160
e4 − 67781855563
1632960
e6 − 87324451928671
2011806720
e8
− 301503186907
29804544
e10 − 752883727
1290240
e12 − 22176713
129024
e14 − 198577769
2064384
e16 − 250595605
4128768
e18
− 195002899
4718592
e20 − 280151573
9437184
e22 − 1675599991
75497472
e24 + j26e
26 + j28e
28 + · · ·
)
. (6.103)
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In the 5.5PN non-log term we found analytic forms for the first two terms with 8 more in numerical form
(App. C.3)
L11/2 = pi
(1− e2)9
[
8399309750401
101708006400
+
177293
1176
γE +
8521283
17640
log(2)− 142155
784
log(3)
+
(
−6454125584294467
203416012800
+
197515529
17640
γE − 195924727
17640
log(2) +
1909251
80
log(3)
)
e2
+m4e
4 +m6e
6 +m8e
8 +m10e
10 +m12e
12 +m14e
14 +m16e
16 +m18e
18 + · · ·
]
. (6.104)
The 5.5PN log term yielded analytic forms for the first six terms with several more known only numerically
(App. C.3)
L11/2L = pi
(1− e2)9
(
177293
2352
+
197515529
35280
e2 +
22177125281
451584
e4 +
362637121649
3386880
e6 +
175129893794507
2601123840
e8
+
137611940506079
13005619200
e10 + l12e
12 + l14e
14 + l16e
16 + · · ·
)
. (6.105)
We only extracted the circular-orbit limit analytically for the 6PN non-log term. Six more coefficients are
known numerically (App. C.3)
L6 = 1
(1− e2)19/2
(
3803225263
10478160
pi2 − 27392
105
ζ(3) +
1465472
11025
γ2E − 256
45
pi4 − 27392
315
γEpi
2 − 246137536815857
157329572400
γE
+
2067586193789233570693
602387400044430000
+
5861888
11025
log2(2)− 54784
315
pi2 log(2)− 271272899815409
157329572400
log(2)
+
5861888
11025
γE log(2)− 37744140625
260941824
log(5)− 437114506833
789268480
log(3) + n2e
2 + n4e
4 + n6e
6 + n8e
8 + n10e
10
+ n12e
12 + · · ·
)
. (6.106)
The 6PN log term yielded analytic forms for the first two terms, with 5 more in numerical form (App. C.3)
L6L = 1
(1− e2)19/2
[
−246137536815857
314659144800
− 13696
315
pi2 +
1465472
11025
γE +
2930944
11025
log(2)
+
(
−25915820507512391
629318289600
− 1773953
945
pi2 +
189812971
33075
γE +
18009277
4725
log(2) +
75116889
9800
log(3)
)
e2
+ p4e
4 + p6e
6 + p8e
8 + p10e
10 + p12e
12 + · · ·
]
. (6.107)
The 6PN squared-log term (first instance of such a term) yielded the first seven coefficients in analytic form
L6L2 = 1(1− e2)19/2
(
366368
11025
+
189812971
132300
e2 +
1052380631
105840
e4 +
9707068997
529200
e6 +
8409851501
846720
e8 +
4574665481
3386880
e10
+
6308399
301056
e12 + · · ·
)
. (6.108)
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At 6.5PN order, we were only able to confirm the circular-orbit limit in the non-log term. Additional terms
are known accurately numerically (App. C.3)
L13/2 = pi
(1− e2)10
(
−81605095538444363
20138185267200
+
300277177
436590
γE − 42817273
71442
log(2) +
142155
98
log(3) + r2e
2 + r4e
4
+ r6e
6 + r8e
8 + r10e
10 + r12e
12 + · · ·
)
. (6.109)
In the 6.5PN log term we found the first two coefficients analytically. Others are known numerically
(App. C.3)
L13/2L = pi
(1− e2)10
(
300277177
873180
+
99375022631
27941760
e2 + s4e
4 + s6e
6 + s8e
8 + s10e
10 + s12e
12 + · · ·
)
. (6.110)
At 7PN order in the non-log term, we only confirm the leading term. Three more terms are known numerically
(App. C.3)
L7 = 1
(1− e2)21/2
(
58327313257446476199371189
8332222517414555760000
+
531077
2205
ζ(3) +
2621359845833
2383781400
pi2 +
531077
6615
γEpi
2 − 9523
945
pi4
− 52525903
154350
γ2E +
9640384387033067
17896238860500
γE +
1848015
5488
log2(3)− 5811697
2450
log2(2) +
128223
245
pi2 log(2)
+
19402232550751339
17896238860500
log(2)− 142155
392
pi2 log(3) +
1848015
2744
log(2) log(3) +
1848015
2744
γE log(3) (6.111)
+
9926708984375
5088365568
log(5)− 471188717
231525
γ log(2)− 6136997968378863
1256910054400
log(3) + t2e
2 + t4e
4 + t6e
6 + · · ·
)
.
At 7PN order in the log term we found the first two coefficients analytically. Three more orders in e2 are
known numerically (App. C.3)
L7L = 1
(1− e2)21/2
[
9640384387033067
35792477721000
+
531077
13230
pi2 − 52525903
154350
γE − 471188717
463050
log(2) +
1848015
5488
log(3)
+
(
5361621824744487121
28633982176800
+
20170061
1764
pi2 − 8436767071
185220
γE +
8661528101
926100
log(2)− 21008472903
274400
log(3)
)
e2
+ u4e
4 + u6e
6 + u8e
8 + · · ·
]
. (6.112)
Finally, at 7PN order there is a squared-log term and we again found the first two coefficients analytically
L7L2 = − 1
(1− e2)21/2
(
52525903
617400
+
8436767071
740880
e2 + v4e
4 + v6e
6 + v8e
8 + · · ·
)
. (6.113)
6.5.4: Discussion
The analytic forms for the e2 coefficients at the 5.5PN non-log, 6PN log, 6.5PN log, 7PN log, and 7PN
log-squared orders were previously obtained by N.K. Johnson-McDaniel, and pointed out to us via private
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Figure 6.6: Agreement between numerical flux data and the 7PN expansion at smaller radius and larger
eccentricities. An orbit with separation of p = 103 was used. The left panel shows the energy flux as a
function of eccentricity normalized to the circular-orbit limit (i.e., the curve closely resembles the Peters-
Mathews enhancement function). The red curve shows the 7PN fit to this data. On the right, we subtract
the fit (through 6PN order) from the energy flux data points. The residuals have dropped by 14 orders of
magnitude. The residuals are then shown to still be well fit by the remaining 6.5PN and 7PN parts of the
model even for e = 0.6 .
communication. They are obtained by using the eccentric analogue of the simplification described in [138]
to predict leading logarithmic-type terms to all orders, starting from the expressions for the modes given in
Appendix G of [157].
The 7PN fit was obtained using orbits with eccentricities between 0.0 and 0.1, and using orbital separa-
tions of p = 1010 through p = 1035. A natural question to ask is how well does the PN expansion work if we
compute fluxes from higher eccentricity orbits and from orbits with much smaller separations? The answer
is: quite well. Fig. 6.6 shows (on the left) the circular orbit limit normalized energy flux (dominated by
the Peters-Mathews term) as black points, and the red curve is the fit from our 7PN model. Here we have
reduced the orbital separation to p = 103 and we compare the data and model all the way up to e = 0.6. On
the right side we show the effect of subtracting the model containing all terms up to and including the 6PN
contributions. With an orbit with a radius of p = 103, the residuals have dropped by 14 orders of magnitude.
The remaining part of the model (6.5PN and 7PN) is then shown to still fit these residuals.
We examined the fit then at still smaller radius orbits. Figure 6.7 compares our 7PN determination to
energy fluxes obtained by T. Osburn using a Lorenz gauge/RWZ gauge hybrid code [170, 171]. Energy fluxes
have accuracies of 10−3 all the way in as close as p = 30.
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Figure 6.7: ”Strong-field comparison between the 7PN expansion and energy fluxes computed with a Lorenz
gauge/RWZ gauge hybrid self-force code [170] (courtesy T. Osburn).
Section 6.6: Conclusions
In this chapter we have presented a first set of results from a new eccentric-orbit MST code. The
code, written in Mathematica, combines the MST formalism and arbitrary-precision functions to solve the
perturbation equations to an accuracy of 200 digits. We computed the energy flux at infinity, at lowest order
in the mass ratio (i.e., in the region of parameter space overlapped by BHP and PN theories). In this effort,
we computed results for approximately 1,700 distinct orbits, with up to as many as 7,400 Fourier-harmonic
modes per orbit.
The project had several principal new results. First, we confirmed previously computed PN flux ex-
pressions through 3PN order. Second, in the process of this analysis, we developed a procedure and new
high-order series expansions for the non-closed form hereditary terms at 1.5PN, 2.5PN, and 3PN order. Sig-
nificantly, at 2.5PN order we overcame some of the previous roadblocks to writing down accurate high-order
expansions for this flux contribution (App. C.1). The 3PN hereditary term was shown to have a subtle
singular behavior as et → 1. All of this clarification of the behavior of the hereditary terms was aided by
an asymptotic analysis of a set of enhancement functions. In the process we were able to predict the form
of eccentricity singular factors that appear at each PN order. Third, based on that understanding, we then
used the high accuracy of the code to find a mixture of new analytic and numeric flux terms between 3.5PN
and 7PN. We built in expected forms for the eccentricity singular factors, allowing the determined power
series in e2 to better determine the flux at high values of e.
The code we have developed for this project can be used not only to compute fluxes but also local GSF
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quantities. Recently Akcay et al. [6] made comparisons between GSF and PN values of the eccentric orbit
generalization of Detweiler’s redshift invariant (∆U) [74, 19]. We may be able to extend these comparisons
beyond the current 4PN level and compute currently unknown coefficients (in the linear in µ/M limit). We
can also modify the code to make calculations on a Kerr background.
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CHAPTER 7: MST and PN comparison for energy flux to horizon and angular momentum
fluxes
In the previous chapter, we extended the methods of Shah, Friedman, Whiting, and Johnson-McDaniel
[196, 198, 139] to compute the energy flux radiated to infinity by eccentric EMRIs on Schwarzschild back-
grounds, using the method of spectral source integrations [127] to treat the eccentric source. By computing
this flux to extremely high precision (200 significant digits) for a variety of orbital parameters, we were able
to fit out terms in the PN expansion, to varying order in the eccentricity e, through 7PN relative order.
Furthermore, by applying the PSLQ algorithm, we were able to determine exact, analytic forms for many
of these terms. In this chapter, we present analogous results for the energy flux to the horizon of the super-
massive black hole, as well as the angular momentum fluxes to infinity and to the horizon. First, we briefly
review some of the related previous work.
In Ganz et. al. [108], the authors used the MST formalism, along with a PN expansion of the geodesic
motion, to develop PN expansions for the rates of change of the constants of motion for arbitrarily inclined,
eccentric orbits on Kerr backgrounds. These results were recently extended by Sago and Fujita [191], produc-
ing expansions accurate to 4PN order relative to the Newtonian result and accurate to O(e6) in the orbital
eccentricity. Fujita, Shah, Friedman, and Whiting [103, 196, 198] applied the MST method to arrive at ex-
tremely high-order PN expansions for the rates of change of orbital constants as well as self-force quantities
in the cases of circular orbits (on both Schwarzschild and Kerr backgrounds).
Because the horizon flux is suppressed relative to the flux to infinity – the horizon flux comes in 2.5PN
orders beyond the leading in the case of nonzero black hole spin (a 6= 0), and 4PN orders beyond the
leading in the Schwarzschild (a = 0) case – it has historically not been developed to the same extent. The
leading horizon term for the energy flux was computed by Poisson and Sasaki [174], and Shah [198] gives the
expansion to very high order for circular orbits. In their treatment of eccentric orbits on Kerr backgrounds,
Sago and Fujita [191] show expansions for the horizon flux, but these are truncated at 4PN relative to the
leading infinity flux, and therefore given only to rather limited order.
As for the rates of change of angular momentum, Arun et. al. [15] extended the eccentric PN formalism
developed in [14, 13] in order to derive the flux to infinity to 3PN relative order. And, once again, Sago
and Fujita [191] show expansions for the change in angular momentum to 4PN order relative to the leading
infinity flux, and through O(e6).
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Because the relevant context (EMRIs on Schwarzschild), formalism (MST plus SSI), and methods (fitting
to PN expansions, use of PSLQ algorithm) used in this chapter are identical with the last, we shall essentially
cut to the chase. We begin each section with a brief review of the results from PN theory for energy and
angular momentum fluxes which are known at the time of this writing. Then, we proceed to give newly-
determined, high-order terms in these expansions. Where we were unable to determine analytic coefficients,
we settle for decimal numeric representations shown in the Appendix D.1.
Section 7.1: Energy radiated to infinity
The energy flux to infinity was the subject of the previous chapter; we briefly review the relevant formulae
here. The expansion for the flux is given by
〈
dE
dt
〉
∞
=
〈
dE
dt
〉∞
N
[
I0 + yI1 + y3/2K3/2 + y2I2 + y5/2K5/2 + y3 (I3 +K3) + L7/2y7/2
+ y4
(
L4 + log(y)L4L
)
+ y9/2
(
L9/2 + log(y)L9/2L
)
+ y5
(
L5 + log(y)L5L
)
+ y11/2
(
L11/2 + log(y)L11/2L
)
+ y6
(
L6 + log(y)L6L + log2(y)L6L2
)
+ y13/2
(
L13/2 + log(y)L13/2L
)
+ y7
(
L7 + log(y)L7L + log2(y)L7L2
)]
, (7.1)
where 〈
dE
dt
〉∞
N
=
32
5
( µ
M
)2
y5, (7.2)
and the I’s, K’s, and L’s are functions of the orbital eccentricity e. The I’s encode instantaneous corrections
to the radiated energy, whereas the K’s are hereditary terms which include effects from the entire orbital
history of the particle. These functions are shown in Eqns. (6.85)-(6.89). The determination of the L’s
was a major result of the published work described in Chapter 6. We adopted a distinct notation for these
functions, because we are not able to distinguish between instantaneous and hereditary terms at this level;
the L’s generically include both kinds of contributions. These are given in Eqns. (6.97)-(6.113).
Section 7.2: Angular momentum radiated to infinity
7.2.1: Current PN theory
Arun, Blanchet, Iyer, and Qusailah developed 3PN relative-order expansions for the energy flux to infinity
for eccentric orbits on Schwarzschild backgrounds in [14] and [13]. Likewise, Arun, Blanchet, Iyer, and Sinha
work out the 3PN angular momentum flux to infinity in [15]. We refer the reader to their work for details;
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brief summaries of the methods and the quasi-Keplerian representation of the orbital motion are also given
in the previous chapter. We merely state in this section the relevant results from [15].
In terms of the quasi-Keplerian “time eccentricity” et, the 3PN instantaneous contribution to the orbit-
averaged angular momentum flux can be written (note that we drop terms of O(ν), where ν is the symmetric
mass ratio, since we are only interested in these expressions at the lowest order in the mass ratio µ/M)
〈
dL
dt
〉inst
∞
=
4
5
µ2
M
y7/2
(HN + yH1 + y2H2 + y3H3) , (7.3)
where
HN = 1
(1− e2t )2
(
8 + 7e2t
)
, (7.4)
H1 = 1
(1− e2t )3
(
−1247
42
+
3019
42
e2t +
8399
336
e4t
)
, (7.5)
H2 = 1
(1− e2t )4
[
−135431
1134
− 607129
756
e2t +
28759
432
e4t +
30505
2016
e6t
+
√
1− e2t
(
80 + 334e2t + 35e
4
t
)]
, (7.6)
H3 = 1
(1− e2t )5
[
2017023341
1247400
+
153766369
44550
e2t −
6561101941
1663200
e4t −
10123087
19800
e6t −
10305073
709632
e8t
+
√
1− e2t
(
−379223
630
+
309083
315
e2t +
13147661
5040
e4t + 70e
6
t
)]
+
13696
105
F˜ (et) log
[
y
y0
1 +
√
1− e2t
2(1− e2t )
]
,
(7.7)
and where
F˜ (e) =
1
(1− e2)5
(
1 +
229
32
e2 +
327
64
e4 +
69
256
e6
)
. (7.8)
Note also that y0 depends on r0, an arbitrary length scale which cancels in the fully resummed flux.
The hereditary contributions to the angular momentum flux are given in terms of a set of enhancement
functions defined in analogy with those of the energy flux [14, 13, 15, 37, 188],
〈
dL
dt
〉hered
∞
=
32
5
µ2
M
y7/2
{
4piy3/2φ˜(et)− 8191
672
piy5/2ψ˜(et)
+ y3
(
−116761
3675
κ˜(et) +
[
16
3
pi2 − 1712
105
γE − 1712
105
log
(
4y3/2
y0
)]
F˜ (et)
)}
, (7.9)
where we’ve already shown F˜ (e), and where
φ˜(e) = 1 +
2335
192
e2 +
42955
768
e4 +
6204647
36864
e6 +
352891481
884736
e8 +
286907786543
353894400
e10 + · · ·
152
=
1
(1− e2)7/2
(
1 +
97
32
e2 +
49
128
e4 − 49
18432
e6 − 109
147456
e8 − 2567
58982400
e10 + · · ·
)
, (7.10)
ψ˜(e) = 1− 17416
8191
e2 − 14199197
524224
e4 + · · · , (7.11)
κ˜(e) = F˜ (e) +
59920
116761
χ˜(e), (7.12)
χ˜(e) =
[
−549
32
log(2) +
2187
128
log(3)
]
e2 +
[
13391
64
log(2)− 41553
512
log(3)
]
e4
+
[
−3354161
2304
log(2) +
1257525
8192
log(3) +
48828125
73728
log(5)
]
e6
+
[
11635345
2304
log(2) +
171458613
65536
log(3)− 2099609375
589824
log(5)
]
e8
+
[
−127848937
6400
log(2)− 837052902693
52428800
log(3) +
156103515625
18874368
log(5) +
4747561509943
471859200
log(7)
]
e10 + · · ·
= −3
2
F˜ (e) log(1− e2)
+
1
(1− e2)5
[(
−3
2
− 549
32
log(2) +
2187
128
log(3)
)
e2 +
(
−735
64
+
18881
64
log(2)− 85293
512
log(3)
)
e4
+
(
−433
32
− 6159821
2304
log(2) +
5981445
8192
log(3) +
48828125
73728
log(5)
)
e6
+
(
−4193
512
+
16811095
1152
log(2) +
56772333
65536
log(3)− 4052734375
589824
log(5)
)
e8+
+
(
−29391
5120
− 446132351
7200
log(2)− 1395376506693
52428800
log(3) +
617041015625
18874368
log(5)
+
4747561509943
471859200
log(7)
)
e10 + · · ·
]
. (7.13)
Note that in each case, we are able to factor out (or split off) some asymptotic singular behavior as e→ 1,
leading to rapid convergence of the remaining power series. Details of the relevant analysis, leading to
identification of the appropriate singular factors, are given in Chapter 6.
7.2.2: New terms in the PN expansion for the angular momentum radiated to infinity
Here, we show results for the angular momentum flux, to varying order in the eccentricity and in mixed
analytic/numeric form. Though we’ve just shown some of the results through 3PN relative order in Sec. 7.2.1,
we show those results again here with a different overall scaling ([15] show the instantaneous angular mo-
mentum flux with an overall factor of 4/5 pulled out, whereas here we pull out an overall 32/5), and now in
terms of the Darwin eccentricity e.
Note that up to 3PN relative order we are able to expand any non-closed-form functions of the eccentricity
to arbitrary order in e2, using the methods described in Chapter 6 for summing the enhancement functions
of the eccentricity. Hence, we only show a few terms in these cases. For terms at 3.5PN and beyond, we
show as many analytic coefficients as we were able to determine using our fitting procedure.
Note also that we now switch to the notation J in order to describe the eccentricity-dependent coefficient
functions, since beyond 3PN relative order we cannot reliably distinguish between the instantaneous and
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hereditary contributions to the angular momentum flux.
〈
dL
dt
〉
∞
=
〈
dL
dt
〉∞
N
[
J0 + yJ1 + y3/2J3/2 + y2J2 + y5/2J5/2 + y3J3 + y7/2J7/2
+ y4
(
J4 + J4L log(y)
)
+ y9/2
(
J9/2 + J9/2L log(y)
)
+ y5
(
J5 + J5L log(y)
)
+ y11/2
(
J11/2 + J11/2L log(y)
)
+ y6
(
J6 + J6L log(y) + J6L2 log2(y)
)
+ y13/2
(
J13/2 + J13/2L log(y)
)
+ y7
(
J7 + J7L log(y) + J7L2 log2(y)
)
+ · · ·
]
,
(7.14)
where 〈
dL
dt
〉∞
N
=
32
5
µ2
M
y7/2, (7.15)
and
J0 = 1
(1− e2)2
(
1 +
7
8
e2
)
, (7.16)
J1 = − 1
(1− e2)3
(
1247
336
+
2777
336
e2 +
5713
2688
e4
)
, (7.17)
J3/2 = 4piφ˜(e), (7.18)
J2 = 1
(1− e2)4
[
10− 5
4
e2 − 35
4
e4 +
√
1− e2
(
−135431
9072
− 190087
6048
e2 +
192133
24192
e4 +
3499
2304
e6
)]
, (7.19)
J5/2 = −8191pi
672
ψ˜D(e)
=
−8191pi
672
1
(1− e2)9/2
(
1 +
102121
16382
e2 +
3557227
524224
e4 +
6395111
9436032
e6 +
5968651
603906048
e8
− 59360743
30195302400
e10 + · · ·
)
, (7.20)
J3 = 1
(1− e2)5
[
2017023341
9979200
+
55329293
44550
e2 +
13850859959
13305600
e4 +
158534041
1108800
e6 +
29539919
5677056
e8
−
√
1− e2
(
379223
5040
+
276401
1260
e2 − 206873
5760
e4 − 36405
896
e6
)]
+
(
16
3
pi2 − 1712
105
γE − 116761
3675
)
F˜ (e)
− 856
105
log
([
8
(
1− e2)
1 +
√
1− e2
]2
x
)
F˜ (e)− 1712
105
χ˜(e), (7.21)
J7/2 = pi
(1− e2)11/2
(
−16285
504
− 370255
1008
e2 − 11888119
48384
e4 +
6476904953
20901888
e6 +
8877357035
167215104
e8 +
186159455101
26754416640
e10
+
34468729921289
9631589990400
e12 +
7790078031395741
3775583276236800
e14 +
319549718350556899
241637329679155200
e16
+
23734478429688515533
26096831605348761600
e18 +
857752832161057782787
1304841580267438080000
e20 +
1662293559107552959945669
3368231065863680163840000
e22
+ α24e
24 + α26e
26 + α28e
28 + α30e
30 + α32e
32 + α34e
34 + α36e
36 + α38e
38 + α40e
40 + α42e
42 + α44e
44
+ α46e
46 + α48e
48 + α50e
50 + · · ·
)
, (7.22)
J4 = 1
(1− e2)6
[
−323105549467
3178375200
+
232597
4410
γE − 1369
126
pi2 +
39931
294
log(2)− 47385
1568
log(3)
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+(
−22495
126
pi2 − 25591550692117
12713500800
+
3482879
4410
γE − 744809
490
log(2) +
8684577
3920
log(3)
)
e2
+
(
−259969
504
pi2 − 230437128487837
25427001600
+
34971299
17640
γE +
1133219251
17640
log(2)− 9701228007
501760
log(3)
− 3173828125
301056
log(5)
)
e4
+
(
−89393
336
pi2 − 511692926097851
50854003200
+
6578731
7056
γE − 28743092759
45360
log(2) +
4730808321
501760
log(3)
+
314655859375
1161216
log(5)
)
e6 + β8e
8 + β10e
10 + β12e
12 + β14e
14 + β16e
16 + β18e
18 + β20e
20
+ β22e
22 + β24e
24 + β26e
26 + β28e
28 + β30e
30 + β32e
32 + β34e
34 + β36e
36 + β38e
38 + β40e
40 + · · ·
]
,
(7.23)
J4L = 1
(1− e2)6
(
232597
8820
+
3482879e2
8820
+
34971299e4
35280
+
6578731e6
14112
+
2503623e8
125440
)
, (7.24)
J9/2 = 1
(1− e2)13/2
(
γ0 + γ2e
2 + γ4e
4 + γ6e
6 + γ8e
8 + γ10e
10 + γ12e
12 + γ14e
14 + γ16e
16 + γ18e
18 + γ20e
20
+ γ22e
22 + γ24e
24 + γ26e
26 + γ28e
28 + γ30e
30 + γ32e
32 + γ34e
34 + · · ·
)
, (7.25)
J9/2L = pi
(1− e2)13/2
(
−3424
105
− 27713
60
e2 − 1474139
1680
e4 − 71788333
241920
e6 − 513707
55296
e8 − 690257
110592000
e10
− 32944979
9289728000
e12 +
1896198253
14566293504000
e14 +
217366002683
699182088192000
e16 + δ18e
18 + δ20e
20 + δ22e
22 + δ24e
24
+ δ26e
26 + δ28e
28 + δ30e
30 · · ·
)
, (7.26)
J5 = 1
(1− e2)7
(
0 + 2e
2 + 4e
4 + 6e
6 + 8e
8 + 10e
10 + 12e
12 + 14e
14 + 16e
16 + 18e
18 + 20e
20 + 22e
22
+ 24e
24 + 26e
26 + · · ·
)
, (7.27)
J5L = 1
(1− e2)7
(
916628467
15717240
+
769099141
1047816
e2 − 453258311
952560
e4 − 373576122307
62868960
e6 − 232447680943
74511360
e8
− 16458851369
74511360
e10 − 71155
1536
e12 − 523765
21504
e14 − 847975
57344
e16 − 3854675
393216
e18 − 1357295
196608
e20 − 2664835
524288
e22
− 24363365
6291456
e24 − 152590025
50331648
e26 + ζ28e
28 + ζ30e
30 + ζ32e
32 + · · ·
)
, (7.28)
J11/2 = 1
(1− e2)15/2
(
η0 + η2e
2 + η4e
4 + η6e
6 + η8e
8 + η10e
10 + η12e
12 + η14e
14 + η16e
16 + η18e
18 + · · ·
)
, (7.29)
J11/2L = pi
(1− e2)15/2
(
177293
2352
+
64081361
23520
e2 +
10614822977
752640
e4 +
74351130037
4515840
e6 +
401363859989
96337920
e8
+
415995121057
3715891200
e10 + θ12e
12 + θ14e
14 + θ16e
16 + · · ·
)
, (7.30)
J6 = 1
(1− e2)8
(
ι0 + ι2e
2 + ι4e
4 + ι6e
6 + ι8e
8 + ι10e
10 + ι12e
12 + ι14e
14 + ι16e
16 + · · ·
)
, (7.31)
J6L = 1
(1− e2)8
(
κ0 + κ2e
2 + κ4e
4 + κ6e
6 + κ8e
8 + κ10e
10 + κ12e
12 + κ14e
14 + κ16e
16 + · · ·
)
, (7.32)
J6L2 = 1(1− e2)8
(
366368
11025
+
37312291e2
44100
+
12067246e4
3675
+
105365147e6
35280
+
42578831e8
70560
+
1614309e10
125440
)
, (7.33)
J13/2 = 1
(1− e2)17/2
(
λ0 + λ2e
2 + λ4e
4 + λ6e
6 + λ8e
8 + · · ·
)
, (7.34)
J13/2L = pi
(1− e2)17/2
(
300277177
873180
+
3018730571
498960
e2 + µ4e
4 + µ6e
6 + µ8e
8 + µ10e
10 + · · ·
)
, (7.35)
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J7 = 1
(1− e2)9
(
ν0 + ν2e
2 + ν4e
4 + · · ·
)
, (7.36)
J7L = 1
(1− e2)9
(
ξ0 + ξ2e
2 + ξ4e
4 + · · ·
)
, (7.37)
J7L2 = 1(1− e2)9
(
−52525903
617400
+ ρ2e
2 + ρ4e
4 + · · ·
)
. (7.38)
(7.39)
The D subscript (e.g. ψ˜D) denotes that a previously-defined enhancement function has been redefined in
the conversion from et → e.
Section 7.3: Energy radiated to the black hole horizon
7.3.1: Current PN theory
Because of its relative unimportance compared with the energy flux to infinity, the horizon flux is not
nearly as well developed in the PN literature. Sago and Fujita [191] give expansions for the energy and
angular momentum fluxes radiated to infinity and to the horizon for arbitrary (eccentric, inclined) orbits
on Kerr black hole backgrounds. In both the case of the energy fluxes and the angular momentum fluxes,
results are given to 4PN order relative to the respective leading contribution at infinity. Therefore, because
the horizon fluxes are suppressed relative to their counterparts at infinity, the horizon expansions are shown
with a small overall number of terms.
In general, the horizon fluxes are suppressed by 2.5 post-Newtonian orders, but in the case that the
primary black hole has no spin, i.e. in the case that we are considering a Schwarzschild black hole back-
ground, the horizon fluxes are actually suppressed by 4 PN orders. Therefore, as far as the present work is
concerned, [191] show only the leading order correction in the horizon case. The authors of that paper show
results in powers of v =
√
1/p, which we convert to y using
p =
1− e2
y
+ 2e2 +
[
10
(√
1− e2 − 1)+ (20− 3√1− e2) e2 + 2 (√1− e2 − 5) e4]
2 (1− e2)3/2
y +O(y2). (7.40)
Then, on setting q ≡ a/M → 0, the horizon energy flux given in [191] is
〈
dE
dt
〉
H
=
32
5
( µ
M
)2
y9
(
1 + 23e2 + 180e4 +
6765
8
e6 +O(e8)
)
. (7.41)
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7.3.2: New terms in the PN expansion for the energy radiated to the black hole horizon
The total energy radiated to infinity is given in Eqn. (7.1). Recall that the L notation was settled upon
for the higher-order coefficient functions because we were unable to distinguish between instantaneous (I)
and hereditary (K) contributions to the flux at those orders, and L functions generally contain both kinds of
contributions. Though we can, in fact, distinguish between instantaneous and hereditary terms at some low
orders in the horizon energy flux, here we introduce an agnostic notation at the outset, and simply denote
all PN coefficient functions of the eccentricity by B. The total energy absorbed by the black hole horizon is
then given by
〈
dE
dt
〉
H
=
〈
dE
dt
〉H
N
[
B0 + yB1 + y2B2 + y3
(
B3 + B3L log(y)
)
+ y4
(
B4 + B4L log(y)
)
+ y5
(
B5 + B5L log(y)
)
+ y11/2B11/2 + y6
(
B6 + B6L log(y) + B6L2 log2(y)
)
+ y13/2B13/2 + y7
(
B7 + B7L log(y) + B7L2 log2(y)
)
+ · · ·
]
, (7.42)
where 〈
dE
dt
〉H
N
=
32
5
( µ
M
)2
y9, (7.43)
and
B0 = 1
(1− e2)15/2
(
1 +
31
2
e2 +
255
8
e4 +
185
16
e6 +
25
64
e8
)
, (7.44)
B1 = 1
(1− e2)17/2
(
4 +
147
2
e2 +
799
8
e4 − 2635
16
e6 − 13515
128
e8 − 275
64
e10
)
, (7.45)
B2 = 1
(1− e2)19/2
(
−181
14
+
1336
21
e2 +
25097
24
e4 +
42743
48
e6 +
489245
768
e8 +
360197
768
e10 +
6025
256
e12
)
+
1
(1− e2)9
(
75
2
+
2175
4
e2 +
9825
16
e4 − 24375
32
e6 − 53625
128
e8 − 1875
128
e10
)
, (7.46)
B3 = 1
(1− e2)21/2
×
[(
1 +
373
8
e2 +
11043
32
e4 +
21609
32
e6 +
98805
256
e8 +
56511
1024
e10 +
3675
4096
e12
)(
16
3
pi2 − 1712
105
log(2)
)
+
1272989
11025
+
54576503
22050
e2 − 60535121
19600
e4 − 32986269
800
e6 − 336118061
8960
e8 − 2409999047
134400
e10
− 1155717809
92160
e12 − 8015609953
1128960
e14 − 31809624391
6021120
e16 − 7449920203057
1734082560
e18 − 2572643589523
707788800
e20
− 9553714421941
3027763200
e22 − 202754262792461
72666316800
e24 − 2701285223928131
1079613849600
e26 − 6400638352421893
2821390860288
e28
− 219583474835287327
105802157260800
e30 − 12952281921658469573
6771338064691200
e32 − 11113508982210052151
6264639297945600
e34
− 18260925288612876577
11039783937638400
e36 − 845022422809388187127
545365326519336960
e38 − 38816975215996325441
26635669182873600
e40 + · · ·
]
, (7.47)
B3L = −1
(1− e2)21/2
1712
105
(
1 +
373
8
e2 +
11043
32
e4 +
21609
32
e6 +
98805
256
e8 +
56511
1024
e10 +
3675
4096
e12
)
, (7.48)
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B4 = 1
(1− e2)23/2
[
10859497
22050
+
52
3
pi2 − 1024
15
γE − 3980
21
log(2)
+
(
420pi2 − 14992
3
γE +
6799223
420
− 77324
15
log(2)− 30618
5
log(3)
)
e2
+
(
−4045
3
pi2 − 293664
5
γE +
16251413749
176400
− 12610811
35
log(2) + 98415 log(3)
)
e4
+ a6e
6 + a8e
8 + a10e
10 + a12e
12 + a14e
14 + a16e
16 + a18e
18 + a20e
20 + a22e
22 + a22e
22 + a24e
24
+ a26e
26 + a28e
28 + a30e
30 + a32e
32 + a34e
34 + a36e
36 + a38e
38 + a40e
40 + · · ·
]
, (7.49)
B4L = 1
(1− e2)23/2
(
−9148
105
− 11348
3
e2 − 2650657
105
e4 − 412167e
20
e6 +
9681067
160
e8 +
4810141
80
e10 +
1698271
160
e12
+
99085
512
e14
)
, (7.50)
B5 = 1
(1− e2)25/2
(
2547493
1372
+
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35
γE +
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7
pi2 − 425612
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log(2) + c2e
2 + c4e
4 + c6e
6 + c8e
8 + c10e
10
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12 + c14e
14 + c16e
16 + c18e
18 + c20e
20 + c22e
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)
, (7.51)
B5L = 1
(1− e2)25/2
(
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49
− 1319156
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e2 +
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8820
e4 +
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e6 +
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e8 +
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e10
+
53622797
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e14 − 85782673
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e30 + · · ·
)
, (7.52)
B11/2 = pi
(1− e2)13
(
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9
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e12 + f14e
14 + f16e
16 + f18e
18 + f20e
20 + f22e
22 + · · ·
)
,
(7.53)
B6 = 1
(1− e2)27/2
(
w0 + w2e
2 + w4e
4 + w6e
6 + w8e
8 + w10e
10 + w12e
12 + w14e
14 + w16e
16
)
, (7.54)
B6L = 1
(1− e2)27/2
(
−1265945848
694575
+
2930944
11025
log(2)− 27392
315
pi2 +A2e
2 +A4e
4 +A6e
6 +A8e
8 +A10e
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+A12e
12 +A14e
14 +A16e
16 + · · ·
)
, (7.55)
B6L2 = 1(1− e2)27/2
(
1465472
11025
+
177413704
11025
e2 +
1118704688
3675
e4 +
82054983
49
e6 +
9729806711
2940
e8 +
995250121
400
e10
+
5650230337
8400
e12
)
, (7.56)
B13/2 = pi
(1− e2)14
(
7239376
33075
+
2576822347
33075
e2 +
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e4 +B6e
6 +B8e
8 +B10e
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12 + · · ·
)
, (7.57)
B7 = 1
(1− e2)29/2
(
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2 + C4e
4 + C6e
6 + C8e
8 + C10e
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12 + C14e
14 + · · ·
)
, (7.58)
B7L = 1
(1− e2)29/2
(
D0 +D2e
2 +D4e
4 +D6e
6 +D8e
8 +D10e
10 +D12e
12 +D14e
14 + · · ·
)
, (7.59)
B7L2 = 1(1− e2)29/2
(
1736824
1575
+
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11025
e2 +
26787887416
11025
e4 +
18315316581
1225
e6 + F8e
8 + F10e
10
+ F12e
12 + F14e
14 + · · ·
)
. (7.60)
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Section 7.4: Angular momentum radiated to the black hole horizon
7.4.1: Current PN theory
As described in Sec. 7.3, for orbits on supermassive Schwarzschild black holes the absorption of energy
and angular momentum at the horizon is suppressed by 4PN orders relative to the radiation lost to infinity.
Therefore, the only existing eccentricity-dependent results for these quantities are provided by Sago and
Fujita [191], and only to leading PN order. For the angular momentum at the horizon, they give
〈
dL
dt
〉
H
=
32
5
µ2
M
y15/2
(
1 +
27
2
e2 +
573
8
e4 +
3961
16
e6 +O(e8)
)
, (7.61)
where we’ve once again had to set a → 0 in their result and convert from p−1 as the expansion parameter
to y in order to obtain Eq. (7.61).
7.4.2: New terms in the PN expansion for the angular momentum radiated to the black hole horizon
Finally, we show results for the angular momentum flux at the horizon of the supermassive black hole.
The total flux is given by
〈
dL
dt
〉
H
=
〈
dL
dt
〉H
N
[
D0 + yD1 + y2D2 + y3
(
D3 +D3L log(y)
)
+ y4
(
D4 +D4L log(y)
)
+ y5
(
D5 +D5L log(y)
)
+ y11/2D11/2 + y6
(
D6 +D6L log(y) +D6L2 log2(y)
)
+ y13/2D13/2 + y7
(
D7 +D7L log(y) +D7L2 log2(y)
)
+ · · ·
]
, (7.62)
where 〈
dL
dt
〉H
N
=
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5
µ2
M
y15/2, (7.63)
and
D0 = 1
(1− e2)6
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)
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, (7.66)
D3 = 1
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]
, (7.67)
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, (7.69)
D4L = 1
(1− e2)10
(
−9148
105
− 18240
7
e2 − 356711
35
e4 − 3973
5
e6 +
388523
32
e8 +
304913
80
e10 +
6415
64
e12
)
, (7.70)
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Section 7.5: Conclusions
Here we have extended the results of Ch. 6, in which we were able to determine parameters in the PN
expansion for the energy flux for eccentric EMRIs through 7PN relative order, to find analogous parameters
for the energy flux at the black hole horizon, and the angular momentum flux to infinity and at the horizon.
All four fluxes are now given to 7PN order relative to their own leading parts. For the angular momentum
flux to infinity, these results are in fact highly comparable with those presented in the previous chapter; the
flux had previously been expanded through 3PN relative order, but given in terms of some enhancement
functions which had not been fully shown in the existing literature [32]. So, in addition to determining
corrections at 3.5PN through 7PN, we also expand these enhancement functions to arbitrary order in the
eccentricity.
The fluxes at the horizon, on the other hand, have remained comparatively unknown. Sago and Fu-
jita [191] give all of the fluxes to 4PN order relative to the leading contribution at infinity, but the horizon
fluxes are suppressed by 2.5 PN orders in general, and by 4 PN orders in the Schwarzschild case. Therefore,
they only show the leading terms in the Schwarzschild horizon fluxes. We were able to not only confirm
these terms, but then determine corrections a full 7 PN orders beyond.
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CHAPTER 8: Conclusions and outlook
In this dissertation, we have aimed to give an overview of and new results in modern research into
the dynamics of the two-body problem in general relativity in the context of two prevailing but distinct
approximation schemes, post-Newtonian (PN) theory and black hole perturbation (BHP) theory. The PN
formalism is valid when the component masses are slowly-moving, or, equivalently, widely-separated. The
BHP approach is relevant when the ratio of the two masses is very small. We’ve seen that there is a fruitful
regime of overlap between these methods, and we’ve seen moreover that it is possible to use state-of-the-art
calculations in perturbation theory to inform PN results. (There is a third approach, numerical relativity,
useful when the binary components are closely-separated and of comparable mass, which is outside the scope
of this document.)
Roughly three sets of original results have been presented in this thesis, drawn primarily from three
papers published in Physical Review D [170, 127, 102]. We give brief summaries of each in the following
section, and then consider possible future extensions of this work.
Section 8.1: Summary of original contributions
In Ch. 4 we outlined a frequency domain (FD) method, and results obtained from application of that
method, for accurately computing metric perturbations in the Lorenz gauge. The Lorenz gauge is com-
putationally inconvenient compared with other gauges (e.g. Regge-Wheeler), but, owing to certain “nice”
properties, it has become the preferred gauge for formulating the gravitational self-force. Our work on this
problem was initiated nearly concurrently with another group’s efforts [8], but our methods are distinguished
by a number of novel solutions to various of the difficulties that plague a numerical Lorenz gauge FD solu-
tion. As a result, we were able to obtain results for a much larger region in parameter space than the other
group. Furthermore, we outlined a “hybrid” approach for accurately computing the GSF, later success-
fully applied by Osburn, Warburton, and Evans [171] to evolve extreme-mass-ratio inspirals (EMRIs) and
intermediate-mass-ratio inspirals (IMRIs) while maintaining excellent fractional error in the orbital phase.
Ch. 5 described the method of spectral source integrations (SSI), a technique motivated by a desire to
extend the arbitrarily-high-precision Mano-Suzuki-Takasugi (MST) formalism to problems involving eccentric
source motion. The MST method allows for homogeneous solutions to be constructed semi-analytically via
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sums of special functions, which, for circular motion, are then appropriately matched at the radial location of
the orbiting particle. For eccentric motion, there is a radial libration region, through which the homogeneous
solutions must be numerically integrated. Computing homogeneous solutions at very high accuracies, as we
did in this thesis, is completely impractical using standard integration techniques. The key insight here
is that because the integrand in these cases is comprised of smooth and effectively-band-limited periodic
functions, the integral may be approximated to high accuracy by considering only a modest finite sampling
of the integrand.
Ch. 6 then describes an application of SSI for eccentric EMRIs on Schwarzschild backgrounds. Using
a combination of MST and SSI within a Mathematica code (with arbitrary precision functions), we were
able to compute the energy flux radiated to infinity at 200 digits of numerical precision, across a range of
very-wide orbital separations (semi-latus rectum p ∼ 1010− 1035) and eccentricities, and then fit a model to
the results based on an expectation about how the corresponding PN expansion should look. We were then
able to not only confirm current PN results through 3PN relative order, but also obtain previously unknown
PN parameters, in mixed analytic and numeric form, through 7PN. Ch. 7 extends these results to obtain the
analogous expansions for the energy flux to the central black hole horizon, as well as the angular momentum
flux to infinity and to the horizon.
Section 8.2: Outlook and future directions
In order that the the PN and BHP schemes be maximally useful for prediction and parameter estimation
in gravitational wave experiments, it will be necessary to (1) be able to model arbitrarily inclined and
eccentric orbits on Kerr (rotating black hole) backgrounds, and (2) include effects that arise at second-
order in the mass ratio. It has been common practice in the field to develop mathematical and numerical
techniques in the context of the simpler cases (e.g. circular orbits on Schwarzschild), and then gradually dial
up the complexity as new features are incorporated. Our work has made major strides in handling orbits
with arbitrary eccentricity, but we’ve been restricted to Schwarzschild backgrounds and first-order mass
ratio perturbations. In principle, the SSI formalism we’ve developed (and used with great success to obtain
the results of Chapters 6 and 7) is immediately extensible to inclined orbits, which have a polar “nodding”
frequency spectrum. Furthermore, the two-dimensional fitting over the orbital parameters p and e that we
performed in order to determine unknown PN parameters may be expanded to include the central black
hole spin a as a dimension in the fit. When incorporating inclination and black hole spin, the computational
burden may be prohibitively great if one hopes to maintain the 200 digits of precision we’ve used here.
However, we expect that these methods will be far superior to other approaches at double or (especially)
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quad precision.
The path to second-order calculations seems most clearly paved using the effective source approach [210,
211, 223]. Our results have not had much to say about this frontier, but we point out that comparisons
between PN and BHP theories may be useful in estimating the importance of second-order effects [51].
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APPENDIX A: BHP AND GSF USING A LORENZ GAUGE FREQUENCY DOMAIN
PROCEDURE
Section A.1: Asymptotic boundary conditions
We give here the recurrence relations for asymptotic and Taylor expansions that provide boundary con-
ditions for mode integrations. Expansions about r∗ = ±∞ for homogeneous Lorenz gauge solutions were
first given by Akcay [7] but with a different initial basis and for a larger, partially-constrained even-parity
system. The fully constrained even-parity system we use makes the generic recurrence relations valid for
l = 0, 1 modes when ω 6= 0. Throughout this section we use σ = Mω for brevity.
A.1.1: Near-horizon even-parity Taylor expansions
The even-parity homogeneous solutions can be expanded around r = 2M in a Taylor series in powers of
f(r)
E˜− = r

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a
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k
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(rr)
k
a
(K)
k

fk. (A.1)
Recurrence relations for the coefficients can be found via the method of Frobenius
1 + 8iσ + 2k(k − 2− 4iσ) −8iσ −1 0
−2iσ k(k − 2)− 4iσ(k − 1) −2iσ 0
−1 −8iσ 1 + 8iσ + 2k(k − 2− 4iσ) 0
−k + 1 + 2iσ −4iσ −k − 1 + 2iσ k(k − 4iσ)


a
(tt)
k
a
(tr)
k
a
(rr)
k
a
(K)
k

=

A
(tt)
k
A
(tr)
k
A
(rr)
k
A
(K)
k

.
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The RHS contains only lower order coefficients in the expansion
A
(tt)
k ≡[−4i(k − 4)σ + 2k(5k − 34) + 3l(l + 1) + 113]2a(tt)k−3 − 2[2k(5k − 6iσ − 26) + 3l(l + 1) + 36iσ + 65]a(tt)k−2
+ [2k(5k − 12iσ − 18) + 2l(l + 1) + 48iσ + 29]a(tt)k−1 + [2(42− 5k)k − 2l(l + 1)− 173]a(tt)k−4 − 8iσa(tr)k−3
+ 24iσa
(tr)
k−2 − 24iσa(tr)k−1 + (2(k − 5)2 − 1)a(tt)k−5 + 3a(rr)k−5 − 11a(rr)k−4 + 14a(rr)k−3 − 6a(rr)k−2 − a(rr)k−1 − 4a(K)k−6
+ 16a
(K)
k−5 − 24a(K)k−4 + 16a(K)k−3 − 4a(K)k−2,
A
(tr)
k ≡[5k2 − 4i(3k − 7)σ − 20k + l2 + l + 16]a(tr)k−1 + [2k(5k − 2iσ − 40) + 3(l2 + l + 52) + 20iσ]a(tr)k−3
+ [2k(−5k + 6iσ + 30)− 3l(l + 1)− 44iσ − 84]a(tr)k−2 + [−5(k − 10)k − l(l + 1)− 124]a(tr)k−4 − 4iσa(tt)k−3
+ 10iσa
(tt)
k−2 − 8iσa(tt)k−1 − 4iσa(rr)k−3 + 10iσa(rr)k−2 − 8iσa(rr)k−1 − 4iσa(K)k−4 + 8iσa(K)k−3 − 4iσa(K)k−2 + (k − 6)2a(tr)k−5,
A
(rr)
k ≡2[−4i(k − 5)σ + 10(k − 8)k + 3l(l + 1) + 155]a(rr)k−3 − 2[2k(5k − 6iσ − 30) + 3l(l + 1) + 44iσ + 83]a(rr)k−2
+ [2k(5k − 12iσ − 20) + 2l(l + 1) + 56iσ + 33]a(rr)k−1 + [−10(k − 10)k − 2l(l + 1)− 249]a(rr)k−4
+ (−24k + 8iσ + 74)a(tt)k−3 + 2(8k − 8iσ − 17)a(tt)k−2 + (−4k + 8iσ + 3)a(tt)k−1 − 24iσa(tr)k−3 + 56iσa(tr)k−2
− 40iσa(tr)k−1 + 8(6k − 2iσ − 21)a(K)k−4 + (−32k + 32iσ + 80)a(K)k−3 + 4(2k − 4iσ − 3)a(K)k−2 + (19− 4k)a(tt)k−5
+ (16k − 63)a(tt)k−4 + (2(k − 12)k + 73)a(rr)k−5 + (8k − 44)a(K)k−6 + (144− 32k)a(K)k−5,
A
(K)
k ≡[5k2 − 2k(5 + 6iσ) + l2 + l + 16iσ + 4]a(K)k−1 + [2k(−5k + 6iσ + 20)− 3(l2 + l + 12)− 32iσ]a(K)k−2
+ [2k(5k − 2iσ − 30) + 3l(l + 1) + 16iσ + 84]a(K)k−3 + [−5(k − 8)k − l(l + 1)− 76]a(K)k−4
+ (6k − 2iσ − 15)a(tt)k−2 + (−4k + 4iσ + 7)a(tt)k−1 + 4iσa(tr)k−2 − 8iσa(tr)k−1 + (6k − 2iσ − 9)a(rr)k−2
+ (4iσ − 4k + 1)a(rr)k−1 + (k − 4)a(tt)k−4 + (13− 4k)a(tt)k−3 + (k − 4)a(rr)k−4 + (11− 4k)a(rr)k−3 + (k − 6)(k − 4)a(K)k−5.
(A.3)
In these recurrence relations, a coefficient vanishes anytime a negative index appears. Because the matrix is
singular when k ≤ 2 the first few terms are evaluated separately
a
(tr)
0 = a
(tt)
0 , a
(rr)
0 = a
(tt)
0 , a
(tr)
1 = −
l(l + 1) + 1
1 + 4iσ
a
(tt)
0 , a
(rr)
1 = −
2(l(l + 1) + 1)
1 + 4iσ
a
(tt)
0 − a(tt)1 ,
a
(K)
1 = −
4(l(l + 1) + 1)
1 + 16σ2
a
(tt)
0 +
(
l(l + 1)
1− 4iσ − 1
)
a
(K)
0 −
2
1− 4iσ a
(tt)
1 ,
a
(tr)
2 =
l2(l + 1)2 − 8iσ(l(l + 1) + 1) + 16σ2
4iσ(1 + 16σ2)
a
(tt)
0 −
1
1− 4iσ a
(K)
0 +
l(l + 1)− 1
1− 4iσ a
(tt)
1 − a(tt)2 ,
a
(rr)
2 = −
2(l(l + 1) + 1)(l(l + 1)− 3)
1 + 16σ2
a
(tt)
0 + 2
(
1 +
1
1− 4iσ
)
a
(K)
0 −
2(l(l + 1)− 1)
1− 4iσ a
(tt)
1 + a
(tt)
2 ,
a
(K)
2 =
−4(l(l + 1)− 11)(l(l + 1) + 1)σ − i(3l(l(3l(l + 2) + 1)− 2)− 16) + 16iσ2
8σ(1 + 8σ(2σ + i)) + 4i
a
(tt)
0
− (l(l + 1) + 4iσ)
2 − 36iσ + 12
4(8σ2 + 6iσ − 1) a
(K)
0 +
2l(l + 1)(1− iσ) + 4iσ − 1
8σ2 + 6iσ − 1 a
(tt)
1 + a
(tt)
2 .
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The freely chosen coefficients a
(tt)
0 , a
(tt)
1 , a
(tt)
2 , and a
(K)
0 control the boundary conditions. For example, at
leading order we can choose the simple basis
(
a
(tt)
0 , a
(tt)
1 , a
(tt)
2 , a
(K)
0
)
= (1, 0, 0, 0) →
(
E˜−0
)>
∼ (1, 1, 1, 0) e−iωr∗(
a
(tt)
0 , a
(tt)
1 , a
(tt)
2 , a
(K)
0
)
= (0, 1, 0, 0) →
(
E˜−1
)>
∼ (1, 0,−1,−2(1− 4iσ)−1) fe−iωr∗ ,(
a
(tt)
0 , a
(tt)
1 , a
(tt)
2 , a
(K)
0
)
= (0, 0, 1, 0) →
(
E˜−2
)>
∼ (1,−1, 1, 1) f2e−iωr∗ ,(
a
(tt)
0 , a
(tt)
1 , a
(tt)
2 , a
(K)
0
)
= (0, 0, 0, 1) →
(
E˜−3
)>
∼ (0, 0, 0, 1) e−iωr∗ .
(A.5)
Near-horizon odd-parity Taylor expansions
The odd-parity homogeneous solutions can also be expanded around r = 2M in powers of f(r)
B˜− =

h˜t
fh˜r

= Me−iωr∗
∞∑
k=0

a
(t)
k
a
(r)
k

fk. (A.6)
Recurrence relations for the coefficients are again found via the method of Frobenius,

k(k − 1− 4iσ) + 2iσ −2iσ
−2iσ k(k − 1− 4iσ) + 2iσ


a
(t)
k
a
(r)
k

=

A
(t)
k
A
(r)
k

. (A.7)
Once again these result in a linear system to be solved and the RHS has only lower order coefficients
A
(t)
k ≡(4k2 − 22k + l2 + l + 24)a(t)k−3 − 2[k(3k − 2iσ − 12) + l2 + l + 5iσ + 9]a(t)k−2
+ [2k(2k − 4iσ − 5) + l2 + l + 12iσ + 4]a(t)k−1 + 2iσa(r)k−2 − 4iσa(r)k−1 − (k − 5)(k − 2)a(t)k−4,
A
(r)
k ≡− 2[k(3k − 2iσ − 15) + l2 + l + 7iσ + 15]a(r)k−2 + [4k(k − 2iσ − 3) + l2 + l + 16iσ + 6]a(r)k−1
+ [4(k − 7)k + l2 + l + 42]a(r)k−3 + 6iσa(t)k−2 − 8iσa(t)k−1 − (k − 6)(k − 3)a(r)k−4.
(A.8)
Any negative-index coefficients vanish. This linear system is singular for k ≤ 1 and starting conditions for
the recursion are calculated separately
a
(r)
0 = a
(t)
0 , a
(r)
1 = −
(l + 2)(l − 1)
2iσ
a
(t)
0 − a(t)1 . (A.9)
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The freely chosen coefficients a
(t)
0 and a
(t)
1 control the boundary conditions. We can choose a simple basis,
which at leading order has the form
(
a
(t)
0 , a
(t)
1
)
= (1, 0) →
(
B˜−0
)>
∼ (1, 1) e−iωr∗ ,(
a
(t)
0 , a
(t)
1
)
= (0, 1) →
(
B˜−1
)>
∼ (1,−1) fe−iωr∗ .
(A.10)
In practical applications, we evaluate these expansions at r∗ = −6M and add terms in the series until the
relative size of the last term drops below machine precision.
A.1.2: Near-infinity even-parity asymptotic expansions
The even-parity homogeneous solutions can be expanded about r =∞ as
E˜+ = r

h˜tt
fh˜tr
f2h˜rr
K˜

= Meiωr∗
kmax∑
k=0

b
(tt)
k
b
(tr)
k
b
(rr)
k
b
(K)
k

(
M
r
)k
. (A.11)
Recurrence relations for the coefficients are a linear system of equations

−2iσk 0 0 0
−iσ 2iσ(k − 1) −iσ −2iσ
2iσ 4iσ −2iσ(k − 1) −4iσ
−iσ −2iσ −iσ −2iσ(k − 1)


b
(tt)
k
b
(tr)
k
b
(rr)
k
b
(K)
k

=

B
(tt)
k
B
(tr)
k
B
(rr)
k
B
(K)
k

. (A.12)
As with the horizon-side expansions, the RHS groups all of the lower order coefficients
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B
(tt)
k ≡[−k2 − 4i(k − 2)σ + k + l2 + l]b(tt)k−1 − 2[(7− 2k)k + l2 + l − 5]b(tt)k−2 + 4iσb(tr)k−1
− 2[2(k − 6)k + 17]b(tt)k−3 − 6b(rr)k−3 + 4b(rr)k−2 − 16b(K)k−4 + 16b(K)k−3 − 4b(K)k−2,
B
(tr)
k ≡2[(11− 2k)k + l2 + l − 15]b(tr)k−2 + [k(k + 4iσ − 3)− l(l + 1)− 12iσ + 2]b(tr)k−1
− 4iσb(tt)k−1 − 4iσb(rr)k−1 + 8iσb(K)k−2 − 8iσb(K)k−1 + 4(k − 4)2b(tr)k−3,
B
(rr)
k ≡[−k2 − 4i(k − 3)σ + 3k + l2 + l − 4]b(rr)k−1 − 2[(11− 2k)k + l2 + l − 17]b(rr)k−2
+ 2(k + 2iσ)b
(tt)
k−1 + 12iσb
(tr)
k−1 + 4(6k + 4iσ − 11)b(K)k−2 − 4(k + 4iσ − 1)b(K)k−1 + (8k − 22)b(tt)k−3
+ (12− 8k)b(tt)k−2 + (−4(k − 8)k − 66)b(rr)k−3 + 16(2k − 7)b(K)k−4 + (128− 48k)b(K)k−3,
B
(K)
k ≡[−k(k + 4iσ − 3) + l2 + l + 8iσ − 2]b(K)k−1 − 2[(9− 2k)k + l2 + l − 9]b(K)k−2
+ 2(k − 2)b(tt)k−2 − kb(tt)k−1 + 2(k − 2)b(rr)k−2 + (2− k)b(rr)k−1 − 4(k − 4)(k − 2)b(K)k−3.
(A.13)
All appearances of a negative index imply a vanishing coefficient. The linear system is singular here when
k ≤ 2 and starting coefficients are obtained from the reduced equations
b
(rr)
0 = −b(tt)0 − 2b(tr)0 , b(K)0 = 0, b(tt)1 = −
l(l + 1) + 4iσ
2iσ
b
(tt)
0 − 2b(tr)0 ,
b
(rr)
1 =
l(l + 1) + 4(1 + iσ)
2iσ
b
(tt)
0 + 2
(
1 +
1
iσ
)
b
(tr)
0 − 2b(tr)1 , b(K)1 = −
1
iσ
b
(tt)
0 +
(l + 2)(l − 1)
2iσ
b
(tr)
0 + b
(tr)
1 ,
b
(tt)
2 = −
l(l + 1)((l + 2)(l − 1) + 8iσ) + 4iσ
8σ2
b
(tt)
0 +
l(l + 1) + 2
2iσ
b
(tr)
0 − b(tr)1 ,
b
(tr)
2 = −
1
iσ
b
(tt)
0 +
l(l + 1)(l + 2)(l − 1) + 4iσ(l(l + 1) + 3)
8σ2
b
(tr)
0 −
(
1 +
l(l + 1)
2iσ
)
b
(tr)
1 ,
b
(rr)
2 =
l(l + 1)((l + 2)(l − 1) + 8iσ) + 20iσ
8σ2
b
(tt)
0 +
l(l + 1)((l + 2)(l − 1)− 2iσ) + 8iσ
4σ2
b
(tr)
0 + 3b
(tr)
1 − 2b(K)2 .
(A.14)
The freely chosen coefficients b
(tt)
0 , b
(tr)
0 , b
(tr)
1 , and b
(K)
2 control the boundary conditions and a simple choice
for the basis gives the following lowest-order form
(
b
(tt)
0 , b
(tr)
0 , b
(tr)
1 , b
(K)
2
)
= (1, 0, 0, 0) →
(
E˜+0
)>
∼ (1, 0,−1, 0) eiωr∗ ,(
b
(tt)
0 , b
(tr)
0 , b
(tr)
1 , b
(K)
2
)
= (0, 1, 0, 0) →
(
E˜+1
)>
∼ (0, 1,−2, 0) eiωr∗ ,(
b
(tt)
0 , b
(tr)
0 , b
(tr)
1 , b
(K)
2
)
= (0, 0, 1, 0) →
(
E˜+2
)>
∼ (0, 1,−2, 1) r−1eiωr∗ ,(
b
(tt)
0 , b
(tr)
0 , b
(tr)
1 , b
(K)
2
)
= (0, 0, 0, 1) →
(
E˜+3
)>
∼ (0, 0,−2, 1) r−2eiωr∗ .
(A.15)
Note though, that as described in Sec. 4.3.1, we take this simple basis and apply a linear transformation
called thin-QR pre-conditioning.
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A.1.3: Near-infinity odd-parity asymptotic expansions
The odd-parity homogeneous solutions can be expanded about r =∞ as
B˜+ =

h˜t
fh˜r

= Meiωr∗
kmax∑
k=0

b
(t)
k
b
(r)
k

(
M
r
)k
. (A.16)
Again, the recurrence relations are found to satisfy a linear system

−2ikσ 0
−2iσ 2iσ(k − 1)


b
(t)
k
b
(r)
k

=

B
(t)
k
B
(r)
k

, (A.17)
where again the RHS contains all lower order coefficients
B
(t)
k ≡[l(l + 1)− k(k + 4iσ − 1) + 6iσ]b(t)k−1 − 2[l(l + 1)− 2(k − 3)k − 2]b(t)k−2 + 2iσb(r)k−1 − 4(k − 4)(k − 1)b(t)k−3,
B
(r)
k ≡[k(k + 4iσ − 3)− l(l + 1)− 10iσ + 2]b(r)k−1 − 2[2(k − 5)k − l(l + 1) + 10]b(r)k−2
− 6iσb(t)k−1 + 4(k − 5)(k − 2)b(r)k−3,
(A.18)
and any negative index that appears implies a vanishing coefficient. This linear system is singular for k ≤ 1
and starting conditions are evaluated individually
b
(r)
0 = −b(t)0 , b(t)1 = −
l(l + 1)
2iσ
b
(t)
0 . (A.19)
The freely chosen coefficients b
(t)
0 and b
(r)
1 determine the boundary conditions and a simple choice for the
basis yields the following lowest-order form
(
b
(t)
0 , b
(r)
1
)
= (1, 0) →
(
B˜+0
)>
∼ (1,−1) eiωr∗(
b
(t)
0 , b
(r)
1
)
= (0, 1) →
(
B˜+1
)>
∼ (0, 1) r−1eiωr∗ .
(A.20)
As with even parity, the method described in Sec. 4.3.1 transforms this simple basis to a more orthogonal
one using thin-QR pre-conditioning.
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With these asymptotic series care must be exercised with the number of terms and the starting radius
r∞∗ . The test for convergence is whether a numerical integration through a distance ∼ ω−1 starting with an
initial evaluation of the asymptotic expansion agrees with a second evaluation of the expansion at the end
point of the trial. If the test fails, we increase r∞∗ by some factor (say ∼ 1.5) and repeat.
Section A.2: Homogeneous static modes
Here we provide the details of the power series used to construct exact analytic homogeneous solutions
for static modes when l ≥ 2, as were discussed in Sec. 4.3.3. Throughout this section we set ρ = r/M .
Regularity at ρ = 2 and ρ =∞ governs our choice for inner and outer solutions.
A.2.1: Odd-parity
In Sec. 4.3.3 we gave expressions for h˜−t and h˜
+
t as finite sums. The coefficients in those sums are
aoddk =
3(−1)k21−k(l + k + 1)!
l(l + 1)k!(k + 3)!(l − k − 1)! , (A.21)
bodd0 =
96
l2(l + 1)2(l + 2)(l − 1) , b
odd
1 =
24
l2(l + 1)2
, bodd2 =
6
l(l + 1)
, bodd3 =
1
l(l + 1)
+
11
6
− 2Hl,
boddk =
1
−4k(k − 3)
[
4(k − 3)aoddk−4 + (12− 8k)aoddk−3 (A.22)
+ (12− 7k + k2 − l(l + 1))boddk−2 + 2(10k − 2k2 − 10 + l(l + 1))boddk−1
]
,
where Hk is the k
th harmonic number defined as
Hk ≡

0 , k = 0
∑k
j=1 j
−1 , k ≥ 1
. (A.23)
We have found the expression for h˜+t in Eqn. (4.66) to be impractical to use numerically for large r because
of a large number of cancellations between the two sums. We instead re-expand the solution as an infinite
series
h˜+t =
M
ρl
∞∑
k=0
doddk
ρk
, doddk =
22l+k+1(l + k + 1)!(l + k − 2)!Γ(l + 3/2)
k!(l + 1)(l − 2)!(2l + k + 1)!√pi , (A.24)
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which agrees with the expression in Eqn. (4.66) up to a constant factor. This is a convergent Taylor series
if ρ > 2.
A.2.2: Even-parity
As summarized in Sec. 4.3.3, we find the even-parity static modes through a series of steps. We give here
the complete expressions for the gauge variables ξ˜±e,H0, ξ˜
±
e,H1 and ξ˜
±
e,I that are defined in that section. We
construct power series expansions and we seek series that are exact solutions with finite numbers of terms.
This condition imposes constraints on otherwise freely chosen coefficients. The variables ξ˜±e,H0 are found
from the finite sums
ξ˜−H0 = M
2
l∑
k=0
aH0k ρ
k, ξ˜+H0 = ξ˜
−
H0 ln f +M
2
l−1∑
k=0
bH0k ρ
k, (A.25)
where the coefficients aH0k and b
H0
k are given by the closed-form expressions
aH0k =
(−1)k(l + k)!
2k(k!)2(l − k)! , b
H0
k = 2a
H0
k (Hk −Hl). (A.26)
In practice we find the above expression for ξ˜+H0 to be impractical to use numerically due to a large number of
cancellations between the two sums. Instead we use the following equivalent Taylor series, which converges
for all ρ > 2
ξ˜+H0 =
M2
ρl+1
∞∑
k=0
dH0k
ρk
, dH0k =
(−1)l+12l+k+1[(l + k)!]2
k!(2l + k + 1)!
. (A.27)
The variables ξ˜±e,H1 are given by
ξ˜−H1 = ξ˜
−
H0 ln ρ+M
2
l+2∑
k=0
aH1k ρ
k,
ξ˜+H1 = ξ˜
−
H0
[
Li2(f)− 1
2
ln
(ρ
4
)
ln f − pi
2
6
− a
H1
l+2 + a
H1
l+1 + b
H1
l
aH0l
]
+
1
2
ξ˜+H0 ln ρ−
1
2
ξ˜−H1 ln f +M
2
l+1∑
k=0
bH1k ρ
k,
(A.28)
where we have introduced the dilogarithm function Li2(f) ≡ −
∫ f
0
x−1 ln(1−x)dx, and the coefficients follow
from the recurrences
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aH10 = 0, a
H1
1 = l(l + 1) +
1
2
, aH12 =
1
16
(2− l(−2 + l(1 + 3l(2 + l)))),
aH13 = −
1
8
− 1
12
l +
539
864
l2 +
91
288
l3 − 7
216
l4 +
11
288
l5 +
11
864
l6,
8(−3 + k)(−2 + k)k2aH1k =
2(−7 + 2k)(11 + (−7 + k)k − l(1 + l))aH0k−3
− 2(−99k2 + 12k3 − 4k(−65 + 2l(1 + l)) + 3(−72 + 7l(1 + l)))aH0k−2
+ 4(−68 + 2k(65 + 6(−6 + k)k) + 7l − 4kl + (7− 4k)l2)aH0k−1
− 8k(12 + k(−15 + 4k))aH0k + (−5 + k − l)(−3 + k − l)(−4 + k + l)(−2 + k + l)aH1k−3
− 2(128− 33k3 + 3k4 + (−5 + l)l(1 + l)(6 + l)− 2k2(−65 + 2l(1 + l)) + 3k(−72 + 7l(1 + l)))aH1k−2
+ 4(24 + (−4 + k)k(17 + 3(−4 + k)k)− 7l + (7− 2k)kl + (−7 + (7− 2k)k)l2)aH1k−1,
(A.29)
bH10 = 0, b
H1
1 = −
1
2
(1 +Hl(2 l(l + 1) + 1)) ,
bH12 =
1
16
(
6 + l − 27l2 − 16l3
l(l + 1)
+Hl(−2 + l(−2 + l(1 + 3 l(2 + l))))
)
,
bH13 =
216 + l(216 + l(−656 + l(−1229 + l(−1279 + l(−463 + 27 l)))))
1728 l(l + 1)
+
Hl
864
(−180 + l(−120 + l(613 + l(495 + l(28− 11 l(3 + l)))))),
8(−3 + k)(−2 + k)k2bH1k =
− 4(−3 + k)aH0k−2 + 2(−7 + 4k)aH0k−1 − 4(−3 + k)(8 + (−6 + k)k − l(1 + l))aH1k−2
+ 2(−51k2 + 8k3 + 7(−8 + l + l2) + k(99− 4l(1 + l)))aH1k−1 − 4k(12 + k(−15 + 4k))aH1k
+ (−7 + 2k)(11 + (−7 + k)k − l(1 + l))bH0k−3
+ (99k2 − 12k3 + 4k(−65 + 2l(1 + l))− 3(−72 + 7l(1 + l)))bH0k−2
+ 2(−68 + 2k(65 + 6(−6 + k)k) + 7l − 4kl + (7− 4k)l2)bH0k−1 − 4k(12 + k(−15 + 4k))bH0k
+ (−5 + k − l)(−3 + k − l)(−4 + k + l)(−2 + k + l)bH1k−3
− 2(128− 33k3 + 3k4 + (−5 + l)l(1 + l)(6 + l)− 2k2(−65 + 2l(1 + l)) + 3k(−72 + 7l(1 + l)))bH1k−2
+ 4(24 + (−4 + k)k(17 + 3(−4 + k)k)− 7l + (7− 2k)kl + (−7 + (7− 2k)k)l2)bH1k−1.
(A.30)
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As with ξ˜+H0, we find the expression for ξ˜
+
H1 to be impractical for numerical use at large radius and replace
it with a convergent Taylor series (this expression for ξ˜+H1 is equivalent to that in Eqn. (A.28) up to a linear
combination with ξ˜+H0)
ξ˜+H1 =
1
2
ξ˜+H0 ln ρ+
M2
ρl−1
∞∑
k=0
dH1k
ρk
,
dH10 =
3 + 8l + 4l2
4l
dH00 , d
H1
1 =
l2 + l − 1
l
dH10 , d
H1
2 = 0,
(−2 + k)k(−1 + k + 2l)(1 + k + 2l)dH1k =
2(−3 + k + l)(3 + 4k2 + l(−9 + 4l) + k(−9 + 8l))dH0k−4
− (−2 + 8k3 + 3k2(−9 + 8l) + l(27− 26l + 4l2) + k(22− 58l + 20l2))dH0k−3
+ (−1 + 2k + 2l)(−1− 2l + k(−1 + k + 2l))dH0k−2 − 4(−3 + k + l)2(−1 + k + l)(k + l)dH1k−2
+ 2((−2 + k)k(1 + k(−5 + 2k))− 6l + k(27 + k(−29 + 8k))l + 2(−2 + k)(−3 + 5k)l2 + 2(−3 + 2k)l3)dH1k−1.
(A.31)
The remaining unknown gauge variables are ξ˜±e,I , which satisfy the inhomogeneous ODE Eqn. (4.74). In
order to find expressions for them we must first write the source term of that equation as a power series.
The source term that is regular at the horizon is
S−ξ =
1
M2ρ3f2
l∑
k=0
y−k ρ
k, y−k =

− 96
(l + 2)(l − 1) k = 0
8aoddk−1(2(k + 1) + l(l + 1))− 32(k + 3)aoddk
(l + 2)(l − 1) 0 < k < l
8(l + 1)
l − 1 a
odd
l−1 k = l
. (A.32)
The corresponding term that is regular at infinity is
S+ξ = S
−
ξ ln f +
1
M2ρ5f2
l+2∑
k=0
y+k ρ
k,
y+k =

8(l(l + 1) + 2(k − 1))boddk − 32(k + 1)boddk+1
(l + 2)(l − 1) k = 0, 1
8(l(l + 1) + 2(k − 1))boddk − 32(k + 1)boddk+1 + 32aoddk−2
(l + 2)(l − 1) 1 < k < l + 2
8(l + 1)
l − 1 b
odd
l+2 k = l + 2
.
(A.33)
With these in hand, we can write power series for ξ˜±e,I .
ξ˜−e,I = M
2ρ2
l∑
k=0
aIkρ
k, ξ˜+e,I = ξ˜
−
e,I ln f + βξ˜
−
H0 ln f +M
2
l+1∑
k=0
bIkρ
k, (A.34)
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where β ≡ −3072(l(l + 1)− 7)/[l4(l + 1)4(l + 7)(l + 2)(l − 1)]. The coefficients follow from the recurrences
aI0 = −
12
(l + 2)(l + 1)l(l − 1) , a
I
1 = −
2
l(l + 1)
,
4k(k − 1)(k + 2)2aIk = y−k−1 − (k − l − 2)(k − l)(k + l − 1)(k + l + 1)aIk−2
− 2(l + l2 − 2− k3 − 2k4 + k(1 + l + l2) + 2k2(2 + l + l2))aIk−1,
(A.35)
bI0 =
l∑
k=0
2k+2
k + 2
aIk + β
l∑
k=1
2k
k
aH0k , b
I
1 =
1
4
(−3l(l + 1)β + 2βaH01 − 2l(l + 1)bI0) +
1
8
y+0 ,
bI2 = β
[ 3
32
(2− 3l − 2l2 + 2l3 + l4) + 1
2l(l + 1)
(
− 2− 3l − 2l
2 + 2l3 + l4
8
aH01 +
2 + 5l + 5l2
2
aH02 + 9a
H0
3
)]
+
l(l + 1)(l + 2)(l − 1)
16
bI0 +
1
2l(l + 1)
(2 + 5l + 5l2
2
aI0 + 9a
I
1 −
2− 3l − 2l2 + 2l3 + l4
32
y+0 −
1
8
y+1 +
1
4
y+2
)
,
bI3 =
l∑
k=2
2k−1
k − 1a
I
k + β
l∑
k=4
2k−3
k − 3a
H0
k ,
8k2(k − 2)(k − 3)bIk =
2y+k−1 − y+k−2 + 8(−3 + k)[8 + (−6 + k)k − l(1 + l)]aIk−4
+ 4[51k2 − 8k3 − 7(−8 + l + l2) + k(−99 + 4l(1 + l))]aIk−3 + 8k[−4 + 4(−2 + k)2 + k]aIk−2
− 2[128− 33k3 + 3k4 + (−5 + l)l(1 + l)(6 + l)− 2k2(−65 + 2l(1 + l)) + 3k(−72 + 7l(1 + l))]bIk−2
+ 4[24 + (−4 + k)k(17 + 3(−4 + k)k)− 7l + (7− 2k)kl + (−7 + (7− 2k)k)l2]bIk−1
+ (−5 + k − l)(−3 + k − l)(−4 + k + l)(−2 + k + l)bIk−3 + 8β(−3 + k)[8 + (−6 + k)k − l(1 + l)]aH0k−2
+ 4β[51k2 − 8k3 − 7(−8 + l + l2) + k(−99 + 4l(1 + l))]aH0k−1 + 8βk[12 + k(−15 + 4k)]aH0k .
(A.36)
We have found the expressions for S+ξ and ξ˜
+
e,I in Eqns. (A.33) and (A.34) to also be impractical for numerical
use at large r. Again, we replace them with infinite series. For the source term we have
S+ξ =
1
M2ρl+4f2
∞∑
k=0
vk
ρk
, vk =
22l+k+4l(l + k)[(l + k − 1)!]2Γ(l + 3/2)
(l + 2)k!(l − 1)!(2l + k + 1)!√pi , (A.37)
while for ξ˜+e,I we use
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ξ˜+e,I =
M2
ρl−1
∞∑
k=0
dIk
1
ρk
,
dI0 =
2− l2
4l(l + 1)
v0 +
1
4l
v1, d
I
1 = −
l3 − 3l + 2
4l2
v0 +
l(l + 1)− 1
4l2
v1, d
I
2 = 0,
k(k − 2)(−1 + k + 2l)(1 + k + 2l)dIk =
vk−1 − 4(−3 + k + l)2(−1 + k + l)(k + l)dIk−2
+ 2[(k − 2)k(1 + k(2k − 5)) + (−1 + k)(6 + k(−21 + 8k))l + 2(−2 + k)(−3 + 5k)l2 + 2(−3 + 2k)l3]dIk−1,
(A.38)
which agrees with (A.34) up to a constant factor and linear combination with ξ˜+H0. It is important when
constructing the “plus-side” solutions to use either Eqns. (4.66), (A.28), and (A.34) or Eqns. (A.24), (A.31),
and (A.38). Mixing these sets of equations will introduce an inconsistency.
Section A.3: Explicit form of the force terms fαn
Here we give the explicit form of the various force terms fαn defined in Sec. 4.1.5. Only the t and r
components are necessary. The θ component vanishes and the ϕ component can be derived from the other
two. These functions depend upon the position on the orbit, the constants of motion, and the MP amplitudes
and their first derivatives. There is implied dependence on l and m.
f t0 =
[
imEL (3fp + U2p − 2E2)
4f3p
− ME
2
(
3fp + U
2
p − 4E2
)
r˙p
2f5p
]
htt +
r2p
(
fp
(
U2p + E2
)− f2p + E2 (U2p − 2E2))
4f4p
∂thtt
+
r2pE2
(
3fp + U
2
p − 2E2
)
r˙p
4f4p
∂rhtt +
[
imEL (fp + U2p − 2E2)
4fp
+
ME2 (fp + U2p ) r˙p
2f3p
]
hrr
+
r2p
(
fp + E2
) (
fp + U
2
p − 2E2
)
4f2p
∂thrr +
r2pE2
(
fp + U
2
p − 2E2
)
r˙p
4f2p
∂rhrr
+
[
−M
(
fpU
2
p + E2U2p − 2E4
)
f3p
+
imEL (fp − E2) r˙p
f3p
]
htr − r
2
pE4r˙p
f4p
∂thtr +
r2p
(
fp − E2
) (E2 − U2p )
f2p
∂rhtr
+
[
−m
2L2 (fp − E2)
r2pf2p
+
imEL (E2fp − 2f2p + E2) r˙p
rpf4p
]
jt − imE
3L
f3p
∂tjt +
imEL (fp − E2) r˙p
f3p
∂rjt
+
[
imEL (−5fpU2p + 4E2fp + U2p )
2rpf2p
+
m2E2L2r˙p
r2pf2p
]
jr − imEL
(
fp + E2
)
r˙p
f3p
∂tjr − imEL
(E2 − U2p )
fp
∂rjr
+
imEL (fp − U2p )
2f2p
K +
r2p
(
fp − U2p
) (
fp + E2
)
2f3p
∂tK +
r2pE2
(
fp − U2p
)
r˙p
2f3p
∂rK
+
[
im
(
m2 + 4
) EL3
4r2pfp
− m
2E2L2r˙p
rpf2p
]
G+
m2L2 (fp + E2)
4f2p
∂tG+
m2E2L2r˙p
4f2p
∂rG,
(A.39)
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f t1 =
[
− imEL
3
4r2pf2p
+
ME2L2r˙p
2r2pf4p
]
htt − L
2
(
fp + E2
)
4f3p
∂thtt − E
2L2r˙p
4f3p
∂rhtt
+
[
imEL3
4r2p
+
E2L2 (1− 5fp) r˙p
4rpf2p
]
hrr +
L2 (fp + E2)
4fp
∂thrr +
E2L2r˙p
4fp
∂rhrr
+
L2 (fp − E2)
rpfp
htr − imEL
3
r3p
jr +
E2L2r˙p
rpf2p
K +
[
− imEL
3
r2pfp
+
l(l + 1)E2L2r˙p
2rpf2p
]
G,
(A.40)
f t2 =
L2 (fp − E2)
r2pf2p
jt − E
2L2r˙p
r2pf2p
jr +
[
−5imEL
3
4r2pfp
+
E2L2r˙p
rpf2p
]
G− L
2
(
fp + E2
)
4f2p
∂tG− E
2L2r˙p
4f2p
∂rG, (A.41)
f t3 =
imEL3
4r2pfp
G+
L2 (fp + E2)
4f2p
∂tG+
E2L2r˙p
4f2p
∂rG, (A.42)
f t4 =
imL2 (E2 − fp)
r2pf2p
ht +
imE2L2r˙p
r2pf2p
hr −
[
m2EL3
r4pfp
+
2imE2L2r˙p
r3pf2p
]
h2 +
imL2 (fp + E2)
2r2pf2p
∂th2 +
imE2L2r˙p
2r2pf2p
∂rh2,
(A.43)
f t5 =
EL (E2fp − 2f2p + E2) r˙p
rpf4p
ht − E
3L
f3p
∂tht +
EL (fp − E2) r˙p
f3p
∂rht +
EL (−5fpU2p + 4E2fp + U2p )
2rpf2p
hr
− EL
(
fp + E2
)
r˙p
f3p
∂thr +
EL (U2p − E2)
fp
∂rhr −
(
m2 − 1) EL3
2r4pfp
h2,
(A.44)
f t6 = −EL
3
r3p
hr − EL
3
2r4pfp
h2, (A.45)
f t7 = − EL
3
2r4pfp
h2, (A.46)
fr0 =
[
M
(E2fp − f2p − (5E2 − U2p )U2p + 4E4)
2f3p
− imEL
(
fp − U2p + 2E2
)
r˙p
4f3p
]
htt − r
2
pE2
(
fp − U2p + 2E2
)
r˙p
4f4p
∂thtt
+
r2p
(E2fp + f2p + (3E2 − U2p )U2p − 2E4)
4f2p
∂rhtt
+
[
−M
(−fp (2U2p + E2)+ f2p + (U2p − E2)U2p )
2fp
− imEL
(
3fp − U2p + 2E2
)
r˙p
4fp
]
hrr
− r
2
pE2
(
3fp − U2p + 2E2
)
r˙p
4f2p
∂thrr +
r2p
(
2fpU
2
p − E2fp − f2p +
(
3E2 − U2p
)
U2p − 2E4
)
4
∂rhrr
+
[
imEL (U2p − E2 − fp)
fp
+
ME2 (2fp − U2p + 2E2) r˙p
f3p
]
htr − r
2
pE2
(
fp − U2p + E2
)
f2p
∂thtr (A.47)
+
r2pE2
(
U2p − E2
)
r˙p
f2p
∂rhtr +
[
imEL (fp + 1)
(E2 − U2p )
rpf2p
+
m2E2L2r˙p
r2pf2p
]
jt − imE
3Lr˙p
f3p
∂tjt
+
imEL (fp + U2p − E2)
fp
∂rjt +
[
m2L2 (fp − U2p + E2)
r2p
+
imEL (−5fpU2p + 4E2fp + 4f2p + U2p ) r˙p
2rpf2p
]
jr
− imEL
(
fp − U2p + E2
)
fp
∂tjr − imEL
(E2 − U2p ) r˙p
fp
∂rjr +
imEL (fp − U2p ) r˙p
2f2p
K +
r2pE2
(
fp − U2p
)
r˙p
2f3p
∂tK
− r
2
p
(
fp − U2p
) (
fp + U
2
p − E2
)
2fp
∂rK +
[
−m
2L2 (fp − U2p + E2)
rp
+
im
(
m2 + 4
) EL3r˙p
4r2pfp
]
G+
m2E2L2r˙p
4f2p
∂tG
− m
2L2 (fp + U2p − E2)
4
∂rG,
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fr1 =
[
−ML
2
(
fp + U
2
p − E2
)
2r2pf2p
− imEL
3r˙p
4r2pf2p
]
htt − E
2L2r˙p
4f3p
∂thtt +
L2 (fp + U2p − E2)
4fp
∂rhtt
+
[
L2 (5fp (U2p − E2)− 3f2p − fp − U2p + E2)
4rp
+
imEL3r˙p
4r2p
]
hrr +
E2L2r˙p
4fp
∂thrr − L
2fp
(
fp + U
2
p − E2
)
4
∂rhrr
− E
2L2r˙p
rpfp
htr − imEL
3r˙p
r3p
jr +
L2 (fp − U2p + E2)
rp
K +
[
l(l + 1)L2 (fp − U2p + E2)
2rp
− imEL
3r˙p
r2pfp
]
G, (A.48)
fr2 = −E
2L2r˙p
r2pf2p
jt − L
2
(
fp − U2p + E2
)
r2p
jr +
[
L2 (fp − U2p + E2)
rp
− 5imEL
3r˙p
4r2pfp
]
G− E
2L2r˙p
4f2p
∂tG
+
L2 (fp + U2p − E2)
4
∂rG,
(A.49)
fr3 =
imEL3r˙p
4r2pfp
G+
E2L2r˙p
4f2p
∂tG− L
2
(
fp + U
2
p − E2
)
4
∂rG, (A.50)
fr4 =
imE2L2r˙p
r2pf2p
ht +
imL2 (fp − U2p + E2)
r2p
hr +
[
2imL2 (U2p − E2)
r3p
− m
2EL3r˙p
r4pfp
]
h2 +
imE2L2r˙p
2r2pf2p
∂th2
− imL
2
(
fp + U
2
p − E2
)
2r2p
∂rh2,
(A.51)
fr5 =
EL (fp + 1)
(E2 − U2p )
rpf2p
ht − E
3Lr˙p
f3p
∂tht +
EL (fp + U2p − E2)
fp
∂rht − EL
(
5fpU
2
p − 4E2fp − 4f2p − U2p
)
r˙p
2rpf2p
hr
− EL
(
fp − U2p + E2
)
fp
∂thr +
EL (U2p − E2) r˙p
fp
∂rhr −
(
m2 − 1) EL3r˙p
2r4pfp
h2, (A.52)
fr6 = −EL
3r˙p
r3p
hr − EL
3r˙p
2r4pfp
h2, (A.53)
fr7 = −EL
3r˙p
2r4pfp
h2. (A.54)
Section A.4: Additional self-force values
The following two tables (Tables A.1 and A.2) provide GSF data that compliments that presented in
Tables 4.3 and 4.4.
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Table A.1: Same as Table 4.3 with e = 0.3.
χ p = 10 p = 20 p = 30 p = 60 p = 90
F t
0 −1.02425× 10−3 −2.195889× 10−5 −2.619956× 10−6 −7.6424003× 10−8 −9.94261928× 10−9
pi/4 7.93725× 10−4 2.611011× 10−4 1.056357× 10−4 2.0516060× 10−5 7.66603327× 10−6
pi/2 1.12072× 10−3 2.704049× 10−4 1.061464× 10−4 2.0147891× 10−5 7.47715975× 10−6
3pi/4 5.23325× 10−4 1.237182× 10−4 4.795782× 10−5 8.9766821× 10−6 3.31514100× 10−6
pi 2.83617× 10−7 −3.146284× 10−8 −4.916581× 10−9 −1.5203069× 10−10 −1.85477251× 10−11
5pi/4 −5.01242× 10−4 −1.234054× 10−4 −4.792378× 10−5 −8.9756562× 10−6 −3.31499843× 10−6
3pi/2 −1.05385× 10−3 −2.698687× 10−4 −1.061119× 10−4 −2.0147281× 10−5 −7.47706856× 10−6
7pi/4 −1.52944× 10−3 −2.782552× 10−4 −1.077562× 10−4 −2.0579481× 10−5 −7.67431383× 10−6
F r
0 2.30316× 10−2 6.836866× 10−3 3.254304× 10−3 8.7346506× 10−4 3.97631238× 10−4
pi/4 2.10318× 10−2 6.042486× 10−3 2.859673× 10−3 7.6346290× 10−4 3.46940757× 10−4
pi/2 1.41875× 10−2 4.215713× 10−3 1.985131× 10−3 5.2535511× 10−4 2.37910729× 10−4
3pi/4 8.91644× 10−3 2.676966× 10−3 1.253239× 10−3 3.2907620× 10−4 1.48590757× 10−4
pi 7.11090× 10−3 2.131279× 10−3 9.953187× 10−4 2.6059554× 10−4 1.17547270× 10−4
5pi/4 8.70369× 10−3 2.669408× 10−3 1.252041× 10−3 3.2902233× 10−4 1.48581907× 10−4
3pi/2 1.30565× 10−2 4.179240× 10−3 1.979557× 10−3 5.2511220× 10−4 2.37871148× 10−4
7pi/4 1.86761× 10−2 5.972195× 10−3 2.849306× 10−3 7.6302517× 10−4 3.46870034× 10−4
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Table A.2: Same as Table 4.3 with e = 0.7.
χ p = 10 p = 20 p = 30 p = 60 p = 90
F t
0 −1.12× 10−2 −2.101× 10−4 −2.3435× 10−5 −6.4473× 10−7 −1.97× 10−7
pi/4 6.33× 10−3 9.829× 10−4 3.7436× 10−4 7.1857× 10−5 2.68× 10−5
pi/2 3.53× 10−3 6.765× 10−4 2.5715× 10−4 4.7747× 10−5 1.76× 10−5
3pi/4 6.28× 10−4 1.300× 10−4 4.8732× 10−5 8.8491× 10−6 3.24× 10−6
pi 9.81× 10−8 1.933× 10−9 2.2050× 10−10 6.4536× 10−12 −3.01× 10−11
5pi/4 −6.10× 10−4 −1.296× 10−4 −4.8678× 10−5 −8.8474× 10−6 −3.24× 10−6
3pi/2 −2.15× 10−3 −6.524× 10−4 −2.5435× 10−4 −4.7665× 10−5 −1.76× 10−5
7pi/4 −6.48× 10−3 −9.957× 10−4 −3.7692× 10−4 −7.1956× 10−5 −2.68× 10−5
F r
0 5.24× 10−2 1.185× 10−2 5.5084× 10−3 1.4758× 10−3 6.74× 10−4
pi/4 4.66× 10−2 9.581× 10−3 4.3877× 10−3 1.1591× 10−3 5.27× 10−4
pi/2 1.62× 10−2 4.435× 10−3 2.0476× 10−3 5.3292× 10−4 2.40× 10−4
3pi/4 4.22× 10−3 1.180× 10−3 5.3937× 10−4 1.3833× 10−4 6.20× 10−5
pi 1.55× 10−3 4.224× 10−4 1.9202× 10−4 4.9022× 10−5 2.19× 10−5
5pi/4 4.19× 10−3 1.179× 10−3 5.3905× 10−4 1.3832× 10−4 6.20× 10−5
3pi/2 1.35× 10−2 4.348× 10−3 2.0342× 10−3 5.3232× 10−4 2.40× 10−4
7pi/4 2.68× 10−2 9.061× 10−3 4.3148× 10−3 1.1561× 10−3 5.26× 10−4
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APPENDIX B: METHOD OF SPECTRAL SOURCE INTEGRATIONS IN BHP
THEORY
Section B.1: Exact Fourier spectrum for dtp/dχ as p→∞
Several figures in this chapter have shown numerical evidence of exponential fall-off in the FD spectra
of source functions in the perturbation and orbit equations. Here we demonstrate an exact calculation of
the Fourier spectrum in one simplified case. Consider the source function g(χ) in Eqn. (5.7) and make a
post-Newtonian expansion
dtp
dχ
≡ g(χ) = Mp
3/2
(1 + e cosχ)2
+O
(
p1/2
)
. (B.1)
We then focus on the leading Newtonian term and seek to find its Fourier spectrum. Our derivation is similar
to one found in [224]. Adopting the notation gN (χ) for the term in question, we first introduce complex
exponentials
gN (χ) =
Mp3/2[
1 + 12e (e
iχ + e−iχ)
]2 . (B.2)
The denominator in this expression can be factored
gN (χ) =
4Mp3/2σ2
e2(1 + σeiχ)2 (1 + σe−iχ)2
, (B.3)
by introducing
σ =
1
e
(
1−
√
1− e2
)
, (B.4)
which is one of the roots of the quadratic equation σ2 − (2/e)σ + 1 = 0. We then make a partial fractions
decomposition of Eqn. (B.3)
gN (χ) =
Mp3/2
e2(σ2 − 1)3
[
4
(
1 + σ2
)
σ2 +
4σ2
(
σ2 − 1)
(1 + σeiχ)2
− 8σ
4
1 + σeiχ
+
4σ2
(
σ2 − 1)
(1 + σe−iχ)2
− 8σ
4
1 + σe−iχ
]
. (B.5)
Since it can be shown that |σ| < 1 for bound motion, each of the terms in Eqn. (B.5) can be expanded in
binomial or geometric series. The result is a Fourier series in χ. Because of the symmetry of gN (χ), the
expansion reduces to a cosine series
gN (χ) =
1
2
G0 +
∞∑
n=1
Gn cos (nχ) , (B.6)
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and we find that the spectrum has the form
Gn = 8Mp
3/2(−1)n+1
e2(1− σ2)3
[
(n− 1)σn+4 − (n+ 1)σn+2] . (B.7)
The exponential convergence of the series is evident.
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APPENDIX C: MST METHOD FOR HIGH-PRECISION ENERGY FLUXES, AND
COMPARISON WITH PN THEORY
Section C.1: The mass quadrupole tail at 1PN
In their Eqn. (5.14) Arun et al. [13] write the tail contribution to the mass quadrupole flux in terms of
enhancement factors as
Fmass quadtail =
32
5
ν2y13/2
×
{
4piϕ(et) + piy
[
−428
21
α(et) +
178
21
νθ(et)
]}
,
(C.1)
where ν is the symmetric mass ratio. The α and θ enhancement factors contribute at 2.5PN and depend on
the 1PN mass quadrupole. This dependence makes them more difficult to calculate than any of the other
enhancement factors up to 3PN. Arun et al. outline a procedure for computing α and θ numerically, showing
their results graphically.
In this appendix we summarize our calculation of the 2.5PN enhancement factor α, which contributes
to ψ [see Arun et al. Eqn. (6.1a)]. Our presentation follows closely that given in Sec. IVD of Arun et al.
Unlike them, we work in the µ/M → 0 limit and use the BHP notation already established in this chapter.
Significantly, we were able to find an analytic expression for α as a high-order power-series in eccentricity.
We give this series (with a singular factor removed) to 20th-order in Sec. 6.3, but we have computed it to
70th order. Although we are working in the µ/M → 0 limit, it may be possible to employ the method
outlined here to obtain the finite mass-ratio term θ in a similar power series.
C.1.1: Details of the flux calculation
With y expanded in p as discussed in the text, we are able to find 1PN expansions of E and L using
Eqn. (6.22). In order to find the other orbital quantities that will go into the 1PN mass quadrupole we
use the quasi-Keplerian (QK) parametrization [62]. As that parametrization is well covered in Ref. [13] and
many other papers, we will not go into detail here, except to make two points.
First, in the QK parametrization rp, ϕp and their derivatives are expressed as functions of the eccentric
anomaly u. As such, when computing the Fourier series coefficients of the mass quadrupole we perform
integrations with respect to u. Additionally, we note that when using the QK parametrization, at 1PN there
are 3 eccentricities et, er and eϕ. Typically eccentric orbits are described using et. Through 3PN e and et
are related to each other via (6.84). We use this expression to convert known PN enhancement factors to e
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dependence, as shown in Sec. 6.3.4.
To lowest order in µ/M , the 1PN mass quadrupole is given by
Iij = µ
[(
1 +
29
42
x˙2p −
5
7
M
rp
)
x〈ip x
j〉
p
+
11
21
r2px˙
〈i
p x˙
j〉
p −
4
7
rpr˙px
〈i
p x˙
j〉
p
]
,
(C.2)
with the angle brackets indicating a symmetric trace free projection (e.g. x
〈i
p x
j〉
p = xipx
j
p− r2pδij/3). We start
by expanding Iij in a Fourier series
Iij(t) =
∞∑
n=−∞
2∑
m=−2
Iij
(m,n)
eiωmnt. (C.3)
Note that in this series we are following the sign convention of Arun et al. which differs from that in, e.g.
Eqn. (6.30). Arun et al. give the mass quadrupole tail flux in their Eqn. (4.17) as
Fmass quadtail = (C.4)
4M
5
〈
I
(3)
ij (t)
∫ ∞
0
dτI
(5)
ij (t− τ)
[
log
(
τ
2r0
)
+
11
12
]〉
.
Here the superscripts (3) and (5) indicate the number of time derivatives, and r0 is a constant with dimensions
length which does not appear in the final expression for the flux. Inserting Eqn. (C.3) we find
Fmass quadtail = −
4M
5
∑
m,m′,n,n′
ω3mnω
5
m′n′ (C.5)
× Iij
(m,n)
I∗ij
(m′,n′)
〈
ei[Ωϕ(m−m
′)+Ωr(n−n′)]t
〉
×
∫ ∞
0
dτ eiωm′n′τ
[
log
(
τ
2r0
)
+
11
12
]
.
In deriving Eqn. (C.5) we have reversed the sign on both m′ and n′ and used the crossing relation (m,n)Iij =
(−m,−n)I∗ij . We split this expression up into four terms, writing
Fmass quadtail =
∑
n,n′,m,m′
A · B · C · D, (C.6)
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with
A = −4M
5
ω3mnω
5
m′n′ ,
B = Iij
(m,n)
I∗ij
(m′,n′)
,
C =
〈
ei[Ωϕ(m−m
′)+Ωr(n−n′)]t
〉
,
D =
∫ ∞
0
dτ eiωm′n′τ
[
log
(
τ
2r0
)
+
11
12
]
.
(C.7)
Each of these terms has 0PN and 1PN contributions. For example, A = A0 + yA1, and similarly for B, C,
and D. Then, through 1PN the summand in Eqn. (C.6) is
A · B · C · D = A0B0C0D0 + y
(
A1B0C0D0 (C.8)
+A0B1C0D0 +A0B0C1D0 +A0B0C0D1
)
.
Expanding A we find
A0 = − 4y
12
5M7
n3n′5,
A1 = −12y
12
5M7
(
3mn2n′5 + 5m′n3n′4 − 8n3n′5)
1− e2t
(C.9)
We next consider the moments in B, writing
Iij
(m,n)
= I0ij
(m,n)
+ y I1ij
(m,n)
, (C.10)
and hence
B0 = I0ij
(m,n)
I0∗ij
(m′,n′)
,
B1 = I0ij
(m,n)
I1∗ij
(m′,n′)
+ I1ij
(m,n)
I0∗ij
(m′,n′)
.
(C.11)
The heart of the calculation of α comes down to computing the Fourier coefficients (m,n)I1ij in Eqn. (C.11).
As mentioned above, we compute these terms by representing the elements of Iij in the QK parametrization.
The Fourier coefficients are then computed by integrating with respect to the eccentric anomaly u. While
we cannot perform these integrals for completely generic expressions, we do find that we can expand Iij
in eccentricity and obtain (m,n)I1ij as a power series in et. Furthermore, as shown in Sec. 6.3 we are able
185
to remove singular factors in this expansion, leading to much improved convergence for large eccentricity.
Significantly, we find that B0 and B1 are only nonzero when m = m′.
Next we consider C. Expanding the complex exponential to 1PN, we can perform the time-average
integral and we find
C0 = δn,n′ ,
C1 = ipi(m−m′)δn,n′ + m−m
′
n− n′ (1− δn,n′) ,
(C.12)
where the 1−δn,n′ indicates that the second term vanishes when n = n′. The case where we employ C0 = δn,n′
greatly simplifies the calculation, taking us from a doubly-infinite sum to a singly-infinite sum. Remarkably,
the C1 term does not contribute at all. This follows from the fact that it is proportional to m−m′ and the
B0 terms only contribute when m = m
′. Thus, the doubly-infinite sum found by Arun et al. reduces to a
singly-infinite sum (at least) in the limit that µ/M → 0 at 1PN.
The tail integral for D is computed using expressions in Ref. [13]. Each of the terms D0 and D1 is complex
and we find that the imaginary part cancels after summing over positive and negative m′ and n′, leaving a
purely real contribution to the flux. The real contributions to these terms are
D0 = − M
y3/2
pi
2|n′| , D1 =
3piM(n′ −m′)
2y3/2(1− e2t )n′|n′|
. (C.13)
At this point we combine the 0PN and 1PN contributions to A, B, C, and D in Eqns. (C.8) and (C.6).
The Kronecker deltas in Eqn. (C.12) along with the fact that B is nonzero only for m = m′ reduces the sum
to
Fmass quadtail =
∞∑
n=−∞
2∑
m=−2
A · B · C · D. (C.14)
Furthermore, expanding the Fourier coefficients (m,n)I1ij in eccentricity to some finite order truncates the
sum over n. This sum yields both the 1.5PN enhancement factor ϕ and the 2.5PN factor α.
Section C.2: Solving for ν
The full forms of the ανn, β
ν
n, and γ
ν
n mentioned in 6.1.2 are
ανn =
iκ(n+ ν + 1 + s+ i)
(n+ ν + 1)(2n+ 2ν + 3)
× (n+ ν + 1 + s− i)(n+ ν + 1 + iτ),
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βνn = −λ− s(s+ 1) + (n+ ν)(n+ ν + 1) + 2 + (−mq)
+
(−mq)(s2 + 2)
(n+ ν)(n+ ν + 1)
,
γνn = −
iκ(n+ ν − s+ i)(n+ ν − s− i)(n+ ν − iτ)
(n+ ν)(2n+ 2ν − 1) . (C.15)
Now introduce the continued fractions
Rνn ≡
aνn
aνn−1
= − γ
ν
n
βνn−
ανnγ
ν
n+1
βνn+1−
ανn+1γ
ν
n+2
βνn+2−
· · · ,
Lνn ≡
aνn
aνn+1
= − α
ν
n
βνn−
ανn−1γ
ν
n
βνn−1−
ανn−2γ
ν
n−1
βνn−2−
· · · . (C.16)
Then recall that the series coefficients {aνn} satisfy the three-term recurrence (6.10), which can now be
rewritten as
βνn + α
ν
nRn+1 + γ
ν
nLn−1 = 0. (C.17)
This holds for arbitrary n, so in particular we can set n = 0,
βν0 + α
ν
0R1 + γ
ν
0L−1 = 0. (C.18)
In practice, ν is determined by numerically looking for the roots of (C.18). Formally, Rνn and L
ν
n have an
infinite depth, but may be truncated at finite depth in (C.18) depending on the precision to which it is
necessary to determine ν.
We note also that there exists a low-frequency expansion for ν. Letting  = 2Mω,
ν =l +
1
2l + 1
(
− 2− s
2
l(l + 1)
+
[
(l + 1)2 − s2]2
(2l + 1)(2l + 2)(2l + 3)
− (l
2 − s2)2
(2l − 1)(2l)(2l + 1)
)
2 +O(4).
For given l, we are able to take this expansion to arbitrary order, and therefore easily and quickly determine
ν to very high precision for small frequencies.
Section C.3: Numeric coefficients in the high-order post-Newtonian functions
Numerical values for the remaining coefficients in the high-order PN functions (6.97)-(6.113) are provided
in Tables C.1-C.15.
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3.5PN Coefficients
Coefficient Decimal Form
b26 −1.490561574783877
b28 −1.193065651880562
b30 −0.9727274285773439
b32 −0.8055449753687710
b34 −0.6760669725730609
b36 −0.5740065189983486
b38 −0.4923153284656641
b40 −0.4260425626411813
b42 −0.3716342707794599
b44 −0.3264898836852403
b46 −0.2886737566317485
b48 −0.2567230158706580
b50 −0.229516796538214
b52 −0.2061855361551
b54 −0.1860469549
Table C.1: Coefficients in the 3.5PN function ac-
cording to the form of Eqn. (6.97) for which we
were unable to determine rational forms.
4PN Non-Log Coefficients
Coefficient Decimal Form
d8 -12385.51003537713
d10 5863.111480566811
d12 3622.327433443339
d14 2553.863176036157
d16 2026.951300184891
d18 1688.454045610002
d20 1449.705886053665
d22 1271.358072870572
d24 1132.705339539895
d26 1021.659868559411
d28 930.6413570026334
d30 854.6360714818981
d32 790.1870990544641
d34 734.8297131797
d36 686.7572696
d38 644.61426
d40 607.363
Table C.2: Coefficients in the 4PN function L4
according to the form of Eqn. (6.98).
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4.5PN Non-Log Coefficients
Coefficient Decimal Form
h4 34992.49298556799
h6 39847.21900599596
h8 −6749.004994216654
h10 −11556.5757682355
h12 −3380.99341129105
h14 −2106.48821413306
h16 −1605.13441975986
h18 −1305.76892323295
h20 −1104.20944659088
h22 −958.287100012754
h24 −847.360081662457
h26 −759.987768729771
h28 −689.280637106089
h30 −630.824342070861
h32 −581.651645011457
h34 −539.69025201625
h36 −503.44686180
Table C.3: Coefficients in the 4.5PN function
L9/2 according to the form of Eqn. (6.100).
4.5PN Log Coefficients
Coefficient Decimal Form
g20 0.00005237112441246353
g22 1.500221637093169× 10−6
g24 −1.445846088397795× 10−6
g26 −3.761668215289038× 10−7
g28 −6.09085540489931× 10−8
g30 −8.1161948669× 10−9
Table C.4: Coefficients in the 4.5PN log function
L9/2L according to the form of Eqn. (6.101).
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5PN Non-Log Coefficients
Coefficient Decimal Form
k2 −30239.82434287415
k4 −104593.9352475713
k6 75463.00111171990
k8 269065.9776584819
k10 73605.36477482046
k12 −41367.54579072399
k14 −30242.01469796259
k16 −22936.05821746133
k18 −18706.03853031426
k20 −15829.44370858490
k22 −13730.52183792896
k24 −12127.0027508276
k26 −10860.422505
Table C.5: Coefficients in the 5PN function L5
according to the form of equation Eqn. (6.102).
5PN Log Coefficients
Coefficient Decimal Form
j26 −17.11762038204405
j28 −13.5361663264
Table C.6: Coefficients in the 5PN log function
L5L according to the form of Eqn. (6.103).
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5.5PN Non-Log Coefficients
Coefficient Decimal Form
m2 −6745.196131429910
m4 −141316.5392653812
m6 −469215.6608702663
m8 −434086.0636932912
m10 48474.32085716919
m12 129328.2556268356
m14 72095.03819665170
m16 53240.504083351
m18 42978.60994
Table C.7: Coefficients in the 5.5PN function
L11/2 according to the form of Eqn. (6.104).
5.5PN Log Coefficients
Coefficient Decimal Form
l12 189.3698825402159
l14 0.007977195397456623
l16 0.0239041225377
Table C.8: Coefficients in the 5.5PN log function
L11/2L according to the form of Eqn. (6.105).
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6PN Non-Log Coefficients
Coefficient Decimal Form
n2 183747.5626219038
n4 1960389.869256877
n6 5197796.234905070
n8 2705571.654688992
n10 −1438997.974016927
n12 −923762.260160
Table C.9: Coefficients in the 6PN function L6
according to the form of Eqn. (6.106).
6PN Log Coefficients
Coefficient Decimal Form
p2 −45332.65954460482
p4 −339065.8391750689
p6 −612772.4442656394
p8 −63054.18877810686
p10 298247.27730847
p12 107300.427923
Table C.10: Coefficients in the 6PN log function
L6L according to the form of Eqn. (6.107).
6.5PN Non-Log Coefficients
Coefficient Decimal Form
r2 −127378.8277728414
r4 −1087743.1117750650
r6 −1820396.3219686398
r8 837531.195260
r10 2191527.42
r12 −676000
Table C.11: Coefficients in the 6.5PN function
L13/2 according to the form of Eqn. (6.109).
6.5PN Log Coefficients
Coefficient Decimal Form
s2 3556.505482510765
s4 −88650.24536994091
s6 −725275.3694386568
s8 −1383744.78113972
s10 −775068.8299
s12 −117673
Table C.12: Coefficients in the 6.5PN log func-
tion L13/2L according to the form of Eqn. (6.110).
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7PN Non-Log Coefficients
Coefficient Decimal Form
t2 274599.5315289643
t4 −1830774.789990
t6 −22622781.31
Table C.13: Coefficients in the 7PN function L7
according to the form of Eqn. (6.111).
7PN Log Coefficients
Coefficient Decimal Form
u2 196177.8173496888
u4 3290034.8114615
u6 13274887.225
u8 17171440
Table C.14: Coefficients in the 7PN log function
L7L according to the form of Eqn. (6.112).
7PN Log-Squared Coefficients
Coefficient Decimal Form
v2 11387.49469684699
v4 157165.280283919
v6 568228.86246
v8 677671.2
Table C.15: Coefficients in the 7PN log-squared function L7L2 according to the form of Eqn. (6.113).
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APPENDIX D: MST AND PN COMPARISON FOR ENERGY FLUX TO HORIZON
AND ANGULAR MOMENTUM FLUXES
Section D.1: Numeric coefficients in the high-order post-Newtonian functions
Numerical values for the remaining coefficients in the high-order PN functions (7.49)-(7.60) , (7.22)-(7.38),
and (7.67)-(7.80) are provided in Tables D.1-D.35.
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B4 coefficients
Coefficient Decimal Form
a6 −476326.964583779
a8 −272739.680555887
a10 118761.244788324
a12 105765.051763046
a14 65538.4947890316
a16 35500.6480809668
a18 24737.1466223151
a20 19143.8427112806
a22 15611.2885803643
a24 13170.9620672325
a26 11383.9217888551
a28 10019.4199604247
a30 8944.00457288619
a32 8075.01938165575
a34 7358.51953813708
a36 6757.80475552261
a83 6247.04496281610
a40 5807.53874187353
Table D.1: Coefficients in the horizon energy flux function B4 according to the form of Eqn. (7.49).
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B5 coefficients
Coefficient Decimal Form
c2 133024.378258928
c4 1236271.73049001
c6 7051866.50352999
c8 18501044.5205267
c10 16072914.5031818
c12 5497406.31539234
c14 2286367.93763455
c16 1652226.20216844
c18 1345270.96355218
c20 1122297.73179945
c22 961610.951828221
c24 841242.76810070
c26 747773.07698
Table D.2: Coefficients in the horizon energy flux
function B5 according to the form of Eqn. (7.51).
B11/2 coefficients
Coefficient Decimal Form
f14 −22494.7883883722
f16 −212.657689262257
f18 0.00200431039130656
f20 0.00308333632707
f22 −0.00460235553
Table D.3: Coefficients in the horizon energy
flux function B11/2 according to the form of
Eqn. (7.53).
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B6 coefficients
Coefficient Decimal Form
w0 7574.84420916086
w2 −317744.695557161
w4 −17656969.7145827
w6 −133307468.213313
w8 −387160324.405805
w10 −565051871.749588
w12 −398672971.160350
w14 −156422552.961596
w16 −72081659.13579
Table D.4: Coefficients in the horizon energy flux
function B6 according to the form of Eqn. (7.54).
B6L coefficients
Coefficient Decimal Form
A2 −181841.251303069
A4 −2781151.27601523
A6 −17149841.6525323
A8 −52717880.6631892
A10 −75085523.2738930
A12 −39791556.9821979
A14 −1931636.42629583
A16 4893386.2952948
Table D.5: Coefficients in the horizon energy
flux function B6L according to the form of
Eqn. (7.55).
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B13/2 coefficients
Coefficient Decimal Form
B6 21549884.3351084
B8 69569525.2931793
B10 93093956.3949576
B12 52141218.74163
Table D.6: Coefficients in the horizon energy
flux function B13/2 according to the form of
Eqn. (7.57).
B7 coefficients
Coefficient Decimal Form
C0 23539.9763510554
C2 25458.3817105839
C4 2066492.87504201
C6 487163783.758562
C8 3495152767.69087
C10 8581627913.17796
C12 10122631724.9604
C14 6267560409.41675
Table D.7: Coefficients in the horizon energy flux
function B7 according to the form of Eqn. (7.58).
B7L coefficients
Coefficient Decimal Form
D0 −11240.1176893521
D2 −461516.351953968
D4 1003635.65298809
D6 61662838.0709280
D8 370399927.793968
D10 993225469.057565
D12 1283300723.55648
D14 725479831.472017
Table D.8: Coefficients in the horizon energy
flux function B7L according to the form of
Eqn. (7.59).
B7L2 coefficients
Coefficient Decimal Form
F8 31021781.4719388
F10 17429262.3056293
F12 −4628121.20087401
F14 −4214324.29693089
Table D.9: Coefficients in the horizon energy
flux function B7L2 according to the form of
Eqn. (7.60).
198
3.5PN Coefficients
Coefficient Decimal Form
α24 0.381768510204181
α26 0.302554636004281
α28 0.244619608148209
α30 0.201130216019270
α32 0.167758731951983
α34 0.141664426176557
α36 0.120924887424294
α38 0.104204442821425
α40 0.0905535161413114
α42 0.0792832363206442
α44 0.0698848217325057
α46 0.0619764355030604
α48 0.0552673591893681
α50 0.0495333525082712
Table D.10: Coefficients in the 3.5PN angular
momentum function according to the form of
Eqn. (7.22).
4PN Coefficients
Coefficient Decimal Form
β8 125.257892970096
β10 681.641313585874
β12 493.477670695673
β14 387.930640426412
β16 320.717379480145
β18 273.742381044871
β20 238.925380289345
β22 212.038342787065
β24 190.628322375325
β26 173.166536670308
β28 158.647869332785
β30 146.383207132396
β32 135.883787569865
β34 126.793069239195
β36 118.844722719784
β38 111.835725044090
β40 105.608564317018
Table D.11: Coefficients in the 4PN angular
momentum function according to the form of
Eqn. (7.23).
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4.5PN Coefficients
Coefficient Decimal Form
γ0 719.128342233430
γ2 11559.5691787981
γ4 32230.2399517160
γ6 18336.6863556360
γ8 −4994.83323476296
γ10 −2745.31153070548
γ12 −1563.70572749554
γ14 −1171.97642486525
γ16 −944.565034132989
γ18 −794.063570562515
γ20 −686.209899264771
γ22 −604.797157885597
γ24 −541.010455923904
γ26 −489.606689567605
γ28 −447.256335633308
γ30 −411.736302134900
γ32 −381.502242250501
γ34 −355.446181625902
Table D.12: Coefficients in the 4.5PN angular
momentum function according to the form of
Eqn. (7.25).
4.5PN Log Coefficients
Coefficient Decimal Form
δ18 0.0000111668618781434
δ20 −6.54719522111360× 10−6
δ22 −1.62738491364996× 10−6
δ24 −2.60635538796196× 10−7
δ26 −4.46074140463940× 10−8
δ28 −1.31183008728791× 10−8
δ30 −6.279183682225× 10−9
Table D.13: Coefficients in the 4.5PN angular
momentum log function according to the form of
Eqn. (7.26).
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5PN Coefficients
Coefficient Decimal Form
0 −1216.90699131704
2 −22383.4207098531
4 −57625.2223935569
6 −8069.13955580542
8 20062.6994155058
10 221.721595370493
12 −2692.18558184628
14 −2162.80162079329
16 −1771.20000186565
18 −1495.58990218969
20 −1292.42136237882
22 −1136.88441852930
24 −1014.19069748247
26 −915.037346342371
Table D.14: Coefficients in the 5PN angular
momentum function according to the form of
Eqn. (7.27).
5PN Log Coefficients
Coefficient Decimal Form
ζ28 2.42669092757361
ζ30 −1.97857723349617
ζ32 −1.63855525354544
Table D.15: Coefficients in the 5PN angular mo-
mentum log function according to the form of
Eqn. (7.28).
201
5.5PN Coefficients
Coefficient Decimal Form
η0 958.934970119567
η2 5526.39004457609
η4 −53903.2859207276
η6 −185409.807917519
η8 −102028.444664352
η10 51436.4303492534
η12 39300.2348997650
η14 28184.8166471112
η16 22489.8895863791
η18 18786.987711031
Table D.16: Coefficients in the 5.5PN angular
momentum function according to the form of
Eqn. (7.29).
5.5PN Log Coefficients
Coefficient Decimal Form
θ12 0.866166828620341
θ14 0.206931409415842
θ16 −0.0226717876220953
Table D.17: Coefficients in the 5.5PN angular
momentum log function according to the form of
Eqn. (7.30).
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6PN Coefficients
Coefficient Decimal Form
ι0 2034.78998213038
ι2 86252.0736473255
ι4 589732.383440695
ι6 1008149.28802306
ι8 262279.483172672
ι10 −180503.094297006
ι12 −87884.3837967377
ι14 −51750.2964816520
ι16 −39872.789524795
Table D.18: Coefficients in the 6PN angular
momentum function according to the form of
Eqn. (7.31).
6PN Log Coefficients
Coefficient Decimal Form
κ0 −950.364662594048
κ2 −26350.3992505638
κ4 −116904.758515080
κ6 −118850.406801851
κ8 8517.11803063370
κ10 23697.8966812185
κ12 6924.75055623917
κ14 4309.15909417007
κ16 3279.9376500078
Table D.19: Coefficients in the 6PN angular mo-
mentum log function according to the form of
Eqn. (7.32).
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6.5PN Coefficients
Coefficient Decimal Form
λ0 −7781.97355767455
λ2 −268421.864800094
λ4 −1611402.87411235
λ6 −2199767.83340088
λ8 −260290.773518637
Table D.20: Coefficients in the 6.5PN angular
momentum function according to the form of
Eqn. (7.34).
6.5PN Log Coefficients
Coefficient Decimal Form
µ4 −165.179588132602
µ6 −105877.929556878
µ8 −140305.445916666
µ10 −35795.7035008751
Table D.21: Coefficients in the 6.5PN log angu-
lar momentum function according to the form of
Eqn. (7.35).
7PN Coefficients
Coefficient Decimal Form
ν0 15383.9824230825
ν2 349213.196603900
ν4 1201932.14265
Table D.22: Coefficients in the 7PN angular
momentum function according to the form of
Eqn. (7.36).
7PN Log Coefficients
Coefficient Decimal Form
ξ0 133.710483568656
ξ2 84983.0421671740
ξ4 952295.2764664
Table D.23: Coefficients in the 7PN log angu-
lar momentum function according to the form of
Eqn. (7.37).
204
7PN Log-Squared Coefficients
Coefficient Decimal Form
ρ2 −5977.36939045459
ρ4 −51546.592338098
Table D.24: Coefficients in the 7PN log-squared
angular momentum function according to the
form of Eqn. (7.38).
D3 Coefficients
Coefficient Decimal Form
G42 −240.558657542813
G44 −228.197181445935
G46 −217.046896229971
G48 −206.937702928085
G50 −197.730000573645
G52 −189.308129380230
G54 −181.575439345944
G56 −174.450531880904
G58 −167.864360739348
G60 −161.757971068662
Table D.25: Coefficients in the horizon en-
ergy flux function D3 according to the form of
Eqn. (7.67).
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D4 Coefficients
Coefficient Decimal Form
H8 −15917.2393718277
H10 13112.5787634383
H12 10648.9103321056
H14 4516.86753975571
H16 2508.28029725019
H18 1709.94676041099
H20 1265.36619671672
H22 986.532916454759
H24 798.017819072053
H26 663.599836761697
H28 563.825302768633
H30 487.387429206011
H32 427.309963673995
H34 379.080415119692
H36 339.665441090018
H38 306.959568988620
H40 279.461100437495
H42 256.073640595165
H44 235.980263851830
H46 218.561305455968
H48 203.339230489186
H50 189.940798811668
Table D.26: Coefficients in the horizon en-
ergy flux function D4 according to the form of
Eqn. (7.69).
D5 Coefficients
Coefficient Decimal Form
J4 461847.690963459
J6 1778459.83119077
J8 3195442.30135775
J10 1494898.56222368
J12 419535.516323101
J14 234077.788589195
J16 188679.552911344
J18 155911.009966680
J20 132166.269621041
J22 114649.393266231
J24 101230.925266733
J26 90629.2839852682
J28 82042.5011758509
J30 74945.7585296176
J32 68981.7717516893
J34 63899.028313039
Table D.27: Coefficients in the horizon en-
ergy flux function D5 according to the form of
Eqn. (7.71).
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D5L Coefficients
Coefficient Decimal Form
K34 −122.285444984612
K36 −102.402202636336
K38 86.7790743463307
K40 −74.3078068365245
K42 −64.21391420170
Table D.28: Coefficients in the horizon en-
ergy flux function D5L according to the form of
Eqn. (7.72).
D11/2 Coefficients
Coefficient Decimal Form
L16 −0.163016713437241
L18 0.0571268187450320
L20 −0.0124032606224701
L22 0.000929251239704447
L24 0.000218569853005433
L26 −0.0000265841374142
Table D.29: Coefficients in the horizon energy
flux function D11/2 according to the form of
Eqn. (7.73).
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D6 Coefficients
Coefficient Decimal Form
M0 7574.84420916086
M2 −95203.3691630266
M4 −6854613.16119500
M6 −33607174.5402964
M8 −63821045.9415449
M10 −64742221.3240780
M12 −29361973.5743038
M14 −10281265.7237674
M16 −5962340.02099966
M18 −4398249.62656445
M20 −3474465.25680588
M22 −2861800.9097174
M24 −2426181.09863
M26 −2100802.857
Table D.30: Coefficients in the horizon en-
ergy flux function D6 according to the form of
Eqn. (7.74).
D6L Coefficients
Coefficient Decimal Form
N6 −1868608.87362314
N8 −3871431.62952661
N10 −3376367.26146415
N12 −524623.572797497
N14 379798.660479605
N16 305106.018110023
N18 238580.260664722
N20 197729.172404408
Table D.31: Coefficients in the horizon en-
ergy flux function D6L according to the form of
Eqn. (7.75).
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D13/2 Coefficients
Coefficient Decimal Form
Q8 11918141.6441874
Q10 95906644.2805709
Q12 28039279.2715930
Q14 236579.491411026
Table D.32: Coefficients in the horizon energy
flux function D13/2 according to the form of
Eqn. (7.77).
D7 Coefficients
Coefficient Decimal Form
R0 23539.9763510554
R2 119135.673835561
R4 −6876865.68072784
R6 106714311.963814
R8 623111492.392
Table D.33: Coefficients in the horizon en-
ergy flux function D7 according to the form of
Eqn. (7.78).
D7L Coefficients
Coefficient Decimal Form
S0 −11240.1176893521
S2 −411951.794614421
S4 −620902.307737313
S6 15261737.9850126
S8 66314933.7509
Table D.34: Coefficients in the horizon en-
ergy flux function D7L according to the form of
Eqn. (7.79).
D7L2 Coefficients
Coefficient Decimal Form
T8 5127621.59974490
T10 667650.72786
Table D.35: Coefficients in the horizon energy
flux function D7L2 according to the form of
Eqn. (7.80).
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Section D.2: Flux expansions using the semi-latus rectum
Although we have chosen to follow the PN convention of using x = (MΩϕ)
2/3 as our expansion parameter,
in some ways this is not the most natural variable to use. To see this, consider the flux expression including
only the lowest-order enhancement factor,
〈
dE
dt
〉
0PN
=
32
5
( µ
M
)2
× x
5
(1− e2)7/2
(
1 +
73
24
e2 +
37
96
e4
)
. (D.1)
Note that at this order the eccentricities e and et are equivalent. The primary drawback of this expression
is the singular factor (1− e2)−7/2, which causes the flux to diverge as e→ 1. This factor can be traced back
to the choice of x as a PN variable. However, we may choose to write x as an expansion in p−1, which to
leading order goes as
x = (1− e2)/p+O(p−2). (D.2)
Re-expressed as an expansion in 1/p, the 0PN flux is then
〈
dE
dt
〉
0PN
=
32
5
( µ
M
)2
× (1− e
2)3/2
p5
(
1 +
73
24
e2 +
37
96
e4
)
. (D.3)
In this expression, the flux no longer diverges as e→ 1, but instead it goes to zero, which is equally unhelpful.
Far more useful is to compute not the flux, but rather the total energy radiated during one radial libration.
We find this by multiplying the flux by the radial period. Expanded in p−1, the radial period carries a factor
of (1− e2)−3/2 which exactly cancels the offending term in Eqn. (D.3), leaving
Tr
〈
dE
dt
〉
0PN
=
64pi
5
µ2
M
1
p7/2
(
1 +
73
24
e2 +
37
96
e4
)
. (D.4)
Thus, for a given PN order, the energy radiated is finite and nonzero in the limit e→ 1.
The total energy radiated in one radial period can be written in a form reminiscent of Eqn. (7.1)
Tr
〈
dE
dt
〉
=
64pi
5
µ2
M
1
p7/2
(
E0 + E1
p1
+
E3/2
p3/2
+ · · ·
)
, (D.5)
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with further terms coming every half-order in p. Through 2.5PN the E terms are
E0 = 1 + 73
24
e2 +
37
96
e4, (D.6)
E1 = −239
336
− 5065
672
e2 − 211
128
e4 +
2393
5376
e6, (D.7)
E3/2 = 4pi
(
1 +
1375
192
e2 +
3935
768
e4 +
10007
36864
e6 +
2321
884736
e8 − 237857
353894400
e10 + · · ·
)
, (D.8)
E2 = −11623
4536
− 328673
4536
e2 − 18668
189
e4 − 20477
2016
e6 +
61703
64512
e8, (D.9)
E5/2 = −127
672
pi
(
1 +
39376
127
e2 +
5363069
8128
e4 +
6867607
73152
e6 − 66064145
9363456
e8 − 10400743
23408640
e10
)
. (D.10)
Note in particular that at 2PN the two separate singular pieces [(1 − e2)11/2 and (1 − e2)5] combine to
form one nonsingular term. The 1.5PN and 2.5PN terms are still not closed form, although they too are
nonsingular.
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