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ABSTRACT





This thesis describes experimental discoveries related to laser-based ion acceleration
from thin foils and the production of high brightness x-rays from high order harmonic
generation. High power femtosecond lasers are ideally suited for use as tabletop
particle accelerators since their short pulse duration enables very high intensities to
be generated at high repetition rates from a compact laser. However, if laser pulse
energy arrives before the main short pulse, it can interact with the target to cause
ablation making high intensity investigations of laser-solid interactions difficult. In
the following experiments, the laser pulse-to-pedestal contrast was improved by 15
orders of magnitude out to nanosecond timescales, allowing for excellent control over
the interaction of a short pulse with solid density material. A sharply-rising laser pulse
with 50 TW of power was focused to a 1.2 micron focal spot, achieving intensities over
1021Wcm−2. Protons accelerated due to sheath acceleration were studied in ultrathin
targets. By sculpting the plasma density using shaped ultrafast pulses, control over
the proton and ion spectra was also demonstrated. Finite spot effects from circular
polarized laser pulses produced efficient acceleration for ultrathin foils, which resulted
xvi
from the efficient conversion of laser light into high energy electrons. Finally, as the
laser pulse drives the critical electron density relativistically, harmonics of the driving
laser are produced. Harmonics up to order 60th were observed. It was observed that
for a plasma scale length beyond a threshold value, parametric instabilities strongly





The 20th century has witnessed a rapid expansion in the understanding of physics,
a great part of which is due to the influence of particle accelerators. Once E. O.
Lawrence demonstrated that electrons gyro-rotating in a magnetic field can be ac-
celerated with an alternating radio frequency (RF) electric field [76], a path was
developed for the eventual development of high energy particle accelerators and high
brightness light sources. While RF acceleration has proven to be a very successful
tool in advancing the maximum particle energy and brightest photon flux achievable
in a laboratory, facilities that exist for scientific research remain fairly scarce. This is
largely due to their immense size and cost.
However, recent advances in short pulse1 laser technology have allowed for the
generation of laser intensities in which the electric field of the laser exceeds hundreds
of teravolts per meter. The interactions of such high fields with matter result in
near instantaneous plasma formation, and the fields themselves are capable of driv-
ing electrons to velocities approaching the speed of light. The effective mass of the
electron changes as the velocity increases, so the interactions become complex and are
inherently nonlinear. The amount of charge separation that is able to occur in such
an interaction gives rise to acceleration gradients many orders of magnitude higher
1Throughout this thesis, the phrase “short pulse” will refer to light with a full width at half
maximum duration of less than 100 femtoseconds (10−15 seconds)
1
those found in conventional particle accelerators, enabling the potential development
of table top particle accelerators. Rapidly accelerating and decelerating electrons
generates radiation, also opening up the possibility of a tabletop high brightness light
source. The following sections will act as a short survey into these novel tabletop
sources and their mechanisms, and discuss why a laser based solution can be more
attractive than conventional technology, with a look at what is currently capable with
conventional methods.
1.1 Laser Based Acceleration
1.1.1 Electron Acceleration
The laser has experienced rapid development and correspondingly a rapid rise in
peak power since its invention just over fifty years ago. The advent of Chirped Pulse
Amplification (CPA) [121] in 1985 has allowed for the construction of compact laser
systems exceeding many terawatts in peak power. However, 6 years earlier in a display
of incredible foresight, Tajima and Dawson from UCLA simulated the interaction of
such a laser with a low density plasma and observed that the plasma waves formed
in the wake of the laser were able to accelerate trapped electrons to relativistic ener-
gies 2. The resonant condition for this laser wakefield acceleration (LWFA) required
that the driving pulse be contained within half of the plasma relativistic wavelength,
necessitating the use of short pulse lasers. While some early experiments using clever
schemes to emulate a short pulse driver showed some success [26, 25, 99, 95, 130],
the availability of terawatt class short pulse lasers enabled the generation of mono-
energetic electron beams at MeV to GeV energies [89, 47, 41, 78]. With acceleration
distances of less than a few centimeters and acceleration gradients of many tens of
gigavolts per meter, compact electron accelerators had been demonstrated.
2Perhaps even more amazing is that the most powerful computer at the time had only 8 MB of
memory [116]!
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Increasing electron energy requires increasing the acceleration length or increasing
the accelerating field. One means of achieving this is to simply increase laser power,
which in turn allows longer interaction lengths by simply using a slower focusing optic.
This method is reliant on the progress of laser technology, although there is currently
a facility under construction that is expected to exceed 10 GeV in electron energy
[77]. To extend the acceleration length further, a staged approach would be needed
in which an electron bunch already accelerated from a previous interaction is injected
into a subsequent interaction to be accelerated further. An all laser based staged
accelerator has been demonstrated [61], so further increases in maximum electron
energy are physically possible.
The laser generated electron beam has some inherent characteristics that make
it attractive for a variety of applications. An electron bunch accelerated from a
single wake is confined to a duration shorter than the period of an electron plasma
oscillation, and it has recently been shown that the duration can be shorter than the
laser pulse duration [30]. The fs duration of electrons with a mono-energetic energy
spectra allow for high resolution electron radiography, and recently there has been
some experimental work exploiting this temporal resolution to examine the dynamics
of magnetic field generation of a laser plasma interaction [117]. The radial symmetry
of the wake provides forces that collimate the electron beam such that the divergence
of the produced beam is on the order of mrads. Self trapping is able to confine a
relatively large amount of charge; up to a nanoCoulomb per shot is typical [93].
While much progress has been made in increasing the electron maximum energy
in a very short amount of time, there is still much to understand about the LWFA
mechanism. When the laser is intense enough to expel all of the electrons in the focal
volume, the resulting plasma wake is strongly nonlinear. This bubble of space charge
can provide high acceleration gradients and produce electron beams with narrow


























A 2 dimensional particle-in-cell simulation of the electron density of a
laser wakefield acceleration interaction for a high intensity laser pulse.
Due to the symmetry of the electric potential this nonlinear regime is
termed the “bubble regime”. Figure courtesy of [126].
(See Fig. 1.1 for an example of a bubble). The mechanism of how electrons enter an
accelerating wake, or are injected to the bubble is an area of interest to increase
the total charge of the electron beam. The injection process can have significant
impacts on electron beam generation, as recent experiments on the effects of ionization
occurring within the wake have demonstrated [103, 94].
Thus far the discussion has been on electron acceleration from gas targets, mainly
due to the success of LWFA. However, electrons are also accelerated in an interaction
with any plasma density, particularly in solid density plasmas in which a variety
of acceleration mechanisms are able to accelerate electrons to energies up to tens
or hundreds of MeV [52]. Inside a solid density plasma extremely large currents
can flow even though regions where the laser does not propagate, causing magnetic
field generation to gigagauss strength [24, 123]. However, due to collisions and other
effects, the properties of the produced electron beam tend to be Boltzmann in energy
spectra and to have a large divergence.
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1.1.2 Ion Acceleration
With their substantially higher mass3, ion motion is limited in comparison to the
electron acceleration mechanisms previously described. Indeed, in many cases the
assumption is made that the ion mass is infinite, so that ion motion is neglected.
For even a proton, this would require a laser intensity over 6 orders of magnitude
higher than what is needed for electron relativistic motion, at an intensity of Iλ2µm &
1024Wcm−2. To place this in context, the highest intensity achieved by a laser system
is two orders of magnitude less, and the sharp focusing optic used is impractical for
use in experiments [143]. This is not to suggest that the ponderomotive force has
no influence, early on it was known that the ponderomotive force from the laser was
strong enough to deform the surface, such that oblique absorption effects could take
place at normal incidence [72]. In addition, the large space charge that is formed
from the ponderomotive force pushing aside the electrons in an low density plasma
gives rise to a Coulomb explosion [16].
The Coulomb explosion mechanism hints at how most ion acceleration mechanisms
work. Since the ions are effectively immobile for the duration of the interaction, one
means of accelerating ions is to set up large space charges by moving the electrons. In
this manner, electrons bootstrap the ions to high energies by the strong electric fields
from charge separation. With higher densities, higher charge separation can occur,
so that higher energies can be achieved but this would require higher intensities as
well.
A problem exists with solid density targets, however. Unless great care is taken, a
layer of contaminants which is a few tens of angstroms thick exists on practically ev-
ery surface. This became immediately obvious to early experimentalists who observed
energetic protons from targets such as tungsten, and found through Auger measure-
3mp is approximately 1836 times me.
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ments that proton rich hydrocarbons4 covered all of their samples [50]. While early
experiments observed protons being accelerated up to MeV energies from the front
surface of solid targets, it was thought that rapid plasma expansion was the source of
the acceleration [7, 42]. A surprising development occurred in pioneering experiments
when for thinner, foil targets protons were observed at MeV energies in a direction
normal to the rear side of the target [86, 24, 120]. A follow up experiment using a
wedged target definitively showed that the primary source of protons was from the
rearside (See Fig. 1.2.) [52].
Figure 1.2:
A wedged target and the radiochromic film that detected the accelerated
protons. There are clearly two beams of protons generated, that come
normal from the rear surfaces. Note that there is not a third beam in the
laser direction. Data courtesy of [52].
The experiment also for the first time introduced the idea that the acceleration
was caused by a sheath field formed by hot electrons that had originated from the
interaction site. The mechanism henceforth known as target normal sheath acceler-
ation (TNSA) describes how accelerated electrons that leave the rear of the target
set up a strong, quasi-static electric field. [137]. In the initial experiments performed
at the Nova Petawatt Laser at Livermore, protons with a maximum energy of 55
4The source of these contaminants is commonly water vapor and vacuum oil, so there exists a
high number of protons, carbon and oxygen atoms on the surface.
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MeV were observed implying accelerating gradients exceeding teravolts per meter.
This is more than enough to cause barrier suppression ionization of protons and ions,
and accelerating them to MeV energies in only a few tens of microns. The lightest
particles would accelerate first, so protons would extract the most energy. In many
experiments, the solid density target would be composed of atoms that were heavier
than those which made up the contaminant layer, so carbon and oxygen would be
the only other ions to be accelerated significantly.
TNSA is arguably the most studied laser ion acceleration mechanism, since ex-
periments can be performed on laser systems with highly varying parameters. Since
the ions originate in a well defined plane, for an unperturbed rear surface the accel-
erated ions all have a very well defined path. Deviations due to collisions will limit
the emittance, but measurements have placed the emittance at > 0.004 mm mrad
[28]. The flux from a proton beam can be high for a single shot. For a typical proton
density of ∼ 1023cm−3 in a 5 nm layer with a transverse width of 100 microns, a total
of 5× 1012 protons can be accelerated 5.
However, there are some inherent characteristics of TNSA that make it less than
ideal for applications. While the emittance is low, the energy spread is high. Al-
though the accelerating field is quasi-static, it is far from static, and as hot electrons
cool and initial ions take away energy from the sheath the field strength decreases
with time. Due to this, the ion energy spectra is typically Boltzmann-like. Another
major obstacle is the maximum energy. For long pulse lasers, proton energies did not
surpass the initially reported Nova results until very recently [59]. For short pulse
lasers, although the electron temperatures may be much higher, the maximum pro-
ton energies remain below 20 MeV as of this writing. As shall be demonstrated in
the following sections, there are many potential applications that depend on higher
5Of course, the tangential size of the accelerating field will be dependent on the total energy de-
posited by the laser and the electron temperature. Kilojoule laser systems with moderate intensities
can support sheath fields mm in diameter.
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energy, narrow energy spread ion beams.
1.1.3 Laser Technology
CPA lasers have been the main driver for laser based accelerators, enabling a
means of achieving high peak intensities without the need of many laser beams and
megajoules of energy [53] In the CPA scheme, a femtosecond pulse is temporally
stretched by some dispersive element, typically a grating, to several hundreds of
picoseconds in duration. This drops the power, and thus the intensity, of the pulse
down many orders of magnitude. Ti:sapphire amplifiers are commonly used as a
gain medium to achieve many orders of magnitude amplification using multipass
or regenerative amplifiers in the near-infrared part of the spectrum. For terawatt
or petawatt class lasers, many stages of amplification might be used and the beam
diameter has to be increased since even the stretched pulse will eventually exceed the
damage threshold of the optics. Finally, the beam is typically sent through a pair of
gratings in the Treacy configuration, that provides negative dispersion to recompress
the pulse down to femtosecond durations [90]. A diagram of a typical CPA laser is
shown in Figure 1.3.
Short pulse CPA systems are now able to deliver terawatts of laser power at repti-
tion rates of kilohertz, making the viability of a laser based accelerator more feasible.
This is achieved by using diodes to provide the high energy and high efficiency light to
the pump lasers rather than flash lamps, which produce large amounts of excess heat
and thus need time to thermally stabilize. A limiting factor for the growth of CPA
lasers is the beam size, for as the beam size increases the optics, and in particular
the compressor gratings must be larger to accommodate the beam without damaging
optics; which will eventually increase costs to prohibitive levels. However, with the
lowering costs and greater availability of terawatt and even petawatt lasers a tabletop
source may soon become feasible for a wide array of applications.
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Figure 1.3: Schematic diagram of a Chirped Pulse Amplification laser system.
1.2 Laser Based Light Sources
Accelerating charges give off radiation, and high acceleration fields inherent with
short pulse lasers that can accelerate electrons to nearly the speed of light in only a
few laser cycles suggest that they may also be a promising source of radiation. In
fact, several methods of generating x-ray light exist from such an interaction, and due
to the short durations of the interaction x-rays are produced in bursts that can have
significant advantages for some applications. The generation of x-rays from a plasma
has been known for long pulse lasers since shortly after the discovery of the laser [37].
In fact, next generation photolithography utilizes a laser produced tin plasma as the
light source [132]. However, an entirely new level of performance can be achieved
with the use of short pulse lasers, utilizing relativistic and nonlinear interactions.
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1.2.1 Hard X-ray Sources
1.2.1.1 X-Ray Transition Emission
When an intense laser interacts with a solid density plasma, electrons are heated
to high energies through a variety of absorption mechanisms that will be discussed in
depth in Chapter II. The electrons can have temperatures in the MeV range, which
enable the electrons to “knock out” electrons from atoms and ions in the plasma. The
atomic vacancy will quickly be filled by an electron in a higher energy level, giving
off transition radiation in the process. If the electron that is removed is an inner
shell electron, the resulting radiation from an electron falling in from the next orbital
shell is in the x-ray regime, and is known as Kα radiation
6. Since the photon energy
emitted depends solely on the difference in electron levels, characteristic emission
lines are generated from a given plasma. The intensity and location of these emission
lines give useful information about the constituent atoms in the plasma, as well as
the electron temperature, making plasma spectroscopy an ideal method for gaining
information about the plasma. For short pulses this light source can be brief, existing
for only several picoseconds [146], useful for back-lighting experiments. As we shall see
in Chapter VI, the emission lines can give insightful information on plasma conditions.
1.2.1.2 Betatron Radiation
Returning to the LWFA mechanism, it was noted that the radial forces of the
wake provided a means of collimation. Any tangential motion would be opposed by a
strong restoring force. For a group of injected electrons with transverse momentum,
oscillating in the transverse direction will give rise to betatron radiation. The radia-
tion produced by the transverse oscillations is Lorentz transformed to the lab frame,
producing radiation analogously to an undulator insertion device used on third gen-
6The nomenclature is due to historical reasons, in plasma spectroscopy nomenclature the actual
emission is known as kα1. K refers to the vacancy location, the alpha represents where the transitional
electron originated, and the numeral is to specify the spin state
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eration synchrotron light sources. Because the oscillations tend to be large compared
to the forward motion, the spectra produced is synchrotron-like. Recent experiments
have demonstrated a high flux of x-rays in the keV energy range [67]. The accelera-
tion time is on the order of the pulse duration, so that the inherent duration of the
x-ray beam is on the order of femtoseconds making it a very bright source.
1.2.2 Soft X-Ray Sources
1.2.2.1 Gas Harmonics
High harmonic generation (HHG) is an example of a very nonlinear process, in
which coherent, few-fs, x-ray pulses are generated when an intense femtosecond laser
is focused into a gaseous media. A sufficiently intense laser pulse can deform the
Coulombic potential that normally binds an electron to an atom to such an extent
that the electron can tunnel through the potential barrier. When the laser field
reverses direction, the electron is rapidly accelerated back to its parent ion, and
can recombine, liberating any excess kinetic energy as a high harmonic photon. If
harmonics from many recolliding electrons are emitted in phase, then the output
extreme ultraviolet (EUV) 7 beams are bright, spatially coherent, covering a large
bandwidth,, and with pulse durations in the femtosecond and even attosecond regimes
[124]. Disadvantages of harmonics generated in this fashion are that great care must
be made to ensure that the harmonics are phase matched, or else the harmonics will
not produce an attosecond pulse train. Additionally, increasing the intensity too
far beyond the ionization threshold prevents the electrons from recombining. This
prohibits further increases in the harmonic production and limits conversion efficiency.
7Different communities refer to the wavelength range of 50 eV to 1 keV by various nomenclature,




After early results of gas harmonic generation, it was noted that harmonic gen-
eration should be achievable with an intense laser incident on a solid density plasma
[135]. At solid densities, an intense laser immediately ionizes the surface and reflects
off of it. At very high intensities electron motion is no longer sinusoidal, for as the
electrons move closer to the speed of light their effective mass increases. The ac-
celerated charges are rapidly decelerated in phase as the linearly polarized electric
field changes signs. The rapid deceleration causes the emittance of radiation, and
for an intense enough laser this can cause emission of soft x-rays. Early experiments
with CO2 lasers discovered a harmonic spectrum being reflected from a variety of
targets that extended into the optical [18]. After early results of gas harmonic gener-
ation into the EUV, it was noted that harmonic generation should be achievable with
a short pulse laser incident onto a solid density plasma [135], and soon after were
demonstrated [69]. With higher intensities becoming available, even higher harmonic
generation is able to be observed, with an experiment on the Vulcan Petawatt laser
producing hundreds of harmonics with hundreds of keV in photon energy[35].
1.3 Applications of Laser Based Sources
1.3.1 Ion Applications
The generation of energetic protons and ions from a compact source is an exciting
prospect for many applications with potential decreases in size and cost. In addition,
there exist several advantages to a laser based accelerator over conventional means.
















Energy loss of protons in liquid water. The sharp region where most of
the energy is deposited is known as the Bragg peak.
1.3.1.1 Hadron Therapy
A heavy particle deposits its energy in a very localized region determined by its
energy, which will be discussed further in chapter III. This region is known as the
Bragg peak, as shown in Fig. 1.4. This is in contrast to light, which follows the
Beer-Lambert law for absorption:
I = I0e
−αx (1.1)
where α is the absorption coefficient of the material. This difference in energy de-
position is exploited in a form of therapy for cancer known as hadron therapy. In
conventional radiation therapy, a specified dose of radiation is to be deposited to a
localized region of the body via x-rays. Unfortunately, even with focusing a sizable
dose of radiation is deposited to regions of healthy tissue surrounding the site of ther-
apy. Since only ionizing radiation is necessary for radiation therapy, an alternative,
long desired idea is to use light ions such as proton or carbon beams to dramatically
reduce the damage to healthy tissue [140]. However, the use of RF accelerators has
proven to be an expensive prospect, as there are only 10 proton therapy facilities in
the United States [1].
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The use of a laser based ion source for proton therapy was discussed shortly
after the discovery of high energy protons from the first experiments [15]. A laser and
target may be realigned on the fly using piezo-actuators eliminating the need for large
and expensive gantries, a very expensive component of a proton therapy center. Laser
based acceleration easily enables acceleration of other light ions, whereas conventional
accelerators are designed for a single particle species. The use of a heavier ion such
as carbon may be beneficial since the transverse scattering is reduced and the region
that is damaged is increased from microns to mm. The reduced scattering allows for
more energy to be deposited in the Bragg peak, and the extended damage range is
more suited for complete irradiation of the tumor; however the number of clinical
trials with carbon ions have been small in comparison to protons [3].
1.3.2 Nuclear Reactions
Since the extremely localized region of dose delivered via ion therapy is akin to a
scalpel, the deposition of radiation can be made very precise. This also necessitates
more accurate information on beam positioning. The human body is a dynamic
system, and depending on the location of the tumor the tissue may change in position
on timescales longer than what is needed to deliver the dose. Rather than irradiate
healthy tissue, imaging is used to track the tumor in situ with a technique known as
positron emission tomography. A positron emitting tracer that preferentially attaches
to tumor cells can be used to flag the region of interest. The positrons will recombine
to form a pair of 511 keV photons which can be reconstructed to form a 3D image.
Additionally, as the ions stop in the Bragg peak, a small number of radioactive
nuclei are generated, such as carbon isotopes 10 and 11 which are positron emitters.
Thus, both the tumor and the interaction can be monitored in situ as the dosage is
administrated.
The primary difficulty with the use of radiotracers is that the commonly used ra-
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dioisotopes have half-lives on the order of tens of minutes, so they must be constantly
produced near the facility to be useful. However, an intense laser interaction is also
capable of producing radioisotopes through photoactivation. Electrons accelerated
in an intense interaction can be sent into a solid material where bremsstrahlung oc-
curs. Due to the giant dipole resonance, the cross-section for (γ, n) reactions reaches
a maxima for photon energies around 10 MeV. Photonuclear interactions of copper
have been demonstrated using a laser source by accelerating electrons from a solid
foil [87] or from a beam of electrons generated by a wakefield accelerator [110] and
sending the beam into a high atomic number material such as tantalum. The produc-
tion of carbon-11 from boron-10 has also been demonstrated by bombardment with
a beam of laser produced deuterons [101].
A particular nuclear interaction is the generation of a high brightness positron
source. A high intensity laser solid interaction produces a Boltzmann temperature of
electrons that scatter throughout the target. If the target is a high atomic number
material such as lead or gold, the electrons undergo bremsstrahlung within the target
itself producing a substantial number of ∼ 1 MeV photons8. For a thick target, the
photons can scatter off of atomic nucleus and produce an electron-positron pair9. If
the positrons scatter out of the target, they may suddenly be in an accelerating field,
the very same sheath field that accelerates ions in TNSA. The positrons can then be
accelerated to many MeV with a narrow energy spread, as the positrons are produced
and accelerated over timescales shorter than the temporal evolution of the sheath [21].
Nuclear reactions can also be exploited for a laser based source of high bright-
ness, directed neutrons. With the proliferation of nuclear material in the world, it
becomes a matter of national security to secure trade routes from illicit transfer of
such material. A single cargo ship may contain thousands of cargo containers, and the
81,022 keV being the minimum energy required for pair production; i.e., from twice the rest mass
of the electron/positron, mec
2 ≈ 511 keV.
9The nuclei is a necessary part of the interaction for conservation of momentum reasons, neces-
sitating a thick, high atomic number material.
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manpower required to examine each one is prohibitively expensive. A technique to
“scan” cargo ships quickly is then the motivation of active interrogation. By actively
bombarding a vessel with high energy neutrons, fission may be induced which in turn
will produce a characteristic gamma ray spectra that may be observed. The need
for a compact and deployable neutron source may be filled by short pulse laser inter-
actions. Several nuclear interactions, such as (p,Li), (d,d), or (d,Li) have a maxima
in the cross section for an incident energy of 1− 10 MeV, achievable in experiments
today. For a laser interacting on a target consisting of a deuterated plastic, deuterons
directly accelerated by the laser can interact with other deuterons within the target,
producing a source of neutrons at 2.45 MeV, which is the Q-value of that particular
interaction. Much interest lies in the (d,Li) reaction, with its Q value of 14.3 MeV
for production of high energy neutrons.
Short pulse lasers can accelerate particles to much higher energies by using the
TNSA mechanism, and perhaps to even higher energies with other mechanisms. To
exploit this, a modified experimental geometry is utilized in which the ion produc-
tion and the nuclear interactions occur in separate targets. This so-called “pitcher-
catcher” geometry enables high energy proton and deuterons to interact with an
optimal target. The benefit of the higher energies can be observed by considering the
frame of reference for the interaction. Once this frame is Lorentz transformed to the
lab frame, the kinetic energy of the ion beams causes the produced neutrons to be
forward directed and possess a higher energy [29]. Results using longer pulse, higher
energy lasers have been published [57]. Production of neutrons with energies above
10 MeV have been achieved in experiments at HERCULES during the course of this
thesis, as seen in Fig. 1.5.
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Figure 1.5:
Neutron time-of-flight data from a (d,Li) interaction using the HER-
CULES laser.
1.3.2.1 Fast Ignition
One of mankind’s greatest dilemmas has been how to secure energy for a long
term future. There has been an escalating advancement of technology and science,
due in part to the abundant reserves of fossil fuels. However the non-renewable
nature of these energy sources necessitates a more permanent solution. The amount
of energy stored in a chemical bond pales in comparison to the amount of energy
in a nuclear reaction10. Fission reactions are the basis of nuclear power plants, and
there are reactor designs in which enough fissile material is available to endure the
lifetime of the Earth [27]. However, a number of significant issues prevent nuclear
power from being a panacea to the world’s energy problems. Fission reactors produce
radioactive waste which must be securely disposed while the radioactivity decays, a
process that may take thousands of years. Reactors can also be used as a tool for
generating nuclear weapons material. The threat of contamination from a reactor
that is damaged by accident, natural disaster, or terrorism also has slowed public
acceptance of nuclear fission as a power source.
The alternative form of nuclear power is fusion. The reaction of deuterium and
10Governed by E = mc2
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tritium generates a 3.5 MeV alpha particle and a 14.1 MeV neutron, considerably
more energy than released than the ∼ 5 eV from the oxidation of two protons in a
chemical reaction11. The difficulty of generating a sustained fusion reaction stems
from the need to place the two nuclei close enough to overcome Coulombic repulsion.
For the deuterium-tritium reaction, this requires a temperature of tens of keV, where
the fusion cross section peaks and efficiency is maximized. However, this plasma must
be confined long enough to achieve the reaction rates for net energy production to
occur. One scheme involves magnetic confinement, where lower density fuel is placed
in a strong magnetic trap at high temperatures until energy gain is achieved. The
most ambitious project to attempt this to date is the International Thermonuclear
Experimental Reactor, which is planned to demonstrate a fusion gain of 10 [119].
The other scheme of achieving fusion gain in a laboratory is with inertial confine-
ment fusion. Rather than existing for long timescales and lower plasma densities as
with the magnetic schemes, the fuel is compressed to thousands of times solid density
to both heat the fuel and increase the number of reactions for only tens of picosec-
onds to achieve significant gain. At high enough densities, the reactions may become
self-sufficient, and then gain can be achieved. Due to the significant compression of
matter that can be achieved with even a relatively modest intensity laser [102], lasers
are most often used in this scheme. Although this work suggested that fusion gain
may be achievable relatively easily, it was soon realized that hydrodynamic instabili-
ties such as Rayleigh-Taylor can prevent the efficient compression of a core [80]. The
culmination of decades of research in this field is realized with the National Ignition
Campaign [53, 36], currently in progress at the National Ignition Facility in Lawrence
Livermore National Laboratories (Fig. 1.6).
The ability to generate more energy than is input, or gain, is then dependent
on the driving power of the laser and the ability to compress the fuel. In the Fast
11But considerably less than the ∼ 200 MeV released in a typical fission reaction.
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Figure 1.6:
A view of one of the two laser bays at the National Ignition Facility.
Credit: Lawrence Livermore National Laboratory.
Ignition scheme of inertial confinement fusion, the heating of the fuel occurs with a
beam of particles generated by a short laser plasma interaction rather than through
compression itself [122, 115, 17]. The benefit of separating the heating and compres-
sion is because the fuel can be compressed much more at a lower temperature than
at a higher temperature, and then the particle beam can start a series of reactions
that will begin sustained fusion. In other words, the cooler compressed plasma will
have a lower density and pressure, decreasing tolerances required due to instabilities
and other temperature dependent effects. A much higher gain may be achieved with
fast ignition in comparison to “hot spot” ignition for a given laser, or conversely a
desired gain may be achieved with a lower power laser.
The fast ignition concept is still in early stages of research, with many problems
to address. For instance, the delivery of the igniter beam to the core requires that
great care must be taken to ensure that the symmetry of the fuel is not perturbed
to drive further instabilities. The choice of the igniter particle is an area of active
study, with electrons perhaps being the most studied [68], although protons have been
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considered as well [106]. The interactions of high power short pulse lasers is a field not
as mature as long pulse interactions, and the work presented in this thesis along with
numerous other studies occurring today provide important physical understanding of
such interactions.
1.4 Comparison with Existing Facilities
Currently, laser based sources are lacking in several key areas when compared to
conventional technology. Conventional RF accelerator technology is at a very mature
state, for example a 100 MeV proton accelerator can be purchased for about the cost
of a petawatt class laser [81]. For use in applications, considerable advancements in
repetition rate, charge per shot, maximum energy, and spectral control need to be
demonstrated; however, the field is still very much in its infancy and much of the
physics is not well understood. The work performed in this thesis is an attempt to
address some of these issues.
An application that shows great promise is for the generation of x-rays. In terms
of brightness12, the x-ray source from the laser wakefield experiments on HERCULES
is comparable to third generation facilities and already shows properties of spatial
coherence [67, 66]. The x-rays produced also have a very short temporal duration
compared to third generation facilities. Fourth generation x-ray facilities, or free elec-
tron lasers, have demonstrated brightnesses nearly ten orders of magnitude brighter
than third generation facilities, also with femtosecond pulse durations [141]. The
cost of such a facility is extreme, costing several billion dollars and often requiring
international participation, such that the total number of facilities will likely remain
small. There is also a great interest in the generation of isolated attosecond pulses,
where no conventional source currently exists.




This thesis mainly describes the experimental work performed in the solid target
experimental area at the HERCULES laser facility. It will be demonstrated that only
through very careful control over the laser contrast can such high intensities be used,
and that the availability of short pulses enables significant advantages in ion accel-
eration and radiation generation. After a brief history and overview of the pertinent
physics necessary for high intensity laser plasma interactions with solid density plas-
mas in chapter II, a description of the capabilities developed for the experiments used
in this thesis will be described in chapter III, including characterization of plasma
mirrors for use as laser contrast improvement. Then, a series of experiments on ion
acceleration techniques will be presented. Chapter IV will examine the exploitation
of HERCULES’ high contrast capabilities to shape ion energy spectra, while chap-
ter V will present investigations into the radiation pressure acceleration mechanism.
Radiation generation by means of HHG will be presented in chapter VI. An outlook





The following chapter provides a development of the pertinent theory necessary
for the understanding of the described physics. It assumes a rudimentary knowledge
of electrodynamics and plasma physics, good reference books for each can be found
in the following references [20, 58].
2.1 Laser Physics
2.1.1 Dispersion
The HERCULES laser system produces a peak power of 300 TW, a number nearly
700 times the United States power consumption; of course, this is only achieved for a
mere 30 femtoseconds so the amount of energy in a single shot is only one hundredth
of that found in a camera flash [134]. A laser pulse is a well-behaved square integrable
function, and so it follows a time-bandwidth product such that
τ0 ·∆ω0 = 2πcB. (2.1)
where we have that τ0 is the diffraction limited pulse duration, ∆ω0 is the laser
bandwidth taken around the laser frequency ω0, and cB is a constant on the order of
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unity that depends on the pulse shape1. Then for a femtosecond pulse, a bandwidth
on the order of 1015 Hz is required, so short pulses are more spectrally broad than
longer pulses.
Note that the equation depends on the diffraction limited pulse duration. This is a
nontrivial statement, as the large bandwidth of short pulse lasers has important impli-
cations. When a pulse travels through a material that is not vacuum, the propagation
of the pulse is defined by n(ω), the material’s index of refraction. Consider a diffrac-
tion limited Gaussian pulse with duration described by ~E(z, t) = exp(−αt2 + iω0t).








~E(z, ω) = 0 (2.2)
we see the standard solution of ~E(z, ω) = E0exp(−in(ω)ωc z), with the assumption
that n(ω) is a slowly varying function. There is a complicated dependence on ω.
Since this is a linear function, no new frequency components are generated, however,
there is a dramatic change in the temporal structure of the pulse. Since the index of
refraction is slowly varying across the frequency, we may make a Taylor expansion of
n around the central laser frequency ω0
n(ω) ≈ n(ω0) +
∂n
∂ω





|ω0 (ω − ω0)2 . . . . (2.3)
This can be substituted into the Helmholtz solution and Fourier transformed back
into the time domain to see the effect on the laser pulse. These effects are collectively
known as dispersion. The impact of the various terms of the expansion can be best
1For Gaussian pulses, cB ≈ 0.44.
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where vφ is the phase velocity, vg is the group velocity, and the GVD is the
group velocity dispersion. With these definitions, the equation for a diffraction lim-
ited Gaussian laser pulse propagating through a linear media has a more apparent
meaning,

















Now the effects of dispersion on a short pulse can be seen clearly. The first term
describes the carrier wave, while the second exponential describes the slowly varying
envelope. Compared to vacuum, we see that the phase of the pulse is delayed by
a time z
vφ(ω0)
, in what is termed phase delay. The entire pulse is delayed by a time
z
vg(ω0)
, the group delay. The most important change is that the envelope of the pulse
has been lengthened by an amount related to the GVD. Thus a diffraction limited
pulse traveling through any dispersive media will broaden temporally.
Qualitatively, the broadening due to GVD can be understood by a simple example.
A diffraction limited pulse is the superposition of many wavelengths that are in perfect
phase with each other. At this point all the phase velocities are the same, and the
rate of phase advance, or instantaneous frequency, of the pulse given by ω(t) = dφ
dt
.
is identically zero. As it propagates through a material, the frequency components
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of the laser pulse dephase with respect to each other because of the GVD. Thus one
frequency may outrun another, making a nonzero instantaneous frequency. When
the change in frequency is linear, it is termed a linear chirp. Positive chirp is the
most common with most dielectric material in the near infrared (NIR), where the red
components are at the front of the pulse and the blue are at the rear.
In the previous analysis, we neglected the effects of the higher order terms of
n. These parameters are collectively known as higher order dispersion and play an
important role in short pulses, having effects similar to GVD. The presence of GVD
requires that short pulses propagate in vacuum, and do not enter dispersive elements
such as lenses or filters. Even air may be problematic, as an NIR 30 fs pulse will
double in duration after traveling through 25 meters of air. Thus, many experiments
are performed in vacuum to mitigate dispersive effects. It should also be mentioned
that pulse broadening can occur without the pulse traveling through any material at
all. Pulse front tilt can occur for a pulse that reflects from a surface that introduces
a path length delay across the pulse front, as is the case with a spherical surface.
2.1.2 Nonlinear Effects
While dispersion is a linear effect, there are nonlinear effects that play a significant
role in short pulse laser interactions. High peak power lasers often are manipulated
with optics close to the damage threshold, meaning that high intensities are often
present. Again, the index of refraction comes into play. Linear optics depend on
the response of the material being proportional to the electric field, but for very
intense fields the laser field can be of the order of the interatomic electric fields, and
this assumption is not necessarily valid. A simplified description is found by using
another Taylor expansion, this time expanded around E. The nonlinear terms are
dependent on the electric field squared, or the intensity I0
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where ε0 is the permittivity of free space. The nonlinear index of refraction, n2, is
of the order of 10−18 to 10−16 cm
2
W
, so very intense pulses are needed for these effects
to appear.
A wide variety of nonlinear effects exist, and will not be described here. One worth
mentioning for short pulses in particular is Self Phase Modulation (SPM). Here, the
propagation of light through a nonlinear material can result in the formation of new
frequencies, providing a means of increasing the bandwidth of a laser pulse. Equation
2.7 described a pulse that had been altered from the index of refraction being variable
with frequency. If instead dispersion is neglected and equation 2.7 is substituted into
equation 2.8, the result is
~E(z, t) = E0exp(i[ω0t−
ω0
c
(n0 − n2I(t))z]) · exp(αt2). (2.9)
The change in the instantaneous frequency, or dω
dt





. The immediate consequence of the nonlinearity is that the rising edge of
the pulse is blue shifted and the falling edge of the pulse is red shifted, resulting in a
negative chirp of the pulse. The nonlinearity also caused new frequency components
to be generated, dependent on the amount of nonlinear material that is present. This
process describes SPM, and is present in not only dielectric material but in plasmas
as well [133].
The previous derivation altered only the carrier profile. The envelope function,
and thus the pulse duration remain the same. The SPM process adds bandwidth to
the pulse without increasing the pulse duration, which is achievable since the pulse
becomes negatively chirped. However, when dispersion is included, the positive GVD
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of the material counteracts this negative chirp, so the chirp is decreased and the pulse
can be compressed. If the parameters are controlled effectively, SPM and dispersion
can be balanced and a diffraction limited pulse can be produced [22].
The presence of SPM can be problematic as well, particularly in the case when
the pulse has a Gaussian transverse profile. In this case, the index is spatially varying
across the wavefront and can act as a lens. This is a form of self-focusing, and can
cause a pulse to converge in a material. As the beam is focused, the effect becomes
stronger until it is intense enough to break down the material. This can happen even
for flat top beam profiles with hot spots in the beam.
To ensure that an optical system is not plagued by the problems that can happen
from undesired nonlinearity, a simple parameter is used to describe the system. The
B-integral is a sum of all of the nonlinearity a pulse acquires as it propagates through







In general, when the B-integral of a system is less than ∼ π, one can expect that the
wavefront aberrations introduced by the nonlinearities will be sufficiently low.
2.1.3 Laser Contrast
In short pulse lasers, a critical parameter is the laser contrast. State of the art
short pulse lasers such as the HERCULES facility have a quoted contrast of 10−11[23],
however it is not immediately clear what that number means. A review of the physical
definition of the laser contrast will be presented, and then the role it plays will be
critically examined.
As we shall see in the upcoming sections, the presence of plasma can have a drastic
effect on the propagation of a laser pulse. The interaction of the laser pulse with a
plasma is the very subject of this thesis, however it is important to have knowledge
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of the density profile of the plasma to properly interpret results. Unfortunately, this
is very difficult in practice. A third order autocorrellation of the HERCULES laser
pulse is presented in Fig 2.1. The gain lifetime in Ti:Sapphire is 3.2 µs, considerably
longer than the duration of the stretched NIR pulse for CPA lasers. Prior to the pulse
arriving, spontaneous emission can occur along the beam path, introducing light to
the optical system far earlier than desired. This is known as amplified spontaneous
emission, or ASE. Typically, an electro-optical switch such as a Pockels cell can reduce
this to a window of a few ns.
Figure 2.1:
3rd order autocorrellation of the HERCULES laser pulse without cleaning
(black) and with cleaning (red). The measurements are taken at low
amplification, with several data points at full power given by the square
crosses.
The ratio of the prepulse pedestal to the main pulse peak is known as the laser
contrast. It is common for the contrast to be described as the ratio of intensity rather
than energy, since the intensity is the important parameter for many applications.
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ASE can significantly heat a solid density target and cause hydrodynamic expansion.
However, it should not be assumed that this is the only parameter that matters for
laser contrast. Any plasma formation on solid targets due to prepulse can alter the
density profile of a solid target. As seen in Fig. 2.1, there is structure on the picosec-
ond level that lies outside the main pulse. The presence of a picosecond prepulse can
be due to a number of different sources, such as incomplete compression due to im-
perfections in the grating, nonlinear effects, and higher order dispersion that cannot
be corrected. The structure of the picosecond prepulse is not as stable as the ASE,
and can be present in short pulse prepulses as well as a rising ramp. A slowly rising
picosecond ramp can cause hydrodynamic expansion as well. 1D hydrodynamic sim-
ulations of the prepulse interaction with a variety of targets to estimate preplasma
levels are shown in Fig. 2.2. The temporal profile used for the simulations was a
logarithmic fit of the autocorrellator trace given in Fig. 2.1.
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1D Hydrodynamic simulations of intensity v. preplasma scale length of
the main pulse for a variety of targets at the time that the main pulse
arrives.
The effects of the damage threshold of the target and the fine structure of the
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picosecond prepulse both have a strong influence on preplasma formation, which is
not readily apparent from the often quoted laser contrast. Short pulse prepulses may
expand the plasma through other mechanisms such as TNSA, further complicating
the estimation of prepulse. It is thus apparent that even the term “high contrast”
lacks quantitative meaning if it is given by a single number, as the entire temporal
history of the laser pulse is important. However, the laser contrast is a good first
order estimate as to whether a certain experiment may be performed at a certain
intensity.
2.2 Single Electron Dynamics
To properly understand the complicated dynamics of an intense laser plasma in-
teraction, a solid foundation of understanding can be attained by considering what
happens to a single electron. While the single electron model may provide powerful
insight into the dynamics of a laser plasma interaction, it is critical to remember the
assumptions taken here. For instance, the wavefunction of an electron is modified in
a dense plasma, which may shift energy states2.
2.2.1 Ionization
In order to have a plasma, the bound electron must become unbound. This can
be achieved in a variety of ways, most of which depend on the laser to achieve plasma
formation. The simplest manner of ionization is photoionization [39]. For metals
this occurs for any energy gain greater than ∼ 5 eV. For NIR and optical lasers,
the photon energy is not enough to cause ionization and thus does not occur in the
interactions of interest in this thesis.
Ionization can occur for photon energies below the electron binding energy, in
2A matter complicated if there is an electric field present as well, which will lift the degeneracies
in an atom.
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the event that multiple photons arrive at the same time 3. This event requires high
intensities so that there can be enough photons at the atom simultaneously to cause




where the cross section for the interaction is given by σ. The higher the value
of n, the smaller the cross section, and thus the higher the intensity needed. This
qualitatively makes sense, requiring more photons incident at the same atom will be
harder to achieve, and to maintain a high rate a higher photon flux is needed, thus
the higher intensity.
At a high enough intensity, there is no longer a need for multiphoton ionization
as another mechanism is available. At some point the laser electric field becomes
comparable to the interatomic Coulomb field. When this occurs, the electric field
alters the potential well of the electron. When this occurs, the electric potential
becomes highly asymmetric and the electron is able to tunnel out of the potential
well. The hydrogen atom has a Coulombic electric field of 5 GV per meter. If
we consider what laser intensity is required to generate a similar field, we see with
intensity defined as the time average of the Poynting vector,




and thus an intensity of ≈ 3.5 × 1016Wcm−2. This process is called tunneling
ionization. In tunneling ionization, there is a nonzero probability that the electron
will tunnel through the partially suppressed potential well (See Fig. 2.3).
The point at which the intensity is high enough such that tunneling ionization
3Note that this is very qualitative description. Since we are talking about photons, the physics
is inherently in the quantum realm, and there is no exact meaning of “arriving” since time is not an
observable and there may not be an available energy state to transition to. The actual description
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Figure 2.3:
Diagram of tunneling ionization. The superposition of the standard
Coulomb potential (a) and the intense laser potential (b) produce a sit-
uation where a narrow barrier traps the electron (c). When the laser
potential is sufficiently large the electron can freely escape in barrier sup-
pression ionization.






where Φ is the ionization energy and E0 is the laser field. When the Keldysh pa-
rameter much greater than unity means that tunneling ionization is dominant rather
than multiphoton. Eventually, such a strong laser field is applied such that the entire
Coulomb barrier is below the energy of the electron state, and the electron is no longer
bound. This barrier suppression ionization occurs at very particular intensities, when
the electric field induced is equal to the ionization level of the electronic state. This





and is known as the Appearance Intensity. This intensity is where ionization
occurs without any probability, i.e., the tunneling rate turns to unity. The appearance
intensities for several common elements in this thesis is shown in Fig. 2.4. The
presence of a particular charge state can indicate that a certain level of intensity is
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reached. Of course, an atom may also be ionized simply by being in the presence of




































Appearance intensities for various elements. Note that the presence of
Si13+ indicates an intensity greater than 1021Wcm−2
Other forms of ionization exist as well, such as collisional ionization, which allows
for ionization outside of a laser focus for lower laser intensity. In collisional ionization,
hot electrons inelastically collide with an atom. If the energy absorbed by the collision
is higher than the ionization energy, an electron may be ionized. One fast electron
can spawn many daughter electrons, which in turn increases plasma density so that
there are more electrons in the laser field in a process known as avalanche ionization.
A high temperature plasma can also cause ionization. To characterize the ionization
in such a complicated situation is difficult, and numerical modeling is needed. If the
plasma is in a local thermodynamic equilibrium then a good approximation of the
ionization may be made using the Saha equation. The Saha equation related the
















where aBohr is the atomic Bohr radius, Ejk is the difference in energy between the
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two states, and g is the statistical weights of the states.
2.2.2 Relativistic Motion
A free electron in an intense laser field has some interesting dynamics, although
first it is important to describe precisely an intense laser field. A charged particle
experiences a force from an electric field, and if the particle is moving from a magnetic




= q[ ~E + ~v × ~B] (2.16)
which is known as the Lorentz Force equation. In the relativistic version, the
momentum now refers to the relativistic momentum p = γme~v. In the context of a
laser interacting with an electron, it is often a good assumption to assume a plane
wave solution of wave equation in vacuum for the electric and magnetic fields, which
is much like the interaction at a laser focus. For a linear polarized beam, they are
~E(~x, t) = E0exp(i[k0x− ω0t])x̂ (2.17)
~B(~x, t) = B0exp(i[k0x− ω0t])ŷ (2.18)




the amplitude is what is commonly measured, it is often useful to consider Re{E}
where the exponential becomes a cosine due to Euler’s equation. The convention that
will be used throughout this thesis to define linear polarization on an oblique surface
will be S to signify that the electric field component is perpendicular to the surface4,
and P for when it is parallel5.
4From senkrecht, the German word for perpendicular.
5From parallel, the German word for parallel.
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An electron that is at rest will begin motion in a laser field dictated by the Lorentz
Force. For our electric field given by equation 2.17, it is clear that the equation of
motion for the electron will be a oscillatory function in the x̂ direction. The velocity
induced from the electric field then causes a force from the ~v × ~B component of
the Lorentz Force, which lies in the laser propagation direction ~z. However, if we




. Clearly, the magnetic field contribution can be ignored in this linear
approximation.
This assumption is no longer valid for higher laser fields, where the velocity gained
from the electric field causes the electron to move relativistically. When we consider
an electric field of the form in equation 2.17, integrating equation 2.16 over time





in what is known as the quiver velocity. At relativistic velocities, the quiver
velocity is approximately equal to c. The magnitude of ~v × ~B is now on the order of
E0, and it can no longer be neglected.
It is often convenient to consider a dimensionless parameter to consider the rel-
ative strength of the laser field. The relativistic region is defined when the electron
momentum equals the rest mass of the electron, or when ~p = mec. Both the electric









The laser field is then relativistic once a0 ≥ 1. The conversion between practical








showing that short pulse laser systems can achieve very relativistic interactions.
Equation 2.16 can be written in terms of the normalized vector potential and the

















Thus that we see for low intensities the electron oscillates transverse to the laser
propagation, while at high intensities it actually moves along with the laser. Note
that for the high intensities, the motion in the transverse direction still occurs at
the fundamental laser frequency. This is beautifully demonstrated in the drift frame,
where the electron undergoes so-called “figure eight” motion (Fig. 2.5). This motion
along the laser direction occurs with a frequency of 2ω0.
2.2.3 Ponderomotive Force
The ponderomotive force is a force due to the spatial gradient of a high frequency
electric field, such as is the case for a Gaussian focus. A rudimentary understanding
may be found with the following argument7. An electron initially at the position of
peak intensity will move laterally towards the outer diameter of the focus. There,
6For a derivation, see [48].












Electron motion in a linear plane wave at the electron rest frame. The
left figure is for a small a0 (0.3) and the right is for a large a0 (100).
the electric field strength is lower, and the electron does not return to its starting
point. Initially, let us consider an electric field that increases in a single transverse
dimension, e.g., equation 2.17 where E0 is replaced with E(x) = E0xx̂. Substituting
this electric field into the Lorentz Force equation (2.16) and neglecting the magnetic
component, the equation becomes more difficult to solve. To simplify, we separate
the electron motion x(t) into a stationary, fast (due to the laser frequency) and slow
varying component, such that x(t) = x0 + xfast(t) + xslow(t), with the assumption
that xfast  xslow. We can now solve the Lorentz force equation through perterbation
theory. Taylor expanding the electric field reveals
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cos(k0z − ω0t) (2.27)
where we can neglect the terms with partial derivatives since for high frequencies




cos(k0z − ω0t) (2.28)
















. . . ]cos(k0z−ω0t). (2.29)
























Using the chain rule, the term E(x0)
dE(x0)
dx





average of the cosine squared is 1
2









which shows a slow motion in the direction away from the strongest electric field.
A more general derivation allows for the ponderomotive force to be caused by other
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components such as the magnetic field and circular polarization as well, so that this
effect is seen for a number of situations. In terms of the Lorentz factor we can write
the relativistic generalization of ponderomotive force as
FPond = mec
2∇(< γ > −1). (2.33)
Finally, the ponderomotive force can also act on ions as well, but it is much
smaller due to the difference in mass (and thus difference in gamma). However, the
dependence on charge falls out of the derivation, so although the charge of the particle
is opposite the force is still in the same direction. Then the ponderomotive force will
move ions much as they would electrons, albeit with smaller amplitudes.
2.2.4 Circular Polarization
All the previous analyses have been with regard to linear polarization. Consider
the equation for a circularly polarized plane wave




















In this case, the magnitude of the electric field is constant. Here, at low intensities
electron motion is entirely circular. If we consider cylindrical coordinates, electron
motion and velocity is entirely in the θ direction. Thus, the ~v× ~B term is zero. There
will be no oscillatory figure 8 motion as there was in the linear case, just the slow
drift that was presented in equation 2.24. When we consider the time average of a0,
the cosine squared term for linear polarization yields 1
2
, while for the circular pulse it







implying that a circular pulse will have an a0 that is roughly 0.7 times that of
linear, since a0 is the peak field strength.
2.3 Laser Plasma Interactions
The interaction of an intense laser pulse with a plasma is highly dependent upon
the plasma density. The dispersion relation for an electromagnetic wave traveling











. If the laser frequency exceeds the
plasma frequency, the wavenumber becomes imaginary, and the light wave becomes
evanescent. The point at which the laser frequency exactly equals the plasma fre-
quency occurs at the critical density, and is the point where the plasma becomes
opaque and reflective. The critical density can be found simply by solving the plasma











When the plasma is below the critical density it is referred to as underdense, and
overdense when it is above.
2.3.1 Relativistic Effects
The common definitions of plasma parameters need to be refined for a relativistic
pulse. The electron follows the relativistic energy momentum equation, so as it gains
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velocity the momentum increases without bound. In the lab frame, this corresponds
to a perceived increase in the electron mass. Then for the purposes of understanding
the interaction the mass may be substituted with the relativistic effective mass γme,
where we use the well known Lorentz Factor γ =
√
1
1−β2 . The normalized vector
potential is related to the Lorentz factor by
γ =
√
1 + a2 (2.39)
and in the limiting case that a0  1, the two parameters are nearly identical (i.e.,
γ ∼ a0).
Relativistic mass has profound implications. The plasma frequency, for instance,
decreases as the electrons larger inertia prevents the electrons from oscillating fast
enough to re-radiate the incident laser. Thus it is possible for an opaque plasma to
become transparent, in what is known as relativistically induced transparency. The
concept of a skin depth needs to be revisited as well, as the classical plasma skin depth
δ = c
ωp
. A laser can have a substantially larger penetration depth into an overdense
plasma due to this effect.
Unfortunately, the practical realization of these parameters is much more com-
plicated than simply quoting a number. A laser pulse propagates with a transverse
profile that is not uniform8, resulting in a critical density surface that has a variable
electron density. Further complicating the matter is that the density profile rarely is
a step function, but rather an exponential ramp. Because of the nonuniform density,
as the laser pulse simultaneously is lowered in intensity while the density increases
the skin depth must be carefully considered. These considerations are critical for
understanding the physics of an interaction at solid densities.
The intensity profile for any propagating electromagnetic wave through an under-
8It can come close as a super-Gaussian, but a discontinuity would require infinite spatial frequen-
cies - an impossibility for finite energy pulses.
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dense plasma faces a similar phenomena. Since the intense laser pulse will have a
spatially varying intensity profile, traveling through a uniform plasma means a spa-





the index of a Gaussian pulse increases radially outward, acting as a lens. This causes
relativistic self-focusing, which negates the effects of diffraction for a focus and can
confine a pulse to a long channel [9]. This can be beneficial for LWFA, which can
take advantage of the extended interaction region [47]. However, when undesired
self-focusing occurs due to hot spots in the laser profile, the laser can filament into
several smaller beams and the wavefront is lost. This is a critical consideration for
plasma mirrors, as we shall see in chapter III.
2.3.2 Absorption
Laser energy can couple into the plasma through several various methods, depen-
dent on intensity, density, polarization and incidence angle. Physically, this is because
the absorption depends on whether the plasma is collisional, whether the laser can
generate plasma waves, and whether relativistic effects come into play. In a laser
produced plasma with solid densities, the number of electrons in a Debye sphere is
large, and the electron temperature is sufficiently high so that the collisions are negli-
gible. In this approximation, the plasma is called collisionless. In all of the absorption
mechanisms discussed in this thesis the plasma may be considered collisionless, so the
focus is on the collisionless processes.
2.3.2.1 Resonance Absorption
Resonance absorption is a moderate intensity process (∼ 1015Wcm−2) in which a
P polarized wave reflecting at an oblique incidence angle on a plasma with a long scale
length couples into the generated plasma wave. While there are many requirements
for this process, it is a dominant mechanism in a wide variety of interactions including
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reflection off a plasma mirror (See chapter III). The laser pulse experiences a varying
index of refraction as the density rises, causing the laser to refract away from the
critical surface. The laser never reaches the critical density itself, instead the index
becomes evanescent at the density ne = cos
2θnc with θ being the angle of incidence.
For P polarization, the electric field has a component that is parallel to the surface
normal. At the reflection point, Gauss’s Law states that ∇ · (ε ~E) = 0, and since
n =
√
ε we have for a plasma that




) ~E] = ∇ · [(1− ne
nc
) ~E] = 0 (2.40)
with a clear resonance condition at the critical density. Although the laser re-
flection point is at not at the critical density, the evanescent component may reach
the critical density surface to drive this wave. Hence, the limit of grazing incidence
or normal incidence, where the evanescent wave does not penetrate very deeply or
there is no longitudinal component of the electric field (θ = 0), a minimal amount
of resonance absorption occurs. The optimal angle is dependent on the scale length
of the exponential density profile. The absorbed fraction can reach up to 60%, an
amount similar to collisional absorption [44]. The resulting electrons have a distribu-
tion function that is a Maxwellian determined by Landau damping of plasma waves
driven at the critical surface.
2.3.2.2 Brunel Heating
For high-contrast experiments, the extremely sharp density profiles remove the
potential for resonance absorption. This is physically because plasma waves cannot
have wavelengths less than the Debye wavelength or else they would be damped
by Landau damping in a single laser cycle. If we consider a step function density
profile as an approximation, then we needn’t bother with the evanescent wave at
all as the critical density surface electrons can directly interact with the laser. In a
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relativistically intense pulse, the electrons move in the laser field a distance of vosc
ω0
.
For an oblique incidence angle with P polarization, the electrons will move in and out
of the plasma by a distance of sinθ vosc
ω0
.
The practical implications of this motion are clear if an example is considered. A
solid density plasma would have a skin depth on the order of 10 nm for an intense
pulse, but the electron excursion distance will be ≈ 0.7 c
ω0
, or on the order of 100
nm. Electrons will be pulled into the empty vacuum, and then plunge into the dense
plasma. However, the laser is rapidly attenuated before the electron can come to
a stop, so the electron does not experience a returning force and continues into the
target as an energetic particle. This insight was first described as what is now termed











showing a maximum for incidence angles near 75 degrees.
2.3.2.3 jxB Heating
Normal incidence would then appear to be the regime to limit absorption, however,
there is yet another mechanism that prevents absorption from being eliminated. For
a single electron, it was discussed that the ~v × ~B component led to a drift velocity
given by equation 2.24, regardless of polarization. At a surface of a steep density
gradient plasma, the electrons will move forward into the overdense plasma where
the laser can no longer propagate. This is known as relativistic ~j × ~B heating [71].
The electrons accelerated will have a Maxwellian distribution function with a
temperature that is given by
UP = mc
2 (γ − 1) (2.42)
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with Up being the ponderomotive potential. The ponderomotive potential is re-
lated to the ponderomotive force via
FPond = −∇Up (2.43)
For a circularly polarized pulse with an a0 of 20, the electron temperature will
be ≈ 9.7 MeV. For linear pulses, the 2ω0 driving force causes the electrons to be
generated in bursts at 2ω0[136].
2.3.3 Parametric Instabilities
To understand parametric instabilities in plasmas it helps to understand physically
what a parametric instability is. A classic example is a pendulum with a time varying
parameter, such as the damping parameter or the location of the origin. In the latter
case, if the origin oscillates harmonically then the solution of the pendulum angle
can be given by θ ∼ tsin(Ct) with the addition of the oscillatory terms assuming
the oscillations at the origin are small [73]. The solution includes an amplitude that
increases with time. A practical example of such a system is a child on a swing.
In the case of a plasma, we can replace the pendulum with the plasma itself.
Plasma waves will oscillate at ωp, and the perturbation is the laser. Many parametric
instabilities exist for a variety of plasma conditions and laser parameters [70], two of
the most important for solid density, short pulse interactions are Stimulated Raman
Scattering (SRS) and Two-Plasmon Decay (TPD).
In SRS, a relativistically intense laser pulse with frequency ω0 can scatter off
of a plasma wave of frequency ωp. When the scattered light beats with the laser
pulse, energy is coupled into the plasma wave and the amplitude grows, creating a
positive feedback loop where more laser energy is coupled into the scattered pulse.
This can manifest in light being scattered in the forward direction, backscattered, or
in between. In TPD, the laser can couple into two plasmons, quantized units of the
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plasma wave at the quarter critical density surface, and amplify the plasma wave.
From an argument of conservation of energy (~ν is constant) and conservation of
momentum (~~k is constant), it may be expected that
ω0 = ωp ± ωSRS (2.44)
~k0 = ~kp ± ~kSRS (2.45)
the phase matching conditions for these instabilities. The conditions for SRS and
TPD depend on the electron density. The limiting case of SRS is when the scattered
wave cannot propagate because it exceeds the plasma frequency. At this maximum
ωSRS = ωp, and from equation 2.44 it must be true that ω0 ≥ 2ωp, i.e., that the
plasma density must remain below nc
4
. This is a weaker condition than for TPD,





Another route of energy loss for the laser is the conversion of light into other
frequencies. During a laser cycle, the electron’s velocity varies between rest and ∼ c,
and due to relativistic effects the motion is no longer harmonic. The model most
often used to describe HHG from a solid surface is the relativistic oscillating mirror
model [79]. In this model, the electrons at the surface are driven by the laser, and for
linear polarization the surface is driven to first order by the 2ω0 frequency from the
~v × ~B force. If we only consider this motion, then the motion of the surface of the
plasma can be approximated as ∼ sin(2ω0t). Since the source of the radiation is now
from a moving source, we can describe it with a retarded time t′ = t− R−R0sin(2ω0t)
c
.
Then a plane wave that is reflected from this surface will have a field given by
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The electric field becomes strongly distorted, as seen in Fig. 2.6. The Fourier
transform of such a field will no longer yield a single frequency, as the square profile
requires higher frequency components, and the result is a harmonic spectra. Here the
electron motion is oversimplified, but serves to act as a demonstration that harmonics
should be expected. A more rigorous description of the analytical theory is given in
[79, 51], although some general trends may be extracted from this simple model.
For example, the maximum harmonic exists due to the finite motion of the surface
oscillation. The time dilation from the mirror moving a half cycle is 4γ2, and the































a0 << 1 a0 >> 1
Student Version of MATLAB
Figure 2.6:
Electric field solution for a reflected beam of a 2ω0 driver for low am-
plitudes (blue) and high amplitudes (red). The bottom graph shows the
Fourier transform of the produced spectra, and the harmonics are clearly
visible.
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In the previous derivation, only odd harmonics were generated. Even harmonics
must be generated as well, resulting from interactions at oblique incident angles. For
oblique incidence angles, the electrons are also accelerated by the electric field whether
into the vacuum or along the laser axis. This coupling occurring at ω0 provides the
means for generating even harmonics. At normal incidence this cannot occur and only
odd harmonics are produced. In the case of normal incidence circular polarization,
no harmonics should be produced since the 2ω0 driving force is no longer present.
2.4 Ion Acceleration Mechanisms
Ions are much more massive than electrons, and for many experimental situations
with short pulses it is common to assume the ions stationary. However, control of the
electron motion allows for control of powerful electric fields, which in turn can control
ion motion. While a number of acceleration mechanisms exist for a wide variety of
plasmas, this section is restricted to the realm of thin solid density targets. A good
review of underdense and near critical density ion acceleration schemes is discussed
in [138]. All of the following interactions are described generally by a laser pulse
focused to high intensities on a solid planar target. Electrons are manipulated in the
manner desired, and the resultant fields move the ions. The least complicated of these
schemes is TNSA, and as more and more restrictions are placed on the interaction
the parameters of the ions accelerated may be controlled further.
2.4.1 Target Normal Sheath Acceleration
The TNSA process is one of the most widely studied mechanisms. At the most
fundamental level, hot electrons generated by the laser pulse that scatter to the
surface of the target invariably form a sheath. Conversely, it is the most studied since
it is very difficult in practice to do anything else. Any other method requires the
suppression of hot electrons or very strict control over hot electron motion, and even
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then a TNSA presence is still likely. Thus, it is the most important mechanism to
understand.
Previously, a number of absorption mechanisms were described that generated
hot electrons. The intensities are high enough such that everything at the focal area
will be immediately ionized. The electrons have a Maxwellian distribution function,
and will rapidly travel to the rear of the target. The large current produces a large
magnetic field. A small portion of the hottest electrons will simply leave the target,
while the rest of the electrons will scatter around the target. The electrons that leave





where they can form an extremely strong space charge field. At the rear of the
target, the electrons have a distribution of ne = ne0exp(−ecΦ/kBTe) where kB is
the Boltzmann constant and Φ is an electrostatic potential that satisfies the Poisson
equation. The ions on the surface will begin to be accelerated; protons, with their
large charge to mass ratio, are accelerated first followed by the other light ions. An
ion front forms, between the quasi-neutral plasma and the electron sheath. This ion
front leads to a sharp cutoff in ion energy, giving rise to the measurable maximum
ion energy.
The sheath does not exist permanently, rather, it dies off on the order of the pulse
duration. Because of this, there is a finite acceleration time and the ions attain a























which is found by the kinetic energy of the ion front.
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A number of assumptions have already been made in these 1D treatments. Many
studies assume that the electron temperature follows the ponderomotive potential,
however, another scaling has been shown experimentally in the case of short pulses





implying that the maximum ion energy will be diminished. Effects of the pre-
plasma on the maximum ion energy have been performed [62], suggesting that there
is a strong dependence on the plasma initial conditions.
2.4.2 Radiation Pressure Acceleration
The presence of hot electrons in the target gives rise to TNSA, however, other novel
acceleration mechanisms exist. A promising approach on accelerating the foil comes
from the notion of radiation pressure, that light itself carries momentum and upon
reflection transfers that momentum [38]. This is called radiation pressure acceleration
(RPA) of ions. Two approaches are made, one in which the momentum is directly
transferred to an infinite target and the resultant piston of plasma drives the ions
to high energies. This model has been described as the laser-piston regime [40] or
the hole-boring mode of RPA [83]. The amount of momentum necessary to bore
a semi-infinite layer requires either extremely high laser intensities (> 1023Wcm−2)
or densities near nc [104]. The difficulty of making a suitable near critical density
target for a NIR laser as well as the lack of suitably high intensity lasers prevents
experimental study using the HERCULES laser.
The other regime of RPA is the light sail regime [114], in which the target is thin
enough for the laser to rip out the focal area. The laser then transfers momentum
to the small focal area plasma rather than the bulk and efficient acceleration can be
achieved, analogous to the concept of a light sail for space travel [91]. Because the
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entire foil is accelerated, the ions will all have the same velocity. To consider the
























where the surface area of the target is σArea. Hyperbolic functions are useful
for handling nonlinear differential equations such as the above, since cosh2(x) −
sinh2(x) = 1. Equation 2.50 can then be solved [114] with a solution of the form















and l as the foil thickness.
Control of the hot electron population is achieved by circular polarization. Since
there is no longer any ~j× ~B heating, at normal incidence the electrons will only move
slowly through the ponderomotive force. There is an optimal thickness for the target
that is determined by considering pressure balance. In the light sail model, electrons
are pushed forward by the ponderomotive force, while the ions are initially still. The
space charge developed will pull the electrons back if it gets too large, and if it is too
small the electrons will simply leave the target. If electrons exist outside the target,
then those fields will accelerate the target ions via TNSA and the RPA effect is lost.
The electrostatic field from electron displacement is given by Gauss’ Law as
E = ecn0
ε0
∆x, where the displacement of the electrons is given by ∆x. Equating
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for a hydrogen foil.
The requirements for RPA are strict. There must be no hot electron generation,
and while this is entirely achievable in a one dimensional geometry it will be shown in
chapter V that there are significant experimental difficulties due to finite spot effects.
The foil must be thin enough to satisfy equation 2.53. For a HERCULES-type laser
with an a0 of 30, a solid density foil of ne = 300nc would need to be 80 nm. The
previous models assume only one ion species, problematic since the contaminant layer
alone consists of 3 separate species9 in significant number.
2.4.3 Breakout Afterburner
The RPA mechanism requires ultrathin targets in order to achieve efficient ac-
celeration. However, efficient reflection occurs when the target is thick enough so
that the light is able to reflect and transfer momentum. If the target is too thin,
relativistic transparency may allow the laser to leak through. However, if the light is
able to penetrate throughout the focal volume while it is relativistically transparent,
then the entire focal volume will experience electron heating. The heated electrons
are able to form strong electric fields that can accelerate ions in a process known as
Break-out Afterburner [145].
The Break-out Afterburner actually describes the late time acceleration phase
that occurs for a thin target interaction. Initially, the laser interacts with an over-
dense plasma via TNSA and ions are only lightly accelerated. As the electrons are
accelerated to relativistic velocities, they leave the interaction area. Thus the plasma
9Hydrogen, Carbon, and Oxygen.
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frequency of the target decreases as the density decreases and γ increases. The impli-
cation of this dynamic is that there is a build up of a longitudinal electric field, due
to the ponderomotive force and the electron displacement.
A certain point arises when the electrons become relativistically underdense.
When this point occurs, the laser can freely penetrate the target and can gener-
ate a high temperature beam. The presence of such an electron beam gives rise to
the resonant Buneman instability, a type of two-stream instability where ions are ac-
celerated in the electron direction. The acceleration is very strong, and will proceed
until the target becomes classically underdense. Target thickness must be carefully
chosen such that the target becomes relativistically underdense just before the peak
of the pulse, otherwise the target simply is at too high or low an intensity.
However, although it provides a greater conversion efficiency and higher energies,
the ion spectra is still exponential as it is in TNSA. In contrast to the RPA mechanism,
the breakout afterburner has successfully been shown to generate high energy ions in
experiment [55], although there is difficulty in determining a particular signature to
differentiate this mechanism from other mechanisms.
2.4.4 Directed Coulomb Explosion
In the case that the target never becomes underdense, the Break-out Afterburner
can never be realized. The ions will still be accelerated forward due to charge separa-
tion and the ponderomotive force. For a sufficiently intense laser pulse the build up
of space charge in the interaction region will begin to undergo a Coulomb explosion.
For a high and low atomic number plasma10, the hot electron sheath will separate the
plasma into two distinct regions, giving rise to an enhanced longitudinal field. When
the Coulomb explosion occurs, the low atomic number species is preferentially accel-
erated in the forward direction. This mechanism is known as the Directed Coulomb
10Such as a proton carbon plasma.
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Explosion regime [13], and occurs for intensities of > 1022Wcm−2. The Directed
Coulomb Explosion mechanism is a combination of a Coulomb explosion and RPA,
however, does not have the requirement that circular polarization be used. Linear
polarization is a requirement, as the electrons must be heated in order to evacuate
the focal volume.
2.4.5 Ion Acceleration Challenges
Compared to TNSA, the other ion acceleration mechanisms offer substantial im-
provements in either energy, energy spread, or both; however they have far more
stringent demands experimentally. While these novel mechanisms have been success-
fully simulated in PIC codes, there are major assumptions that are made to produce
the desired ion spectra. There is a very good reason for this to be the case. The inter-
actions are inherently very complex, and developing analytical models is prohibitively
complicated in most cases. The use of a one dimensional model can provide a useful
interpretation of the physics, and allow some models to be rigorously developed.
Without experiments, the only method of validating new models is to use numer-
ical simulation. To approximate the one dimensional models, it is a common practice
to use a flat top spatial profile. Wide focal diameters are also used, with extremely
high intensities. Density profiles are commonly step functions as well, and the laser
pulse duration is generally either a perfect Gaussian or a flat top function. The
results of the simulations then agree perfectly with the models, since they collapse
the multi-dimensional case to the one dimensional model. Although this verifies the





The results discussed in this thesis were conducted primarily at the HERCULES
Laser facility at the University of Michigan, which is the flagship laser of the high
field science group at the Center for Ultrafast Optical Science (CUOS). As part of
this thesis research in the experimental area for solid target interactions, high con-
trast and high intensity capabilities were designed, implemented and characterized.
A battery of diagnostics was employed to obtain as much information about the in-
teraction as possible, under the experimental limitations due to the use of using sharp
focusing optics. However, there are many experimental parameters that are difficult
and impractical to measure making numerical simulations of the experiment critical
for gaining insight into the interaction and interpreting data correctly.
3.1 HERCULES Laser Facility
The high energy, high repetition-rate CUOS laser system (HERCULES), is a CPA
laser with a peak output power of 300 TW [143]. The laser consists of several ma-
jor components consisting of the front end, including the oscillator, pre-amplifier,
stretcher, and pulse cleaner; the power amplifiers which include regenerative ampli-
fier, and several multipass amplifiers; and finally the compressor (See Fig. 3.1 for
particular details.). The oscillator produces seed pulses at 12 fs with a spectral band-
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width of ≈ 50 nm at a central wavelength of 790 nm. A pre-amplifier consisting of
a double pass Ti:sapphire crystal amplifies this seed pulse so that the intensity is
high enough to allow for the nonlinear interactions required for the pulse cleaning
technique known as cross-polarized wave generation, or XPW [107]. This technique
exploits the four wave mixing nonlinearity that is intensity dependent such that the
polarization of the output pulse is shifted when the nonlinearity is present. The
particular design of the system has been discussed previously [111, 23].
Figure 3.1: Schematic diagram of the HERCULES laser system.
After the preamplifier, the pulse is stretched to 350 ps for amplification below the
damage threshold of the optics. A regenerative amplifier amplifies the beam to nearly
1 mJ of energy, at a repetition rate of 10 Hz. Afterwards, the pulse enters the 3 power
amplifiers that are multipass Ti:Sapphire amplifiers that increase the laser energy to
0.6 Joules, 2 Joules, and finally to 18 Joules respectively. This stretched pulse then
enters a vacuum chamber where compression occurs. Here the beam is reflected from
a series of 4 gold-coated, holographic gratings aligned in the “Treacy” configuration
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[129, 11] (Fig. 3.2). By geometrically varying the path length of each wavelength, the
linear chirp introduced by from the matched stretched grating can be compensated.
Unfortunately, orders of dispersion higher than the fourth order are not compensated,
and misalignment of the gratings as well as spatially varying dispersive effects mean
that the pulse is unable to be compressed to its original duration. In addition, gain
narrowing can decrease the available bandwidth so that the minimum pulse duration
is ultimately limited by the time-bandwidth product (See 2.1). For a 800 nm pulse
with a spectral bandwidth of 30 nm, this corresponds to a 32 fs pulse duration. The
experiments performed in this thesis were performed with pulse durations in the range
of 32 fs to 41 fs. The diffraction gratings each have a diffraction efficiency of ∼ 90%
of the incident pulse so that after 4 reflections there is significant energy loss from
the compression. Although the compression throughput measured via calorimeter
was 63% ± 2%, experiments are conducted with the assumption of 50% of the laser
output energy measured prior to the compressor to account for all other optical losses
in the system.
Figure 3.2:
Schematic diagram of a Treacy double pair grating compressor. Negative
Group Velocity dispersion occurs since the optical path length of blue
light is shorter than that of red, compensating for dispersion elsewhere
in the laser system. The separation of each pair controls the amount of
dispersion added.
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3.1.1 Solid Target Experimental Area
The HERCULES laser facility has an experimental area dedicated to the investi-
gation of solid target interactions. Due to the increased radiation generated at the
interaction site, shielding must enclose the vacuum chambers for high power shots.
In addition, the necessity for high throughput plasma mirrors requires secondary
chambers suited for long focal length focusing optics. The experimental chamber
is cylindrical to allow optical ports equal solid angle to the interaction site of the
target chamber center. A typical experimental setup is shown in figure 3.3. A key
feature of this setup are the removable mirrors in the plasma mirror chamber, which
can redirect the incident laser pulse to a cascading set of plasma mirrors. All of the
optics employed for main beam manipulation are reflective optics, as any refractive
optics for this beam diameter would produce undesirable effects such as pulse broad-
ening due to dispersion or wavefront degradation due to B integral (2.10). All sharp
focusing optics are aspheric, and ray tracing has been performed for the few long fo-
cusing spherical mirrors to show that pulse broadening from the spherical aberration
is limited to less than 3 fs.
3.2 High Contrast Capabilities
3.2.1 Pre-compression Cleaning
It is possible to improve temporal contrast of the laser pulse through a variety of
techniques. To minimize ASE production, most of the gain in the laser system occurs
in the regenerative amplifier [144]. Although the extraction efficiency is not as high
as multipass amplifiers, many passes are able to be performed so that overall gain can
be very high. In the system employed at HERCULES, the cavity for the regenerative
amplifier is relatively long, meaning that the solid angle required for ASE to enter












Typical experimental setup of the solid target experimental area. Drawing
not to scale.
the nanosecond level. The XPW is capable of increasing the nanosecond intensity
contrast to 10−11 [23]. The contrast improvement occurs because the weaker ASE
will not be intense enough to exhibit significant nonlinearity, increasing the contrast






















































(a) Full regen shown with XPW engaged (red) and without (blue). (b)
Comparison between 30 TW shots (blue) and the full regen with XPW
engaged (red). This shows that there is no significant increase in contrast
for full power shots.
An active pulse cleaner is employed using the XPW technique 1. In a medium
with an anisotropy with third order susceptibility χ, a wave can be generated in the
1The use of this technique throughout this thesis will be referred to as simply XPW.
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four wave mixing process such that two frequencies are generated. For the case of
XPW, the particular wave mixing process of interest is a degenerate form with ω⊥ =
ω‖+ (ω‖−ω‖) when the initial wave is linearly polarized along the axis of anisotropy.
A crystal with very little birefringence, such as BaF2, allows phase matching between
the orthogonal frequencies. Saturation of this mechanism places an upper limit of
efficiency at ∼ 10%, so it is common practice to use two crystals, the second crystal
rotated with respect to the first. By placing a polarizer in orthogonal directions on
both sides of the crystal pair, we select the output to be the beam rotated by the
nonlinearity. As a third order non-linear process, XPW is dependent on the electric
field cubed, allowing significant discrimination with respect to the ASE. Due to the
high fluence in the HERCULES beam it is only practical to perform XPW at the
front end where the beam size is small and high quality crystals may be purchased.
The two crystal BaF2 scheme has been employed at the HERCULES front end as a
pulse cleaner, that allows the nanosecond contrast to be improved to a level of 10−11
[23].
The HERCULES XPW has an additional advantage beyond increasing the tem-
poral contrast of the seed laser. The pre-amplifier also introduces substantial gain
( 1,000) to the pulse, meaning that the regen may be pumped at a lower power so that
less ASE is generated, further enhancing the contrast. The effects of the XPW on
the nanosecond level can be compared by using a fast response (≤ 1 ns) photodiode.
Once the diode is saturated it can no longer provide meaningful data, so to increase
the dynamic range of the diode a series of neutral density filters are placed in front of
the diode to observe the response over a larger range of intensities. The measurement
can be taken prior to compression where the pulse will have a lower damage thresh-
old since the rise time of the diode is still long compared to the pulse duration. An
increase of several orders of magnitude can be seen with the XPW in Fig. 3.4. The
comparison was made at the regen amplification level for safety reasons, however, a
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comparison between full power shots (30 TW) shows that the power amplifiers do not
add any discernible ASE contrast. This can be attributed to the fact that although
the 30 TW and 300 TW amplifiers add significant amounts of energy to the pulse,
the overall gain in these amplifiers is still small compared to the regen.
3.2.2 Staged Plasma Mirrors
While the HERCULES setup provides a high inherent contrast rivaling even opti-
cal parametric CPA lasers [65, 4], there is little that can be done for contrast improve-
ment on the picosecond time scale with respect to the laser design. This necessitates
the need for a cleaning technique that operates beyond the compressor. By no means
is this an easy task, since the fluence of the laser post compression is nearly at the
damage threshold of the optics used to manipulate the beam. However, although
the main pulse is near to damage threshold, the prepulse remains several orders of
magnitude below, precipitating the scheme for contrast improvement for short pulses.
By focusing the main pulse onto an optic such that the main pulse will form a
plasma on the rising edge of the pulse, the reflective properties of the optic can be
exploited for pulse cleaning. This shuttering is commonly known as plasma mirrors (a
photograph of one in operation can be seen in Fig. 3.5 (a)), and extensive characteri-
zations of the use of plasma mirrors has been performed on a variety of laser systems
[34, 33]. The reflectivity of the prepulse, which is designed to be below the damage
threshold, is dictated by the optic used while the main pulse will have a reflectivity
based on the intensity alone. If plasma expansion is limited to picoseconds within the
main pulse, so that overall expansion is much less than the wavelength, optical quality
is maintained. For short pulses, the ion motion is negligible during the pulse duration
so the effect on the pulse duration is also negligible. The contrast improvement can
be characterized by the ratio of the reflectivity of the prepulse compared to the main.
Further increases in contrast improvement can come at a cost of laser energy. For
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Figure 3.5:
(a) Photograph of plasma mirror during the experiment. The plasma
expands after the interaction into a jet near normal to the surface. (b)
Schematic drawing of the dual plasma mirror configuration.
the experiments presented here, a dual plasma mirror setup was used in a manner
laid out in Fig. 3.5. The benefits of such a scheme are that the experiment can very
quickly deploy plasma mirrors without significant realignment since the laser exits
the plasma mirror telescope with the same divergence as it would had it not entered.
The plasma mirrors are coupled and on an in-plane positioning system so that they
may be rastered for each shot. The plasma mirrors for use at the HERCULES facility
were fully characterized for use in experiments.
3.2.2.1 Plasma Mirror Characterization
To ensure that the introduction of the plasma mirrors increased contrast without
disturbing the pulse wavefront, a series of characterization measurements were con-
ducted. A single plasma mirror was measured first. The laser was focused onto the
plasma mirror at a 50 degree angle with an f/15 off-axis parabolic mirror (OAP). The
mirror was placed on a translation stage in the laser axis direction so that the mir-
ror could be positioned on either side of the focus to measure the reflectivity versus
intensity. The near field intensity profile of the OAP is not symmetric on either side
of focus, so average intensity (and thus reflectivity) may not have been the same on
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either side of focus. A wedged fused silica optic reflected the beam to lower intensity
and prevent damage. This beam was recollimated with a lens and sent into the ex-
perimental chamber where it was sent into a large area calorimeter to measure energy
throughput. A dielectric mirror transmits < 0.1% of the incident beam, which is sent
into a fast rise time diode to measure contrast; and into a lens which focused the
beam onto a pair of CCD’s to examine wavefront quality. A single mirror was found
to reduce the contrast on the nanosecond level in accordance with the reflectivity of
the coating of the plasma mirror. 2 types of coatings were used, one from an “off
the shelf” anti-reflective glass plate which had an oblique reflectivity of 2% 2 and a
custom made high damage threshold coating with a peak reflectivity of 0.15% across


















































































(a) The reflectivity of a single plasma mirror as a function of position
relative to the focus of the OAP for the case of without XPW (red) and
with XPW (blue). (b) The measured contrast improvement with a pair of
plasma mirrors. With two plasma mirrors the nanosecond prepulse is be-
low the detection threshold of the diode, indicating contrast improvement
of better than 3 orders.
2Edmund Optics part number NT83-478
3Coating produced by Alpine Research Optics
63
The reflectivity of the main pulse was found to vary from 52% at 9.5×1014Wcm−2
to a maximum of 73% at 4× 1015Wcm−2, which is in excellent agreement with previ-
ous experimental results [33]. When the intensity is increased, the reflectivity begins
to decrease due to preplasma formation, as shown in Fig. 3.6 (a). Dual plasma mir-
ror operation was setup in the manner previously described, in which the temporally
cleaned pulse enters the experimental chamber with the same divergence as the un-
cleaned beam. After reflecting off of an uncoated surface and having neutral density
filters placed in the beam to reduce intensity, the beam was imaged with both a F/12
and a F/1 imaging optic to measure the spot size, showing no significant deviation
from the uncleaned beam of comparable power. The dual plasma mirror configuration
utilizes S polarization to minimize resonance absorption. The dual plasma mirrors
are aligned to be parallel to one another to prevent deviations in alignment when
the plasma mirrors are rastored. The separation of the plasma mirrors are chosen to
have slightly higher intensity on the second mirror. With the laser partially cleaned a
higher intensity may be placed on the second mirror before preplasma forms. In the
experimental setup, the plasma mirror separations are fixed with the focus in between
both mirrors, however the mirror pair may be translated along the laser axis to vary
the intensities on each mirror. With a separation of 4.8 cm, the reflectivity from both
mirrors was between 48 and 52 %, and if the fluence on either mirror was too high
the reflectivity suffers and the wavefront displays signs of filamentation. The contrast
improvement from both mirrors produces a nanosecond energy contrast beyond the
dynamic range of the photodiode. The leading edge of the laser pulse was very sharp,
limited by the diode response (Fig. 3.6 (b)). The expected contrast improvement is
then 3 or 5 orders of magnitude, depending on which plasma mirrors were used.
When the plasma mirror was placed at the focus of the telescope, where the
intensity was at its maximum of 1017Wcm−2, the reflectivity was on the order of
several percent. Without the XPW, there was minimal reflectivity at plasma mirror
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positions up to a cm away from focus, with the XPW the range of minimum reflectivity
was reduced to within microns of the focus. In addition, the maximum reflectivities
observed were higher with the XPW engaged. To understand why this may be the
case, a series of 1 dimensional hydrodynamic simulations using the code HYADES
were conducted [74]. A third order autocorrelator measurement of the HERCULES
laser with and without XPW was used to provide a temporal intensity profile to use
for the simulations. For various order of magnitude intensities, a piecewise fit of
the autocorrelator trace normalized to the intensity on the plasma mirror was used
to see hydrodynamic expansion of the target, which is assumed to be the dominant
expansion at these intensities with these pulse lengths. As expected the scale length
produced varies with intensity, as seen in Fig. 3.7. When we consider the differences
between the effects of the prepulse with and without XPW, we see that for the
optimal conditions of plasma mirror operation, the scale lengths from the two cases
are identical but for higher intensities they are significantly different, with the plasma
expanding beyond the laser wavelength without XPW.
Reality differs from 1D in the sense that the laser profile on the plasma mirror is
not uniform, so while we can estimate the average intensity, local intensities may vary
dramatically. These intense hotspots may form a significant preformed plasma locally,
causing a disturbance in the wavefront and scattering away light. In addition, a larger
preplasma will have a larger volume to absorb laser energy, decreasing reflectivity.
This provides an explanation for the differences observed in the reflectivity versus
intensity for the different contrast cases. It is important to note that the simulated
temporal profile averaged out high frequency modulations, which may further enhance
preplasma formation on the plasma mirrors. While one would be tempted to believe
that even a laser with a contrast of 10−7 should experience adequate cleaning with
plasma mirrors, this may not always be the case. It is critical to remember that while






























































































1D Hydrodynamic simulations of the HERCULES prepulse at plasma
mirror intensities. (a) The electron density profile for various intensities
in Wcm−2. Also shown is the comparison between the XPW and non
XPW prepulse at (b) 4× 1015Wcm−2and (c) 4× 1016Wcm−2.
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profile tells the complete story.
3.3 High Intensity Capabilities
One of the unique aspects of the HERCULES solid target experimental area is
the high intensity at which experiments are conducted. The author is unaware of
any publications as of this writing that are performed at intensities comparable to
the HERCULES facility. Utilizing such a high intensity is no easy task, however.
Two paths are available towards high intensity, one is simply increasing power, which
linearly increases intensity; and the other is to decrease the focal diameter, which
increases intensity quadratically. Aside from the differences in efficiency, increasing
laser power often means an additional amplification stage which in turn requires
substantial capital investment4. Reducing the focal diameter, however, can be a
much more practical method of increasing intensity.
The focal spot, from Fraunhofer diffraction theory, is the Fourier transform of the
input image, so a finite slit produces an intensity pattern that is a sinc function at
the focal plane. Similarly, the fourier transform of a circular aperture (in this case,
the finite diameter of the beam and the lens) is the Airy disk at the focal plane.
The full width at half maximum (FWHM) of a diffraction limited spot size of a lens
focusing a collimated beam is given by the 50% intensity point for the function of
the Airy disk, or when I0(2
2J(ka sin θ)
ka sin θ
) = 0.5I0, where k is the wave number, a is the
collimated beam diameter, and θ is the angle of the incoming ray. This occurs when





4This is due to the fact that further amplification will mean increasing the beam diameter to
avoid optical damage.
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where F# is the f-number, or the beam diameter divided by the focal length
5. Thus,
diffraction limited optics produce a focal diameter on the order of the f number
over the wavelength. For the HERCULES system, 3.1 corresponds to ∼ 0.823F#, so
an F/1 optic should produce a spot with a 0.8 micron diameter while an F/3 optic
will have a 2.4 micron focus FWHM6. These numbers are larger in practice, due to
imperfections in the optics causing deviations from the diffraction limit.
A trade-off exists for utilizing smaller diameter foci. As the laser diameter is
fixed, decreasing the f number requires a significantly sharper focus. This places
a limit on the minimum f number for a variety of reasons. One is that the solid
angle that the optic occupies increases as f number decreases, so that at some point
it is impractical to position a target without obstructing the incoming beam. An
additional complication is that such optics become prohibitively expensive. With the
target closer to the focusing optic, irreparable damage can quickly occur, reducing
reflectivity and focal quality. Perhaps the most difficult obstacle to overcome is target
alignment. It is necessary to place the target at focus so that we maximize intensity
and minimize transverse fields. The longitudinal extent that the beam is in focus is






which is the length that the laser diameter increases from its minimum to
√
2 times
the minimum, with w0 being the beam waist. The confocal parameter is defined
to be double this length. Due to the quadratic dependence on the focal diameter,
the tolerances for positioning a target decrease significantly for longer focal lengths.
5This is a metric that defines how sharp or long a focal optic is. It is related to the numerical
aperture of an optical system, where both define the amount of spatial frequencies available to the
focusing optic. F number is used extensively in this thesis.
6There is a beautiful analogy with the time bandwidth product. As we increase the spatial
frequencies (analogous to bandwidth), we decrease the spatial extent (analogous to the temporal
width)
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An F/1 optic will have a Rayleigh length of ∼ 4 microns, while an F/3 will have a
Rayleigh length of ∼ 36 microns, making it much easier to place a target at focus.
These problems are not insurmountable, and great effort was made to utilize a
sharp focusing optic. The lowest F number that still allowed for practical target
motion was an F/1 OAP (Janos Technologies). Since plasma damage inevitably de-
stroys the optical coating, relatively inexpensive diamond turned OAP optics were
used. These were coated with a protected layer to maximize lifetime, and were re-
placed roughly every 300 shots. The quality of these optics could be as poor as several
λ peak to valley. To compensate for these wavefront aberrations, a deformable mirror
is placed directly before the OAP (Xinetics, 177 actuators). In situ monitoring of
the focal spot is achieved by imaging the focal spot with an infinite corrected, achro-
matic microscope objective and the imaged focal spot was input to a Shack-Hartmann
wavefront sensor (Imagine Optics HASO). The deformable mirror is a series of peizo-
actuators fused to a thin, flexible optical plate. Adjacent actuators may lie at different
places, introducing a path difference that compensates the surface wavefront aber-
rations in the OAP. To correct the wavefront, each actuator is moved in and out
and the change in the wavefront as measured by the wavefront sensor is recorded. A
computer program then solves the response necessary to flatten the wavefront. This
forms a voltage matrix, which is gradually applied until the wavefront converges to a
flat profile. The Strehl ratio, or the ratio of peak diffraction intensity of the measured
beam compared to a perfect wavefront, is corrected to a value of > 0.9, however beam
pointing instabilities mean that the mean Strehl ratio is closer to 0.75.
The measured spot size after optimization is 1.20µm±0.11 FWHM. The excellent
quality of the focal spot is demonstrated by Fig. 3.8, which shows little energy outside
of the focal spot. The limiting factor for energy deposited in the focal spot is the
roughness of the gold coating of the OAP, which can scatter a significant amount
of light into large angles. A combination of a pinhole and a fast diode allows a
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Figure 3.8:
(a) CCD image of the focal spot. (b) Logarithmic line-out of the focal
spot.
measurement of the scatter, so that there is 55 − 65% of the laser energy that is in
the focal spot, depending on the quality of the OAP surface.
Positioning the target within the confocal parameter requires a target alignment
system that is accurate on the micron scale. The large solid angle of the OAP does
not allow for any specular light to be collected by a secondary imaging system, so
a triangulation system was designed and installed enabling an accuracy along the
laser axis of > 2µm. The triangulation beam was also imaged so that transverse
positioning of microfabricated targets could be aligned with an accuracy of ∼ 10µm.
3.4 Diagnostics
In order to capture as much information as possible about the interaction, many
types of diagnostics are fielded on every experiment. Due to the vacuum environment,
much of the experimental data collection takes place outside of the experimental
chamber, so that the use of relay optics becomes extremely important. An invaluable
tool is the charged couple device array (CCD). The high quantum efficiency and single
shot readout allow for experiments to immediately obtain information and adapt the
experiment as it progresses.
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3.4.1 Optical Diagnostics
The generation of such intense, high contrast femtosecond laser pulses relies on
many nonlinear processes, which require careful monitoring. For every shot several
diagnostics were deployed to ensure that laser parameters were as expected. The
diagnostics are positioned at various locations throughout the laser system. High
reflectivity dielectric mirrors (reflectivity > 99.95%) are used. The reflectivity curve is
nearly constant across the bandwidth of the laser, so a low intensity diagnostic beam is
able to be obtained simply from the transmission of the mirror. This “leak-through”
beam preserves the laser wavefront and spectra, since the transmitted intensity is
much lower7. Before the compressor, while the laser pulse is still propagating in
air, the leak-through beam is sent into an optical spectrometer, as well as a pair of
photodiodes. The optical spectrometer ensures that the central wavelength has not
shifted as an experiment progresses, as well as recording the spectra from full power
shots. The photodiodes consist of a large area integrating diode which is used to
measure laser energy and a fast rise time diode to measure laser contrast before the
plasma mirrors.
There is a second set of diodes positioned in the experimental area. A leak-through
beam from the first mirror in the experimental chamber sends the beam out of the
chamber where it is incident onto a similar pair of photodiodes that measure laser
energy as well as the laser contrast in the chamber. This allows for a single shot
measurement of both the reflectivity and the contrast improvement of the plasma
mirror pair8. This leak-through pulse is also sent though an imaging system to take
a measurement of the near field, far field, or both simultaneously, giving a measure
of the wavefront for a full power shot after the plasma mirrors.
7The B integral for the transmission of a four inch diameter, 100 TW pulse at 45 degrees through
1 cm of glass is only ∼ 0.16.
8As the plasma mirror pair normally does not show a detected prepulse, it exists as a warning
for plasma mirror malfunction.
71
As we have seen in Chapter II, the laser interaction can substantially alter the
spectrum of the laser. To characterize the reflected pulse, a scatter screen is placed
in the specular direction of the beam when the target is placed at 45 degree incident
angle. The scattered light from this screen is imaged into several diagnostics. One of
which is an optical spectrometer to measure the laser spectra after reflection, while
the other is a CCD to image the screen. The CCD is often used with a band pass
interference filter in place to focus on a particular wavelength range.
3.4.2 Particle Diagnostics
Electrons and ions are accelerated to high energies during the interactions. When
a charged particle enters a magnetic field, it experiences the Lorentz force. For a
uniform field that is perpendicular to the direction of particle motion, the motion is
circular with a radius of gyration given by γmv0
qB0
. The velocity, and thus the energy
of the charged particle can then be determined if a measurement of this gyroradius
is made. Electrons are measured with a such a simple magnetic energy spectrometer.
A pair of permanent magnets provides the magnetic field, and the entrance to the
spectrometer is a lead slit with 1 mm diameter. A detector is placed along a defined
plane, and the energy of the electron determines the location along the detector. Elec-
trons with higher velocity will have an increasingly larger radius, so the dispersion is
always greater for higher energies. The nonuniform dispersion increases measurement
uncertainty at higher energy.
There are two types of detectors used commonly in experiments. Image plate is a
detector that is highly sensitive to ionizing radiation. The image plate has embedded
in it storage phosphors, where phosphor electrons are excited to a known metastable
state, existing hours before decaying. The electron can be further stimulated into an
even higher state having a fast decay time, through a process known as photostimu-
lated luminescence. The image plate used here has BaFBr:Eu+2 as a phosphor, and
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has a resolution of 50µm. The image plate system was Fujifilm. There is versatility
with the use of image plate, since it can be cut to match a specific geometry much
like film. However, the image plate must be kept away from room light to prevent
any photostimulated luminescence to occur before the image plate is read, also much
like film, however image plate is not as sensitive to visible light as film. For use in
experiments, this limits its role as a integrated diagnostic.
For single shot experiments, a scintillating screen is often used instead (Kodak
Lanex). Lanex uses Gd2O2S as the scintillating screen, which emits a photon at 550
nm when energetic radiation is incident on it [75]. This phosphor layer is only tens of
microns thick and is bound to a polyester layer a few hundred microns thick for sup-
port. Electrons of the order of MeV energies will pass through the protective coating
and plastic backing layer, and for energies higher than several MeV the response is
nearly uniform [92]. The single shot nature of the detector implies that the signal
will be much weaker than that of an integrating detector, but the value of an in situ
electron response make it an invaluable resource.
For the experiments in this thesis, compact magnetic electron spectrometers were
produced with 0.1 Tesla magnetic fields using Lanex as the detector. The Lanex was
wrapped in aluminum foil (200 microns) to reduce background noise from low energy
electrons and laser light. The Lanex screen was imaged to a CCD outside the chamber
with dielectric mirrors that had a peak reflectivity around 532 nm, providing ample
contrast between the green photons emitted by the Lanex and light from the laser
or other interactions. Furthermore, a bandpass filter (Schott BG39) is used at the
CCD to eliminate scattered laser light outside the chamber. Lanex can be placed at
a variable distance from the slit, so that different energy ranges may be examined.
The most critical diagnostic for ion acceleration experiments is the Thomson
Parabola ion spectrometer (TP). As opposed to the electron spectrometer, the exis-
tence of many different charge to mass combinations mean that to use a magnetic
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Figure 3.9:
Schematic Diagram of a Thomson Parabola ion spectrometer. The par-
ticles are deflected with respect to energy due to the magnetic field, and
are deflected by the charge to mass ratio by the electric field. X-rays and
neutral atoms produce a zero order point for alignment.
spectrometer for ions they must be separated first. This is accomplished with an elec-
tric field, utilizing the other term in the Lorentz force (q ~E). The electric field applies
an acceleration that is dependent only on the charge to mass ratio. A small diameter
pinhole is used to define the geometry, much like the slit in the electron spectrometer.
Solving the Lorentz force equation for motion yields a dependence in the electric field
direction with a dependence inversely proportional to velocity squared and a motion
in the orthogonal direction with only a inverse velocity dependence. This means that
the equipotential line for a particular charge to mass ratio will form a parabola on














with Z as the charge state of the ion, L as the length of the electric (magnetic)
field, and d as the drift distance between the back of the electric (magnetic) field
and the detector plane.The energy of a particular parabola trace is given entirely
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by the deflection orthogonal to the electric field. This is extremely useful for ions
such as protons, since there is no other particle with a charge to mass ratio of 1.
However, many ion species exist with nearly identical charge to mass ratios, making
exact identification difficult, as is the case for silicon and nitrogen, or any fully ionized
atom aside from hydrogen.
 
 
































Thomson parabola trace with overlays from the analytical solution for
particle motion for various atoms. The straight through is used as a
reference.
For the TP used in the experiments in this experiment, a dipole magnet at either
0.32 or 0.64 Tesla was used. An electric field of 10-25 keV was applied on two
parallel plates separated by 1 cm was placed afterwards. Varying the strength of
the fields and the distance of the fields to the detector plane allowed for a variety of
energy ranges to be detected. The uncertainty is greater for higher energies since the
magnetic dispersion is less, similar to a magnetic electron spectrometer. For single
shot operation the detector used is a microchannel plate (MCP). The MCP is a glass
array of small diameter pores which act as electron multipliers. The array of pores
are in a static electric field. Ionizing radiation impinging on one of the pores will
begin an avalanche of electrons that will strike a phosphor plate upon exiting the
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MCP. The radiation from the phosphor can then be imaged, giving spatially resolved
information. The MCP used in the experimental setup has a pore diameter of 10
microns, and an active area of 3 inches (Photonis). Drawbacks to the MCP as a
detector include limited dynamic range, and stringent vacuum requirements. The
system in use is kept inside of a separate chamber and is differentially pumped. A
large diameter plastic sheet with a pinhole provides the differential. The beam is then
sent through a 200 µm pinhole, and a lead collimator before entering the electric field.
The trace is imaged by a CCD outside of the vacuum chamber. A typical trace can
be seen in Fig. 3.10, where individual ions can be identified.
To measure an ion beam over a large area requires a different detector, since
the MCP requires a stronger vacuum and image plate is covered with a protective
plastic layer that blocks protons below several MeV. The nuclear track detector CR-39
provides a useful alternative [19]. Originally used as a plastic for eyewear, CR-39 has
an advantage in that it is a very homogeneous plastic. When ions impact the plastic,
it weakens bonds when energy is deposited. An etching solution (NaOH) is used to
etch the plastic, and these damaged areas grow into macroscopic pits, allowing the
impact to be observed. The high levels of homogeneity yield high resolutions with
extremely high signal to noise ratios.
Part of the reason that CR-39 is able to be such an absolute reference is due to
the physics of ion stopping. An ion moving at fast velocities (∼ 100 MeV) is able to
travel through solid matter for a distance relatively unimpeded as the stopping power
is low (See Fig. 3.11 (a)). The electron cross section is low for high velocities. As the
ion loses energy, the electron cross section increases dramatically, and a large rise in
the stopping power occurs. The stopping power is so great the ion is fully stopped
in a very small volume. The propagation of the ion experiences little scattering until
then, so a very localized region exists where the majority of energy deposition occurs.
This concentrated energy deposition is the advantage for radiation deposition in ion
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radiotherapy discussed in Chapter I. This localized region is called the Bragg peak,






























(a) Stopping power of a proton through liquid water. Note that the
stopping power is almost entirely due to the electrons. (b) The energy
loss of protons through water for several different initial energies. The
point at which all remaining energy is abruptly lost is known as the
Bragg peak.
With CR-39, a single proton can generate a track, yielding very high spatial
information as well as an absolute number. This makes CR-39 extremely useful for
the calibration of spectrometers such as the TP. It is also not sensitive to x-rays or
electrons, making it a robust detector that can be placed in extreme environments. By
exploiting the Bragg peak, energy information can be obtained as well. By layering
foils of various thicknesses as shown in Fig. 3.12, the only protons able to strike the
CR-39 must have a minimum energy to travel through the filter. With several energy
bins a total spectra with absolute energy can be generated. Without the filters,
divergence information can be found by observing the size of the beam.
3.4.3 X-Ray Diagnostics
There are a number of physical mechanisms of laser-plasma interaction capable of
producing light across the entire band of x-rays. Two of the diagnostics are an integral
piece of the target alignment system. While the triangulation system establishes a
very precise relative position to align targets with, the very short Rayleigh length of
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Figure 3.12:
Diagram of CR-39 energy calibration. Foils are in strips along a piece
of CR-39, allowing for divergence information in one axis and energy
information in the other.
particularly once the chamber is under vacuum. If sufficient pulse cleaning is not
present, the preplasma scale length can be large enough to shift the optimal focus
position from the vacuum position. Thus, every experiment begins with a scan of
the focus. As seen in Chapter II, the electron temperature is directly proportional
to the intensity. The higher the electron temperature, the more Bremsstrahlung will
occur in the target. Higher energy gamma rays from the interaction can be measured
by a sodium iodine scintillator positioned outside of the shielding. The scintillator
is attached to a photomultiplier tube (Hamamatsu) and is housed in a box of 10 cm
thickness lead.
The other gamma ray detector is a PIN diode. This is a piece of semiconducting
material that sandwiches a layer of intrinsic silicon between a P doped layer and an N
doped layer. The diode is reversed biased and normally does not conduct electricity.
When a photon is incident on the intrinsic region, it produces an electron hole pair
which produces a current from the field produced by the bias. The PIN diode is set
up experimentally with an unobstructed line of sight to the target, except for a 25
micron Be foil that serves to block laser light. A dipole magnet in front of the diode
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sweeps high and low energy electrons to ensure that only x-rays are detected. For
high contrast experiments the scanning of the target through the focus of the laser


























Focal scan of a 550 micron silicon target at high contrast. Signal is
clearly peaked, showing the region of highest intensity.
Extreme Ultraviolet (EUV) light is much more difficult to detect. Every element
has a strong absorption edge at the K or L edge throughout the entire region, and
attenuation lengths are often on the order of a micron or less. Because of the strong
absorption, manipulating EUV photons is very difficult. However, for a mirror that
approaches a grazing incidence angle, efficient reflectivity is achievable. To charac-
terize the EUV generated in the interaction, a imaging EUV spectrometer is used
[100]. A variable line space grating (Hitachi) diffracts light onto an x-ray CCD (An-
dor). The grating is cylindrically curved, such that the interaction is focused onto
the CCD. X-ray filters are placed to prevent laser light from striking the CCD. The
detector takes a time integrated spectra of the interaction, so aside from EUV gen-
erated by HHG, light generated by longer lived processes such as plasma continuum
emission and emission lines are also visible.
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3.5 Computational Capabilities
Several simulation codes have been used in this thesis. In many cases, particular
information of interest cannot be practically measured. To understand the under-
lying physics, experimentalists have relied increasingly on numerical modeling of an
experiment. There are a number of models that each have their own strengths and
weaknesses. The 1D hydrodynamic code HYADES is used to estimate the amount
of preplasma formation due to hydrodynamic interaction of the long pulse prepulse.
It does not, however, take into account multidimensional effects such as 3D plasma
expansion due to small focal spots, instabilities, nor the high intensity absorption
that may take place with the presence of short pulse prepulses.
Vlasov-Fokker-Planck (VFP) codes are able to solve the Vlasov equation for col-
lisional plasmas. The VFP codes allow modeling of intense laser plasma interactions
with no noise, due to the fact that it solves distribution functions rather than solving
the n-body problem. Unfortunately, the high requirement to solve the Vlasov equa-
tion over the entire phase space causes extreme inefficiency, so that such codes are
more suited for localized, fast time scale interactions. The VFP code IMPACTA is
utilized for the study of short pulse prepulses, and is very useful for identifying the
physical mechanism for the experiment presented in Chapter IV.
The workhorse for understanding the underlying physics of the short pulse laser
plasma interaction is the particle-in-cell (PIC) code. With PIC, rather than model
every individual ion and electron, macro-particles representing a charge density are
used. The charge of the particles is mapped to a grid, with a resolution that resolves
the Nyquist frequency of the dynamic of interest. The mapping in effect truncates
the electric field of the particles, removing the collisions due to binary interactions.
This provides a statistical solution of the Vlasov equation while requiring far less
computations, making it a much more efficient calculation. However, there are still
several critical limitations in the PIC code. It simulates a collisionless plasma, which
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may not be accurate for electron transport through a solid target. Ionization is also
not modeled9, and must be assumed at the beginning of the simulation. Perhaps the
most distressing is the presence of numerical noise. The act of mapping particles to
a grid introduces a small rounding error, and the force becomes non-conservative. As
the simulation progresses, this leads to a self heating of the particles and introduces
statistical noise. This can be mitigated by various methods, such as higher order
mapping to the grid or the use of smoothing, as well as using a finer resolution
grid. However, ultimately the noise will win out limiting the duration over which
the interaction can be simulated. Short pulse interactions are thus particularly well
suited for modeling with PIC codes.
The PIC code used for the work discussed in the following chapters is the OSIRIS
code10 [43]. The code is can be used in 1,2, or 3 spatial dimensions with all 3 dimen-
sions of phase space. The code is parallelized for use on a computing cluster, so that
a greater number of particles may be simulated. For example, a single computer may
have 4 gigabytes of memory, and if a 32 bit number (single precision) is used to keep
track of each of the 6 dimensions then ∼ 20 million particles can be simulated, while
a cluster can have significantly more memory available to it (32 GB per node are
now common). To take advantage of the parallel processing capabilities, simulations
are performed on the Center for Advanced Computing’s Nyx cluster at University of
Michigan. The high field science group has 192 nodes at the cluster, with over half
a terabyte of memory and can transfer data between nodes at 10 gbit/sec, providing
adequate computational power for 3D underdense interactions or 2D solid density
interactions.
9In actuality, in the OSIRIS 2.0 framework, ionization is modeled, however, only for a single
ionization state. This works well for low density hydrogen plasmas, but poorly for solid density
multi-atomic species.
10Both OSIRIS 1.0 and 2.0 were used for this thesis work.
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CHAPTER IV
Control of ion spectra
4.1 Introduction
Control of the ion spectra has been a long standing issue in laser based ion acceler-
ation. Experimentally, proton and ion beams accelerated via TNSA have previously
been observed with Boltzmann-like energy distributions [96, 2]. Spectral modification
has been observed in experiments, however. The use of micro-structures on the rear
surface of the target produced proton beams with an energy spread of 25 percent
[118]. Another experiment used a thick, high atomic number foil that is heated to
over 1,100 degrees Kelvin, such that the protons are evaporated off but the carbon
remains in a state of graphite. The monolayers of carbon are accelerated in the TNSA
field, and the result is a beam of carbon ions with an energy spread of 17 percent
[54]. A form of energy selection is achieved by the use of a hollow cylinder that is
placed in a second intense beam. The proton beam enters the cylinder as the beam is
struck by the laser, and the sheath field that forms on the inside of the cylinder acts
to focus the ion beam at a particular energy [128]. This has been demonstrated to
produce a proton beam with an energy spread of only 3 percent. However, all of these
approaches require targets or geometries that are not suitable for a high repetition
rate system, and limit their usefulness in many applications.
Experimentally, radiation pressure driven shocks have also demonstrated narrow
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energy spread spectra from gas targets [104], although this work was done with a
CO2 laser whose 10 micron λ0 both reduces nc and increases a0 via I0λ
2. This cannot
be easily done in NIR short pulse experiments. And while recent simulation work
suggests that with only modest increases of intensity, short pulse lasers may be able
to accelerate protons with narrow energy spreads to several hundreds of MeV from
ultra thin (∼10 nm) targets [40, 114, 85, 13]; it will be shown in chapter V that there
are significant physical limitations towards this approach.
The optimal technique for a high repetition system would not depend on com-
plex target geometries, but rather simple foils that can be utilized on a tape drive,
for instance. To fulfill this requirement, optical density shaping is an ideal solution.
Previous simulation work has been done suggesting that secondary fields can strongly
effect the ion acceleration mechanism. Two strong pulses arriving shortly after one
another can cause electron pulses in the sheath field that can cause the formation
of spectral peaks in multiple sheath target acceleration [113]. This has been demon-
strated in both PIC and Vlasov code, but not in any experiments. Another method
involves changing the contaminant layer composition. A 10 nm proton layer that
is unperturbed is shown to produce the expected Boltzmann-like spectra, while a
100 nm proton layer that has 5 percent of its original density is shown to exhibit
quasi-monoenergetic energy spectra [112].
Presented in this chapter is an experiment that lies in between the previous sim-
ulated scheme. A prepulse is used to optically shape the density profile in a manner
unique to earlier work. In particular, a short pulse is used in conjunction with a
cleaned interaction pulse to preferentially shape the proton density. The short pulse
prepulse with low intensity and with long delay time between the main pulse can-
not cause multiple sheath target acceleration, instead it allows the proton density to
be shaped more along the lines of the latter mechanism. In this chapter, it will be
demonstrated that if the high intensity interaction is preceded by a much less intense
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short pulse prepulse 33 ps prior to the main pulse, the proton energy spectrum be-
comes narrowed. This is due to keV electrons generated from this prepulse that are
able to collisionally ionize the rear-side contaminant layer, causing expansion and a
reduction in density. From this picosecond scale window, only the ions with a high
charge-to-mass ratio ( q
m
) are able to move significantly, so that the lightest ions in
the contaminant layer preferentially expand while the target remains mostly unper-
turbed, in contrast to the hydrodynamic expansion that occurs from ASE prepulse
interactions. Simulations are made of the interaction to demonstrate the effects of
such a prepulse.
4.2 Experimental Setup
Double plasma mirrors were employed for the experiment, with an anti-reflection
coating of 0.5% at 810 nm. This produces an ASE intensity contrast of less than
10−13 on target. The laser energy was 1.1 ± 0.1 J on the target, which corresponds
to an on-target intensity of 2 × 1021 Wcm−2 with a normalized vector-potential of
a0 = 30. The targets used were free standing silicon nitride (SiN) membranes from 30
to 200 nm and Mylar foils (C10H8O4) from 1 to 13 µm. Both foils are dielectrics which
have a similar damage threshold. The targets were positioned at the laser focus at
an angle of incidence of 45◦ and at normal incidence. The beam was P-polarized for
the oblique incidence angle shots. The TP was placed in the target normal direction
for each geometry.
4.2.1 Prepulse introduction
Deliberate introduction of a short prepulse can be achieved simply by introducing
a post-pulse prior amplification. Nonlinear interactions between the post-pulse and
the main pulse during amplification resulted in a prepulse after compression [82]. This
nonlinearly generated prepulse will henceforth be simply referred to as the prepulse.
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When the prepulse is not present the term clean pulse will be used. The prepulse
arrived 33 ps prior to the main pulse as measured by a streak camera. The on-target
peak intensity of this prepulse is measured to be 3(±2)×1016 Wcm−2 with a duration
equal to that of the main pulse. Images of the laser beam profile after the plasma
mirror indicate that this prepulse generates some plasma on the surface of the first
plasma mirror, but the resulting focal spot is not measurably degraded (See Fig. 4.1).
While other short pulse prepulses exist [23], the intensity of any other prepulse after
the plasma mirrors is below the damage threshold of the targets used and does not
result in preplasma formation.
Experiments have been done previously with a secondary laser to produce a pre-
plasma [62]. However, in many cases the preplasma is formed by the rising pedestal
of the laser pulse at the ∼ 100 picosecond level or from the ASE at the nanosecond
level. Long pulse interactions such as these cause preplasma formation due to heating
of the focal area and a resultant hydrodynamic expansion. Because the plasma is able
to achieve equilibrium during this time, the entire plasma is able to move collectively.
In addition, the scale lengths from the nanosecond pulses are typically many microns
in length, due to the long expansion time.
In contrast, a short pulse laser will cause a simple hydrodynamic expansion. The
energy in a moderate intensity short pulse is very small, and since the pulse duration
is so small the ion motion during the interaction is negligible. The result is that the
electrons are accelerated to a high temperature (∼ keV) while the ions initially are
not. The heated electrons are able to form sheath fields for a limited duration, and
will preferentially accelerate the higher charge-to-mass ions. There is then a change
in density dependent on the ion species, a fact that will be shown to be critical for
the mechanism described.
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100TW Post DPM 100TW  Post DPM 
Prepulse Present Prepulse Not Present 
Full Regen 
Figure 4.1:
Beam diagnostic images of the laser far field after plasma mirrors. No
difference in intensity is observed for prepulse being present compared to
regen amplification or at full power without prepulse.
4.3 Ion Spectra Results
The data presented in the following will focus on the 45 degree data set in order to
provide a proper comparison. Normal incidence ion acceleration data will be presented
in the following chapter. During the experiment, many light ions were observed,
including carbon, nitrogen, oxygen, and of course protons. Proton and carbon spectra
are characterized in this experiment, due to their dominance in the spectra and ease
of identification. The clean pulse case expectedly showed the expected Boltzmann-
like spectra, however, characteristic in some shots of clean pulse spectra was a high
energy peak in the otherwise Boltzmann-like energy spectrum (Fig. 4.2 (a)). As the
target thickness is decreased, the maximum observed proton energy increased from
6.7 (±1.3) MeV at 1 µm thickness to 9.5 (±3.3) MeV at 30 nm target thickness (Fig.
4.3). A trend is observed such that thinner targets produce higher energies, as the
electron density in the sheath increases and can provide stronger accelerating fields,
consistent with previous results [62]. The other ions display a similar trend in their
maximum energy, with an energy per nucleon that has a maximum of up to ∼ 3 MeV,
much less than the protons and also consistent with previously reported results.
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Energy spectra for prepulse (50 nm Si3N4) and clean pulse (30 nm Si3N4)
for (a) Protons and (b) Carbon 4+. The sharp drop on the clean pulse
case is due to the edge of the detector. The raw traces for these spectra
are also shown for (c) clean pulse and (d) prepulse.
When the prepulse is introduced at the 45 degree incidence angle, a drastic change
is observed in the proton energy spectra. The low energy protons are below the
detection threshold of the TP (Fig. 4.2 (d)). Although an MCP detector possesses
a limited dynamic range, there was not even a single detectable count above the
background measured in this region. Perhaps even more interesting is that for the
50 nm Si3N4 targets, the light ions also exhibit the narrow energy spread feature.
The minimum detectable energy for protons on the TP was 0.5 MeV. The FWHM
of the proton spectral peak varies minimally, although the maximum energy of the
spectra is dependent on target thickness (Fig. 4.3 (b)). It is also observed that the
energy spread (∆E
E
) varies from shot to shot between 25 and 60%. At target thickness
of 1 µm both prepulse and clean pulse produce similar energy protons, but for the
submicron targets peak proton energies fail to increase in the prepulse case (Fig.
4.3 (c)), indicating that the prepulse is likely causing significant deformation of the
bulk target before the arrival of the main pulse. When the target is defocused or at
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(Color online) (a) Proton spectra for prepulse case for 0 and 45 degrees
incidence for 1 µm Mylar targets. (b) Prepulse proton spectra for 3
target thicknesses. (c) Maximum proton energy for prepulse and clean
pulse case. Lines are shown for visual aid only.
is dependent on intensity and the target being at an oblique angle (Fig. 4.3 (a)).
Laser transmission remained below background for all target thicknesses, indicating
that targets were above critical density for the main pulse interaction. CR-39 track
detectors were used to measure the divergence of the proton beams produced. In
both cases the divergence was measured to be below 250 mrad for 1 MeV and below
75 mrad for 5 MeV protons. CR-39 with step filters was also used to measure the
maximum energy, although these detectors integrated many shots and did not show
a clear mono-energetic signature.
The quasi-monoenergetic feature in the proton energy spectra is highly repro-
ducible, for example being observed in 71 out of 95 shots taken over several shot
days for all target thicknesses when the prepulse is present. 6 successive shots taken
at 1 micron thickness Mylar are shown in Figure 4.4. The mono-energetic feature
could reproducibly be removed and reintroduced simply by defocusing the target and
returning it to best focus. Since the effect is observed to be the same in both the non-
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hydrogen containing Si3N4 targets as well as Mylar, the accelerated ions are thought
to be generated entirely from contaminants on the surface of the target rather than
from the bulk target itself. When the experiment is performed for normal incidence,
the effect is no longer observed. This is consistent with the absorption processes being
stronger at oblique incidence angles.
Shot016	   Shot017	   Shot018	  
Shot019	   Shot020	   Shot021	  
Figure 4.4:
Raw TP traces of 6 successive shots on 1µm Mylar with prepulse present.
The proton spectra is clearly displays quasi-monoenergetic features in
every shot.
4.3.1 Numerical Simulations
Numerical modeling is difficult due to the 33 ps timescale between pulses, the
high density, and the fact that a hydrodynamic simulation will not correctly model
hot electron transport. A PIC simulation of the experimental conditions would not
be able to run for the entire 33 ps duration due to numerical heating. To counteract
this issue, a hybrid approach was used instead. Initially, the prepulse interaction is
modeled in a PIC simulation to determine the initial electron distribution function.
The electrons will then be used as an input in a VFP code which will determine
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the effects of the hot electrons on the density profile. The VFP simulation has no
numerical noise, so it can be run for the 33 ps necessary. Finally, the density function
obtained from the VFP code will provide the initial conditions for the main interaction
simulation, which will be done again in a PIC simulation.
For a prepulse with intensity I0 of > 10
16 Wcm−2, a combination of inverse
bremsstrahlung and Brunel heating [12] will create a localized plasma and a pop-
ulation of hot electrons with a mean kinetic energy of Th = 3.6I16λ
2
µ ≈ 6 keV [49],
which is also validated with particle-in-cell (PIC) simulations using the OSIRIS code
[43]. To estimate the field strength on the rear of the target for the 13 µm thick Mylar
case, we used an implicit 2D Vlasov-Fokker-Planck code [125, 64] modified to include
a collisional Saha ionization model, and a non-relativistic Bethe collisional energy
loss formula for the un-ionized material to numerically model the electron transport
and ionization dynamics in the target. The anticipated electric field is expected to
be too weak for field ionization to have a significant impact, so it was not included
in the code. Ionization of the target at this intensity may also be affected by radia-
tive energy transfer [31]. Suprathermal electrons from the tail of the front surface
plasma propagate through the target, and set up a sheath electric field of strength
E0 ∼ 108 Vm−1 on the rear surface, indeed several orders too low to cause field
ionization. These simulations were performed at the largest target thickness to show
that the density modification is capable of taking place for all targets, as the weak
sheath field will only increase in thickness as the target thickness decreases.
Although the electron distribution function at the rear is a two temperature dis-
tribution, rather than a single temperature commonly used in self-similar expansion
models, we can use an average over the hot and cold populations to calculate the
sound speed [105]. Then in a single temperature expansion model, we can estimate
the plasma scale length λs at 33 ps via λs ≈ 2cst [96], where cs2 = ZkB〈Te〉/mi, and
〈Te〉 = (nehTeh + necTec)/ne with the subscripts referring to hot and cold electrons.
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This gives an exponential profile with a scale length of the order 100 nm using the
temperature and density outputs from the 2D VFP simulation, although we expect
this to be an upper limit. Protons will have a much longer scale length than the other
ions due to their much higher q
m
.
For PIC simulations of the main pulse interaction, a 1.2 µm fully ionized carbon
target with density of 100 ncrit was used with front and rear-side proton layers. For
simplicity, the scale lengths are linear ramps, with the density referring to the max-
imum density of the ramp with total integrated density constant and the thickness
as the base of the ramp from the bulk target. A 45◦ p-polarized Gaussian laser pulse
with 35 fs FWHM duration, 1.2 µm waist and a field strength parameter of a0 = 30
was focused onto a target with a front-side proton scale length of 300 nm. The cell
size was 2.55 nm by 3.8 nm, or λ/315. 128 particles per cell were used for the proton
layer, with 16 particles used in all other cells. The proton layer had more particles
in the acceleration direction for adequate statistics in the dimension that experiences
the most motion.
4.4 Discussion
The scale length of rear surface plasma for the prepulse case is 175 nm and has
a proton density of 0.3 ncrit, while for the clean pulse the scale length is 2 nm and
the maximum density is 60 ncrit. In the former case, the low rear-side proton density
results in minimal electric field screening due to the substantially longer Debye length.
Thus the entire proton layer is accelerated as a whole, such that all protons experience
the same acceleration force. The paramount difference is that the sheath field strength
slowly changes strength. In the clean pulse case, the protons on the outside of the
target gain the most energy, while protons deeper in the layer experience a weaker field
later in time. Contrast this with the prepulse case, where the protons experience the
same acceleration field until they exit the sheath. In fact, protons closest to the target
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PIC simulation results at 202 fs of proton energy spectra for clean pulse
(a) and prepulse (c) for 1 µm carbon target at target normal (py ≈ 0)
with charge density individually normalized to 1 for comparison. Proton
phase space Px v. Py are also shown for clean pulse (b) and prepulse (d) in
units of normalized momentum. Note that the color scale is logarithmic.
will be in the accelerating field slightly longer, thus having higher energies. This is
evident in the phase space plots of the rear protons, which show a narrow momentum
spread (Fig. 4.5 (c)), and also in the proton density, where protons closest to the target
eventually overlap the ion front (Fig. 4.6). The density profiles of the rearside proton
layer also show direct evidence of the difference in the field shielding, the protons
closest to the focal region have surpassed the protons that were originally on the
outside of the proton layer (Fig. 4.6). The protons possessing zero tangential velocity
and thus those moving in target normal have a quasi-monoenergetic spectrum, with
energies ranging from 3-7.2 MeV. When a detector is placed at this angle with a small
solid angle, it will select this monoenergetic spectra. In the simulation, at angles other
than directly at target normal the spectrum shows increased energy spread.
In the clean pulse PIC simulation, the rear-side protons initially move as a layer,




























PIC simulations at 202 fs of proton density profile for clean pulse and
prepulse.
ton screening, in contrast to the prepulse case. Since the contaminant layer is thicker
than the cold Debye length (≈ 1 nm), protons in the layer can experience different
forces. In this case the protons closest to the target experience the least acceleration,
and provide the low energy component of the spectrum. The spectrum also displays
a peaked structure similar to that observed experimentally (Fig. 4.5 (a)) and also
shows higher maximum energy than the prepulse case. As the simulated target is 1.2
µm in thickness, this peak is likely is an artifact of a thin proton layer undergoing
rapid acceleration, making it an experimental cue for short pulse experiments that
high contrast has been achieved.
4.4.1 Implications for Ion Acceleration
The experiment performed provides a means of generating proton beams with
energies similar to and energy spreads on par with the previous experiments involv-
ing complex targets or complicated target manipulation. While the energy spreads
and maximum energies still are not high enough for many applications, the method
drastically reduces the technical requirements for generating a proton beam with de-
sirable qualities. The targets used are thick enough to be employed in a tape drive. A
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system involving a high-repetition rate ion accelerator may be used as a front end to
an RF linear accelerator to provide a low emittance proton accelerator. It should also
be pointed out that the parameters of the prepulse were not in any way optimized
for energy spread. The experiment used a fixed delay and fixed prepulse intensity.
Additional work is necessary to understand if the prepulse can further reduce the
energy spread of the proton beam.
There is a major implication of the work here that is important for experiments
that are performed on ion acceleration in general. The targets used were many microns
in thickness, and yet a means of generating a narrow energy spread exists. This cannot
possibly be a proton beam generated by RPA. In order to be at optimal conditions
for RPA for even a 1 micron target would require a laser with an a0 of over 300,
far higher of what is used for the experiment. And this effect is observed for target
thicknesses an order of magnitude larger.
The clean pulse case also shows high energy bump-on-tail distributions at micron
thicknesses. Clearly, the presence of a quasi-monoenergetic peak or even a peak on
the spectra is not a sufficient signature of RPA, but rather a signature of a high
contrast, high intensity experiment. This is a critical distinction in understanding
the results of an experiment. In the next chapter, the experiments purpose was to
generate ion beams accelerated by RPA. The results indeed showed a spectra with
a high energy bump, but critical thought is needed to justify such a claim to ensure
the correct acceleration mechanism.
4.4.2 Monoenergetic Ion Acceleration
An unexpected surprise in the experiment was the generation of quasi-
monoenergetic ion beams in addition to the proton beams. While an exciting break-
through, the lower charge to mass made it difficult to differentially increase the density
profile of the light ions compared to the bulk. Because of this, only with the thinnest
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targets where the prepulse sheath field is the strongest were we able to generate the
narrow energy spread ion beams.
However, a high atomic number foil with a stronger intensity short pulse prepulse
should be able to reproduce the mechanism described in this chapter. Since there was
no available control over the prepulse intensity in this experiment, another approach
was pursued. Rather than try to accelerate the light ions in the inherent contaminant
layer, foils with a “painted” contaminant layer were used instead [139]. 13 micron
Mylar targets were coated with a solution of deuterated polysterene in a solvent on
the surfaces of the foil. After the solvent evaporated, approximately 1 micron of
the deuterated polysterene remained, although significant hydrocarbon contaminants
remain from the solvent, as well as the expected contaminants that are present on
all targets. However, the deuterons have only a single ionization state, and therefore
should expand more for the thick targets than the lower charge-to-mass ratio light
ions if not fully ionized.
Unfortunately, detecting deuterons is difficult due to the fact that the charge to
mass ratio is identical to practically any fully ionized light ion. Thus the TP cannot
distinguish the deuteron ions from C6+. CR-39 can be used to distinguish the ions
based on the pit size, however, the use of a track detector limits the experiment to a
single shot. A compromise is to shoot a thicker foil where there is not a significant
amount of carbon accelerated, and so only 13 micron Mylar is used to observe the
deuteron spectrum.
Unfortunately, the protons are still very dominant and remove much of the energy
from the sheath. The resultant deuteron energy spectra is thus very weak compared
to that of the protons. However, the low energies of the ions means that the traces
on the TP are well isolated on the detector and the weak signal can be captured.
A weak deuteron spectra is observed, with a strong quasi-monoenergetic peak as
shown in figure 4.7. Although the maximum energy of the deuteron remains low, this
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method may be applied to thinner targets to produce a narrow energy spread deuteron
beam with higher energies. Depositing a layer of heavy water (D2O) on the target
cryogenically may allow this technique to preferentially accelerate the deuterons [97],
so that a much stronger beam may be generated. The next step for this experiment
is to use the deuterons to produce neutrons via a pitcher-catcher geometry [29]. This
can experimentally determine if the energy spectra of the deuterons can successfully
be transmitted to the neutron beam.
Figure 4.7:
Deuteron energy spectra from 13 µm Mylar target with prepulse present.
4.5 Conclusions
In conclusion, control of the spectral shape of the proton and ion beams has
been demonstrated. This was attainable due to the introduction of a high contrast
short pulse prepulse 33 ps prior to a high intensity laser interaction and without
prior target manipulation. As opposed to poor contrast experiments, the prepulse is
able to shape the density of the contaminant layer without significantly affecting the
bulk target. Proton beams with maximum energy of up to 6.2 MeV were produced
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with as low as 30 % energy spread and a suppressed dark current of low energy
ions. Simulations were performed at high resolution for conditions matching the
experiment, reproducing the spectral shaping that is observed experimentally and
providing insight into the acceleration mechanisms that produced the observed narrow
spectral features. The experiment was performed with a fixed prepulse delay, which




Polarization effects on thin targets
5.1 Introduction
Some of the most promising applications of laser driven ion accelerators, such as
ion therapy [14, 45, 88], rely on proton or ion beams accelerated to several hundreds of
MeV per nucleon with a narrow energy spread. As discussed, TNSA has demonstrated
proton beams with energies greater than 60 MeV, yet with energy spreads of 100%
[52]. At lower energies, several groups have demonstrated control over the proton
energy spread by using energy selection [128], complex target preparation [54, 118],
optical density shaping [32], and by driving ion soliton waves [60]. These schemes
produced modest energy spreads, but do not present a practical means of increasing
the maximum energy.
The use of TNSA is problematic, since the maximum energy is also where the
ion number is lowest. Even if the maximum energy was increased to therapeutic
levels (∼ 200 − 300 MeV ), the spectrum is still Boltzmann-like and the number
of protons available for use is small. For example, a 10 MeV temperature proton
beam accelerated from a 2 nm thick, 100 micron radius1 produces less than 2 × 106
protons per MeV. This is far from sufficient compared to the roughly 1010 protons per
second required for a proton therapy system [15]. Obviously, a fundamentally different
1A total proton number of ∼ 2× 1012, assuming the protons are entirely from a water layer.
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approach is required to make laser based ion acceleration useful for applications such
as hadron therapy.
The recent simulation results of RPA [114], Directed Coulomb Explosion [13] and
Breakout Afterburner [145] are thus extremely exciting for applications. In particular,
RPA is ideally suited for the high repetition rate experiments since the intensities [143]
and targets required are already available. Recent experimental work investigating
RPA has been performed, although the success has been mixed. An experiment with
a 10 micron laser was used to generate very narrow energy spread proton beams from
gas jets, although the maximum proton energy was in the single digit MeV’s [104].
NIR experiments were performed at intensities of ∼ 1019Wcm−2, and although a peak
was observed in the carbon spectra for circular polarization, other signatures of RPA
were not present [56]. Specifically, the proton spectra was Boltzmann-like for both
polarizations, and the optimal target thickness was thinner than the skin depth. It
seemed that there was a problem in the experiment that prevented the RPA regime
from being reached, and the hope was that the feature found could be stabilized by
moving to intensities of 1021Wcm−2, a regime that the HERCULES facility is well
suited to explore.
5.1.1 Light-sail Radiation Pressure Acceleration
In RPA, circular polarization may inhibit the transformation of laser energy into
thermal electrons, since j×B heating is absent, and consequently TNSA is suppressed.
Momentum is imparted by the laser to the target material, either by the laser acting
as a piston on a semi-infinite target (hole-boring) [40], or by the laser accelerating
the plasma as an accelerating mirror (light sail). In light-sail RPA, the entire focal
volume is accelerated to the same momentum, producing narrow energy spread ions.





a0 is the normalized field strength, λ is the laser wavelength and
ncrit
ne
is the ratio of
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critical density to electron density. For a0 = 20 at solid density the optimal thickness
is calculated to be 15 nm [142]. However, many simulations have been performed in
1D, where no transverse effects exist. Those performed in 2D use parameters that
minimize transverse spatial gradients [114, 84, 142].
In the RPA mechanism, suppression of electron heating will result in efficient
energy transfer to the target ions. In this chapter, however, it will be shown that for
current ultra-short pulse laser systems (Ep < 10J) RPA is not practically attainable
since as the target thickness decreases, electron heating occurs rather than RPA even
for circular polarization. This results in proton and carbon beams with exponential
energy distributions similar to linear polarization under identical conditions. PIC
simulations of the interaction demonstrate that rapid deformation of the thin target
such that the laser field is not perpendicular to the surface normal results in efficient
electron heating via a Brunel-like mechanism. For thicker targets where RPA is
ineffective, target deformation is minimal within the pulse duration, resulting in no
TNSA with the circular polarized pulse, consistent with the experimental results.
5.2 Experimental Setup
The plasma mirrors used in this experiment reflected less than 0.15% of S polarized
light at 810 nm per plasma mirror, while possessing a measured reflectivity of 65%–
70% at high intensity. This produces a ns-level ASE contrast of< 10−15. This contrast
improvement should prevent preplasma formation until 1 ps before the main pulse
interaction, so that the density profiles remain extremely sharp. After the plasma
mirrors, a mica λ
4
waveplate changes the polarization (between linear and circular).
Beam profile monitors recorded the near and far field patterns of the beam after
the waveplate to verify focal spot quality, and to confirm that the waveplate did not
noticeably increase the pulse length due to dispersive effects. The laser delivered 1.5
(±0.2) joules to the target with 55% of the energy in a 1.2 µm FWHM focal spot
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via an f/1 off-axis parabolic mirror (OAP). This results in an on-target intensity of
2× 1021Wcm−2 (a0 = 30).
The targets used in the experiment were free standing SiN membranes with thick-
nesses of 30–100 nm, and 1 µm Mylar (C10H8O4) foils. The targets were positioned
at the laser focus at normal incidence. The experiment was performed with a linearly
polarized beam, and with a right-hand circular polarized beam that possessed the
same focal quality albeit with ∼10 % less total energy due to the Fresnel reflections
of the waveplate. To eliminate polarization changing effects from the dielectric mir-
rors, the waveplate was adjusted such that the polarization at focus was circular.
This adjustment, performed prior to the experiment using the regenerative amplifier,
was done by using a separate quarter waveplate and a polarizer positioned in front of
a photodiode that had been placed at the focus.
A transmitted light screen was also places behind the target, but post-pulses and
scattered light reduced the sensitivity of the diagnostic. Only transmitted light with
total energy greater than 10% of the unobstructed beam could be detected. Exper-
iments were also performed at a 45 degree incidence angle to measure absorption.
As the reflected beam cannot be imaged well with the OAP and deformable mirror
in place, an oblique incidence angle is necessary. Of course, at these non-normal
incidence angles, circular polarization will absorb much more. To emulate normal
incidence, S polarization is used as the absorption is minimized at oblique incidence
angles.
These experiments used a half waveplate rather than a quarter waveplate so that
the polarization was either S or P on target. Similarly, the S polarized beam had
∼ 10% less energy due to back reflections and was aligned in a manner similar to
the quarter waveplate. A screen was placed in the specular direction to image the
reflected beam profile. Two additional targets were used for this experiment, a silicon
wafer and an optical fused silica window to examine reflectivity changes for differing
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damage thresholds. An imaging system imaged the screen to an optical spectrometer
(Jobin Yvon MicroHR) and to a 12-bit CCD camera (Photometric Coolsnap). The
CCD selected the fundamental by using an 800 nm interference bandpass filter with
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Figure 5.1: Schematic Diagram of experimental setup for absorption measurements.
5.3 Normal Incidence Results
With linear polarization, all targets produced an exponential energy distribution
for both proton and carbon beams. For 30 nm SiN, linear polarization produced
protons with an average maximum energy of ≈ 13 MeV (Fig. 5.2 (c)). Several shots
were taken for each condition. The smaller dispersion and higher noise in the spectra
at higher energies increase the error bars for these thinnest targets. In several shots
the spectra displayed some modulated structure, similar to what was observed in the
previous chapter and is to be expected. The average maximum energy of the protons
and carbon ions increases slightly as target thickness is decreased (Fig. 5.2 (c)).



































































Proton energy spectra for both right-hand circular and linearly polarized
laser pulse interactions for a) 30 nm and b) 100 nm thickness Si3N4
targets. Maximum proton energy vs. target thickness is also shown (c)
with lines shown as visual aid only.
mum proton energy was below the spectral range of the TP for the case of the 1µm
Mylar targets. The ion signal consisted of single hit spectra in the low charge states
of carbon. For these experiments, a stronger magnet was used in the TP as opposed
to the previous experiments, and the threshold for detection was now 2.6 MeV as
opposed to 0.5 MeV. There was also no detectable electron signal, significant since
the magnetic spectrometer was designed for operation in the 100 keV to 3 MeV range.
For the SiN targets, the proton maximum energies was low for the 100 nm target and
then subsequently increased rapidly as the thickness decreases. For 100 nm targets,
the maximum energy was 6 MeV, which increased to 12 MeV at 30 nm (Fig. 5.2 (c)).
The energy spectra were exponential (Fig. 5.2 (a)). The electron spectrometer also
showed an increase of maximum electron energy for decreasing thickness, such that
for the 30 nm target thickness the spectra matches that of the linear case, but was
substantially weaker for the 100 nm case (Fig. 5.4).
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The x-ray diode showed an increase in signal for both linear and circular polar-
izations as the target thickness was decreased below 100 nm. Although the electron
spectrometer did not detect any emitted electrons for circular polarization with thicker
targets, the sodium iodine scintillator is a much more sensitive diagnostic for elec-
trons in the keV range. The electrons that undergo bremsstrahlung in a thick target
such as a polished silicon wafer (550µm thickness) can in turn have the strength of
the x-ray signal measured. Adjusting the focus allows for different intensities to be
present on target, and thus a different electron temperature. For circular polariza-
tion, this signal is strongly peaked at the highest intensity, indicating a small amount
of electron heating is occurring only at the highest intensities (see fig. 5.3). Linear
polarization shows a signal that is peaked with highest intensity, but falls off slowly
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Figure 5.3:
Signal on NaI scintillator for varying focal position for both linear and
circular polarization at normal incidence. Target is a silicon wafer. A
quadratic fit is made to the data points to identify the optimal focal
position. Intensities of interest are noted. Focal positions are relative.
At energies beyond the end of the exponential tail of the energy spectra in both
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Figure 5.4:
Electron energy spectra for right-hand circular (solid) and linear (dashed)
polarized laser pulse interaction for a) 30 nm and b) 100 nm Si3N4)
targets.
energies in the carbon spectra (Fig. 5.7 (a) and (b). The quasi-monoenergetic peak
was observed in the C+6 ion spectra that corresponded to energies between 3 and 12
MeV per nucleon. This peak had an energy spread of ∆E ≈ 66%, with the maximum
energy for the circular case approximately 2 MeV per nucleon higher than that of the
linear case. Note that the energy resolution was rather poor at these energies in the
TP such that the error is ≈ 1 MeV per nucleon. It is also possible that this is due
to fully ionized bulk target ions as they possess an indistinguishable charge to mass
ratio, however due to the prominence of the C+5 ions compared to the Si and N ions
it is more likely that it is due to C+6 ions. It is possible that such a signal exists for
the protons as well, but the response of the MCP to protons is weaker than that to
carbon ions, and there consequently was not a sufficiently strong signal on the CR-39
and the MCP to distinguish from background.
5.4 High Intensity Absorption
The term absorption will refer to in the strict sense light in the fundamental
frequency that is lost during the interactions. The modes of energy loss include
scatter, electron and ion heating, as well as harmonic generation and SRS. The screen
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was calibrated by imaging the low-power regenerative amplified laser reflecting off a
defocused target as well as a calorimeter. The laser pulse was stretched to avoid
damaging the optics and causing breakdown in air.
5.4.1 S Polarization
Defocusing the target by 40 microns with S polarization brings the on target
intensity to ∼ 1017Wcm−2. For comparison, this is an order of magnitude higher
than the intensity for use in a typical plasma miror setup [33]. When the target is
positioned this far off in focus, the reflected beam profile from a silicon wafer target
appears identical to the low intensity case with a reflectivity of 70%, what is to be
expected from a plasma mirror with high contrast (see Fig. 5.5). When the target is
placed at the focus, no change in the structure is detected, however, the reflectivity
decreases to 53%. Unfortunately, due to the geometry of the chamber, a 45 degree
geometry that allows space for a screen does not allow space for a TP to be placed, as
the target stage and the OAP block too much of the solid angle for both detectors to
be fielded simultaneously. However, an electron spectrometer was placed 10 degrees
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Figure 5.5:
Reflection profiles for S polarization. The reflectivity at 800 nm is shown
in the upper right, while the focal position is shown in the upper left.
For the submicron targets, however, the reflectivity began to fall as the target
thickness decreased. The minimum reflectivity was measured to be 8.5%. The re-
flected beam profile showed strong modulations for the intensity profile of the laser,
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however, the beam itself remained well contained. This would indicate that the ab-
sorption is not due to a large scale length plasma.
5.4.2 P Polarization
For P polarization, the presence of absorption mechanisms such as resonance ab-
sorption means that the reflectivity will be much lower when compared to the S
polarization case. The reflectivity from a silicon wafer showed strong filamentation
and absorption at focus, with a reflectivity of 17% as shown in figure 5.6. The re-
flected beam profile no longer had a well defined diameter, but rather a spread of
laser energy spread over the screen. The submicron targets displayed stronger modu-
lations, however the beam was spread over the entire screen and it is uncertain if the
laser was absorbed or simple scattered. When the fused silica target was used instead
of the silicon wafer, the reflected beam profile improved in quality substantially, al-
though the reflectivity remained much smaller than that of the S polarization case
(30%).
0 um 
30 nm SiN 
0 um 
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Figure 5.6:
Reflection profiles for P polarization. The reflectivity at 800 nm is shown
in the upper right, while the focal position is shown in the upper left.
5.5 Discussion and Simulations
Electron heating was not suppressed for thin foils with circular polarization, a
critical requirement for RPA. The effect displays some intensity dependence as shown
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in figure 5.3. A stronger dependence was found to be related to target thickness,
where electron heating and ion acceleration dramatically rose from below detection
thresholds to being indistinguishable from linear polarization. A similar phenomenon
is observed with the 45 degree experiment with S and P polarization. Although ions
were not measured for the absorption experiment, electrons were only detected for
the 30 nm targets for S polarization, indicating that increased heating is occuring for
the thinnest targets as well, which may be the source of the increased absorption.
The increased electron energy indicates that rather than achieving RPA, we are
predominantly coupling laser energy to electron heating. It is unlikely that the target
expanded to a non-relativistic underdense plasma, or even a relativistically under-
dense plasma by prepulse for the circular case, as this would suggest far more ex-
pansion when compared to the linear case. The proton energies never dropped for
either polarization for decreasing thickness, which is an indicator of a target that is
becoming underdense [62] and was not observed experimentally.
To observe the source of the electron heating, 2D3P simulations using the PIC
code OSIRIS [43] were performed. A fully ionized carbon target (ne = 500ncrit) with 6
nm proton layers (ne = 100ncrit) on the front and rear surfaces was used to match the
experimental conditions of contaminants on a thin foil, in contrast to the single species
simulations performed prior. The input polarization and the target thickness were
also varied. The target thicknesses used were 24 nm (thin) and 96 nm (thick) to give
a total target thickness of 36 and 108 nm respectively, with a transverse dimension of
14 µm. The incident pulse had a pulse length of 40 fs, and a field strength parameter
of a0 = 30 focused to a 1.1 µm FWHM Gaussian spot. The cell size was 2.88 nm in
both directions with at least 32 particles per cell (256 particles per cell for the proton
layer). The particles were preferentially distributed in the longitudinal direction, so
better statistics are available in the acceleration direction, similar to the approach in
chapter IV.
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5.6 Thin Foil Absorption at High Intensities
For thin targets, initially the target focal area is accelerated forward by RPA with
minimal electron heating, but as the target becomes rapidly deformed, the electrons
begin to be heated efficiently via direct laser acceleration [46] and Brunel heating
[12], because the target surface normal is no longer perpendicular to the laser field.
For the circular heating case, we can observe this heating due to surface deformation
by considering the variance of the transverse electron momenta and the mean target
displacement along the laser axis. Plotting these values versus time, we can observe
a clear correlation of target deformation to electron heating for thin targets with
circular polarization (Fig. 5.9 (e) and (f)). Here we use a Gaussian rather than a
super-Gaussian focus, and so the curvature is across the entire focal spot rather than
simply at the edges of the focus. These hot electrons form a sheath field, which is
strongest near the focal area. 168 fs after the pulse interacts, TNSA has accelerated
protons to appreciable energies (10–20 MeV) for the thin targets, with the focal area
protons possessing not only higher energies but also a much larger divergence (Fig.
5.9 (a) and (c). The increased divergence of the focal area protons is predominantly
due to the initial curvature of the target and the subsequent acceleration from sheath
fields. For both polarizations the proton energy spectra was exponential for the TNSA
accelerated protons. A much smaller population with a large divergence due to RPA
indicated a narrow energy spread peak between 30 and 60 MeV.
Thicker targets take longer to accelerate the focal volume and as a result will
deform at much later times. Hence, for circular polarization significantly less energy
can be transformed into hot electrons. The maximum proton energy decreases slightly
for TNSA accelerated protons in the linear case compared with thin targets, whereas
for circular polarization acceleration is almost entirely suppressed.
In the 2D simulations, protons in the focal area display a divergence of∼ π radians.


































































C+6 energy spectra for a) right-hand circular and b) linear polarized laser
pulse interaction for 30 nm Si3N4 targets. Detector background levels
are shown for comparison. Raw spectra are shown for c) circular and d)
linear polarization, with the high energy carbon peak denoted by the red
circle.
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quality. In this experiment we delivered 1.5 joules to the
target with approximately 55% of the energy in a 1.2 µm
focal spot FWHM via an f/1 o↵ axis parabolic mirror
(OAP), with scattered light from the gold coating being
the dominant loss of focal energy. This corresponds to
an on target intensity of 2⇥ 1021Wcm 2 with a normal-
ized vector potential of a0 = 30. The near di↵raction
limited spot size with Strehl ratio between 0.6 to 0.9 was
attained by using a deformable mirror (Xinetics) and a
Shock-Hartmann wavefront sensor, which are used to cor-
rect abberations predominantly from the OAP.
The targets used in the experiment were free standing
silicon nitride membranes with thickness between 30 and
100 nm, and 1 µm Mylar (C10H8O4) foils. The targets
were positioned at the laser focus with an accuracy of
±2 µm (half of the Rayleigh length) at normal incidence.
The experiment was performed with a p-polarized beam,
and with a right-hand circular polarized beam that pos-
sessed the same focal quality albeit with 10 % less energy.
A Thomson parabola ion spectrometer (TP) in the tar-
get normal direction and an electron magnetic spectrom-
eter (EMS) 8 deg o↵ target normal were the primary di-
agnostics for the measurements of ion energy spectra and
electron energy spectra, respectively. The magnetic fields
provided the momenta of the ions and electrons, while
the electric field provided a separation of the ion traces
based on the charge to mass ratio of the ion species. The
solid angle subtended by the TP is 9.6 ⇥ 10 8 sr. A
microchannel plate detector [20] in the TP and a Lanex
scintillating screen in the EMS allowed for realtime data
acquisition. CR-39 track detectors were also used for ab-
solute ion energy measurements. A P-I-N diode with a
25 µm Be Filter measured x-ray emission from the inter-
action region on the front side of the target.
With linear polarization, targets produced exponen-
tial energy spread proton and carbon beams with aver-
age maximum energy of ⇡ 13 MeV (Fig. 1 (b) and (d)),
with the maximum energy observed being 19±2 MeV. In
several shots the spectra would present with some struc-
ture. This is consistent with experiments performed pre-
viously [10]. The maximum energy of the protons and
carbon ions increases slightly as target thickness is de-
creased (Fig. 2).
When the waveplate is inserted, we observe that the
maximum proton energy is below the detection threshold
of the TP for the 1µm Mylar targets. There is also no
detectable electron signal. For the SiN targets, we see
proton maximum energy initially low for the 100 nm tar-
get then drastically increase as the thickness decreases.
For 100 nm targets, we see an average maximum energy
of 6 MeV, which increases to up to 12 MeV at 30 nm
(Fig. 2). The maximum proton energy observed for 30
nm was 23 MeV. The traces are exponential in structure
(Fig. 1 (a) and (c)), and are highly repeatable for several
shot days with at least 6 shots per thickness. The EMS
also shows an increase of maximum electron energy, such












































































































FIG. 1: (Color online) Proton energy spectra for both right-
hand circular ((a) and (c)) and linear ((b) and (d)) polarized
laser pulse interaction for 30 nm ((a) and (b)) and 100 nm ((c)
and (d)) Si3N4) targets. PIC simulation of proton spectra
(excluding contribution from focal volume) is shown by the
dashed line.
that for the 30 nm target thickness the spectra matches
that of the linear case when it was substantially weaker
for the 100 nm case (Fig. 3). The x-ray diode showed
an increase in signal for both linear and circular polar-
izations as the target thickness is decreased below 100
nm, suggesting that a drop in density that takes place.
Above the exponential tail spectra in both polarizations
for the 30 nm targets, signal was observed at quite high
energies. The amount of signal in the proton spectra
is too small to be able to discern it from the noise in
both the TP and the CR-39, but for the carbon spectra
a quasi-monoenergetic energy peak was observed in the
C6+ ion spectra that corresponded to energies between 3
and 12 MeV per nucleon. This peak had a energy spread
of ⇡ 66%, with the maximum energy for the circular case
⇡ 2 MeV higher per nucleon than that of the linear case,
although the dispersion is so poor at these energies in the
TP that the error is ⇡ 1 MeV per nucleon.
It is unlikely that the target is destroyed by prepulse
for the circular case, as this would suggest far more ex-
pansion occuring for the linear case which would lead to a
drop in maximum proton energy [21] which we do not ex-
perimentally observe. The electron spectra indicates that
rather than achieving RPA, we are losing laser energy to
electron heating. To determine the source of the elec-
tron heating, simulations using the 2D3V particle-in-cell
Figure 5.8:
PIC simulated proton energy spectra overlaid with experimental spectra.
Circular results are shown for a thin (a) and thick (c) target, while linear
results are show for thi (b) and thick (d) targets. The simulation results
are shown with the dashed line.
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of 1023cm−3 and our detector solid angle, we would only expect on the order of ∼ 1
protons to enter our detector. By contrast, protons from the surrounding area that
undergo TNSA have a much smaller divergence; on the order of milliradians. We can
estimate ∼ 106 protons can reach the detector, a difference in 6 orders of magnitude,
which explains the absence of RPA protons in the experimental measurement. For this
reason, the protons from the focal region need not be considered at all. The dominant
source available for detection is by far the sink of protons that lie surrounding the
focal area that are accelerated via TNSA. When the spectra of the TNSA accelerated
protons from the rear are considered, a striking agreement can be seen when compared
to the experimental data (Fig. 5.8). This can be measured by imaging the source with
CR-39 with a mesh in between.
However, a narrow energy spread feature in the spectra is observed for thin foil C+6
ions. The mechanism for the acceleration of these ions is difficult to determine. The
velocity of the C6+ ions in this quasi-monoenergetic bump indeed match the velocities
of the proton spectra, strongly suggesting that the mechanism is RPA. However, the
protons appear to be accelerated via TNSA, and have an overall qualitatively different
spectral shape (Boltzmann-like rather than a peak). The spectra is also identical for
both linear and circular, such that the electron heating is not suppressed in either
case for the thinnest targets. The fact that only the carbon ions are observed to
be accelerated to high energies would suggest that a mechanism like the breakout
afterburner is more appropriate. This explanation is problematic as well, however, as
the carbon ions are only found in the contaminant layer for these targets, not in the
bulk.
One last consideration to note is that the TP has a much higher sensitivity to high
energy carbon ions. The MCP detector used has a 400 nm electrode on the surface
that is well suited for stopping lower energy protons. However, due to the Bragg peak,

















































































































Proton density space of OSIRIS 2D PIC simulations for a) thin linear, b)
thick linear, c) thin circular, and d) thick circular cases taken at 168 fs.
For the circular case, the mean target displacement along the laser axis
v. time is shown in e), and the effective temperature v. time is shown in
f). “Thin” and “thick” correspond to a total target thickness of 36 nm
and 108 nm respectively with the target left justified at an x position of
0.
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(see fig. 5.10). The amount of energy deposited from a 30 MeV proton as compared
to a 1 MeV is approximately an order of magnitude. Carbon ions, however, have a
much stronger stopping power due to their increased mass, which allows them to be
distinguished from the background (Fig. 5.7 (a) and (b)). The TP cannot distinguish
any fully ionized light ion species2, so there is a chance that it is a species other
than carbon, however, the lack of higher charge states of the other ions makes this
unlikely. The simulations suggest that the focal volume ions on the rear of the target
gain some velocity from the initial interaction, but lose desirable beam qualities due
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Figure 5.10:
Stopping power of protons in the MCP electrode. Protons with an energy




As it has been shown, simulations can make assumptions that have powerful im-
plications for practical experiments. Rather than inherently trust the simulations
produced, a number of tests were performed to observe the effects from the assump-
tions made for the preceding simulations. There are quite a number of assumptions
that are inherent in any PIC simulation, let alone the simulations performed for the
experiment. First, a brief discussion of the implications of using a PIC code will
be discussed for the experiment, and then the implications of the assumptions made
in the above simulations and the tests performed to understand the effect will be
discussed.
PIC makes several assumptions that may have a role in the actual physics. The
code assumes that every ion in the plasma is at a particular ionization state, which
for these intensities is a good approximation at the focal area but perhaps a poor ap-
proximation outside the focal area. The electron dynamics will be dependent strongly
on whether the transport is through a plasma or a dielectric. Since PIC is inherently
collisionless, the electron transport far from the focal area may not be modeled as
well. The contaminant and target ion fronts outside the focal area may be at an
artificially higher charge state, so that the motion of the ion front in the code may
be exaggerated. Although the production of high energy photons and particles is not
included in the simulation, for such thin targets the energy loss is safely assumed to
be negligible.
A number of assumptions are made for the simulations to be performed on the
limited computing resources available. The major difference is that the simulations
were performed in two spatial dimensions as opposed to three. This is likely to
cause a decrease in maximum energy, as particles are no longer confined to a plane.
Unfortunately, the required computing power to perform such a simulation was simply
not available for this work. The capability to do 3D PIC exists, although the required
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computing power is great [109]. For the experiment described above, a 3D geometry
is expected to display a higher amount of electron heating due to the increased surface
area of the focal spot compared to the 2D geometry. It would be interesting to see
the effects of this increased absorption that occurs in 3D for a flat top focus, to see
whether or not the RPA mechanism is feasible even with the flat top focal profile.
The other assumptions can be tested, with nontrivial increases in computing time.
To make a rigorous study in a limited amount of time, the simulations performed were
benchmarked against the circular polarization thin targets. The relatively low number
of particles reduced computing requirements and allowed a number of simulation
parameters to be tested. Although the resolution of the simulation is high compared
to previous studies, there are only two cells per non-relativistic skin depth, a potential
cause for concern. The difference between particle weighting schemes may influence
the particle energy, since there will be a higher amount of numerical heating for lower
particle weighting. The statistics may be poor with few particles per cell, the effects
of insufficient particles per cell may include poor spectral quality or modulations in
the spectra. Finally, the target may not be wide enough to mitigate the effects of a
mass limited target.
Each of the previously mentioned concerns were examined via PIC simulations.
Shown in figure 5.11 is a selection of some of the major differences. The high spatial
resolution already used in the simulations reduces numerical heating even for the solid
densities used in the simulations, as negligible effects are observed when higher order
weighting is used. Increasing the resolution by a factor of two displays no quantitative
change in the spectra. Increasing the particles per cell led to a smoother spectra, with
fewer high frequency modulations but otherwise identical energy spectra. The use of
current and field smoothing also did not present any discernible differences, likely due
to the high spatial resolution.













PIC simulations for circular polarization and 30 nm targets. Rear proton
density (Top) and the rear proton phase space (bottom) are shown. The
base case is (a), quadratic particle weighting is shown in (b), 1.5 nm
resolution is shown in (c), and 8 times the particles per cell is shown in
(d).
A target with double the transverse width was used, with some small effects present-
ing near the edge of the target, however, this only affected very low energy particles.
The few number and low energy of these particles prevented them from being ob-
served clearly in the phase space profile, and thus prevented them from affecting the
ion spectra. A thinner proton layer was also investigated, with a thickness half of
what is simulated for the experiment. Interestingly, the biggest qualitative change
in the proton motion was the lack of protons being accelerated towards the front of
the target, towards the laser. Otherwise the spectra in the rear direction displayed
similar features with small differences in energy. Although there are still significant
assumptions involving target composition and charge state, the performed tests indi-
cate that without the use of a hybrid code the results should match the experimental
conditions in the limitations of a PIC code.
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5.8 Outlook of Radiation Pressure Acceleration
It is evident then that the experimental conditions are not matched to the RPA
regime due to the finite spot effects. The focal spot used in our studies is Gaussian,
which will exhibit deformation effects throughout the entire diameter of the focus.
A flat-top focus would help dramatically, however, this would require a laser with a
near field that is an Airy pattern, a very difficult prospect indeed. A flat top pulse
duration would help as well, however, this is likely more difficult than shaping the
focus. There is an added difficulty that the plasma mirrors will activate along the
rising edge of the pulse, which may pose problems for a sharp rise time in the pulse
duration. The simplest approach is to simply increase the focal size to a point where
the finite spot effects are mitigated. This is unlikely to be a practical approach.
Simply increasing the spot size to increase total flux has the implication that as the
focal diameter increases, the required power increases quadratically. An increase in
focal diameter to even a 5 micron spot size would increase the required power to
2.5 petawatts, just beyond current laser capabilities. Yet another approach would be
to use mass limited targets, which may suppress the effects of electron heating. Of
course, a nm thick target that is mass limited is very difficult not only to fabricate,
but also to manipulate. More study is needed to see if the preceding suggestions
would yield a desirable ion beam.
The problems presented both experimentally and through numerical simulations
would seem to indicate that RPA is not a possible mechanism. This is not the inten-
tion of the chapter. Several important physical observations were made throughout
this experiment. The presence of heating is strongly connected to the deformation of
the target, which redefines high intensity interactions for ultrathin foils. The use of
circular polarization strongly reduces the effects of the picosecond prepulse, and is a
very inexpensive and convenient method of reducing preplasma formation for these
targets. The use of plasma mirrors may not be necessary for the study of ultrathin
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targets, allowing for substantial increases in intensity on target.
There is also the result of the high energy peak in the carbon spectra. The exact
mechanism for accelerating the carbon ions in a manner that is polarization indepen-
dent is difficult to determine. While there are convincing arguments for both RPA
and Breakout Afterburner, it could also be a sign of an entirely different mechanism.
In the event that this is a small signal of RPA, the large Poynting flux from the
sharp focusing may be responsible for the large divergence. Increasing the focal spot
would require a much more powerful laser, as discussed previously, though if one had
access to a laser with such a large power it would also be possible to simply forget
light-sail RPA and instead use a tight focus with linear polarization and explore the
laser-piston regime instead [40].
5.9 Conclusions
Experiments were performed to investigate the effects of circular polarization on
ion acceleration with ultra-short pulses at high intensity. We find that below a thresh-
old thickness of 100 nm, circular polarization begins to heat electrons and accelerate
the surrounding contaminant ions via TNSA. Simulations show that target deforma-
tion provides a mechanism for laser energy to efficiently couple to the electrons, and
TNSA occurs as a result. To minimize electron heating and more efficiently transfer
momentum to the target, one would likely require comparable intensities but with a
much larger focal diameter, requiring laser energies beyond current capabilities but
may be possible on future platforms [98]. RPA may not be a practically achievable
for NIR lasers, although recent work with longer wavelengths shows promise [104].
It is clear that future simulation work around novel acceleration mechanisms need




High-order harmonic generation from solid density
targets
6.1 Introduction
The use of coherent x-ray beams with attosecond (< 10−15 seconds) pulse du-
rations enables measurements of fundamental atomic processes to take place in a
completely new temporal regime. High-order harmonic generation using short pulse
infrared lasers focused to relativistic intensities on a solid density plasma have been
shown to be a bright source of such x-rays [35]. The mechanism generation of such
harmonics occurs when the surface electrons are oscillated by the intense laser field
at relativistic speeds, and the resulting nonlinearity of the oscillations give rise to
re-radiation at harmonics of the fundamental laser frequency as discussed in Chapter
II.
With the advent of fourth-generation synchrotron facilities, or the X-ray Free
Electron Laser, ultrafast x-ray measurements can be now made with extremely high
brightness sources [141]. High intensity interactions with plasma have recently shown
that high brightness x-ray production in the soft and hard x-ray regime are achievable
through a variety of mechanisms, such as betatron generation from laser wakefield
acceleration and high harmonic generation from underdense gas plasmas [67, 108].
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In the latter, the harmonic spectra may result in a pulse train of attosecond pulses,
although great care must be made to ensure that the emitted light is phase matched.
Harmonics can also be generated from a laser solid interaction, exploiting the in-
herent nonlinearity that arises in very relativistic interactions. Since the harmonics
are generated from a single surface and are generated directly from the laser, they are
inherently phase locked. And since the intensities are so high that the solid is immedi-
ately ionized, dephasing of harmonics is not a limitation of conversion efficiency. An
extraordinary demonstration of this mechanism generated harmonics generated up
to several hundred times the fundamental laser frequency [35]. It was noted in that
experiment, however, that without taking adequate steps to steepen the temporal
laser profile that harmonics could not be produced.
In this chapter the role of the scale length will be introduced. It will be demon-
strated that an optimum scale length exists that balances an increase in efficiency as
the scale length increases to a limiting factor due to the growth of parametric plasma
wave instabilities. Increasing intensities beyond a threshold scale length results in
a catastrophic failure mode for harmonic generation. For scale lengths below this
threshold, a variety of x-ray properties are optimized including total conversion ef-
ficiency, x-ray divergence, and power law scaling. Particle-in-cell simulations show
striking evidence of the loss mechanism through parametric instability and self phase
modulation, which affect the produced spectra and conversion efficiency dramati-
cally. This discovery reveals an optimal scale length for HOHG that is applicable for
all short pulse laser systems at any relativistic intensity currently attainable.
6.2 Plasma Scale Length
A critical parameter of any laser solid interaction is the density profile. Exper-
iments have shown that the amount of absorption and hot electron production are
strongly linked to the density profile, and can have a large effect in the experiments
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if not well controlled [62]. Particularly in the case of short pulse laser systems that
operate at extremely high intensities, prepulses may get focused to intensities high
enough to cause absorption which can alter the density profile in a manner similar
to the density shaping employed in Chapter IV. How “clean” a laser pulse can be is
often measured by the laser intensity contrast, a ratio of the prepulse to the main
pulse. Many laser systems have a native contrast level that is inadequate to maintain
steep density profiles, placing a limit on the intensity of the experiment.
The density profile will be defined by a characteristic scale length, where scale
length refers to the decay constant in the assumed exponential profile (e.g., ne(x) ≈
n0exp(−x/τ)). The role of the scale length has been elusive so far. The density
profile of the plasma must be steep enough to allow for a well defined surface to exist
[147]. With sufficiently high contrast, there is a well defined reflection point that
exists at the relativistic critical surface, which is modulated by the relativistic motion
of the electrons. This is critical to harmonic generation to maintain phase locking
and removing additional dispersive effects. If the scale length is too long, the laser
can simply hole-bore into the plasma. In this situation, the apparent reflection point
is constantly moving into the target in a spatially varying manner and a phase locked
reflected beam cannot be generated. However, it has also been observed that the
efficiency of the harmonic generation can be increased with increasing scale length
[8]. This can be understood by the fact that the laser skin depth is larger for longer
scale lengths, so that more emitters are available to radiate. Then an optimal scale
length must exist in which for a given set of experimental parameters the production
of harmonics is optimized (Fig. 6.1).
6.3 Experimental Setup
The experiments were performed to investigate the effects of the scale length with









Experimental conditions for generating a slightly perturbed reflected spec-
tra from (a) a sharp density profile, (b) a strongly anharmonic spectra
from a nominal scale length value, and (c) a highly modulated spectra
from a long scale length.
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mirrors we were able to increase laser contrast and by varying the reflectivity of
the plasma mirror a variety of scale lengths were easily accessible. With the optimal
coatings for the plasma mirrors, the contrast improvement was 5 orders of magnitude,
high enough so that plasma formation is limited to within a picosecond of the main
pulse. Fine control of plasma scale length was achieved using a secondary beam in
which an adjustable intensity (∼ 1010−1017 Wcm−2) short pulse laser pulse interacted
with the target 63 ps prior to the main pulse (2 × 1021Wcm−2, 40 fs). The laser
interacted with polished silicon wafer and fused silica, providing both a high and low
damage threshold targets (and thus a longer and shorter scale length for each laser
condition). The increase in scale length for the two targets can be clearly observed




















Schematic diagram of the HHG experiment. The source is imaged to
the detector plane via a cylindrically focusing variable-line-space grating.
The detector is a direct detection x-ray CCD.
6.3.1 EUV Spectrometer
The flat-field extreme ultraviolet spectrometer consisted of a variable line space
concave grating (1,200 lines per mm) that diffracts and focuses the harmonic light
onto the detector, which in our case is a charged-coupled detector (CCD). A diagram
of the spectrometer is shown in figure 6.2. The spectrometer has a resolving power
of 1200 for the wavelength range of 15-25 nm, and subtends an angle of 1.7× 10−5 sr.
123
800 nm of aluminum is used to filter out optical light. The detector is time-averaged,
so in addition to the harmonic signal continuum and line emission is also detected
from the plasma, resulting in the bright noise near the absorption edge in Fig. 6.3.
6.4 Scale Length Results
What is experimentally observed with both coarse and fine control of scale length
is three distinct regimes of harmonic generation (Fig. 6.3). The shortest scale length
was observed with no introduced prepulse and a fused silica target, with a 9 nm scale
length (τ ∼ λ/100). For this ultra-clean case, very little is detected within the spectral
range of the detector although some shots showed evidence of low order HHG. The
raw spectra as well as the response corrected spectra is shown in Fig. 6.3 (a). This
clean case is where the density profile is too steep to efficiently produce harmonics.
By switching to the silicon wafer, or by introducing the prepulse, we can achieve a
scale length of 200 nm (τ ∼ λ/5). As expected, as the scale length increases we
see the harmonic structure grow into a bright well arranged structure seen in Fig. 6.3
(b). However, an abrupt change occurs beyond a threshold scale length, the harmonic
structure is lost completely and although emission occurs strongly and discrete lines
are observed for the scale lengths between 0.5 and 1.8 µm, as shown in Fig. 6.3 (c).
These lines vary randomly in frequency and amplitude from shot to shot. Generating
bright harmonics such as those shown in Fig. 6.3 (b) was not as consistent as some
of the other conditions, suggesting that the scale length range for this optimal HHG
is very narrow. Since the expansion of the plasma is strongly linked to the start of
preplasma formation, small fluctuations in laser energy can have drastic affects on
the scale length.
The experimentally observed efficiency of the harmonic generation follows a power
law scaling of np with n as the specific harmonic order, the factor p is minimized to





























































































Raw, single shot EUV spectrometer images (left) and response corrected
lineouts (right) for ultra-sharp density profile (a), nominal c/ωp scale
length (b), and λ scale lengths (c). The al x-ray filter causes a sharp
drop in transmission at 172 angstroms.
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lengths, agreeing with other experimentally observed power law scalings [147]. The
strength and spectral width of the plasma emission lines as well as the intensity of the
continuum emission present in every shot provide critical information on the plasma
density and temperature; for instance, the oxygen 4+ line at 17.2 nm near the Al
absorption cutoff has a much stronger flux for the long scale length shots (Fig. 6.3
(c)) than in the cleaner cases (Fig. 6.3 (a)). For no cleaning of the nanosecond laser
pedestal the largest scale lengths are produced (> 2 µm) and the laser filaments,
which limits the peak intensity reached so there is not a strong driver for HHG.
(a) (b) (c)
Figure 6.4:
EUV Spectrometer data displaying features of half-harmonics (a), side-
bands (b), and split harmonics (c) while is the transitional region of scale
length. These are indicative of parametric harmonic generation from
mechanisms such as SRS and TPD.
6.5 2D Simulations & Discussion
Particle-in-cell simulations provide numerical modeling of the underlying physics.
A variety of 1 and 2 dimensional simulations were performed to isolate the physical
processes and replicate the conditions of the experiment. The 2 dimensional simu-
lations performed at 45 degree incidence angle show a strong correlation with the
experimental results, as shown in Fig. 6.5. For these simulations, the scale length
refers to the density profile along the laser direction, so that the actual scale length in
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the target normal would be shorter by a factor of 1/
√
2. The experimental detector
solid angle only covers 3×10−5 sr, so without a measurement of the divergence of the
particular harmonic, a total conversion efficiency cannot be easily made. However,
this is easy to extract from the simulations. When we examine the total conversion
efficiency as a function of scale length, we see in Fig. 6.6 (b) that the optimal conver-
sion occurs near the plasma skin depth. In fact, as the intensity increases the optimal
scale length appears to converge to this point, due to the fact that the growth rate
of the plasma wave instabilities are intensity dependent. Physically, the plasma crit-
ical surface is able to increase curvature and increase the electric current (and thus
the total number of emitters) as the scale length increases. However, once the scale
length is large enough to support plasma waves, which can be coupled to the incident
laser via parametric instabilities, energy is quickly lost to the instabilities. Plasma
wave formation can be supported when the scale length reaches the plasma spatial
wavelength, so at the critical surface where ωp = ω0/2, the minimum scale length
necessary for instability creation is the maximum scale length that can be supported
for unperturbed harmonic generation.
In addition, the modulations of the spectra may be understood by understanding
the propagation of a relativistically intense pulse into the density ramp of the target.
Although the laser is still free to propagate in the plasma up to the critical density,
nonlinear effects such as relativistic self-phase modulation (SPM) are able to occur
that can significantly broaden and modulate the laser spectra [133]. Additionally,
with the scale length becoming larger than the plasma skin depth plasma waves can
form that can generate parametric instabilities such as Stimulated Raman Scattering
(SRS) and Two-Plasmon Decay (TPD). These instabilities convert the fundamental
laser frequency to other frequencies through the matching conditions of ωSRS = ω0±
ωlaser for SRS or at
1
2
ωlaser for TPD and can occur near
1
4
nc, modulating the spectra









PIC Simulations of the reflected spectra for Scale Length of (a) λ0/160,
(b) λ0/5, (c) λ0/2, (d) and c/ωp.
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cause the formation of half-integer harmonics and splitting, since the now modulated
incident spectra could generate its own harmonics. For longer scale lengths, SPM is
able to further modulate the spectra and the side-bands devolve into a complicated
spectral structure. Examining the harmonic generation at a scale length between
the optimal harmonic generation and the highly modulated regime shows evidence of
























The conversion of fundamental laser frequency into other frequencies as a
function of scale length from 1D simulations of a circular polarized pulse
are shown in (a). The rapid rise due to parametric instabilities can be
observed. The total conversion efficiency into high harmonic generation
from the 2D simulations is shown in (b). The optimal scale length occurs
close to the plasma wavelength.
6.6 1D Simulations
To isolate the effects of the instabilities, 1D particle in cell simulations were per-
formed with circular polarization and normal incidence. The circular polarization
removes absorption effects and harmonic generation, so that the dominant physical
effects are limited to the plasma wave instabilities. Varying the scale length at a given
intensity, we can compare the reflected spectra with that of the incident spectra, pro-
viding a measure of how much of the fundamental has been converted to sidebands.
We see in Fig. 6.6 (a) that the change remains small until a point where the spectra
rapidly increases. When we look at the absorption in the simulation (Fig. 6.6 (b)), we
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also observe a similar increase above the nominal scale length as energy is absorbed
from the laser pulse to produce a plasma wave, reducing the efficiency.
6.7 Attosecond Generation
Although the additional bandwidth from the longer scale lengths would suggest
that perhaps isolated attosecond pulses may be generated, the necessary phase locking
for attosecond pulse generation is lost. Examining the plasma wave formation for
longer scale lengths in 2D simulations, it can be seen that the plasma waves themselves
can reach densities high enough to strongly attenuate the incident beam if not outright
reflect it. Because of this, the location where each harmonic is generated can vary
during the pulse duration and the phase is no longer matched, leading to the loss of the
attosecond pulse train (Fig. 6.7). Thus, particularly for the generation of attosecond






2D PIC simulations of the attosecond pulse train generated in the inter-




The requirement that the scale length remain below the plasma wavelength is valid
for virtually any intense laser solid HHG interaction. An upper limit in intensity may
exist when profile steepening occurs within a laser cycle such that the density scale
lengths are no longer a good parameter to use for characterization of the interac-
tion. For solid density plasmas (> 100 nc), this would require a temporally clean




Conclusion & Future Outlooks
7.1 Thesis Discussion
This thesis marks one of the first comprehensive experimental campaign into solid
density experiments with intensities exceeding 1021Wcm−2. This experimental regime
could not properly be studied without sufficiently high laser contrast. The laser con-
trast was improved to allow the study of ultrathin foil experiments as well as harmonic
generation. A campaign to produce high energy, monoenergetic ion beams was unable
to be completed due to the failure modes of the RPA mechanism. Instead, protons
were accelerated via TNSA due to the strong heating inherent in high intensity inter-
actions with ultrathin targets. While an improvement was observed in ion energies,
20 MeV per nucleon was the highest observed energy during the experiments.
The energy spread from thin foils produced a peak in the energy spectra, but it
was far from monoenergetic. Plasma density shaping technique involving a short pulse
prepulse was demonstrated, in which quasi-monoenergetic protons were consistently
generated. This technique was also shown to work for various other light ion species,
providing a simple technique of spectral control that does not involve complex targets
or target manipulation prior to the shot.
Finally, harmonic generation from high intensity laser solid interactions was stud-
ied in depth. The role of the scale length was investigated, and the loss mechanism
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for long scale length interactions was discovered. Since the source of loss is due to
plasma waves, the loss mechanism requires a certain length of plasma for the waves to
grow. For an exponential density profile, the implication is that this scale length will
be universal for a wide range of intensities. This insight allows future experiments to
be performed at optimal conditions for nearly any laser system.
7.2 Future Applications & Outlook
A significant number of challenges remain for laser ion acceleration to be practical
for a number of applications. However, a number of applications already exist. The
use of protons for radiography is a critical diagnostic for measuring the magnetic
fields generated in ps interactions. For this application, a large energy spread is
actually an advantage. Different protons will have a different time-of-flight, and will
therefore interact with plasma at different times. The Bragg peak is well defined
for each energy, so a stack of radiochromic film or CR-39 will select various energies
of protons. As a consequence, each piece of detector will show a radiograph of the
plasma for a particular time. In this way, a detector stack is similar to frames of a
movie, and the dynamics of the plasma can easily be measured.
In order for laser ion acceleration to be useful for various other applications,
new acceleration mechanisms will need to be discovered. This will require a much
deeper understanding of the electron transport in a foil for short pulses. Without a
means of suppressing hot electron generation, TNSA is unavoidable in any interaction.
Increasing both the charge and energy of the protons beam while decreasing the energy
spread is a difficult proposition, and may involve a mixture of acceleration schemes
or targets.
Perhaps the brightest application lies in x-ray generation. The harmonic genera-
tion mechanism has optimal conditions that are applicable to a wide range of laser
systems. The most exciting approach may not be in terms of conversion efficiency,
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but in the ease of generating attosecond pulses. The spectrum is capable of support-
ing attosecond pulses, which are inherently phase locked due to the solid surface. A
proposed scheme utilizing the so-called “lighthouse effect” is a simple means of using
such a source to generate a single isolated attosecond pulse [131]. A pulse front tilt
will manifest itself in the interaction by spatially varying the specular direction of the
reflected beam. For a system with a large divergence angle, the reflected attosecond
pulse train will be spatially separated and a single attosecond pulse may be selected
with a slit. A pulse front tilt can easily be introduced to a CPA laser system by sim-
ply tilting the compressor gratings. This may be an achievable means of generating






















































1 + a2 (A.7)
UP = mc
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[8] M. Behmke, D. An der Brügge, C. Rödel, M. Cerchez, D. Hemmers, M. Heyer,
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