Introduction
Given an abelian category A one defines its bounded derived category D b (A) [27] (of bounded complexes of objects of A) having a structure of a triangulated category, which is an important homological invariant of A. In particular, given a finite dimensional algebra A one may study the bounded derived category D b (mod A) of the category mod A of finite dimensional A-modules, which one shortly calls the derived category of A and denotes D b (A). Since the observation of Happel [17] (generalized by Cline, Parshall, and Scott [13] ), which states that derived category is invariant under titling process, an importance of derived categories in the representation theory of finite dimensional algebras became clear. This observation was supported by results connecting derived categories of finite dimensional algebras with derived categories of coherent sheaves over projective schemes [7, 14] . Since that time a lot of results concerning derived categories of finite dimensional algebras were obtained (see for example [1, 10, 11, 15, 23] ). In particular, Rickard [24] developed the Morita theory for derived categories of finite dimensional algebras. One of the consequences is that the derived categories of two finite dimensional algebras are equivalent as triangulated categories if and only if the subcategories of perfect complexes are equivalent as triangulated categories. Recall that if A is a finite dimensional algebra, then the subcategory of D b (A) formed by perfect complexes can be identified with the bounded homotopy category K b (proj A) of (bounded complexes of) of projective A-modules. Another evidence that the homotopy category of projective modules delivers a lot of information about the derived category of an algebra is provided by the result of Krause and Ye [22] stating that the graded centers of K b (proj A) and D b (A) are isomorphic for each finite dimensional algebra A.
A class of finite dimensional algebras whose derived categories attract a lot of interest is the class of gentle algebras introduced by Assem and Skowroński [4] . An important feature of this class of algebra is that it is closed under derived equivalence, i.e. if A is a gentle algebra and D b (A) is equivalent as a triangulated category to D b (B) for a finite dimensional algebra B, then B is also gentle [26] . Next, this class of algebras appears naturally in many classification problems. Namely, the tree gentle algebra are precisely the piecewise hereditary algebras of type A [2] (i.e. the algebras derived equivalent to hereditary algebras of type A). Further, if A is a derived discrete algebra, then either A is piecewise hereditary of Dynkin type or A is a one-cycle gentle algebra which does not satisfy the clock condition [28] . Moreover, the one-cycle gentle algebras coincide with the piecewise hereditary algebras of typẽ A [4] . Partial results concerning the derived equivalence classification of two-cycle gentle algebras were also obtained [5, 9] . An important role in these investigations is played by an invariant introduced by Avella-Alaminos and Geiss [6] .
If A is a gentle algebra, then it is possible to investigate D b (A) by means of the stable category modÂ of the module category modÂ over the repetive algebraÂ [25] (which is no longer finite dimensional) and the Happel functor [18] D b (A) → modÂ. This description is useful, since the description of the indecomposable objects in modÂ is known. Unfortunately, the precise formula for the Happel functor seems to be not known. In [8] Bekkert and Merklen described the indecomposable objects in D b (A) without usingÂ, however they did not describe how the above two descriptions are connected.
Let A be a gentle algebra. Since gentle algebras are Gorenstein [16] , it follows [19] that the almost split triangles in D b (A) exist precisely for perfect complexes. The aim of this paper is to describe the almost split triangles in D b (A) in terms of the above mentioned description of the indecomposable objects in D b (A) due to Bekkert and Merklen. According to the above remark, this is equivalent to describing the almost split triangles in K b (proj A). The precise formulas are given in Section 6. The idea of the proof is to use the Happel functor and the known description of the almost split triangles in modÂ. As a side effect we obtain a link between the two different ways of describing the indecomposable objects in D b (A). The paper is organized as follows. In Section 1 we introduce the language of quivers and their representations, and in Section 2 we present notions of strings and bands. Next, in Section 3 we present a description of the indecomposable perfect complexes over gentle algebras due to Bekker and Merklen, while in Section 4 we collect necessary information about the repetitive algebras of gentle algebras. Finally, in Section 5 we describe the correspondence between the indecomposable perfect complexes over a gentle algebra and the indecomposable modules over its repetitive algebras, and in Section 6 we use this correspondence to describe the almost split sequences in K b (proj A). For basic background on the representation theory of algebras (in particular, on the tilting theory) we refer to [3] .
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Preliminaries on quivers and their representations
By a quiver Γ we mean a set Γ 0 of vertices and a set Γ 1 of arrows together with two maps s, t : Γ 1 → Γ 0 which assign to α ∈ Γ 1 the starting vertex sα and the terminating vertex tα, respectively. We assume that all considered quivers Γ are locally finite, i.e. for each x ∈ Γ 0 there is only a finite number of α ∈ Γ 1 such that either sα = x or tα = x. A quiver is called finite if Γ 0 (and, consequently, also Γ 1 ) is a finite set. For technical reasons we assume that all considered quivers Γ have no isolated vertices, i.e. there is no x ∈ Γ 0 such that sα = x = tα for each α ∈ Γ 1 .
Let Γ be a quiver. If l ∈ N + , then by a path in Γ of length l we mean σ = α 1 · · · α l such that α i ∈ Γ 1 for each i ∈ [1, l] and sα i = tα i+1 for each i ∈ [1, l − 1]. In the above situation we put sσ := sα l and tσ := tα 1 . Moreover, we put α i (σ) := α i for i ∈ [1, l] . Observe that each α ∈ Γ is a path in Γ of length 1. Moreover, for each x ∈ Γ 0 we introduce the path 1 x in Γ of length 0 such that s1 x := x =: t1 x . We denote the length of a path σ in Γ by ℓ(σ). If σ ′ and σ ′′ are two paths in Γ such that sσ ′ = tσ ′′ , then we define the composition σ ′ σ ′′ of σ ′ and σ ′′ , which is a path in Γ of length ℓ(σ ′ ) + ℓ(σ ′′ ), in the obvious way (in particular, σ1 sσ = σ = 1 tσ σ for each path σ). In order to increase clarity we sometimes write σ ′ · σ ′′ instead of σ ′ σ ′′ in the above situation. If σ is a path such that sσ = tσ, then for n ∈ N + we denote by σ n the n-fold composition of σ with itself.
Let Γ be a quiver. We define the double quiver Γ of Γ in the following way: 
For a set Σ of paths in Γ of positive length we put Σ
Let Γ be a quiver. We define the path category kΓ of Γ as follows. The objects of kΓ are the vertices of Γ. If x ′ , x ′′ ∈ Γ 0 , then the homomorphism space kΓ(x ′ , x ′′ ) consists of the formal k-linear combinations of paths starting at x ′ and terminating at x ′′ . The composition of maps in kΓ is induced by the composition of paths in Γ. For a set R of morphisms in kΓ we denote by R the ideal in kΓ generated by R. A morphism ̺ in Γ is called a relation if ̺ ∈ Γ 1 2 . A set R of relations in kΓ is called admissible if there exists n ∈ N + such that Γ 1 n ⊂ R . By an (admissible) bound quiver we mean a pair (Γ, R) consisting of a quiver Γ and an (admissible, respectively) set of relations in kΓ. For a bound quiver Γ = (Γ, R) we denote by kΓ the corresponding factor category kΓ/ R . If Γ = (Γ, R) is a bound quiver and ̺ ∈ kΓ(x ′ , x ′′ ) for x ′ , x ′′ ∈ Γ 0 , then we put s̺ := x ′ and t̺ := x ′′ . A bound quiver (Γ, R) is called monomial if R consists of paths.
Let Γ = (Γ, R) be a monomial bound quiver. By a path in Γ we mean a path in Γ which does not belong to R . If x ′ , x ′′ ∈ Γ 0 , then we identify kΓ(x ′ , x ′′ ) with the subspace of kΓ(x ′ , x ′′ ) spanned by the paths in Γ starting at x ′ and terminating at x ′′ . A path σ in Γ is said to be maximal in Γ if there are no paths σ ′ and σ ′′ in Γ such that
The lack of isolated vertices in Γ implies that ℓ(σ) > 0 for each maximal path σ in Γ.
For the rest of the section we assume that Γ = (Γ, R) is an admissible bound quiver.
By a representation of Γ we mean a functor M : kΓ → mod k, where mod k denotes the category of finite dimensional vector spaces over k, such that M(x) = 0 only for a finite number of x ∈ Γ 0 . Observe that a representation M of Γ is uniquely determined by the collection (M(x)) x∈Γ 0 of vector spaces and the collection (M(α)) α∈Γ 1 of linear maps. On the other hand, a pair of such collections determines a representation of Γ if and only if the induced map M(̺) vanishes for each ̺ ∈ R. If M and N are two representations of Γ, then the morphism space Hom Γ (M, N) consists of the natural transformations of the corresponding functors. We denote the category of representations of Γ by rep Γ. It is well-known that rep Γ is an abelian category which possesses almost split sequences. We denote by τ Γ the Auslander-Reiten translation in rep Γ. We remark that Gabriel proved (see for example [3, Corollaries I.6.10 and II. 3.7] ) that for each finite dimensional algebra A the category of A-modules is equivalent to the category of representations for an appropriate admissible bound quiver. This implies in particular, that we may work with bound quivers instead of algebras.
Now we describe the indecomposable projective representations of Γ. For each x ∈ Γ 0 we define P x ∈ rep Γ as follows: 
, is an isomorphism of vector spaces for each x ∈ Γ 0 and M ∈ rep Γ. This implies that the above formulas describe the fully faithful contravariant functor Γ → rep Γ whose essential image coincides with the full subcategory of indecomposable projective representations of Γ.
Similarly, we describe the indecomposable injective representations of Γ. For x ∈ Γ 0 we define
for morphisms ̺ and ̺ ′ in kΓ such that s̺ ′ = t̺ and t̺ ′ = x, and ϕ ∈ (kΓ(s̺, x)) * . Moreover, if ̺ is a morphism in kΓ, then we define q ̺ :
′ in kΓ such that s̺ ′ = x and t̺ ′ = s̺, and ϕ ∈ (kΓ(x, t̺))
, is an isomorphism for each x ∈ Γ 0 and M ∈ rep Γ, and, consequently, we obtain the fully faithful contravariant functor Γ → rep Γ whose essential image coincides with the full subcategory of indecomposable injective representations of Γ.
Almost gentle quivers
An admissible monomial bound quiver Γ = (Γ, R) is called almost gentle if the following conditions are satisfied:
(1) for each x ∈ Γ 0 there are at most two α ∈ Γ 1 such that sα = x and at most two α ∈ Γ 1 such that tα = x, (2) for each α ∈ Γ 1 there is at most one α ′ ∈ Γ 1 such that sα ′ = tα and α ′ α ∈ R, and at most one α ′ ∈ Γ 1 such that tα ′ = sα and αα ′ ∈ R, (3) for each α ∈ Γ 1 there is at most one α ′ ∈ Γ 1 such that sα ′ = tα and α ′ α ∈ R, and at most one
Equivalently, Γ is an almost gentle quiver if and only if there exist functions S, T : Γ 1 → {±1}, which we call string functions for Γ, such that the following conditions are satisfied:
Note that the string functions for Γ are not uniquely determined by Γ. For the rest of the section we fix an almost gentle bound quiver Γ = (Γ, R) together with string functions S and T . Let
is a monomial bound quiver. If l ∈ N + , then by a string in Γ of lenght l we mean a path in (Γ, R ′ ) of length l. Moreover, for each x ∈ Γ 0 we introduce two strings 1 x,1 and 1 x,−1 such that ℓ(1 x,ε ) := 0 and s1 x,ε := x =: t1 x,ε for ε ∈ {±1}. We put (1 x,ε ) −1 := 1 x,−ε for x ∈ Γ 0 and ε ∈ {±1}. Observe that every path in Γ of positive length is a string in Γ. A string ω in Γ is called simple if either ℓ(ω) = 0 or ω is a path in Γ (of positive length). Moreover, a string ω in Γ is called directed if either ω or ω −1 is a simple string. A string ω in Γ is called a band if ℓ(ω) > 0, either α 1 (ω) ∈ Γ 1 and α
n is a string in Γ for each n ∈ N + , and there is no string ω ′ in Γ such that ℓ(ω ′ ) < ℓ(ω), sω ′ = tω ′ , and ω = ω ′n for some n ∈ N + . We extend the functions S and T to the strings in Γ as follows. First, we put Sα −1 := T α and T α −1 := Sα for α ∈ Γ 1 . Next, we put Sω := Sα ℓ(ω) (ω) and T ω := T α 1 (ω) for a string ω in Γ of positive length. Finally, we put S1 x,ε := ε and T 1 x,ε := −ε for x ∈ Γ 0 and ε ∈ {±1}. Observe that if ω ′ and ω ′′ are strings in Γ of positive length such that sω ′ = tω ′′ and ω ′ ω ′′ is a string in Γ, then Sω ′ = −T ω ′′ . Consequently, if ω is a string in Γ, x ∈ Γ 0 , and ε ∈ {±1}, then we say that the composition ω1 x,ε (1 x,ε ω) is defined (and equals ω) if and only if x = sω and ε = Sω (x = tω and ε = −T ω, respectively).
Let ω be a string in Γ of length l. If i ∈ [0, l], then we denote by ω [i] and [i] ω the strings in Γ of length i and l − i, respectively, such that
Fix x ∈ Γ 0 and ε ∈ {±1}. By Σ x,ε we denote the set of simple strings σ in Γ such that sσ = x and Sσ = ε. Similarly, Σ ′ x,ε denotes the set of simple strings σ in Γ such that tσ = x and T σ = ε. Next,
Finally, we denote by σ x,ε and σ ′ x,ε the strings of maximal length in Σ x,ε and Σ ′ x,ε , respectively.
The homotopy category of a gentle quiver
An almost gentle bound quiver Γ = (Γ, R) is called gentle if Γ is finite and R consists of paths of length 2. For the rest of the section we assume that Γ = (Γ, R) is a fixed gentle bound quiver together with string functions S and T .
Let K b (Γ) denote the bounded homotopy category of complexes of projective representations of Γ. Recall that K b (Γ) has a structure of a triangulated category [21, Theorem 2.3.1] with the suspension functor given by the degree shift X → X [1] . Moreover, since Γ is Gorenstein, i.e. pdim Γ Q < ∞ for each injective representation Q of Γ and idim Γ P < ∞ for each projective representation P of Γ [16] ,
possesses almost split triangles [20, Section 5] , thus also the Auslander-Reiten translation, which we denote by
is a monomial bound quiver. If l ∈ N + , then by a homotopy string in Γ of length l we mean a path in (Γ, R ′ ) of length l. Moreover, 1 x,1 and 1 x,−1 are homotopy strings in Γ of length 0 for each x ∈ Γ 0 . Observe that every string in Γ is a homotopy string in Γ. We extend S and T to the homotopy strings in Γ in the usual way. If ω ′ and ω ′′ are homotopy strings in Γ of positive length, then we say that the composition ω ′ ω ′′ is defined (in the obvious way) if sω ′ = tω ′′ and one of the following conditions is satisfied, where
Similarly, if ω is a homotopy string in Γ of positive length, x ∈ Γ 0 , and ε ∈ {±1}, then the composition ω1 x,ε (1 x,ε ω) is defined (and equals ω) if and only if x = sω and either ε = Sω and α ℓ(ω) (ω) ∈ Γ 1 or ε = −Sω and α
Observe that the above definitions for homotopy strings differ from the ones we have for strings. If ω is a homotopy string in Γ, then by σ ω we denote the string of maximal length among the simple strings σ in Γ such that the composition σω (as homotopy strings in Γ) is defined.
A simple homotopy string θ in Γ is called an antipath in Γ pro-
. For x ∈ Γ 0 and ε ∈ {±1}, let Θ x,ε denote the set of all antipaths θ in Γ such that tθ = x and T θ = ε. If there is an antipath in Θ x,ε of maximal length, then we denote it by θ x,ε . Otherwise, we put θ x,ε := ∅.
Let ω be a homotopy string in Γ. If ℓ(ω) > 0, then ω has a unique presentation in the form
Moreover, we put L(ω) := 0 and deg
and [i] ω the homotopy strings in Γ of length j∈ [1,i] 
In particular,
for m ′ ∈ Z, j ∈ I m ′ , and i ∈ I m ′ +1 . The objects of K b (Γ) of the above form are called the string complexes.
For a homotopy string ω in Γ and m ∈ Z we denote by Υ m,ω the map Υ :
, and i ∈ I m ′ (m + deg ω, ω −1 ). Observe that Υ m,ω is an isomorphism for each homotopy string ω in Γ and m ∈ Z -the inverse map is given by Υ m+deg ω,ω −1 .
Let ω be a homotopy string in Γ. Let σ be a path in Γ of positive length such that the composition σω (as homotopy strings in Γ) is defined. For m ∈ Z we denote by F ′ m,σ,ω the map 
. Observe that it may happen that ω (i) is not a homotopy band in the above situation.
Let ω be a homotopy band in Γ, µ an indecomposable automorphism of a finite dimensional vector space K, and m ∈ Z.
and σ
and σ 1 (ω) is a path in Γ, The following description of the indecomposable objects in K b (Γ) was obtained in [8] . 
The repetitive quiver of a gentle quiver
Throughout this section we fix a gentle bound quiver Γ = (Γ, R) together with string functions S and T . We also denote by Σ the set of maximal paths in Γ.
Our first aim in this section is to define the repetitive quiverΓ = (Γ,R) of Γ. We putΓ 0 : 
Every path inΓ of the form σ
for paths σ ′ and σ ′′ in Γ, and m ∈ Z, is called a full path. Let Λ be the set of full paths inΓ. Then
We have the Nakayama automorphism ν ofΓ given by ν( for β ∈Γ 1 . One easily checks that (Γ,R), whereR := ZR∪{λ | λ ∈ Λ}, is an almost gentle quiver with string functions S and T . By a path in Γ we mean a path (Γ,R). Similarly, by a string (band) inΓ we mean a string (band, respectively) in (Γ,R). For a string ω in Γ and m ∈ Z we define the string ω[m] inΓ in the obvious way.
With a string ζ inΓ we associate the representation V ζ ofΓ in the following way. First, we put
Id i = j − 1 and α = α j (ζ), or i = j + 1 and α = α −1 j+1 (ζ), 0 otherwise, for α ∈ Γ 1 , j ∈ I sα , and i ∈ I tα . If i ∈ I x for x ∈ Γ 0 , then we denote by e i (ζ) the corresponding basis element of V ζ (x). Similarly, if i ∈ I x for x ∈ Γ 0 , then e * i (ζ) denotes the corresponding element of the basis of (V ζ (x)) * dual to (e j (ζ)) j∈Ix . The representations ofΓ of the above form are called the string representations ofΓ.
For a string ζ inΓ of lenght l we denote by υ ζ the map υ :
Observe that υ ζ is an isomorphism for each string ζ inΓ (and the inverse map is given by υ ζ −1 ). Moreover, if ζ ′ and ζ ′′ are strings inΓ such that
, and 
Let ω be a band inΓ and µ an indecomposable automorphism of a finite dimensional vector space K. We define the representation W ω,µ of Γ as follows. First, for x ∈ Γ 0 we put
j+1 (ω), µ j = 1, i = ℓ(ω), and α = α 1 (ω), or j = ℓ(ω), i = 1, and α = α −1 1 (ω), 0 otherwise, for α ∈ Γ 1 , j ∈ J sα , and i ∈ J tα . The representations ofΓ of the above form are called the band representations ofΓ.
Let Ξ be the set consisting of all paths inΓ and a chosen full path starting at y for each y ∈Γ 0 . For ξ ∈ Ξ we denote by ξ * unique ξ ′ ∈ Ξ such that tξ ′ = sξ and ξξ ′ is a full path. Observe that (σ[m]) * = σ * [m] for all σ ∈ Σ and m ∈ Z. Moreover, (ξ * ) * = νξ for each ξ ∈ Ξ. Fix y ∈Γ 0 . If y ′ ∈Γ 0 and Ξ(y ′ , y) := {ξ ∈ Ξ | sξ = y ′ , tξ = y}, then (the residue classes of) (ξ) ξ∈Ξ(y ′ ,y) form a basis of kΓ(y ′ , y). For each y ′ ∈Γ 0 we identify (ξ * ) ξ∈Ξ(y ′ ,y) with the basis of (kΓ(y ′ , y)) * dual to (ξ) ξ∈Ξ(y ′ ,y) . This identification induces isomorphisms (kΓ(y ′ , y)) * ≃ kΓ(νy, y ′ ), y ′ ∈Γ 0 , which extend to an isomorphism Q y ≃ P νy , which we also treat as identification.
Let ζ be a string inΓ of positive length. Then we have a presentation 
. We also put L(1 x,ε ) := 0 for x ∈Γ 0 and ε ∈ {±1}.
Now we define the operation (−) × on the strings inΓ. First, we put (1 y,ε ) × := 1 νy,−ε for y ∈Γ 0 and ε ∈ {±1}. Next, if ξ is a directed string of positive length, then we put ξ × := (ξ * ) −1 if ξ is a path inΓ, and
is a path inΓ. Finally, if ζ is an arbitrary string inΓ of positive length, then
× is clearly invertible. We denote the inverse operation by (−) + . We also need some additional operations on the strings inΓ. Let ζ be a string inΓ, l := ℓ(ζ), and L := L(ζ). If L > 0, then we denote by ∂ζ the unique string ζ ′ inΓ such that ζ = ξ 1 (ζ) · ζ ′ . We put Moreover, we put δ
Observe that ∆ is invertible and ∆ −1 ζ := δ ′′ (ζ + ). Let ζ be a string inΓ. We describe a projective cover π ζ :
2L , where L ∈ N + and ξ 1 , . . . , ξ 2L are simple strings in Γ such that ℓ(
We will use sequences of the above form to calculate the action of Ω on morphisms in repΓ. In particular, it follows that Ωf ξ ′ ,ξ ′′ and 
The Happel functor
Let 
σ −1 is a path in Γ and ℓ(ζ) = 0, where σ := σ 1 (ω) and ζ := ∂ ′ (ψ (  [1] ω) ). The meaning of the above assignment is explained in the following. 
Proof. We prove the above claims by induction on L(ω). If L(ω) = 0, then the proofs are immediate (observe that X m,ω ≃ X 0,ω [−m] for each m ∈ Z). It also follows easily that ΨΥ 0,ω and υ ψω coincide in this case. Now assume that L(ω) > 0 and let σ ′ := σ 1 (ω) and ω ′ := [1] ω. We also assume that σ ′ is a path in Γ, the case when σ ′−1 is a path in Γ is similar.
By induction hypothesis ΨX 0,
is a triangle in repΓ. Direct calculations show that V ≃ V ∆(ψω) in repΓ. Moreover, by choosing g in an appropriate way we get that f 
, we get the first claim. Moreover, under the appropriate isomorphisms, ΨF ′ = f ′ and ΨF ′′ = f ′′ . Let σ be a path in Γ of positive length such that sσ = tω and Sσ = T ω. Then we have the commutative diagram
, which gives rise to the commutative diagram Proof. In light of the preceding remark it is sufficient to prove that m = 0. Without loss of generality we may assume that m ≤ 0. Observe that
′′ ] for some m ′′ ∈ N + 0 provided m < 0, hence the claim follows.
). In the former case the previous lemma implies that ω −1 = ω, which is impossible. 
One can easily deduce the formula for ψ ′ ω as follows:
where
and (−)
×n denotes the n-th power of (−) × for n ∈ Z. The above formula implies immediately that
′ is a homotopy string in Γ of positive length such that the composition ωω ′ is defined, then
Finally, it follows that ψ ′ ω is a band inΓ if ω is a homotopy band in Γ.
We also need the following property of ψ ′ .
Lemma 5.4. Let ω be a homotopy string in Γ such that L(ω) > 0 and 
hence the claim follows in this case. If the above condition is not satisfied, then deg [1] 
. Assume in addition that σ ′ is a path in Γ, the other case is similar. Then σ ′′−1 is a path in Γ. Moreover, if ℓ(∂ ′ (ψω ′ )) > 0, then we have the following sequence of equalities
On the other hand, if ℓ(∂ ′ (ψ ′ ω ′ )) = 0, then by repeating some of the calculations above we get
what finishes the proof.
The above lemma will be used in the proof of the following. 
by the previous lemma) and
otherwise (by definition). Let K be the domain of µ. We assume that σ ′ is a path in Γ -the other case is similar. Then σ ′′ is also a path in Γ and we have a triangle
Observe that Proposition 5.1 implies that ΨX 0,1 tσ ′ ,−T σ ′ ≃ V ψ1 tσ ′ ,−T σ ′ and ΨX 0,ω ′ ≃ V ψω ′ . If f := ΨF , then under the above isomorphisms f = ε 1 f ψ1 tσ ′ ,−T σ ′ ,ψω ′ ⊗ µ + ε 2 g ψ1 tσ ′ ,−T σ ′ ,ψω ′ ⊗ Id for some ε 1 , ε 2 ∈ {±1} (depending only on ω) according to Proposition 5.1 (1) and (3). Since we have the triangle
in repΓ, where 
Almost split triangles
Throughout this section we fix a gentle bound quiver Γ = (Γ, R) together with string functions S and T . Moreover, ψ is the map which associates with a homotopy string in Γ a string inΓ as defined in Proposition 5.1.
Our aim in this section is to determine the shape of the almost split triangles in K b (Γ). In order to restrict the number of technical definitions we will not describe the maps appearing in the almost split triangles, however the interested reader can easily check that "natural" candidates are the correct ones.
We first recall that a triangle 
is an almost split triangle in
Proof. It follows from the above remark and Corollary 5.6, since for each band ζ inΓ and ε, ε ′ ∈ {±1} we have an almost split triangle
in repΓ (compare [12; 29, Theorem 4.1 (2)]).
It remains to describe the almost split triangles in K b (Γ) involving the string complexes. We first describe the almost split triangles repΓ involving the string representations.
For a string ζ inΓ we put
tζ,−T ζ ζ is a string inΓ, ∅ otherwise.
Next, we put ζ + := ( + (ζ −1 )) −1 for a string ζ inΓ. Finally, if ζ is a string inΓ, then
We leave it to the reader to verify that the above definition is correct and + ζ + = ∅ for each string ζ inΓ. Moreover, [12; 29, Theorem 4.1 (1)] imply that for each string ζ inΓ we have an almost split triangle in repΓ of the form
where V ∅ := 0. We translate the above construction to K b (Γ). Let ω be a homotopy band in Γ. We denote by r(ω) We first prove that the above definitions are correct. Lemma 6.1. Let x ∈ Γ 0 and ε ∈ {±1}. If α x,ε = ∅, then θ x,ε = ∅.
Proof. We show that ℓ(θ) ≤ |Γ 1 | for each θ ∈ Θ x,ε . Assume this is not the case and fix θ ∈ Θ x,ε such that l := ℓ(θ) > |Γ 1 |. Then there exist i, j ∈ [1, l], i < j, such that α i (θ) = α j (θ). An easy induction shows that α j+1−i (θ) = α 1 (θ) = α ′ x,ε . Consequently, α j−i (θ) ∈ Σ x,ε , which is impossible.
Let ω, σ, and ω ′ be as in the definition of + ω. Obviously, α tσ,−T σ = ∅, hence the above lemma implies that θ tσ,−T σ = ∅. Now assume that ℓ(σ) = 0. This assumption means that α tω,ε = ∅, where ε = T ω r(ω) > 0, −T ω r(ω) = 0.
Consequently, if r(ω) = 0, i.e. ω ′ = ω, then θ tω ′ ,−T ω ′ = ∅. On the other hand, if r(ω) > 0, then θ tω,T ω = ∅. Moreover, in this case α 1 (ω) · · · α r(ω) (ω)θ ∈ Θ tω,T ω for each θ ∈ Θ tω ′ ,−T ω ′ , hence we also get that θ tω ′ ,−T ω ′ = ∅.
The following lemma is crucial. Proof. We make some remarks about the proof and leave the details to the reader. Let σ and ω ′ be as in the definition of + ω. First, if ℓ(σ) > 0, then we prove ∆ −1 ( + (ψω)) = ∆ −ℓ(θ tσ,−T σ ) (ψ( + ω)). In the proof we use the following fact, which can be easily proved by induction. Next, we assume that ℓ(σ) = 0 and either ℓ(θ tω ′ ,−T ω ′ ) > 0 or ℓ(ω ′ ) > 0. In this case we show either + (∆ r(ω)−1 (ψω)) = ∆ −ℓ(θ tω ′ ,−T ω ′ ) (ψ( + ω)) if ω ′ = [r(ω)] ω, or + (∆ r(ω) (ψω)) = ∆ −ℓ(θ tω ′ ,−T ω ′ )+1 (ψ( + ω)), otherwise. In addition to the above fact, we use here also the following. As a consequence we obtain the following description of the almost split sequences with indecomposable middle terms containing the string complexes (we encourage the reader to compare this result with [6] ). 
