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This thesis is concerned with results about continued fractions and the rep-
resentation theory of operator algebras associated with graphs.
First, we study analogues of Minkowski’s question mark function ?(x) for
continued fractions with even or with odd partial quotients. We prove these
functions are Hölder continuous with precise exponents, and that they lin-
earize analogues of the Gauss and Farey maps. We also show that certain
Bratteli diagrams which arise in the study of continued fractions all yield
isomorphic approximately finite-dimensional C∗-algebras.
Second, we construct representations of the Cuntz algebra ON from dy-
namical systems associated to slow continued fraction algorithms. We give
their irreducible decomposition formulas in terms of the modular group ac-
tion on real numbers, as a generalization of results by Kawamura, Hayashi
and Lascu.
Third, we consider free semigroupoid algebras associated to graphs. We
show that every non-cycle finite transitive directed graph has a Cuntz-Krieger
family whose WOT-closed algebra is B(H). As a consequence, we prove that
finite disjoint unions of finite transitive directed graphs are exactly those
finite graphs which admit self-adjoint free semigroupoid algebras.
Finally, we prove two results about operator algebras constructed from
stochastic matrices. We improve the classification result proved by Dor-
On and Markiewicz with a new characterization of conditional probabilities
in terms of (generalized) Doob transforms. We also characterize the non-
commutative peak points of the associated operator algebra in a way that
allows one to determine them from inspecting the graph. This leads to a
concrete analogue of the maximum modulus principle for computing the norm
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The regular continued fraction expansion of x ∈ I := [0, 1] \Q is written as








where the partial quotients ai are positive integers. For rational numbers
we obtain a finite expansion [a1, a2, . . . , an]. In general finite expansions are
not unique, since [a1, a2, . . . , an, 1] = [a1, a2, . . . , an + 1]. Continued fractions














< x < 1
(1.2)
where bxc is the floor function. For [a1, a2, . . . ] as in (1.1) GR and FR act as:
GR
(
[a1, a2, a3, . . .]
)
= [a2, a3, a4, . . .], (1.3)
FR
(
[a1, a2, a3, . . .]
)
=
[a1 − 1, a2, a3, . . .] if a1 ≥ 2,[a2, a3, a4, . . .] if a1 = 1. (1.4)
The Farey map can be thought of as slower version of the Gauss map. The
precise relation is that
GR(x) = FR
r(x)+1(x), r(x) := inf{n ∈ N ∪ {0} : FRn(x) ∈ (1/2, 1)}. (1.5)
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We say that the Gauss map is the jump transformation of the Farey map
obtained by inducing on the interval [1
2
, 1]. We defer the general definition
of jump transformations until we need it in Section 5.3.
The Gauss map has unique (up to a multiplicative constant) Lebesgue
absolutely continuous σ-finite invariant measure dµ = dx
log 2(1+x)
, i.e.
µ(A) = µ(G−1R (A))
for all measurable sets A ⊂ [0, 1]. The Farey map has unique (up to a multi-
plicative constant) Lebesgue absolutely continuous σ-finite invariant measure
dν = dx
x
. We refer to [73] for an account of the ergodic properties of the Gauss
and Farey maps, and implications for the distribution of continued fractions.
Results along these lines motivate some of the discussion in Chapters 2 and 3,
although we will not go beyond the calculation of certain invariant measures.
Continued fraction expansions generate a natural filtration {Yn} of Q ∩
[0, 1], obtained by taking into account the sum of the partial quotients of
the rationals. More precisely, Yn is the set of rationals with sum of partial
quotients at most n. From such a filtration, we obtain the simple non-
decreasing function
Qn : [0, 1]→ [0, 1], Qn(x) :=
|{y ∈ Yn : y < x}|
|Yn| − 1
. (1.6)




In Chapter 2 we discuss even and odd continued fraction expansions. In
Chapter 3 we study analogues of ?(x) obtained from analogous filtrations
associated with even and with odd continued fractions. These filtrations
also generate Bratteli diagrams and hence approximately finite dimensional
(AF) C∗-algebras. In the case of the regular continued fraction expansion,
we obtain the Stern-Brocot array in Figure 1.1. We appeal to an analogous
diagram (see Figure 2.3) in several proofs in Chapter 3, and in Chapter 4 we
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1
Figure 1.1
1.2 Cuntz algebras and TCK families
For N = 2, 3, . . . ,∞, the Cuntz algebra ON is the universal C∗-algebra gen-
erated by {Si}Ni=1 satisfying [27]





i = 1. (1.8)




i ≤ 1 for all
n ∈ N. Any collection of isometries satisfying the above relations determines
a representation of ON .
Example 1.1. Fix 2 ≤ N <∞, and let H be a separable Hilbert space with
orthonormal basis {ej : j ∈ N}. Defining
Siej = eN ·j+i
for 2 ≤ i ≤ N and j ∈ N gives a representation of ON .
Example 1.2. Let H be a separable Hilbert space with orthonormal basis
{eq : q ∈ Q ∩ (0, 1]}. Defining
Sieq = e 1
i+q
3
for i ∈ N and q ∈ Q ∩ (0, 1] gives a representation of O∞.
In Chapter 5 we study a particular class of such representations, and their
relationship to continued fraction algorithms.
Definition 1.3. Let G = (V,E, r, s) be a directed graph with range and
source maps r, s : E → V . A family S = (Sv, Se)v∈V,e∈E of operators on a
Hilbert space H is a Toeplitz-Cuntz-Krieger (TCK) family if
1. {Sv}v∈V is a set of pairwise orthogonal projections;





e ≤ Sv for every finite subset F ⊆ r−1(v).





e = Sv for every v ∈ V with 0 < |r−1(v)| <∞.
If we consider a graph with a single vertex and edge set consisting of N
loops, CK families for this graph coincide with representations of ON . TCK
families always exist: every directed graph has a left regular representation
on a Hilbert space indexed by paths in the graph, where the Se act by
concatenation of paths. In Chapter 6 we study free semigroupoid algebras,
which are weak operator topology closed (non-self adjoint) algebras generated
by TCK families.
1.3 Stochastic matrices and conditional probabilities
The final chapter of this thesis is concerned with two questions about stochas-
tic matrices, motivated by a connection to operator algebras.
Definition 1.4. Let Ω be a countable set. A stochastic matrix is a function
P : Ω × Ω → [0, 1] such that for all i ∈ Ω we have
∑
j∈Ω Pij = 1. We let
Gr(P ) be the directed graph on Ω with directed edges (i, j) when Pij > 0.
We say that P is irreducible if Gr(P ) is a strongly connected directed graph.
In [41] non-self-adjoint operator algebras T+(P ) associated to stochastic
matrices were studied. A combination of [41, Theorem 3.8] and [41, The-
orem 7.27] shows that two stochastic matrices P and Q have isometrically
isomorphic tensor algebras if and only if they have the same conditional
probabilities as in item (ii) of the definition below.
4
Definition 1.5. Let P and Q be stochastic matrices over ΩP and ΩQ re-
spectively. We say that P and Q are
(i) conjugate if there is a bijection σ : ΩP → ΩQ such that Pij = Qσ(i)σ(j)
for every (i, j) ∈ Gr(P ).
(ii) Doob equivalent if there exists a bijection σ : ΩP → ΩQ which is a graph
isomorphism between Gr(P ) and Gr(Q) such that for all n,m ∈ N and



















In [41, Theorem 3.11] it is shown that if P and Q are irreducible, recurrent
and P and Q are Doob equivalent with graph isomorphism σ, then P and
Q are conjugate via σ. The first question we answer is whether or not this
still holds if “recurrent” is weakened to “amenable”. Example 7.16 answers
this question in the negative. The second question is of a similar flavor. In
[42, Corollary 3.14], the completely peaking states (definition 7.4) of P were
computed under a technical assumption called multiple arrival. The second
question we answer is if this assumption is necessary. Theorem 7.20 and




In this chapter we collect basic definitions and facts about even, odd, and
slow continued fractions for use in the following three chapters.
2.1 Even partial quotients
In this section we introduce continued fractions with even partial quotients,
or ECF for short. See also [91, 92] for the definition and basic properties.
The ECF expansion of an irrational number in [−1, 1] is given by








where ei ∈ {±1} and ai ∈ 2N. Although most of the time we shall only
consider positive numbers, that is e1 = 1, it will be sometimes convenient
to consider the full range {±1} for e1, especially when working with the
function QE in Chapter 3. We consider rational numbers (and hence finite
expansions) in Section 2.2. For uniqueness, we shall require that in a finite
expansion, the last ej must equal 1, and in this case we allow aj to also equal
1. This convention allows all rational numbers to have a unique finite even
continued fraction expansion. For example, we have 1
2k
= [(1, 2k)], 1
2k+1
=
[(1, 2k), (1, 1)], 3
8
= [(1, 2), (1, 2), (−1, 2)], 5
13
= [(1, 2), (1, 2), (−1, 2), (1, 1)].
Note that p
q
will also have a (unique) infinite expansion if and only if p+q ≡ 0
(mod 2) and if and only if its finite expansion terminates in a 1.
6
Figure 2.1: The even Farey map FE and its linearization FE









− 2 if 1
3






≤ x ≤ 1,
with infinite invariant measure dνE(x) =
dx
x(1−x) . This function was considered
in [89] in connection with Pythagorean triples. It also appears in [1], in
the construction of a Poincaré section for the geodesic flow on the 3-horned
sphere.
Symbolically, FE acts on the ECF representation by subtracting 2 from
the leading digit a1 of x when a1 ≥ 4 (which corresponds to x between 0 and
1
3




FE([(1, a1), (e2, a2), . . .]) =
[(1, a1 − 2), (e2, a2), (e3, a3), . . .] if a1 ≥ 4[(1, a2), (e3, a3), (e4, a4), . . .] if a1 = 2.
We shall be interested in the sets Yn, Zn, and Xn defined by
Yn = F−nE ({0, 1}), Zn = F
−n
E ({0}) and Xn := Yn \ Yn−1, (2.2)
of cardinality Xn := |Xn|, Yn := |Yn| and Zn = |Zn|. Our convention is to
7






























































































































The first return map RE of FE on (
1
3
, 1] acts on the ECF expansion as
RE([(1, 2), (e2, a2), (e3, a3), . . .]) = [(1, 2), (e3, a3), (e4, a4), . . .].









⌋ ∣∣∣∣ = ∣∣∣∣1x − 2k
∣∣∣∣ if x ∈ [ 12k + 1 , 12k − 1
]
,
and it acts on ECF expansions (2.1) restricted to (0, 1) by
TE([(1, a1), (e2, a2), (e3, a3), . . .]) = [(1, a2), (e3, a3), (e4, a4), . . .].




1−x)dx is a TE-invariant measure [91]. Con-
sider also the extended ECF Gauss map T̃E : [−1, 1) → [−1, 1), acting on
the ECF expansion (2.1) as
T̃E([(e1, a1), (e2, a2), (e3, a3), . . .]) = [(e2, a2), (e3, a3), (e4, a4), . . .].












if x 6= 0.
The push-forward measure dµ̃E(x) =
dx
1+x
of νE|(1/3,1] under ϕ is T̃E-invariant,
where ϕ : (1
3
, 1]→ [−1, 1), ϕ(x) = 1
x
− 2 with ϕ−1(y) = 1
2+y
. It is plain that
RE and T̃E are conjugated, and more precisely T̃E = ϕREϕ
−1. It is also plain
that T̃E is an extension of TE. More precisely we have πT̃E = TEπ, where
π(x) = |x|. The push forward of µ̃E under π is the TE-invariant measure µE.
8
Figure 2.2: The extended even and odd Gauss maps T̃E and T̃O
2.2 Ordering of rational numbers associated with the
even continued fraction
If x = [(1, a1), (e2, a2), . . . , (en, an)] ∈ Zk, then let
[(x), (ε1, α1), (ε2, α2), . . .]
denote the corresponding concatenated expansion
[(1, a1), (e2, a2), . . . , (en, an), (ε1, α1), (ε2, α2), . . .].
Observe that the sets Yk and Zk defined in (2.2) can also be described as
Yk =
{
[(1, a1), (e2, a2), . . . , (en, an)] ∈ Q ∩ [0, 1] :
n∑
i=1









Observe also that Yk =
⋃
x∈Zk{x, [(x), (1, 1)]}, and hence Yk = 2Zk. For






{x, [(x), (1, ck(x))], [(x), (−1, ck(x))]}
)
∪ {0, [(1, ck(0))]}.




























































































































DE : Yn := {[(1, a1), (e2, a2), . . . , (ek, ak)] : a1 + · · · + ak ≤ 2n + 1}
1
Figure 2.3
Note that if x, y ∈ Zk, and x < y, then [(x), (e, a)] < [(y), (ε, α)] for e, ε ∈
{−1, 1} and a, α ∈ {1} ∪ 2Z. Inductively, this holds for any two continued
fractions with initial expansions equal to those of x and y, respectively.
Hence we may obtain the ordered set Yk+1 from Yk by replacing 0 with 0,
[(1, ck(0)), (1, 1)], [(1, ck(0))], and each of the nonzero elements
x = [(e1, a1), (e2, a2), . . . , (en, an)] ∈ Zk
with the following five elements:
[(x), (1, ck(x))], [(x), (1, ck(x)), (1, 1)], x,
[(x), (−1, ck(x)), (1, 1)], [(x), (−1, ck(x))],
which are in this order if (−e1) · · · (−en) = −1 and are in the reverse order if
(−e1) · · · (−en) = 1. By induction, we have that for any x ∈ Zk, the neigh-
bors of x in Yk are [(x), (1, ck−1(x)), (1, 1)] and [(x), (−1, ck−1(x)), (1, 1)], with
the understanding that if x ∈ Xk and ck−1(x) = 0, we have [(x), (1, 0), (1, 1)] =
[(x), (1, 1)] and [(x), (−1, 0), (1, 1)] = [(x), (−1, 1)]. Combining the funda-
mental recurrence relations for convergents (see [65] equation 1.8) with the
definition of the mediant, we quickly obtain the identities
[(x), (ε, ck(x))] = x⊕ [(x), (ε, ck−1(x)), (1, 1)]
10
and
[(x), (ε, ck(x)), (1, 1)] = x⊕ [(x), (ε, ck(x))],







To summarize, we can construct Yk+1 from Yk by inserting between each
pair of elements (say, p
q













. This ECF analogue DE of the classical Stern-
Brocot array (also called the Pascal triangle with memory), is illustrated
in Figure 2.3. At every level n, the interval [0, 1] is partitioned into 3n
subintervals. The appearance of 2p+r
2q+s
is indicated by a double edge.
2.3 Odd partial quotients
In this section we consider continued fractions with odd partial quotients, or
OCF for short. See also [91, 92] for the definition and basic properties and
[88] for a detailed treatment. The OCF in [−1, 1] given by








where ei ∈ {±1}, ai ∈ 2N − 1, e1 = 1, and ai + ei+1 > 0. For rational
numbers, the above expansion is finite. In this case, for the sake of uniqueness
we require that if the last digit aj = 1, then ej = 1. For example, we
have 1
2k−1 = [(1, 2k − 1)],
1
2k
= [(1, 2k − 1), (1, 1)], 4
7
= [(1, 1), (1, 1), (1, 3)],
7
12
= [(1, 1), (1, 1), (1, 3), (−1, 1), (1, 1)].
















− 1 if 1
2
≤ x ≤ 1.
(2.5)
Symbolically, FO acts on the OCF representation (2.4) by subtracting 2 from
the leading digit a1 of x when (a1, e2) 6= (3,−1) and (a1, e1) 6= (1, 1) (which
11
Figure 2.4: The odd Farey map FO and its linearization FO
correspond to x between 0 and 1
3
), and by removing (a1, e2) when (a1, e2) ∈
{(3,−1), (1, 1)} (which corresponds to x between 1
3
and 1), i.e.
FO([(1, a1), (e2, a2), . . .])
=
[(1, a1 − 2), (e2, a2), . . .] if (a1, e2) /∈ {(3,−1), (1, 1)}[(1, a2), (e3, a3), . . .] if (a1, e2) ∈ {(3,−1), (1, 1)}.
The following result [19] follows from direct verification:





The first return map RO of FO on [
1
3
, 1) acts on the OCF expansion as
RO
(
[(1, a1), (e2, a2), (e3, a3), . . .]
)
= [(1, a2), (e3, a3), (e4, a4), . . .],
where (a1, e2) ∈ {(3,−1), (1, 1)}. Recall that the OCF Gauss map TO acts









2k + 1− 1x if x ∈ [ 12k+1 , 12k ]1
x




and it acts on OCF expansions (2.4) restricted to (0, 1) by
TO([(1, a1), (e2, a2), (e3, a3), . . .]) = [(1, a2), (e3, a3), (e4, a4), . . .].
12




G+1−x)dx is a finite TO-invariant measure
[91].
We will instead consider the extended OCF Gauss map T̃O : [−1, 1) →
[−1, 1) acting on the OCF expansion (2.4) as
T̃O([(e1, a1), (e2, a2), (e3, a3), . . .]) = [(e2, a2), (e3, a3), (e4, a4), . . .],









− 1 if x 6= 0.
It is plain that RO is conjugated with T̃O, and more precisely T̃O = ψROψ
−1,
where ψ : [1
3
, 1)→ [−1, 1) is the invertible map given by
ψ(x) =
 1x − 3 if x ∈ [13 , 12 ]1
x




 13+y if y ∈ [−1, 0]1
1+y
if y ∈ (0, 1).















































Again, T̃O is an extension of TO with πT̃O = TOπ, where π(x) = |x|. The
push-forward of µ̃O under π is the TO-invariant measure µO. The map T̃O
coincides with the map T introduced and investigated by Rieger in Chapters
2 and 3 of [88]. Note also that ρ = Gµ̃O is the T -invariant measure considered
in [88, Theorem 6.1].
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2.4 Slow continued fraction algorithms (SCFA)
In this section we introduce SCFAs, and discuss a few useful combinatorial
properties.
Definition 2.2.





] ⊂ [0, 1] with rational endpoints is said to be uni-
modular if pq′ − p′q = −1.
(ii) A unimodular partition is a finite collection of unimodular intervals Ii
whose union is [0, 1], such that for i 6= j, Ii ∩ Ij contains at most one
point.
Definition 2.3. An SCFA is a finite collection of functions hi : [0, 1]→ [0, 1]
such that:
(i) Each function hi is a fractional linear transformation in PGL2(Z).
(ii) The images {hi([0, 1])}Ni=1 form a unimodular partition.














is continuous and monotone except at the singular point −d
c
. The assumption
hi([0, 1]) ⊂ [0, 1] ensures that this singularity does not occur on the interval
[0, 1]. Hence hi : [0, 1] → [0, 1] is continuous and strictly monotone. By


















. We therefore have the formula
hi(x) =
[
p′i − pi pi
q′i − qi qi
]
(x). (2.6)
If hi is decreasing, the situation is reversed and
hi(x) =
[
pi − p′i p′i
































Figure 2.5: The SCFAs of Example 2.4.
In general, denoting the determinant of hi (equivalently, the sign of its deriva-
tive), by εi ∈ {±1}, hi is given by the formula
hi(x) =
[
p′i − pi pi











]}Ni=1 and signs {εi}Ni=1, εi ∈
{−1, 1} specifies an SCFA. Our convention will be to order the unimodular








for 1 ≤ i < N .
With the above generalization of the relationship between the Farey and
Gauss maps in hand, we can now describe several motivating examples of
SCFAs and their jump transformations.
Example 2.4. (See also Figure 2.5.)
(i) The classical Farey map FR in (1.4) is the SCFA associated with the
partition [0, 1/2], [1/2, 1] and signs 1,−1. From (1.5), inducing on
[1/2, 1] yields the classical Gauss map GR as its acceleration [5, 24, 51].
(ii) An important SCFA which we denote FB is the SCFA associated with
the partition [0, 1/2], [1/2, 1] and signs 1, 1. Inducing FB on [1/2, 1]




, where dxe is the ceiling
15
function [99]. Inducing on [0, 1/2] yields the “backwards” continued
fractions [2].
(iii) The even and odd Farey maps FE and FO are SCFAs associated with
the partition [0, 1/3], [1/3, 1/2], [1/2, 1] and signs 1,−1, 1 and 1, 1,−1,
respectively. Inducing FE and FO on [1/3, 1] yields the even and odd
Gauss maps [20, 19, 91].
The following lemma provides a useful description of the inverse branches




Lemma 2.5. Fix an SCFA {hi}Ni=1.






](1−εi)/2 can be written as bνiT (1−εi)/2 where
bνi is a word in {b1, b2}, T (x) = 1− x.
(ii) The words {bνi}Ni=1 are the leaves of a finite, rooted binary tree. In
particular, none of the words are left factors of another. The word bµb1
is a left factor of a word in {bνi}Ni=1 if and only if bµb2 is a left factor
of a word in {bνi}Ni=1.






















































. The lemma follows
from the observation that splitting an interval corresponds to right multipli-
cation of its associated matrix with b1 and b2:[
p′ − p p












p′ − p p














FUNCTIONS FOR EVEN AND ODD
CONTINUED FRACTIONS
In this chapter we follow [19], studying analogues of Minkowski’s question
mark function ?(x) for continued fractions with even or with odd partial
quotients. We prove a Denjoy-type formula, establish Hölder continuity with
sharp exponent, and show they linearize appropriate versions of the Gauss
and Farey maps. This chapter is based on joint work with Florin Boca.
3.1 Introduction
In Section 3.2 we review the definition and basic properties of the classical
question mark function. In Section 3.3 we consider the situation of even con-
tinued fractions, defining our even question mark function QE and proving
a formula for QE(x) in terms of the ECF expansion of x. As a consequence,





≈ 0.62324. In Section 3.4 we show that QE linearizes the even
Gauss and even Farey maps. As the formula in Theorem 3.3 makes clear,
QE is naturally a triadic version of Minkowski’s ?(x) function. Northshield
has introduced [76] a different triadic generalization of the question mark
function. In Section 3.5 we establish a precise connection between our even
continued fraction analogue of the Stern sequence and the sequence in Z[
√
2]
that he considers. In Section 3.6 we focus on odd continued fractions, follow-
ing Zhabitskaya’s work [100] and considering the odd question mark function
QO(x) that coincides with her F
0(x). We prove that the function QO is
Hölder continuous with best exponent log λ
2 logG
≈ 0.63317, where λ ≈ 1.83929
denotes the unique real root of the equation x3 − x2 − x− 1 = 0. In Section
3.7 we prove that the map QO linearizes the odd Gauss and the odd Farey
maps.
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Figure 3.1: The graphs of the functions ?(x), QE(x) and QO(x)
3.2 Minkowski’s question mark function
Minkowski [71] introduced a homeomorphism of [0, 1], which he denoted ?(x),
that gives monotonic bijections between rational and dyadic numbers in [0, 1],
and also between quadratic irrationals in (0, 1) and rationals in (0, 1). The
function ?(x) is singular, yet strictly increasing, continuous, and surjective.





























are rational numbers in lowest terms in [0, 1] with p′q −
pq′ = 1. The values of ?(x) can be explicitly expressed by Denjoy’s formula
[36] (see also [90] and [73]) as








− · · · .
It is well-known (see, e.g., [21]) that ?(x) linearizes the classical Gauss and
Farey maps. More precisely, the map ?GR?
−1 is piecewise decreasing and is
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linear on each interval (2−k−1, 2−k), while (?FR?
−1)(x) = 2dist(x,Z).
Salem [90] proved that ?(x) is singular and Hölder continuous, with best
exponent log 2
2 logG




5) denotes the “big” golden
ratio. Several significant results about ?(x) have subsequently been proved
[63, 82, 4, 45, 43], culminating with the very recent solution provided by
Jordan and Sahlsten [54] to the longstanding Salem open problem [90] con-
cerning the decay of its Fourier-Stieltjes coefficients. A number of gener-
alizations of this classical map have been considered [50, 15, 80, 100, 76].
See http://uosis.mif.vu.lt/~alkauskas/minkowski.htm for an exten-
sive bibliography of research in this area until 2014.
3.3 The even Minkowski type question mark function
QE
We begin by defining the ECF analogue of Minkowski’s question mark func-
tion, and proving an explicit formula for it in terms of the ECF expansion.
Let Yn be as in (2.2) and (2.3).
Definition 3.1. For x ∈ Yk, define
QE(x) :=
|{y ∈ Yk : y < x}|
3k
.
Proposition 3.2. The number QE(x) does not depend on the choice of k,
hence QE is well-defined on Q ∩ [0, 1].
Proof. Case 1. Suppose x ∈ Zk. Then
|{y ∈ Yk : y < x}| = 2|{z ∈ Zk : z < x}|,
|{z ∈ Zk+1 : z < x}| = 3|{z ∈ Zk : z < x}|.
The last formula follows from the characterization of Zk in equation (2.3).
Indeed, if x, z ∈ Zk and 0 < z < x, then [(z), (±1, ck(z))] < x, and exactly
one of [(x), (±1, ck(x))] is less than x. We therefore have
|{y ∈ Yk+1 : y < x}| = 3|{y ∈ Yk : y < x}|,
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so by induction,
3−k|{y ∈ Yk : y < x}| = 3−k−j|{y ∈ Yk+j : y < x}|
for any j ∈ N, and so QE(x) is well-defined.
Case 2. Suppose x /∈ Zk. Then
|{y ∈ Yk : y < x}| = 2|{z ∈ Zk : z < x}| − 1,
|{z ∈ Zk+1 : z < x}| = 3|{z ∈ Zk : z < x}| − 1,
and so
|{y ∈ Yk+1 : y < x}| = 2|{z ∈ Zk+1 : z < x}| − 1
= 6|{z ∈ Zk : z < x}| − 3 = 3|{y ∈ Yk : y < x}|.



































: m = 0, 1, . . . , 3k
}
.









where wk = 2 if ak ∈ 2N and wk = 1 if ak = 1.
Proof. Let y = [(x), (en+1, an+1)], and let m =
∑k
i=1bai/2c so that x ∈ Zm.
Case 1. Suppose an+1 = 1. In this case, en+1 = 1 as well, so y ∈ Xm. In
the ordered Ym, y is adjacent to x. If (−e1) · · · (−en) = 1 then y > x, and if
(−e1) · · · (−en) = −1 then y < x. Hence
QE(y) = QE(x)−
(−e1) · · · (−en+1)
3m
.
Case 2. Suppose an+1 = 2j. In this case, y ∈ Xm+j. At this level, the
neighbors of x are [(x), (1, 2j)], [(x), (1, 2j), (1, 1)], x, [(x), (−1, 2j), (1, 1)],
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[(x), (−1, 2j)] in this order if (−e1) · · · (−en) = −1, and in the opposite order
if (−e1) · · · (−en) = 1. Hence
QE(y) = QE(x)−
2(−e1) · · · (−en+1)
3m+j
.
Working backwards from the tail of the continued fraction, repeated appli-
cation of these relations yields the formula stated above.
A version of the above formula also holds for infinite even continued frac-
tion expansions, with the finite sum replaced by an infinite one. Since
QE(Q∩[0, 1]) is dense in [0, 1], the uniform continuity of QE proved below will
also imply that QE is strictly increasing on [0, 1]. For rationals which have
both an infinite and a finite even continued fraction expansion, the infinite ex-
pansion is obtained from the finite one by replacing the last term [. . . (1, 1)]





= 1, it is
straightforward to check that the two sums coincide.






Before proving this, we need a fact about the growth of the denominators
of ECF continuants.
Proposition 3.5. Let pn
qn






Proof. Observe that q1 = a1 < θ
a1/2 holds for all a1 ∈ N, and q0 = 1 = θ0.
We have the relation qk = akqk−1 + ekqk−2. Assuming the claim holds for
n = k − 2, k − 1, then
akqk−1 + ekqk−2 ≤ akθ(a1+···+ak−1)/2 + θ(a1+···+ak−2)/2.
So it is sufficient to show that
akθ


















For ai > 2, it is sufficient to observe that θ
x/2 − x is increasing for x ≥ 2,
with derivative 1
2
θx/2 log(θ)− 1 > 0.
Proposition 3.6. The exponent in the proposition is the best possible, and
it is attained by the convergents of
√
2− 1 = [(1, 2), (1, 2), (1, 2), . . .].
Proof. Notice that since each ai = 2, the denominators satisfy the recur-
rence relation qk = 2qk−1 + qk−2, and hence are given by the sequence









Asymptotically, qk ∼ 12θ
k, so the bound qk ≤ θ(a1+···+ak)/2 = θk cannot be
improved.
Remark 3.7. All three question mark functions we consider in this thesis
(regular, even, odd) have the property that their best exponent is deter-
mined by such quadratic irrationals. There has been recent work by Panti
[81] showing the best Hölder exponent for question mark functions is the
maximal periodic mean free path in an associated billiard. Our situation
QE(x) appears as [81, Example 10.6]. Panti asks whether or not the best ex-
ponent is always realized at a periodic expansion, or equivalently if the finite
sets of matrices which define his billiards satisfy the finiteness conjecture for
their joint spectral radius (see [53, Chapter 1] for a precise statement and
survey of the literature).
Proof of Theorem 3.4. Let x < x′ in Q ∩ [0, 1], and let y = QE(x), y′ =
QE(x
′). Consider Yk for the first k such that we have x ≤ r < r′ ≤ x′ for
some r, r′ ∈ Yk. From the bound on the denominators proved in Proposition
3.5 we must have x′− x ≥ r′− r ≥ 1
θ2k+2
since r′ and r are distinct rationals,
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each with denominator at most θk+1. Since there can be at most 5 elements
of Yk between x and x′, we have y′ − y ≤ 63k . These yield
y′ − y < (e1+log3 6)(x′ − x)
log 3
2 log θ .
To see that this is the best possible exponent, consider x =
√
2 − 1 =
[(1, 2), (1, 2), (1, 2), . . .]. Let pk
qk














, so |QE(x)−QE(pkqk )| is of or-
der 1
3k








that qk is of the same order as θ
k, so we have
∣∣∣∣x− pkqk
∣∣∣∣ log 32 log θ . θ−2k· log 32 log θ = 13k .







Theorem 3.8. The function QE(x) is singular.
Proof. Let x = [(e1, a1), . . .] with ECF convergents
pn
qn
= [(e1, a1), . . . , (en, an)],
and let QE(x) = y. Let also tn := [(en+2, an+2), (en+3, an+3), . . .]. We have
x =
(an+1 + tn)pn + en+1pn−1
(an+1 + tn)qn + en+1qn−1
and (see [65])∣∣∣∣x− pnqn
∣∣∣∣ = ∣∣∣∣ en+1(qnpn−1 − pnqn−1)qn((an+1 + tn)qn + en+1qn−1)
∣∣∣∣ = 1qn((an+1 + tn)qn + en+1qn−1) .





∣∣∣∣ < 1q2n(an+1 − 2) .
In the case where an+1 = 2, we still have∣∣∣∣x− pnqn
∣∣∣∣ ≤ 1q2n(1− qn−1qn ) ≤ 1q2n( anan+1) < 32q2n .









































· (an + 1)2 <




If the ai are unbounded, then we may consider the subsequence aik where
i1 = inf{i : ai > 2} and ik+1 = inf{i : ai > aik}. Then for every k we have












which converges to 0. This implies that if the derivative of ?(x) exists and
is finite, it must be equal to 0. As we will see in the next proposition, the
ai are in fact unbounded for almost every x. Since QE(x) is monotone,
the derivative must in fact exist almost everywhere, and hence QE(x) is
singular.
Proposition 3.9. The set of numbers with bounded even partial quotients
has measure 0.
Proof. It is well-known that almost every number is normal with respect to
the regular continued fraction. For each k > 0, every number which is normal
with respect to the regular continued fraction expansion will have at some
point in its regular continued fraction expansion two consecutive ai, ai+1 > k.
When applying the singularization and insertion algorithm (see [70] Section
1.3) to obtain the even continued fraction expansion, partial quotients which
are greater than 1 are either increased, or replaced by a sequence of (−1, 2)
terms. Since the algorithm cannot replace two consecutive partial quotients
in this way, we must end up with at least one even partial quotient aj > k.
Hence almost every number has unbounded even partial quotients.
Remark 3.10. The results of [66] can perhaps be extended to show that
normal with respect to the regular continued fraction in fact implies being
normal with respect to the even continued fraction.
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3.4 The linearization of the map FE
The formula proved in Theorem 3.3 and the uniform continuity of QE provide
the formula
QE([(1, 2k1), (e1, 2k2), (e2, 2k3), . . .]) = −2
∞∑
n=1
(−e1) · · · (−en)
3k1+···+kn
. (3.1)




3y if y ∈ [0, 1
3
]









2− 3ky if y ∈ [3−k, 2 · 3−k]3ky − 2 if y ∈ [2 · 3−k, 3−k+1].
Proposition 3.11. The homeomorphism QE of [0, 1] linearizes the maps FE
and TE as follows:
(i) QEFEQ
−1
E = FE, (ii) QETEQ
−1
E = TE.
Proof. Let x = [(1, 2k1), (e1, 2k2), (e2, 2k3), . . .] ∈ (0, 1) and employ repeat-
edly formula (3.1).
(i) There are three cases to be considered:
Case 1. x ∈ (1
2
, 1), where k1 = 1 and e1 = −1. Then we successively infer
QE(x) = QE
(











+ · · ·
)
,

































), where k1 = 1, e1 = 1, and we have
QE(x) = QE
(











− · · ·
)
,









− · · ·
)
= (QEFE)(x).
Case 3. x ∈ (0, 1
3










− · · ·
)
,

























− · · ·
)
= (FEQE)(x).
(ii) follows by direct verification along the line of (i), considering the cases




) where k1 = k, e1 = 1 and QE(x) ∈ [3−k, 2 · 3−k], and respec-
tively x ∈ ( 1
2k
, 1
2k−1) where k1 = k, e1 = −1 and QE(x) ∈ [2 · 3
−k, 3−k+1].
As suggested by one of the referees for [19], (ii) can also be directly deduced
from (i) by a dynamic argument, since TE and TE are conjugated to the first
return map of FE and respectively FE on [
1
3







3.5 The ECF Stern Sequence and Stern Polynomials
We now consider the integer sequence of denominators of the fractions in
our analogue DE of the Stern-Brocot array in Figure 2.3, giving an ECF
version of the Stern sequence (A002487 in [77]). As we will see, this ends up
being closely related to a triadic version of the Stern sequence that has been
constructed by Northshield in [76]. We begin by extending the diagram DE
to [−1, 1). It is convenient to work on [−1, 1), since then the kth row of the
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diagram will have∣∣∣∣{x = [(e1, a1), . . . , (en, an)] ∈ [−1, 1) : n∑
i=1
ai ≤ 2k + 1}
∣∣∣∣ = 2 · 3k
elements. Let {βn} be the sequence of the denominators of the fractions in
the extension of DE to [−1, 1), reading each row from left to right. If βn
appears in the kth level, β3n will appear directly below it in the (k + 1)th
level. Hence
β3n = βn.
Through similar arguments we obtain the relations
β3n+1 = w(n)βn + βn+1, β3n+2 = βn + w(n+ 1)βn+1,
where w(n) = 2 if n is even and 1 if n is odd. We let β0 = 0, and observe
that our {βn} = 0, 1, 1, 1, 2, 3, 1, 3, 2, 1, 3, 5, 2, 7, . . . is the sequence A277750





















































Although we do not immediately obtain an infinite product form for the
generating function (as in the case of the Stern sequence), we will see that
this is possible for a slight modification of our sequence. Rewriting the above






x−2 + 1 + x2 2(x−1 + x)











x−2 + 1 + x2 2(x−1 + x)










2x−1 + 1 +
√
2x+ x2), so we obtain the relation
√
2Bo(x) +Be(x) = (x
−2 +
√

























The “diagonalized” sequence obtained from {βn} by multiplying the odd
terms by
√
2 is what Northshield denotes {bn} in [76], where many properties
of the sequence are proved, including an infinite product representation in
Section 4. Our {βn} appear as the denominators of Northshield’s Rn.
Dilcher and Stolarsky considered a polynomial version of the Stern se-
quence in [38]. The ECF Stern sequence can be similarly generalized, by
setting β(0, x) = 0, β(1, x) = 1, β(2, x) = 1, and
β(3n, x) = β(n, x4),
β(3n+ 1, x) =
(1 + x)β(n, x4) + x3β(n+ 1, x4) if n is evenβ(n, x4) + x2β(n+ 1, x4) if n is odd,
β(3n+ 2, x) =
β(n, x4) + x2β(n+ 1, x4) if n is evenβ(n, x4) + (x2 + x)β(n+ 1, x4) if n is odd.
The above relations are derived from replacing the mediant construction
with the polynomial version used by Dilcher and Stolarsky. It is immedi-
ate from the definition that β(n, 1) recovers the ECF Stern sequence βn,
and that β(n, x) has coefficients in {0, 1}. It would be interesting to find
a combinatorial interpretation of the ECF Stern sequence or its polynomial
generalization.
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3.6 The odd Minkowski type question mark function
QO
Let λ > 1 be the unique real root of x3−x2−x− 1 = 0. Following [100] and
(2.4), we consider the map QO on [0, 1] by
QO([(e1, a1), (e2, a2), (e3, a3), . . .]) = −
∞∑
k=1
(−e1) · · · (−ek)
λa1+···+ak−1
, (3.2)
which coincides with Zhabitskaya’s F 0(x). Note that in the rational case we
have a finite expansion [(e1, a1), (e2, a2), (e3, a3), . . . , (en, an)], and the above











) = 1−λ−1 +λ−4 +
λ−5 − λ−6.








x ∈ [0, 1] : x = [(e1, a1), . . . , (ek, ak)] and
k∑
i=1
ai ≤ n+ 1
}
. (3.3)
In this section we use the same notation Yn and Xn as in [100]. Note that the




What we need will follow from the structure of the analogue of the Stern-
Brocot tree for odd continued fractions, which we denote D, as in [100].




Proof. In fact, the largest denominator in Yn is given by the (n + 2)-th
Fibonacci number. This can be directly verified for the first few n, and
follows inductively from the fact that every element of Xn+1 := Yn+1 \ Yn is
the mediant of two adjacent elements of Yn. Since no two elements of Xn+1
are adjacent in Yn+1 (see [100] page 9), the largest denominator in Yn+2 is at
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most the sum of the largest denominator in Yn+1 and the largest denominator
in Yn. Since this recurrence relation is in fact satisfied by the convergents of






































































































Zhabitskaya’s odd Farey tree Xn := {[(1, a1), (e2, a2), . . . , (ek, ak)] : a1 + · · · + ak = n + 1}
1
Figure 3.2
Proposition 3.14. There exists a universal constant C such that if x and y
are adjacent elements of Yn, then
|QO(x)−QO(y)| ≤ Cλ−n.
Proof. First, suppose that y ∈ Xn. We have already noted in the proof
of Proposition 3.13 that no two elements of Xn are adjacent in Yn, so it
must be the case that y ∈ Xn is a descendant of x, in the sense that it
is obtained from x by (perhaps repeatedly) taking mediants. Suppose x =
[(e1, a1), (e2, a2), . . . , (ej, aj)]. There are three possible “moves” in the tree
D, each corresponding to a possible relationship between an element x ∈ Xk
and its descendant in Xk+1 or Xk+2. The first type of move is appending
(1, 1) to the tail of the continued fraction of x. The second (possible only
when aj > 1) is appending (−1, 1), (1, 1) to the tail, and the third (possible
only when aj = 1) is to remove (ej, aj) = (1, 1) and replace (ej−1, aj−1) with
(ej−1, aj−1+2). Suppose we call a move (of any of the three types) a left move
if the result is less than the input, and a right move if the result is greater
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than the input. Not only is y obtained from x by a series of these moves, but
since y is adjacent to x, it must be obtained either by a right move followed
by only left moves, or a left move followed by only right moves. Note that
moves of the first type will be right moves if and only if (−e1) · · · (−ej) = 1,
and hence moves of the second or third types are left moves in this case. Note
also that each move has the end result of switching the sign of the product
of the −ei. We now consider three cases:
Case 1. If the first move is of the first type, then the second move
must be as well, in order to switch direction. Subsequent moves must all
have the same direction as the second, so they must alternate between type
three moves (since the type one moves leave (1, 1) as the last term) and
type one moves. In this case, the continued fraction of y is of the form
[(e1, a1), (e2, a2), . . . , (ej, aj), (1, 1+2k)] or [(e1, a1), (e2, a2), . . . , (ej, aj), (1, 1+
2k), (1, 1)].
Case 2. If the first move is of second type, then the second move must be
of third type, after which it must alternate between first type and third type.
Hence the continued fraction of y is of the form [(e1, a1), (e2, a2), . . . , (ej, aj),
(−1, 1 + 2k)] or [(e1, a1), (e2, a2), . . . , (ej, aj), (−1, 1 + 2k), (1, 1)].
Case 3. If the first move is of third type, then the second move must be of
second type, after which it must alternate between first type and third type.
Hence the continued fraction of y is of the form [(e1, a1), (e2, a2), . . . , (ej−1, aj−1
+2), (−1, 1), (1, 1+2k)] or [(e1, a1), (e2, a2), . . . , (ej−1, aj−1+2), (−1, 1), (1, 1+
2k), (1, 1)]. Note that in this case, we must have aj = 1.
In any case, what we need is the inequality
|QO(x)−QO(y)| ≤ Cλ−(a1+···+aj)λ−2k−1,
and its consequence that since y ∈ Xn,
|QO(x)−QO(y)| ≤ Cλ−n.
For the first two cases, this is an immediate consequence of the finite sum
version of formula (3.2) for QO and the possible continued fractions for y.
In these cases, the first j terms of the continued fraction for y coincide with
those of x, causing the first j terms of QO(x) and QO(y) to cancel, leaving
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only one or two terms of order λ−n. In the third case, we note that
|QO(x)−QO(y)| = λ−(a1+···+aj−1)+1|(1−λ−1)−(λ−2+λ−3−λ−4−2k+λ−4−2k−1)|.
From the definition of λ we have 1− λ−1 − λ−2 − λ−3 = 0, so
|QO(x)−QO(y)| ≤ 2λ−2k−2λ−(a1+···+aj−1)+1 = (2λ)λ−(a1+···+aj)λ−2k−1.
Essentially, what was used in the third case is that QO(x) does not depend
on the representation of x. Although we have adopted a convention that
if the last aj = 1 then we require ej = 1, the formula for QO gives the
same results for [(e1, a1), (e2, a2), . . . , (ej−1, aj−1), (1, 1)] and the equivalent
[(e1, a1), (e2, a2), . . . , (ej−1, aj−1 + 2), (−1, 1)], as a consequence of the defini-
tion of λ.
Finally, by increasing the constant C by a factor of λ, we may remove our
initial assumption that y ∈ Xn, since given any two adjacent elements of Yn,
at least one of them must be in Xn or Xn−1.
We are now ready to prove Theorem 3.12, in much the same manner as
Theorem 3.4.
Proof of Theorem 3.12. Suppose x < x′ in [0, 1]. Let y = QO(x) and y
′ =
QO(x
′). Let k be the least integer such that we have x ≤ r ≤ r′ ≤ x′ for some
r, r′ ∈ Yk. The bound from Proposition 3.13 gives x′ − x ≥ r′ − r ≥ G−2k−4
since r and r′ have denominator at most Gk+2. Since we have taken k to be
the least possible, there are at most 3 elements of Yk in the interval [x, x′],
so y′ − y ≤ 5Cλ−k. Therefore
y′ − y ≤ 5Cλ2(x′ − x)
log λ
2 logG .
To see that this is best possible, consider x = G−1 = [(1, 1), (1, 1), (1, 1), . . .]
and its convergents. If xn denotes the nth convergent of x, then |x − xn| is






is of order λ−n. Since |x−xn|
log λ
2 logG is of order (G−2n)
log λ
2 logG = λ−n, we conclude
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that this is the best possible exponent.
Corollary 3.15. The function QO is strictly increasing on [0, 1].
Proof. It follows from Proposition 3.14 and Q∩ [0, 1] =
⋃
n≥1 Yn that the set
QO(Q∩[0, 1]) is dense in [0, 1]. SinceQO is uniformly continuous and it is non-
decreasing by its very definition, it follows that QO is strictly increasing.
3.7 The linearization of the map FO
Consider the piecewise linear maps FO, TO : [0, 1]→ [0, 1] defined by
FO(y) =

λ2y if y ∈ [0, λ−2]
λ(λ2y − 1) if y ∈ [λ−2, 1− λ−1]
λ(1− y) if y ∈ [1− λ−1, 1],
TO(y) =




), k ≥ 2.
Proposition 3.16. The homeomorphism QO of [0, 1] linearizes the maps FO
and TO as follows:
(i) QOFOQ
−1
O = FO, (ii) QOTOQ
−1
O = TO.
Proof. Let x = [(1, a1), (e1, a2), (e2, a3), . . .] ∈ (0, 1) and employ formula
(3.2).
(i) There are three cases to be considered:
Case 1. x ∈ (0, 1
3




















− · · ·
= QO([(1, a1 − 2), (e1, a2), (e2, a3), . . .]) = (QOFO)(x).
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− · · ·
= QQ([(1, a2), (e2, a3), (e3, a4), . . .]) = (QOFO)(x).
Case 3. x ∈ (1
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− · · ·
= (QOFO)(x).









− · · · .























Two situations can occur:
Case 1. x ∈ ( 1
2k
, 1
































Case 2. x ∈ ( 1
2k−1 ,
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AF ALGEBRAS ASSOCIATED TO
CONTINUED FRACTIONS
In this chapter we show that the AF algebras associated to the ECF and
regular Stern-Brocot trees are isomorphic. We do this by providing a general
construction of an AF algebra from an increasing sequence of unimodular
partitions, and showing that if the partitions exhaust Q ∩ [0, 1] then the AF
algebra is isomorphic to the AF algebra M defined by the Bratteli diagram
in Figure 1.1. The latter was independently studied by Mundici [74, 75] and
Boca [18]. The K-theory has been computed and the structure and topology
of the space of primitive ideals have been described, indicating that M can
be viewed as a noncommutative number theoretical analogue of the interval
[0, 1]. Noncommutative dynamics on M have been considered by Eckhardt
[46], in the form of an extension of the Perron-Frobenius operator on C([0, 1])
defined by the Gauss map GR to a unital completely positive map on M.
4.1 Introduction
Every finite dimensional C∗-algebra is (isomorphic to) a direct sum of full





determined (up to conjugation by a unitary in
⊕l
j=1 Mmj) by an l×k matrix
of partial multiplicities aij such that
∑k
i=1 aijni = mj.
We may therefore represent an infinite sequence of embeddings of finite di-
mensional C∗-algebras
A1 ↪→ A2 ↪→ A3 ↪→ . . . (4.1)
by a Bratteli diagram [22]. This is a directed graph in which each algebra
Ai =
⊕ki
j=1 Mni,j is represented by the tuple of dimensions {ni,j}
ki
j=1, and
arrows are drawn between the vertices associated to Ai and Ai+1 to indicate
the partial multiplicities which determine the ∗-homomorphism.
A C∗-algebra A is said to be approximately finite dimensional (AF) if there
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where on the right-hand side, we identify Ai with its image in Ai+1. If two
such algebras admit sequences with the same Bratteli diagram, then they
are isomorphic. However, an AF algebra will generally admit many different
Bratteli diagrams.






in [0, 1] satisfy the unimodularity relation
pq′ − p′q = −1. (4.3)
Let r
s





































By (4.4), both a = p′s − q′r and b = rq − ps will be positive. Writing













Remark 4.1. Alternatively, a counts the number of paths in the Pascal
triangle with memory in Figure 1.1 connecting the vertices with labels p/q
and r/s, while b counts the number of paths connecting the vertices with
labels p′/q′ and r/s.




, . . . , pn
qn
} be (the endpoints of) a unimodular partition of




, . . . , rm
sm
} (the endpoints of) a refinement. From (4.6),
a matrix of partial multiplicities [aij] satisfying
∑
i aijqi = sj is uniquely
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, and we have the identity map
Mqi ↪→Msj . The direct sum of these n identity maps and m−n embeddings








Definition 4.2. Let {Pn}∞n=1, be an increasing sequence of subsets of Q ∩
[0, 1], each consisting of the endpoints of a unimodular partition of [0, 1]. We
say such that {Pn}∞n=1 is a unimodular filtration for
⋃∞
n=1Pn.
Given a unimodular filtration {Pn}∞n=1, the finite-dimensional C∗-algebras
Pn = Mq1⊕Mq2⊕· · ·⊕Mqk and the embeddings ϕPn+1,Pn yield an AF algebra
P.
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We recover the Stern-Brocot diagram in Figure 1.1 by setting




We obtain the ECF diagram in Figure 2.3 by setting
Pn =
{
[(1, a1), . . . , (ei, ai)] ∈ [0, 1] :
i∑
j=1
aj ≤ 2n+ 1
}
.
4.3 Isomorphism of algebras from unimodular
filtrations
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are unimodular partitions of [0, 1] such that Q ⊂ S ⊂ U . We compare the
composition ϕU ,S ◦ ϕS,Q with ϕU ,Q. Both maps embed the same number
of copies of Mqi into Muj . All that differs is (potentially) the order of the
diagonal blocks in the case when
tj
uj
/∈ Q. Hence there is a direct sum of




i=1 Mui such that
Ad(U) ◦ ϕU ,S ◦ ϕS,Q = ϕU ,Q. (4.9)
Lemma 4.3. Suppose {Pn}∞n=1 is a unimodular filtration of
⋃∞
n=1Pn, and
let Qm = Pnm for a subsequence nm. Then the AF algebras P and Q are
∗-isomorphic.
Proof. This is immediate from [22, Theorem 2.7], since by definition Qm is
isomorphic to Pnm .
One of the motivating questions for the research in Chapter 3 was to
describe the AF algebra of the Bratteli diagram in Figure 2.3. We prove
the following general result in this direction.





m=1Qm ⊂ Q ∩ [0, 1]. Then the AF algebras P
and Q are ∗-isomorphic.
Corollary 4.5. The AF algebras defined by the Bratteli diagrams in Figures
1.1 and 2.3 are ∗-isomorphic.
39
Proof of Theorem 4.4. By assumption, there are sequences ni and mi such
that Pni ⊂ Qmi ⊂ Pni+1 . Lemma 4.3 allows us to pass to these subsequences,
so we may assume without loss of generality that Pn ⊂ Qn and Qn ⊂ Pn+1.
By (4.9), we have sequences of unitaries {Un}∞n=1 and {Vn}∞n=1 such that
ϕPn+1,Pn = Ad(Un) ◦ ϕPn+1,Qn ◦ ϕQn,Pn , (4.10)
ϕQn+1,Qn = Ad(Vn) ◦ ϕQn+1,Pn+1 ◦ ϕPn+1,Qn . (4.11)






























Taking the direct limit of the sequence Ad(Un) ◦ ϕPn+1,Qn ◦ Ad(Vn)−1 we
obtain a ∗-isomorphism from Q to P.
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CHAPTER 5
SLOW CONTINUED FRACTIONS AND
PERMUTATIVE REPRESENTATIONS OF
CUNTZ ALGEBRAS
In this chapter, we study permutative representations associated to the slow
continued fraction algorithms (SCFAs), following [68]. Our main result is a
correspondence between unitary equivalence classes of irreducible permuta-
tive representations of ON and PGL2(Z)-equivalence classes of real numbers
for finite N .
5.1 Introduction
Permutative representations of the Cuntz algebras ON are a special class of
representations arising from branching function systems. Bratteli and Jor-
gensen [23] classified irreducible permutative representations of ON up to
unitary equivalence. Kawamura, Hayashi, and Lascu [58] studied the permu-
tative representation arising from the Gauss map, a well-studied dynamical
system related to continued fractions. They showed that unitary equiva-
lence classes of irreducible permutative representations of O∞ correspond to
PGL2(Z)-equivalence classes of irrational numbers. Moreover, representa-
tions labeled by solutions to quadratic equations with integer coefficients are
characterized by the existence of certain eigenvectors.
5.2 Permutative representations
In this section we review Cuntz algebras and their permutative representa-
tions. Recall from Chapter 1 that for N = 2, 3, . . . ,∞, the Cuntz algebra
ON is the universal C∗-algebra generated by {Si}Ni=1 satisfying [27]





i = 1. (5.1)
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i ≤ 1 for all n ∈ N.
Throughout this section we treat the finite and N =∞ cases simultaneously.
For convenience, we will write NN for {1, 2, . . . N}, with the understanding
that N∞ = N.
Definition 5.1.
(i) A representation of a C∗-algebra A on a Hilbert space H is a ∗-homo-
morphism from A into B(H), the set of all bounded linear operators
on H.
(ii) A (closed) subspace V ⊂ H is reducing for a representation π : A →
B(H) if π(a)v ∈ V for any a ∈ A and v ∈ V .
(iii) For a representation π of A on H with a reducing subspace V , the
restriction π|V of π to V is defined as the restriction of the operator
π(a) to V for each a ∈ A. We call π|V : A→ B(V ) a subrepresentation
of π.
(iv) A representation π : A→ B(H) is irreducible if {0} and H are the only
reducing subspaces for π.
Any collection of isometries satisfying the relations (5.1) determines a rep-
resentation of the simple C∗ algebra ON [27]. All C∗-algebras, representa-
tions, and embeddings which we consider in this chapter are unital.
Definition 5.2. ([23], Chapter 2) For N = 2, 3, . . . ,∞, a branching function
system (BFS) of order N on a set Ω is a collection of injective transformations
{fi}Ni=1 on Ω with pairwise disjoint ranges whose union is Ω.
We will refer to such a system by the tuple {Ω, F, {fi}Ni=1, {∆i}Ni=1} where
∆i = fi(Ω), and F is the piecewise function on Ω defined by f
−1
i on ∆i.
Definition 5.3. A permutative representation ofON onH is a representation
π for which there is an orthonormal basis {ek : k ∈ K} for H such that
π(Si)en ∈ {ek : k ∈ K} (n ∈ K, i ∈ NN). (5.2)
Proposition 5.4 ([23], p. 7). Let `2(Ω) denote the Hilbert space with or-
thonormal basis {eω : ω ∈ Ω}. Any BFS {Ω, F, {fi}Ni=1, {∆i}Ni=1} induces a
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permutative representation πF : ON → B(`2(Ω)) defined by
πF (Si)eω = efi(ω) (ω ∈ Ω, i ∈ NN). (5.3)
Lemma 5.5. If {Ω, F, {fi}Ni=1, {∆i}Ni=1} and {Ω′, G, {gi}Ni=1, {∆′i}Ni=1} are con-
jugate, then the representations πF and πG are unitarily equivalent.
Proof. The function systems are conjugate if there exists a bijection C : Ω→
Ω′ such that
C ◦ fi = gi ◦ C i ∈ NN . (5.4)
Define the unitary U : `2(Ω)→ `2(Ω′) by Ueω = eC(ω). From (5.4), we obtain
UπF (Si) = πG(Si)U (i ∈ NN). (5.5)
Definition 5.6. ([23], Chapter 4)
(i) For a finite word w = w1w2 · · ·wk in the alphabet NN , we denote
Sw1Sw2 · · ·Swk by Sw. Let FN denote the C∗-subalgebra of ON gener-
ated by all elements of the form SwS
∗
w′ , where w and w
′ are finite words
with equal length in the alphabet NN .
(ii) We call an irreducible permutative representation of ON a cycle.
(iii) We call an irreducible component of the restriction of a cycle to FN an
atom.
We recall a construction of the shift representation πNS of ON . Let ΩN
denote the set NN of all infinite sequences in the alphabet {1, ..., N}. Define
the BFS {σi}Ni=1 on ΩN by
σi((x1, x2, x3, ...)) = (i, x1, x2, x3, ...) (i ∈ NN). (5.6)
From Proposition 5.4 we obtain a representation πNS of ON on `2(ΩN) as
πNS (Si)e(xn) = eσi((xn)) (i ∈ NN (xn) ∈ ΩN). (5.7)
For (xn) and (yn) in ΩN := N
N, write (xn) ∼ (yn) if there exist z ∈ Z,m ∈
N such that xn+z = yn for n ≥ m. Write (xn) ≈ (yn) if z can be taken
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to be 0. These are equivalence relations, which we call tail equivalence and
eventual equivalence, respectively. We denote the equivalence class of (xn)
under ∼ by [(xn)] and the equivalence class of x under ≈ by [[(xn)]].
Proposition 5.7 ([23], Chapter 6).
(i) The decomposition of πNS into cycles corresponds to the decomposition





where H[(xn)] is the (separable) subspace of `2(ΩN) with orthonormal
basis
{e(yn) : (yn) ∈ [(xn)]}.
(ii) Any irreducible permutative representation of ON is unitarily equivalent
to exactly one such a representation.
(iii) The decomposition of πNS (restricted to FN) into atoms corresponds to





where H[[(xn)]] is the subspace of `2(ΩN) with orthonormal basis
{e(yn) : (yn) ∈ [[(xn)]]}.
We end this section with a brief sketch of the argument of Kawamura,
Hayashi, and Lascu in our terminology. We will need some well-known fol-
lowing facts about continued fractions.
Definition 5.8. Let PGL2(Z) be the group of two by two integer matri-
ces of determinant ±1, with the matrices M and −M identified. We will
regard PGL2(Z) as the group of fractional linear transformations with inte-




Definition 5.9. Let Σ be a subgroup of PGL2(Z). We say x, y ∈ R are




. This is an equivalence relation, and we denote the equivalence
class of x by [x]Σ.
Proposition 5.10. (Theorems 2.3, 6.1, and 5.3 in Chapter 10 of [52])
(i) Let Ω∞ denote the set of all sequences of positive integers. The map
I 3 x 7→ (a1, a2, . . .) ∈ Ω∞ defined by the correspondence in (1.1) is
bijective.
(ii) (Lagrange) An irrational number has an eventually periodic continued
fraction expansion if and only if it is the solution of a quadratic equation
with integer coefficients.
(iii) (Serret, [93], p. 34) Two irrational numbers x and y have tail equivalent
continued fraction expansions if and only if x ∼PGL2(Z) y.
The (regular) Gauss map GR is a branching function system on I =
[0, 1] \Q, which the correspondence in Proposition 5.10(i) conjugates to the
full shift on Ω∞ = NN. By Lemma 5.5, the representation πGR of O∞ associ-
ated to the Gauss map by Proposition 5.4 is unitarily equivalent to the shift
representation π∞S . The conjugacy sends PGL2(Z)-equivalence classes of ir-
rational numbers to tail equivalence classes of sequences, as per Proposition
5.10(iii). In light of Proposition 5.7, we obtain a correspondence between
unitary equivalence classes of irreducible permutative representations of O∞
and PGL2(Z)-equivalence classes of irrational numbers. Proposition 5.10(ii)
implies that an irreducible permutative representation of O∞ has finitely
many atoms if and only if it is labeled by a class of solutions to quadratic
equations with integer coefficients.
5.3 Symbolic Dynamics for SCFAs
The analogue of continued fractions are itineraries with respect to an SCFA.
Although only irrational numbers have infinite continued fraction expansions,
every real number will have an infinite itinerary. For the same reason that
the (terminating) continued fraction expansions of rational numbers are not
unique, each rational number in (0, 1) will have two itineraries. Instead of a
bijection, we therefore work separately with a surjective decoding map and
an injective encoding map.
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Proposition 5.11. Fix an SCFA {hi}Ni=1, and let fi be the restriction of hi
to I := [0, 1] \Q. The functions {fi}Ni=1 form a BFS on I.
Proof. As we have already remarked, the condition hi([0, 1]) ⊂ [0, 1] guar-
antees that hi is continuous and strictly monotone on [0, 1]. Hence fi is
injective. Since [0, 1] ⊂
⋃N
i=1 hi([0, 1]) and hi maps irrational numbers to
irrational numbers, I ⊂
⋃N
i=1 fi(I). For i 6= j, hi([0, 1]) ∩ hj([0, 1]) is either
empty or a rational singleton. Hence fi(I) ∩ fj(I) = ∅.
Definition 5.12. With the notation introduced in Definition 5.2(i), let
{I, F, {fi}Ni=1, {∆i}Ni=1} be the BFS associated to an SCFA. Suppose E ⊂ I
is of the form
⋃k
i=j ∆i for some 1 ≤ j ≤ k ≤ N . Define
IE := {x ∈ I : F n(x) ∈ E for infinitely many n ∈ N}, (5.10)
r(x) := inf{n ∈ N0 : F n(x) ∈ E} for x ∈ IE. (5.11)
The jump transformation of F induced on E is G(F,E) : IE → IE
G(F,E)(x) = F r(x)+1(x). (5.12)
If E is a proper subset of I, then G will have countable many inverse branches
gj : IE → IE which also form a BFS.
Definition 5.13. Fix an SCFA {hi}Ni=1 with associated BFS given by
{I, F, {fi}Ni=1, {∆i}Ni=1}.
(i) A sequence (xn) ∈ ΩN is an F -itinerary for x if x ∈
⋂∞
n=1 hxn ◦ hxn−1 ◦
· · · ◦ hx1([0, 1]).
(ii) We write x ∼F y if there exist tail equivalent F -itineraries for x and y.
This is an equivalence relation, and we write [x]F for the∼F -equivalence
class of x.
(iii) The Panti-Serret group ΣF associated with {I, F, {fi}Ni=1, {∆i}Ni=1} is
the subgroup of PGL2(Z) generated by the matrices hi.
(iv) The SCFA {I, F, {fi}Ni=1, {∆i}Ni=1} is said to satisfy the Serret theorem
if for irrational numbers, the relation ∼F coincides with ∼ΣF as in
Definition 5.9.
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The Serret theorem in Definition 5.13(iv) holds for some, but not all SC-
FAs. In general, each ΣF equivalence class is the union of ∼F equivalence
classes. A practical criterion for checking the validity of the Serret theorem
is established in [79]. We recall the following facts from [78]:
Proposition 5.14. (Panti)
(i) (Observation 3 in [78]) The intersection in Definition 5.13(i) is always
a singleton.
(ii) (Generalized Lagrange Theorem, Section 3 of [78]) An irrational num-
ber has an eventually periodic itinerary with respect to every SCFA if
and only if it is a solution to a quadratic equation with integer coeffi-
cients.
Definition 5.15. Fix an SCFA {hi}Ni=1 with BFS {I, F, {fi}Ni=1, {∆i}Ni=1}.
(i) For (xn) ∈ ΩN , let x be the singleton
⋂∞
n=1 hxn ◦hxn−1 ◦ · · · ◦hx1([0, 1]),
as in Proposition 5.14(i). Define the decoding map DecF : ΩN → [0, 1]
by DecF ((xn)) = x.
(ii) For x ∈ I, let (xn) ∈ ΩN be the sequence such that F n−1(x) ∈ ∆xn .
Define the encoding map EncF : I → ΩN by EncF (x) = (xn).
Remark 5.16. Since
⋃N
i=1 hi([0, 1]) = [0, 1], DecF is surjective. The injec-
tivity of EncF is Consequence (i) of Observation 3 in [78].
Proposition 5.17. The encoding map EncF conjugates the BFS
{I, F, {fi}Ni=1, {∆i}Ni=1} to a subshift {EncF (I), σ, {σi}Ni=1, {σi(EncF (I))}Ni=1}.
Proof. Since EncF is injective, it is enough to observe that
EncF ◦fi = σi ◦ EncF i ∈ {1, . . . , N}. (5.13)
The encoding map in the above proposition is never surjective; its image is
always ΩN minus the itineraries of rational numbers. For example, denoting
the constant sequences by 1 = 1, 1, 1, . . . and 2 = 2, 2, 2, . . .,
EncFR(I) = Ω2 \ {(xn) : (xn) ∼ 1}, (5.14)
EncFB(I) = Ω2 \ {(xn) : (xn) ∼ 2 or (xn) ∼ 1} (5.15)
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with FR and FB as in Example 2.4. We conclude this section by establishing
a strong version of the Serret theorem which includes rational numbers for a
specific family of SCFAs which we denote FN .
Definition 5.18. For 2 ≤ N < ∞, let FN to be the SCFA associated















1,−1,−1, . . . ,−1.
Proposition 5.19.
(i) The subgroup ΣFN of PGL2(Z) generated by {hi}Ni=1 coincides with
PGL2(Z).
(ii) The Serret theorem holds for FN , in the sense of Definition 5.13(iv).
(iii) A sequence (xn) ∈ ΩN is an FN -itinerary of a rational number if and
only if (xn) ∼ 1 = 1, 1, 1, . . ..
Corollary 5.20. Let x, y ∈ [0, 1] and (xn), (yn) ∈ ΩN such that x = DecFN ((xn))
and y = DecFN ((yn)). Then (xn) ∼ (yn) if and only if x ∼PGL2(Z) y.
Proof of Proposition 5.19.
(i) Note that F2 is simply the Farey map FR. Denote the inverse branches





rN−31 r2, . . ., r
2
1r2, r1r2, r2. Proposition 5.19(i) then follows from the
fact that {r1, r2} generates PGL2(Z).
(ii) We construct the transducer (finite state automaton) considered in
Lemma 5.5 of [79]. Let b1 and b2 be the branches of FB and T (x) = 1−x,
as in Lemma 2.5. Given h ∈ {hi}Ni=1 and v ∈ V , there is a unique w ∈ V
for which there exists a (possibly empty) word µ = µ1µ2 · · ·µn in the
alphabet {1, ...N} such that
vh = hµ1hµ2 · · ·hµnw. (5.16)
The transducer in question has state set V = {bk1T e : 0 ≤ k ≤ N−2, e ∈
{0, 1}}. For v and w as in 5.16, it has a directed edge from v to w
labeled with input h and output hµ1hµ2 · · ·hµn . To construct the edge
set, we consider cases:
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(a) If v = bk1 and h = b
N−1
1 : We obtain a self loop, labeled with both
input and output h.
(b) If v = bk1 and h = b
j
1b2T : We obtain an edge to 1. If k = 0 (i.e.,
v = 1) this self loop is labeled with both input and output h.
(c) If v = bk1T and h = b
N−1
1 : We obtain an edge to b
N−2
1 .
(d) If v = bk1T and h = b
j
1b2T for j 6= 0: We obtain an edge to 1.
(e) If v = bk1T and h = b2T , for k 6= N − 2: We obtain an edge to
bk+11 .
(f) If v = bN−21 T and h = b2T : We obtain an edge to 1.
An infinite path in the transducer constructed above eventually con-
sists of an infinitely repeated self loop, labeled with the same input as
output. Hence the output of the transducer is always tail equivalent to
its input. By Corollary 5.6 of [79], the Serret theorem holds.
(iii) This is a special case of the following Lemma 5.21.
Lemma 5.21. Suppose the SCFA {hi}Ni=1 satisfies ε1 = 1 and εN = −1.
(Recall our ordering convention that 0 ∈ h1([0, 1]) and 1 ∈ hN([0, 1]).) A
sequence (xn) ∈ ΩN is an itinerary of a rational number if and only if (xn) ∼
1 = 1, 1, 1, . . ..
Proof. By the proof of Observation 3 in [78], for r ∈ Q and (xn) ∈ ΩN , there
is M ∈ N such that r is not in the topological interior of hxm ◦ · · · ◦hx1([0, 1])
for m ≥ M . If (xn) is an itinerary for x ∈ Q ∩ [0, 1], this implies that x
is an endpoint of hxm ◦ · · · ◦ hx1([0, 1]) for m ≥ M . If the determinant of
hxm ◦ · · · ◦ hx1 is 1, then hxm ◦ · · · ◦ hx1([0, 1]) shares its right endpoint with
hN ◦ hxm ◦ · · · ◦ hx1([0, 1]) and left endpoint with h1 ◦ hxm ◦ · · · ◦ hx1([0, 1]).
If the determinant is −1, the situation is reversed. In this way, the shared
endpoint and the determinant of hxm ◦ · · · ◦ hx1 inductively determine xm+1.
If xm = N , the determinants of hxm ◦ · · · ◦ hx1 and hxm−1 ◦ · · · ◦ hx1 differ
by the assumption det(hN) = −1. By the above, xm+1 = 1. If xm = 1, the
determinants of hxm ◦· · ·◦hx1 and hxm−1 ◦· · ·◦hx1 coincide by the assumption
det(h1) = 1. Again, xm+1 = 1. We conclude that xm = 1 for m > M , proving
the forward implication.
49
Conversely, if (xn) is tail equivalent to 1, then for n and m sufficiently
large, the intervals hxn ◦ · · · ◦ hx1([0, 1]) and hxm ◦ · · · ◦ hx1([0, 1]) share a
rational endpoint. The common endpoint is therefore the unique point in
the intersection
⋂∞
n=1 hxn ◦ · · · ◦ hx1([0, 1]). We conclude that (xn) is the
itinerary of a rational number, proving the lemma.
5.4 Main Results
In this section we state and prove our main results. We begin with the
following corollary of Lemma 5.5 and Propositions 5.7 and 5.17.
Proposition 5.22. Let {I, F, {fi}Ni=1, {∆i}Ni=1} be the BFS associated to an
SCFA and πF the permutative representation of ON on `2(I) in Proposition





where H[x]F is the subspace of the nonseparable Hilbert space `2(I) with or-
thonormal basis {ey : y ∼F x}.
Remark 5.23. If the SCFA satisfies the Serret theorem as in Definition
5.13(iv), then the sets [x]F coincide with ΣF -orbits of irrational numbers.
We now consider the SCFAs FN introduced in Definition 5.18 to produce
a bijection between equivalence classes of irreducible permutative represen-
tations of ON and PGL2(Z)-equivalence classes of real numbers.
Theorem 5.24. For 2 ≤ N < ∞, the decoding map DecFN in Definition
5.15(i) provides a bijection between unitary equivalence classes of irreducible
permutative representations of ON and PGL2(Z)-equivalence classes of real
numbers. Moreover, an equivalence class of representations corresponds to an
equivalence class of solutions to quadratic equations with integer coefficients
if and only if it has finitely many atoms.
Proof. By Proposition 5.7, there is a bijection between unitary equivalence
classes of irreducible permutative representations of ON and the subspaces
H[(xn)] of `2(ΩN). We consider the bijection
H[(xn)] 7→ [DecFN ((xn))]PGL2(Z) ∈ [0, 1]/ ∼PGL2(Z) . (5.18)
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This is well defined by the forward implication in Corollary 5.20. It is injec-
tive by the backwards implication in Corollary 5.20, and surjective by Remark
5.16. By Proposition 5.14(ii) for irrationals and Proposition 5.19(iii) for ra-
tionals, [(xn)] is labeled by a class of solutions to quadratic equations with
integer coefficients if and only if [(xn)] contains a periodic sequence. This is
equivalent to consisting of finitely many eventual equivalence classes, which
by Proposition 5.7(iii) is equivalent to the associated irreducible permutative
representation of ON having finitely many atoms.
Remark 5.25. If x ∈ [0, 1] has FN -itinerary (xn) and wn is the word
x1x2 · · ·xn, then irreducible permutative representations of ON labeled by
[x]PGL2(Z) are characterized by the existence of a vector ξ such that S
∗
wnξ 6= 0
for n ∈ N. For πNS |H[(xn)] , ξ is simply e(xn). We consider several examples in
Section 5.5.
Theorem 5.26. Let {I, F, {fi}Ni=1, {∆i}Ni=1} be the BFS associated to an
SCFA, and G = G(F,E) be the jump transformation of F induced on E.
There is a unital embedding ϕF : O∞ → ON which is compatible with the
representations πF and πG (as defined in Proposition 5.4) in the sense that
`2(IE) sits inside `2(I) as a reducing subspace on which
πF ◦ ϕF = πG. (5.19)
Proof. From Definition 5.12,
IE = {x ∈ I : F n(x) ∈ E for infinitely many n ∈ N},
and hence `2(IE) is invariant under the action of πF (ON). Let {Tj : j ∈ N}
be the generators of O∞ and Si, i = 1, . . . , N be the generators of ON . Let
fE = {fi : range(fi) ⊂ E} and fEc = {fi : range(fi) ∩ E = ∅}. The
inverse branches gj of G(F,E) are of the form gj = fj1 ◦ fj2 ◦ · · · ◦ fjk where
fjk ∈ fE and fj1 , . . . , fjk−1 ∈ fEc . We denote the word j1j2 · · · jk by µj.
Define ϕF (1) = 1 and
ϕF (Tj) = Sµj , (5.20)
from which (5.19) immediately follows. To show that ϕF is an embedding, it
suffices to verify (5.1). For j, j′ ∈ N, only fjk and fj′k′ belong to fE. Hence
µj is a left factor of µj′ only if j = j





j′)ϕF (Tj) = S
∗
µj′
Sµj = δj,j′1. (5.21)
For j 6= j′, µj is not a left factor of µj′ nor vice versa so ϕF (Tj)ϕF (Tj)∗ and
ϕF (Tj′)ϕF (Tj′)
∗ are projections with disjoint ranges, verifying the right hand
inequality of (5.1).
Remark 5.27. A theorem of a similar flavor appears in [59], relating repre-
sentations associated with the regular Gauss and Farey maps.
The ‘flip-flop’ automorphism θ of O2 is defined by θ(S1) = S2 and θ(S2) =
S1 [6]. Since θ is an involution, it determines an action of the group Z2 :=
Z/2Z on O2. We write O2 oθ Z2 for the associated crossed product. We
refer to Chapter 2, Section 2.3 of [96] for a treatment of crossed products of
C∗-algebras by finite groups. Recall the SCFA FB introduced in Example
2.4(ii).
Proposition 5.28. The representation πFB of O2 on `2(I) extends to a
representation π̃FB of O2 oθ Z2 on `2(I).
Proof. Let Uθ ∈ O2 oθ Z2 be the unitary which implements θ, i.e.
UθAU
∗
θ = θ(A), A ∈ O2. (5.22)
Since S1 and S2 generate O2 and Uθ = U∗θ , this is equivalent to
UθS1 = S2Uθ. (5.23)
Elements of O2 oθ Z2 can be written in the form A+UθB, where A,B ∈ O2.
Therefore any self-adjoint unitary U : `2(I)→ `2(I) which satisfies
UπFB(S1) = πFB(S2)U (5.24)
defines an extension π̃FB by setting π̃FB(Uθ) = U . Define the self-adjoint
unitary Uex = e1−x. Equations (5.3) and (2.8) yield
πFB(S1)ex = e x1+x , πFB(S2)ex = e 12−x
. (5.25)
Applying these,
UπFB(S1) = πFB(S2)U, (5.26)
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and hence π̃FB(Uθ)ex = e1−x gives the claimed extension.
Theorem 5.29. Let {I, F, {fi}Ni=1, {∆i}Ni=1} be the BFS associated to an
SCFA. There is a unital embedding ψF : ON → O2 oθ Z2 such that the fol-
lowing diagram commutes:





Proof. Let {Si}Ni=1 be the generators of ON , and B1, B2, and Uθ the genera-
tors of O2 oθ Z2. Applying Lemma 2.5(i), write fi = bνiT ei and define
ψF (Si) = BνiU
ei
θ (5.27)









This expression is nonzero only if µi is a left factor of µi′ or vice versa. By
Lemma 2.5(ii) this occurs only when i = i′. Hence
ψ(S∗i′)ψ(Si) = δi,i′1, (5.29)
























2 = 1, together with the binary tree






verifying the right-hand side of (5.1).
Remark 5.30. If the signs εi of the SCFA are all positive, Theorem 5.29
gives an embedding into O2.
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5.5 Examples
In this section we give examples of Theorem 5.24. We choose a representative
of a PGL2(Z)-equivalence class from [0, 1] and characterize the associated
unitary equivalence class of irreducible permutative representations of ON
for N = 2, 3, . . ..
Example 5.31. For N = 2, 3, . . ., the FN -itinerary of 0 is 1 = 1, 1, 1, . . .. The
irreducible permutative representations of ON labeled by 0 are characterized
by the existence of a vector ξ such that S1ξ = ξ, and consist of a single atom.










characterized by the existence of a vector ξ such that SNξ = ξ, and consist
of a single atom.
Example 5.33. For N = 2,
√
2− 1 has F2-itinerary 12, so the correspond-
ing irreducible permutative representations of O2 are characterized by the
existence of a vector ξ such that S2S1ξ = ξ. There are two atoms, corre-
sponding to the two eventual equivalence classes. For 2 < N < ∞,
√
2 − 1
has FN -itinerary N − 1, so the corresponding irreducible permutative repre-
sentations of ON are characterized by the existence of a vector ξ such that
SN−1ξ = ξ, and consist of a single atom.
Remark 5.34. The existence of an eigenvector for a finite composition of
the generating isometries is how Hayashi, Kawamura, and Lascu characterize
representations associated with quadratic irrationals for O∞. This is equiva-
lent to having finitely many atoms, which is the characterization established
in Theorem 5.24 for finite N .
Finally, we consider a label which is not a quadratic root, for which the
corresponding irreducible permutative representations must have countably
many atoms.
Example 5.35. Let e be the base of the natural logarithm. The regular
continued fraction expansion of e− 2 is [1, 2, 1, 1, 4, 1, 1, 6, 1, 1, 8, 1, . . .]. The
F2-itinerary of e− 2 is
2, 1, 2, 2, 2, 1, 1, 1, 2, 2, 2, 1, 1, 1, 1, 1, 2, 2, 1, 1, 1, 1, 1, 1, 2, 2, . . . .
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For each N the itinerary is aperiodic. The F3, F4, and F5-itineraries of e− 2
are respectively
3, 2, 3, 3, 1, 1, 2, 3, 3, 1, 1, 1, 1, 2, 3, 3, 1, 1, 1, 1, 1, 1, 2, 3, . . . ,
4, 3, 4, 4, 1, 2, 4, 4, 1, 1, 1, 2, 4, 1, 1, 1, 1, 1, 2, 4, . . . ,
5, 4, 5, 5, 2, 5, 5, 1, 1, 2, 5, 1, 1, 1, 1, 2, 5, . . . .
Every finite composition of the generating isometries of the associated rep-
resentation of ON is a pure isometry. In particular, there are no eigenvectors
as in the previous examples. The FN -itineraries nevertheless characterize the





In this chapter we follow [40] to prove that every non-cycle finite transitive
directed graph has a Cuntz-Krieger family whose WOT-closed algebra is
B(H). This is accomplished through a new construction that reduces this
problem to in-degree 2-regular graphs, which is then treated by applying the
periodic Road Coloring Theorem of Béal and Perrin. As a consequence we
show that finite disjoint unions of finite transitive directed graphs are exactly
those finite graphs which admit self-adjoint free semigroupoid algebras. This
chapter is based on joint work with Adam Dor-On. I also acknowledge helpful
comments from Guy Salomon, Boyu Li, and the anonymous referees of [40].
6.1 Introduction
One of the many instances where non-self-adjoint operator algebra techniques
are useful is in distinguishing representations of C*-algebras up to unitary
equivalence. By work of Glimm we know that classifying representations of
non-type-I C*-algebras up to unitary equivalence cannot be done with count-
able Borel structures [49]. Hence, in order to distinguish representations of
Cuntz algebra On, one either restricts to a tractable subclass or weakens the
invariant. By restricting to permutative or atomic representations, classifi-
cation was achieved by Bratteli and Jorgensen in [23] and by Davidson and
Pitts in [35].
Since general representations of On are rather unruly, one can weaken
unitary equivalence by considering isomorphism classes of not-necessarily-
self-adjoint free semigroup algebras, which are WOT-closed operator algebras
generated by the Cuntz isometries of a given representation of On. The
study of free semigroup algebras originates from the work of Popescu on his
non-commutative disc algebra [84], and particularly from work of Arias and
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Popescu [7], and of Davidson and Pitts [34, 35]. This work was subsequently
used by Davidson, Katsoulis and Pitts to establish a general non-self-adjoint
structure theorem for any free semigroup algebra [32] which can be used to
distinguish many representations of Cuntz algebra On via non-self-adjoint
techniques.
The works of Bratteli and Jorgensen on iterated function systems were
eventually generalized, and classification of Cuntz-Krieger representations of
directed graphs found use in the work of Marcolli and Paolucci [69] for pro-
ducing wavelets on Cantor sets, and in work of Bezuglyi and Jorgensen [16]
where they are associated to one-sided measure-theoretic dynamical systems
called “semi-branching function systems”.
Towards establishing a non-self-adjoint theory for distinguishing repre-
sentations of directed graphs, and by building on work of many authors
[72, 33, 55, 57, 60, 61, 67], Davidson, Dor-On, and B. Li extended the theory
of free semigroup algebras to classify representations of directed graphs via
non-self-adjoint techniques [31].
Definition 6.1. Let G = (V,E, r, s) be a directed graph with range and
source maps r, s : E → V . A family S = (Sv, Se)v∈V,e∈E of operators on some
Hilbert space H is a Toeplitz-Cuntz-Krieger (TCK) family if
1. {Sv}v∈V is a set of pairwise orthogonal projections;





e ≤ Sv for every finite subset F ⊆ r−1(v).





e = Sv for every v ∈ V with 0 < |r−1(v)| <∞.





e = Sv for every v ∈ V .
Given a TCK family S for a directed graph G, we say that S is fully
supported if Sv 6= 0 for all v ∈ V . When S is not fully supported, we may
induce a subgraph GS on the support VS = {v ∈ V |Sv 6= 0} of S so that S is
really just a TCK family for the smaller graph GS. Thus, if we wish to detect
some property of G from a TCK family S of G, we will have to assume that
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S is fully supported. When G is transitive and Sw 6= 0 for some w ∈ V it
follows that S is fully supported.
Studying TCK or CK families amounts to studying representations of
Toeplitz-Cuntz-Krieger and Cuntz-Krieger C*-algebras. More precisely, let
T (G) and O(G) be the universal C*-algebras generated by TCK and CK
families respectively. Then representations of TCK or CK C*-algebras are in
bijection with TCK or CK families respectively. The C*-algebra O(G) is the
well-known graph C*-algebra of G, which generalizes the Cuntz–Krieger al-
gebra introduced in [28] for studying subshifts of finite type. We recommend
[85] for further preliminaries on TCK and CK families, as well as C*-algebras
associated to directed graphs.
When G = (V,E, r, s) is a directed graph, we denote by E• the collection
of finite paths λ = e1 . . . en in G where s(ei) = r(ei+1) for i = 1, . . . , n − 1.
In this case we say that λ is of length n, and we regard vertices as paths
of length 0. Given a TCK family S = (Sv, Se) and a path λ = e1 . . . en we
define Sλ = Se1 ◦ . . . ◦ Sen . We extend the range and source maps of paths
λ = e1 . . . en by setting r(λ) := r(e1) and s(λ) := s(en), and for a vertex
v ∈ V considered as a path we define r(v) = v = s(v). A path λ of length
|λ| > 0 is said to be a cycle if r(λ) = s(λ). We will often not mention the
range and source maps r and s in the definition of a directed graphs, and
understand them from context.
Hypothesis 6.2. Throughout the chapter we will assume that whenever
S = (Sv, Se) is a TCK family, then sot–
∑
v∈V Sv = IH. In terms of rep-
resentations of the C*-algebras this is equivalent to requiring that all ∗-
representations of our C*-algebras T (G) and O(G) are non-degenerate.
Definition 6.3. Let G = (V,E) be a directed graph, and let S = (Sv, Se) be
a TCK family on a Hilbert space H. The WOT-closed algebra S generated
by S is called a free semigroupoid algebra of G.
The main achievement of this chapter is to characterize which finite graphs
admit self-adjoint free semigroupoid algebras. For the n-cycle graph, we know
from [31, Theorem 5.6] that Mn(L
∞(µ)) is a free semigroupoid algebra when
µ is a measure on the unit circle T which is not absolutely continuous with
respect to Lebesgue measure m on T. Thus, an easy example for a self-
adjoint free semigroupoid algebra for the n-cycle graph is simply Mn(C), by
taking some Dirac measure µ = δz for z ∈ T.
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On the other hand, for non cycle graphs examples which are self-adjoint
are rather difficult to construct, and the first example showing this is possible
was provided by Read [87] for the graph with a single vertex and two loops.
More precisely, Read shows that there are two isometries Z1, Z2 on a Hilbert
space H with pairwise orthogonal ranges that sum up to H such that the
WOT-closed algebra generated by Z1, Z2 is B(H). Read’s proof was later
streamlined and simplified by Davidson in [30].
Definition 6.4. Let G = (V,E) be a directed graph. We say that G is
(i) transitive if there is a path between any one vertex and another.
(ii) aperiodic if for any two vertices v, w ∈ V there is a K0 such that any
length K ≥ K0 can occur as the length of a path from v to w.
Notice that for finite (both finitely many vertices and edges) transitive
graphs, the notions of a CK family and fully-coisometric TCK family coin-
cide. In [31, Theorem 4.3 & Corollary 6.13] restrictions were found on graphs
and TCK families so as to allow for self-adjoint examples.
Theorem 6.5 (Theorem 4.3 & Corollary 6.13 in [31]). Let S be a free semi-
groupoid algebra generated by a TCK family S of a directed graph G = (V,E)
such that Sv 6= 0 for all v ∈ V . If S is self-adjoint then
(i) S must be fully-coisometric, and;
(ii) G must be a disjoint union of transitive components.
Showing that non-cycle transitive graphs other than the single vertex with
two loops admit a self-adjoint free semigroupoid algebra required new ideas
from directed graph theory.
Definition 6.6. Let G = (V,E) be a transitive, finite and in-degree d-regular
graph. A strong edge coloring c : E → {1, . . . , d} is one where c(e) 6= c(f)
for any two distinct edges e, f ∈ r−1(v) and v ∈ V .
Whenever G = (V,E) has a strong edge coloring c, it induces a labeling
of finite paths c : E• → F+d which is defined for λ = e1 . . . en via c(λ) =
c(e1) . . . c(en). Since c is a strong edge coloring, whenever w ∈ V is a vertex
and γ = i1 . . . in ∈ F+d with ij ∈ {1, . . . , d} is a word in colors, we may
inductively construct a path λ = e1 . . . en such that c(ej) = ij and r(e1) = w.
59
In this way, every vertex w and a word in colors uniquely define a back-
tracked path whose range is w.
Definition 6.7. Let G = (V,E) be a transitive, finite and in-degree d-regular
graph. A strong edge coloring is called synchronizing if for some vertex v ∈ V
there is a word γv ∈ F+d in colors {1, , d} such that for any other vertex w ∈ V ,
the unique back-tracked path λ with range w and color c(λ) = γv has source
s(λ) = v.
It is easy to see that if a finite in-degree regular graph has a synchroniz-
ing strong edge coloring then it is aperiodic. The converse of this statement
is a famous conjecture in symbolic dynamics made by Adler and Weiss in
the late 60s [3]. This conjecture was eventually proven by Trahtman [95]
and is now called the Road Coloring Theorem. The Road Coloring The-
orem was the key device that enabled the construction of self-adjoint free
semigroupoid algebras for in-degree regular aperiodic directed graphs in [31,
Theorem 10.11].
Definition 6.8. Let G = (V,E) be a transitive directed graph. We say that
G has period p if p is the largest integer such that we can partition V = tpi=1Vi
so that when e ∈ E is an edge with s(e) ∈ Vi then r(e) ∈ Vi+1 (here we
identify p+ 1 ≡ 1). This decomposition is called the cyclic decomposition of
G, and the sets {Vi} are called the cyclic components of G.
Remark 6.9. In a transitive graph G every vertex v ∈ V has a cycle of
finite length through it. Hence, if G does not have finite periodicity this
would imply that any cycle around v must have arbitrarily large length.
Hence, transitive graphs have finite periodicity.
It is a standard fact that G is p-periodic exactly when for any two vertices
v, w ∈ V there exists 0 ≤ r < p and K0 such that for any K ≥ K0 the length
pK + r occurs as the length of a path from v to w, while pK + r′ does not
occur for any K and 0 ≤ r′ < p with r 6= r′. Hence, G is 1-periodic if and
only if it is aperiodic. We will henceforth say that G is periodic when G is
p-periodic with period p ≥ 2. For a transitive directed graph, the period p is
also equal to the greatest common divisor of the lengths of its cycles. This
equivalent definition of periodicity of a transitive directed graph is the one
most commonly used in the literature.
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In [31, Question 10.13] it was asked whether periodic in-degree d-regular
finite transitive graphs with d ≥ 3 have a self-adjoint free semigroupoid
algebra. In this chapter we answer this question in the affirmative. In fact,
we are able to characterize exactly which finite graphs have a self-adjoint free
semigroupoid algebra. A generalization of the road coloring for periodic in-
degree regular graphs proven by Béal and Perrin [14] is then the replacement
for Trahtman’s aperiodic Road Coloring Theorem when the graph is periodic.
Theorem 6.10. Let G = (V,E) be a finite graph. There exists a fully
supported CK family S = (Sv, Se) which generates a self-adjoint free semi-
groupoid algebra S if and only if G is the union of transitive components.
Furthermore, if G is transitive and not a cycle then B(H) is a free semi-
groupoid algebra for G where H is a separable infinite dimensional Hilbert
space.
This chapter contains four sections including this introduction. In Section
6.2 we translate the periodic Road Coloring Theorem of Béal and Perrin to
a more concrete statement that we end up using. In Section 6.3 a reduction
to graphs with in-degree at least 2 at every vertex is made, and our new
construction reduces that case to the in-degree 2-regular case. Finally in
Section 6.4 we combine everything together for a proof of Theorem 6.10 and
give some concluding remarks.
6.2 Periodic Road coloring
The following is the generalization of the notion of synchronization to p-
periodic finite graphs that we shall need.
Definition 6.11. Let G = (V,E) be a transitive, finite and in-degree d-
regular p-periodic directed graph with cyclic decomposition V = tpi=1Vi. A
strong edge coloring c of G with d colors is called p-synchronizing if there
exist
(i) distinguished vertices vi ∈ Vi for each 1 ≤ i ≤ p, and;
(ii) a word γ such that for any 1 ≤ i ≤ p and v ∈ Vi, the unique backward
path λv with r(λv) = v and c(λv) = γ has source vi.
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Such a γ is called a p-synchronizing word for the tuple (v1, . . . , vp).
In order to show that every in-degree d-regular p-periodic graph is p-
synchronizing we will translate a periodic version of the Road Coloring The-
orem due to Béal and Perrin [14]. We warn the reader that the graphs we
consider here are in-degree regular whereas in [14] the graphs are out-degree
regular. Thus, so as to fit our choice of graph orientation, we state their
definitions and theorem with edges having reversed ranges and sources.
Let G = (V,E) be a transitive, finite, in-degree d-regular graph. If c : E →
{1, . . . , d} is a strong edge coloring, each word γ ∈ F+d in colors gives rise to
a map γ : V → V defined as follows. For v ∈ V let λv be the unique path
with r(λv) = v whose color is c(λ) = γ. Then we define v ·γ := s(λv). In this
way, we can apply the function γ to each subset I ⊆ V to obtain another
subset of vertices I · γ = {v · γ|v ∈ I}.
Definition 6.12. Let G = (V,E) be a transitive, finite and in-degree d-
regular with a strong edge coloring c : E → {1, . . . , d}.
(i) We say that a subset I is a c-image if there exists a word γ such that
V · γ = I.
(ii) A c-image I ⊆ V is called minimal if there is no c-image with smaller
cardinality.
We define the rank of c to be the size of a minimal c-image.
Note that the rank of a transitive graph is always well-defined, since any
two minimal c-images have the same cardinality. Next, we explain some of
the language used in the statement of Béal and Perrin’s [14, Theorem 6].
A (finite) automaton is a pair (G, c) where G = (V,E) is a finite directed
graph and c : E → {1, . . . , d} some labeling. We say that (G, c) is a complete
deterministic automaton if c|r−1(v) is bijective for each v ∈ V . This forces
G to be in-degree d-regular with a strong edge coloring c. We say that an
automaton is irreducible if its underlying graph is irreducible. Finally, we say
that two automata (G, c) and (H, d) are equivalent if they have isomorphic
underlying graphs. The statement of [14, Theorem 6] then says that any
irreducible, complete deterministic automaton (G, c) is equivalent to a com-
plete deterministic automaton whose rank is equal to the period of G. This
leads to the following restatement of the periodic Road Coloring Theorem of
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Béal and Perrin [14, Theorem 6] in the language of directed graphs and their
colorings.
Theorem 6.13 (Theorem 6 of [14]). Let G = (V,E) be a transitive, finite
and in-degree d-regular graph. Then G is p-periodic if and only if there exists
a strong edge coloring c : E → {1, . . . , d} with rank p.
As a corollary, we have that every finite in-degree d-regular graph is p-
synchronizing (in the sense of Definition 6.11) when its period is p. This will
be useful to us in the next section.
Corollary 6.14. Let G = (V,E) be a transitive, finite, in-degree d-regular
and p-periodic graph with cyclic decomposition V = tpi=1Vi. Then there is a
strong edge coloring c : E → {1, . . . , d} which is p-synchronizing.
Furthermore, if γ is a p-synchronizing word for (v1, . . . , vp) and wi ∈ Vi is
some vertex for some 1 ≤ i ≤ p, then there are vertices wj ∈ Vj for j 6= i
and a p-synchronizing word µ for (w1, . . . , wp).
Proof. Let c be a strong edge coloring with a minimal c-image of size p. This
means that there is a word γ ∈ F+d such that |V · γ| = p. If γ is not of
length which is a multiple of p, we may concatenate γ′ to γ to ensure that
|γγ′| = kp for some 0 6= k ∈ N. Since V · γ is minimal we have that V · γγ′
is also of size p. Hence, without loss of generality we have that |γ| = kp
for some 0 6= k ∈ N. Since |γ| = kp, we see that the function γ : V → V
must send elements in Vi to elements in Vi. Since each Vi is non-empty and
|V · γ| = p, there is a unique vi ∈ V · γ such that Vi · γ = {vi}. It is then
clear that (v1, . . . , vp) together with γ show that c is p-synchronizing.
For the second part, without loss of generality assume that i = 1, and let
λ be a path with range v1 and source w1, whose length must be a multiple
of p. Then for µ := γ · c(λ), we still have |V ·µ| = p from minimality of V ·γ,
and also v1 · c(λ) = w1. Thus, we see that as in the above proof there are
some wj ∈ Vj with j 6= 1 such that µ is p-synchronizing for (w1, . . . , wp).
6.3 B(H) as a free semigroupoid algebra
In [30] Read isometries Z1, Z2 with additional useful properties are obtained
on a separable infinite dimensional Hilbert space H. More precisely, from the
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proof of [30, Lemma 1.6] we see that there are orthonormal bases {hj}j∈N
and {gi}i∈N together with a sequence
Si,j,k ∈ span{Zw|w ∈ F+2 with |w| = 2k}
such that Si,j,k converges WOT to the rank one operator gi ⊗ h∗j . As a
consequence of this, in [30, Theorem 1.7] it is shown that the WOT closed
algebra generated by {Zw|µ ∈ F+2 with |w| = 2k} is still B(H). That 2k above
can be replaced with any non-zero p ∈ N was claimed after [31, Question
10.13], and we provide a proof for it here. We acknowledge helpful discussion
with Boyu Li regarding the following proof.
Proposition 6.15. For any non-zero p ∈ N, we have that the WOT-closed
algebra Zp generated by {Zµ|µ ∈ F+2 with |µ| = p} is B(H).
Proof. As there are finitely many residue classes modulo p, there is some m
such that p divides 2k +m for infinitely many k. Pick a word w with length
|w| = m, and note that Si,j,kZw ∈ Alg{Zµ|µ ∈ F+2 with |µ| = p} for infinitely
many k. Thus, the rank one operator (gi⊗h∗j)Zw is in Zp. Since any operator
in B(H) is the WOT limit of finite linear combinations of operators of the
form gi ⊗ h∗j , we see that A = AZ∗wZw ∈ Zp for any A ∈ B(H). Hence,
Zp = B(H).
Next we reduce the problem of showing that B(H) is a free semigroupoid
algebra for a transitive graph G to a problem about vertex corners.
Lemma 6.16. Let G be a transitive graph. Suppose S is a TCK family on H
such that for any v ∈ V there exists w ∈ V such that SvSSw = SvB(H)Sw.
Then S = B(H).
Proof. Let v′, w′ ∈ V be arbitrary vertices. By assumption, there is w ∈ V
such that Sv′SSw = Sv′B(H)Sw. Let λ be a path from w′ to w, and let
B ∈ B(H). Then Sv′BSλ ∈ Sv′SSw′ for any B ∈ B(H). Let B = AS∗λ for
general A ∈ B(H) so that Sv′BSλ = Sv′ASw′ ∈ Sv′SSw′ . Hence, we obtain
that Sv′SSw′ = Sv′B(H)Sw′ for any v′, w′ ∈ V . Since sot–
∑
v∈V Sv = IH we
get that S = B(H).
Let G = (V,E) be a finite directed graph. For an edge e ∈ E we define
the edge contraction G/e of G by e to be the graph obtained by removing
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the edge e and identifying the vertices s(e) and r(e). When r(e) 6= s(e), our
convention will be that the identification of r(e) and s(e) is carried out by
removing the vertex r(e), and every edge with source / range r(e) is changed
to have source / range s(e) respectively.
Lemma 6.17. Let G = (V,E) be a transitive and finite directed graph which
is not a cycle. Let e0 ∈ E such that r(e0) has in-degree 1. Then:
(i) The edge e0 is not a loop.
(ii) The edge contraction G/e0 has one fewer vertex of in-degree 1 than G
has.
(iii) The edge contraction G/e0 is a finite transitive directed graph which is
not a cycle.
Proof. If e0 were a loop, then the assumptions that G is transitive and that
r(e0) has in-degree 1 would imply that G is a cycle with one vertex. This
contradicts our assumption that G is not a cycle, so (i) is proved.
Since now we must have r(e0) 6= s(e0), we adopt our convention discussed
above. Since r(e0) has in-degree 1, there are no other edges whose range is
r(e0), so contraction does not change the range of any of the surviving edges.
In particular, the in-degree of the remaining vertices is unchanged. Since we
have removed a single vertex of in-degree 1, (ii) is proved.
By construction G/e0 is a finite directed graph. It is straightforward to
verify that transitivity of G implies transitivity of G/e0. A finite, transitive,
directed graph is a cycle if and only if every vertex has in-degree 1. Since G
is by assumption not a cycle, it has a vertex of in-degree at least 2. Since
the in-degree of the remaining vertices is unchanged, G/e0 also has a vertex
of in-degree at least 2. Hence G/e0 is not a cycle and (iii) is proved.
The following proposition shows that such edge contractions preserve the
property of having B(H) as a free semigroupoid algebra.
Proposition 6.18. Let G = (V,E) be a transitive and finite directed graph
that is not a cycle, and let e0 ∈ E such that r(e0) has in-degree 1. If G/e0
has B(H) as a free semigroupoid algebra, then so does G.
Proof. Let v0 := r(e0) so that G/e0 = (Ṽ , Ẽ) = (V \ {v0}, E \ {e0}). Let
S̃ = (S̃v, S̃e) be a TCK family for G/e on H such that S̃ = B(H). By
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Theorem 6.5 we get that S̃ is actually a CK family. Write H =
⊕
v∈Ṽ S̃vH
and let Hv = S̃vH for v ∈ Ṽ . Let Hv0 be a Hilbert space identified with
S̃s(e0)H via a fixed unitary identification J : Hv0 → S̃s(e0)H and form the
space K =
⊕
v∈V Hv. We define a CK family S for G on K as follows: Let Sv
be the projection onto Hv for each v ∈ V . For edges e ∈ Ẽ with s(e) 6= v0
we extend linearly the rule
Seξ =
S̃eξ when ξ ∈ Hs(e)0 when ξ ∈ H⊥s(e),
for edges e ∈ Ẽ with s(e) = v0 we extend linearly the rule
Seξ =
S̃eJξ when ξ ∈ Hv00 when ξ ∈ H⊥v0 ,
and finally for e0 we extend linearly the rule
Se0ξ =
J∗ξ when ξ ∈ Hs(e0)0 when ξ ∈ H⊥s(e0).
Since J is a unitary, and since S̃ is a CK family for G̃, we see that S = (Sv, Se)
is a CK family for G.
We verify that for any vertex v ∈ V we have SvSSv = SvB(K)Sv. First
note that for any v ∈ V we have
SvSSv = span
wot{Sλ| r(λ) = v = s(λ), λ ∈ E•},
and similarly for every v ∈ Ṽ we have a description as above for S̃vS̃S̃v in
terms of cycles in G/e0.
Suppose now that v ∈ Ṽ and that λ is a cycle through v in G. If λ does
not go through v0, then SvSλSv = SvS̃λSv ∈ SvS̃Sv. Next, if λ = µν is a
simple cycle such that s(µ) = v0, since e0 is the unique edge with r(e0) = v0,
we may write ν = e0ν
′. We then get that
SvSλSv = SvSµJ
∗Sν′Sv = SvS̃µS̃ν′Sv ∈ SvS̃Sv.
For a general cycle λ around v which goes through v0, we may decompose
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it as a concatenation of simple cycles, and apply the above iteratively to
eventually get that SvSλSv ∈ SvS̃Sv. Hence, for v ∈ Ṽ we have
SvSSv = SvS̃Sv = SvB(H)Sv = SvB(K)Sv.
Finally, for v = v0 fix µ some cycle going through v0 in G, and write µ = e0µ
′.
For any λ which is a cycle in G going through s(e0), we have that
J∗SλJSµ = Se0SλSµ′ ∈ Sv0SSv0 .
Hence, from our previous argument applied to s(e0) 6= v0, we get
J∗Ss(e0)B(H)Ss(e0)JSµ = J∗Ss(e0)SSs(e0)JSµ ⊆ Sv0SSv0 . (6.1)
Next, for B ∈ Sv0B(K)Sv0 we take A = Ss(e0)JBS∗µJ∗Ss(e0) which is now in
Ss(e0)B(H)Ss(e0), so that
Ss(e0)JBSv0 = ASs(e0)JSµ ∈ Ss(e0)B(H)Ss(e0)JSµ.
By varying over all B ∈ Sv0B(K)Sv0 and multiplying by J∗ on the left, we
get that
Sv0B(K)Sv0 ⊆ J∗Ss(e0)B(H)Ss(e0)JSµ.
Thus, with equation (6.1) we get that Sv0B(K)Sv0 = Sv0SSv0 . Now, since
for any v ∈ V we have that SvSSv = SvB(K)Sv, by Lemma 6.16 we are
done.
Hence, edge contraction together with Lemma 6.17 can be repeatedly ap-
plied to any finite transitive directed graph G which is not a cycle in order
to obtain another such graph G̃ which has in-degree at least 2 for every ver-
tex. By applying Proposition 6.18 to this procedure, we obtain the following
corollary.
Corollary 6.19. Let G be a transitive and finite directed graph which is
not a cycle, and let G̃ be a graph resulting from repeatedly applying edge
contractions to edges e ∈ E with r(e) of in-degree 1. Then G̃ has in-degree
at least 2 for every vertex, and if G̃ has B(H) as a free semigroupoid algebra,
then so does G.
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Assume that G = (V,E) is a finite directed graph which is transitive and
has in-degree at least 2 at every vertex. For a vertex v ∈ V with in-degree
dv ≥ 3 we define the v-lag of G to be the graph Ĝv = (V̂v, Êv) obtained
as follows: all vertices beside v and edges ranging in such vertices remain
the same. We list (u0, . . . , udv−1) the tuple of vertices in G which are the
source of an edge with range v, counted with repetition so that there is a
unique edge ej from each uj to v. We add dv − 2 vertices v1, . . . , vdv−2 and
set an edge fi from vi to vi−1 when 2 ≤ i ≤ dv − 2 and an edge f1 from
v1 to v. We then replace each edge ej from uj to v in G with an edge êj
from uj to vj when 1 ≤ j ≤ dv − 2, replace an edge e0 from u0 to v in G
by an edge ê0 from u0 to v, and replace an edge edv−1 from udv−1 to v in
G with an edge êdv−1 from udv−1 to vdv−2. The resulting graph is over the
vertex set V̂v = V t{v1, . . . , vdv−2} and we denote it by Ĝv. The construction
will replace only those edges going into v with those shown in Figure 6.1 (the
sources u0, . . . , udv−1 of such edges may have repetitions), and everything else














Figure 6.1: The lag of G applied at v.
Lemma 6.20. Let G = (V,E) be a transitive and finite directed graph with
in-degree at least 2 at every vertex. Let v ∈ V be a vertex with in-degree
dv ≥ 3. Then Ĝv is a finite transitive directed graph with in-degree at least 2
at every vertex, and has one fewer vertex of in-degree at least 3.
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Proof. We see from the construction that v1, . . . , vdv−2, as well as v, all have
in-degree 2. So we have reduced by one the number of vertices of in-degree
at least 3, and all other vertices except for v1, . . . , vdv−2 and v still have the
same in-degree. Hence, Ĝv has one fewer vertex with in-degree at least 3.
We next show that Ĝv is transitive. Indeed, every one of the vertices
{v1, . . . , vdv−2} leads to v, and the set of vertices {u1, . . . , udv−1} lead to
v1, . . . , vdv−2 so it would suffice to show that for any two vertices w, u ∈ V
we have a path in Ĝv from w to u. Since G is transitive, we have a path
λ = g1 . . . gn in G from w to u. Next, define ĝk to be gk if gk 6= ej for all j
and whenever gk = ej for some edge ej with range in v we set gk := f1 . . . fj êj
which is a path in Ĝv from uj to v. This way the new path ĝ = ĝ1 . . . ĝn is a
path in Ĝv from w to u.
Our construction depends on the choice of orderings for the {uj}, so when
we write Ĝv we mean a fixed ordering for sources of incoming edges of the
vertex v in the above construction.
Next, let G = (V,E) be a finite directed graph with in-degree at least 2 at
every vertex. For a vertex of in-degree at least 3, let Ĝv be the v-lag of G.
We define a map θ on paths E• of G as follows: If e ∈ E is any edge with
r(e) 6= v, we define θ(e) = e. Next, if ej is the unique edge from uj to v in
G we define θ(ej) = f1f2 . . . fj êj which is a path from uj to v in Ĝv. The
map θ then extends to a map (denoted still by) θ on finite paths E• of G by
concatenation, whose restriction to V is the embedding of V ⊆ V̂v.
Lemma 6.21. Let G = (V,E) be a transitive and finite directed graph with
in-degree at least 2 at every vertex. For a vertex v ∈ V of in-degree at least
3, let Ĝv be the v-lag of G. Then θ is a bijection between E
• and paths in Ê•v
whose range and source are both in V .
Proof. Since θ is injective on edges and vertices, it must be injective on paths
as it is defined on paths by extension.
Suppose now that u ∈ V and λ̂ = ĝ1 . . . ĝj is a path in Ĝv from u to v such
that s(ĝk) /∈ V for k = 1, . . . , j − 1. Then it must be that λ̂ = f1f2 . . . fj êj
with s(êj) = uj = u, so that λ̂ = θ(ej). A general path in Ĝv between two
vertices in V is then the concatenation of edges in E and paths of the form
f1f2 . . . fj êj as above, so that θ is surjective.
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Applying a v-lag at each vertex of in-degree 3 repeatedly until there are
no more such vertices, we obtain a directed graph Ĝ = (V̂ , Ê). Since the
construction at each vertex of in-degree at least 3 changes only edges going
into the vertex v, the order in which we apply the lags does not matter, and
we will get the same directed graph Ĝ = (V̂ , Ê). The following is a result of
applying Lemma 6.20 and Lemma 6.21 at each step of this process.
Corollary 6.22. Let G = (V,E) be a transitive and finite directed graph with
in-degree at least 2 at every vertex. Let Ĝ = (V̂ , Ê) be the graph resulting
from repeatedly applying a v-lag at every vertex v of in-degree at least 3. Then
Ĝ is in-degree 2-regular and there is an embedding V ⊆ V̂ which extends to
a bijection θ from paths E• to paths in Ê• whose range and source are in V .
Now let G = (V,E) be a finite directed graph with in-degree at least 2
at every vertex, and Ĝ = (V̂ , Ê) be the graph in Corollary 6.22. Given a
strong edge coloring c of Ĝ with two colors {1, 2}, each edge g ∈ E inherits
a labeling ` given by `(g) := c(θ(g)) with labels {c(θ(g))}. We then extend
this labeling to paths in G by setting for any path λ = g1 . . . gn ∈ E• in G
the label `(λ) = c(θ(λ)) = c(θ(g1)) . . . c(θ(gn)) where θ(λ) ∈ Ê• is the path
in Ĝ corresponding to λ whose range and source are always in V .
Using the labeling ` we construct a Cuntz-Krieger family S` = (S`v, S
`
e) for
our original graph G as follows: let H be a separable infinite dimensional
Hilbert space. Let K =
⊕
v∈V Hv where Hv is a copy of H identified via a
unitary Jv : Hv → H. First we define S`v to be the projection onto Hv for
v ∈ V . Then, for e ∈ E we define S`e by linearly extending the rule
S`eξ =
J∗r(e)Z`(e)Js(e)ξ for ξ ∈ Hs(e)0 for ξ ∈ H⊥s(e).
where Z`(e) is the composition of Read isometries Z1 and Z2 given as follows:
for each e ∈ E there are f1, . . . , fj ∈ Ê (or none at all when r(e) has in-
degree 2 in G) such that θ(e) = f1f2 . . . fj ê as in the iterated construction of
Ĝ. Thus, we get that Z`(e) = Zc(θ(e)) = Zc(f1) ◦ . . . ◦ Zc(fj) ◦ Zc(ê).
Proposition 6.23. Let G be a transitive and finite directed graph such that
all vertices have in-degree at least 2, and let Ĝ be the in-degree 2-regular
graph constructed in Corollary 6.22. Let p be the period of Ĝ. Then for any
strong edge coloring c : Ê → {1, 2} for Ĝ we have that S` is a CK family
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for G. Furthermore, if c is p-synchronizing for Ĝ, then the free semigroupoid
algebra S` generated by S` as above is B(K).
Proof. We first show that S` is a CK family, given a strong edge coloring c
for Ĝ. It is easy to show by definition that S` is a TCK family, so we show

















Now, let the in-degree of v be d = dv, and let (u0, . . . , ud−1) be the sources
of edges incoming to v in G. Then in Ĝ the path θ(ej) (associated to the
edge ej from uj to v in G) is given by θ(ej) = f1f2 . . . fj êj. Hence, since c is


























Thus from equation (6.2) we get that S` is a CK family.
Next, suppose that the strong edge coloring c of Ĝ is p-synchronizing. We
show that the free semigroupoid algebra S` of S` for the graph G is B(K).
Let v ∈ V be a vertex. By the second part of Corollary 6.14 we have a
p-synchronizing word γv for v ∈ V̂ in the sense that whenever u ∈ V̂ is in
the same cyclic component of v in Ĝ, then u · γv = v. Let γ be a word in two
colors of length divisible by p. There is a unique path λ̂ in Ĝ with r(λ̂) = v
such that c(λ̂) = γ. Since the length of λ̂ is divisible by p, we have that s(λ̂)
must also be in the same cyclic component as v, so by the p-synchronizing
property of γv there is a unique path λ̂v with c(λ̂v) = γv and r(λ̂v) = s(λ̂) and
s(λ̂v) = v. This defines a cycle λ̂λ̂v around v whose color is c(λ̂λ̂v) = γγv.
By Corollary 6.22, there is a unique cycle µ around v in G such that
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Since λ̂ is a general path with range in v whose length is divisible by p,
we see that c(λ̂) = γ is an arbitrary word of length divisible by p. Thus,
by Proposition 6.15 we obtain SvJ
∗
vBZγvJvSv ∈ SvSSv for any B ∈ B(H).
By taking B = AZ∗γv we see that SvJ
∗
vAJvSv ∈ SvSSv for any A ∈ B(H).
Finally, we have shown that SvSSv = SvB(K)Sv for arbitrary v ∈ V so that
by Lemma 6.16 we conclude that S = B(K).
Example 6.24. In the case where the graph G is a single vertex with d ≥ 3






Figure 6.2: Splitting a vertex with d ≥ 3 loops.
A strong 2-coloring of the graph in Figure 6.2 lifts to a coloring of G
by words in {1, 2}. This determines a monomial embedding Od ↪→ O2,
where each generator for Od is sent to the appropriate composition of the
generators of O2. Such monomial embeddings arise and are studied in [68].
If we represent the canonical generators of O2 by a pair of Read isometries
Z1, Z2, we obtain a representation of Od. If the coloring is synchronizing, the
generating isometries of Od will generate B(H) as a free semigroup algebra.
In fact, any strong 2-coloring of the graph in Figure 6.2 is synchronizing: if
the edge labeled e has color i ∈ {1, 2}, then it is easy to see that id is a
synchronizing word for the vertex v.
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6.4 Self-adjoint free semigroupoid algebras
In this section we tie everything together to obtain our main theorem, and
make a few concluding remarks.
Theorem 6.10 (Self-adjoint free semigroupoid algebras). Let G = (V,E)
be a finite graph. There exists a fully supported CK family S = (Sv, Se) which
generates a self-adjoint free semigroupoid algebra S if and only if G is the
union of transitive components.
Furthermore, if G is transitive and not a cycle, then B(H) is a free semi-
groupoid algebra for G, where H is a separable infinite dimensional Hilbert
space.
Proof. If S is self-adjoint, Theorem 6.5 tells us that G must be the disjoint
union of transitive components.
Conversely, if G is the union of transitive components, we will form a
CK family whose free semigroupoid algebra is self-adjoint for each transitive
component separately, and then define the one for G by taking their direct
sum. Hence, we need only show that every finite transitive graph G has a
self-adjoint free semigroupoid algebra. Then there are two cases:
(i) If G is a cycle of length n: By item (1) of [31, Theorem 5.6] we have
that Mn(L
∞(µ)) is a free semigroupoid algebra when µ is a measure
on the unit circle T which is not absolutely continuous with respect to
Lebesgue measure m on T.
(ii) If G is not a cycle: By Corollary 6.19 we may assume without loss
of generality that G has no vertices with in-degree 1. By the first part
of Corollary 6.14 there exists a p-synchronizing strong edge coloring c
for Ĝ, so we may apply Proposition 6.23 to deduce that B(H) is a free
semigroupoid algebra for G.
Remark 6.25. Note that in the proof of Theorem 6.23, since Ĝ is always in-
degree 2-regular, we only needed the in-degree 2-regular case of the periodic
Road Coloring Theorem in Corollary 6.14. On the other hand, we could only
prove Proposition 6.15 for the free semigroup on two generators, so it was
also necessary to reduce the problem to the in-degree 2-regular case. The
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latter explains why an iterated version of Proposition 6.23 akin to the one
for the first construction in Proposition 6.18 is not so readily available.
To construct a suitable Cuntz-Krieger family as in the discussion preceding
Proposition 6.23, for each vertex inG with in-degree at least 3 we must choose
a monomial embedding of Od into O2. Example 6.24 shows that choosing
a monomial embedding is equivalent to choosing a strong edge coloring of a
certain binary tree with d leaves. Constructing such a tree for each vertex






In this chapter we follow [25], resolving two problems related to Markov
chains motivated from studying operator algebras associated to stochastic
matrices as in [41, 42]. More precisely, we characterize coincidence of con-
ditional probabilities in terms of (generalized) Doob transforms, which then
leads to a stronger classification result for the associated operator algebras in
terms of spectral radius and strong Liouville property. Furthermore, we char-
acterize the non-commutative peak points of the associated operator algebra
in a way that allows one to determine them from inspecting the matrix. This
leads to a concrete analogue of the maximum modulus principle for comput-
ing the norm of operators in the ampliated operator algebras. This chapter
is based on joint work with Xinxin Chen, Adam Dor-On, Langwen Hui, and
Yifan Zhang as part of an Illinois Geometry Lab project in Spring 2019.
We also acknowledge helpful comments from Ariel Yadin. My contributions
to the paper are the “only if” direction of Theorem 7.14 and the idea of
constructing an isometry for the proof of Theorem 7.20.
7.1 Introduction
The theory of Markov chains has applications in diverse areas of research
such as group theory, dynamical systems, electrical networks and informa-
tion theory. For the basic theory of probability, Markov chains, random
walks and their applications we refer the reader to [44, 48, 97]. These days,
connections with operator algebras seem to manifest mostly in quantum in-
formation theory, where Markov chains are generalized to quantum channels.
For the basic theory of operator on Hilbert space and their algebras we refer
the reader to [10, 29, 39].
Definition 7.1. Let Ω be a countable set. A stochastic matrix is a function
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P : Ω × Ω → [0, 1] such that for all i ∈ Ω we have
∑
j∈Ω Pij = 1. We let
Gr(P ) be the directed graph on Ω with directed edges (i, j) when Pij > 0.
We say that P is irreducible if Gr(P ) is a strongly connected directed graph.




ij-th entry of P n for n ∈ N, and we agree that P (0) = I will always mean
the identity matrix. Next we define some analytic properties of P .
Definition 7.2. Let P be a stochastic matrix over Ω.





is infinite. Otherwise we say that i is transient. We say that P is recur-
rent / transient if all of its states are recurrent / transient respectively.






1]. If every state has the same spectral radius, we will denote this ρ(P )
and call it the spectral radius of P . If ρ(P ) = 1, we say that P is
amenable.
When P is irreducible, every state has the same spectral radius, and a state
i ∈ Ω is recurrent if and only if P is recurrent. Clearly any recurrent stochas-
tic matrix is amenable. The terminology of “amenable” stochastic matrix is
justified by Kesten’s amenability criterion [62] (see also the discussion after
Definition 7.5).
Let {ei}di=1 be the standard basis for Rd. A famous result of Pólya from
1921 states that the simple random walk P on Zd given by Px,x+ei = Px,x−ei =
1
2d
is recurrent if and only if d ≤ 2 [83]. On the other hand, since Zd is
an amenable group, we see from Kesten’s amenability criterion that P is
amenable as a stochastic matrix.
In [41] non-self-adjoint operator algebras T+(P ) associated to stochastic
matrices were studied. A combination of [41, Theorem 3.8] and [41, Theo-
rem 7.27] then shows that two stochastic matrices P and Q have isometri-
cally isomorphic tensor algebras if and only if they have the same conditional
probabilities as in item (ii) of the definition below. In this way this equiva-
lence relation arises naturally from the solution of the isometric isomorphism
problem for T+(P ) from [41].
Definition 7.3. Let P and Q be stochastic matrices over ΩP and ΩQ re-
spectively. We say that P and Q are
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(i) conjugate, and denote this by P ∼= Q, if there is a bijection σ : ΩP → ΩQ
such that Pij = Qσ(i)σ(j) for every (i, j) ∈ Gr(P ).
(ii) Doob equivalent, and denote this by P ∼d Q, if there exists a bijection
σ : ΩP → ΩQ which is a graph isomorphism between Gr(P ) and Gr(Q)



















The first main result of this chapter is the characterization of Doob equiv-
alence in terms of (generalized) Doob transforms for irreducible stochastic
matrices. More precisely, in Theorem 7.14 we show that two irreducible
stochastic matrices P and Q are Doob equivalent via σ if and only if there
exists a positive function h : ΩP → R+ and eigenvalue λ > 0 such that





Pij. This operation of applying
an eigenpair (h, λ) of P to obtain a new stochastic matrix P (h,λ) as above is
called (generalized) Doob transform or h-transform in the literature.
When the eigenvalue λ above is equal to 1 we call h harmonic, and Doob
transforms by (h, 1) are used to condition the transition probabilities of a
Markov chains, as well as to study Martin boundaries of random walks.
Beyond their intrinsic interest as discrete analogues from complex analysis,
harmonic functions of Markov chains are intimately related with the behavior
of a Markov chain {Xn} as n → ∞. For more on the theory of harmonic
functions and the Martin boundary of Markov chains we refer the reader to
[64].
One of our motivating questions comes from [41, Theorem 3.11] where it
is shown that if P and Q are irreducible, recurrent and P ∼d Q with graph
isomorphism σ, then P and Q are conjugate via σ. We were interested in
finding optimal conditions on P and Q that guarantee that P ∼d Q implies
P ∼= Q. When this occurs, the isometric isomorphism of T+(P ) and T+(Q)
implies conjugacy of P and Q.
It turns out that harmonic functions naturally come into play in the solu-
tion of this problem. Let P be stochastic over Ω. We say that P is strong Li-
ouville if all positive harmonic functions are constant. Strong Liouville prop-
erty for an irreducible stochastic matrix means that the associated Markov
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chain {Xn} converges in probability to a unique point as n→∞, regardless
of initial distribution. Strong Liouville property also manifests naturally in
other areas. For instance, in Riemannian geometry a famous result of Yau
[98] shows that Riemannian manifolds with non-negative Ricci curvature have
the strong Liouville property.
A result of Derman [37] shows that recurrent stochastic matrices are strong
Liouville, so we ask if recurrence can be weakened to amenability or to strong
Liouville property in [41, Theorem 3.11]. Our characterization of Doob equiv-
alence solves this problem and allows us to show (see Corollary 7.18) that
if P and Q are irreducible stochastic matrices with ρ(P ) = ρ(Q) such that
either P or Q are strong Liouville, then the isometric isomorphism of T+(P )
and T+(Q) implies conjugacy of P and Q. This result is optimal in the sense
that Example 7.16 shows we cannot weaken recurrence in [41, Theorem 3.11]
to amenability without assuming strong Liouville property for one of the
matrices.
The operator algebra T+(P ) comes equipped with the operator norm in-
duced by its embedding into bounded operators on a specific Hilbert space
HP defined in Section 7.2. Once this is done, for ` ≥ 1 the identifica-
tion M`(B(HP )) ∼= B(
⊕`
n=1HP ) gives rise to a natural operator norm on
M`(T+(P )) as well via the embedding M`(T+(P )) ⊆ M`(B(HP )). From the
definition of T+(P ) in Section 7.2 it follows that HP has minimal reducing
subspaces HP,k for T+(P ), each of which is associated to a state k ∈ Ω.
Definition 7.4. Let P be a finite irreducible stochastic matrix over Ω. A
state k ∈ Ω is called completely peaking for T+(P ) if there is an operator
T = [Tpq] ∈M`(T+(P )) for some ` ≥ 1 such that
‖[Tpq|HP,k ]‖ > max
s 6=k
‖[Tpq|HP,s ]‖.
Denote the set of all completely peaking states by Ωb.
When we associate to k ∈ Ω a representation πk : C∗(T+(P )) → B(HP,k)
given by πk(T ) = T |Hp,k , we get that k is completely peaking if and only if
the representation πk is strongly peaking in the sense of [13, Definition 7.1].
The study of peaking representations originates from Arveson’s pioneering
work on non-commutative analogues of Shilov and Choquet boundaries for
operator algebras (see for instance [8, 9, 12, 13]).
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In [42], completely peaking states of P were computed under the assump-
tion of multiple arrival (see [42, Corollary 3.14]). Based on this, the C∗-
envelope of T+(P ) is computed and classified (see [42, Section 3] and [42,
Theorem 5.5 & Theorem 5.6]). To complete the picture, in [42, Remark 3.12]
it was asked if the assumption of multiple arrival can be dropped in [42,
Corollary 3.14].
Let P be a finite irreducible stochastic matrix over Ω. We say that k ∈ Ω
is escorted if for all s ∈ Ω with Pks > 0 there exists k′ 6= k in Ω such that
Pk′s > 0. We strengthen [42, Proposition 3.11 & Corollary 3.14] and show
in Theorem 7.20 that k ∈ Ωb if and only if k is escorted. This completes
the picture in [42], and answers the question in [42, Remark 3.12] negatively
through Example 7.21.
As an application (see Corollary 7.22), we get a formula which reduces
the computation of the norm of elements in M`(T+(P )) to norms of the
restrictions to the reducing subspaces HP,k associated to escorted states k.
This is a non-commutative analogue of the maximum modulus principle for
elements in M`(T+(P )).
This chapter has four sections including this introduction. In Section 7.2
we review some of the theory of random walks, the construction of the tensor
algebra of a stochastic matrix and its completely peaking states. In Section
7.3 we prove our first main result on the characterization of Doob equivalence.
As a consequence, we obtain a strong rigidity result (Corollary 7.18) which
improves the combination of [41, Theorem 3.11 & Theorem 7.27]. Finally,
in Section 7.4 we prove our second main result on completely peaking states
and touch upon some of its applications.
7.2 Background
Here we discuss some of the theory in probability and operator algebras,
mostly to do with Markov chains and the construction of their tensor al-
gebras. First we discuss examples of Markov chains arising from countable
discrete groups.
Definition 7.5. Let G be a discrete group, and µ a probability measure on
G such that supp(µ) generates G as a semigroup. A random walk on G is a
stochastic matrix P given by Pg,h = µ(g
−1h). We say that a random walk
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P is symmetric on G if µ(g) = µ(g−1) for any g ∈ G. We will say that a
symmetric random walk on G is simple if µ is uniform on its support.
Kesten’s amenability criterion [62] then says that if some symmetric ran-
dom walk on G is amenable then G is amenable as a group, and conversely
that if G is amenable as a group then all symmetric random walks on G
are amenable. When P is a simple (symmetric) random walk on a group G
determined by (uniform) µ, then S := supp(µ) must be a finite generating
subset of G such that S−1 = S, and for every g ∈ S we have µ(g) = 1|S| .
Definition 7.6. Let P be an irreducible stochastic matrix over Ω. A non-
zero function h : Ω → R is an eigenfunction of P if Ph = λh for some
λ ∈ R. We say that a function h is harmonic if Ph = h. We say that a
positive harmonic function h is minimal if whenever g is harmonic such that
0 ≤ g ≤ h, then there is C ≥ 0 such that g = C · h. Finally, we say that P
is strong Liouville if all positive harmonic functions are constant.
Let P be an irreducible stochastic matrix over Ω, and let 0 ∈ Ω be some
fixed element. The set K0 of positive harmonic functions h of P such that
h(0) = 1 is a compact convex set under the topology of uniform convergence
on finite sets. The extreme points of K0 are then exactly the minimal positive
harmonic functions h with h(0) = 1, and by Krein-Milman theorem we get
that their closed convex hull is the set K0 back again. The following theorem
of Choquet and Deny [26] provides us with a characterization of all minimal
positive harmonic functions of random walks on Zd.
Theorem 7.7. Let P be a random walk on Zd determined by a measure µ.
Then h ≥ 0 is a minimal harmonic function with h(0) = 1 on Zd if and only
if h(x) = e〈α,x〉 for α ∈ Rd such that
∑
y∈Zd e
〈α,y〉 · µ(y) = 1.
A simple multivariate calculus minimization argument shows that the sim-
ple random walk on Zd above is strongly Liouville. However, if we take a
biased random walk on Z in the sense that P0,1 6= P0,−1, the above shows
that P is not strong Liouville.
Next we will define operator algebras associated to stochastic matrices as
studied in [41, 42]. Let P be a stochastic matrix and define for k ∈ Ω the
Hilbert space HP,k to be the closed linear span of the orthonormal basis
{ξm,j,k}(j,k)∈Gr(Pm). Let HP be the direct sum
⊕
k∈ΩHP,k. Fix n ≥ 0 and let
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Arv(P )n be the collection of complex matrices A = [aij] over Ω such that
aij = 0 whenever (i, j) /∈ Gr(P n) and supj∈Ω
∑
i∈Ω |aij|2 < ∞. For each














A is a bounded operator onHP . The tensor algebra T+(P ) associated
to the stochastic matrix P is then given by
T+(P ) := Alg{S(n)A |A ∈ Arv(P )n, n ≥ 0}.
Although the definition of the operators S
(n)
A above uses the conditional
probabilities of P explicitly, it is important to mention that the algebra T+(P )
arises abstractly from an Arveson-Stinespring subproduct system associated
to the matrix P (see [41, Theorem 3.4]), and that extracting these conditional
probabilities from the isometric isomorphism class of T+(P ) is the main thrust
of [41]. Subproduct systems originate from the study of quantum Markov
processes in the form of E0-semigroups and cp-semigroups [11, 17] and were
studied systematically by Shalit and Solel in [94].
Definition 7.8. [41, Definition 2.20] Let M be a W ∗-algebra, {Xn}n∈N a
family of HilbertW ∗-correspondences overM, and {Un,m}n,m∈N : Xn⊗Xm →
Xn+m a family of maps. We say X,U is a subproduct system over M if
(i) X0 =M.
(ii) Each Un,m is a coiosmetric mapping of W
∗-correspondences over M.
(iii) The maps U0,n and Un,0 are given by the left and right actions of M
on Xn respectively, and for every n,m ∈ N we have the following
associativity relation:
Un+m,p(Un,m ⊗ IXp) = Un,m+p(IXn ⊗ Um,p).
If the Un,m are unitaries, then X,U is a product system.
Remark 7.9. Let P be a stochastic matrix over Ω. The definition of T+(P )
in [41, Definition 6.1] is slightly different from the one we give here, and this
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needs some justification. We do this here, but we use some of the theory of
C∗/W ∗-correspondences used in [41, 42] to accomplish this. In [41], T+(P )
arises from the subproduct system associated to a stochastic matrix P on a
set Ω where M is `∞(Ω), and
Xn := Arv(P )n =
{







We view these fibers Arv(P )n as `
∞(Ω)-correspondences by interpreting el-
ements of `∞(Ω) as diagonal matrices and multiplying on the right or left,











where ∗ denotes the Schur (entrywise) matrix product and [ inverts the non-
zero entries and leaves the zero entries unchanged. To A ∈ Arv(P )n we
associate the operator S̃
(n)
A on the Fock space
⊕∞










In [41], T+(P ) is defined to be
T̃+(P ) := Alg{S̃(n)A ∪ `
∞(Ω)|A ∈ Xn, n ≥ 0}.
Let ρ : `∞(Ω) → B(`2(Ω)) be the ∗-representation of `∞(Ω) as left multi-
plication ρ(f)(g)(i) = f(i)g(i) for i ∈ Ω. By [86, Corollary 2.74] we get that







(Arv(P )n ⊗ρ `2(Ω))
)
,
Ind(ρ)(T )(ξ ⊗ h) = Tξ ⊗ h.
The image of T̃+(P ) under the injective ∗-representation Ind(ρ) agrees with
the definition of T+(P ) given above. More precisely, there is a unitary op-
erator from HP to
⊕∞
n=0(Arv(P )n ⊗ρ `2(Ω)) given by ξm,j,k 7→ Ejk ⊗ ek for
(j, k) ∈ Gr(Pm) where Ejk ∈ Arv(P )m is a matrix unit and ek is the charac-
teristic function of k ∈ Ω. Up to conjugation by this unitary, Ind(ρ)(T̃+(P ))
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coincides with our working definition.
Definition 7.10. Let P be an irreducible stochastic matrix. A cyclic de-
composition for P is a partition Ω = Ω0 t Ω1 t ... t Ωp−1 such that Pij > 0
and i ∈ Ω` imply j ∈ Ω`+1 mod p. The period p of P is the largest possible
number of components in a cyclic decomposition for P .
When P is irreducible, it is easy to show that its period must be finite.
Suppose now that P is a finite matrix. For the purpose of computing com-
pletely peaking states in [42], we defined a state i ∈ Ω as exclusive if it
comprises its own cyclic component in a cyclic decomposition for P (see also
[42, Definition 3.9 & Lemma 3.10] for an equivalent definition). We denote
by Ωe the set of exclusive states. When at least one state is non-exclusive
in P (or equivalently when P is not a cycle), it follows from [42, Section 3]
that there is a unique smallest non-empty subset Ωb ⊆ Ω such that for any




Hence, the norm of any operator in M`(T+(P )) for any 1 ≤ ` ∈ N is retained
by “evaluating” on appropriate restrictions.
For a finite irreducible stochastic matrix P over Ω, we say that P has
multiple arrival if whenever s ∈ Ω is non-exclusive and there is k 6= s such
that P
(n)
ks > 0, there is k
′ 6= k such that P (n)k′s > 0. In [42, Proposition 3.11] we
computed Ωb when P has multiple arrival and showed that Ωb = Ω \ Ωe. In
Section 7.4 we will show that this equality may fail without the assumption
of multiple arrival.
7.3 Doob equivalence
In this section we connect Doob equivalence with Doob transforms, allowing
us to weaken the assumption of recurrence in [41, Theorem 3.11]. To simplify
our proofs, we will often suppress the isomorphism σ between the graphs of
P and Q, and assume that σ = id is the identity.
Definition 7.11. Let P be an irreducible stochastic matrix. Given a positive
non-zero eigenfunction h with a (necessarily positive) eigenvector λ for P ,
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Pij for i, j ∈ Ω.
The entries of P (h,λ) are non-negative, and P (h,λ) is easily seen to be
stochastic.
Lemma 7.12. Let Q = P
(h,λ)

























ik . Then, by definition
we also have that Qij = r
(1)






ij . Then towards proof by


































ij for all n.
Corollary 7.13. The spectral radius of P (h,λ) is ρ(P (h,λ)) = λ−1ρ(P ).
Theorem 7.14. Let P be an irreducible stochastic matrix. A stochastic
matrix Q is Doob equivalent to P if and only if it is conjugate to a Doob
transform of P .
Proof. From Lemma 7.12 it is immediate that P (h,λ) is Doob equivalent to
P . Conversely, suppose Q is conditionally equivalent to P . For i, j ∈ Ω and





















We claim that h is a positive eigenfunction of P with eigenvalue λ such


















ij whenever (i, j) ∈ Gr(P n) ∩Gr(P n+m).
Claim (i) follows from the definition of Doob equivalence. To prove (ii),
let m1, m2 ∈ N be such that P (m1)i0i , P
(m2)
ii0

































= (λ−n0)n = (λ−n)n0 .
Thus (ii) is proved. To prove (iii) take k such that (j, i) ∈ Gr(P `) > 0.




















for all n such that (i0, i) ∈ Gr(P n). As a consequence, for (i, j) ∈
Gr(P ), and n such that P
(n)
i0i






















Summing both sides over j, we see that (h, λ) is an eigenpair for P . Hence,
Q = P (h,λ) is a generalized Doob transform of P .
Corollary 7.15. Let P be an irreducible stochastic matrix. P is strong
Liouville if and only if for every stochastic matrix Q such that P ∼d Q and
ρ(P ) = ρ(Q) we have Q ∼= P . In particular, if P is an irreducible, amenable
strong Liouville stochastic matrix, then for amenable Q we have that P ∼d Q
implies P ∼= Q.
Proof. Suppose that P is strong Liouville, P ∼d Q and ρ(P ) = ρ(Q). By
Theorem 7.14 we know that Q is obtained from an eigenpair (λ, h) of P . By
Corollary 7.13 we get that λ = 1, so the eigenfunction h is harmonic and
must then be constant. This means that P = Q.
Conversely, suppose that P ∼d Q and ρ(P ) = ρ(Q) imply P = Q. Let h be
a harmonic function for P . By Theorem 7.14 we know that P ∼d P (h,1) and
by Corollary 7.13 we get that ρ(P ) = ρ(P (h,1)). Hence, by assumption P =
P (h,1), so that h must be constant. This means that P is strong Liouville.
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Recurrent matrices are strong Liouville by [37], and are also amenable.
Hence, we get [41, Theorem 3.11] as a special case of Corollary 7.15. On the
other hand, there are many examples of strong Liouville transient stochastic
matrices for which Corollary 7.15 applies but [41, Theorem 3.11] does not.
See for instance [47] where it is shown that a symmetric random walk on a
finitely generated group with polynomial growth of bounded order must be
strong Liouville.
We provide examples illustrating that the assumptions of strong Liouville
and amenability are logically independent. We first recall an example of an
amenable matrix which is not strong Liouville, and then an example of a
strong Liouville matrix which is not amenable.






x∈Zd Z2 are finitely
supported functions on Zd. This set can be equipped with the lamplighter
group multiplication on LL(Zd) given by (x,w) · (y, u) = (x + y, w + Tx(u))
where Tx(u) is given by Tx(u)(z) = u(z−x). From [56, Example 6.1] we know
that LL(Zd) is solvable (and hence amenable) so that by Kesten’s amenability
criterion, any symmetric random walk on LL(Zd) is amenable. On the other
hand, by [56, Proposition 6.1] for d ≥ 3 we know that any symmetric random
walk on LL(Zd) determined by a finitely supported measure µ on LL(Zd) fails
to be Liouville. More precisely, this means there is a non-constant bounded
harmonic function for the random walk.
Hence, any symmetric random walk on LL(Zd) arising from a finitely sup-
ported measure µ is amenable but not strong Liouville. Suppose such a
random walk is given by a stochastic matrix P . By Corollary 7.15 there
exists another stochastic matrix Q on LL(Zd) which is Doob equivalent to
P (where Doob transform is done via a harmonic function), but Q is not
conjugate to P . Since Q is a Doob transform of P via a harmonic func-
tion and P is amenable, we see that Q is also amenable. Hence we have
two non-conjugate amenable stochastic matrices whose tensor algebras are
isometrically isomorphic. This shows that recurrence in [41, Theorem 3.11]
cannot be weakened to amenability without additional assumptions.
Example 7.17. Let Ω = N and define
P00 = Pi,i−1 = 0.1, Pi−1,i = 0.9 for all i ≥ 1, and Pij = 0 otherwise.
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hence ρ(P ) < 0.6 < 1 and P is not amenable.
On the other hand P is strong Liouville. Indeed, let h be a harmonic
function for P and let Q := P (h,1) be its Doob transform. From Lemma












ii for all n ∈ N. Since Q as a stochastic matrix is completely




ii = 0.18 for i ∈ Ω, we see
that P = Q and h is constant.
We conclude this section with our motivating application to the classifi-
cation of non-self-adjoint operator algebras arising from stochastic matrices,
which follows from Corollary 7.15 together with [41, Theorem 3.8] and [41,
Theorem 7.27].
Corollary 7.18. Let P and Q be stochastic matrices over ΩP and ΩQ. Sup-
pose that ρ(P ) = ρ(Q) and that either P or Q are strong Liouville. Then
there is an isometric isomorphism ϕ : T+(P ) → T+(Q) if and only if P and
Q are conjugate.
7.4 Non-commutative peaking
In this section we focus only on finite irreducible stochastic matrices. We
will characterize the set of boundary states Ωb in a way that allows us to
detect them by inspecting the stochastic matrix.
When the matrix P is finite, the definition of the algebra T+(P ) simplifies.



































ξm,j,k if i = j
′
0 otherwise.





ij . Hence, we see that
T+(P ) := Alg{S(n)ij |(i, j) ∈ Gr(P n), n ≥ 0}.
Definition 7.19. A state k ∈ Ω is said to be escorted if for all s ∈ Ω with
Pks > 0, there exists k 6= k′ ∈ Ω such that Pk′s > 0.
It follows that if k ∈ Ω is an escorted state for a stochastic matrix P ,
then it is escorted for all iterates of P . Indeed, suppose k ∈ Ω is es-
corted. If P
(n)
ks > 0, then there exists a path k, i1, . . . in−1, s in the sense that
Pki1 , Pi1i2 , . . . , Pin−1s > 0. Since k is escorted, ∃ k′ 6= k such that Pk′i1 > 0,
and thus P
(n)
k′s > 0. Thus, we see that k is an escorted state of P
n for every
n ≥ 1.
By definition, if a state k is escorted, it is not the only element in its cyclic
component. Thus k is not exclusive. In addition, if a matrix P has multiple
arrival, then all non-exclusive states are escorted. The following strengthens
[42, Proposition 3.11].
Theorem 7.20. Let P be a finite irreducible matrix and k ∈ Ω a state. Then
k ∈ Ωb if and only if it is escorted.
Proof. We first show that if a state k is not escorted, then it is not in the
boundary. Let k be a non-escorted state, then ∃ s ∈ Ω such that Pks > 0
while Pk′s = 0 for all k
′ 6= k ∈ Ω. By irreducibility of the graph, we must
have s 6= k. For the sake of brevity, we denote HP,k as Hk. Define the
isometry
W : Hk → Hs, ξm,j,k 7→ ξm+1,j,s.




jk Pks > 0. We claim that
T ◦ W = W ◦ T for all operators T ∈ T+(P ). It suffices to check this on
generators T = S
(n)
ij applied to basis vectors ξm,j′,k in Hk. We assume that
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ij W )(ξm,j,k) = S
(n)
ij (ξm+1,j,s) =












jk Pks > 0.






























where the final equality is established through a similar computation. By
linearity, the claim holds for all v ∈ Hk and generators S(n)ij . For arbitrary
generators T1 and T2 we have T1T2W = T1WT2 = WT1T2. Thus, the claim is
proved for all polynomials in the generators S
(n)
ij , which are dense in T+(P ).
By continuity the claim is proved.
Thus, for any T = [Tpq] ∈M`(T+(P )) we have
‖[Tpq|Hk ]‖ = ‖W (`)[Tpq|Hk ]‖ = ‖[Tpq|Hs ]W (`)‖ ≤ ‖[Tpq|Hs ]‖,
where W (`) is the `-fold direct sum of W . Hence, we see that k /∈ Ωb as
asserted.
Conversely, suppose k is escorted. Let the cyclic component of k be Ω0.
Since k is escorted, it does not comprise its own cyclic component and |Ω0| ≥
2. By [41, Theorem 3.10] there exists n0 ∈ N such that P (n0)kk′ > 0 for all k′ ∈
Ω0. For such n0 we claim that k is completely peaking with operator S
(n0)
kk .
Note that since ‖S(n0)kk (ξ0,k,k)‖ = 1, we must have that ‖S
(n0)
kk ‖ = 1. Fix
s 6= k in Ω and let Rks = {m|P (m)ks > 0}. Using the C∗-identity and the
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formula for the adjoint of S
(n0)













First assume the supremum is attained at some m0 ∈ N. Since k is es-
corted, ∃ k′ 6= k ∈ Ω such that P (m0)k′s > 0. Since k′ ∈ Ω0, we have that
P
(n0)
























If the supremum is not attained by any finite m, then by convergence
theorem for finite irreducible matrices (see for instance [42, Theorem 1.10]
for a statement) we get that,
||S(n0)kk |Hs||













Therefore, we conclude that k ∈ Ωb as asserted.
The following example shows that for matrices without multiple arrival, it
is in general not true that a state is either exclusive or in the boundary.
Example 7.21. Let Ω = {1, 2}. Consider a 2 × 2 irreducible stochastic






Both states are non-exclusive, and P does not have multiple arrival. State 1 is
escorted, while state 2 is not. By Theorem 7.20 we see that Ωb = {1} 6= Ω\Ωe.
We say that a finite irreducible stochastic matrix P is a cycle, if Gr(P ) is
a simple cycle as a directed graph. We conclude this section by showing that
when P is not a cycle, escorted states are exactly those that are necessary in
order to retain the norm of any operator in M`(T+(P )). For the proof we will
assume some familiarity with the preliminaries on boundary representations
of operator algebras presented in [42, Section 1], as well as [42, Section 3] for
the boundary representations of T+(P ).
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Corollary 7.22. Let P be a finite irreducible stochastic matrix which is not
a cycle, and let T = [Trs] ∈ M`(T+(P )) for 1 ≤ ` ∈ N. Then ‖T‖ is the
maximum over ‖[Tpq|HP,k ]‖ for escorted states k ∈ Ω.
Proof. Let k ∈ Ω. From the proof of (4) =⇒ (1) in [42, Corollary 3.17]
together with [13, Theorem 7.2] we see that there exists k ∈ Ω which is
completely peaking (this coincides with πk being strongly peaking as defined
in [13, Definition 7.1]). Hence, we see that Ωb 6= ∅.
In general, as eachHP,k is reducing, we have that ‖T‖ = maxk∈Ω ‖[Tpq|HP,k ]‖.
However, if k ∈ Ω is not escorted, by Theorem 7.20 there is some s ∈ Ω such
that ‖[Tpq|HP,k ]‖ ≤ ‖[Tpq|HP,s ]‖ for all T ∈ M`(T+(P )) and ` ≥ 1. Thus,
we may inductively remove all non escorted states while retaining the norm
of T . Eventually we will get that ‖T‖ is the maximum over ‖[Tpq|HP,k ]‖ for
escorted states k ∈ Ω.
We can now employ Theorem 7.20 to concretely describe the C∗-envelope
C∗e (T+(P )) of T+(P ) as a short exact sequence, as is given at the beginning
of [42, Section 5], in terms of escorted states. Another useful consequence of
Theorem 7.20 is a computable form of [42, Theorem 5.6], which shows that
the column nullity (see [42, Definition 5.3]) only need to be computed for
escorted states when trying to determine the C∗-envelope C∗e (T+(P )) up to
*-isomorphism for varying P .
91
REFERENCES
[1] Jonathan Aaronson and Manfred Denker, The Poincaré series of C\Z,
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