We prove two relative local variational principles of topological pressure functions P (T, F , U, y) and P (T, F , U|Y ) for a given factor map π, an open cover U and a subadditive sequence of real-valued continuous functions F . By proving the upper semi-continuity and affinity of the entropy maps h {·} (T, U | Y ) and h + {·} (T, U | Y ) on the space of all invariant Borel probability measures, we show that the relative local pressure P (T, {·}, U|Y ) for subadditive potentials determines the local measure-theoretic conditional entropies.
Introduction
Let (X, T ) be a topological dynamical system (TDS for short) in the sense that X is a compact metric space and T : X → X is a surjective and continuous map, π is a factor map between TDS (X, T ) and (Y, S). The notion of topological pressure was introduced by Ruelle [23] for an expansive dynamical system and later by Walters [24] for general case. It is well-known Email addresses: xianfengma@gmail.com (Xianfeng Ma), ecchen@njnu.edu.cn (Ercai Chen) that there exists a basic relationship between the topological pressure and the relative measure-theoretic entropy. Ledrappier and Walters [18] where M(X, T ) is the family of all T -invariant measures on X, f is a realvalued function, P (T, f, y) is the topological pressure on the compact subset π −1 y, and, for each µ ∈ M(X, T ), h µ (T, X | Y ) is the relative measuretheoretic entropy of µ. For the trivial system (Y, S), this is the standard variational principle presented by Walters [24] :
The topological pressure for nonadditive sequence of potentials has proved valuable tool in the study of multifractal formalism of dimension theory, especially for nonconformal dynamical systems [1, 2, 11] . Falconer [11] first introduced the topological pressure for subadditive sequence of potentials on mixing repellers. He proved the variational principle for the topological pressure under some Lipschitz conditions and bounded distortion assumptions on the subadditive potentials. Cao et al. [7] extended this notion to general compact dynamical systems, and obtained a subadditive version of variational principle without any additional assumption. More precisely, let F = {f n : n ∈ N} be a subadditive sequence of functions on the TDS, and µ(F ) = lim n→∞ 1 n f n dµ, then P (T, F ) = sup{h µ (T ) + µ(F ) : µ ∈ M(X, T ), µ(F ) = ∞}.
Since Blanchard [3, 5] introduced the notion of entropy pairs, much attention has been paid to the study of the local version of the variational principle. Huang et al. [17] introduced the notion of local pressure P (T, f, U), proved the local variational principle of pressure: P (T, f, U) = sup{h µ (T, U) + X f (x)dµ(x) : µ ∈ M(X, T )}, where h µ (T, U) is the measure-theoretic entropy relative to U, established the upper semi-continuity and affinity of the entropy map h {·} (T, U), and showed that the local pressures determine local measure-theoretic entropies, i.e., for each µ ∈ M(X, T ), Zhang [29] introduced two notions of measure-theoretic pressure P − µ (T, U, F ) and P + µ (T, U, F ) for a sub-additive sequence F of a real-valued continuous functions on X, proved a local variational principle between topological and measure-theoretic pressure: Zhang [28] introduced the relative local topological entropy h(T, U, y) and obtained the following relative local variational principle of the conditional entropy: max{h µ (T, U | Y ) : µ ∈ M(X, T ) and πµ = ν} = Y h(T, U, y)dν(y).
Ma et al. [19] and Yan et al. [26] independently introduced the relative local topological pressure P (T, f, U, y) for each y ∈ Y . Using the method of proving the relative variational principle for topological pressure in [18] and the technique of establishing the conditional variational principle for the fiber entropy in [9] , respectively, they proved the relative local variational principle for each ν ∈ M(Y, S):
be a factor map between two TDS and U ∈ C X . Then the local measure-theoretic conditional entropy map h + {·} (T, U|Y ) and h {·} (T, U|Y ) are upper semi-continuous and affine on M(X, T ).
Theorem 3. Let (X, T ) be a TDS, F ∈ S X and U ∈ C o X . Let π : (X, T ) → (Y, S) be a factor map between TDS. Then
Theorem 4. Let (X, T ) be a TDS, F ∈ S X and π : (X, T ) → (Y, S) be a factor map between TDS. Then for given U ∈ C o X and µ ∈ M(X, T ),
Theorem 5. Let (X, T ), (Y, S) be invertible TDSs, F ∈ S X , π : (X, T ) → (Y, S) be a factor map between TDS. Then for given U ∈ C o X and µ ∈ M(X, T ),
By Theorem 4 and Theorem 5, we immediately obtain the following result.
This paper is organized as follows. In Section 2, we introduce the relative local pressure functions P (T, F , U, y) and P (T, F , U|Y ) for subadditive sequence of potentials and give some necessary lemmas. In Section 3, we recall some basic properties of the local measure-theoretic conditional entropies and prove the upper semi-continuity and affinity of the entropy maps h + {·} (T, U|Y ) and h {·} (T, U|Y ). In Section 4, we state and prove the two relative local variational principles for the topological pressure functions P (T, F , U, y) and P (T, F , U|Y ), respectively. In section 5, using the results we obtained in the former sections, we prove that the pressure function P (T, F , U|Y ) determines the local measure-theoretic conditional entropies.
Relative local pressure functions for subadditive potentials
Let (X, T ) be a TDS and B(X) be the collection of all Borel subsets of X. Denote by M(X) the set of all Borel, probability measures on X, M(X, T ) the set of T -invariant measures, and M e (X, T ) the set of ergodic measures. Then M e (X, T ) ⊂ M(X, T ) ⊂ M(X), and M(X), M(X, T ) are convex, compact metric spaces endowed with the weak*-topology. Recall that a cover of X is a finite family of Borel subsets of X whose union is X, and, a partition of X is a cover of X whose elements are pairwise disjoint. We denote the set of covers, partitions, and open covers, of X, respectively, by C X , P X , C o X , respectively. For given two covers U, V ∈ C X , U is said to be finer than V (denote by U V) if each element of U is contained in some element of V. Let U ∨ V = {U ∩ V : U ∈ U, V ∈ V}. Given integers M, N with 0 ≤ M ≤ N and U ∈ C X or P X , we denote U N M = N n=M T −n U. Let (X, T ) and (Y, S) be two TDS. A continuous map π : X → Y is called a factor map between (X, T ) and (Y, S) if it is onto and πT = Sπ. In this case, we say that (X, T ) is an extension of (Y, S) or (Y, S) is a factor of (X, T ).
Let π : (X, T ) → (Y, S) be a factor map between TDS. Given U ∈ C X and
is a non-negative subadditive sequence, i.e. a n+m ≤ a n + a m , for all n, m ∈ N, then the quality
is well defined, and called the conditional entropy of U with respect to (Y, S).
The topological conditional entropy of (X, T ) with respect to (Y, S) is defined (see [16] ) by
If (Y, S) is a trivial system, this is the standard notion of topological entropy with respect to covers [25] . Let C(X, R) be the Banach space of all continuous, real-valued functions on X endowed with the supremum norm. Let F = {f n : n ∈ N} be a sequence of functions in C(X, R). F is called subadditive if for any m, n ∈ N and x ∈ X,
Denote by S X the set of all subadditive sequences of functions in C(X, R).
In particular, for each f ∈ C(X, R), if we set f n (x) = n−1 i=0 f (T i (x)), then F = {f n : n ∈ N} ∈ S X . In this case, for simplicity we write F = {f }. For each c ∈ R, we let {c} = {nc : n ∈ N}. For F = {f n : n ∈ N}, G = {g n : n ∈ N}, and a, b ∈ R, we define aF + bG = {af n + bg n : n ∈ N} and F = sup n∈N fn n , where f = sup x∈X f (x). Clearly aF + bG ∈ S X , and moreover, (S X , · ) forms a Banach space.
If ν ∈ M(X), then for each n, m ∈ N, f n+m dν ≤ f n dν + f m d(T n ν). Thus if µ ∈ M(X, T ), then the sequence { f n dµ : n ∈ N} is subadditive, so we can set
For each k ∈ N, let F k = {f nk : n ∈ N}. Then F k is a subsequence of F , and it is easy to see that F k ∈ S X and µ(F k ) = kµ(F ). For F ∈ S X , U ∈ C o X and y ∈ Y , we define
For V ∩π −1 (y) = ∅, we let f n (x) = −∞ for each n. Then the above definition is well defined. Note that for F = {f }, the definition is coincide with that in [19] , and for F = {0}, it is easy to see that P n (T, {0}, U, y) = N(U n−1 0
, y).
For V ∈ C X , we let α be the Borel partition generated by V and denote P * (V) = {β ∈ P X : β V and each atom of β is the union of some atoms of α}.
Lemma 7 ([19] , Lemma 2.1). Let M be a compact subset of X, f ∈ C(X, R) and V ∈ C X . Then
If we take V = U n−1 0 , M = π −1 (y) and replace f (x) by exp f n (x) in Lemma 7, then we have
In particular, if U is a partition, then
be a factor map between TDS. Then the mappings y → P n (T, F , U, y) of Y to R are universally measurable for any n ≥ 1 and there exists a constant M such that 1 n log P n (T, F , U, y) ≤ M for all n ≥ 1 and y ∈ Y .
Proof. The proof of the measurability can be seen in [19] . For the other part, since
, and we get the result.
For each y ∈ Y , U ∈ C o X and F ∈ S X , we define the universally measurable map P (T, F , U, y) from Y to R as
For each ν ∈ M(Y, S), the following lemma shows that the limit superior in the above definition can be obtained by the limit for ν-a.e. y ∈ Y .
exists.
Proof. For any n, m ∈ N,
Since V i , i = 1, 2 is arbitrary, then P n+m (T, F , U, y) ≤ P n (T, F , U, y)P m (T, F , U, S n y), and so log P n (T, F , U, y) is subadditive. By Kingman's subadditive ergodic theorem (See [25] ), we complete the proof.
The following Lemma follows from Lemma 9 directly.
We refer to P (T, F , U, y) as the topological pressure of F relative to U on
Lemma 11. For each U ∈ C X , n ∈ N, there exists η ∈ P X with η U n−1 0 such that for each y ∈ Y ,
Proof. For each y ∈ Y , by Lemma 7, there exists β y ∈ P * (U
) is finite, we can find y 1 , y 2 , · · · , y s ∈ Y such that for each y ∈ Y , there exists i ∈ {1, 2, · · · , s} such that
where
. Moreover, for each y ∈ Y , there exists i ∈ {1, 2, · · · , s} such that
and we complete the proof.
From the proof of Lemma 9, it is not hard to see that the sequence of functions log P n (T, F , U, Y ) is subadditive. The topological pressure of F relative to U and (Y, S) is defined by
The topological pressure of F is defined by
For the trivial system (Y, S), it is not hard to see that the topological pressure defined P (T, F | Y ) above is equivalent to the ones defined in [29] . Moreover, if (Y, S) is the trivial system and
, which is the standard topological entropy with respect to the cover U. As in [17] , the advantage of the above definition of P n (T, F , U, y) is the monotonicity, i.e., if U V, then P n (T, F , U, y) ≥ P n (T, F , V, y).
Measure-theoretic conditional entropies
Given a partition α ∈ P(X), µ ∈ M(X) and a sub-σ-algebra A ⊂ B(X), define
where E(1 A | A) is the expectation of 1 A with respect to A. One standard fact states that H µ (α | A) increases with respect to α and decreases with respect to A.
is a non-negative subadditive sequence for a given α ∈ P X . The measure-theoretic conditional entropy of α with respect to A is defined as
and the measure-theoretic conditional entropy of (X, T ) with respect to µ is defined as
is a factor map between TDS and α ∈ P X , the conditional entropy of α with respect to (Y, S) is defined as
and the measure-theoretic conditional entropy of (X, T ) with respect to (Y, S) is defined as
For the classical theory of measure-theoretic entropy, we refer the reader to [20, 25, 27] .
be a factor map between two TDS and α ∈ P X . Then the following hold:
A real-valued function f defined on a compact metric space Z is called upper semi-continuous (for short u.s.c.) if one of the following equivalent conditions holds:
By 2, the infimum of any family of u.s.c. functions is again a u.s.c. one; both the sum and supremum of finitely many u.s.c. functions are u.s.c. ones. A subset A of X is called clopen if it is both closed and open in X. A partition is called clopen if it consists of clopen sets.
Lemma 13 ([16], Lemma 3.4)
. Let π : (X, T ) → (Y, S) be a factor map between two TDS and α ∈ P X whose elements are clopen sets of X. Then:
Inspired by the ideas of Romagnoli [22] in local entropy for covers, Huang et al. [16] introduced a new notion of µ-measure-theoretic conditional entropy for covers, which extends definition (3) to covers. Let π : (X, T ) → (Y, S) be a factor map and µ ∈ M(X). For U ∈ C X define
In particular,
Many properties of the conditional function H µ (α | Y ) for a partition α can be extended to H µ (U | Y ) for a cover U; for details see [16] . Lemma 14. Let π : (X, T ) → (Y, S) be a factor map between TDS and µ ∈ M(X). If U, V ∈ C X , then the following hold:
For a given U ∈ C X , µ ∈ M(X, T ), it follows easily from Lemma 14 that
Hence the local µ-conditional entropy of U with respect to (Y, S) can be defined as
This extension of local measure-theoretic conditional entropy from partitions to covers allows the generalization of the relative local variational principle of entropy to the relative variational principle of pressure.
Following the works of Romagnoli [22] , Huang et al. [16] also introduced another type of local µ-conditional entropy. Let π : (X, T ) → (Y, S) be a factor map between TDS. Given µ ∈ M(X, T ) and U ∈ C X define
Clearly, h
Moreover, for a factor map between TDS, the following lemma holds.
For each µ ∈ M(X, T ), there exists a unique Borel probability measure m on M e (X, T ) such that µ = M e (X,T ) θdm(θ), i.e. µ admits an ergodic decomposition. The ergodic decomposition of µ gives rise to an ergodic decomposition of the µ-entropy relative to the partition α ∈ P X :
Following the ideas of proving the ergodic decompositions of the µ-entropies relative to covers [15] , Huang et al. [16] gave the ergodic decompositions of the two kinds of measure conditional entropy of covers.
Now we are ready to prove Theorem 1, i.e., if we let π : (X, T ) → (Y, S) be a factor map between two TDS and U ∈ C X , then the local conditional entropy map h + {·} (T, U|Y ) and h {·} (T, U|Y ) are upper semi-continuous and affine on M(X, T ).
We now prove h
it is suffice to prove that for each n ∈ N, the map
|Y ) is upper semi-continuous on M(X, T ). Moreover, By the definition of the upper semi-continuous function, it is suffice to prove that for each µ ∈ M(X, T ) and ǫ > 0, lim sup
Fix µ ∈ M(X, T ) and ǫ > 0. There exists α ∈ P X , α U such that
Without loss of the generality, we assume that
By Lemma 4.15 [25] , there exists a δ = δ(M, n, ǫ) > 0 such that whenever
Let U * µ,n = {β ∈ P X : β U and µ( C∈β n−1 0 ∂C) = 0}. Then there exists [27] ). Note that the condition µ( C∈β
We now prove the affinity. Given µ i ∈ M(X, T ), i = 1, 2, and 0 < λ < 1.
e (X, T ) and µ = M e (X, T )θdm(θ). By Lemma 17,
Then the local conditional entropy map h
The proof the affinity of h {·} (T, U|Y ) is similar to the above proof.
For the trivial system (Y, S), it is clear that the following result holds, which was proved in [17] and [29] . 
Lemma 20. Let π : (X, T ) → (Y, S) and ϕ : (Z, R) → (X, T ) be two factor maps between TDS, F ∈ S X and U ∈ C o X . Then for each y ∈ Y and n ∈ N,
Proof. It follows directly from the identity (2) and the fact of P
Lemma 21 ([25] , Lemma 9.9). Let a 1 , · · · , a k be given real numbers. If p i ≥ 0, i = 1, · · · , k, and
and equality holds iff p i =
Proof. Let µ = Y µ y dν(y) be the disintegration of µ over πµ = ν. As π is a continuous map on a separable compact space we can choose the measures µ y such that µ y (π −1 (y)) = 1 for each y [6] . Then by Lemma 15, we have
For any n ∈ N, we have by (2) that there exists a finite partition β ∈ P * (U
with respect to β, and set β ′ = y∈Y β ′ y . It follows from Lemma 21 that log(P n (T, F , U, y)) = log(
Combining (8) and (9), by Fatou's Lemma and Lemma 8, we have
The following corollary comes directly from Proposition 22 and the definition of P (T, F , U|Y ).
Corollary 23. Let (X, T ) be a TDS, F ∈ S X and U ∈ C o X . Let π : (X, T ) → (Y, S) be a factor map between TDS. If µ ∈ M(X, T ), then
Lemma 24 ([19], Lemma 4.4)
. Let (X, T ) be a zero-dimensional TDS. π : (X, T ) → (Y, S) is a factor map between TDS, y ∈ Y and U ∈ C o X . Assume that for some K ∈ N, {α l } K l=1 is a sequence of finite clopen partitions of X which are finer than U. Then for each N ∈ N, there exists a finite subset B N ⊂ π −1 (y) such that each atom of (α l )
, l = 1, · · · , K, contains at most one point of B N , and x∈B N exp f N (x) ≥ 
In particular, the left part is no more than F * (µ).
where A m can be empty for some values of m ∈ {1, · · · , M}.
The following lemma will be used in the computation of H µ (U | Y ) and
Lemma 26 ([14], Lemma 2).
Let G : P X → R be monotone in the sense that G(α) ≥ G(β) where α β. Then
Proposition 27. Let (X, T ) be an invertible zero-dimensional TDS, F ∈ S X and U ∈ C o X . Let π : (X, T ) → (Y, S) be a factor map between TDS, ν ∈ M(Y, S), and y be a generic point for ν. Then there exists µ ∈ M(X, T ) with πµ = ν such that
Proof. Let U = {U 1 , U 2 , · · · , U d } and define
Since X is zero-dimensional, the family of partitions in U * , which are finer than U and consist of clopen sets, is countable. We let {α l : l ≥ 1} denote an enumeration of this family.
Let n ∈ N. By Lemma 24, there exists a finite subset B n of π −1 (y) such that
and each atom of (α l ) n−1 0 contains at most one point of B n , for all l = 1, 2, · · · , n. Let
where λ n (x) = exp fn(x) P y∈Bn exp fn(y) for x ∈ B n , and let µ n = 1 n n−1 i=0 T i σ n . Then πσ n = δ y and πµ n = 1 n n−1 i=0 δ S i y . Choose a subsequence {n j } so that µ n j converges and P (T, F , U, y) = lim sup j→∞ 1 n j log P n j (T, f, U, y). Let µ n j → µ. Then πµ = ν, µ ∈ M(X, T ) and lim sup n→∞
By Lemma 26 and the fact that
it is sufficient to show that for each l ∈ N,
Since σ n is supported on π −1 (y), T i σ n is supported on π −1 (S i y) for each i ∈ N, and then
Fix l ∈ N. For each n ≥ l, we know that from the construction of B n that each atom of (α l ) n−1 0 contains at most one point in B n , and,
Combining (13) and (14), we get that log P n (T, F , U, y) − log n ≤ log(
Fix natural numbers m, n with n > l and 1 ≤ m ≤ n − 1. Let a(j) = [ 
where S j = {0, 1, · · · , j − 1} ∪ {j + ma(j), · · · , n − 1}. Since cardS j ≤ 2m, it follows from (15) and (16) that
Summing up (17) over j from 0 to m − 1 then dividing the sum by m yields that
Since
Now by dividing (18) by n then combining it with (19), we obtain
(20) Since α l is clopen, it follows from Lemma 13 that
By substituting n with n j in (20) and passing the limit j → ∞, we have that
Then we complete the proof by taking the limit m → ∞ in (21).
Proof. Suppose that ν is ergodic, that is ν ∈ M e (Y, S). Let y be a generic point for ν. By Proposition 27,
Since ν-a.e. y is generic; so
If ν is not ergodic, let ν = M e (Y,S) ν α dρ(α) be its ergodic decomposition. Let b > 0, and 
s.c. and bounded affine on M(X, T ), then by Lemma 17 and the well-known Choquet's Theorem (See [21] for details), we have
Therefore,
Proposition 29. Let (X, T ) be an invertible TDS, F ∈ S X and U ∈ C o X . Let π : (X, T ) → (Y, S) be a factor map between TDS, ν ∈ M(Y, S). Then there exists a µ ∈ M(X, T ) with πµ = ν such that
Proof. We follow the arguments in the proof of Theorem 2.5 in [16] . Let
We first consider the case that X is zero-dimensional, i.e., there exists a fundamental base of the topology made of clopen sets. Since the set of clopen subsets of X is countable, the family of partition in U * consisting of clopen sets is countable. Let {α l : l = 1, 2, · · · } ba an enumeration of this family. Then, for any k ∈ N and µ ∈ M(X, T ), we have
For any k ∈ N, and s k ∈ N k , let
We note from Lemma 10 that
, y)dν(y).
Let
It is easy to see that
for all j = 0, 1, · · · , k − 1. It follows from (24) that
Moreover, by Lemma 12 part(2), for each
is a clopen cover, hence the map
, y)dν(y). (23), we have that
It follows from Lemma 16 that
Combining this inequality with Proposition 19, we complete the proof when X is zero-dimensional.
For the general case, it is well known that there exists an invertible TDS (Z, R), with Z being zero-dimensional, and a continuous surjective map ϕ :
By the above proof, we know that there exists a τ ∈ M(Z, R) with π(ϕτ ) = ν for the TDS (Z, R) such that
Let µ = ϕτ . Then πµ = ν and µ ∈ M(X, T ). Since, by Lemma 19,
By Lemma 20, we have
and we complete the proof of the general case.
Before giving the relative local variational principle of pressure, we first recall the notion of natural extension, which is necessary in the proof of the relative local variational principle for the topological pressure.
Let d be the metric on X and define X = {(x 1 , x 2 , · · · ) : T (x i+1 ) = x i , x i ∈ X, i ∈ N}. It is clear that X is a subspace of the product space Π ∞ i=1 X with the metric d T defined by
We refer the TDS ( X, σ T ) as the natural extension of (X, T ). Let π 1 : X → X be the natural projection onto the first component. Then π 1 : ( X, σ T ) → (X, T ) is a factor map. Now we prove Theorem 2, i.e., let (X, T ) be a TDS, F ∈ S X and U ∈ C o X , π : (X, T ) → (Y, S) be a factor map between TDS and ν ∈ M(Y, S), then
Proof (Proof of Theorem 2). Let ( X, σ T ) be the natural extension of (X, T ) defined above. By Proposition 29, there exists a τ ∈ M( X, σ T ) such that
By Lemma 20,
Combining (26) and (27), we have
The proof is now completed.
If (Y, S) is a trivial system and F = {f }, then by Lemma 2.7 in [17] and Theorem 2, it is not hard to see that Theorem 2 generalizes the standard variational principle stated in [25] .
Using the method to prove the outer variational principle for entropy ( [9] ), Yan et al. [26] proved the local outer variational principle for pressure in the single potential case. We shall give the following result for subadditive sequence of potentials without proof. For the details of the proof, we refer the readers to see Theorem 3 in [9] or Theorem 2.1 in [26] .
Lemma 30. Let (X, T ) be a TDS, F ∈ S X and π : (X, T ) → (Y, S) be a factor map between TDS. For given U ∈ C o X ,
By Lemma 30 and Theorem 2, we immediately know that Theorem 3 holds, i.e., let (X, T ) be a TDS, F ∈ S X , U ∈ C o X , and π : (X, T ) → (Y, S) be a factor map between TDS, then
Note that for the trivial system (Y, S), Theorem 3 is just the result obtained in [29] .
Pressures determine local measure-theoretic conditional entropies
In this section, we will prove the relative local pressure determines the local conditional entropies.
By Theorem 3, it is not hard to verify that the following results holds.
Lemma 31. Let (X, T ) be a TDS, U ∈ C o X and π : (X, T ) → (Y, S) be a factor map between TDS. For any F , G ∈ S X and c ∈ R,
The following results shows that the relative local pressure for the subadditive sequence of functions determines the members of M(X, T ). It is similar to that in the non-relative case, and the proof can follows completely from that of Theorem 9.11 in [25] .
Proposition 32. Let U ∈ C o X and µ : B X → R be a finite signed measure on X.
We now prove that the relative local pressure P (T, ·, U|Y ) determines the local conditional µ-entropy h µ (T, U|Y ), i.e., let (X, T ) be a TDS, F ∈ S X and π : (X, T ) → (Y, S) be a factor map between TDS, then for given U ∈ C o X and µ ∈ M(X, T ),
Lemma 33. Let (X, T ) be invertible and µ ∈ M e (X, T ). If µ is non-atomic, then for any N ∈ N and ǫ > 0, there exists a Borel subset D of X such that D, T D, · · · , T N −1 D are pairwise disjoint and µ(
We are ready to prove Theorem 5, i.e., let (X, T ), (Y, S) be invertible TDSs, F ∈ S X , π : (X, T ) → (Y, S) be a factor map between TDS, then for given U ∈ C o X and µ ∈ M(X, T ),
Proof (Proof of Theorem 5). We follows the ideas in [13] , [16] and [17] . Since •(F ) is upper semi-continuous and bounded affine on M(X, T ), then by Lemma 17 and the well-known Choquet's Theorem, it is enough to assume that µ ∈ M e (X, T ) and non-atomic. Then ν = πµ ∈ M e (Y, S). Since P (T, F + {c}, U|Y ) − µ(F + {c}) = P (T, F , U|Y ) − µ(F ) for each c ∈ R and F ∈ S X , then we can assume that F ≥ 0, i.e. f n (x) ≥ 0 for each n ∈ N and x ∈ X. Let U = {U 1 , · · · , U k }.
For ǫ > 0 and N ∈ N large enough such that
By Lemma 33, we can find a Borel subset
By Lemma 11, we may take β ∈ P X with β U
Let β D = {B ∩D : b ∈ β} be the partition of D. For each P ∈ β D we can find a s P ∈ {1, · · · , k} N such that P ⊂ (
We use the partition β D to define a partition α of X as follows. First, for each i = 1, · · · , k, let
For β ′ ∈ P X and R ⊂ X, we define β ′ ∩ R = {A ∩ R : A ∈ β ′ and A ∩ R = ∅}. From the construction of α, it is easy to see that α
Fix n ≫ N, and let G n = {x ∈ X :
For each x ∈ G n , let S n (x) = {i ∈ {0, 1, · · · , n − 1} : T i x ∈ D} and U n (x) = {i ∈ {0, 1, · · · , n − 1} : T i x ∈ E}. Note that for any x ∈ X and i ∈ Z, if T
x ∈ E then there exists a j ∈ {0, 1, · · · , N − 1} such that
Using this fact, it is not hard to see that for each x ∈ G n ,
≤ a n n! a n ! · (n − a n )! ≤ n n! a n ! · (n − a n )! where a n = [ 
Hence we have lim sup
For each F ∈ F n , let B F = {x ∈ G n : S n (x) = F }. Clearly, {B F } F ∈Fn forms a partition of G n . For each F ∈ F n , F = {s 1 < s 2 < · · · < s l }, let H F = {0, 1, · · · , n − 1}\ 
|H F | (by (31))
Summing this result over all F ∈ F n yields that 
Let µ = Y µ y dν(y) be the disintegration of µ over πµ = ν. Choose the measures µ y ∈ M(X) such that µ y (π −1 (y)) = 1 for each y ∈ Y . For each e sup x∈C fn(x) + e sup x∈X\Gn 0 dν(y) Since ǫ > 0 is arbitrary, then the proof of Theorem 5 is completed.
For F = {0}, by Theorem 4 and 5, we have h + µ (T, U|Y ) = h µ (T, U|Y ) for the invertible TDS. Moreover, if (Y, S) is the trivial system, then h + µ (T, U) = h µ (T, U). These results were shown in [13] , [16] and [17] .
