1. Introduction {#sec1-sensors-20-02915}
===============

Cultural heritage objects are still endangered by a wide range of factors causing their deterioration and decay over time. In general, degradation processes are caused by both human activities (e.g., pollution, wrong conservation methods, vandalism) and environmental factors \[[@B1-sensors-20-02915],[@B2-sensors-20-02915]\], including the influence of atmospheric conditions and climate change or biological invasion. For this reason, conservatory works are necessary to keep cultural heritage objects and sites in good shape and conditions in order to preserve them for future generations.

Architectural heritage, i.e., antique buildings and small architecture are affected by many degradation processes of varied course, dependent on characteristics of used materials as well as the object's age, working conditions and random events \[[@B3-sensors-20-02915]\]. The properties of the objects' material may change over time due to natural processes, which can be influenced and accelerated by the presence of water, temperature variations, and micro-climatic conditions, e.g., pollution \[[@B4-sensors-20-02915]\].

In order to find proper methods of conservation and maintenance of an antique building as well as to establish work schedule, it is necessary to identify causes of the objects' degradation \[[@B5-sensors-20-02915],[@B6-sensors-20-02915]\]. Tests performed in situ involve diagnosis based on qualitative approach (direct observation of structural damage, historical and archaeological research) and quantitative approach (monitoring and structural analysis) \[[@B6-sensors-20-02915]\]. Diagnostic methods consider damage inspection, material testing and analyses as well as the detection of hidden spaces and cavities \[[@B7-sensors-20-02915]\]. For the identification of wall composition, georadar, and endoscopic tests can be applied, especially in case of detection of voids, cavities, and consolidation interventions \[[@B4-sensors-20-02915],[@B7-sensors-20-02915],[@B8-sensors-20-02915]\]. The presence of moisture in porous material, especially in water-damaged and humid buildings, is one of the factors causing biological invasion: mildew, moulds, and efflorescence. The examination of such forms of decay can be combined with the monitoring of environmental parameters in order to retrace deterioration patterns.

Structural health monitoring (SHM) for historical and architectural heritage should concern such objectives as \[[@B9-sensors-20-02915]\]:measuring ambient vibrations induced by traffic, wind etc.;measuring the evolution of existing cracks;observing the damage coming from chemical, physical and biological degradation of the object's material.

Electromagnetic spectroscopy offers non-destructive \[[@B10-sensors-20-02915]\] or embedded solutions \[[@B11-sensors-20-02915],[@B12-sensors-20-02915]\] for structural health monitoring. The electromagnetic sensor, which is the focus of this work, has been used for monitoring of the excess moisture content and waterproof membrane defects \[[@B13-sensors-20-02915],[@B14-sensors-20-02915]\] of concrete structures. The sensor demonstrated a good potential as a method for SHM. However, the limitation of this technology is the lack of geolocalisation in space which prevents the resulting data from being used as multispectral architectural documentation \[[@B15-sensors-20-02915]\]. The accuracy of measurements performed by the proposed electromagnetic (EM) sensor relies on accurate positioning of the system owing to the air gap between the sensor and the scanned object as well as the angle of the sensor in relation to the object. These parameters are essential in analysis of obtained data as they influence/alter the reflected signal, i.e., the sensor response. Therefore, the aim of this article is to investigate the most suitable geolocalisation method for the proposed sensor system as a part of the multisensory platform for SHM of cultural heritage objects, which will then allow to georeference the results of measurements performed by this device and apply corrections to observations acquired by the sensor. This is a crucial element required for further data processing, essential for the analyses related to the object structure and its features and allowing spatial and multitemporal analyses.

This article is composed of several parts, including a short review of available solutions for indoor positioning ([Section 2](#sec2-sensors-20-02915){ref-type="sec"}) together with the description of applied orientation model and characteristics of measuring and geolocalisation techniques used in performed experiments---classical surveying, terrestrial laser scanning, and close-range photogrammetry. In [Section 3](#sec3-sensors-20-02915){ref-type="sec"}, a full and detailed description of the proposed methodology was presented. The results of performed experiments together with their brief analysis and interpretation are the subject of the [Section 4](#sec4-sensors-20-02915){ref-type="sec"}. [Section 5](#sec5-sensors-20-02915){ref-type="sec"} contains a comprehensive analysis and discussion concerning obtained results and provides the conclusion of work performed.

2. Review of Indoor Geolocalisation Methods {#sec2-sensors-20-02915}
===========================================

2.1. Indoor Positioning Systems {#sec2dot1-sensors-20-02915}
-------------------------------

Indoor Positioning provides accurate information about the location of objects and people inside the measured structure \[[@B16-sensors-20-02915]\]. In the recent years, the interest in indoor localization has increased resulting in a rapid development of Indoor Positioning Systems (IPS). As opposed to the outdoor environment, where Global Navigation Satellite Systems (GNSS) are applied for localization and navigation, in case of indoor localization there is no standard system, which could be used on a mass scale.

Various technologies have been applied in the field of indoor positioning and navigation, which include techniques based on Radio Frequency (RF), ultrasound, audible sound, magnetic sensors, infrared (IR), and visual analysis-based systems. Mautz \[[@B17-sensors-20-02915]\] presented an overview of indoor technologies along with their accuracy and coverage ([Figure 1](#sensors-20-02915-f001){ref-type="fig"}).

RF systems are further categorised into Bluetooth Low Energy (BLE), Ultra-wideband (UWB), ZigBee, Wireless Sensor Network (WSN), Wireless Local Area Network (WLAN), Radio-Frequency Identification (RFID), and Near Field Communication (NFC) \[[@B18-sensors-20-02915]\]. Among these methods, WLAN, BLE and ZigBee are popular due to high availability of hardware. The accuracy of RF methods ranges from several meters (WLAN, BLE, ZigBee) \[[@B19-sensors-20-02915],[@B20-sensors-20-02915]\], through several decimetres (UWB) \[[@B21-sensors-20-02915],[@B22-sensors-20-02915],[@B23-sensors-20-02915],[@B24-sensors-20-02915],[@B25-sensors-20-02915]\] up to several centimetres (RFID) \[[@B23-sensors-20-02915],[@B26-sensors-20-02915],[@B27-sensors-20-02915],[@B28-sensors-20-02915]\]. Numerous researchers investigated the usability of RF methods \[[@B24-sensors-20-02915],[@B29-sensors-20-02915],[@B30-sensors-20-02915],[@B31-sensors-20-02915]\] in indoor positioning systems.

Ultrasound systems like the Cricket, Active Bat, and the Dolphin system \[[@B18-sensors-20-02915],[@B32-sensors-20-02915]\] are also successfully applied in the field of IPS for being scalable, accurate (up to several centimetres), and low-cost \[[@B23-sensors-20-02915],[@B33-sensors-20-02915]\]. However, these systems are sensitive to changes of environmental parameters like humidity and temperature \[[@B34-sensors-20-02915]\].

Infrared positioning systems are generally exploited in three forms: active beacons, infrared imaging using natural radiation and artificial light sources \[[@B17-sensors-20-02915]\]. This solution is low cost, but on the other hand, most IR systems require clear line-of-sight, which limits their usability in indoor positioning. Depending on a measuring principle accuracy ranges from several meters (Active Badges) to several centimetres while systems based on high resolution infrared sensors are able to detect artificial IR light sources at submillimetre accuracy \[[@B17-sensors-20-02915]\].

Optical/Visual positioning systems involve determining the target position by identification of a marker or image, which is within view with the aid of a mobile sensor or a camera carried by the user \[[@B18-sensors-20-02915]\]. Mautz \[[@B35-sensors-20-02915]\] investigated different possibilities of reference data acquisition including reference acquired from 3D building models, images, deployed coded targets, projected targets, and observations performed by other sensors. For this task, simultaneous localization and mapping (SLAM) also can be applied \[[@B35-sensors-20-02915]\], but it should be noticed that the use of these algorithms is not limited to vision-based methods only \[[@B36-sensors-20-02915],[@B37-sensors-20-02915]\].

Techniques such as terrestrial laser scanning, photogrammetry, or classical surveying may also be considered as tools for optical/visual positioning since they exploit visual and optical observations in order to determine the position of a measured point. The main advantages of these methods are their low cost (especially in case of close-range photogrammetry), high accuracy (several millimetres and higher), widely available software, and known data processing workflow. For these reasons, their applicability as a tool for positioning of the proposed electromagnetic sensor was investigated in this work.

2.2. The Classical Surveying {#sec2dot2-sensors-20-02915}
----------------------------

In order to determine the position of a measuring device, it is necessary to perform the exterior orientation process resulting in the acquisition of so-called exterior orientation parameters, i.e., the location of the sensor body in the assumed reference system together with its rotation angles.

The basic geodetic method for calculating the position of a point in 3D space is tacheometry, which is based on the measurements of distance and angles \[[@B38-sensors-20-02915]\]. Through a single measurement to a point its $X_{p},~Y_{p},~Z_{p}$ coordinates can be directly determined (Equation (1)):$$\begin{matrix}
{X_{p} = X_{st} + d \ast \cos\left( {Az} \right)} \\
{Y_{p} = Y_{st} + d \ast \sin\left( {Az} \right)} \\
{Z_{p} = Z_{st} + d \ast \tan\left( \alpha_{v} \right),} \\
\end{matrix}$$ where $X_{st},~Y_{st},~Z_{st}$---known coordinates of total station position, $d$---horizontal distance, $Az$---azimuth to the measured point, $\alpha_{v}$---vertical angle.

The described method is burdened with some disadvantages such as relatively low accuracy (depending on the accuracy of the measuring equipment) and low reliability understood as the possibility to check the correctness of observations relatively to each other and to detect errors in measurements. In order to increase the accuracy of point position and its reliability, multiple angular and linear observations from several total station positions must be conducted. The establishment of geodetic network of points with interrelated geometric relations is also required. In this case, the number of observations is greater than the number of unknowns (the number of points multiplied by the number of coordinate components). The coordinates of points in the network are calculated by least squares adjustment. Teunissen \[[@B39-sensors-20-02915]\] applied the well-known Gauss-Markow (Equation (2)) linear model (a linearized form of the input nonlinear relationships). This linear model is also used in the photogrammetric bundle adjustment process \[[@B40-sensors-20-02915]\]. $$\left. Ax + e = y;~~~e~ \right.\sim~\left( {0,~C_{e}} \right)$$ where: $A$---design matrix (*n* × *u*) (*n*---number of observational equations, *u*---number of unknowns), ${rank}\left( A \right) = u$ (full rank);$x$---parameter vector (*u* × 1);$e$---true error vector (*n* × 1);$y$---observation vector (*n* × 1) (uncorrelated observations);$C_{e}$---observation error covariance matrix (*n* × *n*) (positively determined), which is also the observation result covariance matrix, i.e., $C_{e} \equiv C_{y}$;

As a result of the above equation, the final coordinates of points are calculated together with the accuracy characteristics. It is worth noting that this particular method provides full knowledge about the accuracy of coordinate calculation, which can be derived from the covariance matrix. No other method ensures such complete characteristics of measurements accuracy.

2.3. Terrestrial Laser Scanning {#sec2dot3-sensors-20-02915}
-------------------------------

Terrestrial Laser Scanning (TLS) is a range-based measuring technique \[[@B41-sensors-20-02915]\], which has gained much popularity in a variety of fields including industry, civil engineering, damage assessment and deformation monitoring, forestry inventory or cultural heritage documentation \[[@B42-sensors-20-02915],[@B43-sensors-20-02915],[@B44-sensors-20-02915],[@B45-sensors-20-02915]\]. As TLS is based on a laser beam deflection, it allows for the acquisition of large sets of accurate 3D metric data automatically and in a short time.

The result of such measurement is a 3D point cloud representing the shape of measured objects together with the intensity of the returning signal which may be successfully applied in examination of properties of investigated objects \[[@B46-sensors-20-02915]\] such as their reflectance, roughness, moisture, brightness, and grain size \[[@B47-sensors-20-02915],[@B48-sensors-20-02915]\]. However, in the case of geolocalisation purposes, the significant factors are measurement accuracy and resolution.

The accuracy of TLS measurements ranges from several centimetres up to submillimetre-level \[[@B49-sensors-20-02915],[@B50-sensors-20-02915]\], however, it depends on many factors including the environment conditions, properties of a tested object, instrumental errors \[[@B51-sensors-20-02915],[@B52-sensors-20-02915],[@B53-sensors-20-02915]\], as well as scanning geometry \[[@B54-sensors-20-02915]\]. Some of them can be eliminated or minimised either by applying corrections to measured angles and distances or using the system's calibration \[[@B55-sensors-20-02915],[@B56-sensors-20-02915]\]. However, environment conditions such as inconvenient temperature, rain or dust are difficult to predict and model. Furthermore, the reflection intensity has an effect on the accuracy of range measurements. Voegtle \[[@B47-sensors-20-02915]\] investigated the influence of different materials on TLS measurement accuracy and proved that for surfaces of brighter colour (and consequently higher intensity) the geometric accuracy was about 3 times higher compared to black surfaces (of low intensity). Moreover, in the case of partially transparent materials and specular surfaces, the geometric accuracy decreases rapidly \[[@B47-sensors-20-02915],[@B57-sensors-20-02915],[@B58-sensors-20-02915],[@B59-sensors-20-02915],[@B60-sensors-20-02915]\].

The measurement resolution is determined by an angle increment, the incidence angle, scanning distance, and spot size called beam divergence \[[@B61-sensors-20-02915],[@B62-sensors-20-02915]\]. The size of the laser spot (called divergence) increases with the increasing scanning distance affecting the accuracy of point position \[[@B63-sensors-20-02915]\] and decreasing the scanning resolution. Moreover, beam divergence is associated with the "mixed edge" problem meaning that a part of the beam is reflected by the object's edge, but the other part travels further and is reflected later by another object. In consequence, there is more than one distance recorded for a single signal, the final distance value, which is determined as a mean distance, can be inaccurate \[[@B61-sensors-20-02915]\].

2.4. The Structure-from-Motion/Close-Range Photogrammetry {#sec2dot4-sensors-20-02915}
---------------------------------------------------------

Close-range photogrammetry is another measuring technique for digital 3D reconstruction of the objects' shape. Unlike terrestrial laser scanning, which is an active technique, photogrammetry is an image-based passive method, which provides high resolution and accurate datasets, being at the same time a low-cost solution characterized by high level of automation. These features made close-range photogrammetry very flexible and thus, widely used measuring method successfully applied in a variety of fields including civil engineering \[[@B64-sensors-20-02915],[@B65-sensors-20-02915]\], forestry \[[@B66-sensors-20-02915],[@B67-sensors-20-02915]\], geology \[[@B68-sensors-20-02915],[@B69-sensors-20-02915]\], archaeology \[[@B70-sensors-20-02915],[@B71-sensors-20-02915]\], and cultural heritage documentation \[[@B72-sensors-20-02915],[@B73-sensors-20-02915]\].

Modern close-range photogrammetry applies methods and algorithms are derived from Computer Vision (CV) such as Structure-from-Motion (SfM) and Multi-View Stereo (MVS). The main function of SfM is to calculate the image orientation based on a series of overlapping, offset images \[[@B74-sensors-20-02915]\], while MVS is used for dense point cloud generation. SfM is based on two principles: the binocular vision and the changing vision of the object, which is moving or being observed from different points of view \[[@B66-sensors-20-02915]\].

As the parameters of internal orientation of the camera are calculated via self-calibration, the use of consumer-grade non-metric cameras is possible. Camera positions and scene geometry are reconstructed simultaneously during bundle adjustment, which involves image matching (the process of detecting corresponding features on multiple images). Image matching algorithms usually perform poorly in the case of objects and scenes where corresponding (homologuous) features cannot be clearly identified, so for areas characterized by poor or no texture as well as repetitive patterns. Apart from texture quality, several other factors influence the accuracy of image orientation: the base-to-depth (B/D) ratio, the number of measured tie points per image during image matching, the number of images, on which a certain tie point is visible, and the accuracy of self-calibration of the camera \[[@B75-sensors-20-02915]\].

Camera positions and 3D scene derived from SfM lack scale and orientation in a specific coordinate system. To georeference them in a particular coordinate system (e.g., geodetic coordinate system), it is possible to apply 7-parameter transformation based on ground-control points with known coordinates \[[@B76-sensors-20-02915]\]. In case of the objects, the shape of which must be accurately reconstructed but their position in space is irrelevant, scale bars with known length may be applied instead. Known image orientation and intrinsic camera parameters calculated by SfM allows the generation of a dense point cloud, and for this purpose, the MVS algorithms are usually used \[[@B77-sensors-20-02915]\]. Resulting point cloud can be further processed for 3D modelling and othophoto generation.

Similar to other techniques, close-range photogrammetry has some limitations resulting from applied algorithms and methods. However, today the integration of several complementary techniques is becoming more and more popular as it allows for the enhancement of the final results.

2.5. The Rigid-Body Orientation {#sec2dot5-sensors-20-02915}
-------------------------------

The main subject of this work was to examine different approaches aiming at the determination of exterior orientation parameters of the electromagnetic sensor at each sensor station. For this purpose, the sensor was treated as a rigid body, for which position and rotation angles had to be found in a defined reference system ([Figure 2](#sensors-20-02915-f002){ref-type="fig"}). In the performed experiments, the reference system was associated with the tested plane formed by walls to be examined by the electromagnetic sensor at each test site.

In order to determine 3 linear and 3 angular exterior orientation parameters, the 3D affine transformation is commonly applied. The transformation is performed using a minimum of three tie points, but if the number of points increases, the redundancy increases too, resulting in higher accuracy of data registration. This also allows the elimination of outliers and therefore provides better fitting of the 3D transformation model into performed observations.

The relation between the sensor system and the global reference system is expressed in Equations (3) and (4) \[[@B78-sensors-20-02915],[@B79-sensors-20-02915],[@B80-sensors-20-02915]\]. $$M_{ext} = R_{\omega\varphi\kappa} \ast M_{int} + T,$$ $$R_{\omega\varphi\kappa} = R_{1}\left( \omega \right)~R_{2}\left( \varphi \right)~R_{3}\left( \kappa \right),$$ where $M_{ext}$ is the vector of point coordinates in the global system,$~R_{\omega\varphi\kappa}$ is the rotation matrix, $M_{int}$ is the vector of point coordinates in the local (sensor) system, $T$ is the translation matrix, $R_{1}\left( \omega \right)$ is the rotation matrix in relation to the x-axis by angle $\omega$*,* $R_{2}\left( \varphi \right)$ is the rotation matrix in relation to the y-axis by an angle $\varphi$, and $R_{3}\left( \kappa \right)$ is the rotation matrix in relation to the z-axis by an angle $\mathsf{\kappa}$. The final representation of the rotation matrix \[[@B81-sensors-20-02915]\]$~R_{\omega\varphi\kappa}$ related to the each of angle can be expressed as Equation (5) $$R_{\omega\varphi\kappa} = \begin{bmatrix}
{cos~\varphi~cos~\kappa} & {- cos~\varphi~sin~\kappa} & {sin~\varphi} \\
{cos~\omega~sin~\kappa~ + ~sin~\omega~sin~\varphi~cos~\kappa} & {cos~\omega~cos~\kappa~ - sin~\omega~sin~\varphi~sin~\kappa} & {- sin~\omega~cos~\varphi} \\
{sin~\omega~sin~\kappa - cos~\omega~sin~\varphi~cos~\kappa} & {sin~\omega~cos~\kappa~ + ~cos~\omega~sin~\varphi~sin~\kappa} & {cos~\omega~cos~\varphi} \\
\end{bmatrix},$$

This representation of rotation and translation allows the independent orientation of the sensor system in a global, external reference system. However, in order to perform structural health monitoring, it is necessary to obtain the relative orientation i.e., the relation between the examined wall and the face of the sensor system. To compute this relation, it is necessary to: firstly, define a new reference system related to the wall, secondly, transform the coordinates of all points into the new coordinate system and finally, calculate the sensor's translation and rotation parameters in the new coordinate system. In this case, it is not possible to directly implement the rotation matrix presented in the Equation (5) because the values of the rotation angles $\mathsf{\omega},\mathsf{\varphi},\mathsf{\kappa}$ need to be found first. To do this, the relations between normal vectors of the reference plane and the sensor plane was computed.

To describe the rotations \[[@B82-sensors-20-02915]\], the $O~x_{0},~y_{0},~z_{0}$ coordinate system was used, followed by the vector $r$ ([Figure 3](#sensors-20-02915-f003){ref-type="fig"}), to which the $O~x_{1},~y_{1},~z_{1}$ coordinate system was associated. It is necessary to consider the relations, which occur between the coordinates of the vector $r$ in the coordinate system $O~x_{1},~y_{1},~z_{1}$ and the coordinates of this vector in the fixed (non-rotated) reference system $O~x_{0},~y_{0},~z_{0}$. The position of the vector $r$ before rotation is denoted by $r_{0}$, whereas by $\left\{ {i_{0},~j_{0},~k_{0}} \right\}$ the standard orthogonal base in the system $O~x_{0},~y_{0},~z_{0}$ is designated.$~i_{0},~j_{0},~k_{0}$ are unit vectors along the $x_{0},~y_{0},~z_{0}$ axes, respectively. Similarly, $\left\{ {i_{1},~j_{1},~k_{1}} \right\}$ is a standard orthogonal base in the $O~x_{1},~y_{1},~z_{1}$ system.

The vector $r$ is presented in the system $O~x_{0},~y_{0},~z_{0}$ as follows:$$r_{0} = x_{0}i_{0} + y_{0}j_{0} + z_{0}k_{0},$$

However, the same vector $r$ is presented in the system $O~x_{1},~y_{1},~z_{1}$ as follows:$$r_{1} = x_{1}i_{1} + y_{1}j_{1} + z_{1}k_{1},$$

The $r$ vector is represented by the $r_{0}$ and $r_{1}$ vectors, so the relationships between the components of the $r$ vector in both coordinate systems are:$$r_{0,x} = r_{0}i_{0} = r_{1}i_{0} = x_{1}i_{1}i_{0} + y_{1}j_{1}i_{0} + z_{1}k_{1}i_{0},$$

Analogous formulas were obtained for the components $r_{0,y}$ and $r_{0,z}$ with:$$r_{0,y} = x_{1}i_{1}j_{0} + y_{1}j_{1}j_{0} + z_{1}k_{1}j_{0},$$ $$r_{0,z} = x_{1}i_{1}k_{0} + y_{1}j_{1}k_{0} + z_{1}k_{1}k_{0},$$

The Equations (8)--(10) are presented in the form of a vector equation as follows:$$r_{0} = R_{1,0}r_{1},$$

The Matrix $R_{1,0}$ represents the transformation of coordinates of the point P from the system $Ox_{1},~y_{1},~z_{1}$ to the system $Ox_{0},~y_{0},~z_{0}$ and it is written in the form:$$R_{1,0} = \begin{bmatrix}
{i_{1}i_{0}} & {j_{1}i_{0}} & {k_{1}i_{0}} \\
{i_{1}j_{0}} & {j_{1}j_{0}} & {k_{1}j_{0}} \\
{i_{1}k_{0}} & {j_{1}k_{0}} & {k_{1}k_{0}} \\
\end{bmatrix},$$

The coefficient values in the Equation (12) enable to calculate the rotation angles $\mathsf{\omega},\mathsf{\varphi},\mathsf{\kappa}$ of the sensor plane relative to the wall plane described in the Equation (5). In this particular case, the unit vectors $i_{0},~j_{0},~k_{0}$ and $i_{1},~j_{1},~k_{1}$ are the parameters of the normal vector of the wall plane and the sensor plane, respectively.

In order to determine the plane equation parameters minimum three points are needed. The vector product $r$ for two vectors $r_{1}$ and $r_{2}$ formed according to the Equation (13) $$r = r_{1} \times r_{2},$$

As the number of control points is four or more, the least square adjustment \[[@B83-sensors-20-02915]\] method is used to compute the parameters $\left\lbrack {a,b,c} \right\rbrack$ from the Equation (14). $$a\left( {x - x_{0}} \right) + b\left( {y - y_{0}} \right) + c\left( {z - z_{0}} \right) = 0,$$

Since the examined object is represented by a very large number of points (e.g., a cloud of points from laser scanning or the SfM method), the pcfitplane \[[@B84-sensors-20-02915]\] function in the Matlab software was used for the calculation. The plane is described by a planeModel object while maxDistance is a maximum allowed distance from an inlier point to the plane. Plane parameters are specified as a 1-by-4 vector. The four parameters $\left\lbrack {a,~b,~c,~d} \right\rbrack$ describe the equation for a plane: $ax + by + cz + d = 0$. This function uses the M-estimator SAmple Consensus (MSAC) algorithm to find the plane \[[@B85-sensors-20-02915]\].

The last element is the calculation of the distance $d$ between the point ($x_{0},~y_{0},~z_{0}$), which is the center of the sensor and the wall plane $\left\lbrack {a,b,c} \right\rbrack$. The Formula (15) was used:$$d = \frac{\left| {ax_{0} + by_{0} + cz_{0}} \right|}{\sqrt{a^{2} + b^{2} + c^{2}}}~,$$

3. Materials and Methods {#sec3-sensors-20-02915}
========================

Structural health monitoring (SHM) involves the use of numerous instruments, i.e., sensors and other measuring devices that provide the measurement and assessment of features and parameters characterising investigated objects. There are many ready-to-use solutions available on the market for SHM, however, in case of monumental objects, which require non-invasive, contactless SHM methods, there is a need for development of novel measuring techniques, which are capable of detecting previously unknown features/conditions of the objects. This article concerns preparatory works that would be required prior to the use of data acquired by an electromagnetic sensor applied for SHM purposes.

The multisensor platform ([Figure 4](#sensors-20-02915-f004){ref-type="fig"}) is a prototype instrument consisting of an electromagnetic sensor and four digital cameras installed on a metal frame, full-frame camera Canon EOS 5D Mark II and Terrestrial Laser Scanner Z + F 5006 h. The proposed electromagnetic (EM) sensor system consists of two wideband horn antennas that operate in the frequency range of 2--18 GHz. The antennas are attached to the designed aluminum frame at a certain angle to each other in order to control the penetration depth of the sensor signal. Both antennas play different role in the setup, namely one acts as a transmitter and the second one acts as a receiver of the reflected signal. The measurements are provided using S-parameters, namely S~21~ (transmitting the signal from port one and receiving to port 2) via Vector Network Analyzer (VNA) Rohde and Schwarz ZVL13. The captured data is in a complex data format (real and imaginary data), which is recorded using a bespoke LabVIEW program on a laptop that is connected to the VNA via TCP/IP connection. The sensor system is positioned 2--6 cm from the measured object to avoid the contact, i.e., the measurements are contactless. This approach is a primary requirement when it comes to measurements of cultural heritage objects/structures to avoid any potential damages to their surface.

It must be stressed that the results of measurements performed by the electromagnetic sensor are not the subject of this study. The aim of this research is to propose and examine different methods of georeferencing of the sensor system to apply corrections to the sensor readings at further stages of data processing. The results of performed experiments will establish the data processing workflow, which will be a basis for future work.

3.1. Overview of the Approach {#sec3dot1-sensors-20-02915}
-----------------------------

The proposed method of geolocalisation of the sensor system is a multi-stage process based on the combination of commonly used algorithms implemented in Agisoft Metashape and the original software. The proposed method is a novel approach allowing both orientation of the electromagnetic device and its integration with other measuring devices. The whole experimentation involved the acquisition of data on three test sites differing in features, containing materials and surface types commonly present in case of cultural heritage objects. Detailed characteristics of the test sites were presented in the next section. [Figure 5](#sensors-20-02915-f005){ref-type="fig"} illustrates the scheme of research work and experiments performed.

The process of sensor registration is an original approach resulting in determination of exterior orientation parameters (the XYZ coordinates of the antenna centre and three angular parameters---$\mathsf{\omega},\mathsf{\varphi},\mathsf{\kappa}$) of the EM sensor as well as relative orientation parameters in relation to the reference planewall, which is a subject of measurement performed by the electromagnetic sensor at each test site. In this work the plane corresponding to the examined wall is called "the base plane". Calculation of these parameters (performed in two different ways) makes it possible to determine the sensor position, but on the other hand they can also be used in the EM data processing as a basis for the calculation of corrections applied to the raw data acquired by the sensor.

The whole experimentation was divided into three main parts: (1) data acquisition and pre-processing, (2) a set of tests concerning sensor orientation methods, and (3) the analysis of obtained results.

The process of data registration presented in this paper consists of the following stages:Determination of the reference system and base planes (data pre-processing).

At this stage the reference system was established and the data serving as reference for further analyses were determined.

1.  Three different surveying methods were selected for this purpose: classical surveying with Leica TCPR 1202 Total Station (TS), terrestrial laser scanning (TLS) with a Z + F 5006 h terrestrial laser scanner, and close-range photogrammetry (SfM/MVS method) with a Canon EOS 5D Mark II SLR camera.

2.  Data processing at this stage involved the computation of coordinates of control points and check points as well as the determination of parameters of base planes at each test site. For these two operations, two sources of data were used: total station observations and TLS measurements. Both geodetic measurements and TLS data were processed separately. As a result, two sets of point coordinates and two base planes (TS base plane and TLS base plane) were calculated for each test site.

3.  The coordinates of control points and check points were calculated separately in two ways: based of TS observations through geodetic adjustment and based on TLS measurements, from, which the XYZ values for each point were derived.

4.  The parameters of base planes were computed using the coordinates of control points.

5.  For photogrammetric elaboration of close-range images, the SfM approach was used. The proposed methodology involved the pre-processing step of verification whether the image sets were acquired correctly. For this purpose, relative orientation of images was performed separately for each dataset containing the images covering the wall at each test site (denoted as SfM---the wall on the diagram) as well as for sets of images taken at each sensor's position (denoted as SfM---EM positions).
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1.  Sensor orientation involving the bundle adjustment.

For this purpose, four different scenarios for calculation of exterior orientation parameters of the sensor were proposed:2.1.Scenario I: this scenario involved the use of marked control and check points during the bundle adjustment. Point coordinates were derived from classical surveying measurements. These points were measured both on the images covering only the wall and on the images containing both the sensor and the wall at each station.2.2.Scenario II: similar to the first scenario, the second method involved the use of signalised control and check points in the bundle adjustment. However, in this case the coordinates of these points were derived from TLS measurements.2.3.Scenario III: since the measurement of reference points is time-consuming, the possibility to reduce the time of measurement in field was tested in Scenario III. This scenario involved the use of a featured-based orientation method implemented in the Agisoft Methashape software. Initially the images covering only the wall were aligned with the use of control and check points measured with a total station. This set of images served as a reference in the next step of data processing. The next step involved the relative orientation of images taken at each sensor station. Sets of images covering single stations were aligned, so that their relative orientation was computed. Next, tie points were automatically detected both on the images of each wall and on the images of the sensor at each position. Based on these tie points, the exterior orientation of image sets of all sensor stations was calculated.2.4.Scenario IV: the fourth scenario consisted of the same steps as Scenario III with the difference that in this case the coordinates of signalised points were derived from TLS data.

1.  The analysis of results obtained with each scenario.

Each of the above-mentioned geolocalization scenarios was examined with regard for their accuracy and efficiency. Efficiency in this case shall be understood as the time which is necessary to measure reference points and then calculate their coordinates applying different scenarios. Complete analysis required the verification of parameters listed below:3.1.The verification of base plane approximation using different source data: as the orientation of the EM sensor is computed in relation with the base plane, firstly it is required to verify the accuracy of approximation of the base plane. Two datasets were tested as source data to approximate the base plane: TLS data and classical surveying data. The quality assessment contained: (1) the analysis of RMSE values obtained on marked control and check points measured with a total station, (2) the analysis of RMSE values obtained on marked control and check points measured by TLS, and (3) the analysis of deviations between the TLS base plane and measured TLS points.3.2.The analysis of relative image orientation accuracy performed both for "the wall" and "the wall + the sensor" datasets on each test site: in order to check whether images were properly acquired and also to verify the correctness of their relative orientation, the inspection of RMSE reprojection errors appearing on natural and signalised control/check points was performed.3.3.The analysis of exterior image orientation using RMSE values obtained on control and check points performed both for "the wall" and "the wall + the sensor" datasets on each test site: in order to verify the quality of exterior orientation of the images, the quality assessment and accuracy analysis concerning marked control and check points were performed for each test site.3.4.The analysis of exterior image orientation using scalebars: additional verification involved the accuracy assessment on scalebars located both on the wall and on the sensor frame.3.5.Dense point cloud analysis involving base planes: it consisted of the calculation of deviations of dense point clouds generated for all sensor stations, obtained in various scenarios from the base planes determined at earlier stages of data processing. The purpose of this analysis was to check the possible quality of the approximation of a reference plane based on the MVS point cloud (not the control points). Tests included the analysis of deviations from the TS base plane calculated for the dense point clouds generated for Scenarios I and III and as well as the deviations from the TLS base plane observed for the dense point clouds generated for Scenarios II and IV.3.6.Dense point cloud analysis involving point cloud sampling---the aim of the analysis was to find the optimal subsampling resolution for plane detection; for this purpose, dense point clouds generated for all sensor stations were subsampled with four resolutions (5 mm, 10 mm, 30 mm, and 50 mm). Then, for each of them the deviations from the MVS reference plane was examined.3.7.The analysis of skews between base planes and reference planes fitted into dense point clouds generated for each sensor station and the assessment of $\omega,\varphi,\kappa$ angles of the sensor plane.

The results of analyses described above made it possible to assess which methods of data registration allowed to obtain the highest accuracy and efficiency.

3.2. Overview of Source Data and Selected Test Sites {#sec3dot2-sensors-20-02915}
----------------------------------------------------

In order to examine each of the proposed methods for EM sensor registration, three test sites were established: a fragment of a plastered brick wall and two memorial tables: one made of marble and one made of sandstone. All test sites were located in the Main Hall at Warsaw University of Technology, Warsaw, Poland. [Figure 6](#sensors-20-02915-f006){ref-type="fig"} presents these test sites along with the sensor positions and locations of control/check points and scalebars.

Test site I covered a fragment of a plastered brick wall, where 12 EM sensor positions (blue dots) were established ([Figure 6](#sensors-20-02915-f006){ref-type="fig"}a). For each position, approximately 25 images were taken with an SLR Canon camera. From the set of reference points marked on this site, 5 control points and 3 check points were defined. Test site II ([Figure 6](#sensors-20-02915-f006){ref-type="fig"}b) covered a marble memorial table, while test site III was a memorial table made of sandstone. In both cases 3 control points, 2 check points, and 3 sensor positions were established. For each of these two test fields approximately 20 images were acquired. As the sites both covered a very small area, it was impossible to establish more than 3 control points and 2 check points.

The coordinates of control and check points were obtained with the use of two measurement techniques: a total station survey (geodetic surveying) and terrestrial laser scanning. The geodetic measurements were performed using Leica TCRP 1202 total station, which provides the angular accuracy of 2", the accuracy of reflector distance measurement of 2 mm + 2 ppm and the accuracy of reflectorless distance measurement of 3 mm + 2 ppm. TLS measurements were done with a Z + F Imager 5006 h terrestrial laser scanner. In the case of total station measurements, the point coordinates were calculated by means of geodetic adjustment while in the case of TLS data a semi-automatic calculation method implemented in Z + F LaserControl software was applied. [Table 1](#sensors-20-02915-t001){ref-type="table"} presents the accuracy of coordinates of the reference points expressed through RMSE values.

The accuracy of point coordinates is presented in a different way depending on the applied measurement technique because of different methods used to calculate them.

Surveying involves a direct measurement of a distance from the instrument to the desired point as well as and two angles: horizontal and vertical. The final XYZ coordinates are computed in the process of geodetic adjustment. On the contrary, TLS technique does not allow direct measurements to selected points, but the surrounding areas are scanned. For this reason, it was necessary to use the algorithm implemented in Z + F LaserControl software, which identifies the center of the target automatically based on the initial part of the point cloud target area. Therefore, the accuracy of coordinates is represented by linear RMSE without splitting it into XYZ components.

The RMSE values presented in the [Table 1](#sensors-20-02915-t001){ref-type="table"} indicate similar accuracy of results obtained by TLS measurements on all test sites. However, this trend cannot be observed for total station measurements---it is clearly seen that RMSE values observed for the test site I differ significantly from the others. It is a consequence of applied measurement methodology as well as resulting accuracy of the adjustment of observations. Unlike the test sites II and III, where only one measurement station was established, in case of the test site I there were 3 instrument stations. Increased number of stations resulted in higher accuracy of the adjustment process as it was possible to include angular measurements, which are characterized by higher accuracy than distance measurements. In the case of test sites II and III, only one instrument position was used so it was necessary to include the distance measurement in the adjustment process which affected the final accuracy of reference points. These values were used as weights in the final SfM bundle adjustment process.

4. Results and Discussions {#sec4-sensors-20-02915}
==========================

4.1. Selection of Data for Base Plane Computation {#sec4dot1-sensors-20-02915}
-------------------------------------------------

In order to calculate the exterior orientation (EO) parameters of the EM sensor, a set of reference points was used. For this reason, the accuracy of their coordinates was one of the key factors affecting the accuracy of EO parameters. Moreover, further stages of data processing required the determination of the sensor orientation relative to the base plane, which was determined based on the reference points. For these reasons, it was necessary to consider which measurement method should be applied and which configuration of points should be used in the process of determination of the base plane ([Table 2](#sensors-20-02915-t002){ref-type="table"}). For the accuracy analysis, two types of points forming a common plane were used: control points---in order to calculate the plane parameters---and check points used for an independent accuracy analysis. It should be stressed that control and check points only for the Test Site II are different than those used in the image bundle adjustment process, due to the possibility of marking points on the historical marble. Additionally, in the case of the TLS data, for each point the distance (deviation) between the point and the base plane was calculated. The [Table 2](#sensors-20-02915-t002){ref-type="table"} presents the number of used control and check points as well as the results of quality assessment of base plane determination.

Based on the residuals presented in [Table 2](#sensors-20-02915-t002){ref-type="table"}, it may be stated that for test sites, on which measured objects were made from different materials, only the use of marked points provides high orientation accuracy. The crucial aspect to consider is whether a particular measuring technique is appropriate to measure objects made of a certain material. TLS measurements are known for achieving low accuracy while used to scan transparent surfaces. For this reason, it is not recommended to use TLS point cloud for plane fitting in the case of test site II, where semi translucent marble was a dominant material.

4.2. Relative Orientation of the Images Covering the Walls {#sec4dot2-sensors-20-02915}
----------------------------------------------------------

For the calculation of relative camera orientation, three approaches were applied. (1) The "SfM" method involved the use of signalised points as manually determined tie points during the bundle adjustment, but there were no coordinates in any external coordinate system assigned to them---the resulting model had no scale. (2) In the \"TS" method point coordinates were determined by geodetic measurement with a total station. (3) In the \"TLS" method point coordinates were derived from TLS measurements ([Figure 7](#sensors-20-02915-f007){ref-type="fig"}). The accuracy of relative orientation was examined by the analysis of the reprojection error values, which is the basic indicator allowing to verify the correctness of a photogrammetric model.

Eight signalised points were used in the Test Site I and five signalised points were used for each Test Sites II and III. For each method, the coordinate system was defined in a different way, so the [Figure 7](#sensors-20-02915-f007){ref-type="fig"} presents the linear values of reprojection error as they are independent of the coordinate system definition, therefore making the acquired results comparable.

Analysing the results presented in [Figure 7](#sensors-20-02915-f007){ref-type="fig"}, it can be concluded that in all cases the relative orientation has been calculated correctly as the mean RMSE of the reprojection error only in one case exceeds 1 pixel. However, it can be easily seen that RMSE values of the reprojection error obtained for Test Site I differ significantly depending on the applied method. In this case the crucial factor, which resulted in such effect, was the material and texture of the tested object. The Test Site I consisted of a plain wall with solid, uniform texture, which caused the decrease in number and quality of automatically detected key points used as tie points in the process of image matching. In case of the first test field, the highest relative orientation accuracy was obtained by the TLS method, while the remaining methods provided the same and slightly worse accuracy. It can be observed that including TLS control points during photo alignment improved the relative orientation quality and decreased the reprojection error.

The results obtained for the second test site indicate similar accuracy of the SfM and TLS methods and moreover, in this case they provided higher accuracy than the TS method. As far as the mean value of the RMSE of the reprojection error is concerned, it can be seen that its value is approximately 0.3 pixels while the maximum is about 1.2 pixels both for the SfM and TLS methods. These results suggest that unlike in the Test Site I, TLS reference points did not influence the quality of relative orientation.

It is noteworthy that the values of minimum, maximum and mean reprojection error are all the same for all methods in the case of the sandstone block. Summarizing the results obtained for all datasets, it can be observed that among all methods the highest accuracy was acquired by the TLS method, while geodetic measurements proved to slightly decrease the accuracy of relative orientation. When the additional control and check points are used, it is necessary to consider whether the quality of these points (meaning location accuracy and the accuracy of measurement performed independently with another measuring technique) do not have a negative impact on the final accuracy of the bundle adjustment. Accordingly, the analysis of results acquired in the relative orientation process should be analysed along with the results of exterior orientation. The errors obtained on control points should be taken into consideration in order to verify the correctness of the assumed mathematical model. Last, but not least, the analysis of errors calculated for check points would serve as an independent verification of obtained results.

4.3. Relative Orientation of the Images Covering Fragments of Walls and the Sensor {#sec4dot3-sensors-20-02915}
----------------------------------------------------------------------------------

The second dataset consisted of images covering both reference walls and the sensor at each station. The [Table 3](#sensors-20-02915-t003){ref-type="table"}, [Table 4](#sensors-20-02915-t004){ref-type="table"} and [Table 5](#sensors-20-02915-t005){ref-type="table"} contain the main characteristics of relative orientation accuracy obtained on three test sites. In this case, five different orientation methods were applied. Being aware of the principles of SfM algorithms, their method of operation and the way the object's features influence the final result, it was supposed that RMSE values obtained for this dataset would be slightly lower than in the case of reference walls. This assumption was supported by the fact that the texture of pictures covering both the walls and the sensor is less uniform, and therefore, it allows to achieve better results at the stage of image matching. This assumption proved to be true on the Test Site I and in most cases on the Test Site II.

In order to verify if the images are correctly oriented, the errors were calculated separately for points located on walls ("Wall") and points on the sensor frame ("Sensor"). Detailed description of applied orientation methods was presented in [Section 3.1](#sec3dot1-sensors-20-02915){ref-type="sec"}.

In [Table 3](#sensors-20-02915-t003){ref-type="table"}, due to the 12 EM positions, authors decided to show only 3 positions with minimum, maximum, and mean linear values of the reprojection error. The values acquired for remaining stations are similar. The reprojection error values ([Table 3](#sensors-20-02915-t003){ref-type="table"}) obtained for all methods and all sensor positions on the Test Site I indicate that in all cases the relative orientation was calculated correctly since the mean RMSE of reprojection error does not exceed 1 pixel. It is readily seen the results acquired by different orientation methods are very similar. It also should be noticed that in all cases the errors observed on points located on the wall are higher than these obtained for the points on the sensor frame, however these differences are small and may be neglected.

Reprojection error values obtained for Test Site II ([Table 4](#sensors-20-02915-t004){ref-type="table"}) imply that high accuracy of relative orientation was achieved. It can be noticed that similar to the results obtained on the previous test site the reprojection error takes similar values for all orientation methods. However, the results obtained for Scenario I clearly stand out from the rest---in this case the reprojection error values are higher for all sensor positions. Mean reprojection errors observed on points located on the wall and points located on the sensor frame are either equal or very similar.

Once again acquired results, presented in [Table 5](#sensors-20-02915-t005){ref-type="table"}, proved the correctness of relative orientation determination as the mean reprojection error varies between 0.4--1.3 pix, which are acceptable values indicating high relative orientation accuracy. It can be observed that in this test site the highest orientation accuracy was obtained by applying the Scenario I. Moreover, this method provided the smallest differences between points located on the wall and points on the sensor frame. It is also worth noting that for the Scenario II the difference between reprojection errors calculated for point located on the wall and the point located on the sensor frame is highest.

On the grounds of the above-described tests performed on three test fields it has been observed that at the stage of calculation of relative orientation of images the choice of orientation method is not crucial for obtaining the highest accuracy since the differences observed for different methods are rather subtle. Furthermore, at this stage also the impact of material type on the orientation accuracy was not observed.

4.4. Exterior Orientation of the Images Covering the Walls {#sec4dot4-sensors-20-02915}
----------------------------------------------------------

In the next step of data processing, exterior orientation parameters for all cameras were calculated. All images were divided into the same datasets as at the previous stage of relative orientation. To obtain exterior orientation parameters, two methods were applied: TS method (Scenario I) and TLS method (Scenario II). These two approaches were described in detail in the [Section 3.1](#sec3dot1-sensors-20-02915){ref-type="sec"}.

Again, the first group of images, which was processed, was the dataset containing images of the walls (the sensor was not included). Exterior orientation of the images was determined with accuracy, the characteristics of which are presented in [Figure 8](#sensors-20-02915-f008){ref-type="fig"}.

The [Figure 8](#sensors-20-02915-f008){ref-type="fig"} contains values of RMSE calculated using coordinates of signalized reference points, which were determined with the use of geodetic measurements and TLS data as explained in the [Section 3.1](#sec3dot1-sensors-20-02915){ref-type="sec"}. For additional control, the scale bar examination was introduced. For this purpose, three sets of scale bars were established on walls in each test field. The lengths of scale bars were calculated based on coordinates determined on models and compared with reference values derived from point coordinates measured on site with a total station. The scale bar parameter is as a mean of absolute values of differences between distances computed in the way described above.

In case of the Test Site I, both orientation methods provided submillimetre accuracy of the resulting model. However, analyzing RMSE values on reference points, it can be concluded that the Scenario I provided higher accuracy of exterior orientation determination. Nevertheless, mentioned difference in accuracy is rather subtle. Similarly, to the results obtained on the Test Site I, on the Test Site II the Scenario I also allowed higher accuracy of exterior orientation parameters determination. In contrast, in this case the difference in favour of the Scenario I is much more noticeable as both the RMSE of check points and the scale bar are about 3 times lower that in the TLS scenario. The accuracy of reference points was lower since terrestrial laser scanning has been proven to achieve low accuracy on semi-translucent materials (e.g., marble)---this resulted in lower accuracy of exterior orientation of the images. On the other hand, the tests performed on the Test Site III yielded different results that the previous two. In this case RMSE values obtained on check points indicate higher accuracy of the TLS scenario. However, the difference of scale bars is relatively small, suggesting similar internal consistency of both models.

4.5. Exterior Orientation of the Images Covering Fragments of Walls {#sec4dot5-sensors-20-02915}
-------------------------------------------------------------------

The next stage of data processing involved the determination of exterior orientation parameters of images covering the sensor together with fragments of scanned walls. According to the [Figure 5](#sensors-20-02915-f005){ref-type="fig"} illustrating this phase, for this purpose four scenarios were applied. [Figure 9](#sensors-20-02915-f009){ref-type="fig"}, [Figure 10](#sensors-20-02915-f010){ref-type="fig"} and [Figure 11](#sensors-20-02915-f011){ref-type="fig"} contain the accuracy characteristics of exterior orientation of the images.

It can be noticed that RMSE values obtained on check points on all stations vary between 1 mm up to 3.9 mm and the RMSE on scale bars ranges between 0.3 mm to 4 mm. It should be noted that in all cases the accuracy achieved in the Scenario I is always higher than in Scenario III and analogically the situation is repeating with Scenario II and Scenario IV. Therefore, it can be concluded that on this test site the use of direct georeferencing with geodetic measurements and TLS reference data provides better results than 2-stage combined referencing involving SfM point-based approach. Moreover, in this case it cannot be stated clearly which one of these two combined scenarios offers better accuracy since for each of the three sensor stations the verdict should be different. In addition, Scenario I demonstrated slightly higher accuracy of exterior orientation. However, it should be noticed that the differences between these methods are relatively small, mainly in the difference of RMSE observed on scale bars.

The results obtained on the Test Site II lead to different conclusions than observations on the Test Site IV. First, it is clearly visible that both approaches engaging the use of TLS (Scenarios II and IV) provided lower accuracy than Scenarios I and III. The probable cause of this effect is due to the decreased accuracy of TLS measurements on semi-translucent materials, e.g., marble. Unlike the results obtained on the Test Site I, here the combination of TLS and SfM (Scenario IV) provided either higher (Station I) or similar (Station II and III) accuracy compared to the "direct" approach (Scenario II). This means that the use of this two-staged scenario may improve accuracy of orientation, which is decreased by other errors. Additionally, the use of combined approach "TS + SfM" (Scenario III) resulted in lower RMSE values of check points, suggesting higher positioning accuracy on Station II and III, while providing similar internal consistency of models being reflected by the scale bar value.

Compared to the results obtained on previous two test sites, the highest accuracy of exterior orientation was achieved on the Test Site III, which is represented by RMSE and scale bars values (mostly below 1 mm). Unlike the results obtained on previous test fields, in this case, it is difficult to identify patterns that would allow to select the best approach.

4.6. The Verification of Exterior Orientation Accuracy Performed on Scalebars {#sec4dot6-sensors-20-02915}
-----------------------------------------------------------------------------

The verification of the accuracy of exterior orientation of image sets involved additional control of deviations observed on scale bars located on each wall at each test site as well as on the sensor frame. Reference lengths of the scalebars were measured with a metal ruler with the accuracy of 0.5 mm. In this section, the results obtained for each scenario are presented separately for these two sets of scale bars along with their interpretation.

Since the number of EM sensor stations at Test Site I was significantly higher than in case of Test Sites II and III, another way of presenting the results were chosen. The number of observations was enough for histogram generation, so in the case of the Test Site I four histograms illustrating the deviations obtained for each scenario were prepared ([Figure 12](#sensors-20-02915-f012){ref-type="fig"}).

While analysing the histograms of deviations calculated on scalebars with regard to applied orientation method, it can be readily seen that the results acquired in Scenarios I and II as well as Scenario III and IV are pair-wise similar---characterized by similar range of values and deviation distribution. Starting with Scenarios I and II it can be observed that the deviation values range from about −1 mm up to 2 mm. Although the range of values is almost the same in both cases, Scenario I (the "TS" method) should be considered as more accurate since in this case the most observations are within 0--1 mm range, while in case of Scenario II ("TLS" method) the results are more dispersed. Moving on to Scenarios III and IV, the range of deviation values acquired by these two methods is also similar (−1.5 mm up to 10 mm). The accuracy of data registration in case of these two scenarios is approximately equal. It can be concluded that the first two scenarios provided better results---the range of deviation values was much narrower indicating higher accuracy and repeatability of results. In means that in the case of Test Site I the use of SfM (Scenarios III and IV) during data registration achieved worse results. The Test Site I was a plain white wall lacking any characteristic features, which affected the quality of image matching decreasing final accuracy of exterior orientation. Consequently, it can be inferred that for images containing mostly poorly textured areas data registration methods involving the use of SfM for exterior orientation (like Scenario III and IV) are not recommended.

Due to the insufficient amount of data, the deviations occurring on Test Sites II and III were not presented in the form of histograms. Instead, mean deviation values were analysed. [Figure 13](#sensors-20-02915-f013){ref-type="fig"} and [Figure 14](#sensors-20-02915-f014){ref-type="fig"} contain bar charts presenting the results.

On the Test Site I mean deviation values range from approximately 0.5 mm up to approximately 2.5 mm. It can be seen that the results obtained by the "TS" method (Scenario I) provided the most similar results on all three stations. Moreover, on two stations this method provided the smallest mean deviations, which do not exceed 1 mm. Only in the case of Station 3, a slightly better effect was achieved by the "TS + SfM" method (Scenario III). Though, it should be noticed that scenarios involving the use of TLS (Scenario II and IV) performed mostly worse than methods relying on geodetic measurements (Scenario I and III). It should be associated with the characteristics of marble, which was the dominant material on the site, and their impact on TLS measurements. Since the TLS technique achieves lower measurement accuracy on translucent materials, in this case the decreased accuracy caused lower accuracy of computation of exterior orientation and thus, higher values of mean deviations observed for Scenarios II and IV.

On the other hand, analysing the results obtained on the Test Site III, it is clearly seen that the observed range of deviations is much narrower than in the case of Test Site II---mean deviations vary approximately between 0.06 mm up to 0.4 mm. On all sensor stations the best results were acquired by the TS method---this time, mean deviations did not exceed 0.15 mm. What is more, comparing the results obtained with and without the use of SfM (so the pairs: Scenario I/III and Scenario II/IV) it can be stated that the use of SfM does not improve the accuracy of exterior orientation. Additionally, in 2 of 3 cases the use of geodetic measurements instead of TLS provided smaller mean deviation values.

To summarized, it might be noticed that the worse results are obtained for Scenarios III and IV. Nevertheless, RMSE values are acceptable and are within the measurement accuracy.

Additional tests involved the calculation of deviations occurring on scalebars determined on the metal frame of the EM sensor. There were 6 signalised reference points installed on the sensor frame and between them three scale bars were defined ([Figure 6](#sensors-20-02915-f006){ref-type="fig"}d).

Similar to previous analyses involving scalebars, in this case the deviations were calculated as differences between the reference values and distances computed basing on coordinates derived from the model, according to applied scenario (I--IV). Again, the results obtained on the Test Site I are presented in the form of histograms ([Figure 15](#sensors-20-02915-f015){ref-type="fig"}).

The results obtained on scalebars located on the sensor's frame again indicate that the accuracy possible to achieve by scenarios I/II and scenarios II/IV is pairwise similar ([Figure 15](#sensors-20-02915-f015){ref-type="fig"}). In the case of TS and TLS methods, the deviation values range from approximately −0.5 mm up to approximately 1.5 mm. The distribution of deviations in both cases is similar. Furthermore, in case of scenarios III and IV the range of deviation values are between approximately −0.5 mm up to approximately 4 mm, being slightly narrower for the Scenario III. This leads to the conclusion that methods of orientation, which do not involve the use of SfM, performed better. It is also worth noting that compared to the results obtained for scalebars located on the wall, the accuracy achieved by Scenario I and II methods is a little higher, but in the case of Scenario III and Scenario IV methods the difference is significant (max deviation on the wall: approximately 10 mm vs max deviation on the sensor frame: approximately 4 mm). Therefore, it can be concluded that SfM-based orientation methods provide better results in case of objects of more complex structure (3D objects)---it is consistent with SfM principles mentioned in previous sections.

It is readily seen that the results obtained on the Test Site II vary significantly between stations, especially in the case of scenarios III and IV, where mean deviations observed on Station I are several times higher than on the rest of stations ([Figure 16](#sensors-20-02915-f016){ref-type="fig"}). Moreover, on this test site the best results were acquired by the TLS method, which provided both the highest accuracy (mean deviation below 0.5 mm) and repeatability between stations. It should be noted that low accuracy achieved on scale bars located on the wall did not entail the decrease of accuracy on scalebars located on the sensor. However, the differences between scenarios are noticeable only on the first two stations---on the last one the results are comparable and not exceeding 0.5 mm.

Analysing the results obtained on the Test Site III it can be seen that mean deviations vary in a narrow range between 0.5 mm and 0.9 mm. The differences between scenarios are rather subtle in this case, however, on all stations the Scenario I performed the worst. Nevertheless, basing on [Figure 17](#sensors-20-02915-f017){ref-type="fig"} it is not possible to determine unequivocally, which method provided the highest accuracy.

Considering deviations calculated on Test Sites II ([Figure 16](#sensors-20-02915-f016){ref-type="fig"}) and III ([Figure 17](#sensors-20-02915-f017){ref-type="fig"}) for scalebars located both on the walls and on the sensor frame, it can be seen that their distributions are contradictory methods, which provided the highest accuracy in the first case and give the worst results in the other.

4.7. The Quality Assessment of the Reference Plane Fitting into the Wall + Deformation Analysis {#sec4dot7-sensors-20-02915}
-----------------------------------------------------------------------------------------------

According to the diagram ([Figure 5](#sensors-20-02915-f005){ref-type="fig"}), the next stage of data processing was dense point cloud generation based on terrestrial images. The purpose of this step was to verify the quality of each dense point cloud with regard to corresponding base plane. Dense clouds were generated for image sets covering whole reference walls (as it can be seen in the [Figure 6](#sensors-20-02915-f006){ref-type="fig"}) as well as for the sets of images covering both the sensor and fragments of reference walls, taken at each EM sensor station. Again, the tests considered the results obtained on three test sites, on which four scenarios of data registration were applied. The [Figure 18](#sensors-20-02915-f018){ref-type="fig"}, [Figure 19](#sensors-20-02915-f019){ref-type="fig"} and [Figure 20](#sensors-20-02915-f020){ref-type="fig"} illustrate statistics of deviations of cloud points from each base plane (the process base plane definition for each scenario was described in [Section 4.1](#sec4dot1-sensors-20-02915){ref-type="sec"}). Each graph presents results obtained for one scenario.

The Test Site I was a plane wall lacking any decorations and thus, characterised by uniform, poor texture. This poor texture visibly affected the accuracy of data registration and the quality of the final dense point cloud. Starting with the analysis of results obtained for scenarios I ([Figure 18](#sensors-20-02915-f018){ref-type="fig"}I) and II ([Figure 18](#sensors-20-02915-f018){ref-type="fig"}II) it is readily seen that the distribution of deviations in both cases is very similar. Nevertheless, in case in Scenario I all values are slightly shifted down indicating the presence of a systematic error which is probably caused by the difficulty in defining proper weights of the observations during the bundle adjustment. The systematic error is approximately 7--8 mm---such values significantly exceed the accuracy of base plane approximation (see the [Table 2](#sensors-20-02915-t002){ref-type="table"}). In case of Scenario II ([Figure 18](#sensors-20-02915-f018){ref-type="fig"}II) the systematic error can be observed, too, but its value, which ranges between 2 and 3 mm, remains within the measurement accuracy and the accuracy of base plane approximation. Moving on to Scenarios II ([Figure 18](#sensors-20-02915-f018){ref-type="fig"}II) and IV ([Figure 18](#sensors-20-02915-f018){ref-type="fig"}IV), it can be noticed that the proper orientation of data with SfM method on all EM sensor stations was not possible. The range of calculated deviations is fairly wide starting from 3 mm and ending with 17 mm. Observed differences are the consequence of several problems occurring while using SfM and MVS algorithms, like errors during image matching and depth reconstruction which are particularly frequent in case of poorly textured areas. In addition, similar to the Scenario I ([Figure 18](#sensors-20-02915-f018){ref-type="fig"}I), in case of Scenario III ([Figure 18](#sensors-20-02915-f018){ref-type="fig"}III) the presence of a systematic error is visible, too---again its probable cause is decreased quality of bundle adjustment.

[Figure 19](#sensors-20-02915-f019){ref-type="fig"} and [Figure 20](#sensors-20-02915-f020){ref-type="fig"} present the results obtained for test sites II and III.

Test Sites II and III were memorial tablets made from marble and sandstone, respectively. Consequently, compared to the Test Site I, both of them were characterized by a more complex texture. Analysing the results obtained for Test Sites II ([Figure 19](#sensors-20-02915-f019){ref-type="fig"}) and III ([Figure 20](#sensors-20-02915-f020){ref-type="fig"}), it can be noticed that deviations of points from the base planes are fairly small and do not exceed 5 mm. This means that compared to the results obtained on the Test Site I, both values of the deviations and their dispersion are smaller, indicating higher accuracy and of data registration and higher repeatability of acquired results. Moreover, in case of both test sites the differences occurring between Scenarios I and II as well as III and IV are small and may be considered as negligible. Such improvement compared to the results obtained on the Test Site I is a consequence of principles of applied SfM and MVS algorithms. Smaller deviation values are the result of fairly complex diverse texture, making it possible to detect more key points of high quality, which resulted in higher accuracy of image matching and higher quality of final dense point cloud.

In conclusion, the choice of a scenario to be applied for data registration, the characteristics of tested object must be taken into consideration. In the case of large areas of plain, uniform texture lacking characteristic features it is recommended to apply methods such as Scenario I and Scenario II, while methods involving SfM are not suitable. On the other hand, all four scenarios are proved to provide similar results in case of objects and areas characterised by diverse texture.

In conclusion, the choice of a scenario to be applied for data registration, the characteristics of tested object must be taken into consideration. In case of large areas of plain, uniform texture lacking characteristic features it is recommended to apply methods such as Scenario I and Scenario II, while methods involving SfM are not suitable. On the other hand, all four scenarios are proved to provide similar results in case of objects and areas characterised by diverse texture.

4.8. The Quality Assessment of the Planes Fitting into the Multi-View Stereo (MVS) Point Clouds/Surveying {#sec4dot8-sensors-20-02915}
---------------------------------------------------------------------------------------------------------

In the previous [Section 4.7](#sec4dot7-sensors-20-02915){ref-type="sec"} reference planes (base planes) were determined by fitting them into two sets of source data: control points measured with a total station and control points measured with a TLS. However, the authors decided to check if it is possible to avoid the use of additional measuring devices (like a total station or TLS) at this stage. In order to verify this hypothesis, a set of reference planes were fitted into MVS point clouds which were then subsampled with different resolution. Authors decided to use the subsampling method implemented in the Open3D library \[[@B86-sensors-20-02915]\]. For this purpose, four subsampling radius values were chosen: 5 mm, 1 cm, 3 cm, and 5 cm. Point clouds subsampled with different resolution were compared to four reference planes---each one fitted into an MVS point cloud generated for each scenario. [Figure 21](#sensors-20-02915-f021){ref-type="fig"}, [Figure 22](#sensors-20-02915-f022){ref-type="fig"} and [Figure 23](#sensors-20-02915-f023){ref-type="fig"} show the deviations calculated for point clouds acquired in all four scenarios. Again, the deviations are presented in the form of box plots showing basic statistics.

Analysing sets of box plots ([Figure 21](#sensors-20-02915-f021){ref-type="fig"}) prepared for each scenario (I--IV), at first glance some trend can be observed. There are similarities which can be observed in case of a pair: Scenario I and Scenario III as well as for the pair Scenario III and Scenario IV. Consequently, the results obtained with these pairs of methods will be analysed separately. Starting with the Scenarios I and III it can be observed that mean deviation values do oscillate around zero, but the range of obtained values is quite wide in both cases, visibly wider that in the case of Scenarios II and IV. Moreover, especially in the case of Scenario III it can be seen that the accuracy improves with decreasing resolution of the MVS reference point cloud, and it can be concluded that lower resolution allows the elimination of some errors present in the original data. Mean values of deviations calculated for Scenarios II and IV are close to zero. Additionally, the box plot sizes and both minimum and maximum values are similar. Like in Scenarios I and III, in the second scenario a slight improvement of accuracy achieved for the point with 5 cm resolution was observed. On the other hand, such a phenomenon was not the case in Scenario IV. Furthermore, it should be stressed that in all cases the maximum deviations do not exceed +/−1.5 cm.

For the Test Site II ([Figure 22](#sensors-20-02915-f022){ref-type="fig"}) results shows that the deviations between the dense point cloud and plane fitted into the downsampled point cloud do not exceed +/−2 mm (yellow boxplot). The best results were obtained for Scenario I. Similar to the previous results, it might be seen that SfM method (Scenarios III and IV) allows to obtain worse results and the size of the boxplot is higher. In the case of the Test Site III ([Figure 23](#sensors-20-02915-f023){ref-type="fig"}), similar to the Test Site II, better results were obtained in the case of the Scenario I and also for Scenario II. The worst results were obtained by the Scenarios III and IV, but they are still acceptable.

4.9. The Analysis of Skews and the Orientation Angled of the Sensor Frame {#sec4dot9-sensors-20-02915}
-------------------------------------------------------------------------

The final stage of the evaluation of methods for exterior orientation determination involved the examination of two additional factors---the influence of the reference plane determination with regard to the base plane and the quality of assessment of the sensor orientation in relation to the base plane. The process of base plane definition corresponding to walls and the calculation of reference planes for each sensor station were described in detail in [Section 4.1](#sec4dot1-sensors-20-02915){ref-type="sec"} and [Section 4.7](#sec4dot7-sensors-20-02915){ref-type="sec"}. The aim of the analyses presented below is to examine the spatial relations between the base planes determined for each test site and scenario and the reference planes calculated using dense point clouds generated for each sensor station. For each test site and orientation scenario (I--IV) the skews between mentioned pairs of planes were computed. [Table 6](#sensors-20-02915-t006){ref-type="table"} contains mean linear values of skews (Equation (16)) divided into X, Y, and Z components for reference planes fitted into marked points in relation to the base planes.

In order to analyse the linear deviation, the skew values were changed into the linear values in the following form:$$\begin{array}{l}
{X = 16~\left\lbrack {cm} \right\rbrack \ast \sin\left( \mathsf{\omega} \right)} \\
{Y = 16~\left\lbrack {cm} \right\rbrack \ast \sin\left( \mathsf{\varphi} \right)} \\
{Z = 11~\left\lbrack {cm} \right\rbrack \ast \sin\left( \mathsf{\kappa} \right)~,} \\
\end{array}$$ where 11 cm is the half of the width of the frame, 16 cm is a half of the height and depth of the frame, $\mathsf{\omega},\mathsf{\varphi},\mathsf{\kappa}$ is the skew angels of the plane.

[Table 7](#sensors-20-02915-t007){ref-type="table"} presents the mean values of skews calculated for reference planes fitted into dense point clouds resampled with 3 cm resolution in relation to the base planes.

Analysing the results obtained for the Test Site I, no significant differences were observed either with regard to the way the reference plane was defined, or the applied orientation scenario ([Table 6](#sensors-20-02915-t006){ref-type="table"} and [Table 7](#sensors-20-02915-t007){ref-type="table"}). All skew values are similar and not exceeding the measurement accuracy. On the contrary, the results acquired on test sites II and III are much more varied depending on the scenario. It is a consequence of higher values of measurement errors appeared both in case of geodetic surveys and the TLS measurements. Nevertheless, the skew values are within the measurement accuracy.

The last stage of data processing is the computation of the orientation angles of the sensor: $\mathsf{\omega},\mathsf{\varphi},\mathsf{\kappa}$. To calculate these angles, the rigid-body orientation approach described in the [Section 2.5](#sec2dot5-sensors-20-02915){ref-type="sec"} was applied. Next, the distances between the vertexes of the sensor frame and the wall were measure with the use of a metal ruler, that served as a reference. Based on these distances, the angles $\mathsf{\omega},\mathsf{\varphi},\mathsf{\kappa}$ were calculated once more, providing the second set of data for comparison. The analysis of differences occurring between these two sets of angles was performed for all three test sites and all four orientation scenarios. The results are presented in [Table 8](#sensors-20-02915-t008){ref-type="table"} and [Table 9](#sensors-20-02915-t009){ref-type="table"}. The angular values were then converted into linear values (see Equation (16)). In the first case ([Table 8](#sensors-20-02915-t008){ref-type="table"}) the base plane determined using marked control points served as a reference plane. In the second case ([Table 9](#sensors-20-02915-t009){ref-type="table"}), the reference plane fitted into a reference dense point cloud resampled with 3 cm resolution, generated for each sensor station, was used as a reference.

The results presented in [Table 8](#sensors-20-02915-t008){ref-type="table"} and [Table 9](#sensors-20-02915-t009){ref-type="table"} contain final accuracy of the sensor orientation angles achieved with the use of four orientation methods. First, it can be seen that there are no significant differences in acquired results, depending on the choice of the reference plane, as their values range between 0--1.2 mm. The accuracy achieved for Test Sites II and III is correct and considering the absolute deviation values ranging from 0 mm up to 3.9 mm, they are within the measurement accuracy of classic measurements. However, the deviations observed on the Test Site I are slightly higher than the others (above 4 mm) despite the use of more accurate measurement methodology. The probable cause of this phenomenon can be a small systematic error.

5. Conclusions {#sec5-sensors-20-02915}
==============

The preparation of comprehensive architectural documentation of a monumental object is one of the key factors in the field of preservation of cultural heritage. The value of such documentation increases with the number of data sources and measuring techniques used for its creation. The electromagnetic sensor, which is a component of the proposed multisensor platform for structural health monitoring, makes it possible to examine the state of conservation of a cultural heritage object together as well as to investigate its inner structure and destructive processes (moisture, cracks) causing its progressing degradation. The integration of measurements performed with this sensor and with data acquired by other measurement techniques (e.g., terrestrial laser scanning, close-range photogrammetry) would extend the scope of possible structural analyses with regard to the "spatial element"---the spatial distribution of occurring phenomena and the object features. However, for this purpose, the multi-source data needs to be georeferenced in the same referenced system. Until now, there had been no methodology proposed for the determination of the EM sensor system's geolocalisation. Furthermore, the orientation of the sensor in relation to the investigated object directly affects the sensor response. Consequently, known orientation parameters are necessary for the calculation of corrections which need to be applied to the observations in order to make them correct and comparable in case of differential multitemporal analyses. In this article the Authors proposed a methodology for geolocalising the EM sensor in an assumed external reference system and to determine the orientation parameters with the accuracy characterized by RMSE not exceeding 5 mm. In order to find the parameters of relative and exterior orientation, three measuring techniques were applied: classical surveying, terrestrial laser scanning and close-range photogrammetry---Structure-from-Motion and MultiView-Stereo.

The whole experimentation consisted on three main steps: (1) data acquisition and pre-processing (including the extraction of the reference plane and the determination of coordinates of reference points); (2) sensor orientation and bundle adjustment, and (3) the estimation of exterior and relative orientation parameters together with accuracy analyses and the quality assessment.

The study of orientation methods possible to be applied for the sensor involved four different approaches (scenarios). In order to check which of the proposed scenarios would provide the highest accuracy of resulting relative and exterior orientation parameters, a series of analyses were performed. These analyses covered the following issues: (1) the accuracy analysis concerning the determination of the base plane (which was used later during relative orientation computation and at further stages of data processing) based on two sources of data: total station measurements and TLS data, (2) the accuracy analysis of the relative orientation of the images covering the walls and the sensor at each station, based on the analysis of reprojection error values, (3) the accuracy analysis of exterior orientation parameters using RMSE values obtained on control and check points, additional control using scale bars located on the walls and on the sensor's frame, (4) the analyses concerning the accuracy of reference plane approximation based on MVS dense point clouds and the accuracy of the orientation of the sensor in relation to mentioned reference plane. Consequently, the accuracy of relative and exterior orientation of the EM sensor should be considered separately.

The reprojection error is an indicator of the quality of relative orientation of images and therefore, it allows to verify the correctness of a photogrammetric model. A set of properly aligned photos should be characterized by the reprojection error, which value does not exceed considerably 1 pixel, regardless of the quality of the object texture. However, significant differences are to be observed in the maximum reprojection error values.

The inclusion of control points during the bundle adjustment should not negatively affect the final accuracy of the process. In fact, using them as manually identified tie points should rather increase the accuracy of relative orientation. Differences observed in minimum, maximum, and mean reprojection error values are dependent of the effectiveness of feature detection algorithms and they are particularly visible in case of poorly textures areas containing a small number of features. Additional, manually determined tie points should considerably improve the accuracy of relative orientation of images characterized by uniform texture and minimise the reprojection error. Nevertheless, in case of photographs of complex, diverse texture the addition of extra tie points would not result in a significant improvement in bundle adjustment accuracy. However, it is noteworthy that the specification of proper observation weights is crucial as wrong weights may result in the increase of the reprojection error value or even make it impossible to calculate the relative orientation parameters.

Based on the quality assessment of the relative orientation performed on image sets covering only the reference walls, it can be concluded that on all three test sites proper weights were assigned to the observations and the relative orientation was calculated properly ([Figure 7](#sensors-20-02915-f007){ref-type="fig"}). In case of the Test Site I, which was a plain wall of poor, uniform texture, the addition of control points measured by TLS (Scenario II) as manual tie points improved the accuracy of bundle adjustment decreasing the mean reprojection error twice. However, in case of test sites II and III, which were characterized with more complex texture rich of features, the addition of TLS control points did not influence the final relative orientation accuracy. Moreover, the use of TS (Scenario I) control points did not influence the accuracy of bundle adjustment in the case of test sites I and III and what is more, in the case of Test Site II, mean reprojection error increased.

Moving on to the relative orientation of images covering both the EM sensor the reference walls, it is clear that the relative orientation of the image sets obtained on all test sites was calculated properly in all scenarios as the mean reprojection error only in a few cases slightly exceeded 1 pixel, mostly remaining below 1 pixel. On the grounds of performed analyses it can be concluded that at the stage of relative orientation computation the choice of orientation scenario is not a factor, which affects the accuracy of bundle adjustment significantly.

In order to calculate the exterior orientation of images as well as to assess the accuracy of performed computation, two types of reference points of known coordinates were used. Control points were included in the adjustment process. Check points were used to check the accuracy of resulting photogrammetric model. RMSE values obtained on check points are the independent verification of the model accuracy since their coordinates in an external coordinate system are computed based on exterior orientation parameters and their location on images expressed in pixels. Then, their coordinates derived from the photogrammetric model are compared with reference coordinates measured with another technique (in this case: classical surveying and TLS). To avoid the influence of errors coming from the transformation between the local coordinate system of the scanner and the external coordinate system of each test site, the Authors decided to examine the linear values of RMSE obtained on control and check points since they are independent on the applied reference system. Additionally, the accuracy of exterior orientation was verified using scalebars established both on the reference walls and on the sensor's frame. Their lengths were measured with the accuracy of 0.5 mm with a metal ruler.

The analysis performed on reference points suggests that compared to TLS, classical surveying allowed to achieve higher accuracy of exterior orientation on all three test sites, especially in case of Test Site II, where the difference between the results acquired with these two methods is particularly visible ([Figure 8](#sensors-20-02915-f008){ref-type="fig"}). However, it must be stressed that RMSE values obtained for TS do not exceed 0.5 mm and in case of TLS measurements the max RMSE is 1.2 mm---both results indicate high accuracy of exterior orientation of the images and are acceptable. Moving on to the analysis concerning the accuracy of exterior orientation of the images covering both the EM sensor and the reference walls, it can be concluded that we managed to achieve high orientation accuracy on all test sites as the RMSE values are mostly below 3 mm on each sensor station. Furthermore, the differences between RMSE values obtained for Scenario I and II are less than 2 mm. Analysing the deviations observed on scalebars on the Test Site I ([Figure 12](#sensors-20-02915-f012){ref-type="fig"} and [Figure 15](#sensors-20-02915-f015){ref-type="fig"}), it was noticed that the results obtained for scenarios I/II and II/IV are pairwise similar, indicating that scenarios I and II provide higher accuracy than the methods involving the use of SfM. The probable reason is the plain texture of this test site. The differences between all four scenarios are very subtle on remaining test sites ([Figure 13](#sensors-20-02915-f013){ref-type="fig"}, [Figure 14](#sensors-20-02915-f014){ref-type="fig"}, [Figure 16](#sensors-20-02915-f016){ref-type="fig"} and [Figure 17](#sensors-20-02915-f017){ref-type="fig"}) and can be considered as negligible. Moreover, comparing the deviations obtained on scalebars located on the wall and these calculated for the sensor's frame, it can be concluded that SfM-based orientation methods provide better results in case of characterized by more complex structure (3D objects).

The positions of the sensor and the examined monumental object relative to each other need to be known before the sensor data are processed. To determine the relative position of the sensor, the reference plane needs to be established. For this purpose, two different approaches were applied in order to determine the parameters of abovementioned reference plane (the "base plane"). The first approach relied on the determination of the base plane parameters using the control points, which coordinates were measured by two techniques: classical surveying and TLS ([Table 1](#sensors-20-02915-t001){ref-type="table"}). The second approach used dense point clouds resulting from further processing of the images with the use of SfM/MVS algorithms (see the [Section 4.8](#sec4dot8-sensors-20-02915){ref-type="sec"} and [Section 4.9](#sec4dot9-sensors-20-02915){ref-type="sec"}). The Authors decided to analyse the results obtained by these two approaches separately, because the first one relies on point coordinates measured directly while in the second case the plane was fitted into a dense cloud which is a result of several subsequent stages of processing of an image set. The analyses performed lead to the conclusion that the use of signalised control points provided higher accuracy of determination of the base plane parameters, regardless on the used scenario (I--IV). The measurement accuracy is also influenced by the way the centre of the marked point is determined. On the Test Site I the points were measured from three stations and their coordinates were calculated in the process of geodetic adjustment. On the contrary, on test sites II and III only one instrument station was established, and the points were measured with the polar method. In case of the TLS measurements, the centre of the marker was determined by means of statistical template matching. The use of automatic detection algorithm based on statistical analysis made it possible to eliminate the observer errors, which are a common cause of blunders occurring in classical surveying. In addition, it is worth noting that the amount of time needed to determine the point coordinates with the use of automatic marker detection performed on TLS data is approximately three times shorter than measurements performed with a total station. It is a very important advantage in cases where a cultural heritage objects is concerned. In cases concerning monumental objects, the possible time of measurement is limited due to the tourist traffic and conservation works.

The next series of analyses concerned the quality assessment of reference plane determination based on different data sources, regarding the base planes. The first type of reference planes was determined, using the marked points---the same point sets as those used in the base plane determination, but with coordinates calculated in the bundle adjustment. The second type of reference planes was created for each scenario by fitting planes into dense point clouds resampled with the resolution of 3 cm. For each type, the linear deviations from base planes were calculated (this step was described in detail in the [Section 4.9](#sec4dot9-sensors-20-02915){ref-type="sec"}). Comparing the results obtained by TLS and classical surveying, it can be observed that higher accuracy was achieved in case of TLS measurements---only on the Test Site I the results obtained with these two methods were comparable ([Table 6](#sensors-20-02915-t006){ref-type="table"}). However, it should be noticed that on this test site the accuracy was improved thanks to the increased number of measurement stations.

Before using TLS point clouds as source data for reference plane determination, the material from which the examined object is made must be taken into consideration. It has been proved that the accuracy of TLS measurements is low in case of objects made from highly reflective and translucent materials, such as marble, which is particularly common in historical objects. For this reason, in case of such objects TLS is not recommended as source data.

In the case of the Test Site II, where marble was a dominant material, the shape deformations (the deviations from the base planes) reached 1.7 cm. Comparing the results obtained for MVS dense point clouds and for signalised points, it can be seen on Test Sites II and III the approach using signalised points higher accuracy, for the Scenarios II and IV and in the case of the Test Site I similar for all Scenarios ([Table 7](#sensors-20-02915-t007){ref-type="table"}). Despite the observed differences, the deviations obtained are within the measurement accuracy. The analysis of skews ([Table 8](#sensors-20-02915-t008){ref-type="table"}) requires the results obtained on Test Site I to be discussed separately from test sites II and III since the structure of the object on this site as well as its texture varies significantly from the others. As mentioned before, unlike test sites II and III, which are characterised by complex and diverse texture, Test Site I is a plain white wall lacking any decorations or other characteristic features. Analysing the deviation values, it can be observed that the deviations obtained on Test Site I are higher than these calculated on test sites II and III. However, the maximum difference between the results achieved on these test sites hardly exceeds 3 mm, remaining below 2 mm in most cases. This means that these differences are within the measurement accuracy and can be considered as negligible. The analysis of results obtained for each sensor station ([Table 9](#sensors-20-02915-t009){ref-type="table"}) leads to similar conclusions.

On the grounds of the research, it can be concluded that it is impossible to propose one versatile workflow for determination of exterior orientation parameters of the electromagnetic sensor and its orientation in relation to an examined object. All proposed scenarios for relative orientation of the sensor allow to calculate necessary corrections, which need to be applied to the signal sent and received by the sensor due to the distance and tilt between the sensor and the object. The investigation of exterior orientation methods revealed several aspects, which need to be taken into account. Firstly, in cases when the possible time of measurement is strictly limited, terrestrial laser scanning is a fast technique providing sufficient accuracy of coordinates of points forming geodetic network. However, it is impossible to establish the measurement station in the same position again in the next measurement session in order to perform multitemporal analysis. For this purpose, the use of a total station is required.

The choice of method, which should be applied in order to determine the reference plane (the "base plane"), is strictly dependent on the characteristics of the examined object. In the case of objects of simple structure and plain texture it is recommended to either use the TLS technique or, if possible, marked control points. In the case of such objects it is not recommended to apply methods involving the SfM algorithms since a small number of features results in decreased accuracy of the final adjustment. For this reason, SfM-based approaches like Scenarios III and IV are not suitable for the determination of the sensor's position in the case of such objects. Furthermore, objects of non-highly reflective and non-transparent surface characterised by diverse texture (like in the case of Test Site III) allows the application of TLS measurements, marked control points, and MVS dense point clouds to determine the parameters of a base plane. However, TLS-based methods are not recommended for marble surfaces, which are very common in cultural heritage objects. In case of marble and other translucent or semi-translucent structures, it is possible to determine the sensor positions by applying methods based on signalised control points (Scenario I and II) and if the marked points cannot be placed, then the SfM-based methods (Scenario III and IV) can be used.
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![Overview of indoor technologies in dependence on accuracy and coverage \[[@B17-sensors-20-02915]\].](sensors-20-02915-g001){#sensors-20-02915-f001}

![Three rotations about the coordinate axes; (**a**) primary rotation ω about X~0~---axis, (**b**) secondary rotation ϕ about Y'---axis, and (**c**) tertiary rotation κ about Z~1~---axis \[[@B41-sensors-20-02915]\].](sensors-20-02915-g002){#sensors-20-02915-f002}

![The coordinate system related to the vector $r$.](sensors-20-02915-g003){#sensors-20-02915-f003}

![Setup of the proposed sensor system: (**a**) back view---electromagnetic (EM) sensor mounted on a special tripod with Vector Network Analyzer (VNA) Rohde and Schwarz ZVL13, (**b**) side view---EM sensor mounted in a wireframe box with VNA and four low-cost cameras (not used in this investigation), (**c**) the example of a total-station (TLS) position used for control/check points determination, and (**d**) the visualisation of the full-frame camera Canon EOS 5D Mark II positions.](sensors-20-02915-g004){#sensors-20-02915-f004}

![Diagram of the performed experiments: data acquisition, processing, and analysis.](sensors-20-02915-g005){#sensors-20-02915-f005}

![Dense point clouds generated for each test site: (**a**) Test site I---the plastered brick wall, (**b**) Test site II---marble plaque, (**c**) Test site III---sandstone plaque, (**d**) sensor with marked scalebars and check points, (**e**) the dimensions of the horn antenna; marked reference points are visible (black and white crosses); control points (green dots), check points (red dots), EM sensor positions (blue dots), and scale bars (yellow lines).](sensors-20-02915-g006){#sensors-20-02915-f006}

![The sketch of the reprojection errors with mean (marked as circles), maximum and minimum values on marked points for three test sites for Structure form Motion method: SfM---without coordinates of the reference points, TS---total station method, and TLS---TLS method.](sensors-20-02915-g007){#sensors-20-02915-f007}

![The graph presenting the RMSE values calculated for marked control/check points on three test sites.](sensors-20-02915-g008){#sensors-20-02915-f008}

###### 

Test Site I: Histograms of deviations observed on control and check points (expressed in mm): (**a**) Control points classical surveying, (**b**) Control points TLS, (**c**) Check points classical surveying, (**d**) Checkpoints TLS, (**e**) Check points SfM with classical surveying, (**f**) Control points SfM with TLS for Test Site I.
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![The sketch of the RMSE values on marked control/check points for Test Site II (Marble).](sensors-20-02915-g010){#sensors-20-02915-f010}

![The sketch of the RMSE values on marked control/check points for Test Site II (Sandstone).](sensors-20-02915-g011){#sensors-20-02915-f011}

###### 

Test Site I: Histograms of deviations observed on scalebars located on the wall (expressed in mm): (**a**) Classical surveying, (**b**) TLS, (**c**) SfM with classical surveying, (**d**) SfM with TLS.
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![Bar charts illustrating mean deviations observed on scalebars locates on the wall (expressed in mm)---Test Site II.](sensors-20-02915-g013){#sensors-20-02915-f013}

![Bar charts illustrating mean deviations observed on scalebars located on the wall (expressed in mm)---Test Site III.](sensors-20-02915-g014){#sensors-20-02915-f014}

![Test Site I: Histograms of deviations observed on scalebars located on the sensor frame (expressed in mm): (**a**) Classical surveying, (**b**) TLS, (**c**) SfM with classical surveying, (**d**) SfM with TLS.](sensors-20-02915-g015){#sensors-20-02915-f015}

![Bar chart illustrating mean deviations observed on scalebars located on the sensor frame (expressed in mm)---Test Site II.](sensors-20-02915-g016){#sensors-20-02915-f016}

![Bar chart illustrating mean deviations observed on scalebars located on the sensor frame (expressed in mm)---Test Site III.](sensors-20-02915-g017){#sensors-20-02915-f017}

![Test Site I: Box plots illustrating the deviations (in meters) of point clouds from the base planes acquired for four scenarios: (**I**)---Classical surveying, (**II**)---TLS, (**III**)---SfM with classical surveying, (**IV**)---SfM with TLS.](sensors-20-02915-g018){#sensors-20-02915-f018}

![Test Site II: Box plots illustrating the deviations (in meters) of point clouds from the reference planes acquired for four scenarios: (**I**)---Classical surveying, (**II**)---TLS, (**III**)---SfM with classical surveying, (**IV**)---SfM with TLS.](sensors-20-02915-g019){#sensors-20-02915-f019}

![Test Site III: Box plots illustrating the deviations (in meters) of point clouds from the reference planes acquired for four scenarios: (**I**)---Classical surveying, (**II**)---TLS, (**III**)---SfM with classical surveying, (**IV**)---SfM with TLS.](sensors-20-02915-g020){#sensors-20-02915-f020}

![Test Site I: Box plots illustrating the deviations (in meters) of point clouds subsampled with different sampling radius from the reference planes fitted into Multi-View Stereo (MVS) point clouds: (**a**) 5 mm, (**b**) 1 cm, (**c**) 3 cm, (**d**) 5 cm for four scenarios (I---Classical surveying, II---TLS, III---SfM with classical surveying, IV---SfM with TLS).](sensors-20-02915-g021){#sensors-20-02915-f021}

![Test Site II: Box plots illustrating the deviations (in meters) of point clouds subsampled with different sampling radius from the reference planes fitted into MVS point clouds (**a**) 5 mm, (**b**) 1 cm, (**c**) 3 cm, (**d**) 5 cm for four scenarios (I---Classical surveying, II---TLS, III---SfM with classical surveying, IV---SfM with TLS).](sensors-20-02915-g022){#sensors-20-02915-f022}

![Test Site III: Box plots illustrating the deviations (in meters) of point clouds subsampled with different sampling radius from the reference planes fitted into MVS point clouds (**a**) 5 mm, (**b**) 1 cm, (**c**) 3 cm, (**d**) 5 cm for four scenarios (I---Classical surveying, II---TLS, III---SfM with classical surveying, IV---SfM with TLS).](sensors-20-02915-g023){#sensors-20-02915-f023}

sensors-20-02915-t001_Table 1

###### 

RMSE values of the reference points coordinates---the table includes the results obtained with both measuring methods considering all stations of the instrument.

  Test Site   Surveying   Terrestrial Laser Scanning         
  ----------- ----------- ---------------------------- ----- -----
  I           0.2         0.3                          0.1   2.3
  II          2.0         2.0                          2.0   2.2
  III         2.0         2.0                          2.0   1.8

sensors-20-02915-t002_Table 2

###### 

Quality assessment of the reference plane determination.

  Test Site   No. of Points   Surveying   Terrestrial Laser Scanning                     
  ----------- --------------- ----------- ---------------------------- ----- ----- ----- ------
  I           3               4           0.6                          4.1   0.4   1.6   3.8
  II          3               0           0.1                          X     0.2   X     17.5
  III         3               2           0.1                          1.3   0.9   0.9   3.6

sensors-20-02915-t003_Table 3

###### 

Relative orientation of the chosen EM sensor stations \[in pixels\]---Test site I.

  Scenario   Station 1   Station 2   Station 3                                       
  ---------- ----------- ----------- ----------- ----- ----- ----- ----- ----- ----- -----
  SFM        Wall        0.1         2.7         0.6   0.0   2.7   0.8   0.1   1.5   0.8
  Sensor     0.0         1.9         0.5         0.0   1.6   0.5   0.1   1.2   0.5   
  I          Wall        0.1         2.7         0.6   0.0   2.7   0.8   0.1   1.5   0.8
  Sensor     0.0         1.9         0.5         0.0   1.6   0.5   0.1   1.2   0.6   
  II         Wall        0.1         2.7         0.6   0.0   2.7   0.8   0.1   1.5   0.8
  Sensor     0.0         1.9         0.5         0.0   1.6   0.5   0.1   1.2   0.5   
  III        Wall        0.1         2.7         0.6   0.0   2.7   0.8   0.1   1.5   0.8
  Sensor     0.0         1.9         0.5         0.0   1.6   0.5   0.1   1.2   0.5   
  IV         Wall        0.1         2.7         0.6   0.0   2.7   0.8   0.1   1.5   0.8
  Sensor     0.0         1.9         0.5         0.0   1.6   0.5   0.1   1.2   0.5   

sensors-20-02915-t004_Table 4

###### 

Relative orientation of the EM sensor \[in pixels\]---Test site II.

  Scenario   Station 1   Station 2   Station 3                                       
  ---------- ----------- ----------- ----------- ----- ----- ----- ----- ----- ----- -----
  SFM        Wall        0.1         0.6         0.4   0.0   1.2   0.5   0.0   1.5   0.6
  Sensor     0.0         0.8         0.4         0.0   0.8   0.5   0.0   1.4   0.5   
  I          Wall        0.1         1.3         0.9   0.1   1.9   0.7   0.0   2.0   0.7
  Sensor     0.0         1.2         0.6         0.0   1.1   0.7   0.1   1.8   0.8   
  II         Wall        0.1         0.6         0.4   0.0   1.2   0.5   0.0   1.5   0.6
  Sensor     0.0         0.8         0.4         0.0   0.8   0.5   0.0   1.4   0.5   
  III        Wall        0.1         0.6         0.4   0.0   1.2   0.5   0.0   1.5   0.6
  Sensor     0.0         0.8         0.4         0.0   0.8   0.5   0.0   1.4   0.5   
  IV         Wall        0.1         0.6         0.4   0.0   1.2   0.5   0.0   1.5   0.6
  Sensor     0.0         0.8         0.4         0.0   0.8   0.5   0.0   1.4   0.5   

sensors-20-02915-t005_Table 5

###### 

Relative orientation of the EM sensor \[in pixels\]---Test site III.

  Scenario   Station 1   Station 2   Station 3                                       
  ---------- ----------- ----------- ----------- ----- ----- ----- ----- ----- ----- -----
  SFM        Wall        0.1         2.1         0.8   0.0   2.1   0.9   0.0   1.2   0.5
  Sensor     0.1         1.7         0.9         0.2   2.3   1.3   0.1   3.3   1.2   
  I          Wall        0.1         1.2         0.6   0.1   1.1   0.5   0.0   0.8   0.4
  Sensor     0.1         1.3         0.7         0.1   1.6   1.0   0.1   1.1   0.7   
  II         Wall        0.1         1.1         0.6   0.0   1.2   0.5   0.0   0.8   0.4
  Sensor     0.1         2.3         1.0         0.1   2.5   1.3   0.1   3.4   1.3   
  III        Wall        0.1         2.1         0.8   0.0   2.1   0.9   0.0   1.2   0.5
  Sensor     0.1         1.7         0.9         0.2   2.3   1.3   0.1   3.3   1.2   
  IV         Wall        0.1         2.1         0,8   0.0   2.1   0.9   0.0   1.2   0.5
  Sensor     0.1         1.7         0.9         0.2   2.3   1.3   0.1   3.3   1.2   

sensors-20-02915-t006_Table 6

###### 

Mean values of linear skews between the planes created using signalized points and base planes.

  Scenario   Test Site 1   Test Site 2   Test Site 3                                      
  ---------- ------------- ------------- ------------- ------ ------ ------ ------ ------ ------
  I          0.28          0.54          0.26          3.46   1.77   0.22   3.50   1.78   0.03
  II         0.15          0.93          0.18          0.19   0.08   0.18   0.70   2.68   0.10
  III        0.53          1.04          0.27          3.63   1.86   0.21   3.00   1.53   0.10
  IV         0.22          1.36          0.40          0.68   0.28   0.54   0.63   2.40   0.09

sensors-20-02915-t007_Table 7

###### 

Mean values of linear skews between the planes formed from point clouds (resampling 3 cm) and base planes.

  Scenario   Test Site 1   Test Site 2   Test Site 3                                      
  ---------- ------------- ------------- ------------- ------ ------ ------ ------ ------ ------
  I          0.59          1.16          0.72          3.56   1.82   0.05   3.52   1.80   1.47
  II         0.20          1.25          0.59          1.35   0.53   1.02   1.35   5.11   1.02
  III        0.46          0.91          0.42          0.56   0.28   0.43   1.84   0.93   1.01
  IV         0.17          1.10          0.87          0.62   0.24   0.56   1.72   6.55   0.71

sensors-20-02915-t008_Table 8

###### 

Mean skew deviation of the EM sensor (relative to the base plane).

  Scenario   Test Site 1   Test Site 2   Test Site 3                                  
  ---------- ------------- ------------- ------------- ----- ----- ------ ----- ----- ------
  I          4.4           0.3           0.7           2.4   1.3   0.0    2.6   1.2   −2.0
  II         4.3           1.5           0.7           1.1   1.8   −0.2   3.7   3.4   −2.1
  III        4.4           0.7           0.9           1.1   1.8   0.3    2.6   1.2   −2.1
  IV         4.3           1.4           0.9           1.1   1.8   −0.1   3.7   3.4   −2.2

sensors-20-02915-t009_Table 9

###### 

Mean skew deviations of the EM sensor (relative to the reference plane fitted into resampled dense point cloud).

  Scenario   Test Site 1   Test Site 2   Test Site 3                                 
  ---------- ------------- ------------- ------------- ----- ----- ----- ----- ----- ------
  I          4.1           1.1           1.8           3.2   0.8   0.0   3.5   0.6   −1.3
  II         4.2           2.2           1.9           0.9   1.8   0.5   3.9   2.5   −1.8
  III        4.2           1.0           1.8           2.6   1.2   0.2   3.5   0.6   −1.6
  IV         4.3           2.0           1.8           1.3   1.6   0.2   3.5   4.2   −1.9
