In this paper, we consider the a posteriori error estimates of the mixed finite element method for the optimal control problems governed by fourth order hyperbolic equations. The state is discretized by the order k Raviart-Thomas mixed elements and control is discretized by piecewise polynomials of degree k. We adopt the mixed elliptic reconstruction to derive the a posteriori error estimates for both the state and the control approximations.
Introduction
The finite element approximation for optimal control problems has an enormously important function in the numerical approach for these problems. Scientists have studied extensively this area; see, for example, [4, 12, 13, 21, 25] . They discussed the a priori error estimates using finite element approximations, such as [1, 16, 23] , in which elliptic or parabolic problems are considered by optimal control theory. They studied adaptivity for many optimal control problems; for example, see [4, 11, 17, [20] [21] [22] .
In some optimal control problems, for the objective function containing a gradient of the state variable, we use mixed finite element methods to discretize the state equation, so that the scalar variable and its flux variable can be approximated in the same accuracy; for example, see [3] . Many scientists have addressed the mixed finite element methods for elliptic problems [6] [7] [8] 14] , for the first bi-harmonic equation [5] , for parabolic problems [26] and for hyperbolic problems [9, 15] .
The purpose of this work is to discuss the a posteriori error estimates of the semidiscrete mixed finite element approximation for fourth order hyperbolic optimal control problems. Considering the fourth order hyperbolic equations by the idea of a mixed elliptic reconstruction [24] , we obtain the error estimates for the state and the control approximations.
The following is the model we considered:
1)
y tt (x, t) + 2 y(x, t) = f (x, t) + u(x, t), x ∈ Ω, t ∈ J, (1.2) y(x, t) = ∂y ∂n = 0, x ∈ ∂Ω, t ∈ J, (1.3) y(x, 0) = y 0 (x), x ∈ Ω, (1.4) y t (x, 0) = y 1 (x), x ∈ Ω, (1.5) where Ω ⊂ R 2 is an open set of polygon with ∂Ω. K is in U = L 2 (J; L 2 (Ω)), a closed convex
) and y 0 , y 1 ∈ H 4 (Ω). K is defined as follows:
(1.6) Letỹ = -y,p = -∇y and p = -∇ỹ, then (1.1)-(1.5) can be written as
(1.14)
In [19] . C is a general positive constant independent of h. The rest of this paper is as follows: In Sect. 2, we introduce the optimal control problems and its mixed finite element scheme. Section 2 ends with the definition of the mixed elliptic reconstructions, which is useful in deriving the a posteriori estimates for the fourth order hyperbolic optimal control problems in Sect. 3. Finally, we make some concluding remarks in Sect. 4.
Optimal control problems for mixed methods
A semidiscrete approximation of a mixed finite element for the optimal control problems (1.7)-(1.14) will be constructed. We set the state spaces
, where V, and V 0 are defined as follows:
The space V is a Hilbert space, its norm is defined as follows:
Now we introduce operators: div, ∇, curl and Curl.
Next, (1.7)-(1.14) can be rewritten into weak form as follows:
From [18] , we know that the above optimal control problem has a unique solution (p, y, p,ỹ, u), and that (p, y, p,ỹ, u) is the solution of (2.3)-(2.9) if and only if there is a costate (q, z, q,z) ∈ (L 0 × Q × L × Q) such that (p, y, p,ỹ,q, z, q,z, u) satisfies the following optimality conditions:
14)
K is a control constraint, so we can get a relationship between u and z. This relationship is important for our result. Let T h be regular triangulations of Ω, h τ is the diameter of τ and h = max h τ . Furthermore, let E h be the set of element sides of the triangulation T h with [3] associated with the triangulations T h of Ω. P k denotes the space of polynomials of total degree no greater than 
For Lemma 2.1, the relationship between u h and z h is given as follows:
is the integral average on Ω × J of the function z h . Now, we give the local definition of div h , curl h :
, which satisfies
Next, introduce the Fortin projection (see [3] and [10] ) Π h : V → V h , which satisfies: for
The commuting diagram property reads
where I denotes the identity operator. Next, the intermediate variableũ ∈ K is introduced as follows:
Next, we present mixed elliptic constructions (p,ȳ,p,ỹ,q,z,q,z) ∈ (V × W ) 4 :
For simplicity of presentation, we resolve the errors in following forms:
From mixed elliptic reconstructions [24] , we derive the error estimates as below.
Lemma 2.2 ([8, 14]) For Raviart-Thomas elements, there exists a positive constant C which depends the domain Ω, the shape regularity of the elements and polynomial degree k such that
87)
92)
93)
95) 
Error estimation of optimal control
In this part, a posteriori error estimation of optimal control problems shall be given. 
Proof Differentiating (3.1)-(3.2) with respect to t, we get (e 1t , v) -(e 2t , div v) = 0, ∀v ∈ V, (3.6)
(div e 1t , w) = (e 4t + η 4t , w), ∀w ∈ W . (3.7)
We choose v = e 3 in (3.6), w = -e 4 in (3.7), v = -e 1t in (3.3) and w = e 2t in (3.4), separately, then add up the four equations and obtain (e 2t , e 2tt ) + (e 4t , e 4 ) = -(η 4t , e 4 ) -(η 2tt , e 2t ). (3.8)
We integrate (3.8) from 0 to t, use Gronwall's inequality and the Cauchy inequality, then we obtain 
Letting v = e 1 in (3.1), w = e 2 in (3.2), v = e 3 in (3.3) and w = e 4 in (3.4), respectively. We get
Differentiating (3.3)-(3.4) and (3.6)-(3.7) with respect to t, we get
(div e 1tt , w) = (e 4tt + η 4tt , w), ∀w ∈ W . (3.18)
We choose v = -e 1tt in (3.15), w = e 2tt in (3.16), v = e 3t in (3.17), w = -e 4t in (3.18), separately. We derive the following after addition for four equations:
(e 2ttt , e 2tt ) + (e 4tt , e 4t ) = -(η 4tt , e 4t ) -(η 2ttt , e 2tt ). (3.19) Similar to (3.9), we derive
Taking t = 0 and w = e 2tt (0) in (3.4) leads to
Note that
At last, setting w = div e 1 and w = div e 3 in (3.2) and (3.4), we get
Thus, using (3.9)-(3.14) and (3.20)-(3.24), we complete the proof. (div e 5t , w) = (e 4t + e 8t + η 4t + η 8t , w), ∀w ∈ W . (3.33)
Let v = -e 7 in (3.32), w = e 8 in (3.33), v = e 5t in (3.27) and w = -e 6t in (3.28), separately. After adding up the new equations, we have -(e 6tt , e 6t ) -(e 8t , e 8 ) = (e 4t + η 4t + η 8t , e 8 ) -(η 6tt + η 2 + e 2 , e 6t ).
(3.34)
Integrating (3.34) from t to T, from (3.30), Gronwall's inequality and the Cauchy inequality, it is easy to see that
Letting v = e 7 in (3.27), we get (e 7 , e 7 ) = (e 8 , div e 7 ). (3.36)
Next, for (3.25), we differentiate two times with respect to t, and set v = e 7 . for (3.26), we also differentiate two times with respect to t, and set w = e 8 . For (3.27), we set v = e 5tt . For (3.28), we set w = div e 7 . Combining the new four equalities, we derive
(3.37)
At last, similar to (3.13)-(3.14), (3.23)-(3.24) and (3.36), we have 
where
. Now, by Lemmas 3.1-3.3, the important result of this paper is given as follows. 
Conclusion and future work
In the article, using semidiscrete Raviart-Thomas mixed finite element methods, we studied fourth order hyperbolic equations of quadratic problems for optimal control, and then got the posteriori error estimates. In subsequent work, an a posteriori estimation will be considered by a fully discrete approximation of the mixed finite element. Of course, the error estimates of the same problems certainly also can be discussed with nonlinear fourth order hyperbolic equations.
