




































































ただし、u（i）t（ i＝ 1 , 2 ）は第 iレジームの式における時点 tの誤差項であり、平均０で標準偏
差がσ（i）の正規分布に従っている、つまり u（i）t（ i＝ 1 , 2 ）～ N（０, σ（i）2 ）であると仮定する。
ｔ－ＴＡＲモデルの場合は誤差項の確率分布として t分布を仮定する。つまり誤差項の確率分布
として t分布を仮定している点だけが、正規分布を仮定するＴＡＲモデルと異なる。また u（i）t
（ i＝ 1 , 2 ）は相互に独立であると仮定する。この式から判る通り、y t は y t 以外の変数である
x tの過去の値 x t -dが閾値（ r）を超えるのをキッカケにして、その自己回帰モデルを変更する。
閾値自己回帰モデルで x tと y t が同じ場合、ＳＥ－ＴＡＲモデルあるいは簡単にＴＡＲモデル
と呼ばれる。式で記述すれば以下の通りである。
…（２）
（２）で示された自己回帰部分は閾値を境にして、y t -dが r以下になれば、次数 p 1の自己回
帰モデルになる。一方、y t -dが rよりも大きければ、次数 p 2の自己回帰モデルになる。つまり










ｔ－ＡＲモデルを行列表記する際に用いるＹとＸであるが、Ｙ＝｛ y p + 1 , y p + 2 , y p + 3 , …,





元ベクトルω≡（ω1 ,ω2 ,… ,ωn - 1 ,ωn）’と記述する。













































本論文における計算ではω, γ, σ2, νλをサンプリングする。以後の小節でこれらのパラメ
ータのサンプリング方法について詳しく説明しよう。
３．１．１　ωのサンプリング
分散共分散行列Ωは n× nの対角行列であり、その対角要素のωは n個の要素から構成
され、｛ω1, ω2, …,ωn｝と記述した。前述したとおりω i（i＝1, 2, … , n）の事前分布として
という逆ガンマ分布を仮定すると、ω iのフルコンディショナルな事後分布は以
下のような分布となる。
Ｐ（ω i |・）＝　　　　　　　　　　　　　　 （ i＝1 ,  2 ,  … , n ,  j＝1＋p,  2＋p,  …,  n＋p）
この逆ガンマ分布からω iをサンプリングする。

































2＝（ Y－ Y）’Ω-1（ Y－ Y）、Y＝ Xγ
ˇ ˇ ˇ
3 この式は中妻（2003）の（6.58）式でα0を 1，νをνλ，λiを 1/ωiと変更したものである。
X,
－ －83














切断正規分布 N+（ν*λ , σ*2）の確率密度関数である。
p（νλ|Y, γ, σ2 , ω）に比例する f（νλ）は以上のように K *と h（νλ）で近似される。つまり、
p（νλ|Y, γ, σ2 , ω）∝ f（νλ） K *× h（νλ）
である。したがって p（νλ|Y, γ, σ2 , ω）そして f（νλ）からの乱数は K *と h（νλ）、そして
棄却サンプリング連鎖を用いて生成できる。









とは可能であるとする。もし既知の Kに対して f（ν）≦ K× h（ν）が全てのνで満たされる
ならば、棄却採択法を用いることによって f（ν）という確率密度関数からの乱数を生成可能で




方法を考察してみよう。前述した通り、採択棄却法では全てのνについて f（ν）≦ K× h（ν）
の成り立つことが必要である。もし f（ν）≦ K× h（ν）を成り立たせるような Kが未知で、
全てのνについて f（ν）≦ K× h（ν）が成り立っていないにも係らず、以下の１）～３）に
従って乱数を生成した場合、生成された乱数は min｛ f（ν）,  K× h（ν）｝に従うと考えられ
る。4









g（ν）∝ min｛ f（ν）, K× h（ν）｝












ただしα（νr-1 ，ν）＝ m i n である。
さらにα（νr-1 ，ν）は f（ν）と K× h（ν）の大小関係によって以下の様に書き直す
ことが可能である。5
α（νr-1 ，ν）＝ m i n ただし f（ν）≦ K× h（ν）の場合






















f（νλ）は K *と h（νλ）によって上述した様に近似できるものの、
























この先、行列を用いて表示することが多いので、Y（j）と X（j）（ j＝ 1 , 2 ）といった行列変数に
ついて説明しておこう。
Y（1）と Y（2）は閾値 rに基づいてデータ Yを分けて作成する。さらに X（1）と X（2）は Y（1）と
Y（2）を用いて作成する。Y（1）は y t-d が r以下の値となる y tだけを集めて作ったベクトルである。
一方、Y（2）は y t-d が rよりも大きな値となる y tだけを集めて作ったベクトルである。（ ）付き
添字は所属するレジームを表す。
次に X（1）であるが、X（1）は行列であり、その行数は Y（1）と同じだが列数は p 1＋１である。
そして X（1）の各行は対応する Y（1）の要素の１時点前の値、２時点前の値、…、p 1時点前の値
によって構成される。たとえば y tがレジーム１に属し、上から s番目の要素の場合、これに対














































分散共分散行列Ω（1）, Ω（2）はそれぞれ n 1 × n 1 と n 2 × n 2 の対角行列であり、その対角要
素をω1, ω2と名づけた。ω1, ω2はそれぞれ n 1 とn 2 個の要素から構成され、ω1≡（ω11 , ω
1
2 ,













jの（ i＝1, 2,…, n1，















p（σ（1）2 |Y,  X,  γ（1）, γ（2）, σ（2）2 , Ω（1）, Ω（2）, d , r）～
p（σ（2）2 |Y,  X,  γ（1）, γ（2）, σ（2）2 , Ω（1）, Ω（2）, d , r）～
ただし s1
2＝（ Y（1）－ Y（1））’Ω-1（1）（ Y（1）－ Y（1））、Y（1）＝ X（1）γ（1）、s 2 2＝（ Y（2）－ Y（2））’
Ω-1（2）（ Y（2）－ Y（2））、Y（2）＝X（2）γ（2）である。この逆ガンマ分布からσ（1）2と σ（2）2をサンプ
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r t＝ r t - 1 ＋ ε t












（1）＝ 0.7,  γ1
（1）＝ －0.6,  γ0
（2）＝ －0.6,  γ1
（2）＝ 0.5,  σ（1）




２＝ 50, r＝ 0.6, d＝ 1とおいてデータを生成した。このデータに対して P1＝ 1，






















































































































yt＝γ0（1）＋γ1（1）y t-1 ＋ u t u t～ t（0, σ（1）2 , νλ1）…レジーム１
yt＝γ0（2）＋γ1（2）y t-1 ＋ u t u t～ t（0,  σ（2）2 ,  νλ2）…レジーム２
rの採択率： 0.5748， レジーム１の自由度の採択率： 0.4249， レジーム２の自由度の採択率： 0.9629，
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３．２の１）～３）に従って生成された乱数が g（ν）＝ min｛ f（ν）, K × h（ν）｝に
従うことの確認。
g（ν）を min｛ f（ν）,  K× h（ν）｝に比例する関数として、以下のように定める。









f（ν）と K× h（ν）の大小関係によって g（ν）の内容は変化する。３）は以下のように書
き直せる。
３ａ） f（ν）＜ K× h（ν）の場合… u＜　　　　　ならばνを採用する。
３ｂ） f（ν）＜ K× h（ν）の場合… u＞ ならばνを棄却して１）に戻る。
３ｃ） f（ν）＞ K× h（ν）の場合… u＞　　　　　＝１ならばνを棄却して１）に戻る。
３ｄ） f（ν）＞ K× h（ν）の場合… u＜　　　　　＝１ならばνを採用する。






















３ａ’） f（ν）＜ K× h（ν）の場合… u＜　　　　　ならばνを採用する。
３ｂ’） f（ν）＜ K× h（ν）の場合… u＞ ならばνを棄却して１）に戻る。
３ｃ’） f（ν）≧ K× h（ν）の場合… u＞ （≧１）ならばνを棄却して１）
に戻る。
３ｄ’） f（ν）≧ K× h（ν）の場合… u＜　　　　　（≧１）ならばνを採用する。
f（ν）＜ K× h（ν）の場合、 と uの大小関係によって採択される場合もあれば、
















g（ν）＝min｛ f（ν）,  K× h（ν）｝であるから、α（νr-1，ν）＝ min
の内容は f（ν）と K× h（ν）の大小関係及び f（νr-1）と K× h（νr-1）の大小関係によ
って変化する。そこで大小関係を調べてみると、以下の４種類に分けられる。
（１）f（ν）＜ K h（ν）かつ f（νr-1）＜ K h（νr-1）ならば
g（ν）＝ f（ν）, g（νr-1）＝ f（νr-1）
（２）f（ν）＜ K h（ν）かつ f（νr-1）＞ K h（νr-1）ならば
g（ν）＝ f（ν）, g（νr-1）＝ K h（νr-1）
（３）f（ν）＞ K h（ν）かつ f（νr-1）＜ K h（νr-1）ならば
g（ν）＝ K h（ν）, g（νr-1）＝ f（νr-1）
（４）f（ν）＞ K h（ν）かつ f（νr-1）＞ K h（νr-1）ならば
g（ν）＝ K h（ν）, g（νr-1）＝ K h（νr-1）
次に以上の４通りについてα（νr-1，ν）を具体的に計算してみよう。
（１）α（νr-1，ν）＝ min ＝ min
＝ min（ 1 ,  1 ）＝１
（２）α（νr-1，ν）＝ min ＝ min 
＝ min
（３）α（νr-1，ν）＝ min ＝ min
＝ min（ 1 ,  1 ）＝１





























































α（νr-1，ν）＝ min ただし f（ν）＞ K× h（ν）の場合
（１）では f（νr-1）＜K × h（νr-1 ）であったからα（νr-1，ν）＝ min
と記述してもα（νr-1，ν）＝１となる。同様に（３）では f（νr-1）＜K × h（νr-1 ）かつ
を以下の２つと書き直すことには問題がない。
α（νr-1，ν）＝ min ただし f（ν）≦ K× h（ν）の場合
α（νr-1，ν）＝ min ただし f（ν）＞ K× h（ν）の場合
－ －96
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Bayesian Estimation of Threshold Auto Regressive Model,
whose disturbance obey t distribution
Hiroshi SUNADA
(Department of Public Policy and Social Studies,
Faculty of Literature and Social Sciences)
In this paper we introduce Threshold Auto Regressive Model, whose disturbance obey t distribution.
We name this model t-TAR and show how to estimate the model by Bayesian MCMC method.
The difference of ordinary TAR model from t-TAR model is only distribution of disturbance.
But when we estimate the model, the difference makes estimation difficult. We  use complicated
but efficient sampling method, rejection sampling chain.
In this paper we estimate 2 regime t-TAR model whose lag order is commonly 1, and confirm
validity of the proposed method.
