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Abstract
We study the Hessian of the fundamental solution to the parabolic problem for
weighted Schro¨dinger operators of the form 12∆ + ∇h − V proving a second
order Feynman-Kac formula and obtaining Hessian estimates. For manifolds
with a pole, we use the Jacobian determinant of the exponential map to offset
the volume growth of the Riemannian measure and use the semi-classical bridge
as a delta measure at y0 to obtain exact Gaussian estimates.
These estimates are in terms of bounds on Ric−2Hessh, on the curvature
operator, and on the cyclic sum of the gradient of the Ricci tensor.
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21 Introduction
Let M be a complete smooth Riemannian manifold of dimension n greater than 1,
∆ the Laplace-Beltrami operator on M , ∆h = ∆ + 2L∇h the Bismut-Witten (or
weighted) Laplacian, where h is a real valued smooth function on M , ∇ denotes
the gradient operator and also stands for the Levi-Civita connection. The manifold
is also assumed to be connected. For a real valued bounded and Ho¨lder continuous
function V on M , let P h,Vt f denotes the solution to the equation
∂
∂t
ft =
(
1
2
∆h − V
)
ft, for t > 0; lim
t↓0
ft = f. (1.1)
where V is a real-valued bounded and locally Ho¨lder continuous function on
M . We denote by ph,Vt the fundamental solution of (1.1). If h = 0 or/and
V = 0 the corresponding subscripts will be dropped. There is a vast literature
on parabolic Schro¨dinger operators on a complete Riemannian manifold, see the
books [CFKS87, DS99, Sim82] and the reference therein, and [Mol68, Aze74,
Don79, ET81, AS82, LY86]. We study the Hessian of the solutions and will pay
particular attention to the second order derivative of log pht , the latter plays a role
in the L2 analysis of the space of continuous paths on a Riemannian manifold,
which we elaborate later, which was also studied in connection with parabolic
Harnack inequalities.
By an h-Brownian motion (xt, t ≥ 0) we mean a Markov process with gen-
erator 1
2
∆h. An h-Brownian bridge (zts, s ≥ 0) is the h-Brownian motion con-
ditioned to reach a point y0 at a given time t. The former gives a probabilisitic
representation for P ht and for the Feynman-Kac semigroup via Feynman-Kac’s
path integration formula,
P h,Vt f (x0) = E
[
f (xt)e−
∫ t
0
V (xs)ds
]
; (1.2)
while the latter plays the role of the δ-measure at y0 leading to the following
formula for the Feynman-Kac kernel
ph,Vt (x0, y0) = pt(x0, y0)E
[
e−
∫ t
0
V (zts)ds
]
. (1.3)
Feynman-Kac formula / Feynman-path integral is an effective tool in a range
of studies. For their use in connection with stochastic processes see the book
[Fre85], and more recently [Stu93, AM05, Gu¨n12, AKR12, LT16, Rin04].
The results in this article are obtained under conditions on the bilinear form
Ric−2Hessh where Ric denotes the Ricci curvature and Hessh denotes the sec-
ond derivative of h on the curvature operator R, and on a curvature Θh, the cyclic
3sum of ∇Ric♯. For v1, v2, v3 ∈ Tx0M ,
〈Θ(v2)v1, v3〉 =
(∇v3Ric♯) (v1, v2)− (∇v1Ric♯) (v3, v2)− (∇v2Ric♯) (v1, v3),
Θh(v2, v1) = 1
2
Θ(v2)(v1) +∇2(∇h)(v2, v1) +R(∇h, v2)(v1).
(1.4)
If M is a symmetric space the gradient of the curvature vanishes, so Θ describes
a symmetry property of the manifold.
We will first obtain a second order Feynman-Kac formula, i.e. a formula for
the Hessians, HessP h,Vt f and Hess p
h,V
t , in which neither the initial function f
nor the potential function is differentiated, and then use them for estimates. For
this we first introduce a doubly damped stochastic parallel translation equation,
a stochastic equation driven by 1
2
Ric♯−∇2h, R and Θh, and use it to develop
a probabilistic representation for the Hessian of the solution without potential.
Such type of formulas were previously proved in [EL94] using the solutions of
a gradient stochastic differential equation (SDE) together with its linearised and
the twice linearised equations; a local Hessian formula was presented in [APT03]
where V = 0; also a formula for ∆Ptf was given [EL98] not involving the deriva-
tive of the Ricci curvature. Differentiation formulas of all orders for heat kernels
was obtained in [Nor93], generalising a formula in [Bis84] for ∇ log pt in terms
of the Brownian bridge, see also [DT01].
The stochastic damped parallel translation process (Wt) is given by an ODE
driven by the zero order part of the wighted Laplacian on differential 1-forms,
∆h = −∇∗∇ − (1
2
Ric♯−∇2h). They are also the local conditional expectations
of the derivative flows, with respect to the filtration of (xt), the latter are solutions
of the linearised gradient SDE. Thus dPtf (v) = Edf (Wt(v)). Using the solutions
W (2)t to the doubly damped stochastic parallel translation equation, we prove that
∇df (v1, v2) = E∇df (Wt(v2),Wt(v1)) + Edf (W (2)t (v2, v1)),
holds under conditions C1(a), C3, and C5(g) in §3. The Hessian of P ht does not
satisfy the commutative relations enjoyed by d and ∆h, de 12∆hf = e 12∆h(df ) and
∆he
1
2
∆hf = e
1
2
∆h(∆hf ), explaining the involvement of Θh in the doubly damped
stochastic parallel translation whose solutions are in fact the local conditional ex-
pectations of the spatial derivatives of Wt.
To avoid differentiating the potential term, we use the variation of constant
formula and has the following formal expression:
HessP h,Vt f (v1, v2) = HessP ht f (v1, v2) +
∫ t
0
Hess
(
P ht−r(V P h,Vr f )
) (v1, v2)dr.
Every derivative shifted from the initial value f to the heat kernel, causes a loss
of integrability in time by the order of 1√
t
. In particular |HessP ht−r| is of order
41
t−r and the integral given above has a formal singularity at r = t. See Theorem
6.4 which is proved under condition C1. Another type of singularity will present
itself when we work on the Feynman-Kac kernel ph,Vt .
To obtain information on the fundamental solution ph,Vt , one might wish to
use the Brownian bridge. This does not work very well. For example, the usual
formula for ∇pt using the Brownian bridge is circular as the Brownian bridge
is a Markov process with Markov generator 1
2
∆ + ∇ log pT−t(·, y0) where T be-
ing the terminal time and y0 the terminal value. The extension of the operator
to differential 1-forms is 1
2
∆ + ∇2 log pT−t(·, y0). However it is possible to ob-
tain information on the Hessian of the Schro¨dinger kernel from that on pht . Al-
though our aim is to obtain precise estimates for the weighted schro¨dinger ker-
nel on manifolds with a pole, we did obtain Hessian estimates for the P h,Vt f
and on Hess pht on general complete Riemannian manifolds, generalising those
in [She91, Nor93, Hsu99, Aid00, Str00, ST98, Li16a]. These are proved under
conditions C2 and C1(c) from §3.
Our main results are for manifolds with a pole, for which we use the semi-
classical bridge introduced by Elworthy and Truman [ET81] to gauge the esti-
mates. The semi-classical bridge before the terminal time can be considered as an
approximation to the delta measure. Our method will depart slightly from that in
[ET81], taking advantage of the equivalence of the semi-classical bridge with the
h-Brownian motion before the terminal time and navigating the singularity at the
terminal time, this latter requires careful analysis. For the second order derivative
of P ht the singularity problems becomes pronounced. We are also able to avoid to
differentiate the damped stochastic parallel translations along the semi-classical
bridge. Instead we use the damped stochastic parallel translation equations for the
h Brownian motion, and run them along semi-classical bridge paths.
A point y0 is a pole for M if the exponential map at y0 is a diffeomorphism
from the tangent space Ty0M at y0 to M . If M is a manifold with negative sec-
tional curvature then every point of the manifold is a pole. For Rn, pt(x, y) =
(2πt)−n2 e− |x−y|
2
2t , ∇· log pt(·, y0) = −d∇d(x0,y)t , and for I the n× n identity matrix,
∇dpt
pt
= −1
t
+ d
2(x0,y)
t2
. The simplest heat kernel for the hyperbolic space is in
dimension 3, for which
pt(x, y0) = (2πt)− 32 e− t2 e−
d2(x,y0)
2t J
− 1
2
y0 (x), Jy0(x) = (
sinh d(x, y0)
d(x, y0) )
2.
But computations for its derivatives are already messy. For a generic manifolds,
we expect an estimate of the order d(x0,y)
t
+ 1√
t
for the gradient and (d(x0,y)
t
+ 1√
t
)2 for
the Hessian. Observe that for a Brownian motion, d(xt,y0)
t
∼ 1√
t
and so the above
estimates are in effect of order 1√
t
and 1
t
respectively. However for the Hessian,
the Euclidean exact formula has a lot of advantage.
5If y0 is a pole, the heat kernel and its derivatives are expected to be also Gaus-
sian like, but we will need to discount the growth of the volume at a point away
from y0. It is reasonable to base the study on an approximate ansatz :
kt(·, y0) = (2πt)−n2 e−
d2(·,y0)
2t J
− 1
2
y0 ,
where Jy0 is the Jacobian determinant of the exponential map at y0, also called
the Ruse invariant [Wal42, Elw82]. For the hyperbolic space, J = (1
d
sinh d
)n−1
.
Our ansatz for the Hessian of pt are of the same form,
∇dph,VT = eh(y0)−h(x0)kt(x0, y0)AT . (1.5)
The correction term AT will be given by the semi-classical bridge x˜t, in-
troduced in [ET81], with terminal time T and terminal value y0. It is a strong
Markov process with time dependent Markov generator 1
2
∆ + ∇ log kT−t(·, y0)
where 0 < t ≤ T . The excellent property it enjoys is that its radial part is the
n-dimensional Bessel bridge. The estimates will crucially depend on that of the
Bessel bridge.
Upper and lower bounds of the following formC 1
V (x,√t)e
− d2(x,y)
Ct where V (x,√t)
is the volume of the geodesic ball at x of radius
√
t, was first proven for manifolds
of bounded geometry, see [Don79] and also [CGT82]. It is remarkable that this
extends to manifolds whose curvature is bounded between two constants and to
manifolds of non-negative curvature [CLY81, LY86]. For manifold with a pole
the upper bound follow readily from the ‘elementary formula’ of Elworthy and
Truman, for Φ = 1
2
J
1
2
y0∆J
− 1
2
y0 ,
pVT (x0, y0) = kT (x0, y0)E
(
e
∫ T
0
(Φ−V )(x˜s)ds
)
. (1.6)
noted that for the hyperbolic space, Φ = − (n−1)2
8
+ (n−1)(n−3)
8
(
d−2 − sinh−2(d)).
Unlike the standard representation by the Brownian bridge, (1.3), this rep-
resentation becomes amenable for the heat kernel estimates as soon as the Rie-
mannian metric on M is not trivial. The elementary formula was generalised in
[Wat88] and used by M. Ndumu [Ndu91] to obtain very nice heat kernel estimates.
Using elementary formulas for the study of the heat kernel were pioneered by M.
Ndumu [Ndu09] and S. Aida [Aid04]. In [Aid04] the estimates are obtained un-
der assumptions on the derivatives of Ruse invariant and on the derivatives of the
distance function to the pole, also the gradient of the Ricci curvature are assumed
to be bounded. Very recently the semi-classical measure on the pinned path space
is studied in [Li16b] and gradient estimates for the Schro¨dinger operator 1
2
∆h−V
are obtained in [LT16], where the Ruse invariant is not differentiated.
6The ansatz (1.5), which we will deduce under condition C4, would lead easily
to an exact Gaussian bound for the Hessian of pt, and we will prove the correction
term At has the appropriate short time asymptotics.
We outline the paper. In §2 we introduce the notation, discuss the intuitive
ideas, motivations and related work. The main results and geometric conditions
will be presented in §3. In §4 moment estimates and the strong 1-completeness
for gradient SDEs are obtained. In §5 we prove the primitive Hessian formula,
define and study the doubly damped stochastic parallel translation equation esti-
mating the norm of its solutions and proving their exponential integrability, and
estimate the relevant terms in the Hessian formulas given in §6. The immediate
consequences of the Hessian formulas are the basic Hessian estimates for general
manifolds §7. In §8 we justify the ‘exact Gaussian formulas’ for the Hessians in
terms of the semi-classical bridge, leading to exact Gaussian estimates, §9, for
∇2pt.
2 Preliminaries
We begin with explaining the intrinsic ideas behind the damped stochastic parallel
translation, with heat equations on differential one forms and the derivative flow
of a gradient SDE. We then discuss estimates on the moments of the derivative
flows and the continuous dependence of the solution flow of an SDE on its initial
value. Finally we remarks on Hessian estimates for the logarithms of the heat
kernels.
Throughout this paper {Ω,F ,Ft,P} denotes the underlying probability space
with filtration Ft satisfying the usual hypothesis. Let {Bit} be a family of inde-
pendent one-dimensional Brownian motions and we write Bt = (B1t , . . . , Bmt ).
The notation ◦dBs indicates Stratonovich integration.
2.1 Heat equation for differential 1- form and damped parallel translation
Let Ricx : TxM × TxM → R denote the Ricci curvature, Ricx♯ : TxM → TxM
be the linear map given by 〈Ric♯xu, v〉 = Ricx(u, v). Similarly (∇2h)♯ = ∇·∇h.
We also denote by Ricx♯ the corresponding operator on differential 1-forms. Let
δh denote the L2 adjoint of the differential d with respect to the weighted vol-
ume measure e2hdx, then ∆h = −(d + δh)2. Furthermore d + δh is essentially
self-adjoint on the space of smooth functions (and on smooth differential forms)
with compact supports, on which d and ∆h commute [Li92]. In particular dP ht f
solves the following equation on differential 1-forms with initial condition the
exact differential 1-form df ,
∂
∂t
φt =
1
2
(∇)h,∗∇φt +
(
−1
2
Ric♯ + (∇2h)♯
)
φt,
7where (∇)h,∗ is the adjoint of ∇ with respect to e2hdx.
It is therefore not surprising that probability representations for dP ht f involves
the solution to the following damped stochastic parallel equation
DWt
dt
=
(
−1
2
Ric♯xt + (∇2h)♯
)
(Wt), (2.1)
Its solution with initial value v0 will be denoted by Wt(v0). It is a stochas-
tic process of finite variation. Here the equation is defined path by path, for
each ω, DWt(ω)
dt
= //t
d
dt
//−1t and //t ≡ //t(x·(ω)) is the stochastic parallel trans-
lation along the the h-Brownian paths. The stochastic process Wt takes values in
L(Tx0M ;TxtM).
The following probabilistic representation,
e
1
2
t∆df (v) = Edf (Wt(v)),
was given in H. Airault [Air76], initially for h = 0 and for compact manifolds.
The formula holds in fact for Brownian motion with a general drift.
2.2 Linearised SDE, the derivative flow, and strong 1-completeness
For r ≥ 2, let {Xi}mi=1 be Cr+1 vector fields, X0 a Cr vector field. Let (Ft(x), t <
ξ(x)) denote the maximal solution to the SDE
dxt =
m∑
i=1
Xi(xt) ◦ dBit +X0(xt)dt = X(xt) ◦ dBt +X0(xt)dt. (2.2)
with initial value x. For a fixed point x0 ∈ M we write xt = Ft(x0) for sim-
plicity. The SDE is said to be complete or conservative if for every x, ξ(x) = ∞
almost surely, which does not necessarily mean that for a common set ω of mea-
sure zero, Ft(x) has infinite life time for every x. The completeness property is
determined by the generator of the SDE. Assume the SDE is complete. Another
useful commutation relation, should it hold, is
dPtf (v) = Edf (TFt(v)),
where TFt(v) is the derivative flows of (2.2), it is solution to the linearised SDE:
Dvt =
m∑
i=1
∇Xi(vt) ◦ dBit +∇X0(vt)dt.
Let Fx0t = σ{xs : s ≤ t} and v ∈ Tx0M . Then Wt(v) is the local conditional
expectation of TFt(v), and if the latter is integrable,
Wt(v) = E{Tx0Ft(v)|Fx0t }.
8We say an SDE is strongly complete or it has a global smooth solution flow if
(t, x) 7→ Ft(x, ω) is continuous on R+ ×M almost surely. For one dimensional
manifolds, the two concepts are equivalent. It is common to believe that well
posedness implies strong completeness, or the first exit time of the solution from
a set with smooth boundary is continuous with respect to the initial value. See e.g.
[LS11] for discussions on counter examples. Consider z˙ = z2 on the complex
plane, a solution of which has finite life time if and only if its initial value is a
non-zero real number. Indeed for δ 6= 0 and x0 6= 0, consider z(t) = x0(1+iδ)1−x0(1+iδ)t .
Its norm is bounded in time and so for sufficiently large a > 0, its first exit time
from the ball of radius a is infinity, unless δ = 0; while the solution from x0
will exit the ball in finite time. For an SDE, even if the solutions from any given
point does not explode, the solution must restart from random initial points for
which the uncountability of the exceptional zero measure sets must be taken into
consideration. If the system is strongly complete then for every t, x 7→ Ft(x, ω) is
Cr. It is sufficient to use a weaker notion of strong completeness.
Definition 2.1. [Li94b] The SDE is strongly 1-complete if for any smooth curves
σ : [0, 1] → M , Ft(σ(s), ω) is continuous in (s, t) almost surely for all t ∈ [0, T ]
and s ∈ [0, 1] for some T > 0.
This is a weaker concept than the existence of a global smooth solution flow.
Between strong 1-completeness and strong completeness there is a range of no-
tions: the strong p-completeness for p = 2, . . . , n− 1. Roughly speaking the flow
takes a p-dimensional sub-manifold to a p-dimensional sub-manifold. If p = n−1,
this is equivalent to strong completeness. If M = Rn, Xi are globally Lipschitz
continuous and the stochastic integral are in Itoˆ form, then the strong complete-
ness follows from the fixed point theorem. For compact manifolds, the complete
SDE can be lifted to a complete SDE on the group of diffeomorphism over M and
the strong completeness follows. Because of the difficulty in localising, we intro-
duce the derivative flow method to obtain strong completeness for non-compact
manifolds and for SDEs on Rn without Lipschitz conditions.
We illustrate the use of this in the lemma below is taken from [Li94b, Cor 9.2],
we make a slight improvement on this, replacing the continuity of |Tσ(s)Ft| in L1
there by a more intrinsic condition.
Lemma 2.1. Suppose that (2.2) is strongly 1-complete withE|TFt| finite. Suppose
that s 7→ |Wt(σ˙(s))| is continuous in L1. If f is BC1 then for v ∈ Tx0M and
x0 ∈M , d(P ht f )(v) = E[df (Wt(v))].
Proof. Take a normal geodesic curve σ : [0, ℓ] →M with initial value x0 and ini-
tial velocity v. By the strong 1-completeness, for almost all ω, Ft(σ(s)) is differen-
tiable with respect to s and d(Ptf )(v) = lims→0E
(
1
s
∫ s
0
df (Tσ(r)Ft (σ˙(r), ω)) dr
)
.
9If Tσ(r)Ft(σ˙(r)) is integrable, then E{TFt(σ˙(r))|Fσ(r)t } is Wt(σ˙(r)), from which
we see that d(Ptf )(v) = lims→0 1s
∫ s
0
E[df (Wt(σ˙(r))]dr. By the strong 1-completeness
Wt(σ˙(r)) is continuous in r. If it is continuous in L1 and f ∈ BC1 we may take
r → 0 to obtain Edf (Wt) on the right hand side.
Remark 2.2. If sups∈[0,ℓ] E|Wt(σ˙(s))|1+δ is finite for some δ > 0, then s 7→
|Wt(σ˙(s))| is continuous in L1, which holds in particular under one of the con-
ditions from C5(a) to C5(d). See Lemma 4.1.
The derivative flow describes the evolution of the distance, d(Ft(x), Ft(y)),
between two solutions with initial values x and y respectively. We denote by
vt := TFt(v0) its solution with initial value v0 ∈ Tx0M . Then, c.f [Li94a],
|vt|p = |v0|p + p
∑m
i=1
∫ t
0
|vs|p−2〈∇vsX i, vs〉dBis + p2
∫ t
0
|vs|p−2Hp(xs)(vs, vs)ds,
(2.3)
where for v ∈ TxM ,
Hp(x)(v, v) =
∑m
i=1〈∇2X i(X i, v), v〉+
∑m
1 〈∇∇vXiX i, v〉
+
∑m
1 |∇X i(v)|2 + (p− 2) 1|v|2
∑m
1 〈∇vX i, v〉2 + 2〈∇vX0, v〉.
(2.4)
set
Hp(x) = sup
|v|=1,v∈TxM
Hp(v, v) (2.5)
If H1 is bounded above, then supx∈D E sups≤t |TxFs| is finite for every compact
set D and the SDE is strongly 1-complete. If for a number p ≥ 1 and a function
f : M → R satisfying that
sup
x∈D
E exp
(
6p2
∫ t
0
f (Fs(x))χs<ξ(x)ds
)
<∞, (2.6)
the following two conditions hold, (a) ∑mi=1 |∇Xi|2 ≤ f , (b) Hp ≤ 6f . Then
supx∈D E sups≤t |TxFs|p is finite for every compact set K and the SDE is strongly
1-complete. For a weaker criterion see [Li94b, Thm. 3.1 & 5.3]. For supx∈D E|TxFt|p
to be finite, we may use localising techniques to remove condition (a). See also
[CL14].
2.3 Hessian Estimates
Finally we comment on log pt. The gradient and the Hessian of pt have been con-
sidered in the study of parabolic Harnack inequalities, see [LY86, Ham93, AS82],
also the book [Jos11]. For bounded strict elliptic second order differential op-
erators on Rn, they are obtained in [She91]. For compact manifolds the rele-
vant small time gradient estimate was given and used in [Dri92]. The remark-
able Hessian estimates |∇2 log pt| ≤ C( 1√t + dt )2 and indeed ‘off cut-locus’ es-
timates for derivatives of all order are given in [MS96] with generalisation to
[Hsu99, Aid00, Str00, ST98], and more recently, [Li16a], see also [Eng06, CZ07].
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These estimates are naturally relevant in the study of loop spaces (continuous
loops), where the Brownian bridge measure is used as a reference measure playing
the role of the Lebesque measure on Rn. The basic questions concerning the
Brownian bridge measures include the tail behaviour of the measure, Poincare
and Logarithmic Sobolev inequalities (LSI), which we discuss further later. One
also wish to obtain a Hodge decomposition theorem of the space of L2 spaces of
differential forms and to seek a Hodge deRham theorem linking the topology of
the infinite dimensional pinned path space with the cohomology defined by the
Hodge decomposition, [Shi86, FF97, EL06, EL07, Aid00].
If M = Rn, the Brownian bridge measure is Gaussian for which L. Gross
[Gro91] proved his celebrated logarithmic Sobolev inequality, this extends to
pinned path spaces over Lie groups, [AM92, DL96, Fan99]. Although there are
progress, for example see [GRW01, AS05, GM98], a counter example of a man-
ifold for which Poincare´ inequality does not hold on its loop space was given in
[Ebe00]. Further positive results were established in [CLW10, Aid00], the first
is for the hyperbolic space and the latter was for asymptotically Euclidean mani-
folds. It is likely that the validity of the Poincare´ inequality for the natural metric
induced by stochastic parallel translation measures how far the Brownian bridge
deviates from a Gaussian measure. In particular we have the conjecture.
Conjecture. Poincare´ inequality on the loop space, with reference measure
the Brownian bridge measure, does not hold on the spheres.
3 Main results
Let (xt) be an h-Brownian with initial value x0, //t ≡ //t(x·) : Tx0M → TxtM
the stochastic parallel translation, and Wt : Tx0M → TxtM the damped stochas-
tic parallel translation so that for almost every ω, //−1t Wt(ω) is a matrix valued
stochastic process solving a linear ODE given by −1
2
//−1t Ric
♯//t + //
−1
t ∇2h(//t·).
Let v1, v2 ∈ Tx0M , fix Wt(v1), Wt(v2). We introduce the doubly damped
stochastic parallel translation equation, along the h-Brownian paths:
DW (2)t (v1, v2) =
(
−1
2
Ric♯xt +∇·∇h
)(
W (2)t (v1, v2)
)
dt+
1
2
Θh(Wt(v2))(Wt(v1))dt
+R(d{xt},Wt(v2))Wt(v1),
W (2)0 (v1, v2) =v2, v1, v2 ∈ Tx0M,
(3.1)
where d{xt} denotes integration with respect to the martingale part of (xt), see
Definition 6.1.
Definition 3.1. The solution to the doubly damped covariant stochastic integral
equation, denoted by W (2)t (v1, v2), is called the doubly damped stochastic parallel
11
translation.
Unlike the damped stochastic parallel translation, which is a process of finite
variation and whose norm has a pointwise upper bound ‖Wt‖2 ≤ e−
∫ t
0
ρh(xs)ds
, the
doubly damped one has a non-trivial martingale part. The estimates on ‖W (2)t ‖
are given in §5. Its exponential integrability requires growth conditions on the
curvature R and Θ. These estimates are also essential for validating taking the
time of the semi-classical Brownian bridge to the terminal time in the forthcoming
formula for the hessian of the Feynman-Kac formula for manifolds with a pole,
see e.g.§8.1, Lemmas 5.6 and 5.8.
3.1 Geometric Conditions
We state the set of conditions to which we refer throughout this paper. Let R
denote the curvature and Θ is the cyclic sum of the covariant derivatives of the
Ricci curvature defined by (1.4). Let STxM denotes the unit tangent space at
x, vi ∈ TxM , and let {Ei} be an o.n.b. of the tangent space TxM . Denote by
‖R(·, v2)v1‖ the Hilbert-Schmidt norm of the linear map R(·, v2)v1 : TxM →
TxM , ‖R(·, v2)v1‖ := (
∑n
i=1 |R(Ei, v2)(v1)|2)
1
2
. Set
‖Rx‖ = sup
v1,v2∈STxM
‖R(·, v2)v1‖, ‖Θh‖ = sup
v1,v2∈STxM
{|Θh(v2)v1|} . (3.2)
We then fix an isometric immersion of the manifold in an Euclidean space Rm and
denote by αx its second fundamental form. Set
H1(v, v) = −Ric(v, v) + 2Hess(h)(v, v) + |αx(v, ·)|2HS − |αx(v, v)|2
H2(v, v) = −Ric(v, v) + 2Hess(h)(v, v) + |αx(v, ·)|2HS.
(3.3)
We first observe that |αx(v, ·)|2HS ≥ |αx(v, v)|2 and if m = n + 1, then H1 =
−Ric+2Hess(h). Set for p = 1, 2,
Hp(x) = sup
|v|=1,x∈TxM
Hp(v, v), ρh(x) = inf
v∈TxM,|v|=1
{Ric(v, v)−2Hess(h)(v, v)}.
We remark that H1 or H2 does not appear in the Hessian formula nor in the esti-
mates. The controls over Hp leading to Lp boundedness of the derivative flows on
any compact time interval and the bounds are locally uniform in space.
Condition C1 is used to obtain precise formulas; Condition C2 is used to ob-
tain exponential integrability of the doubly damped process; Conditions C2 and
C1(c) are used to obtain Hessian estimates on a general complete Riemannian
manifold; C4 is used to obtain estimates on manifolds with a pole.
Let K ∈ R, c, C, δ, δ1, δ2 are positive constants. Let α2 be a sufficiently small
positive number. Let r denotes the distance function from a given point.
12
C1. (a) ρh ≥ −K;
(b) sups≤tE(‖W (2)s ‖2) <∞;
(c) for all f ∈ BC2(M ;R), v1, v2 ∈ Tx0M ,
Hess(Ptf )(v2, v1) = E [∇df (Wt(v2),Wt(v1))] +E
[
df (W (2)t (v2, v1))
]
.
(3.4)
C2. |ρh| ≤ K, ‖Rx‖ ≤ ‖R‖∞, and ‖Θh‖2 ≤ c+ δr2 for δ sufficiently small.
C3. ‖Θh‖+ ‖R‖ ≤ ceCr for C < α2.
C4. Let y0 be a pole.
(a) ρh ≥ −K, |∇ log J |+ |∇h| ≤ ceδ1r2 where δ1 < α2, and C3.
(b) Φh ≤ C + δ2r2 where δ2 is sufficiently small and
Φh = −1
2
|∇h|2 − 1
2
∆h+
1
2
J
1
2
y0∆J
− 1
2
y0 .
(c) C1(c).
C5. (a) ρh ≥ −C(1 + r2) and 〈∇h,∇r〉 ≤ c(1 + r);
(b) Ric ≥ −C(1 + r2) and 〈∇h,∇r〉 ≤ c(1 + r);
(c) There exist Borel measurable functions f, g : R+ → R+ s.t.
|h| ≤ f ◦ r, ρh ≥ −g ◦ r, (fg)(s) ≤ c(1 + s2).
(d) ρh ≥ −K.
(e) H1 ≤ c(1 + ln r)
(f) H1 ≤ c(1 + r2).
(g) H2 ≤ c+ δr2, δ is sufficiently small.
Remark 3.1. (i) Conditions C1(a) + C3 imply C1(b) hold ( Lemma 5.3).
(ii) Any one of the conditions from C5(a) to C5(d) implies that the h-Brownian
motions do not explode and finite moments of all order of its radial process.
If in addition C5(e) holds, the gradient SDE ( c.f. §4), with generator 1
2
∆h,
is strongly 1-complete. If C5(d)+C5(f) hold, the corresponding gradient
SDE is strongly 1-complete and the square of its radial process is exponen-
tially integrable for a small exponent. See Theorem 4.3.
If C5(g) holds, the gradient SDE has square integrable derivative flow, with
bound locally uniform in time and in space.
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Proposition 5.4. Assume C1(a)+C3. If furthermore a gradient SDE is strongly
1-complete with square integrable derivative flow, locally uniform in time and in
space, then C1(c) holds. In particular C1(a) + C3+ C5(g) =⇒ C1(c).
Remark 3.2. The assumption for the strong 1-completeness is purely technical,
and so are conditions on Hp, which validates differentiating the stochastic flow of
the gradient SDE with respect to the initial data. Gradient SDEs are defined and
studied in §4.
Let V be a positive bounded Ho¨lder continuous function. Set
Nt =
4
t2
∫ t
t
2
〈d{xs},Ws(v1)〉
∫ t
2
0
〈d{xs},Ws(v2)〉,
Qt =
2
t
∫ t/2
0
〈d{xs},W (2)s (v1, v2)〉,
Va,t = (V (xa)− V (x0))e−
∫ t
a
(V (xs)−V (x0))ds, Vt := e−
∫ t
0
V (xs)ds.
(3.5)
For a general manifold we have a Hessian formula in terms of the above terms,
leading to estimates on ∇2 log pt.
Below we will present the version of the second order Feynman-Kac formula
on manifolds with a pole. Let (xt) denote the semi-classical bridge x˜t with initial
value x0. We define the processes just W˜t, W˜ (2)t , N˜t, M˜t, and V˜a,t as in (2.1) and
(3.1) and (3.5) with xt replaced by x˜t.
Remark 3.3. If (xt) is a Brownian motion with a drift, solving an SDE, then Wt
is the conditional expectation of the solution to the linearised SDE, the derivative
flow. The linearised SDE will involve the derivative of the driving vector fields
which would have seemed to be, at first glance, the appropriate tangent processes
along the semi-classical bridge. Our W˜t process along (x˜t) will not be deduced
from the derivative flow of the corresponding SDE for the semi-classical bridge,
in particular we do not differentiate ∇ log kt, nor do we differentiate the distance
function. The same remark applies to W˜ (2)t .
Theorem 8.6. Assume C4. Let T > 0 and βhT = e
∫ T
0
Φh(x˜s)ds
. Then
eh(x0)−h(y0)+V (x0)T
∇dph,VT (v1, v2)
kT (x0, y0)
= E
[
βT (N˜T + Q˜T )
]
+
∫ T
0
E
[
βT V˜T−r,T
(
Q˜t−r + N˜T−r
)]
dr.
(3.6)
Estimates for the Hessians of pt follows easily from Lemmas 8.4, 8.5, which
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states the following hold under C4(a)(b).
∣∣∣N˜T ∣∣∣
Lp(Ω)
≤ c(p, n)
(
a1(α, p, T ) + e|K|T d
2(x0, y0)
T 2
+ a2(K, T ) 1
T
)
,
∣∣∣Q˜T ∣∣∣
Lp(Ω)
≤ c(p, n)
(
b4(2p)d(x0, y0)
T
+ b4(2p) 1√
T
+ b3(2) 1√
t
+ A
)
,
where the constants are explicitly given in terms of Jy0 , ‖Θh‖, K and ‖R‖, see
Definitions 8.1 and 8.2.
4 Gradient SDEs: integrability and strong 1-completeness
If i : M → Rm is an isometric embedding we define X(x)(e) to be the gradient
of the function 〈i(x), e〉 where e ∈ Rm and Y (x) the adjoint of X(x) : Rm →
TxM . If {ei} is an orthonormal basis of Rm we define Xi(x) = X(x)(ei) then the
following is called a gradient Brownian system,
dxt =
m∑
i=1
Xi(xt) ◦ dBit +∇h(xt)dt, (4.1)
In this case, ∇vX i = Ax (v, Y (x)ei), Y (x) : Rm → νx is the orthogonal projec-
tion to the normal bundle,Ax is the shape operator given by the relation 〈Ax(v1, w), v2〉 =
〈αx(v1, v2), w〉 and αx : TxM × TxM → νx is the second fundamental form of
the embedding. If |αx(v, ·)|2HS denotes the Hilbert-Schmidt norm of αx(v, ·), i.e.∑m
j=1 |αx(v, fj)|2νx for {fi} an o.n.b. of TxM . Then
m∑
1
〈∇vX i, v〉2 = |αx(v, v)|2νx,
m∑
1
|∇vX i|2 =
m∑
j=1
|αx(v, fj)|2νx.
The map Hp : TM×TM → R, defined in (2.4), is given by geometric quantities:
Hp(v, v) = −Ric(v, v) + 2Hess(h)(v, v) + |αx(v, ·)|2HS + (p− 2)|αx(v, v)|2.
In particular for a co-dimension one sub-manifold of an Euclidean space, H1 =
−Ric+2Hess(h). Let x0 be a point in the manifold, C,K are constants, and
r denotes the distance function from a given point, e.g. y0. Recall H1 is the
supremum of the bilinear form H1, c.f. (2.5).
Lemma 4.1. Assume the dimension of M is greater than 1.
1. Under one of the following conditions,
(a) Ric ≥ −C(1 + r2) and dr(∇h) ≤ C(1 + r);
15
(b) ρh ≥ −C(1 + r),
the h-Brownian motion (xt) is complete and for any t > 0,
sup
s≤t
E[dp(xs, y0)] ≤ c1(p)[dp(x0, y0) + t]ec2(p)t.
If furthermore H1 ≤ c(1 + ln r), then the gradient Brownian system (4.1) is
strongly 1-complete.
2. Suppose that ρh ≥ −K. There exists a number α1 > 0 such that for any
compact set D, for any t > 0 and for any θ satisfying θt < α1,
sup
y0∈D
sup
s≤t
E
(
eθd
2(xs,y0)
)
<∞.
Also, for any p > 0, E[sups≤t d(xs, y0)p] ≤ c1(p)ec2(p)tt
p
2 for some constants
c1(p), c2(p). If furthermore H1 ≤ C(1+ d2(·, y0)), the gradient SDE (4.1) is
strongly 1-complete.
Proof. Fix y0 ∈ M , we write rt = d(xt, y0) and r(x) = d(x, y0). For p ≥ 2,
we apply Itoˆ’s formula to r. On {t < ζ(x0)}, where ζ(x0) is the life time of the
h-Brownian motion from x0, the following holds,
rpt = d
p(x0, y0) + p
m∑
i=1
∫ t
0
rp−1s 〈∇r,Xi〉xsdBis +
1
2
p(p− 1)
∫ t
0
rp−2s ds
+
1
2
p
∫ t
0
rp−1s (∆r + 2L∇hr)(xs)ds− LCutt
where LCutt is a non-negative term, vanishing off the cut locus, ∆r is the Laplacian
of the distance function off the cut locus of y0 and vanishes on the cut locus. See
[CKM93], especially for h = 0. This can be obtained also by taking a smooth
approximation rǫ of r and applying to them Itoˆ’s formula, and the following dis-
tributional inequality [Yau76]. For positive test function f ,∫
M
∆rf ≤
∫
M\{Cut(y0)}
r∆f,
and so the measure ∆r(1{Cut(y0)}) is non-positive and LCutt ≥ 0. Note that ∆r is of
order 1
r
neat zero, and rp−1∆r vanishes for p > 2.
Let us take p ≥ 1. For part (1a), we apply the standard Laplacian comparison
theorem to ∆r. On the whole manifold where r(x) is smooth, ∆r(x) is less or
equal to
√(n− 1)K cot
(
r
√
K
n−1
)
if Ric ≥ K and K is positive, n−1
r
for K = 0
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and
√−K(n− 1) coth
(
r
√
−K
(n−1
)
if K < 0. Taking the infimum of the lower
bound of the Ricci curvature over an exhausting sequence of relatively compact
sets, noting that ∆r is of the order 1
r
near r = 0 and otherwise it grows at the order
of the square root of the infimum of the Ricci curvature, we see that there exists a
constant c such that
rp−1(∆r + 2L∇hr) ≤ c+ crp.
We do not need to worry the exhausting sets where the lower bound of the Ricci
curvature is non-negative. The conclusion of part (1a) follows from a localising
procedure which removes the local martingale part in the formula for rpt , Young’s
inequality to bound rp−2t ≤ c(p)rpt + c(p), Gronwall’s inequality, and Fatou’s
lemma to conclude finiteness of the moments of the radial process from any initial
point: for some constants ci(p),
sup
s≤t
E[dp(xs, y0)] ≤ c1(p)(dp(x0, y0) + t)ec2(p)t. (4.2)
In particular the SDE is complete.
For part (1b) we apply Bochner’s formula to r. Denote ∂r covariant differen-
tiation w.r.t. ∇r. Since |∇r| = 1,
∂r(∆r) = −|Hess r|2 − Ric(∇r,∇r).
Using the identity ∂r〈∇h,∇r〉 = 2Hess(h)(∇r,∇r), we see that
∂r(∆hr) = −|Hess r|2 + (−Ric+2Hess(h))(∇r,∇r) ≤ −ρh.
If ρh ≥ K, along a geodesic segment γ from y0, ∆hr ≤ −Kr−∆hr(γ(0)). From
the assumption that ρh ≥ −C(1 + r), we have again rp−1∆hr ≤ c + crp. The
same argument as before leads to (4.2), concluding also non-explosion.
By Theorem 8.5 in [Li94b] the gradient flow is strongly 1-complete if
sup
x∈K
E
(
ec
∫ t
0
H1(Fs(x))ds
)
<∞, (4.3)
for c positive. Since r(xt) has uniform pth -moments for x0 in a compact subset,
E
(
ec
∫ t
0
H1(Fs(x))ds
)
≤ E1
t
∫ t
0
ectH1(Fs(x))ds <∞.
The finiteness follows from H1(Fs(x)) ≤ C + C ln r(Fs(x)), proving the strong
1-completeness.
Finally we assume that ρh ≥ K. Let 2a = infx∈D inj(x) where inj(x) is
the injetivity radius at x and D a compact set containing x0. Away from 0, we
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have seen in part (1b) that ∂r(∆hr) ≤ K, and so along a geodesic γ from x0,
∆hr(γ(s)) ≤ −Kr(γ(s)) − ∆hr(γ(ǫ)). On a set close to x0, ∆hr = n−1r +
dr(∇ log(Je2h)) where J is the Jacobian determinant of the exponential map
expy0 . Since supx∈D |∇ log(Je2h)|x is bounded, there exists a constant c and a
one dimensional Brownian motion βt which may depend on x0, such that for all
x0 ∈ D,
rt ≤ r(x0) + βt +
∫ t
0
(
n− 1
2rs
+ c
)
ds− Lt,
which we compare with the following equation
dRt = dβt +
n− 1
2Rt
dt+ cdt, R0 = r(x0).
The process is the radial process of the SDE dzt = dBt + c zt|zt|dt on R
n with z0
a point such that |z0| = r(x0). By comparing with the Bessel process we see that
the paths of |zt| do not hit zero with probability 1. We make a Girsanov transform
to remove the drift. Set
Mt = e
−c ∫ t
0〈dBs, Bs|Bs|〉− c22 t,
Let α1 > 0 be a number such that E[e2α1|Bt|2] is finite. Since Mt has finite second
moment, E(Mt)2 ≤ ec2t, we see that
E[eα1R2t ] = E[eα1|zt|2] = E
(
eα1|z0+Bt|
2
e−c
∫ t
0〈dBs, Bs|Bs|〉− c22 t
)
is finite. By the comparison theorem, supx∈D E[eα1r
2
t ] is finite for any compact
set D. Similarly,
E
[
sup
s≤t
rps
]
= E
[
sup
s≤t
Rps
]
≤ E
[
sup
s≤t
|z0 + Bs|p
]
ec(p)t.
Consequently, if we take y0 = x0 and z0 = 0, and apply Burkholder-Davies-
Gundy inequality to obtain that
E[sup
s≤t
d(xs, x0)p] ≤ c(p)ec(p)tt
p
2 .
Since H1 ≤ C(1 + rq), EectH1(Fs(x)) < ∞ for sufficiently small t, say t < t0.
The strong 1-completeness follows from (4.3), first on a small time interval [0, t0],
and then extended to all finite times by the strong Markov property.
18
For better estimates on ∆hr we make use of−|Hess r|2, observing that−|Hess r|2 ≤
− (∆r)2
n−1 , and compare ∆
hr with the explicit solution of the ODE m′ = − m2
n−1 −K
with m(0) = ∞. This leads to the Laplacian comparison theorem in [WW09],
generalising the standard Ricci comparison theorem. Let r denote the distance
function from a given point y0.
Theorem 4.2. [WW09] Suppose that ρh ≥ K.
1. If 〈∇h,∇r〉 ≤ 2a where a is a positive number. Then along a minimal
geodesic segment from y0,
∆hr ≤


a+
√(n− 1)K cot
(
r
√
K
n−1
)
, K > 0 & r
√
K
n−1 ≤ π2 ,
a+ n−1
r
, K = 0,
a+
√(n− 1)(−K) coth
(
r
√
−K
n−1
)
, K < 0.
2. if |h| ≤ k/2, then for an explicit number r0 > 0,
∆hr ≤


√(n+ 4k − 1)K cot
(
r
√
K
n+4k−1
)
, K > 0, & r ≤ r0
n+4k−1
r
, K = 0√(n+ 4k − 1)(−K) coth
(
r
√
−K
n+4k−1
)
, K < 0.
This, together with the earlier lemmas and its proof lead to our final theorem
on strong 1-completeness.
Theorem 4.3. Under one of the conditions from C5(a) to C5(d), the h-Brownian
motion is complete and for any t > 0
sup
s≤t
E[dp(xs, y0)] ≤ c1(p)[dp(x0, y0) + t]ec2(p)t.
1. The gradient SDE is strongly 1-complete if furthermore C5(e) holds, in
which case E[|TxFt|] is also finite.
2. Strong 1-completenss also holds under C5(d) +C5(f) in which case there
exists a number α1 > 0 s.t. for any compact set D, for any t > 0 and for
any θ satisfying θt < α1,
sup
s≤t
sup
x0∈D
E
(
eθd
2(xs,x0)
)
<∞.
In both cases |TxFt| has finite expectation.
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Proof. The explosion problem is discussed earlier. We use Proposition 8.5 in
[Li94b] which states that
sup
x∈D
E exp
(
1
2
∫ t
0
H1(xs)ds
)
<∞
for all compact subset D implies that E|vt| is finite and the gradient SDE is
strongly 1-complete. If H1 ≤ c(1 + ln r) and supx∈D E[r(xt)]p is finite for
all p, the inequality indeed holds. Similarly it holds if H1 ≤ c(1 + rq−1) and
supx∈D Ee
δr2(xt) <∞ for some δ > 0.
We will eventually assume that ρh is bounded from below, in which case |Wt|
is bounded. Otherwise, if for example ρh ≥ −C(1 + ln r) where C ≥ 0 and
∂rh ≤ c(1 + r), then r(xt) has moments of all orders. From |Wt|2 ≤ e−
∫ t
0
ρh(xs)ds
,
we see that for all p ≥ 1,
sup
x0∈D
sup
s≤t
E|Ws|p ≤ sup
x0∈D
1
t
∫ t
0
Ee−
1
2
ptρh(xu)du,
the right hand side is finite for any compact set D and t > 0.
5 Doubly damped stochastic parallel translations
If (xt, t ≤ T ) is a continuous stochastic process on M , Fx·t its filtration and F =
∨tFx·t , augmented as usual, a TM-valued stochastic process (Vt, t ≤ T ) is said to
be along (xt) if the projection of Vt to M is xt.
Definition 5.1. [ELJL99, Def 3.3.2] Given a stochastic parallel translation //t
along the stochastic process (xt), we say that a stochastic process (V¯t) with values
in TM is a local conditional expectation of V with respect to the σ-algebra Fx· if
there exists a Fx· measurable real valued process (αt, t ≤ T ) and a family of Fx·t−-
stopping times τn increasing to T such that //−1t∧τnVt∧τnαt∧τn has finite expectation
and
E{//−1t∧τnVt∧τnαt∧τn |Fx·} = //−1t∧τn V¯t∧τnαt∧τn .
By Corollarys 3.3.4 in [ELJL99], if |Vt| ∈ L1 then the local conditional ex-
pectation is just the conditional expectation.
In this section Ft(x) denotes the solution to the gradient SDE (4.1), and TFt(v)
its derivative flow. Let xt = Ft(x0) and define the σ-algebra Fx0t = σ{xs : s ≤ t},
the σ-algebra generated by the solution flow with initial value x0, of the gradient
SDE, up to t.
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5.1 Doubly damped equation and a primitive formula
Let j be a parallel field, with j(0) = v2, along the normalised geodesic γ with
initial condition x0 and initial velocity γ˙(0) = v1. If Wt(x0) is the stochastic
damped parallel translation along the paths of {xt}, we differentiate it w.r.t. the
initial value of the path and take conditional expectations as following:
Vt := E
{
D
ds
|s=0Wt(j(s))
∣∣∣ Fx0t
}
.
Lemma 5.1. Suppose that Ric−2Hess(h) is bounded from below.
(a) the gradient SDE is strongly 1-complete.
(b) for every s, E|Tγ(s)Ft| and E|∇TFt(γ(s))Wt|γ(s) are finite.
(c) s 7→ E{D
ds
Wt(γ(s))| Fγ(s)t } is continuous in L1(Ω);
Then for all f ∈ BC2,
Hess(P ht f )(v2, v1) = E [∇df (Wt(v2),Wt(v1))] + E [df (Vt)] .
Proof. Since dP ht f = e
1
2
∆h(df ),
dP ht f (j(s)) = Edf (Wt(j(s))).
We observe that Wt(j(s)) ∈ TFt(γ(s))M is a function of Ft(γ(s)). By the strong
1-completeness we see that both Ft(γ(s)) and Wt(j(s)) are differentiable in s,
and the conditions of the theorem ensure that we may change the order of taking
expectation with differentiation with respect to s. In fact,
∇d(P ht f )(v1, v2) = lim
ǫ→0
1
ǫ
∫ ǫ
0
E
d
ds
(df (Wt(j(s))) ds
= lim
ǫ→0
1
ǫ
∫ ǫ
0
(
E [∇df (TFt(γ˙(s)),Wt(j(s)))]− E
[
df
(
D
ds
Wt(j(s))
)])
= lim
ǫ→0
1
ǫ
∫ ǫ
0
E [∇df (Wt(γ˙(s)),Wt(j(s)))] ds
− lim
ǫ→0
1
ǫ
∫ ǫ
0
E
[
df
(
E
{
D
ds
Wt(j(s))
∣∣∣Fγ(s)t
})]
ds.
We have used the fact that |TFt| in integrable so E{TFt(v2)|Fx0s } = Wt(v2), and
that |D
ds
Wt(j(s))| is integrable. Since the SDE is strongly 1-complete,
lim
s→0
∇df (Wt(γ˙(s)),Wt(j(s))) = ∇df (Wt(v2),Wt(v1))
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and D
ds
Wt(j(s)) converges to ∇TFt(v2)(v1) as s → 0. Since ρh is bounded from
below, |Wt|x is uniformly bounded, and the first limit converges in L2. The L1
continuity of s 7→ D
ds
Wt(j(s)) and the fact that f ∈ BC2 lead to the required
conclusion.
Lemma 5.2. Suppose that the gradient SDE is strongly 1-complete. GivenWt(v1),
let W (2)t (v1, v2) (abbreviated as W (2)t ) denote the solution to the following covari-
ant differential equation
DW (2)t (v1, v2) =
(
−1
2
Ric♯ + (∇2h)♯
)(
W (2)t (v1, v2)
)
dt+
1
2
Θh(Wt(v2))(Wt(v1))dt
+R(d{xt},Wt(v2))Wt(v1),
W (2)0 (v1, v2) =v2,
(5.1)
where R is the curvature tensor, {xt} denotes the martingale part of xt. Then
W (2)t (v1, v2) is the local conditional expectation of Dds |s=0Wt(j(s)). If the latter is
integrable, then
W (2)t (v1, v2) = E
{
D
ds
|s=0Wt(j(s))
∣∣∣ Fx0t
}
.
Proof. Let γ be the normal geodesic defined above. We differentiate the vector
field Wt along the surface Ft(γ(s), ω) in the s direction followed by stochastic
covariant differential in t direction, using strong 1-completeness. Thus,
D
(
D
ds
|s=0Wt(j(s))
)
=
D
ds
|s=0 (DWt(j(s))) +R (X(xt) ◦ dBt, TFt(v2))Wt(v1)
=
D
ds
|s=0
(
(−1
2
Ric♯ + (∇2h)♯)(Wt(j(s))dt
)
+R(X(xt) ◦ dBt +∇h(xt)dt, TFt(v2))Wt(v1).
The curvature term results from exchanging the derivative of Wt(j(s)) in the direc-
tion of the stochastic differential ( because of Wt is also a function of (Ft(γ(s))))
in t and the derivative of Ft(j(s)) in s. We also used that Ddsj(s) = 0 and that the
differential of Wt(Ft(γ(s))) in t satisfies the stochastic damped parallel translation
equation. Let us compute the term involving ∇2h:
D
ds
|s=0(∇2h)♯(Wt(j(s)) = ∇TFt(v1)(∇2h)♯(Wt(v)) + (∇2h)♯
(
D
ds
|s=0Wt(j(s))
)
.
The first term can also be written as ∇3h(∇TFt(v1),Wt(v), ·), and consequently,
d//−1t
(
D
ds
|s=0Wt(j(s))
)
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=//−1t
(
−1
2
∇TFt(v2)Ric♯(Wt(v1)) +∇2(∇h) (TFt(v2),Wt(v1))
)
dt
+
(
−1
2
//−1t Ric♯ + (∇2h)♯
)(
D
ds
|s=0 (Wt(j(s)))
)
dt
+ //−1t R(X(xt) ◦ dBt, TFt(v2))Wt(v1) + //−1t R(∇h(xt), TFt(v2))Wt(v1)dt.
The notation∇2(∇h) should be clear, note the function 〈∇2(∇h)(v, u), w〉 is sym-
metric in (u, w). We unravel the Stratonovich stochastic integral into one with
respect to d{xt}, the martingale part of xt:
//−1t R(X(xt) ◦ dBt, TFt(v2))Wt(v1)
=//−1t R(d{xt}, TFt(v2))Wt(v1) +
1
2
trace(∇·R)(·, TFt(v2))Wt(v1)dt,
where we have used the following fact for the gradient system: at any point x ∈M
either ∇Xi(x) vanishes or Xi(x) vanishes. We use the following formula, see e.g.
[Elw82], for an o.n.b. {fi} of TxM , and vi ∈ TxM ,
n∑
i=1
〈∇fiR(fi, v2)v1, v3〉 = (∇v3Ric)(v1, v2)− (∇v1Ric)(v3, v2).
We combine the three terms involving the covariant derivative of the Ricci curva-
ture, and set:
〈Θ(v2)(v1), v3〉 =
(∇v3Ric♯) (v1, v2)− (∇v1Ric♯) (v3, v2)− (∇v2Ric♯) (v1, v3),
which is symmetric in (v1, v2). Setting,
Θh(v2)(v1) = 1
2
Θ(v2, v1) +∇2(∇h)(v2, v1) +R(∇h, v2)(v1),
to see that
d//−1t
(
D
ds
|s=0Wt(j(s))
)
=
1
2
//−1t Θ
h(TFt(v2))(Wt(v1))dt+
(
−1
2
//−1t Ric♯ +∇2h
)(
D
ds
|s=0 (Wt(j(s)))
)
dt
+ //−1t R(X(xt) ◦ dBt, TFt(v2))Wt(v1).
With this preparation we condition the above stochastic equation with respect
to Fx0t and use the fact that Wt(v2) is the local conditional expectation of TFt(v2)
and apply Lemma 3.3.1 in [ELJL99] to obtain:
d//−1t W
(2)
t =
(
−1
2
//−1t Ric♯ + //−1t ∇2h
)(
W (2)t
)
dt+
1
2
//−1t Θ
h(Wt(v2))(Wt(v1))dt
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+ //−1t R(d{xt},Wt(v2))Wt(v1).
We have used the fact that
∫ s
0
//−1t R(d{xt}, ·) is adapted to the filtration of {x·},
see [ELJL99, Theorem 3.1.2]. The conclusion about the local expectation follows.
The rest follows from Corollarys 3.3.4 in [ELJL99].
Let p > 1 and r denotes the Riemannian distance from a given point. Observe
that for any t > 0and for any compact set D, supx∈D sups≤tE(|TxFs|p) is finite if
Hp ≤ c1+ c2r2 where c2, depending possibly on t, is sufficiently small. See (2.6).
Below let c > 0 be a constant and α2 > 0 be a sufficiently small constant.
Lemma 5.3. Suppose ρh ≥ −K, ‖Θh‖ ≤ ceCr, ‖R‖ ≤ ceCr, where C ≤ α2.
(a) then supx0∈D sups≤t E‖W (2)t ‖2 is finite for any compact subset D.
(b) If furthermore ∫ t
0
(E[|TxFs|2p)
1
pds < ∞ for some p > 1. then E (|Vt|2) <
∞.
Proof. Take unit vectors v1, v2 in Tx0M . For part (1) we observe that
d
∣∣∣W (2)t (v1, v2)∣∣∣2 = (−Ric+2Hessh) (W (2)t (v1, v2),W (2)t (v1, v2))dt
+
〈
W (2)t (v1, v2),Θh (Wt(v2)) (Wt(v1))
〉
dt
+ 2
〈
R(d{xt},Wt(v2))Wt(v1),W (2)t (v1, v2))
〉
+
n∑
i=1
|R(utei,Wt(v2))Wt(v1)|2 dt.
The penultimate term, which we denote by (Mt), in the above equation is a local
martingale. By taking suitable stopping times {τk}, this term vanishes. Since
ρh ≥ −K, |Wt|2 ≤ e−Kt for any t ≥ 0, and we obtain the following estimates:
E
∣∣∣W (2)t∧τk (v1, v2)∣∣∣2
≤|v2|2 + E
∫ t∧τk
0
(
1
2
+ ρh(xs)
) ∣∣W (2)s (v1, v2)∣∣2 ds
+ E
∫ t∧τk
0
1
2
∣∣Θh(Ws(v2))Ws(v1)∣∣2 ds+ E
∫ t∧τk
0
‖R(·,Ws(v2))Ws(v1)‖2ds
≤|v2|2 + E
∫ t∧τk
0
(
1
2
+K
) ∣∣W (2)s (v1, v2)∣∣2 ds
+ E
∫ t∧τk
0
1
2
‖Θh‖2xse2Ks|v1|2|v2|2 ds+ E
∫ t∧τk
0
‖R‖2xse2Ks|v1|2|v2|2 ds.
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By Lemma 4.1, sups≤t Eeα1d
2(xs,x0) is uniformly bounded in x0. Take α2 = 12α1
to see both E[‖Θh‖2xs] and E[‖R‖2xs] are finite. We apply Gronwall’s lemma fol-
lowed by taking k →∞ and using Fatou’s lemma to see thatE supr≤t
∣∣W (2)r (v1, v2)∣∣2 ≤
C(t) where C(t) is a constant depending on t, and is locally uniform w.r.t. x0.
For part (2) we use the following equation from the proof of the last lemma.
d//−1t Vt =
(
−1
2
//−1t Ric♯ +∇2h
)
(Vt) dt+
1
2
//−1t Θ
h(TFt(v2))(Wt(v1))dt
+ //−1t R(X(xt) ◦ dBt, TFt(v2))Wt(v1).
We may proceed as before, but replacing Wt(v2) be TFt(v2). We finally have to
take care of the following terms E[‖Θh‖2|TFt|2] ≤
(
E‖Θh‖2q) 1q (E|TFt|2p) 1p . If
2qC < α1, E‖Θh‖2q is finite. The term involving R can be treated similarly.
The following proposition follows immediately from the two pervious lem-
mas. Denote by c, δ positive constants, K a constant, and α2 a sufficiently small
constant.
Proposition 5.4. Suppose that
(a) Suppose ρh ≥ −K, ‖Θh‖ ≤ ceCr, ‖R‖ ≤ ceCr, where C ≤ α2.
(b) the gradient SDE is strongly 1-complete and ∫ t
0
(E[|TxFs|2p)
1
pds < ∞ for
any x and for some p > 1.
Then for all f ∈ BC2,
Hess(P ht f )(v2, v1) = E [∇df (Wt(v2),Wt(v1))] + E
[
df (W (2)t (v1, v2))
]
. (5.2)
An immediate consequence are the following primitive L∞ estimates:
Corollary 5.5. Suppose the conclusions of Proposition 5.4. Let f ∈ BC2. Then
∣∣Hess(P ht f )(v2, v1)∣∣ ≤ |∇df |∞E [e−ρh(xs)ds]+ |df |∞E ∣∣∣W (2)t (v1, v2)∣∣∣ .
5.2 Exponential integrability
Let us fix a h-Brownian motion, i.e. fix a probability space and its sample paths,
this could be the solution of a gradient SDE, or the projection of the canonical
horizontal SDE, or any other pathwise representation. We define (Wt,W (2)t ) to be
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the solution to the following system of equations along the chosen sample paths
{x·(ω)}, so we have a triple of stochastic processes (xt,Wt,W (2)t ).
D
dt
Wt =− 1
2
Ric#xt(Wt)− (∇2h)♯xt(Wt),
W0 =v1
Wt d
(
W−1t W
(2)
t
)
=
1
2
Θh(Wt(v1)(Wt(v2))dt+R({dxt},Wt(v2))Wt(v1),
W (2)0 =v2.
(5.3)
We next investigate the exponential integrability of |W (2)t |. In this, we assume
that the curvature operator is bounded for the simplicity of the exposition. In the
lemma below, ‖R‖∞ and T are positive constants.
Lemma 5.6. Suppose condition C2. Set C1(T, 0) = 1,
C1(T,K) = sup
0<s≤3KT
1
s
(es − 1), α2(T,K, ‖R‖∞) = 1
49n2‖R‖2∞C1(T,K)
.
Then there exists a universal constant c such that for v1, v2 ∈ STx0M , and for any
α ≤ α2(T,K, ‖R‖∞),
E exp
(
αγ|W (2)t (v1, v2)|2
)
≤ ce2αγ
√
E exp
(
4t γα
∫ t
0
e3Ks‖Θh‖2xsds
)
≤ ce
2γ
49n2‖R‖2∞
√
E exp
(
4tγ
49n2‖R‖2∞C1(t,K)
∫ t
0
e3Ks‖Θh‖2xsds
)
.
Proof. Take v1, v2 ∈ STxM , and write W (2)t = W (2)t (v1, v2) for simplicity. We
first observe that
Wtd
(
W−1t W
(2)
t
)
= DW (2)t +
(
−1
2
Ric♯ + (∇2h)♯
)(
W (2)t
)
dt.
By the definition of W (2)t , we see that
W−1t W
(2)
t − v2
=
1
2
∫ t
0
W−1s (Θh(Ws(v1))(Ws(v2)))ds+
∫ t
0
W−1s
(
R(usdBs,Ws(v2))Ws(v1)
)
.
Denote by At and Mt respectively the first and the second term on the right hand
side. If α is a positive number, we use elementary and Cauchy-Schwartz inequal-
ities to obtain the following brutal estimate:
E exp
(
α|W (2)t |2
)
= E exp (α(v2 + At +Mt))2
≤ e2α|v2|2E exp (4αA2t + 4αM2t ) ≤ e2α|v2|2√Ee8αA2t√Ee8αM2t .
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Let us consider the jth component of the Rn-valued local martingale (Mt),
where Rn is identified with Tx0M ,
M jt :=
∫ t
0
〈
W−1s
(
R(usdBs,Ws(v2))Ws(v1)
)
, ej
〉
.
This has quadratic variation
f jt =
n∑
i=1
∫ t
0
〈
W−1s
(
R(usei,Ws(v2))Ws(v1), ej
〉2
ds.
SinceR is bounded, ρh is bounded, the quadratic variations are uniformly bounded
by a constant,
f jt ≤ n‖R‖2∞
∫ t
0
e3Ksds ≤ 3tn‖R‖2∞
e3Kt − 1
3Kt
.
Thus M jt is a time changed Brownian motion of the form β
j
fjt
where each βj is
a one dimensional Brownian motion. Furthermore for a universal constant c(n)
depending on n,
e8α|Mt|
2
= e8α
∑n
j=1(Mjt )2 ≤ c(n)
n∑
j=1
e8αn(M
j
t )2 .
In particular, Ee8α|Mt|2 is bounded by a universal constant if 8αnf jt < 12 . Letting
C1(t,K) = sup0<t≤T e
3Kt−1
3Kt
, it is sufficient to take α < 1
48n2‖R‖2∞
1
C1(t,K) . Since
α2(t) = 149n2‖R‖2∞C1(t,K) , for any α ≤ α(t), Ee
8α|Mt|2 is bounded by a universal
constant.
We consider the first term At, wich is easy to estimate. In fact,
|At|2 ≤ t
2
∫ t
0
∣∣W−1s (Θh(Ws(v1))(Ws(v2)))∣∣2 ds ≤ t2
∫ t
0
e3Ks‖Θh‖2xsds.
By part (2) in Lemma 4.1, it is exponentially integrable to any given exponent if
‖Θh‖2 ≤ c+ δr2 where δ is sufficiently small (this is part of the assumption C2).
Putting everything together we see that there exists a universal constant c such that
for α ≤ α2(t), γ ∈ (0, 1),
E exp
(
αγ|W (2)t |2
)
≤ ce2γα
√
exp
(
4tγα
∫ t
0
e3KsE‖Θh‖2xsds
)
.
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For the maximum value of α,
E
[
e8γα2(t,K,‖R‖∞)|At|
2
]
≤ E exp
(
4t γα2(t,K, ‖R‖∞)
∫ t
0
e3Ks‖Θh‖2xsds
)
≤ E exp
(
4tγ
49n2‖R‖2∞C1(t,K)
∫ t
0
e3Ks‖Θh‖2xsds
)
.
Putting everything together we have, for any γ ∈ (0, 1),
E exp
(
αγ|W (2)t |2
)
≤ ce2γα
√
E exp
(
4tγ
49n2‖R‖2∞C1(t,K)
∫ t
0
e3Ks‖Θh‖2xsds
)
.
To conclude we use the equivalence of the two norms |W−1t W (2)t | and |W (2)t |,
which follows from the assumption that ρh is bounded and hence e−Kt|W−1t W (2)t | ≤
|W (2)t | ≤ eKt|W−1t W (2)t |.
For further estimates we use the following basic lemma [Str00, Lemma 6.45]).
Lemma 5.7. Let φ be a non-negative measurable function on Ω s.t. Eφ 6= 0. If Ψ
is a measurable function on Ω such that φΨ, e−Ψ and eΨ are integrable then
−E
[
φ log
φ
Eφ
]
+ (Eφ) logE(e−Ψ) ≤ E [φΨ] ≤ E
[
φ log
φ
Eφ
]
+ (Eφ) logE(eΨ).
(5.4)
Proof. The second inequality follows from Jensen’s inequality,
logE[eΨ] = log
[
E[(eΨφ−1φ)]
Eφ
Eφ
]
≥ E
[
φ log(eΨφ−1)]
Eφ
+ log(Eφ)
=
E [φ(Ψ− logφ)]
Eφ
+ log(Eφ).
The first inequality follows from taking −Ψ in place of Ψ.
Lemma 5.8. Suppose C2. Let f be a non-negative bounded and Borel measurable
function normalised such that P ht f (x0) = 1. Let v1, v2 ∈ STx0M and (xt) an h-
Brownian motion.
1. Let c1(n) = 14
√
2n
√
C1(t/2, K)‖R‖∞. Then there exist numbers c2 and
c3, which depend on n,K, ‖R‖∞,Θ and are given explicitly in the proof,
s.t. ∣∣∣∣∣E
(
f (xt) · 2
t
∫ t
2
0
〈usdBs,W (2)s (v1, v2)〉
)∣∣∣∣∣
≤ 1√
t
(
c1E [(f log f )(xt)] + c2 + c3A(t/2, K, ‖R‖∞, ‖Θh‖)
)
,
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where the constant A(t/2,Θh) is finite and is given by
A(t/2, K, ‖R‖∞, ‖Θh‖) = log
(
E exp
(
2α2(t/2)
∫ t
2
0
e3Ks‖Θh‖2xsds
))
.
2. For a number δ0 > 0 set C2(t,K) = (4 + δ0) sup0<s≤t
(
esK−e sK2
Kt
)
. There
exists a number c0(δ) depending on δ0 such that for Nt defined in Defini-
tion 6.2,
|E (f (xt) ·Nt)| ≤ 1
t
C2(t,K)E(f log f )(xt) + 1
t
C2(t,K)c(δ0).
Proof. For v1, v2 fixed we write W (2)t for W (2)t (v1, v2) to ease notation. Let α2(t)
be the number in Lemma 5.6:
α2(T,K, ‖R‖∞) = 1
49n2‖R‖2∞C1(T,K)
.
For any number γ 6= 0, we apply Lemma 5.7 to Ψ = γ
√
α2(t)
2t
∫ t
2
0
〈usdBs,W (2)s 〉
and to the mean 1 random variable φ = f (xt) to obtain:
γE
(
f (xt) · 2
t
∫ t
2
0
〈usdBs,W (2)s 〉
)
≤ 1√
t
2
√
2√
α2( t2)

E[(f log f )(xt)] + logE exp

γ
√
α2( t2 )
2t
(∫ t
2
0
〈usdBs,W (2)s 〉
)

 .
Observe that
c1 ≡ 2
√
2√
α2( t2 )
≤ 14
√
2n‖R‖∞
√
C1(t/2, K).
Next we use the following inequality, for a real valued continuous local martingale
Mt and real number c, EecMt ≤
√
Ee2c2〈M,M〉t . Let γ be a number with 0 < |γ| ≤
1. Note that α2(t) ≡ α2(t,K, ‖R‖∞) is a monotone decreasing function. By
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Lemma 5.6 we have the following estimate
logE exp
(
γ
√
α2(t/2)
2t
(∫ t
2
0
〈usdBs,W (2)s 〉
))
≤ 1
2
logEe
γ2α2(t/2)
t
(∫ t
2
0
|W (2)s |2ds
)
≤ 1
2
log
(
2
t
∫ t
2
0
Ee
1
2
γ2α2(t/2)|W (2)s |2ds
)
≤ 1
2
log
(
2
t
∫ t
2
0
c(n)eγ2α2(t/2)
√
E exp
(
2γ2sα2(t/2)
∫ s
0
e3Kr‖Θh‖2xrdr
))
≤ 1
2
log c(n) + 1
2
γ2α2(t/2) + 1
4
log
(
E exp
(
2γ2tα2(t/2)
∫ t
0
e3Kr‖Θh‖2xrdr
))
.
Since C1(t,K) ≥ 1, α2(s,K, ‖R‖2∞) ≤ 149n2‖R‖2∞ , we have,
2
√
2√
tα2(t/2)
logE exp
(
γ
√
α2(t/2)
2t
(∫ t
2
0
〈usdBs,W (2)s 〉
))
≤ 1√
t
√
2 log c(n)√
α2(t/2)
+
1√
t
√
2γ2
√
α2(t/2)
+
1√
t
√
2
2
√
α2(t/2)
log
(
E exp
(
2γ2tα2(t/2)
∫ t
0
e3Kr‖Θh‖2xrdr
))
≤ 1√
t
c2 + c3
1√
t
log
(
E exp
(
2α2(t/2)
∫ t
2
0
e3Ks‖Θh‖2xsds
))
.
where
c2 = 7n log c(n)‖R‖∞
√
2C1(t/2, K)+
√
2γ2
7n‖R‖∞ , c3 =
7√
2
n‖R‖∞
√
C1(t/2, K).
To see that A(t/2,Θh) = log
(
E exp
(
2α2(t/2)
∫ t
2
0
e3Ks‖Θh‖2xsds
))
is finite we
use Jensen’s inequality to see that
A(t/2, K, ‖R‖∞, ‖Θh‖) ≤ log
(
2
t
∫ t
2
0
E
[
exp
(
tα2(t/2)e3Ks‖Θh‖2xs
)
ds
])
.
Since ρh is bounded above, by Lemma 4.1, αr2(xt) is exponentially integrable
for a small number α. By assumption, ‖Θh‖2xs ≤ c+ δr2(xs) and by a sufficiently
small δ we meant that δ2α2(t/2)
∫ t
2
0
e3Ks < α. This completes the proof for part
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(1). For the second part recall that
Nt =
4
t2
∫ t
t
2
〈usdBs,Ws(v1)〉
∫ t
2
0
〈usdBs,Ws(v2)〉.
Set c1(t,K) = etK−1Kt and α3(t) = 14+δ0
(
sup0<s≤t c1(s/2, K)e
Ks
2
)−1
. By Lemma 5.7,
for any number γ with 0 < |γ| ≤ 1,
γE (f (xt) ·Nt) ≤ 1
t
1
α3(t)E(f log f )(xt) +
1
t
1
α3(t) logEe
γtα3(t)Nt .
To estimate the exponential term we first apply Cauchy Schwartz’s inequality to
obtain
Eeγtα3(t)Nt ≤
√
Ee
2|γ|α3 (t)
t
(∫ t
t
2
〈usdBs,Ws(v1)〉
)2√
Ee
2|γ|α3 (t)
t
(∫ t
2
0
〈usdBs,Ws(v2)〉
)2
.
Denote by Γ1 and Γ2 respectively the quadratic variations of the local martingales∫ ·
t
2
〈usdBs,Ws(v1)〉 and
∫ ·
0
〈usdBs,Ws(v2)〉. Then
Γ1(t) ≤
∫ t
t
2
eKsds =
eKt − eKt2
K
, Γ2(t/2) ≤ e
Kt
2 − 1
K
.
These local martingales are time changed one dimensional Brownian motions, and
so their exponentials are integrable if
2|γ|α3(t)Γi(t)
t
<
1
2
.
These hold by construction, hence Eetα3(t)Nt is finite and bounded by a universal
constant (depending on δ0 and |γ|).
γE (f (xt) ·Nt) ≤ 1
t
1
α3(t)E(f log f )(xt) +
1
t
1
α3(t)c(δ0, |γ|).
Finally we observe that 1
α3(t) is locally bounded to complete the proof.
6 2nd order Feynman-Kac formulas
Let Bt = (B1t , . . . , Bmt ). Set us = TFs(v1) and vs = TFs(v2). In [EL94, Theorem
2.3], the following formula was given for the second order derivative of the heat
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semigroup Ptf where f is a BC2 function, and (xt) is the solution to a gradient
Brownian system.
HessPtf (x0)(v1, v2) = 4
t2
E
{
f (xt)
∫ t
t
2
〈Y (xs)us, dBs〉
∫ t
2
0
〈Y (xs)vs, dBs〉
}
+
2
t
E
{
f (xt)
∫ t
2
0
〈DY (xs)(us)(vs), dBs〉
}
+
2
t
E
{
f (xt)
∫ t
2
0
〈Y (xs)∇TFs(v1, v2), dBs〉
}
.
This was proved using the martingale method developed in [Li92, X.-M. Li], using
heat semigroup on differential forms. In this formula the derivatives of the initial
function f is not involved, emphasizing the smoothing property of the Bismut-
Witten Laplacian.
The conditions on the driving vector fields and their derivatives are presented
in [EL94, Theorem 2.3]. Suppose that the curvature and the shape operator of
the manifold and their first order derivatives are bounded, it is not difficult to see
that these conditions are satisfied. It is possible to use the technique of filtering
to remove the redundant noise in the formula for ∇dPtf leading to an intrin-
sic formula. These computations are lengthy and will involve the second order
derivatives of the solution to SDE with respect to the initial data, and so involving
the derivatives of the driving vector fields up to order 3. For ∆Ptf , the intrinsic
formula is proven to hold under conditions on the Ricci curvature not their deriva-
tives, which does not seem to be the case for the Hessian of Ptf (see [EL98]), a
local Hessian formula is presented in [APT03].
Let (xt, t ≥ 0) be a h-Brownian motion. If f is a smooth function with com-
pact support we define Mdft := f (xt)− f (x0)−
∫ t
0
∆hf (xs)ds.
Definition 6.1 ([ELJL10]). If αt is a predictable process with αt ∈ T ∗xtM , there
is a unique process which we denote by
∫ t
0
αsd{xs} satisfying that
〈
∫ ·
0
αsd{xs},Mdft 〉t =
∫ t
0
αs(∇f (xs))ds.
We say that
∫ ·
0
αsd{xs} is the integral of αs w.r.t. the martingale part of xs.
The h-Brownian motion has two notable representations. The first is given by
the gradient SDE of an isometric embedding i : M → Rm:
dxt =
m∑
i=1
Xi(xt) ◦ dBit +∇h(xt)dt,
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see 4 for detail. For the gradient SDE,∫ t
0
αsd{xs} =
m∑
i=1
∫ t
0
αs(Xi(xs))dBis.
Let OM denote the orthonormal frame bundle over M and π : OM →M the
canonical projection taking u : Rn → TxM to x. Let {ei} be an o.n.b. of Rn and
{Hi} the corresponding fundamental horizontal vector fields on OM , so if π is
the natural projection taking a frame u : Rn → TxM to the base point x, Hi(u)
projects to uei, and Hi(u) is the horizontal lift of ue from Tπ(u)M to TuOM . We
consider the canonical horizontal SDE:
dut =
n∑
i=1
Hi(ut) ◦ dBit + hut(∇h(π(ut))dt, (6.1)
whose initial value u0 is taken from π−1x0 and where hu(v) denotes the horizontal
lift of a vector on Tπ(u)M to TuOM , through u0 ∈ π−1(x0). The solutions (ut)
are called horizontal Brownian motions. Then π(ut) is a h-Brownian motion with
initial value x0. This is the canonical representation of the h-brownian motion.
Furthermore, utu−10 is the stochastic parallel translation along (xt), and∫ t
0
αsd{xs} =
∫ t
0
αs(usdBs).
In the rest of this section, (xt) denotes a h-Brownian flow, given by one of the
above two representations, and (xt,Wt,W (2)t ) solves equation (5.3).
Theorem 6.1. Suppose C1. Then for any f ∈ Bb, any t > 0,
HessP ht f (v1, v2) =
4
t2
E
[
f (xt)
∫ t
t/2
〈d{xs},Ws(v1)〉
∫ t/2
0
〈d{xs},Ws(v2)〉
]
+
2
t
E
[
f (xt)
∫ t/2
0
〈d{xs},W (2)s 〉
]
,
If xt = π(ut), see (6.1), then d{xs} = usdBs.
Proof. It is sufficient to prove this for f ∈ C∞K , followed by a smooth approxi-
mation of the bounded measurable function by a uniformly bounded sequence of
functions in C∞K and use the upper bound on the stochastic damped parallel trans-
lation and the L2 boundedness of ‖W (2)s ‖ to pass the limit in a neighbourhood of
of a given point. We will also need the gradient formula: for all 0 < t ≤ T and
v ∈ Tx0M ,
dP hT f (v) =
1
t
E
[
f (xT )
∫ t
0
〈Ws(v), usdBs〉
]
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holds if Ric−2Hess(h) is bounded from below. See e.g. [EL94, ELJL99, TW98,
ADT07, LT16].
Let f ∈ C∞K . We only need to prove this for xt = π(ut), where ut solves
(6.1). An application of Weitzenbo¨ck formula ∆ = trace∇∗∇− Ric♯ shows that
dP ht f = e
1
2
∆h(df ) solves the heat equation on differential 1-forms with initial
value df :
d
dt
dP ht f =
1
2
trace(∇h,∗∇)(dP ht f ) +
1
2
(−Ric♯ + 2(∇2h)♯)) (dP ht f ),
where ∇h,∗ is the adjoint of ∇ with respect to e2hdx. Applying Itoˆ’s formula to
(ut,Wt) and f ◦ π, a routine computation shows that
d(P hT−tf )(Wt(v1)) = d(P ht f )(v1) +
∫ t
0
∇usdBs(dP hT−sf )(Ws(v1)).
Taking t ↑ T we see that,
(df )(WT (v1)) = d(P hT f )(v1) +
∫ T
0
∇usdBs(d(P hT−sf )(Ws(v1)).
If ρh ≥ K then |Wt|2 ≤ e−Kt. Consequently we may use Itoˆ’s isometry to obtain:
E(df )(WT (v1))
∫ T
0
〈usdBs,Ws(v2)〉 = E
[∫ T
0
Hess(P hT−sf )(Ws(v2),Ws(v1))ds
]
.
(6.2)
Since f satisfies (5.2),
Hess(P ht f )(v2, v1) = E [Hess f (Wt(v2),Wt(v1))] + Edf (W (2)t ),
we replace t by s and f by P hT−sf which is easily seen to be also a BC2 function:
E
[
HessP hT−sf (Ws(v1),Ws(v2))
]
= Hess(P hs (P hT−sf ))(v1, v2)−Ed(P hT−sf )(W (2)s ).
With this, we return to equation (6.2)
E
[
(df )(WT (v1))
∫ T
0
〈usdBs,Ws(v2)〉
]
=T HessP hT f (v1, v2) + E
[∫ T
0
dP hT−sf (W (2)s ) ds
]
.
Now T HessP hT f (v1, v2) is given by
E
[
(df )(WT (v1))
∫ T
0
〈usdBs,Ws(v2)〉
]
− E
[∫ T
0
dP hT−sf (W (2)s ) ds
]
.
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Setting T = t/2 and replacing f by P ht/2f , we see that
( t
2
) HessP ht f (v1, v2)
=E
[
(dP ht/2f )(Wt/2(v1))
∫ t/2
0
〈usdBs,Ws(v2)〉
]
− E
[∫ t/2
0
dP ht−sf (W (2)s ) ds
]
=
2
t
E
[
f (xt)
∫ t
t/2
〈usdBs,Ws(u1)〉
∫ t/2
0
〈usdBs,Ws(v2)〉
]
+ E
[
f (xt)
∫ t/2
0
〈usdBs,W (2)s 〉
]
.
In the above we have used the Markov property and the first order derivative for-
mula for the first term which is obtained from considering P ht
2
,t−s(f ◦π)(ψ t2 ,s(u t2 ))
where ψs,t denotes the solution flow for the canonical SDE begins with s and end-
ing at t and ψ0,t = ut. Apply Itoˆ’s formula to it, followed by taking s to t we see
the following,
f (xt) = P ht
2
,tf (x t2 ) +
∫ t
t
2
(
dP ht
2
,t−rf
)
(urdBr).
Multiply both sides by the suitable martingale we see
E
[
f (xt)
∫ t
t/2
〈usdBs,Ws(u0)〉
]
= E
[∫ t
t/2
(
dP ht
2
,t−rf
)
(Wr(v1))dr
]
=
t
2
dP ht
2
f (v1).
For the second term we observe that
P ht/2f (xt/2) = P ht f (x0) +
∫ t/2
0
d(P ht−sf )xs(usdBs)
and multiply both sides by
∫ t/2
0
〈usdBs,W (2)s 〉. Since
∫ t
0
|W (2)s |2ds is finite, we
obtain E
[
P ht
2
f (x t
2
) ∫ t/2
0
〈usdBs,W (2)s 〉
]
= E
[∫ t/2
0
d(P ht−sf )(W (2)s )
]
ds and the de-
sired formula follows.
Definition 6.2. Given v1, v2 ∈ TxM we define
Nt =
4
t2
∫ t
t
2
〈d{xs},Ws(v1)〉
∫ t
2
0
〈d{xs},Ws(v2)〉,
where d{xs} stands for the martingale part of xs.
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In case xt is given by the projection of ut,
Nt =
4
t2
∫ t
t
2
〈usdBs,Ws(v1)〉
∫ t
2
0
〈usdBs,Ws(v2)〉. (6.3)
Lemma 6.2. Assume ρh is bounded from below. If V : M → R is bounded and
Ho¨lder continuous with V (x0) = 0 and f : M → R is a bounded measurable
function, then ∫ t
0
(
E
[
P ht−r(V P hr f )Nt−r
])1+ǫ
dr
is finite for some number ǫ > 0.
Proof. It is sufficient to show that there exist positive numbers c and δ such that
E
[
P ht−r(V P h,Vr f )Nt−r
] ≤ c(t− r)1−δ .
By Cauchy-Schwarz inequality and the bound on |Wt| using the lower bound on
ρh, and Burkholder-Davies-Gundy inequality we see that for any q > 0, ‖Nt−r‖Lq
is of the order of 1
t−r , and so
E
[
P ht−r(V P h,Vr f )Nt−r
] ≤ C 1
t− r
(
E
[
P ht−r(V P h,Vr f )
]2) 12
.
To treat P ht−r(V P h,Vr f ), we simply drop P h,Vr f which can be seen easily, by the
Feynman-Kac’s formula, to be bounded. We have,
E[P ht−r(V P hr f )]2 ≤ (|f |∞)2EV 2(xt).
If V is globally Ho¨lder continuous of order α,
EV 2(xt−r) ≤ Ed2α(xt−r, x0) ≤ c(t− r)α.
giving enough to ensure the required integrability. We have used part (2) of
Lemma 4.1.
Now we suppose that V is Ho¨der continuous of order α on a small geodesic
ball B(a) of radius a around V0. Denote by τ the first exit time of xt from U . Then
for a constant c depending on B(a),
EV 2(xt−r) ≤V 2(xt−r)1t−r≤τ + EV 2(xt−r)1t−r≥τ
≤c(B(a))(t − r)α + |V |∞P(τ ≤ t− r)
≤c(B(a))(t − r)α + |V |∞
E sups≤t−r d
2(xs, x0)
a2
≤c(B(a))(t − r)α + |V |∞ t− r
a2
.
We used in line 3 Chebyshev inequality and in line 4 an estimate from Lemma
4.1. The proof is complete.
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We present an elementary lemma.
Lemma 6.3. Let g : [0,∞) ×M → R be a Borel measurable function. Define
Tg(t) = ∫ t
0
g(r, x)dr. Then d(Tg)(t)(v) = ∫ t
0
dg(r, ·)(v) for any v ∈ TxM pro-
vided that for any normal geodesic (γ(t), t ∈ [0, a]) with initial value x and initial
velocity γ˙(0), dg(r, γ(s)(γ˙(s)) ∈ L1([0, t] × [0, a]), and s 7→ ∫ t
0
dg(r, γ(s))(γ˙(s))
is continuous in L1.
Proof. We turn the differential into an integral and use Fubini’s theorem to ex-
change the order of integration and obtain d(Tg)(t)(v) = limǫ→0 1ǫ
∫ ǫ
0
∫ t
0
dg(r, γ(s))(γ˙(s))dsdr.
Finally we use the L1 continuity to conclude.
For a < t and x0 fixed we define
Vt−r,t = (V (xt−r)− V (x0))e−
∫ t
t−r
[V (xs)−V (x0)]ds. (6.4)
Thus we first remover V (x0) and then put it back.
Theorem 6.4 (Second Order Feynman-Kac Formula). Assume C1. Let V be a
bounded Ho¨lder continuous function. Then for any f ∈ Bb(M ;R),
HessP h,Vt f (v1, v2) =e−V (x0)tE [f (xt)Nt] + e−V (x0)tE
[
f (xt)2
t
∫ t/2
0
〈d{xs},W (2)s (v1, v2)〉
]
+ e−V (x0)t
∫ t
0
E
[
f (xt)2Vt−r,t
t− r
∫ (t−r)/2
0
〈d{xs},W (2)s (v1, v2)〉
]
dr
+ e−V (x0)t
∫ t
0
E [f (xt)Vt−r,tNt−r] dr.
Proof. Let us assume that V (x0) = 0. If V (x0) 6= 0, we shift it to be zero at x0. If
U = V − V (x0) then P h,Vt = e−V (x0)tP h,Ut , and
dP h,Vt f = e
−V (x0)tdP h,Ut f, ∇dP h,Vt f = e−V (x0)t∇dP h,Ut f.
Let f ∈ Bb we may differentiate both sides of the variation of constant for-
mula and obtain the following formula where the differentiation is w.r.t. the first
variable at the point x0 and V (x0) = 0:
HessP h,Vt f (v1, v2) = HessP ht f (v1, v2) +
∫ t
0
HessP ht−r(V P h,Vr f )(v1, v2) dr.
(6.5)
To justify the exchange of integral and differential we first check that
dP h,Vt f (v) = dP ht f (v) +
∫ t
0
dP ht−r(V P h,Vr f )(v) dr
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holds for any v ∈ Tx0M . Indeed let xt = π(ut) where (ut) is the canonical process,
we apply the formula, dP ft f = 12Ef (xt)
∫ t
0
〈urdBr,Wr(σ˙(s)))〉, which holds since
ρh is bounded from below. Then,∫ t
0
dP ht−r(V P h,Vr f )(σ˙(s)) =
∫ t
0
1
t− rE
[
(V P h,Vt−r f )(Ft(σ(s)))
∫ t−r
0
〈urdBr,Wr(σ˙(s)))〉
]
.
Let σ : [0, a] → M be a normal geodesic with initial conditions x0 and v. Since
V, f are bounded,∣∣∣∣E
[
(V P h,Vt−r f )(Ft(σ(s)))
∫ t−r
0
〈urdBr,Wr(σ˙(s)))〉
]∣∣∣∣ ≤ C 1√t− r .
By Lemma 6.3 the exchange of order of integration and differentiation is justified.
For the second order derivative, we apply Theorem 6.1 to its integrand. For-
mally we have,∫ t
0
HessP ht−r(V P h,Vr f )(v1, v2) dr
=
∫ t
0
4
(t− r)2E
[
(V P h,Vr f )(xt−r)
∫ t−r
(t−r)/2
〈usdBs,Ws(v1)〉
∫ (t−r)/2
0
〈usdBs,Ws(v2)〉
]
dr
+
∫ t
0
2
t− rE
[
(V P h,Vr f )(xt−r)
∫ (t−r)/2
0
〈usdBs,W (2)s (v1, v2)〉
]
dr.
The integrand has an obvious singularity at r = t. Since |W (2)s |2 has second
moment which is locally bounded, the norm of the integrand in the second integral
is of order
√
t− r and is integrable. For the first integral,∫ t−r
(t−r)/2
〈usdBs,Ws(v1)〉
∫ (t−r)/2
0
〈usdBs,Ws(v2)〉,
we use Lemma 6.2 to see the first integrand is uniformly integrable and hence we
may exchange the order of integration and differentiation.
Finally, by the zero order Feynman-Kac formula, the first term on the right
hand side is: ∫ t
0
dr E
[
V (xt−r)f (xt)e−
∫ t
t−r V (xr)drNt−r
]
dr,
while the second term becomes,
−
∫ t
0
dr
2
t− rE
[
V (xt−r)f (xt)e−
∫ t
t−r
V (xr)dr
∫ (t−r)/2
0
〈usdBs,W (2)s 〉
]
.
This concludes the proof.
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An immediate consequence of (6.5) is that the Hessian of the Feynman-Kac
kernel ph,Vt can be expressed by pht and its derivatives.
Corollary 6.5. We assume V (x0) = 0 for simplicity and the conditions of the
earlier theorem.
Hess ph,Vt (x0, y) = Hess pht (x0, y) +
∫ t
0
∫
M
V (z) Hess pht−r(x0, z)ph,Vr (z, y)dzdr;
Hess ph,Vt (x0, y) = Hess pht (x0, y)+
∫ t
0
∫
M
V (z) Hess pht−r(x0, z)phr (z, y)E[e−
∫ r
0
V (Y r,z,ys )]dzdr,
where Y r,z,ys is the h-Brownian bridge with terminal value r, initial value z and
terminal value y.
The proof for these are straightforward. The integrals make sense by the pre-
vious estimates.
7 Hessian estimates for Schro¨dinger semi-groups and Feynman-
Kac kernels
If φ is a random function, set H(φ) = φ logφ. The following first order estimates
are given in [LT16] for a positive function normalised such that P h,Vt f (x0) = 1:
|∇P h,Vt f |x0 ≤
√
C1(t,K)
t
(
E
[(
H
(
f (xt)e
∫ t
0
V (xs)ds
))+]) 1
2
+ t|∇V |∞C2(t,K),
Where C1, C2 are explicit constants. Choosing f to be the Feynman-Kac kernel
in the above we have the following kernel estimates:
|∇ log ph,Vt |x0 ≤
√
2C1√
t
((
sup
y∈M
log
pht (y, y0)
ph2t(x0, y0)
+ 2t(supV − inf V )
)+) 12
+t|∇V |∞C2.
Since
∇d logP h,Vt f =
∇dP h,Vt f
P h,Vt f
−∇ logP h,Vt f ⊗∇ logP h,Vt f,
for Hessian estimates on logP h,VT it is sufficient to estimate the first term in the
identity.
We make an Hesian estimate for the Schro¨dinger operator at the point where
the potential function vanishes. (Shift the potential to zero otherwise).
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Theorem 7.1. Assume C2+ C1(c). Let V be a bounded Ho¨lder continuous non-
negative function with V (x0) = 0. If f is a non-negative non-trivial function,
then∣∣∣∣∣∇dP
h,V
t f
P ht f
∣∣∣∣∣
x0
≤ 1√
t
(
c1E
[
f (xt)
P ht f (x0)
log
(
f (xt)
P ht f (x0)
)]
+ c2 + c3A
)
+
1
t
c2(t,K)E
[
f (xt)
P ht f (x0)
log
(
f (xt)
P ht f (x0)
)]
+
1
t
C2(t,K)c(δ0)
+ c|f |∞(|V |∞) 12
∫ t
0
√
Pt−r|V |(x0)
t− r dr + c|f |∞|V |∞
√
t sup
s≤t
E|W (2)s (v1, v2)|2
Here the constants may depend on the time and on the potential V , the dependence
are locally bounded.
Proof. Under the conditions of the theorem, the Hessian formula in Theorem 6.4
holds. For the first two terms on the right hand side, we divide it by P ht f (x0) and
apply Lemma 5.8,
E [f (xt)Nt] + E
[
f (xt)2
t
∫ t/2
0
〈d{xs},W (2)s (v1, v2)〉
]
≤ P
h
t f (x0)√
t
(
c1E
[
f (xt)
P ht f (x0)
log
(
f (xt)
P ht f (x0)
)]
+ c2 + c3A
)
+
P ht f (x0)
t
(
c2(t,K)E
[
f (xt)
P ht f (x0)
log
(
f (xt)
P ht f (x0)
)]
+
1
t
C2(t,K)c(δ0)
)
.
These two terms are of order 1
t
and 1√
t
(small time) respectively. For the fourth
term, we must use regularity of V to compensate for the singularity in time. Let
us apply Ho¨lder and Burkholder-Davis-Gundy inequality to see that∣∣∣∣
∫ t
0
E [f (xt)Vt−r,tNt−r] dr
∣∣∣∣ ≤ c|f |∞(|V |∞) 12
∫ t
0
(|V (xt−r)|L1(Ω)) 12 1
t− rdr.
for some constant c, and also,
∫ t
0
E
[
f (xt)2Vt−r,t
t− r
∫ (t−r)/2
0
〈d{xs},W (2)s (v1, v2)〉
]
dr
≤ c|f |∞|V |∞
√
t sup
s≤t
E|W (2)s (v1, v2)|2.
The proof is complete.
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This leads to estimates on the Hessian of the Feynman-Kac kernel.
Corollary 7.2. Suppose C2 and C1(c). Then,∣∣∣∣∇dph2tph2t
∣∣∣∣
x0
≤ 1√
t
(
c1 sup
y∈M
(
log
pht (y, y0)
ph2t(x0, y0)
)
+ c2 + c3A
)
+
1
t
c2(t,K) sup
y∈M
(
log
pht (y, y0)
ph2t(x0, y0)
)
.
Proof. In the theorem above, take V = 0 and f = pht (x, y0) where y0 is a fixed
point. Set Ht(f, x0) Note that P ht (pht (·, y0))(x) = ph2t(x, y0) we see that∣∣∇dph2t(·, y0)∣∣x0
p2t(x0, y0) ≤
1√
t
(
c1E
[
pht (xt, y0)
ph2t(x0, y0)
log
(
pht (xt, y0)
ph2t(x0, y0)
)]
+ c2 + c3A
)
+
1
t
c2(t,K)E
[
pht (xt, y0)
ph2t(x0, y0)
log
(
pht (xt, y0)
ph2t(x0, y0)
)]
.
Observe that,
Ht(pht (·, y0), x0) ≡ E
[
pht (xt, y0)
ph2t(x0, y0)
log
(
pht (xt, y0)
ph2t(x0, y0)
)]
≤ sup
y∈M
(
log
pht (y, y0)
ph2t(x0, y0)
)
E
[
pht (xt, y0)
ph2t(x0, y0)
]
≤ sup
y∈M
(
log
pht (y, y0)
ph2t(x0, y0)
)
.
(7.1)
This completes the proof.
If the fundamental solution pht satisfies an on diagonal upper bound for the ker-
nel of the following form: pht (y, y0) ≤ λ(t), where λ(t) satisfies the doubling con-
dition λ(t)
λ(2t) ≤ C, and a lower bound of the form pht (x0, y0) ≥ c1λ(t)e−d
2(x0,y0)/c2t
,
then for a constant c, we have
sup
y∈M
(
log
pht (y, y0)
ph2t(x0, y0)
)
≤ c+ cd
2(x0, y0)
t
,
and the familiar type estimates∣∣∇dph2t(x0, y0)∣∣
ph2t(x0, y0)
≤ cd
2(x0, y0)
t
+ c
1
t
.
Such inequalities for strict elliptic operators onRn are known to Aronson [Aro67],
and to manifolds [LY86, Thm. 2.2]. See also [Var90, FS86]. In this paper we do
not elaborate this in detail and we refer to the following papers on heat kernel and
other related estimates: [GHL08, Dav88, Nor97, Gri99, Shu99, HSC01, BQ97,
ATW06, Li05, NS91, Zha01]. See also [LX11] for differential Harnack inequali-
ties and [BGK12] for the study in the context of Dirichlet form.
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8 Manifolds with a pole and semi-classical Riemannian bridges
Let y0 be a pole for M . We denote by Jy0 the Jacobian determinant of the expo-
nential map expy0 : Ty0M → M at y0:
Jy0 = | detDexp−1y0 (y) expy0 |.
The subscript y0 will be omitted from time to time. Set Φ(y) = 12J
1
2
y0(y)∆J−
1
2
y0 (y).
For T > 0 fixed, a semi-classical bridge (also called semi-classical Riemannian
bridge) x˜s is a time dependent diffusion with generator 12△ + ∇ log kT−s(·, y0)
where, for d the Riemannian distance function,
kt(x0, y0) := (2πt)−n2 e−
d2(x0,y0)
2t J−
1
2 (x0).
The radial process rt = d(x˜t, y0) of the semi-classical bridge is the n-dimensional
Bessel bridge. On Rn, the semi-classical bridge agrees with the Brownian motion
conditioned to be at y0 at time T . The semi-classical bridge are introduced in
[ET81], K. D. Elworthy and A. Truman who proved the following formula,
pVT (x0, y0) = kT (x0, y0)E
[
e
∫ T
0
(Φ−V )(x˜s) ds
]
, (8.1)
under the condition that Φ−V is bounded from above. Their consideration comes
from classical mechanics. Their method to overcome the singularity at time T is
to overshoot the target by a drift ∇ log kT+ǫ−t. In [Li16b, LT16], we considered
the semi-classical bridge on [0, t] where t < T on which the distributions of the
semi-classical bridge process and the h-Brownian motion are equivalent, and use
Girsanov transform to prove this formula and a gradient formula for the Feynman-
Kac semi-groups. In those cases it is not difficult to take the limit t to T .
Let us define
Φh = −1
2
|∇h|2 − 1
2
∆h + Φ.
Let u˜s denote the solution to the following canonical horizontal SDE on the or-
thonormal frame bundle
du˜s =
n∑
i=1
Hi(u˜s) ◦ dBis + hu˜s (∇ log kT−s(π(u˜s))) ds
with u˜0 = u0 and ˜∇ log kT−s indicates the horizontal lift of ∇ log kT−s, then
x˜s = π(u˜s) is a semi-classical bridge with initial value x0 = π(u0). Let (ut) be the
solution to the canonical horizontal SDE (6.1).
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Lemma 8.1 (Lemma 3.2 [LT16]). Suppose that h ∈ C2(M ;R) and that the h-
Brownian motion xt is complete. Fix t ∈ [0, T ). Then the probability distributions
of ut and u˜t are equivalent onFt. If F is a function on the path space C([0, t];M)
then EF (u·) = EF (u˜·Mt) where
Mt := e
h(x˜t)−h(x0) kT (x0, y0)
kT−t(x˜t, y0) exp
[∫ t
0
Φh(x˜s) ds
]
. (8.2)
This result follows from the identity 1
2
∆h+∇ log(kT−se−h) = 12∆+∇(log kT−s),
Girsanov’s theorem for SDEs states that
Mt = exp
[
−
m∑
i=1
∫ t
0
〈∇ log(kT−se−h)(x˜s), u˜sei〉dBis −
1
2
∫ t
0
|∇ log(kT−se−h)|2(x˜s)ds
]
,
which reduced to (8.2) by an application of Itoˆ’s formula for log (e−hkT−t)(x˜t)
and the following identities:
1
2
|∇ log(kT−se−h)|2 +
(
∂
∂s
+
1
2
∆h + Z
)
log(kT−se−h)
=
1
8
|∇ log J |2 + 1
2
|∇h|2 − 1
4
∆(log J)− 1
2
∆h− |∇h|2 + 〈Z,∇ log(kT−se−h)〉
=
1
8
|∇ log J |2 − 1
4
∆(log J)− 1
2
∆h− 1
2
|∇h|2 + 〈Z,∇(log kT−se−h)〉.
8.1 Basic Estimates
We intend to give derivative versions of the elementary formula (8.1), aiming to
obtain Hessian estimates for log pht and pht . For this we set DdtW˜t := //t
d
dt
//−1t W˜t,
where //t indicates stochastic parallel transport along x˜·. If x˜t = π(u˜t) then //t =
u˜tu˜
−1
0 . If x˜t is defined to be the solution of the gradient SDE, then if we identify
Rn with Tx0M , //t is given by the solution of the horizontal lift of the gradient
SDE to the orthonormal frame bundle.
We denote by W˜t(v0) : Tx0M → Tx˜tM the solutions to the following equation
along the semi-classical bridge x˜t,
D
dt
W˜t = −1
2
Ric#x˜t(W˜t) + (∇2h)♯x˜t(W˜t), W˜0 = idTx0M (8.3)
To obtain a formula for the Hessian, let us consider the triple, where x˜t is a
semi-classical Riemannian bridge and (x˜t, W˜t, W˜ (2)t ) is the solution to the follow-
ing system of equations:
D
dt
W˜t =
(
−1
2
Ric#x˜t + (∇2h)♯
)
(W˜t), W˜0 = v1.
DW˜ (2)t =
(
−1
2
Ric♯x˜t + (∇2h)♯x˜t
)(
W˜ (2)t
)
dt− 1
2
Θh
(
W˜t(v2)
)
(W˜t(v1))dt
+R(d{x˜t}, W˜t(v2))W˜t(v1), W˜ (2)0 = v2
(8.4)
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where {x˜s} is the martingale part of x˜t. The tilde signs over Wt and W (2)t indicate
that these transport processes are along the semi-classical bridge. We use W˜t(v1)
and W (2)t (v1, v2) for the solution with initial value v1, v2 ∈ Tx0M , and Wt,W (2)t
are linear maps from Tx0M to Tx˜tM , where x˜0 = x0. Occasionally, when there
is no risk of ambiguity, the solutions are also denoted as Wt,W (2)t (the the initial
values are supressed) for simplicity.
Before proceeding to prove the Hessian formula, we make elementary esti-
mations and justify taking the limit t to T in integrals, appearing in the Hessian
formula, of functionals of x˜t from 0 to t. The following elementary inequalities
will be used frequently.
Lemma 8.2. Let p > 0. For a constant c(p), the following estimates hold.
sup
0≤t≤T
2
t
∫ t
2
0
s
p
2
(T − s) p2T p2 ds ≤ c(p)T
− p
2 , sup
0≤t≤T
2
2
t
∫ t
t
2
s
p
2
(T − s) p2T p2 ds ≤ c(p)T
− p
2 ,
sup
T
2
≤t≤T
2
t
∫ t
t
2
s
p
2
(T − s) p2T p2 ds ≤ c(p)T
−p/2, for p < 2.
Lemma 8.3. (1) For every p ≥ 1 and T there exists a constant δ > 0 such that
if Φh ≤ C+δd2(·, y0) for some C, then
(
e
∫ t
0
Φh(x˜s) ds, t ≤ T
)
is Lp bounded.
(2) For some number c(p, n), depending only on p and n,
Edp(x˜s, y0) ≤ c(p)(T − s)p
(
d(x0, y0)
T
)p
+ c(p, n)
(
s(T − s)
T
) p
2
,
For any δ > 0 and s ∈ [0, T ),
E |∇ log kT−s(x˜s, y0)|2
≤ 1
4
(1 + δ−1)E|∇ log J(x˜s)|2 + (1 + δ)
(
d2(x0, y0)
T 2
+
ns
T (T − s)
)
.
(3) Set cp,J = sup0≤s≤T |∇ log J−
1
2 (x˜s)|Lp(Ω). There exist constants c(p) and
c(p, n) such that
E
(
1
t− r
∫ t
r
|∇ log(kT−s(x˜s, y0)|pds
)
≤ (2Cp,J)p + c(p)d
p(x0, y0)
T p
+ c(p, n)F (p, r, t),
where
F (p, r, t) := 1
t− r
∫ t
r
s
p
2
(T − s) p2T p2 ds. (8.5)
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Moreover for any p > 0,
sup
0≤t≤T
E
(
2
t
∫ t
2
0
|∇ log kT−s(x˜s, y0)|p ds
)
≤ (2Cp,J)p+c(p)d
p(x0, y0)
T p
+c(p, n)T−p/2,
(8.6)
and for p < 2,
sup
0≤t≤T
E
(
2
t
∫ t
t
2
|∇ log kT−s(x˜s, y0)|p ds
)
≤ (2Cp,J)p+c(p)d
p(x0, y0)
T p
+c(p, n)T−p/2.
Proof. The Rn valued Brownian bridge is a Gaussian process, the exponential of
its square distance function is integrable in La for a < 1/2 (Fernique’s theorem).
Since d(x˜s, y0) is the n-dimensional Bessel bridge, sups≤t EeCd2(x˜s,y0) is finite for
C sufficiently small, and any p ≥ 0 and T , by choosing sufficiently small δ we
see that Φh
(
e
∫ t
0
Φh(x˜s) ds, t ≤ T
)
is Lp bounded, concluding part (1).
Let c(p, n) denote a constant depending only on p and n, varying from line to
line. Using the explicit law of the n-dimensional Bessel bridge, we see that for
some number c(p, n),
Edp(x˜s, y0) ≤ c(p)
( (T − s)d(x0, y0)
T
)p
+ c(p, n)
(
s(T − s)
T
) p
2
.
Furthermore Ed2(x˜t, y0) = (T−t)2T 2 d2(x0, y0) + nt(T−t)T , so the second part of state-
ment (2) follows from applying standard inequalities to the following identity
|∇ log kT−t(x˜t, y0)| =
∣∣∣∣∇ log J− 12 (x˜t) + (d∇d)(x˜t, y0)T − t
∣∣∣∣ .
We used the fact that |∇d| = 1. For any p > 0,
E |∇ log kT−s(x˜s, y0)|p ≤ 2pE|∇ log J− 12 (x˜s)|p + 2pE |(∇d)d(x˜s, y0)|
p
(T − s)p
≤ 2pE|∇ log J− 12 (x˜s)|p + c(p)d
p(x0, y0)
T p
+ c(p, n)
(
s
T (T − s)
) p
2
,
and so the first inequality in the statement of part (3) follows:
E
(
1
t− r
∫ t
r
|∇ log(kT−s(x˜s, y0)|pds
)
≤ 2p sup
r≤s≤t
E|∇ log J− 12 (x˜s)|p + c(p)d
p(x0, y0)
T p
+ c(p, n) 1
t− r
∫ t
r
s
p
2
(T − s) p2T p2 ds.
Replacing r = t
2
and t by t
2
, and apply the following inequality from Lemma 8.2
to conclude the last two inequalities.
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For an orthonormal basis {ei}ni=1 of Rn, we define as following a family of in-
dependent one dimensional Brownian motions on the probability space (Ω,F ,Ft,Q)
where Q is probability measure that is equivalent to P on each Ft, where t < T ,
with the density dQ
dP = Mt where (Mt) is given in Lemma 8.1.
Definition 8.1. Set B˜t = (B˜1t , . . . , B˜nt ), where for 1 ≤ i ≤ n,
B˜it := B
i
t +
∫ t
0
d log(kT−se−h)(u˜sei) ds.
For a number p > 0, the following notation will be used in the next lemma.
b1(2p) = sup0≤s≤T
∣∣∣∇ log J− 12 (x˜s)∣∣∣
L2p(Ω)
, b2(2p) = sup0≤s≤T |∇h(x˜s)|L2p(Ω) ,
b3(2) = sup0≤s≤T
∣∣∣W˜ (2)s (v1, v2)∣∣∣
L2(Ω)
, b4(2p) = sup0≤s≤T
∣∣∣W˜ (2)s (v1, v2)∣∣∣
L2p(Ω)
,
A = ((b1(2p))p + (b2(2p))p)
1
p b4(2p).
Lemma 8.4. Assume C4a, C4b. Let p ≥ 1. Then for a constant c(p, n), depending
only on p and n, the following estimate holds for any t ∈ (0, T ],∣∣∣∣∣2t
∫ t/2
0
〈d{x˜s}, W˜ (2)s (v1, v2)〉
∣∣∣∣∣
Lp(Ω)
≤ c(p, n)
(
b4(2p)d(x0, y0)
T
+ b4(2p) 1√
T
+ b3(2) 1√
t
+ A
)
.
(8.7)
for all unit tangent vectors v1, v2. Also the following holds for 0 < t ≤ T ,∣∣∣∣∣
∫ t
0
2
t− r
∫ (t−r)/2
0
〈d{x˜s}, W˜ (2)s (v1, v2)〉dr
∣∣∣∣∣
Lp(Ω)
≤ c(p, n)
(
b4(2p)d(x0, y0) + [b4(2p) + b3(2)]
√
T + AT
)
.
Furthermore, the following stochastic processes,
exp
[∫ t
0
Φh(x˜s) ds
]
· 2
t
∫ t/2
0
〈d{x˜s}, W˜ (2)s (v1, v2)〉
exp
[∫ t
0
Φh(x˜s) ds
]∫ t
0
2
t− r
∫ (t−r)/2
0
〈d{x˜s}, W˜ (2)s (v1, v2)〉dr
are Lp bounded on [T
2
, T ] and converge in L1 as t ↑ T .
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Proof. Let us take the canonical representation of the process x˜t so integration
w.r.t. the martingale part of x˜s is the same as w.r.t. u˜sdB˜s. Since ‖Θh‖+ ‖R‖ ≤
ceδ1d(·,y0), we apply Lemma 5.3 to conclude that sups≤t E
(∣∣∣W˜ (2)s (v1, v2)∣∣∣q) is fi-
nite.
Let us denote W˜ (2)s (v1, v2) by W˜ (2)s to ease the notation. By Itoˆ’s isometry, for
any 0 ≤ r < t ≤ T ,
∣∣∣∣ 1t− r
∫ t
r
〈u˜sdBs, W˜ (2)s 〉
∣∣∣∣
L2(Ω)
≤ 1
t− r
√∫ t
r
E|W˜ (2)s |2ds ≤ 1√
t− r supr≤s≤t |W˜
(2)
s |L2(Ω).
On the other hand, by the definition of B˜t,∫ t
r
〈u˜sdB˜s, W˜ (2)s 〉 =
∫ t
r
〈u˜sdBs, W˜ (2)s 〉+
∫ t
r
d log(kT−se−h)
(
W˜ (2)s
)
ds.
Below c(p) stands for a constant depending on p. By multiple uses of Ho¨lder’s
inequality and the elementary inequality (a+ b)p ≤ c(p)ap + c(p)bp we obtain the
following for p ≥ 1,
E
(∣∣∣∣∣ 2t− r
∫ t−r
2
0
〈u˜sdB˜s, W˜ (2)s 〉
∣∣∣∣∣
p)
≤ c(p)E
(∣∣∣∣∣ 2t− r
∫ t−r
2
0
〈u˜sdBs, W˜ (2)s 〉
∣∣∣∣∣
p)
+ c(p)E
(∣∣∣∣∣ 2t− r
∫ t−r
2
0
d log(kT−se−h)
(
W˜ (2)s
)
ds
∣∣∣∣∣
p)
.
E
(∣∣∣∣∣ 2t− r
∫ t−r
2
0
〈u˜sdB˜s, W˜ (2)s 〉
∣∣∣∣∣
p)
≤ c(p)(t− r)− p2 sup
0≤s≤T
(
E|W˜ (2)s |2
)p
2
+ c(p) 1
t− r
∫ t
r
E
(∣∣∇ log(kT−se−h)(x˜s)∣∣p ∣∣∣W˜ (2)s ∣∣∣p) ds.
Since sups≤t Eeδ2d(x˜s,y0) < ∞, and since |∇h| and |∇ log J | are bounded by
δ2d(·, y0), |∇h(x˜s)| and |∇ log J(x˜s)| are Lp bounded on [0, T ] for any p ≥ 1.
Since,∣∣∇ log(kT−se−h)(x˜s)∣∣2p ≤ c(p) |∇ log(kT−s)(x˜s)|2p + c(p) |∇h(x˜s)|2p ,
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we obtain
1
t− r
∫ t
r
E
(∣∣∇ log(kT−se−h)(x˜s)∣∣p ∣∣∣W˜ (2)s ∣∣∣p) ds
≤
(
2
t− r
∫ t−r
2
0
E
(|∇ log(kT−s)(x˜s)−∇h(x˜s)|2p)
) 1
2
(
2
t− r
∫ t−r
2
0
E
(∣∣∣W˜ (2)s ∣∣∣2p
)
ds
) 1
2
≤(b4(2p))p
(
2
t− r
∫ t−r
2
0
E
(|∇ log(kT−s)(x˜s)|2p)+ (b2(2, p))p
) 1
2
.
On the other hand, by Lemmas 8.3 and 8.2 we have:(
2
t− r
∫ t−r
2
0
E |∇ log kT−s(x˜s)|2p ds
) 1
2
≤
(
c(p) sup
0≤s≤T
E|∇ log J− 12 (x˜s)|2p + c(p)d
2p(x0, y0)
T 2p
+ c(p, n) 2
t− r
∫ t−r
2
0
sp
(T − s)pT pds
) 1
2
≤ c(p)(b1(2p))p + c(p)d
p(x0, y0)
T p
+ c(p, n)T−p/2.
Finally we obtain
E
(∣∣∣∣∣ 2t− r
∫ t−r
2
0
〈u˜sdB˜s, W˜ (2)s 〉
∣∣∣∣∣
p)
≤c(p)(t− r)− p2 (b3(2))p + c(p)(b4(2p))2
[
(b1(2p))p + (b2(2p))p + d
p(x0, y0)
T p
+ c(p, n)T−p/2
]
=c(p, n)
(
(t− r)− p2 (b3(2))p + Ap + (b4(2p))pd
p(x0, y0)
T p
+ (b4(2p))pT−p/2
)
For r = 0, this is (8.7), as required. For p ≥ 1 integrating both sides of the above
inequality from 0 to t with respect to r leads to
E
∣∣∣∣∣
∫ t
0
2
t− r
∫ (t−r)/2
0
〈u˜sdB˜s, W˜ (2)s (v1, v2)〉dr
∣∣∣∣∣
p
≤ c(p, n)t p2 (b3(2))p + tpc(p, n)
(
Ap + (b4(2p))pd
p(x0, y0)
T p
+ (b4(2p))pT−p/2
)
,
giving the second required estimate.
From Lemma 8.3, e
∫ t
0
Φh(x˜s) ds is also Lp bounded for any p ≥ 1, from which
we see that exp
[∫ t
0
Φh(x˜s) ds
]
· 2
t
∫ t/2
0
〈u˜sdB˜s, W˜ (2)s (v1, v2)〉 is Lp bounded. The
Lp boundedness of the second stochastic process follows by the same argument,
completing the proof of the lemma.
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Definition 8.2. For 0 < t ≤ T we set
N˜t =
4
t2
∫ t
t
2
〈d{x˜s}, W˜s(v1)〉
∫ t
2
0
〈d{x˜s}, W˜s(v2)〉, (8.8)
and C1(K, T ) = max0≤r≤t≤T eKt−eKrK(t−r) . And for α, p positive we define
b1(αp) = sup0≤s≤T
∣∣∣∇ log J− 12 (x˜s)∣∣∣
Lpα(Ω)
, b2(αp) = sup0≤s≤T |∇h(x˜s)|Lpα(Ω) ,
a1(α, p, T ) = e|K|T ((b1(α′p))2 + b2(α′p))2 + (b1(αp))2 + (b2(αp))2) ,
a2(K, T ) = C1(K, T ) + e|K|T .
Lemma 8.5. Assume C4a, C4b. Let α, p ≥ 1 be real numbers such that αp < 2.
For a constant c(p) depending only on p and n, the following holds for t ∈ (0, T ],∣∣∣N˜t∣∣∣
Lp(Ω)
≤ c(p, n)
(
a1(α, p, T ) + e|K|T d
2(x0, y0)
T 2
+ a2(K, T ) 1
T
)
.
Furthermore,
sup
T
2
≤t≤T
(
E
∣∣∣∣
∫ t
0
N˜t−rdr
∣∣∣∣
p) 1p
≤ c(p, n)
(
a1(α, p, T )T + e|K|T d
2(x0, y0)
T
+ a2(K, T )
)
.
As a consequence, for any number p ∈ [1, 2), (N˜t) is Lp bounded on [T2 , T ]; and
so are the stochastic processes:
e
∫ t
0
Φh(x˜s)dsN˜t; and e
∫ t
0
Φh(x˜s)ds
∫ t
0
|N˜t−r|dr,
both converge in L1 as t ↑ T .
Proof. Let us take v1, v2 to be unit vectors and take the canonical representation
of x˜t so d{x˜s} = u˜sdB˜s. We first compute E|N˜t−r|p for which it is sufficient to
split the products. For α, α′ > 1 conjugate, 1
α
+ 1
α′
= 1, we have
E|N˜t−r|p ≤
(
E
(∣∣∣∣∣ 2t− r
∫ t−r
t−r
2
〈u˜sdB˜s, W˜s(v1)〉
∣∣∣∣∣
pα)) 1α E


∣∣∣∣∣ 2t− r
∫ t−r
2
0
〈u˜sdB˜s, W˜s(v2)〉
∣∣∣∣∣
pα′




1
α′
.
Below c denotes a constant whose value may change from line to line. Using the
lower bound ρh ≥ −K and Burkholder-Davis-Gundy inequality we see that, for
any 0 ≤ r < t ≤ T ,
E
∣∣∣∣ 1t− r
∫ t
r
〈u˜sdBs, W˜s(vi)〉
∣∣∣∣
p
≤ c(p)(t− r)pE
(∫ t
r
|W˜s(vi)|2ds
) p
2
≤ c(p)C1(K, T )
p
2
(t− r) p2 ,
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where C1(K, T ) = max0≤r≤t≤T −eKr+eKtK(t−r) ifK 6= 0, and C1(K, T ) = 1 forK = 0.
By the definition of B˜, the estimate above, and repeated use of the elementary
inequality (a+ b)p ≤ c(p)ap + c(p)bp we obtain the following estimates:
E
(∣∣∣∣ 1t− r
∫ t
r
〈u˜sdB˜s, W˜s(v1)〉
∣∣∣∣
αp)
≤c(p, α)E
(∣∣∣∣ 1t− r
∫ t
r
〈u˜sdBs, W˜s(v1)〉
∣∣∣∣
αp)
+ c(p, α)E
(∣∣∣∣ 1t− r
∫ t
r
〈∇ log(kT−se−h, W˜s(v1)〉
∣∣∣∣
αp)
≤c(p, α)(C1(K, T ))
αp
2
(t− r)αp2 + c(p, α)E
(
1
t− r
∫ t
r
∣∣∇ log(kT−se−h)∣∣αp ∣∣∣W˜s(v1)∣∣∣αp ds
)
≤c(p, α)(C1(K, T ))
αp
2
(t− r)αp2
+ c(p, α)e 12 |K|pαTE
(
1
t− r
∫ t
r
|∇ log kT−s(x˜s)|αp ds+ 1
t− r
∫ t
r
|∇h(x˜s)|αp ds
)
.
We apply Lemma 8.3 to obtain that,
E
(∣∣∣∣∣ 2t− r
∫ t−r
t−r
2
〈u˜sdB˜s, W˜s(v1)〉
∣∣∣∣∣
αp)
≤ c(α, p)(C1(K, T ))
αp
2
(t− r)αp2
+ c(α, p)e 12 |K|αpT
(
(b1(α, p))αp + (b2(α, p))αp + d
αp(x0, y0)
T αp
+ F (αp, (t− r)/2, t− r)
)
,
(8.9)
where for F (αp, r, t) = 1
t−r
∫ t
r
(
s
(T−s)T
) 1
2
αp
ds. Consequently, the pth moment of
|N˜t−r|p has an upper bound of the same form:
E|N˜t−r|p
≤
∣∣∣∣∣ 2t− r
∫ t−r
t−r
2
〈u˜sdB˜s, W˜s(v1)〉
∣∣∣∣∣
p
Lpα(Ω)
∣∣∣∣∣ 2t− r
∫ t−r
2
0
〈u˜sdB˜s, W˜s(v2)〉
∣∣∣∣∣
p
Lpα′ (Ω)
≤c(α, p)
(
(C1(K,T ))
p
2
(t− r) p2
+ e
1
2
|K|pT
(
(b1(αp))p + (b2(αp))p + d
p(x0, y0)
T p
+ (F (αp, (t− r)/2, t− r)) 1α
))
×
(
(C1(K,T ))
p
2
(t− r) p2
+ e
1
2
|K|pT
(
(b1(α′p))p + (b2(α′p))p + d
p(x0, y0)
T p
+
(
F (α′p, 0, t− r)) 1α ′)
)
.
If αp < 2 we apply Lemma 8.2,
sup
0≤t≤T
(F (αp, (t− r)/2, t− r))) 1α ≤ c(p, α)T−p/2, sup
0≤t≤T
(F (α′p, 0, t− r)) 1α
′
≤ c(p, α)T−p/2.
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Thus, for b3 := (b1(α′p))2 + b2(α′p))2 + (b1(αp))2 + (b2(αp))2,(
E|N˜t−r|p
) 1
p ≤ c(α, p)
(
C1(K, T ) 1
t− r + e
|K|T
(
b3 +
d2(x0, y0)
T 2
+
1
T
))
.
Set b4 := (b1(α′p))2p+ b2(α′p))2p+ (b1(αp))2p+ (b2(αp))2p. Since Lp norms in
a probability space increases with p we may assume that p > 1 and apply Ho¨lder’s
inequality to obtain:
E
∣∣∣∣
∫ t
0
N˜t−rdr
∣∣∣∣
p
≤ tp−1E
(∫ t
0
∣∣∣∣ 1t− r
∫ t
r
〈u˜sdB˜s, W˜s(v1)〉 · 1
r
∫ r
0
〈u˜sdB˜s, W˜s(v2)〉
∣∣∣∣
p
dr
)
≤ tp−1
∫ t
0
∣∣∣∣∣ 2t− r
∫ t−r
t−r
2
〈u˜sdB˜s, W˜s(v1)〉
∣∣∣∣∣
p
Lpα(Ω)
∣∣∣∣∣ 2t− r
∫ t−r
2
0
〈u˜sdB˜s, W˜s(v2)〉
∣∣∣∣∣
p
Lpα′ (Ω)
dr
≤ c(α, p)tp−1
∫ t
0
((C1(K, T ))p
(t− r)p + e
|K|pT
(
b4 +
d2p(x0, y0)
T 2p
+ T−p
))
dr
≤ c(α, p)
(
(C1(K, T ))p + T pe|K|pT
(
b4 +
d2p(x0, y0)
T 2p
+ T−p
))
.
This completes the proof.
8.2 Hessian formula in terms of the semi-classical bridge
We are ready to prove a formula for ∇dph,VT in terms of the semi-classical bridge.
The idea is to use Grisanov transform to transform our Hessian formula in terms of
the h-Brownian motion to the semi-classical bridge with terminal time T , which
is valid on any interval [0, t] where t < T . The previous estimates allow us to take
t→ T in the formula. Set
V˜a,t = (V (x˜a)− V (x0))e−
∫ t
a
(V (x˜s)−V (x0))ds.
Theorem 8.6. Assume C4. Let V be a bounded Ho¨lder continuous function. Then
the following formula holds where T > 0:
∇dph,VT (v1, v2)
kT (x0, y0) e
h(x0)−h(y0)+V (x0)T
=E
[
e
∫ T
0
Φh(x˜s)dsN˜T
]
+
2
T
E
[
e
∫ T
0
Φh(x˜s)ds
∫ T/2
0
〈d{x˜s}, W˜ (2)s (v1, v2)〉
]
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+
∫ T
0
E
[
V˜T−r,T e
∫ T
0
Φh(x˜s)ds 2
T − r
∫ (T−r)/2
0
〈d{x˜s}, W˜ (2)s (v1, v2)〉
]
dr
+
∫ T
0
E
[
V˜T−r,T e
∫ T
0
Φh(x˜s)dsN˜T−r
]
dr.
Proof. We may assume V (x0) = 0, and work with V − V (x0) otherwise. We
may also take xt = π(ut) and x˜t = π(u˜t) so d{xs} = usdBs. In the formula of
Theorem 6.4, we take f = kT−ǫ(·, y0)φ where ǫ is a positive number smaller than
T , φ is a smooth function with compact support such that φ(y0) = 1, thus
∇dP h,Vt (kT−ǫ(·, y0)φ) (v1, v2)
=E [kT−ǫ(xt, y0)φ(xt)Nt] + E
[
kT−ǫ(xt, y0)φ(xt)2
t
∫ t/2
0
〈usdBs,W (2)s (v1, v2)〉
]
+
∫ t
0
E
[
V (xt−r)kT−ǫ(xt, y0)φ(xt)e−
∫ t
t−r
V (xs)ds 2
t− r
∫ (t−r)/2
0
〈usdBs,W (2)s (v1, v2)〉dr
]
+
∫ t
0
E
[
V (xt−r)kT−ǫ(xt, y0)φ(xt)e−
∫ t
t−r
V (xs)dsNt−rdr
]
.
Take ǫ ↑ t in the above identity, followed by taking t ↑ T . The left hand side is:
lim
t↑T
lim
ǫ↑t
∇dP h,Vt (kT−ǫ(·, y0)φ) (v1, v2)
= lim
t↑T
lim
ǫ↑t
∇d
(∫
M
ph,Vt (·, z)kT−ǫ(z, y0)φ(z)dz
)
(v1, v2)
= lim
t↑T
lim
ǫ↑t
∫
M
∇dph,Vt (·, z)(v1, v2)kT−ǫ(z, y0)φ(z)dz
= ∇dph,VT (·, y0)(v1, v2).
In the last step we use the fact that kT−t is an approximation of the delta measure
at y0, J(y0) = 1, and φ has compact support, so we may exchange the order of
taking limits and integration.
On the right hand side, we note that kT−ǫ(·, y0)φ is bounded uniformly in ǫ for
ǫ small, V is bounded. Also, by Lemma 5.3, the stochastic integrals on the right
hand side are Lp integrable for any p ≥ 1. We may therefor interchange the order
of taking limits and taking expectations. The right hand side, after taking ǫ ↑ t, is:
E [kT−t(xt, y0)φ(xt)Nt] + E
[
kT−t(xt, y0)φ(xt)2
t
∫ t/2
0
〈usdBs,W (2)s (v1, v2)〉
]
+
∫ t
0
E
[
V (xt−r)kT−t(xt, y0)φ(xt)e−
∫ t
t−r
V (xs)ds 2
t− r
∫ (t−r)/2
0
〈usdBs,W (2)s (v1, v2)〉
]
dr
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+
∫ t
0
E
[
V (xt−r)kT−t(xt, y0)φ(xt)e−
∫ t
t−r
V (xs)dsNt−r
]
dr.
To the above, we make a Girsanov transform and apply Lemma 8.1 to transfer the
xt process to the x˜t process and obtain:
E
[
MtkT−t(x˜t, y0)φ(x˜t)N˜t
]
+ E
[
MtkT−t(x˜t, y0)φ(x˜t)2
t
∫ t/2
0
〈u˜sdB˜s, W˜ (2)s (v1, v2)〉
]
+
∫ t
0
E
[
MtV (x˜t−r)kT−t(x˜t, y0)φ(x˜t)e−
∫ t
t−r V (x˜s)ds 2
t− r
∫ (t−r)/2
0
〈u˜sdB˜s, W˜ (2)s (v1, v2)〉
]
dr
+
∫ t
0
E
[
MtV (x˜t−r)kT−t(x˜t, y0)φ(x˜t)e−
∫ t
t−r V (x˜s)dsN˜t−r
]
dr.
The kT−t(x˜t, y0) term in the above integrals cancels with that in Mt, where
Mt = e
h(x˜t)−h(x0) kT (x0, y0)
kT−t(x˜t, y0) exp
[∫ t
0
Φh(x˜s) ds
]
.
Set At = eh(x˜t)−h(x0)kT (x0, y0) exp
[∫ t
0
Φh(x˜s) ds
]
, the right hand side simplifies
to the following expression:
E
[
Atφ(x˜t)N˜t
]
+ E
[
Atφ(x˜t)2
t
∫ t/2
0
〈u˜sdB˜s, W˜ (2)s (v1, v2)〉
]
+
∫ t
0
E
[
AtV (x˜t−r)φ(x˜t)e−
∫ t
t−r
V (x˜s)ds 2
t− r
∫ (t−r)/2
0
〈u˜sdB˜s, W˜ (2)s (v1, v2)〉
]
dr
+
∫ t
0
E
[
AtV (x˜t−r)φ(x˜t)e−
∫ t
t−r
V (x˜s)dsN˜t−r
]
dr.
We are now free to take the limit t ↑ T . Since φ(x˜t) → 1 and Φh does not depend
on time, Atφ(x˜t) converges almost surely to
ATφ(x˜T ) = eh(y0)−h(x0)kT (x0, y0) exp
[∫ T
0
Φh(x˜s) ds
]
.
Since φ has compact support and
∫ T
0
Φh(x˜s) is Lp bounded Lp for all p, the above
convergence holds in Lp for any p. By Lemma 8.5, we may exchange the order of
taking the limit t→ T and taking expectation the convergence of the earlier long
expression to the following :
∇dph,VT (·, y0)(v1, v2)
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= E
[
AT N˜T
]
+ E
[
AT
2
T
∫ T/2
0
〈u˜sdB˜s, W˜ (2)s (v1, v2)〉
]
+
∫ T
0
E
[
ATV (x˜T−r)e−
∫ T
T−r V (x˜s)ds 2
T − r
∫ (T−r)/2
0
〈u˜sdB˜s, W˜ (2)s (v1, v2)〉
]
dr
+
∫ T
0
E
[
ATV (x˜T−r)e−
∫ T
T−r V (x˜s)dsN˜T−r
]
dr.
To summarise this is exactly ∇dph,VT (·, y0)(v1, v2) and the proof is complete.
9 Exact Gaussian bounds for weighted Laplacian
Let T > 0 and x0 ∈ M . Set βhT = e
∫ T
0
Φh(x˜s)ds and ZT = e
∫T
0
Φ
h(x˜s) ds
E
[
e
∫T
0
Φh(x˜s) ds
] . Let
STx0M denote the unit sphere in the tangent space Tx0M .
Corollary 9.1. Assume C4. Let q ≥ 1. Then there exists a constant c, explicitly
given in the proof, s.t. for any v1, v2 ∈ STx0M ,
∣∣∇dphT (v1, v2∣∣ ≤ c T−n2 e− d2(x0,y0)2T J− 12y0 (x0)eh(y0)−h(x0)|βhT |Lq(Ω)
(
d2
T 2
+
1
T
+ 1
)
Also, the following formula holds:
∇dphT (v1, v2)
phT (x0, y0)
= E
[
ZT N˜T
]
+ E
[
ZT
2
T
∫ T/2
0
〈d{x˜s}, W˜ (2)s (v1, v2)〉
]
. (9.1)
Furthermore, there exists a function C locally bounded in t and explicitly given in
the proof, such that
∣∣∇d log phT ∣∣ ≤ C(T,K, q, δ1, δ2) |ZT |Lq(Ω)
(
d2
T 2
+
1
T
+ 1
)
+|ZT |2L2(Ω)
1
T
(
eKT − 1
KT
)
.
Proof. Let v1, v2 ∈ Tx0M . In Theorem 8.6 where we take V = 0
∇dphT (v1, v2)
kT (x0, y0) e
h(x0)−h(y0)
=E
[
e
∫ T
0
Φh(x˜s)dsN˜T
]
+
2
T
E
[
e
∫ T
0
Φh(x˜s)ds
∫ T/2
0
〈d{x˜s}, W˜ (2)s (v1, v2)〉
]
,
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to see that for constant p ≥ 1 and p′ satisfying 1
p
+ 1
p′
= 1,
|∇dphT (v1, v2)|
kT (x0, y0) e
h(x0)−h(y0)
≤
∣∣∣e∫ T0 Φh(x˜s)ds∣∣∣
Lp′ (Ω)
(
|NT |Lp(Ω) +
∣∣∣∣∣ 2T
∫ T/2
0
〈d{x˜s}, W˜ (2)s (v1, v2)〉
∣∣∣∣∣
Lp(Ω)
)
.
The first required estimate follows from the following estimates in Lemma 8.5
and Lemma 8.4:∣∣∣N˜T ∣∣∣
Lp(Ω)
≤ c(p, n)
(
a1(α, p, T ) + e|K|T d
2(x0, y0)
T 2
+ a2(K, T ) 1
T
)
,∣∣∣∣∣ 2T
∫ T/2
0
〈d{x˜s}, W˜ (2)s (v1, v2)〉
∣∣∣∣∣
Lp(Ω)
≤ c(p, n)
(
b4(2p)d(x0, y0)
T
+ (b4(2p) + b3(2)) 1√
T
+ A
)
.
We take q = p′ and set
ST = a1(α, p, T )+A+e|K|T d
2(x0, y0)
T 2
+b4(2p)d(x0, y0)
T
+
a2(K, T )
T
+
b4(2p) + b3(2)√
T
.
Then there exists a universal constant c(p, n) s.t.
∣∣∇dphT (v1, v2|∣∣ ≤ c(q, n)T−n2 e− d2(x0,y0)2T J− 12y0 (x0)eh(y0)−h(x0)|βhT |Lq(Ω)ST .
Next by the Girsanov transform in Lemma 8.1, we see that
phT (x0, y0) = kT (x0, y0)eh(y0)−h(x0)E
[
e
∫ T
0
Φh(x˜s) ds
]
,
formula (9.1) follows immediately. To formula (9.1) we apply Ho¨lder’s inequality
to see∣∣∣∣∇dphT (v1, v2)pT (x0, y0)
∣∣∣∣ ≤|ZT |Lp′ (Ω)c(p, n)
(
b4(2p)d(x0, y0)
T
+ (b4(2p) + b3(2)) 1√
T
+ A
)
+ |ZT |Lp′ (Ω)c(p, n)
(
a1(α, p, T ) + e|K|T d
2(x0, y0)
T 2
+ a2(K, T ) 1
T
)
.
Finally, the following formula holds,
dphT (·, y0) =
1
T
eh(y0)−h(x0)kT (x0, y0)E
[
e
∫ T
0
Φh(x˜s)ds
(∫ T
0
〈W˜r(·), u˜rdB˜r〉
)]
,
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under our assumptions. This was proved in [LT16] under the assumption that Φh
is assumed to be bounded from below. It can be seen from the following formula
dP h,VT f (v) =
1
T
E
[
f (xT )
∫ T
0
〈Ws(v), usdBs〉
]
,
holds for f bounded under the conditions that ρh bounded from below. The esti-
mates in this section and the proof of Theorem 8.6 allow us to conclude this under
C4(b) on the growth of Φh, and use the exponential integrability of the distance
function from y0, c.f. Lemma 4.1. In particular we obtain
|d log phT (·, y0)|2 =
∣∣∣∣E
[
ZT
(
1
T
∫ T
0
〈W˜r(·), u˜rdB˜r〉
)]∣∣∣∣
2
≤ E(|ZT |2) 1
T
(
eKT − 1
KT
)
.
Putting them together using ∇d log pt = ∇dptpt −∇ log pt ⊗∇ log pt,
∣∣∇d log phT (v1, v2)∣∣ ≤|ZT |Lp′ (Ω)c(p, n)
(
b4(2p)d(x0, y0)
T
+ (b4(2p) + b3(2)) 1√
T
+ A
)
+ |ZT |Lp′ (Ω)c(p, n)
(
a1(α, p, T ) + e|K|T d
2(x0, y0)
T 2
+ a2(K, T ) 1
T
)
+ |ZT |2L2(Ω)
1
T
(
eKT − 1
KT
)
.
This completes the proof of the corollary.
Summary
To conclude, we obtained exact Gaussian estimates for ∇dpht on manifolds with
a pole under condition C4; and formulas for HessP h,Vt f and for ph,Vt on general
manifolds, from which estimates are given under condition C2.
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