INTRODUCTION
Run-to-Run (RtR) control plays an important role in semiconductor manufacturing processes [I] -[5], [9] -[Ill, [13] - [IE] . A RtR controller is a model-based process control system that combines the advantage of both the statistical process control and the feedback control. The goal of the controller is to reduce the variability of the process outputs, as measured by the Mean Square Deviations (MSDs) between the process outputs and the target values [l] . A good RtR controller should he able to compensate for various disturbances such as small drifts, shifts (step disturbances) and model errors. A drift disturbance, which may he produced by the equipment aging, change of environment or other factors, causes slow and smooth changes of process outputs. Different from a drift disturbance, a shift disturbance causes a large change of process outputs in a few runs. The shift disturbance may he produced by the failure of a component, change of the operator, etc. A model error is often caused by the coarse estimates of process parameters. A good RtR controller should also he able to deal with bounds, cost requirement and multiple targets that are often encountered in real processes.
Generally, a RtR controller is designed in the following way. First, it computes an optimal control based on the initial process model. The initial process model is usually derived from former off-line experiments such as using the Response Surface Model (RSM) method [l] . A typical block diagram of a RtR controller is illustrated in Figure 1 . The RtR controller does not modify its recipe during a run because of the following reasons: I) Cost. It is usually very expensive to obtain realtime information in a semiconductor process. Discrete-time measurements are much cheaper. 2) Variability. Frequent changes of inputs to the process may increase the variability of the process outputs [14] .
When the controller is online, the process model within the controller is updated by the model estimator according to the new measurements from run to run. [I] , [17] . The main difficulty of designing a set-valued RtR controller is the excessive computational time to calculate the feasible parameter set. It is also very hard to solve the optimization problem within an irregular parameter set. An outer-bounding ellipsoid is usually used to approximate the set of likely parameter values; the ellipsoid is used for its simplicity.
An ellipsoid is simply characterized by a vector center and a matrix that describes its size; for a convex region, an ellipsoid can be used to obtain a satisfactoly approximation; a linear transformation maps an ellipsoid into another ellipsoid. With the ellipsoid approximation, a high-order polynomial model can be used to describe a process:
where Ot is a p x TZ parameter matrix, X t is a n x 1 vector of inputs (e.g., XT = (l,ut,u2,ui,tuj,t(i < j),u:, ...I.
Therefore, the ellipsoid algorithm based RtR controllers may describe a nonlinear process more accurately than At each iteration, the ellipsoid algorithm retnms an outer bounding ellipsoid that contains the true parameter vector with high probability. If the vector center of the ellipsoid is taken as the estimate of the process parameter vector, the explicit model update is implemented and it leads to a model-reference method. If we search for the worst expected output that may be produced by a vector within the ellipsoid and then minimize the worstcase cost, a worst-case controller is obtained. [13]. The KIRC uses leaves in a classification decision tree to suggest control actions. The algorithm generates a decision tree by using an information space with attribute tests. The starting operating point is chosen from the largest leaf in the decision tree, where all outputs are inside the target range. A comparative simulation [ 131 showed that the KIRC was only applicable to processes that could be approximated by linear models. The ANNs have great potential in modeling strongly nonlinear semiconductor processes [7] , [8] , [IZ] . But a drawback of the ANN method is that it may not supply an explicit model for the process. Thus it may be difficult for one to apply optimal control to the process. A Taylor expansion was used in [ 161 to find a linear equation to describe the ANN model. The authors believe that a higher-order Taylor expansion may produce better results. 
PERFORMANCE EVALUATION OF RTR CONTROLLERS BY SIMULATION
In thk section, we compare the.set-valued RtR controllers with two other popular RtR controllers: the EWMA controller and the OAQC. Because the detailed design of the OAQC was not available to us, we simulated one of the set-valued RtR controllers, the DHOBE-MR controller under the same environment as that of the OAQC. Because the objective of a RtR controller is to maintain the process outputs on targets, the main performance metric is R M S D ( y i -Ti), the square root mean square deviation of the process's ith output yi from its target value Ti. The smaller its value, the better. In the rest of the paper, we will use the notation RMSDi for simplicity.
A. Comparison of the Set-valued RtR Controllers with the EWMA Coniroller
The set-valued RtR controllers that we evaluated included the SVR-MOVE controller, the DHOBE-MR controller and the DHOBE-SV controller. They were compared with the EWMA controller. The platform we used was the Chemical Mechanical Polishing (CMP) process. CMP process is of critical importance in semiconductor manufacturing [2]. In the CMP process, a wafer is affixed to a wafer carrier and pressed facedown on a rotating platen holding a polishing pad. A slurry with abrasive material is dripped onto the rotating platen during polish. The typical process goal is to achieve "global" planarization [2] .
The underlying process model was given by:
where t was the time index (run number), yt was the process output and u,,tl z = 1: 2,3 and 4 were the inputs, wt was a normally distributed random variable with variance 665.64 and 6 = -17 was the drift size at each run. The units were dropped for simplicity. The target value was set as 1700. The inputs were constrained in the In the following three scenarios, we tested the performance of RtR controllers with respect to different noises.
Scenario 1 First, we assumed that the controllers had perfect knowledge of the process model parameters at the beginning. The initial process model used by the controllers Rmnunbr Fig. 3 . EWMA controller in scenario 2.
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Comparison of the set-valued RtR controllers with the was: Qt = -1382.6+50.18~1,t-6.65~2,t+163.4~3~t+8.45~~,t,
where yt is the predicted process output. The noises (wt and 6) were unknown to the controllers. The controllers were fully tuned to compensate for the disturbances based on post-measurements, Because the weight of the EWMA controller played an important role in its performance, we listed the simulation results for different weights of the EWMA controller in the first row of Table   I . The RMSD values for the SVR-MOVE controller, DHOBE-MR controller, DHOBE-SV controller and the uncontrolled process were given in the first row of Table  11 . The simulation results when the optimal weight value (0.5) of the EWMA controller was chosen are shown in Figure 2 . The three horizontal straight dashed lines give the target and the 3u bounds, where U = 25.8 is the standard deviation of the Gaussian noise. The uncontrolled process, denoted by the "*-" symbol, diverged due to the drift disturbance. From Figure 2 and data in Table 11 , one can see that the SVR-MOVE controller, DHOBE-MR controller and EWMA controller with a proper weight worked well in this case. The DHOBE-SV controller had larger variability than the other controllers. This was due to the fact that the controller is pessimistic or conservative to produce the recipe.
Scenario 2 In this scenario, a shift disturbance was added to the underlying process (i.e., the disturbances included unknown drift, unknown shift and unknown Gaussian noise). The occurrence of the shift disturbance and its magnitude were unknown to the controllers a priori. The initial process model used by the. controllers was the same as that in scenario 1. As in scenario 1, we computed the RMSDs for different weights of the EWMA controller and listed the results in the second row of Table I . The RMSD values for the SVR-MOVE controller, DHOBE-MR controller, DHOBE-SV controller and the uncontrolled process were given in the second row of Table 11 . Figure 3 shows the simulation results when the weight of the EWMA controller was optimal (0.6 in this scenario). Again, the uncontrolled process diverged. The SVR-MOVE controller and DHOBE-MR controller returned the output of the-process hack to target quickly. The EWMA controller needed more steps to do so. The process controlled by the DHOBE-SV controller still had large variability. The gains of the SVR-MOVE controller and the DHOBE-MR controller over the EWMA controller with the best weight (0.6) were 29.45% and 25.30% respectively.
Scenario 3
In real life, the underlying process model parameters are unknown. To address this model uncertainty, in this scenario, the initial process model parameters used by the controllers were set at 80% of the true parameter values of the underlying process. Hence, the initial process model was: yt = -1106.08 t 40.144~1,t -5.32U2,t +130.72~3,t t 6 . 7 6~4 ,~ 
B. Comparison of the DHOBE-MR Controller with the OAQC
Detailed descriptions of the OAQC can be found in [4] . To make the comparison between the DHOBE-MR controller and the OAQC fair, we used exactly the same experimental conditions as those described in [4] '. The platform used was another CMP process. The underlying "real" process was given by [4] 
where and t' = (t -53)/53, E I ,~ N N(0, GO'), e2,t N N(O: 30*), y1,t was the removal rate; its target value was 2000. yz,t was the with-in wafer non-uniformity; its target
1~1 ,~
was the platen speed.
value was 100.
'Because the parameters of the OAQC were unknown, we could not replicate the OAQC results of [4] in our simulations. Instead, the simulation data of the OAQC performance were used as appeared in [41
845
u~.~ was the back pressure. us,t was the polishing down-force ~4 ,~ was the profile.
The process model was rather complex as it included both quadratic and two-factor interaction terms. The inputs ul.tru~,t,u3,t and u4,t were scaled to fit in the range [-1,1]. For output y~,~, the larger the value, the better the performance; and for yz.t, the smaller the value, the better the performance.
Following [4] to approximate the underlying nonlinear process, we used exactly the same two reduced models as in [4] , a quadratic form model and a linear form model respectively. These reduced models provided us with an opportunity to test the controllers' robustness to model errors for nonlinear processes.
1) Approximate the Underlying Process -A Quadratic Model (Scenario 1)
The "real" process model of equations (8) and (9) was unknown to the DHOBE-MR controller. As in [4] , the following quadratic model was used to approximate the "real" process:
As easily seen, the approximate model was different from the underlying process model, which meant that there existed a model error at the beginning of the control experiment. Moreover, the noises in equations (8) and (9) were unknown to the DHOBE-MR controller, so that the controller had to compensate for such disturbances by post-measurements. Our simulation results of the process (simulated by equations (8) and (9)) controlled by the DHOBE-MR controller (designed using the reduced model of equations (10) and (11)) are shown in Figure   5 (a). The two dashed lines in the plot are the outputs of the uncontrolled process. The solid lines in the plot with symbols (i.e., circles or squares) depict the controlled outputs. One can see that the controlled process outputs (the removal rate and the non-uniformity) are closer to the targets than the uncontrolled outputs during the entire simulation run.
2) Approximate the Underlying Process -A Linear Model (Scenario 2)
In this scenario, following [4] to fit the underlying process at the beginning:
y2,t = 250 + 3Ou1,t + 100v2,t + 3 0~3 ,~ + 3 5 2~4 ,~ + 0.0%
As the underlying process was approximated well by the linear model (based on the results of [4] and our own simulations), the DHOBE-MR controller based on this model also performed well (Figure 5 (b) ).
3) A Quadratic Model with
Step Disturbances (Scenario 3) In this simulation, following [4] , two shift disturbances (step disturbances) were fed into the underlying process. The quadratic initial model was used and the constraints were the same as before. The shift for the first response Our simulation results are shown in Figure 5 (c). The DHOBE-MR controller performed well in this case also.
The final results with regard to the statistical variance analysis are listed in Table 111 . The data on the OAQC performance provided here follow precisely the results in [4] . The following data are also listed in Table I11 for the convenience of comparison:
vi: the mean of the %th output of the process. Sy,: the standard deviation of the ith output of the 
IV. CONCLUSIONS
RtR control methods are classified and compared in this paper. Depending on the property of a semiconductor process, we can select a proper RtR control method. For a process that can be approximated well by a linear model, an EWMA controller usually works well and it is unnecessary to apply more complex control methods. Many semiconductor processes are subjected to small drift disturbances or other small-sized noises. These perturbations can be compensated by using the EWMA method or some other linear-model-based method. The linear-model-based RtR controllers are usually simple to implement and very efficient to deal with such small disturbances. When there exists a large deviation, a rapid mode can be added to the EWMA controller [14] . The rapid mode may be used to return the process outputs quickly back to target values. However, to the authors' best knowledge, there are no explicit formulae for applying the rapid mode.
Many plasma processes have been shown to exhibit small to large nonlinearities in behavior. The photoresist process requires a dynamic process model too. In this case, it may be necessary to deploy nonlinear model based RtR controllers. The LSE method based RtR controllers can more accurately describe a nonlinear process than the EWMA controller in general. They are also more complex to design than the EWMA controller. The set-valued RtR controllers are even more complex than the LSE method based RtR controllers. They can use a high-order polynomial model to fit a process. Hence, the Scenario  I  1  2  2  3  3 set-valued RtR controllers may provide a better fit for a process than the LSE method based RtR controllers.
In the application of the set-valued RtR controllers, the SVR-MOVE controller and the DHOBE-MR controller are recommended. They had good performance under various conditions in our simulations. The SVR-MOVE controller and the DHOBE-MR controller performed especially well when there existed large step disturbances and model errors. The DHOBE-SV controller is more conservative and may cause large variability. This controller is usually not recommended for applications.
The other nonlinear-model-based RtR controllers such as the ANN-based RtR controllers may provide an even better fit for a severe nonlinear process than the set- 
