We study efficient generations of random diagonal-unitary matrices, an ensemble of unitary matrices diagonal in a given basis with randomly distributed phases for their eigenvalues. Despite the simple algebraic structure, they cannot be achieved by quantum circuits composed of a few-qubit diagonal gates. We introduce diagonal-unitary t-designs and present two quantum circuits that implement diagonal-unitary 2-designs with the computational basis in N -qubit systems. One is composed of single-qubit diagonal gates and controlled-phase gates with randomized phases, which achieves an exact diagonalunitary 2-design after applying the gates on all pairs of qubits. The number of required gates is N (N − 1)/2. If the controlled-Z gates are used instead of the controlled-phase gates, the circuit cannot achieve an exact 2-design, but achieves an ǫ-approximate 2-design by applying gates on randomly selected pairs of qubits. Due to the random choice of pairs, the circuit obtains extra randomness and the required number of gates is at most O(N 2 (N + log 1/ǫ)). We also provide an application of the circuits, a protocol of generating an exact 2-design of random states by combining the circuits with a simple classical procedure requiring O(N ) random classical bits.
Introduction
Understanding typical properties of an ensemble is a useful methodology for analyzing quantum many-body systems. When we investigate typical properties of all pure states in a Hilbert space, we use random states, an ensemble of pure states uniformly distributed in a given Hilbert space with respect to the unitarily invariant measure. Random states have been intensively studied from many aspects, e.g., their entanglement 1,2,3,4,5,6 , a relation to an appearance of the Gibbs state in subsystems 7,8,9,10,11,12,13,14 , a possible mechanism for black holes to have entropy 15 , and quantum informational tasks 16,17,18,19,20 . Since random states are obtained by applying random unitary matrices 21 to any pure state, quantum circuit implementations of random unitary matrices are also studied 20, 22, 23, 24, 25, 26, 27, 28, 29, 30 . It has been shown that the ensemble of unitary matrices simulating up to the t-th order of statistical moments of random unitary matrices, referred to as a unitary t-design, can be approximately achieved by quantum circuits 30 . Random unitary matrices themselves have many utilities in quantum informational tasks 23, 31, 32, 33, 34, 35, 36, 37, 38 .
Phase-random states are restricted random states, where only phases of the expansion coefficients in a given basis are randomly distributed 39 . They are originally introduced for investigating typical properties of time evolving states in isolated systems. It has been shown that phase-random states with a separable basis and equal-amplitudes have extremely high entanglement on average 39 . This class of pure states have been studied in the context of locally maximally entangleable states 40, 41, 42 , and in relation with mutually unbiased bases 43 . They also reveal typical properties of states that appear in instantaneous quantum polynomial-time (IQP) circuits 44,45 and commuting circuits 46 , which are likely to have stronger computational power than classical computers even though they exploit only diagonal gates and a separable pure initial state. However, it had not been yet clarified whether or not the corresponding phase-random states can be efficiently generated.
In this paper, we provide quantum circuits that efficiently generate phaserandom states of N qubits with the computational basis (tensor products of Pauli Z basis). To this end, we introduce random diagonal-unitary matrices and diagonalunitary t-designs, which are analogous to random unitary matrices and unitary t-designs, respectively. In particular, we consider those with the computational basis. One may think that such random diagonal-unitary matrices could be obtained by applying one-qubit diagonal gates with random phases. However, this is not the case since such random diagonal-unitary matrices generate large amount of entanglement even if an initial state is separable 39 , but one-qubit gates cannot. More precisely, only a diagonal-unitary 1-design can be achieved by one-qubit diagonal gates. A natural question is whether we can achieve a diagonal-unitary t-design (t ≥ 2) by using two-qubit diagonal gates.
We show that phase-random circuits composed of two-qubit diagonal gates achieve diagonal-unitary 2-designs. Due to the commutativity of the gates, the circuit becomes stationary after applying the two-qubit gates on all pairs of qubits, as long as the pairs are deterministically selected. We first explicitly show that such a stationary circuit is a diagonal-unitary 2-design if we use controlled-phase gates with two-valued random phases and single qubit phase gates with three-valued random phases. On the other hand, if we do not use random phases in a genuine two-qubit gate, e.g., the phases in each controlled-phase gate are fixed such that it where the phases ϕ n are uniformly distributed with respect to the normalized Lebesgue measure dϕ = dϕ 1 
For a given state |Ψ , phase-random states Υ phase ({| Ψ|u n |, |u n }) are an ensemble of states {U ϕ |Ψ } Uϕ∈U diag ({|un }) .
In contrast to random unitary matrices, random diagonal-unitary matrices depend on the choice of the basis {|u n } n . Consequently, phase-random states depend on the basis {|u n } n and the distribution of the amplitudes when the initial state is expanded in the basis, {| Ψ|u n |} n .
A t-design of an ensemble is another finite ensemble that simulates up to the t-th order of moments of the original one on average. An ǫ-approximate t-design is an ensemble that approximates the t-design, where ǫ is a degree of approximation. In the case of designs of matrices, we evaluate the degree of approximation in terms of the diamond norm 53 . For a superoperator E on H, the diamond norm is defined by
where id d is the identity operator on another d-dimensional Hilbert space H ′ and X is any positive operator on H ⊗ H ′ . To define an ǫ-approximate t-design, let V be an ensemble of unitary matrices and E V (ρ) be a superoperator such that
for any states ρ on a system consisting of tN qubits. Then, an ǫ-approximate unitary t-design is defined as follows (see, e.g., Ref.
27):
Definition 3 (ǫ-approximate unitary t-designs) Let U be random unitary matrices or random diagonal-unitary matrices. An ǫ-approximate t-design of U, denoted by U (t,ǫ) , is a finite ensemble of unitary matrices such that
Although there are several definitions of an ǫ-approximate unitary t-design in terms of different measures of the distance, they are shown to be all equivalent in the sense that, if V is an ǫ-approximate unitary t-design in one of the definitions, then it is also an ǫ ′ -approximate unitary t-design in other definitions, where ǫ ′ = poly(2 tN )ǫ (see Ref. 47 for details).
In the case of designs of states, we use a trace norm ||X|| 1 = Tr|X| to evaluate the difference.
Definition 4 (ǫ-approximate state t-designs) Let Υ be random states or phase-random states. An ǫ-approximate t-design of Υ, denoted by Υ (t,ǫ) , is a finite ensemble of states such that In case of ǫ = 0, the designs are called exact t-designs. A t-design for random states is referred to as a spherical t-design 48,49,50 , a complex-projective tdesign 17,51 or a quantum state t-design 27 . In this paper, we call a t-design of random states a complex-projective t-design. We also call a t-design of phase-random states a toric t-design since the parameter space of phase-random states is a hypertorus.
We finally make a remark on the choice of phases in diagonal-unitary t-designs and toric t-designs. It is sufficient to choose phases from a discrete set. For instance, a set of unitary matrices Ω t = { n e iφn |u n u n |}, where φ n is randomly chosen from { 2πk t+1 } k=0,1,··· ,t , is a diagonal-unitary t-design with the basis {|u n } (see Appendix A for details). This simple fact means that we can use (t + 1)-valued discrete random parameters instead of continuous random parameters. However, even if the phases are randomly chosen from a discrete set, the implementation of such unitary matrices requires global randomizations of phases. For implementing these matrices by quantum circuits, we need to decompose each unitary matrix into local unitary operations, namely, one-and two-qubit gates, in an efficient way. This is the main concern of this paper.
Main results and an application
In this section, we introduce phase-random circuits 39 and provide our main results, i.e., phase-random circuits can achieve diagonal-unitary 2-designs. We also present an application of phase-random circuit, a protocol generating an exact complexprojective 2-design.
Phase-random circuit
We denote by |n the computational basis wheren is a binary representation of n − 1 (n = 1, · · · , 2 N ). We investigate implementations of a diagonal-unitary tdesign in the computational basis U (t) diag ({|n }) by phase-random circuits presented in the previous work of the authors 39 . For implementing a diagonal-unitary tdesign in a general basis, it is sufficient to apply a unitary operation transforming the computational basis to the desired basis.
A phase-random circuit consists of T diagonal two-qubit unitary gates shown in Fig. 1 . For the t-th gate, we select two different numbers (i t , j t ) from {1, 2, · · · , N }, as well as a two-qubit gate W t randomly from a given set of diagonal two-qubit gates W diag . We apply the two-qubit gate W t on the i t -th and j t -th qubits. An instance of the circuit is then specified by a set of parameters,
, and the unitary operation corresponding to the circuit is given by
, where W (it,jt) t non-trivially acts on the i tth and j t -th qubits. Thus a phase-random circuit consisting of T two-qubit gates is denoted by a set of the unitary operations {U T } CT .
Main results
The main result of this paper is that, if we choose an appropriate two-qubit diagonal gate set W diag , the phase-random circuit achieves a diagonal-unitary 2-design in the polynomial number of gates. The necessary number of the gates depends on the choice of the gate set W diag .
We consider two gate sets. First, we study the gate set given by
where all matrices are in the computational basis. In this case, we apply gates randomly drawn from W CP diag on all the different pairs of qubits. We refer to this phase-random circuit as a CP phase-random circuit, where the set of parameters is given by
. The expectation is taken by
For the CP phase-random circuit, we have the following theorem:
The CP phase-random circuit is a diagonal-unitary 2-design in the computational basis. The number of the required gates is
It is not necessary to choose the phases uniformly from [0, 2π) and it suffices to choose the phases α and β from {0, 3 }, and γ from {0, π} (see Appendix B for details). Thus, the CP phase-random circuit forms a finite ensemble and is a design. Note that the controlled-phase gate with a random phase γ ∈ {0, π} is the same as a probabilistic application of the controlled-Z gate. Since all gates in the CP phase-random circuit commute and are applied on deterministic choices of pairs of qubits, they can be applied simultaneously in a practical implementation.
For simplifying the implementation, one may think if we can get rid of random parameters in two-qubit gates. Next, we deal with a gate set given by
Similarly to the CP phase-random circuit, α, β can be chosen from {0,
3 } instead of [0, 2π). In this case, however, we cannot achieve an exact 2-design even if we apply two-qubit gates randomly chosen from W CZ diag on all pairs of qubits. This fact is demonstrated in a three-qubit system as presented in the following. When we apply two-qubit gates randomly chosen from W CZ diag on every pair of three qubits, we obtain a unitary matrix given by
where α i and β i are randomly chosen from [0, 2π) or {0, } for every i = 1, 2, 3. Instead of checking if {U 3 } αi,βi is an exact diagonal-unitary 2-design in terns of a superoperator E (2) , we check an equivalent definition of an exact 2-design 27 given by E {αi,βi} [U
, where U diag denotes random diagonal-unitary matrices. By a straightforward calculation, it can be shown that
⊗2 ] does not. That is, {U 3 } {αi,βi} is not an exact diagonal-unitary 2-design. This difference comes from a fact that the controlled-Z gate does not have any parameters, resulting in a correlation between some elements of U 3 in a lower order, e.g., (U 3 ) 88 = (U 3 ) 44 (U 3 ) 55 .
Thus we need to introduce extra randomness to achieve a diagonal-unitary 2-design by using a gate set W CZ diag . To this end, we choose (i t , j t ) randomly at each time, so that the set of parameters is given by
. The expectation is given by
Due to the random choice of {i t , j t }, the upper bound of T can exceed N (N − 1)/2 in spite of commutativity of all gates. We call the corresponding phase-random circuit a CZ phase-random circuit. Note that parameters α and β chosen from just {0,
3 } guarantees the CZ phase-random circuit to form a finite ensemble. The circuit achieves an approximate 2-design, but not an exact 2-design, as stated in the following theorem.
Theorem 2 The CZ phase-random circuit {U T } C CZ T consisting of T two-qubit gates is an ǫ-approximate diagonal-unitary 2-design in the computational basis if T ≥ T conv (ǫ), where
Therefore, the CZ phase-random circuit is an ǫ-approximate diagonal-unitary 2-design after applying at most O(N 2 (N + log ǫ −1 )) two-qubit gates.
In a practical sense, the CZ phase-random circuit has disadvantages compared to the CP phase-random circuit since it cannot achieve an exact diagonal-unitary 2-design. Moreover, unlike the CP case, the gates in the circuit cannot be applied simultaneously since the dynamics should be stochastic by choosing i and j randomly for each gate. However, we present Theorem 2 since the difference between the CZ and CP phase-random circuits show that a random parameter in the controlled-phase gate dramatically improves the ability to randomize, which we find theoretically interesting.
Finally, we emphasize that phase-random circuits are easily implementable in experiments since they exploit only diagonal gates in the computational basis, which can be fault-tolerantly implemented in super-and semi-conductor systems 57 . Furthermore, in the case of the CP phase-random circuit, all gates can be applied simultaneously, which significantly simplifies the experimental implementation.
An application: a protocol for generating a complex-projective 2-design
Phase-random circuits generate toric 2-designs exactly for the CP case and approximately for the CZ case. By combining phase-random circuits with an extra classical procedure, we can also obtain a complex-projective 2-design, which has useful applications in quantum information processing 16,17,18,19,20 . To show this, we first consider the difference between complex-projective and toric 2-designs. The expectation of states for complex-projective t-designs is obtained from Schur's lemma 60 and is given by
where
sym is a projector onto the symmetric subspace in H ⊗t and d sym is the dimension of the symmetric subspace. On the other hand, the expectation of states for toric t-designs is not a projector Π (t) sym . For instance, in N -qubit systems, the
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which is not proportional to the projector Π
sym . To close the gap, we consider a particular toric 2-design given by Υ 
This shows that a probabilistic mixture of Υ (2) phase ({2 −N/2 , |n }) and a set of states {|n } forms a complex-projective 2-design. Thus, the protocol to obtain a complexprojective 2-design using a phase-random circuit is given by (1) With probability
, choose a random bitn and generate a state |n .
(2) With probability This protocol of generating an exact complex-projective 2-design requires O(N ) random classical bits and O(N 2 ) diagonal gates in the CP phase-random circuit. Below is the comparison with previously proposed protocols of generating exact and approximate complex-projective 2-designs.
• An exact unitary 2-design using Clifford operations is known 23 , which requires O(N 8 ) bits and O(N 2 ) quantum gates. In this protocol, a description of unitary matrices is classically calculated and is decomposed into one-and two-qubit unitary gates. Thus, for obtaining a sequence of states in a complex-projective 2-design, it is necessary to repeat calculating a gate decomposition and constructing the corresponding quantum circuit.
• An ǫ-approximate unitary 2-design is presented where the circuit is composed of one-and two-qubit Clifford gates and some gates are applied probabilistically 20 . The number of gates is O(N log 1/ǫ) in their definition of the 2-design. It has been pointed out that 27 it corresponds to O(N (N + log 1/ǫ)) in Definition 3.
• Random circuits 24,25 are known to converge to an ǫ-approximate unitary 2-design after applying O(N (N + log 1/ǫ)) gates 27 . In random circuits, all gates are randomly chosen from a set called a 2-copy gapped gate set, e.g., a set of the controlled-NOT gate and single qubit rotation gates.
• A local random circuit composed of O(N t 4 (N + log 1/ǫ)) gates is shown to form an ǫ-approximate unitary t-design 30 . The circuit is composed of random SU (4) gates acting on nearest neighbor qubits.
In comparison with these results, the main advantage of our protocol is that it uses only diagonal gates. Although the necessary number of gates in our protocol is the same as that of the previous results, the commutativity of diagonal gates enables us to apply all gates simultaneously for implementation. Moreover, diagonal gates greatly simplify a realization of the circuit in experiments. The CP phase-random circuit requires only single-qubit rotations around the Z-axis and the random application of the controlled-Z gate, which can be fault-tolerantly implemented in super-and semi-conductor systems 57 . Thus, our protocol provides a way to generate a complex-projective 2-design by currently achievable technology.
Sketch of the proofs
In order to prove Theorem 1 and 2, we analyze how two-qubit diagonal gates in phase-random circuits transform an initial state. Since our goal is to show the phase-random circuits are diagonal-unitary 2-designs, we consider an initial state ρ 0 on a 2N -qubit system (see Definition. 3 and Eq. (1)).
The technique is similar to that used for investigating the convergence of random circuits 24,25 . We denote the state after applying T two-qubit gates by
⊗2 and expand it in the Pauli basis to investigate the evolution of each coefficient. We denote by p and q vectors corresponding to the subscripts of the Pauli basis of two N -qubit systems (p 1 , · · · , p N ) and (q 1 , · · · , q N ), where p i , q i ∈ {0, x, y, z}, respectively. Then, the state ρ T is expressed by
where σ p := σ p1 ⊗ · · · ⊗ σ pN and σ q := σ q1 ⊗ · · · ⊗ σ qN are tensor products of the Pauli operators. Similarly, we consider a state
diag , and expand ρ ϕ in the Pauli basis
To simplify the following investigation, we introduce a notation. Since the way how ξ T (p, q) is transformed depends on σ p and σ q , it is convenient to define subsets in {1, · · · , N } that specify the locations of σ w (w = 0, x, y, z) in σ p and σ q ;
where the bar sign ofq i represents to take a self-inverse 'flip' map defined by0 = z andx = y. We denote the number of elements in each subset by the corresponding small letters, e.g.,
We also denote the union of Γ (+) (p, q) and
of which the number of elements is even and odd, respectively.
We also define a function f S (p) of p, where
That is, the function f S flips all elements of p in the set S. For instance, f 1,3 (y, x, 0) = (ȳ, x,0) = (x, x, z). We denote (f S (p), f S (q)) simply by f S (p, q). Finally, we define S even (p, q) and
odd (p, q)}. For simplicity, we often omit the part (p, q) in equations when there is no ambiguity.
In terms of the expansion coefficients ξ T (p, q) and ξ ϕ (p, q), our goal is to show that for any initial state ρ 0 ,
after sufficiently large T . In Appendix C, we show that if Eq. (4) holds for any initial state, the phase-random circuit is an ǫ-approximate diagonal-unitary 2-design.
where the summation is taken over all (p
In Section 5, we present that the CP phase-random circuit achieves Eq. (4) for ǫ = 0, which gives the proof of Theorem 1. In Section 6, we show that Eq. (4) holds for the CZ phase-random circuit after at most applying O(N 2 (N + log 1/ǫ)) two-qubit diagonal gates, implying Theorem 2.
CP phase-random circuit
We present a proof of Theorem 1. To do so, we follow the transformation of the expectation of the expansion coefficient
by the CP phase-random circuit. For simplicity, hereafter we omit the subscript C CP T for the expectation value.
By applying W T +1 (α T +1 , β T +1 , γ T +1 ) on a pair of qubits specified by two numbers (i, j), the expectation of the coefficients changes to
where the matrix
Then, we obtain
where u and v are ±1.
Note that a set of Λ(p, q) and Γ(p, q) are both invariant under the transformation since the transformation is composed of a function f S (p, q) which flips x (y) to y (x) and 0 (z) to z (0). This implies that for a given Λ ′ ⊂ {1, · · · , N } and
and Γ(p, q) = Γ ′ mix up each other by the transformation. From the last case in Eq. (6), it is clear that for any pairs of indices (p, q) satisfying γ(p, q) + λ(p, q) < N , we have E[ξ T (p, q)] = 0 for any T after i / ∈ Λ(p, q) ∪ Γ(p, q) is chosen. The other cases show that when one of (i, j) is in Γ(p, q), we take the uniform average of the 'flipped' terms. In particular, when i ∈ Γ (−) (p, q) is selected, the term acquires a negative sign. Hence, after all pairs of qubits are drawn, the expectation of the state becomes an average of all flipped terms with appropriate negative signs. Then, we have the following proposition. two-qubit gates, the coefficient converges to
where the summation is taken over all (p ′ , q ′ ) ∈ S even(odd) (p, q).
Since Eq. (7) is the same as Eq. (5), we obtain that for any initial states and for all (p, q),
This concludes the proof of Theorem 1.
CZ phase-random circuit
Theorem 2 is shown by proving the following two lemmas. The first lemma guarantees that the state transformed by the CZ phase-random circuit for any initial state converges to the corresponding toric 2-design. The second lemma states that the convergence time T conv (ǫ) defined in Theorem 2 scales as the cube of the system size N .
Lemma 1 For any initial state and ∀(p, q),
Lemma 2 For any initial state, the convergence time T conv (ǫ) satisfies
We present the proof of Lemma 1 in Subsection 6.1 and the proof of Lemma 2 in Subsection 6.2.
Convergence of the distribution
We consider a transformation of a state by the CZ phase-random circuit. Similarly to the CP case, we obtain (see Appendix D) where u, v ∈ {+, −}. The transformation is different from that of the CP phaserandom circuits given by Eq. (6) only when i ∈ Γ (±) (p, q) and j ∈ Λ(p, q). This prevents the circuit from randomizing the corresponding phases. Thus, we have to introduce stochastic transformations by choosing (i, j) randomly in order to achieve a diagonal-unitary 2-design.
To simplify the investigation, we introduce a modified phase-random circuit. Similarly to the CP case, for any pairs of indices (p, q) satisfying γ(p, q)+λ(p, q) < N , we have E[ξ T (p, q)] = 0 for any T once after i / ∈ Λ(p, q) ∪ Γ(p, q) is chosen. In order to avoid the complication by dealing with such (p, q), we first apply a twoqubit gate W i,j (α, β) on all neighboring qubits (2k − 1, 2k). We denote this unitary operations byW = W N,N −1 W N −2,N −3 · · · W 2,1 . (see Fig. 2 ) When N is odd, we defineW by W N,N −1 W N −1,N −2 · · · W 2,1 . The number of two-qubit gates required to performW is TW = ⌈N/2⌉ where ⌈n⌉ is the smallest integer larger or equal to n. Note thatW is composed of commuting gates and is deterministic. Hence, they can be applied simultaneously.
In analogy with Proposition 1, we obtain the following proposition.
where (p, q) is omitted for simplicity andΛ(p, q) is a set of i ∈ Λ(p, q) such that i is paired with an element of Γ(p, q) inW .
After applyingW consisting of TW two-qubit gates, additional T ′ two-qubit diagonal gates randomly selected from W 
where G(p, q; p ′ , q ′ ) is equal to
Proof The equation (9) is equivalent to
(10) We show Eq. (10) recursively.
Firstly, we show that
otherwise. This is derived by using Eq. (8) and Proposition 2 in the following way.
where the second line of the equation is obtained from the relation
by using Eq. (11). Thus, we obtain the statement. Since the probability that j ∈ Γ(p, q) is chosen for a fixed i ∈ Λ(p, q) is given by γ/ 
, so that Eq. (10) is recursively obtained.
Proposition 3 implies that, for T > TW , E[ξ T (p, q)
] is given by a convex sum of E[ξ TW (f s (p, q))] where s is a subset of Λ(p, q). We define subsets L (±) , R
{1, · · · , N } where each subset is mutually exclusive. For such subsets, transformation of
In Proposition 4, we consider transformation in Σ(L (±) , R (±) ) and derive the stationary distribution
Proposition 4 Let L (±) and R (±) be appropriate subsets of {1, · · · , N } where each subset is mutually exclusive and
where l is the number of elements of L, which is also equal to λ(p, q). Moreover, for any (p, q), we obtain
In order to prove Proposition 4, we use the Perron-Frobenius theorem 58 for irreducible and aperiodic non-negative matrices M . Irreducibility is the property that for all i and j there exists a natural number n such that (M n ) ij > 0 and aperiodicity is the property that M ii > 0 for all i. A non-negative matrix is such that M ij ≥ 0 for all i and j. The Perron-Frobenius theorem is given by the following statement.
Theorem 3 (Perron-Frobenius theorem 58 ) If a non-negative matrix M is irreducible and aperiodic, the maximum eigenvalue λ > 0 is uniquely determined. Let |λ be the eigenvector corresponding to the maximum eigenvalue, then,
In addition to irreducibility and the aperiodicity, when a non-negative matrix M is bistochastic, that is, i M ij = j M ij = 1, the maximum eigenvalue λ is known to be equal to 1. By applying these facts, we prove Proposition 4 as follows.
Proof In the case of L = {1, · · · , N }, it is straightforward to prove from Eq. (8) . When L = {1, · · · , N }, we obtain Eq. (12) by applying the PerronFrobenius theorem to the matrix G in Σ(L (±) , R (±) ). If we restrict the matrix G to Σ(L (±) , R (±) ), G is an irreducible, aperiodic and bistochastic non-negative matrix in Σ(L (±) , R (±) ). Hence, the Perron-Frobenius theorem guarantees that there exists a unique stationary distribution in Σ(L (±) , R (±) ). Since the evolution governed by G in Σ(L (±) , R (±) ) is uniform, the stationary distribution is also uniform, resulting that,
Thus, we obtain Eq. (12) . Next, we show Eq. (13) . we substitute E[ξ TW (p, q)] given in Proposition 2 into Eq. (12), and obtain
Convergence time for the phase-random circuits
In this subsection, we investigate the convergence time T conv (ǫ) defined by the condition that ∀T ≥ T conv (ǫ),
for an ensemble of unitary matrices V is a superoperator defined by Eq. (1). A sufficient condition for Eq. (14) to hold is
Similarly, we obtain a necessary condition for Eq. (14) by evaluating a lower bound of the diamond norm:
See Appendix C for details of derivations of these conditions. Note that
We derive an upper and a lower bound on T conv (ǫ) by using Eq. (15) and Eq. (16), respectively, and prove Lemma 2. q) . In the following, we consider only (p, q) such that γ(p, q) + λ(p, q) = N and λ(p, q) = N .
In order to show Lemma 2, we use a technique of a Markov chain 59 . We provide a brief introduction of a Markov chain in Appendix E. We map the transformation of E[ξ T (p, q)] into a Markov chain and give a lower and upper bounds of the convergence time.
Map to a Markov chain
We present a map from the transformation of E[ξ ∞ (p, q)] by the (modified) CZ phase-random circuit to a Markov chain. As shown in Proposition 3, the transforma-
] satisfies the Markov property. Moreover, it is observed from Proposition 3 that G[(p, q); (p ′ , q ′ )] is equivalent to the transition matrix of a random walk on a l-dimensional hypercube where each vertex is given by (p, q) ∈ Σ(L (±) , R (±) ). Note that G is irreducible and aperiodic in Σ(L (±) , R (±) ). However, E[ξ T (p, q)] cannot be regarded as a probability distribution since they are not necessarily non-negative. Instead, we define a probability distribution in the following way.
We set the initial probability distribution
and
When there is no ambiguity, we omit (L (±) , R (±) ) for Π min and Π sum . Then the probability distribution {Π 1 (p, q)} is calculated to be
where we use Proposition 3 and the fact that the matrix G is bistochastic. Repeating this, the probability distribution after k steps is
Thus we can define a Markov chain M(L (±) , R (±) ) on a l-dimensional hypercube with transition matrix G[(p, q); (p ′ , q ′ )] and probability distribution Π k (p, q).
Note that Eq. (17) leads to
where Π ∞ (p, q) is the stationary distribution of the Markov chain M(L (±) , R (±) ). This implies that if the Markov chain M(L (±) , R (±) ) converges with an error ǫ/Π sum , E[ξ TW (p, q)] converges with an error ǫ. Hence T conv (ǫ) = T mix (ǫ/Π sum ) where T mix is the mixing time of the Markov chain defined in Appendix E.
The mixing time of the Markov chain on the hypercube depends on two factors. One is the dimension of the hypercube l and another is the probability that no change happens for a Markov chain, which is called a staying probability. Obviously, a larger l and a smaller staying probability result in a longer mixing time. 
M(L (±)
, R (±) ) with l = N − 1 converge with an error ǫ/Π sum , the other Markov chains with l = N − 1 converges with an error less than ǫ/Π sum . Thus, hereafter, we consider only the Markov chain M(L (±) , R (±) ) with l = N − 1, which we denote by M.
Finally, we simplify the notation of the Markov chain M. Since it is equivalent to a Markov chain on a (N − 1)-dimensional hypercube with a transition matrix G, we label each vertex by a binary number i = (i 1 , · · · , i N −1 ) ∈ {0, 1} N −1 , not by (p, q). If we identify (p 0 , q 0 ) with i 0 = 0 · · · 0, a new label for f k (p 0 , q 0 ) is given by 0 · · · 010 · · · 0 where only the k-th digit of the binary representation is 1. The vertices i and j are connected if and only if H( i, j) = 1 where H( i, j) = k |i k − j k | (see Fig. 3 ). In this new labeling, the transition matrix G[(p, q); (p ′ , q ′ )] is simplified to
Lower bound on the mixing time of a Markov chain M
The Markov chain on a (N − 1)-dimensional hypercube with a staying probability 1/2 has been well studied. For such a Markov chain, the transition matrix is given by I/2 + P ′ /2 where P ′ has a matrix element On the other hand, it is observed from Eq. (18) that
Hence, the eigenvalues of P( i, j) are given by {1 − 
Upper bound of the mixing time of a Markov chain M
In order to derive an upper bound on the mixing time, we slightly modify the transition matrix P( i, j) by changing the staying probability from 1−
A new transition matrixP( i, j) is given bỹ
otherwise.
We denote byM a new Markov chain with a transition matrixP. Since the staying probability of P is smaller thanP, the mixing time ofM provides an upper bound on that of M.
We investigate the mixing time of the Markov chainM by the coupling method (see Appendix E). For constructing a coupling, we interpretM as follows. At a step 
To investigate the coupling, we use the property of a special type of Markov chain, a coupon collecting. A coupon collecting of r-coupons is a Markov chain on a set of states {0, 1, · · · , r} with transition matrix given by
A coupon collecting of r coupons is interpreted as a trial of collecting a complete set of r different coupons by drawing one coupon at each step. When r 0 coupons are initially at hand, we denote the necessary number of steps to draw all coupons by τ (r,r0) coupon .
Proposition 5 Let (X k , Y k ) be a coupling ofM defined above and T xy be its stopping time. Then T xy is bounded from above by
Proof By definition of the coupling, for a fixed k 0 ∈ {1, · · · , N − 1}, once i k0 is chosen at the steps k = A coupon collecting of r-coupons starting with no coupon is a well-studied problem. If we draw coupons r log r times, we can collect all r coupons with high probability, that is, τ 
for any c > 0. This is shown in a standard way (see Appendix F for details). By appealing to Theorem 4, Proposition 5 and Eq. (20), we can bound ∆((N − 1) 2 c) by
Denote byT mix (ǫ ′ ) the mixing time of the Markov chainM with an error ǫ ′ . Sincẽ
which also provides an upper bound on the mixing time of the Markov chain M since T mix (ǫ ′ ) <T mix (ǫ ′ ).
Upper and lower bounds of the convergence time T conv (ǫ)
We require an error ǫ/(Π sum 2 7N ) in order to obtain an upper bound on the convergence time T conv (ǫ) (see Eq. (15)) and, an error ǫ/Π sum for a lower bound (see Eq. (16)). Recalling that the unitary operationW consists of TW = ⌈N/2⌉ twoqubit gates, we obtain bounds for T conv (ǫ) such that
It is straightforward to show that Π sum (L (±) , R (±) ) ≤ 1 for any (L (±) , R (±) ) and any ρ 0 . For the lower bound, there exist ρ 0 and (L (±) , R (±) ) such that Π sum (L (±) , R (±) ) = 1. Therefore, we finally obtain
for any initial state ρ 0 . This concludes the proof of Theorem 2.
Summary and concluding remarks
In this paper, we have introduced concepts of diagonal-unitary t-designs and toric t-designs that simulate up to the t-th order of statistical moments of diagonalunitary matrices and phase-random states, respectively. We have presented how to implement diagonal-unitary 2-designs with the computational basis for N -qubit systems by using two types of the phase-random circuits, the CP and CZ phaserandom circuit. We have shown that the CP phase-random circuit exactly achieves a diagonal-unitary 2-design after applying two-qubit diagonal gates on all pairs of qubits, which requires N (N − 1)/2 gates. On the other hand, the CZ phase-random circuit approximately achieves a diagonal-unitary 2-design after applying at most O(N 2 (N + log 1/ǫ)) two-qubit diagonal gates on randomly chosen pairs of qubits. Due to the random choice of pairs, the number of gates exceeds N (N − 1)/2 despite the commutativity of gates. Our results show that random variables in the genuine two-qubit diagonal gate provide a stronger ability for randomizing phases. We have also presented a protocol generating an exact complex-projective 2-design by using the CP phase-random circuit, which is more feasible to implement in experiments comparing to previously known protocols.
In analogy with random circuits, which are shown to approximately achieve unitary t-designs for any t by applying poly(N, t) two-qubit gates 30 , it is natural to expect that the phase-random circuits with appropriate gate sets would also achieve diagonal-unitary t-designs in poly(N, t) iterations. However, this is not the case as long as we use two-qubit diagonal gates since there is a lack of the number of parameters due to the commutativity of gates. Thus, the gate set should include multi-qubit gates if only diagonal gates are used for constructing diagonal-unitary t-designs for large t. It is interesting to specify the diagonal gate set of the phaserandom circuit achieving diagonal-unitary t-designs for arbitrary t and to construct a quantum circuit composed of non-diagonal two-qubit gates that achieves diagonalunitary t-designs, which will be addressed in a separate paper 61 . diagonal-unitary t-designs
We show that a set of unitary matrices Ω t = { n e iφn |u n u n |}, where φ n is randomly chosen from { 2πk t+1 } k=0,1,··· ,t , is a diagonal-unitary t-design in the basis {|u n }.
For
where the summations are taken over
diag and Ω t , the expectation of an operator X is taken over φ i ∈ [0, 2π) and φ
The equation
follows from an identity that
Thus, discrete phases are sufficient to achieve a diagonal-unitary t-design.
Appendix B. Discrete phases in the CP phase-random circuits
We show that, in the CP phase-random circuits, it is sufficient to choose the phases α and β from {0, To show this, we consider two expectations of
diag acts on the ith and jth qubits with phases α ij , β ij , γ ij . One expectation is taken over α, β, γ ∈ [0, 2π) and is denoted by E cont [W ] . The other is taken over α, β ∈ {0, 2π 3 , 4π 3 } and γ ∈ {0, π} and is denoted by E disc [W ] . Due to the fact that all α ij , β ij and γ ij are independent, both expectations are given by Appendix C. Necessary and sufficient conditions for an ǫ-approximate diagonal-unitary 2-design in terms of the expansion coefficients
where U diag is random diagonal-unitary matrices and E
V for an ensemble of unitary matrices V is a superoperator defined by Eq. (1). We show that sufficient and necessary conditions for Eq. (C.1) to hold in terms of
respectively, for any initial state ρ 0 on a 2N -qubit system. First, we assume Eq. (C.2). It implies
where the Cauchy-Schwarz inequality is used to obtained the first relation and, a relation that ∀ρ, ||E(ρ)|| 1 ≤ α implies ||E|| ⋄ ≤ dα, where d is a dimension of the space that ρ acts on, is used to obtain the last relation. This provides the sufficient condition.
To obtain a necessary condition, we start from ||E (2)
U || ⋄ ≤ ǫ and use a fact that ||E|| ⋄ ≥ ||E(ρ)|| 1 for any state ρ. In terms of the expansion coefficients, we
where ||X|| 2 = √ TrX † X is a Hilbert-Schmidt norm. Thus we obtain the necessary condition.
where W ij is a two-qubit diagonal gate on the i-th and j-th qubits and randomly chosen from the gate set W CZ = {diag(1, e iα , e iβ , −e i(α+β) )} α,β or W CP = {diag(1, e iα , e iβ , e iγ )} α,β,γ . Since W CP is more general than W CZ , we start with the calculation of G ij (p, q; p ′ , q ′ ) for W CP . In order to calculate G ij (p, q; p ′ , q ′ ), we define D ab , E ab and ∆ a by D ab = δ a0 δ bz + δ az δ b0 , E ab = δ ax δ by − δ ay δ bx , and ∆ a = δ a0 + δ az − δ ax − δ ay .
We also use a notation that δ n∈S = 1 if n ∈ S and δ n∈S = 0 if n / ∈ S. For W ij = diag ( A Markov chain is a sequence of random variables indexed by a discrete step t ∈ N that take values in a set of states S = {s}. We define a probability distribution {Π t (s)} s∈S at a step t over the state space S. The Markov property is that the probability distribution Π t+1 depends only on Π t . This evolution of the probability distribution is governed by a stochastic transition matrix P such that Π t+1 = PΠ t . The elements of a transition matrix are denoted by P(s, s ′ ), which represents the probability that a transition from s to s ′ occurs. Using an initial distribution Π 0 , the probability distribution at step t is given by Π t = P t Π 0 . A Markov chain is said to be irreducible (aperiodic) when the transition matrix is irreducible (aperiodic). For an irreducible and aperiodic Markov chain, the Perron-Frobenius theorem guarantees that there exists a unique stationary distribution Π ∞ = lim t→∞ Π t independent of the initial probability distribution.
We define the mixing time. The mixing time is the number of steps required for the actual distribution to be close to the stationary distribution, where the distance after t-steps is defined by ∆(t) := max s∈S |Π t (s) − Π ∞ (s)|.
We define the mixing time T mix (ǫ ′ ) such that for any ǫ ′ > 0 T mix (ǫ ′ ) := min{t|∆(t ′ ) ≤ ǫ ′ for all t ′ ≥ t}.
In order to study an upper bound and a lower bound on the mixing time, we introduce the relaxation time of a Markov chain. Denote the eigenvalues of a transition matrix P by λ i (i = 1, 2, · · · ) in decreasing order. When a transition matrix is irreducible and aperiodic, 1 = λ 1 > λ 2 . The relaxation time T rel is defined by
which gives bounds of the mixing time T mix (ǫ ′ ) such that
where Π min := min s Π ∞ (s) is the minimum stationary probability 59 . Although the relaxation time provides both of the upper and the lower bound on the mixing time, it does not give tight bounds. Hence, we introduce a coupling method for investigating the upper bound on the mixing time. A pair of two random walks (X t , Y t ), where t denotes the number of steps, is said to be a coupling of a Markov chain when the following two conditions are satisfied. First, X t and Y t is each a faithful copy of the Markov chain. Second, (X t , Y t ) should satisfy the condition that X t = Y t implies X t+1 = Y t+1 . For a coupling (X t , Y t ), we define the stopping time T xy by T xy := min{t|X t = Y t , when X 0 = x, Y 0 = y}.
By definition, X t = Y t for all t > T xy . The stopping time is related to the mixing time through the following theorem 59 . Since the mixing time is obtained from ∆(t), we can derive an upper bound on the mixing time from the stopping time.
In the main text, we use a relaxation time to obtain a lower bound on the mixing time and investigate an upper bound on the mixing time by using the coupling method. 
