In this paper, we propose a method of calibrating a word embedding, so that the semantic it conveys becomes more relevant to the context. Our method is novel because the output shows clearly which senses that were originally presented in a target word embedding become stronger or weaker. This is possible by utilizing the technique of using sparse coding to recover senses that comprises a word embedding.
Introduction
In this paper we propose a method of generating contextualized word embeddings. What we mean by 'contextualized' is that standard embeddings such as Skip-gram and GloVe are modified to reflect their contexts. For instance, apple appeared in fruit-implying context should become more similar to fruit than it was in the prior state.
We need contextualized embeddings because not all information contained in an embedding is helpful for modelling accurately the meaning of a word in context (e.g. company-related senses of apple in fruit-implying context). Since word embeddings are trained on unconstrained variation of contexts, using word embeddings as-is is like taking the risk of feeding our subsequent models (e.g. classifiers) with noises that are not relevant to the given context. We formulate our task as calibrating senses contained in embeddings so that contextually relevant senses (e.g. fruit-ness) becomes stronger and the others (e.g. company-ness) become weaker. To achieve this we utilize the technique of recovering standard word embeddings as linear composition of different senses, proposed by (Murphy et al., 2012; Faruqui et al., 2015; Arora et al., 2016) . After applying the technique word embeddings are transformed into high dimensional (e.g. 2,500) and sparse (only small portion of dimensions are nonzero) embeddings. This makes our method interpretable since extracted senses can give us "a succinct description of which other words cooccur with a specific word sense". More detailed explanation is presented in Section 3.
Using the technique we first decompose word embeddings of a target word (to be contextualized) and context words into linear composition of senses, then identify strong senses extracted from context and regard them as contextually relevant. Finally we use the contextually relevant senses for calibrating the senses contained in a target word.
Task and Model

Task
We show that our method is effective by applying it to Word Sense Discrimination (WSD) task. For brevity we present only one instance of sense discrimination: discriminating apple as a fruit or a company depending on given context. The result is described in Section 3
Embedding Decomposition
To contextualize a target word's embedding, we should first decompose the participating word embeddings (i.e. target and context words) into linear composition of different senses. As a result we obtain high dimensional and sparse embeddings, in which few 'activated' dimensions represent significant senses reside in a word embedding.
For our preliminary experiment we use Nonnegative Sparse Embedding (NNSE) proposed by (Murphy et al., 2012) . We use NNSE partly because pre-trained word embeddings are publicly available at it's official website 1 . Figure 1 shows the baseline method of performing word sense discrimination only using embeddings of a target word and context words (Kober et al., 2017) . Basically it takes a sum of a target word and context word embeddings, and then decide whether the target word in the context has the same sense by calculating cosine similarity. In our work, we modify the composition (i.e. contextualization) step. We first retrieve NNSE embeddings of a target word and context words. We then generate emb context by summing all the context embeddings to identify contextually relevant dimensions (i.e. senses) (Figure 2 ). We hypothesize that the dimensions of emb context that have zero value are irrelevant to the context. This is because in NNSE, a specific dimension is activated only when it represents a significant sense contained in word embeddings. So if a dimension is still deactivated after the sum of all context words, it means that the sense the dimension represents must have low importance.
Contextualization
So we turn off such atoms as well in the target word embedding by applying element-wise multiplication between a target word and a context embedding (Equation 1). This weakens senses that are irrelevant to context.
Finally, we normalize our contextualized embedding then use it in our task (Equation 2). This strengthens concepts that are relevant to context.
3 Preliminary Experiment and Result
In our experiment we attempt to discriminate company and fruit senses of apple by contextualizing with a relevant context. Figure 3 shows the calibrated senses of apple. In the figure, 'd2104' means it is 2104th dimension of the embedding, and the list of words in the figure is an interpretation of the dimension (i.e. sense), which can be derived by sorting the whole vocabulary by the strength of the specific dimension in reverse order. The score is the strength of the dimension. Note that the identified dimensions are all extracted from apple embedding, while the values are calibrated.
The figure shows that our contextualization method is able to strengthen and weaken the senses of apple by reflecting the given context. 
Discussion and Future Work
We showed that our method could be both interpretable and effective in performing a word sense discrimination task. Our method can be utilized not only to discriminate senses but to decide types of named entities or any other tasks that require inferring the context specific meaning of words. As a future work, we will try to elaborate our method and prove the efficacy of our method by testing on well-known tasks.
