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The article demonstrates the nontrivial manifestation of quantum shell effects in a compressed
mesoscopic system. It is shown that there are two spatial scales in the distribution of degenerate
electrons in a spherical well. The first scale is the Fermi length ∼ h/pF. By quantum shell effect,
the authors mean the existence of the new spatial scale, which is order of the system size and
much larger than the first scale. The theoretical analysis for the large amount of free electrons
(N . 109) in an infinite spherical well demonstrates what causes the appearance of the spatial
nonuniformity and gives analytical expression for the electron distribution function. These results
are confirmed by a numerical summation of exact solutions for the electron wave functions in an
infinite potential well. It is shown that an analogous effect for the spatial distribution of electrons
exists in a compressed hydrogen gas bubble of submicron size (< 0.1µm). The numerical simulation
of the electron distribution was carried out by the DFT (Density Functional Theory) method. The
consequence of this effect is the nontrivial dynamics of the compressible cold gas bubble. This
system can be realized in the thermonuclear experiments. The limiting factors of the analyzed
effect are considered: symmetry of system, electron temperature, and curvature of system boundary.
Keywords: quantum shell effects, compressed mesoscopic system, spatial distribution, hydrogen
gas bubble, DFT method.
PACS number(s): 03.75.-b, 71.15.Mb, 36.40.-c, 71.10.Ca
I. INTRODUCTION
There are numerous manifestations of orbital quantum
effects in different systems: shell model of the nucleus, or-
bital effects in the atomic spectrum, oscillatory behavior
of the energy spectrum of nanoclusters.
It is known, that the density of the electron distri-
bution has the oscillating behavior because of the pres-
ence of shell corrections in a spherically symmetric poten-
tial [1]. The spatial scale is the order of the atomic size.
In a spherically symmetric potential the density of the
electron distribution often shows an oscillating behavior
along the radius. This can be seen in the solutions by
Hartree-Fock, Hartree-Fock-Dirac methods, in Thomas-
Fermi approximation [1, 2], and in DFT [3]. Such oscil-
lating behavior is observed, not only for the electrons, but
also for the other particles, and for Coulomb as well as for
other interaction potentials between particles (Yukawa
potential, hard core, etc.) [4]. In the atom, the number
of electrons is relatively small (N < 102).
In the present article we show that the nonuniformity
of the distribution is also present for a macroscopic num-
ber of electrons (N . 109) in a potential well.
The theoretical analysis of the free electron distribu-
tion in a spherical potential well shows what causes the
appearance of the nonuniformity in the system. It also
demonstrates that the spatial scale of the nonuniformity
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is of the same order of the well radius and can be greater
than the distance between the particles by several orders.
We present also the effective computational technique
that allows one to calculate the electron density by nu-
merical summation of exact solutions for the wave func-
tions of free electrons in a potential well. We perform the
calculations of various systems with the electron number
of up to 1 billion particles. These results confirm the
existence of the effect and analytical expression obtained
for the electron distribution function.
We analyze the inhomogeneous spatial distribution of
electrons in the strongly compressed gas bubble (H2, D2)
of submicron size. The characteristic values of the ther-
modynamic quantities of the compressed gas are the fol-
lowing: ρgas ∼ (10-30) g/cm3, Ne ∼ 1030−31 m−3, EF ∼
(20-100) eV, Ti ∼ Te ∼ (0.1-1) eV. All electrons are ion-
ized and degenerate, and the ions are the classical non-
ideal gas.
The numerical simulation of the electron distribution
was carried out by the DFT (Density Functional Theory)
method. We used the jellium model for hydrogen clus-
ters (the number of atoms varies from 4000 to 100,000).
Obtained results confirm the existence of the analogous
effect in the compressed hydrogen gas bubble.
Since the scale of the inhomogeneity of the electron
distribution is much larger than the interatomic distance,
the effect is manifested in hydrodynamic relaxation pro-
cesses of the ion system and can be observed in experi-
ments. We analyze two problems: the hydrostatic equi-
librium of a compressed gas bubble and the compression
dynamics of the gas bubble. The analysis indicates a non-
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2trivial dynamics of gas compression, which is fundamen-
tally different from the process of adiabatic compression
in traditional systems.
In the final part of the article, we analyze the factors
limiting the manifestation of the effect. The main ones
are the symmetry of the system, the electronic tempera-
ture and the curvature of the boundary of the system.
II. SYSTEM OF FREE DEGENERATE
ELECTRONS IN AN INFINITE SPHERICAL
WELL
The existence of the nonuniformity of the distribu-
tion can be demonstrated by the example of the simplest
problem: a one-dimensional electron gas in an infinite
well. The wave functions of electrons have the form
Ψk =
√
2
L
sin
pikx
L
, Ek =
pi2~2k2
2meL2
. (1)
And the concentration n is determined by the expression
n =
N0∑
1
Ψ2k =
N0∑
k=1
(√
2
L
sin
pikx
L
)2
=
=
1
L
N0∑
k=1
(
1− cos 2pikx
L
)
=
= n0
(
1− 1
N0
csc
pix
L
sin
(N0 + 1)pix
L
cos
N0pix
L
)
. (2)
The final expression for concentration n has two spatial
scales. The first scale is the distance between the parti-
cles L/N0 [the factors sin ((N0 + 1)pix/L) cos (N0pix/L)],
the second scale is the order of the system size L [the
factor csc(pix/L)]. In the considered flat one-dimensional
system, the effect is negligible(
∆n
n0
)
flat
∼ 1
N0
. (3)
In the present paper, this effect is studied for the elec-
trons in a spherical potential well. We show that, due to
the quantum shell effects, the magnitude of the inhomo-
geneity in the electron distribution increases significantly
(
∆n
n0
)
Sph
∼ 1√
N0
. (4)
For the large amount of electrons (N ∼ 109), these
quantities (3) and (4) can differ by several orders of mag-
nitude.
A. The theoretical analysis
At first we analyze the distribution of free semiclassi-
cal electrons in an infinite spherical well. All electrons
are degenerate in this system and their Fermi energy is
greater than the thermal and Coulomb energies. More-
over, the electrons have the significant orbital angular
momentum and thus they have semiclassical behavior.
Therefore such a formulation of the problem is close to
the real situation. The solution of this problem gives us
the analytical dependences of the electron distribution
on the system parameters.
The semiclassical approach was widely used for the
analysis of metal clusters [2], for the calculation of the
nuclei energy spectrum [5], for the calculation of the elec-
tron concentration oscillations in the atom.
To determine the electron concentration, we employ
the Green’s function representation G(r′′, r′, e) for the
electrons in the semiclassical approximation [5].
G (r′′, r′, e) = G0 − 1
(2pih5)1/2
∑
α
{
pρD
1/2 exp
(
i
h
Sα (r
′′, r′, e) + iν − ipi
4
)}
α
(5)
Sα - classical action integral
Sα =
∫ r′′
r′
pαdlα (6)
G0 (r
′′, r′, e) = − m
2pih2|r′′ − r′| exp
(
i
h
|r′′ − r′|p(r)
)
(7)
r =
r′ + r′′
2
, p′ =
dSα(r
′, r′′, e)
dr′
, p′′ =
dSα(r
′, r′′, e)
dr′′
(8)
D = det

dp′ρ
dρ′′
dp′ρ
dz′′
dp′ρ
de′′
dp′z
dρ′′
dp′z
dz′′
dp′z
de′′
dtα
dρ′′
dtα
dz′′
0

(9)
3(a) (b)
Figure 1. Periodic trajectories of the electron (a). The ways of forming two types of trajectories (b).
tα (r
′, r′′) =
dSα (r
′, r′′, e)
de
=
∫ r′′
r′
1
|r˙|dlα (10)
In (5) the summation is extended over all real classical
trajectories α that connect r′ and r′′, tα is the time of
the motion along the trajectory α.
The electron concentration is determined from the fol-
lowing expression involving imaginary part of the Green’s
function
n(r) = − 2
pi
∫ F
−∞
={G(r, r, e)}de (11)
In our case, the calculation of the electron concentra-
tion [i.e., integral (11)], is reduced to taking into account
a set of orbits which have coincident initial and final co-
ordinates. There are two types of orbits. The examples
of such trajectories are shown in Fig. 1. Such trajectories
are formed from the known periodic orbits (Fig. 1 a) in
two ways (Fig. 1b).
The first type of trajectory is formed from the periodic
orbits by rotation. The method is shown in Fig. 1b by the
example of rotation of a triangular periodic orbit (3.1).
All trajectories formed by this method will be denoted
as rot(n,m).
The second type of trajectory is formed from the peri-
odic orbits by deformation, see Fig. 1b. Such trajectories
will be denoted as def(n,m).
We obtain a general expression for the contribution of
each trajectory to the concentration value n (11). In our
case
Sα ∼ pR0Lα
(
r′
R0
,
r′′
R0
)
, (12)
where Lα the dimensionless length of the trajectory α,
R0 – well radius. We define the dimensionless function
Fα according to the following expression
pρD
1/2
α =
m
√
p√
R0
Fα
(
r′
R0
,
r′′
R0
)
. (13)
The expression for second part of the Green func-
tion (5) has the following form:
∆G(r′′, r′, e) =
1
h5/2
p
(
m2
R0p
)1/2
F
(
r′
R0
,
r′′
R0
)
× exp
(
i
h
pR0Lα
(
r′
R0
,
r′′
R0
))
, (14)
n(r)− n0 = ∆n(r) = − 2
pi
∫ εF
−∞
={∆G(r, r, e)}de. (15)
For the integral calculation, we use the large value (∼
103) of the exponent in (14). We obtain the following:
∆n(r)
n0
=
∑
α
Fα
(
r
R0
,
r
R0
)
Lα
(
r
R0
,
r
R0
) ( 8
N
)1/2
× sin
[
1
h
pFR0Lα
(
r
R0
,
r
R0
)]
.
(16)
The contribution of each trajectory in (16) is taken addi-
tively into account. A number of corollaries follows from
the resulting expression.
4The dependence of the relative deviation of the con-
centration on the particle number has the form
(
∆n
n0
)
sphere
∼
√
8
N
, (17)
Expression (16) has two spatial scales. The first scale
is the Fermi length ∼ h/pF, the second scale is the size
of the potential well R0. For the two types of trajecto-
ries rot(n,m) and def(n,m) introduced above, the spatial
dependence in (16) has qualitatively different character.
For the trajectories rot(n,m), the spatial dependence
of each term in (16) is determined only by the factor
Fα, since Lα does not depend on r. Therefore the total
contribution to (16) of this type of trajectory forms a
function having only the scale of spatial inhomogeneity
of the order of R0. For the trajectories def(n,m), each
term of the sum is the product of the rapidly oscillat-
ing function sin
[
1
h
pFR0Lα
(
r
R0
,
r
R0
)]
with the spatial
scale of the inhomogeneity ∼ h/pF and a slowly varying
function Fα
(
r
R0
, rR0
)/
Lα
(
r
R0
, rR0
)
with a spatial scale
∼ R0. Therefore the relative deviation of the concentra-
tion consists of the oscillation and non-oscillatory parts
(
∆n
n0
)
Sph
=
(
∆n
n0
)
Oscil
+
(
∆n
n0
)
Nonoscil
. (18)
The first part is determined by the sum (16) along
the trajectories of the type def(n,m), the second part is
determined by the sum (16) along the trajectories of the
type rot(n,m).
Each term of the sum (16) is proportional 1/Lα and
decreases with increasing m, since Lα ∼ m. Therefore
the sum is determined by terms with small m, i.e., tra-
jectories def(n, 1), rot(n, 1). The Appendix A presents
the results of the calculations of Fα and Lα for def(3, 1),
rot(3, 1), for which it is possible to obtain closed ana-
lytic expressions. The obtained results make it possible
to draw general conclusions about the structure of the
expression (16) and the functions Fα and Lα.
The non-oscillating part is a part of the sum (16),
where Lα is constant. The oscillating part is a part
of (16), where Lα is a function. For Fα we have
Fα
(
r
R0
,
r
R0
)
= Θ(r − sα)Gα
(
r
R0
,
r
dα
)
, (19)
where Θ is the Heaviside step function. The dα is the
point of the function Fα singularity (see Appendix A).
Due to the deviation of the electron concentration from
the average value, an electric field appears in the system.
We calculate the emerging potential for the oscillating
and non-oscillating parts of ∆n by means of expression
φ(r) =
4pie
∫ r
0
∆n(r)r2dr
4piε0r
. (20)
Figure 2. The trajectories of electron def(4, 1). The triangle
trajectory has a minimal length.
First, we calculate the contribution of the oscillating
part in (16). We use the stationary phase method. There
are two possible cases. In the first case the function Lα
has no stationary points on the interval of integration, so
the potential has the obvious oscillating behavior. There-
fore the spatial distribution of the electron has one inho-
mogeneity scale. This scale is the Fermi length pF r/h.
In the second case, the function Lα has stationary
points. All trajectories of the type def(n,m) have this
feature. The example of such a trajectory def(4, 1) is
presented in Fig. 2.
In the latter case, to calculate the potential, we use the
known relation of the stationary phase method
b∫
a
f(x) exp(iλs(x))dx ∼= f(x0)
√
2pi
λs(x0)′′
exp(iλs(x0)),
(21)
x0 is an extremum point, where s
′(x0) = 0.
We obtain the following expressions for the potentials
associated with ∆noscil and ∆nnonoscil:
5∆ϕoscil =
(
18
pi2
)1/3
eN1/3
ε0r
∑
α
Fα
(
dα
R0
,
dα
R0
)
Lα
(
dα
R0
,
dα
R0
) 1√
L′′α
(
dα
R0
,
dα
R0
) s2αR20 sin
[
1
h
pFR0Lα
(
dα
R0
,
dα
R0
)]
Θ(r − dα), (22)
∆ϕnonoscil =
3
√
8
4pi
e
√
N
ε0r
∑
α
r∫
sα
Fα
(
r
R0
,
r
R0
)
r2
R20
d
r
R0
Lα
× sin
(
1
h
pFR0Lα
)
. (23)
Both in (22) and (23) the summation is carried out over
all trajectories α for which sα < r.
The resulting expression for ϕ(r) has a spatial scale of
the inhomogeneity of the order of the size of the spherical
well. For sufficiently large N , the potential is determined
by the expression (23). This result qualitatively differs
from the result previously obtained in [6].
The structure of the sum in (23) is such that the po-
tential has extremal points sα. For trajectories of type
rot(n,m) for small n,m sα ∼= R0/4, R0/2,
√
2R0/2 (see
Appendix A).
B. Numerical calculations
In this section the theoretical results are confirmed by
a numerical summation of exact solutions of the electron
wave functions in an infinite potential well. To simulate
the small plasma bubbles with the electron number that
is up to N = 108 let us consider a very simple model.
We investigate the distribution of N electrons in the
ground state in a spherically symmetric potential well
with impermeable, i.e., infinitely high, walls. This prob-
lem has the complete analytical solution (see, for exam-
ple, books by Fluegge and Messiah [7, 8]). For the spher-
ical well of radius R the electron number density is
ρe(r) =
2
4piR3
∑
nrl
2(2l + 1)j2l
(xnr,lr
R
)
× (j2l (xnr,l)− jl−1(xnr,l)jl+1(xnr,l))−1 , (24)
where jl(x) for integer l is a spherical Bessel function of
order l and xnr,l is its root, which coincides with the root
of Bessel function Jl+1/2(x).
The transition to a large number of N & 108 electrons
in this problem allows one to trace in detail the oscillating
behavior of the electron density in the ground state, to
see the difference from the quasi-classical Thomas-Fermi
solution and to estimate the magnitude of the electric
field, which can arise during adiabatic compression of a
cavity containing a degenerate plasma with a similarly
large number of electrons. The adiabaticity will be un-
derstood here in the spirit of P. Paradoxov [9].
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Figure 3. The electron density in the free electrons model
(dashed line) and in the DFT (solid line) for 890 (top) and
2454 (bottom) electrons.
The results for ρe for some values of N are shown
in Fig. 3 in comparison with DFT results. If the den-
sity ni is not very high, the behavior of the oscillations
in ρe and their amplitudes are surprisingly close to the
DFT results [10]. The comparison of DFT predictions
for electrostatic potential with this simple model can be
done only if special conditions are imposed. DFT in jel-
lium model assumes strictly uniform density of ions. The
simple model for the same assumption will predict much
larger electric field, because it lacks correlation and ex-
change contributions to the potential.
We get a realistic comparison of electrostatic poten-
tials if we subtract from the electrostatic potential of N
6Figure 4. Oscillations of the electron density (thin line)
and the electrostatic potential (heavy line) for three different
numbers of electrons.
electrons a parabolic least squares fit, which mimics the
electrostatic contribution of ions. After some numerical
experiments we found that good fits are obtained if we
exclude 10% of inner parts and 20% of outer parts of the
spherical potential well from the least squares procedure,
since the oscillations of the electron density are especially
high there in comparison with DFT jellium model. The
results of computation of the electrostatic potential be-
havior are shown in Fig. 4, 5. These results confirm the
existense of the nonuniformity in the system and the ap-
pearance of the spatial scale, which is order of the system
size and much larger than the Fermi length. The theo-
retical results (17), (23) are in a good agreement with
numerical results in Fig. 5.
Figure 5. Magnitudes of electron density oscillations (top)
and potential oscillation depending on number of electrons
N at the same density 1030m−3; fitting lines for density and
potential correspond to ∆n/n ∝ N−0.437±0.005 and ∆VES ∝
n1/3N0.142±0.015, respectively.
III. INHOMOGENEOUS DISTRIBUTION OF
THE ELECTRONS IN THE COMPRESSED GAS
BUBBLE: DFT CALCULATIONS
Previously, we have considered the system of free elec-
trons without interaction and we have shown that its po-
tential distribution has an inhomogeneity with a spatial
scale of the system size. Next we will demonstrate that
this effect also takes place in a system of electrons with
interaction, such as the compressed bubble of ionized gas.
The numerical simulations of the electron and poten-
tial spatial distribution were carried out applying density
functional theory (DFT) in the spherical jellium back-
ground model (SJBM). In the jellium model ions are rep-
resented as a continuous fixed distribution of a positive
charge. In this form the spherically symmetric distribu-
tion of ions and their potential is possible. The symmetry
allows us to reduce the problem to the one-dimensional
formulation. Here we use the jellium model modifica-
tion, which is the so-called stabilized jellium model [11–
13] with a correction that takes into account an average
difference between the jellium and the point ions.
7A. Computational method
For the spherically symmetrical calculations in the jel-
lium model we solve one-dimensional Kohn-Sham equa-
tions [14]. When an external potential has a spherical
symmetry, the one-electron wavefuction can be decom-
posed into a radial and a spherical wavefunction. For the
radial wavefunction Kohn-Sham equation has the follow-
ing form (to simplify the expressions, we use atomic units,
where ~ = c = e = 1):(
−1
2
d2
dr2
+ VKS(r) +
l(l + 1)
2r2
)
Pnl(r) = εnlPnl(r),
(25)
VKS(r) = Vion(r) + VH(ne, r)+
+ Vxc(ne, r) + 〈δv〉WS(nion(r)), (26)
where VKS is an effective Kohn-Sham potential, VH and
Vion are electrostatic potentials of electrons (Hartree
potential) and ionic jellium, respectively, Vxc is an
exchange-correlation potential, 〈δv〉WS is a stabilized jel-
lium correction. We need to emphasize that VH and Vion
are usual electrostatic potentials of electrons and ions
multiplied by the electron charge −e, i.e., VH = −eϕe =
−ϕe and Vion = −eϕion = −ϕion. The electron density is
determined by expression
ne(r) = 2
∑
n,l
(2l + 1)Θnl
P 2nl(r)
4pir2
, (27)
where Θnl = Θ(EF − εnl) is the step function. In the
Appendix B there are more details about potentials and
the stabilized jellium model. Further, when we talk about
the electrostatic potential in the jellium model, we mean
the sum:
VES = Vion + VH + 〈δv〉WS . (28)
The equations (25) are solved self-consistently using
simple iteration method with mixing. The electron den-
sity distribution on the next iteration step is a compo-
sition of the previous distribution and ne(r) obtained
from (25) and (27), in which potentials are calculated
using the previous electron density distribution. The it-
erations continue till the electron density become self-
consistent. In all DFT calculation we used PZ (Perdew,
Zunger) [15] exchange-correlation functional in a local
density approximation (LDA) for a spin-unpolarized case
to calculate Vxc.
B. Results of calculations for uniform jellium
Applying the jellium model we performed a lot of cal-
culations for bubbles of hydrogen with various sizes and
densities of ion jellium. Only the case of uniform ion den-
sity is considered in this section. In the jellium model it
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Figure 6. The electron density (solid line) in a bubble of ra-
dius 1 nm at ionic jellium density (dashed line) 1030m−3 with
4188 electrons (top) and at 1032m−3 with 418879 electrons
(bottom).
is presented like this: the ion jellium density, which is the
same to the positive charge density, equals the average
density inside the sphere n¯e = N(3/4piR
3) and equals
zero outside.
The density of ion jellium in performed calculations
varies from 1029m−3 to 1032m−3, the number of electrons
(the same as number of ions) is up to 4 × 105. Figure 6
shows examples of the electron density spatial distribu-
tion in the bubble of radius 1 nm for the jellium densities
1030m−3 and 1032m−3. As we can see, the fluctuations
of the electron density are much smaller in the second
case, in which the number of electrons is hundred times
larger.
The potential profiles also become smoother with the
growth of the electron number. Figure 7 shows profiles
of the electrostatic potential together with the exchange-
correlation and the effective Kohn-Sham potential for the
bubbles mentioned above.
Next let us discuss in detail the oscillations of elec-
tron density and electrostatic potential. We can simply
take a difference between the electron density and the
ion jellium density ne − nion as oscillations of the elec-
tron density, since the ion jellium density is uniform and
approximately equals the average electron density. We
take half of a difference between maximum and minimum
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Figure 7. Potentials in the bubble of radius 1 nm at ionic
jellium density 1030m−3 with 4188 electrons (top) and at
1032m−3 with 418879 electrons (bottom).
values of ne − nion as a magnitude of the electron den-
sity oscillations ∆n in the intermediate region, excluding
part near the border and the central part of a bubble,
since the oscillations are always very high at the center.
These oscillations in the bubble of radius 1 nm at three
different densities of ion jellium are presented in Fig. 8.
It is clearly visible that the amplitudes of the electron
density oscillations decrease with increasing number of
electrons, as should be according to (16),
∆n
n
≈
(
8
Ne
)1/2
. (29)
To extract oscillations of electrostatic potential ∆VES
we can, for example, subtract an average value from VES ,
which is approximately expressed through the Fermi en-
ergy EF (n¯ is an average density):
∆VES = VES + Vxc(n¯) + (EF (n¯)− εmax), (30)
since
VES + Vxc = VKS ≈ −EF . (31)
From (23) we have
φ(r) ∝
√
Ne
R0
∝ n1/30 N1/6e . (32)
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Figure 8. The electron density oscillations in the bubble
of radius 1 nm for three different values of jellium density:
1030, 1031 and 1032m−3.
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Figure 9. The electrostatic potential oscillations in the bub-
bles at densities 1030, 1031 and 1032m−3 and radii 1.34 nm,
1.5 nm and 0.5 nm, respectively.
All results on oscillations of electron density and poten-
tial for a set of calculations are presented in Fig. 10. The
first chart shows the magnitude of electron density oscil-
lations depending on number of electrons in a logarithmic
scale. There is also dependence (16) and a fit for a power
law, which was obtained using the least square method.
The fitting line corresponds to law ∆n/n ∝ N−0.4.
The magnitude of potential oscillations depending on
density is shown on the second chart in Fig. 10 with
law (32) and a power law fit. We excluded the results,
obtained for N < 15000 there, because, for a relatively
small number of electrons the potential oscillations do
not satisfy the law (32) and they are several times big-
ger than they should be according to the power law fit.
The fitting line for the potential oscillations corresponds
to dependence ∆VES ∝ ϕ1.07, where ϕ is from (32). It
9104 105
N
10−2
Δn
/n
̀8/N)1/2
Fit
Δn/n
1011
n1/3N1/6 (m−1)
10−1
100
ΔV
ES
 (e
V)
n1/3N1/6 *C
Fit
ΔVES,N>15000
Figure 10. The dependence of magnitudes of the electron
density oscillations on the number of electrons N (top) and
potential oscillation depending on value (32) (bottom) in the
logarithmic scale; analytical dependencies (29) and (32) are
shown by dashed lines.
means that the magnitudes of the potential oscillations
are in a good agreement with (32).
IV. THE MANIFESTATION OF QUANTUM
SHELL EFFECTS IN HYDRODYNAMIC
PROCESSES
A. Hydrostatic equilibrium of the compressed gas
bubble
Previously, we have considered the case, when the ion
jellium distribution is uniform, however, the uniform dis-
tribution actually is not equilibrium, and ions will redis-
tribute. One of the methods to calculate the equilibrium
distribution of the ion density is to solve the hydrostatic
equation for ion liquid. In a statical equilibrium an ion
pressure is balanced with an electric field force, i.e. (we
use atomic units here),
− 1
nion
∇P − Zion∇ϕ = 0, (33)
where P = nionkTion is the ion pressure, Zion is the ion
charge, ϕ is the electrostatic potential, which is defined
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
r (nm)
0.94
0.96
0.98
1.00
1.02
1.04
1.06
1.08
n e
 (m
−3
)
1e29
nion
ne
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
r (nm)
0.90
0.92
0.94
0.96
0.98
1.00
1.02
1.04
n e
 (m
−3
)
1e30
nion
ne
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
r (nm)
8.4
8.6
8.8
9.0
9.2
9.4
9.6
n e
 (m
−3
)
1e30
nion
ne
Figure 11. The electron densities (solid lines) and the den-
sities of ions in equilibrium (dashed lines) at ion temperature
10 eV in the bubble with 10000 electrons and average jel-
lium density 1029m−3 (top), 1030m−3 (middle), and 1031m−3
(bottom).
by Poisson equation
∇2ϕ = 4pi(ne − Zionnion). (34)
In the case of a spherical symmetry one can use for-
mula (B1) instead of (34). At constant temperature
we can simply integrate Eq. (33) and obtain
kTion
Zion
ln(nion) = −ϕ+ C. (35)
As a result, to obtain the electron density distribution
with the ions in equilibrium we should self-consistently
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solve Eq. (25) together with Eq. (35). But calculations
become more complicated than in case of the uniform ion
jellium, so we managed to obtain results for systems with
. 104 electrons.
Figure 11 shows the results of calculations for ions in
equilibrium at constant ion temperature 10 eV for three
density values, in larger scale. The ions are confined by
a potential wall at the bubble boundary to prevent an
expansion of matter. The ions accumulate at the bound-
ary, because of the presence of this wall and the fact that
electrons are partially behind the sphere boundary, thus
creating the excess of positive charge inside the bubble.
In Fig. 11 we can see the electron density and the den-
sity of ions getting closer to each other with the average
density increasing.
A comparison between the uniform jellium model, the
hydrostatic ion relaxation model and the free electrons
model is presented in Fig. 12. In the case of ionic relax-
ation, the electron density gets very close to the free elec-
tron distribution, when the average density grows. The
electrostatic potential oscillations have almost the same
form as the density since nion ≈ ne, and from Eq. (35)
we can get
−∆ϕ+C = kTion
Zion
ln
(
1 +
∆nion
n¯
)
≈ kTion
Zion
∆ne
n¯
. (36)
Let us consider equation for the quantum electron fluid
without Bohm potential [16] but with the oscillation po-
tential Uosc
− 1
mene
∇Pe + e
me
∇ϕ+ e
me
∇Uosc = 0, (37)
that should give the electron density similar to one ob-
tained from DFT calculations, which is also the same as
free electrons density. Since ∇Pe/ne = ∇EF
eUosc = EF − eϕ+ const ≈ EF (nfreee ) + const, (38)
because ϕ −→ 0 at Tion −→ 0.
B. Nontrivial hydrodynamic of the compressible
gas bubble
The quantum shell effects are manifested in the hy-
drodynamic of the compressible gas bubble, which is a
mixture of a gas of degenerate electrons and a gas of
classical ions. It leads to a new type of cumulation.
As shown in the previous section, the concentration
of degenerate electrons changes due to quantum shell ef-
fects. Under the action of the arising electric field the ions
relax to a concentration ni = ne = nfree, which affords
the electroneutrality of the gas bubble. We consider a
compression regime for which the relaxation time of ions
is much less than the compression time. Therefore the
system is locally electroneutral at all times. We show
that the compression of the bubble has the nontrivial
hydrodynamic behavior.
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Figure 12. The electron density (solid lines) and the ion
density (dashed lines) in different cases: with uniform ionic
jellium, with ionic relaxation at temperature 10 eV, and also
for free electrons. The number of electrons is 10000, average
density is 1030m−3 (top) and 1031m−3 (bottom).
The system of hydrodynamic equations, which de-
scribes the dynamics of electrons and ions, has the fol-
lowing form [16]:
∂ne
∂t
+∇(neve) = 0, (39)
∂ve
∂t
+ ve
∂ve
∂r
= − 1
ρe
∂pe
∂r
+
e
me
∇(ϕ)− e
me
∇Ue, (40)
∂ni
∂t
+∇(nivi) = 0, (41)
∂vi
∂t
+ vi
∂vi
∂r
= − 1
ρi
∂pi
∂r
− e
mi
∇ϕ, (42)
pe =
(3pi2)2/3
5
h2
me
n5/3e . (43)
We neglected the Bohm’s term and took into account
the quantum orbital effects, as it was proposed in the
previous section.
eUe =
(3pi2)2/3
2
h2
me
(nfreee )
2/3. (44)
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Since we analyze small perturbation of spatial distribu-
tion,
∆n
n0
∼ 1√
N
, (45)
we consider the problem in the linear approximation
ni = n0 + δni, ne = n0 + δne, δne ≈ δni. (46)
In the analyzed situation
0 = − 1
ρe
∂pe
∂r
+
e
me
∇ϕ− e
me
∇Ue. (47)
Therefore, in the linear approximation, the system of
equations takes the form
∂vi
∂t
= − 1
ρi
∂pi
∂r
− 1
ρi
∂pe
∂r
− e
mi
∇Ue, (48)
∂(δni)
∂t
+ n0∇(vi) = 0. (49)
Taking into account pi  pe for the velocity potential
vi = −gradψ, we obtain the equation
1
c2
ψtt −∆ψ = 1
c2
e
mi
∂U
∂t
, c2 =
∂pe
∂ρ
. (50)
This is the wave equation with the source. The solu-
tion of this equation (expressed via so-called retarded
potentials) shows that the presence of the shell quantum
effects leads to the generation of sound waves in the vol-
ume of the compressible gas bubble. Because of the non-
monotonic spatial distribution of the ion density, sound
waves are transformed into shock waves [17]. This leads
to a nontrivial compression mechanism of such a system,
which differs from the known adiabatic compression.
V. LIMITING FACTORS
In this part we consider several factors, which can lead
to damping of oscillations, such as a different symme-
try of the system, the temperature of electrons and non-
sphericity of the system boundary.
A. System symmetry
As an example of system with different symmetry, we
chose a cylinder, which is infinite along its symmetry
axis. The method for calculation of electron distribution
in an infinite cylinder is presented in the Appendix C.
To compare the manifestation of the effect in the spher-
ically symmetrical geometry with its display in the axial
symmetrical geometry, we made several calculations for
a sphere and an infinite cylinder at equal values of radius
and ionic jellium density.
The results for amplitudes of potential oscillations and
electron density oscillations are gathered in Table I. As
Table I. A comparison of the electron density and the electro-
static potential oscillations obtained in the numerical simula-
tions for a spherical symmetry and for a cylinder symmetry.
Sphere Cylinder
n¯ R 2∆n/n ∆VES 2∆n/n ∆VES
(1/m3) (nm) (10−3) (eV) (10−3) (eV)
1030 1.0 26.0 1.31 4.17 0.069
1030 2.0 13.7 0.64 1.13 0.04
1030 2.5 8.7 0.47 0.76 0.039
1031 0.5 20.5 2.75 1.27 0.087
1031 1.0 9.5 1.27 0.71 0.073
1031 1.25 7.6 1.66 0.37 0.112
1032 0.25 1.9 10.7 0.95 0.15
1032 0.5 8.9 3.31 0.24 0.16
1032 0.625 7.2 4.23 0.27 0.25
can be seen, the amplitude of the potential oscillations
in an infinite cylinder is dramatically small compared
to a sphere, in fact, the amplitude is about a factor of
20 smaller. The oscillations of the electron density in a
cylinder are also less pronounced than in a sphere, and
their dependence on electron number seems to be differ-
ent. This dependence is shown in Fig. 13, which is similar
to Fig. 10. The fitting line approximately corresponds to
the law ∆n/n ∝ N−0.76 ≈ N−3/4.
103
N
10−4
10−3
Δn
̀n
Fit
Δǹn
Figure 13. Magnitudes of the electron density oscillations
depending on the number of electrons N in the logarithmic
scale.
Analyzing these results, we can conclude that presence
of the spherical symmetry is essential for the effect, which
is being considered in this paper.
B. Electron temperature
Up to this point all results were obtained neglecting
electron temperature. If we take into account electron
temperature, then oscillations of the electron density and
the electrostatic potential diminish with an increase of
temperature. To calculate the distribution of electrons
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Figure 14. The electron density in the bubble of radius 1 nm with average density 1030m−3 (4188 electrons) when neglecting
electron temperature (on the left) and with temperature 2 eV (on the right).
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Figure 15. The electron density oscillations (on the left) and the electrostatic potential oscillations (on the right) in the bubble
of radius 1 nm with the average density 1030m−3 (4188 electrons) at zero temperature of electrons, at electron temperature
0.2 eV, 0.5 eV, and 2 eV.
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Figure 16. The electron density oscillations (on the left) and the electrostatic potential oscillations (on the right) in the bubble
of radius 0.5 nm with average density 1032m−3 (52360 electrons) at zero temperature of electrons, at electron temperature 1
eV, 4 eV and 6 eV.
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with temperature T > 0 we can use Eqs. (25) and (27),
but we should replace a step function Θ with the Fermi
distribution [18]:
Θnl =
[
1 + exp
(
εnl − µ
kBT
)]−1
, (51)
where µ is the chemical potential, determined from the
condition
∑
Θnl = N .
Just to show the effect of electron temperature on the
distribution of the electron density we made several cal-
culations with electron temperature in a simple case of
the uniform ionic jellium. The electron density distri-
bution in the bubble of radius 1 nm and with density
1030m−3 at zero electron temperature and at tempera-
ture 2 eV, is presented in Fig. 14. With the presence of
electron temperature, the oscillations are much smaller
and the density profile is almost flat. In Fig. 15 the elec-
tron density and potential oscillations are shown in detail
for the case mentioned above, with two more temperature
values 0.2 eV and 0.5 eV.
Similar to Fig. 15, Fig. 16 shows oscillations of the den-
sity and potential in the bubble of radius 0.5 nm with the
average density 1032m−3 at several temperature values
varying from zero to 6 eV. In both cases the oscillations
diminish with the temperature growth, keeping the shape
of oscillations almost unchanged.
All calculation results, presented in Table II, were ob-
tained for nonzero electron temperature. It is clear that
the oscillation magnitudes of the density and potential
decrease monotonically with the electron temperature
growth. Moreover, the decrease is approximately expo-
nential, and its rate is smaller at higher density, i.e., at
bigger Fermi energy.
Table II. Dependence of the electron density oscillation
amplitudes 2∆n/n and the potential oscillation amplitudes
2∆VES on electron temperature T for three values of average
density and number of electrons.
n = 1030m−3
N = 33510
n = 1031m−3
N = 41888
n = 1032m−3
N = 52360
T 2∆n/n ∆VES T 2∆n/n ∆VES T 2∆n/n ∆VES
(eV) (10−3) (eV) (eV) (10−3) (eV) (eV) (10−3) (eV)
0 13.7 0.64 0 9.5 1.27 0 8.9 3.31
0.1 10.4 0.48 0.2 8.9 0.94 0.5 8.2 3.15
0.2 5.5 0.24 0.5 6.0 0.65 1 6.2 2.81
0.3 4.2 0.11 1 1.9 0.17 2 3.6 1.93
0.5 2.0 0.053 2 0.15 0.016 4 1.2 0.74
0.8 1.1 0.017 6 0.41 0.21
10 0.087 0.014
C. Curved boundary
All results described above are obtained in the strictly
spherically symmetric approximation. It is natural to
Figure 17. Oscillations of the electron density for the num-
ber of electrons Ne = 92 in a spherical potential well (solid
line); in a ellipsoidal potential well with ellipticity 1.01 (dotted
line); with ellipticity 1.1 (short-dashed line); with ellipticity
1.2 (long-dashed line); with ellipticity 1.3 (dot-dashed line).
Figure 18. Oscillations of the electron density for the number
of electrons Ne = 92 at ellipticity 1.3 (top) and 0.7 (bottom)
along z axis. Solid lines show densities along z axis; dashed
and dotted lines show densities along x and y axes, respec-
tively, which are equal from symmetry.
check if the results persist for nonspherical configura-
tions, and the effect of the oscillations does not disappear.
We have done several tests for the non-interacting elec-
trons in the ellipsoidal potential well of different elliptic-
ity, in order to evaluate the influence of the curved bound-
ary. We employed package Mathematica 11.3 to per-
form those tests. First, we checked how the finite-element
solver for Laplace equation, embedded into Mathematica
11.3, reproduces the exact analytical solution for the
spherical case. We found that acceptable accuracy was
obtained for Ne < 100, for higher values of Ne the errors
become too large.
Here we present the distributions of the electron den-
sity in the ellipsoidal cavities. We have tested several
values of the ellipsoid axes ratios (from 0.7 through 1.3),
see Figs. 17 and 18.
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We may conclude that when the sphere is perturbed by
a few percent, the perturbations of the density are also of
a few percent. There is no qualitative difference between
the ellipsoidal and spherical cases. When perturbations
grow up to 30%, the distribution of electrons changes
dramatically (cf. [19] and references therein).
VI. CONCLUSION
We discovered new nontrivial manifestation of the
quantum shell effects in a mesoscopic system of degen-
erate electrons in a potential well. It is shown that the
electron distribution has a spatial scale of the order of
system size. This effect is confirmed by the theoreti-
cal analysis of the system of free degenerate electrons in
an infinite spherical well and by the numerical analysis
of degenerate electrons in the compressed gas bubble of
submicron size. The spatial distribution has several ex-
treme points, and the amplitude of the deviation from
the mean value depends on the number of electrons in
the system
∆n(r)
n
∝
(
8
N
)1/2
. (52)
A consequence of the effect is the appearance of an elec-
tric field acting on the ion subsystem
∆ϕ ∝ eN
1/2
ε0R0
. (53)
This leads to two nontrivial consequences.
Under conditions of hydrostatic equilibrium, the con-
centrations of electrons and ions in the compressed gas
bubble equalize and coincide with the concentration of
free electrons in the well.
The quantum shells effects are also manifested in the
nontrivial dynamics of the compressible gas bubble. The
hydrodynamics is fundamentally different from the pro-
cess of adiabatic compression in traditional systems. The
phenomenon of cumulation is observed in the system.
A number of factors limits and weakens the effect con-
sidered in the article. These factors have different origin.
The first is associated with the system symmetry. The
numerical and theoretical analyses showed that the de-
pendence of the relative deviation of the electron concen-
tration in systems, possessing different symmetries, has
a different nature (
∆n
n0
)
sphere
∼ 1√
N
, (54)
(
∆n
n0
)
cylinder
∼ 1
N3/4
, (55)
(
∆n
n0
)
flat
∼ 1
N
. (56)
For the macroscopic amounts of electrons (N ∼ 109),
these quantities can differ by several orders of magnitude.
The second factor is associated with the electron tem-
perature. The calculation analysis showed, that at Te >
0.1EF the effect disappears.
The third factor is associated with the curved bound-
ary. The numerical analysis showed that there is no qual-
itative difference between the spherical and ellipsoidal
cases, when the sphere is perturbed by a few percent.
In conclusion, we note that the investigated inhomo-
geneity effect can be observed in the laboratory. The
compressed gas bubble of submicron size is a realistic
system. This system can be realized in the thermonu-
clear experiments.
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Appendix A: Function Fα
(
r
R0
,
r
R0
)
We demonstrate the basic properties of the func-
tions Fα
(
r
R0
,
r
R0
)
on the example of the trajecto-
ries rot(3, 1), rot(4, 1) (Fig. 19) and def(3, 1), def(4, 1)
(Fig. 20). These trajectories give the main contribution
to the sums (23) and (22), respectively, since trajectories
with small values of m give the main contribution to the
value of ∆n(r). This is due to the fact that each term
of the sum (16) is proportional 1/Lα
(
r
R0
,
r
R0
)
and de-
creases with increasing m, since Lα ∼ m.
For these trajectories it is possible to obtain closed
analytical expressions for Fα (there we denote x = r/R0).
For trajectories of rot type we have
Frot(3,1)(x, x) =
−
1
2x
√
1√
3(4x2 − 1) , at x ≥ 1/2,
0, at x < 1/2,
(A1)
Lrot(3,1)(x, x) = 3
√
3, (A2)
and
Frot(4,1)(x, x) =

1
4
√
2(2x2 − 1) , at x ≥
√
2/2,
0, at x <
√
2/2,
(A3)
Lrot(4,1)(x, x) = 4
√
2. (A4)
For trajectories of def type we have
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Fdef(3,1)(x, x) =
−1 +√8x2 + 1
4x2
√√√√ 8x3(4x2 + 5 + 3√8x2 + 1)√
8x2 + 1
(
4x2 − 1 +√8x2 + 1)5/2√4x2 + 1 +√8x2 + 1 , at x ≥ 0, (A5)
Ldef(3,1)(x, x) = 3
√
3, (A6)
Fdef(4,1)(x, x) =

√√√√√
√
x
(1− 2x)2(1 + x)
(3x− 1) sin
[
3 arccos
1
2
√
1 +
1
x
]
, at x ≥ 1/3,
0, at x < 1/3,
(A7)
Ldef(4,1)(x, x) = 3
√
3, (A8)
(a) (b)
Figure 19. The trajectory of electron rot(3, 1) (a) and
rot(4, 1) (b).
(a) (b)
Figure 20. The trajectory of electron def(3, 1) (a) and
def(4, 1) (b).
The number of important properties of the function Fα
are derived from the obtained expressions:
1. The function Fα is nonzero for r > sα
(a) srot(n,1) = R0 sin
(n− 2)pi
2n
.
(b) sdef(n,1)
∼= srot(n−1,1).
2. The function Fα has singular points dα
(a) drot(n,1) = srot(n,1).
(b) ddef(n,1) = srot(n−1,1).
So for Fα we have following expression
Fα
(
r
R0
,
r
R0
)
= Θ(r − sα)Gα
(
r
R0
,
r
dα
)
. (A9)
We note, that after summing up everything, the sin-
gularities are compensated.
Appendix B: Stabilized jellium model
In the case of spherically symmetric charge distribu-
tion, the Poisson equation ∆ϕ = 4pin(r) can be simply
integrated and for the electron electrostatic potential VH ,
we would get
VH(r) =
1
r
(∫ r
0
4pis2ne(s)ds
)
+
∫ +∞
r
4pisne(s)ds.
(B1)
The potential equals zero at infinity. If ionic jellium den-
sity is uniform inside the radius R, then potential of ions
Vion has a simple form
Vion(r) = Z

−1
r
, r > R
1
2R
(
r2
R2
− 3
)
, r ≤ R
. (B2)
In the other case it can be calculated similar to VH us-
ing (B1), in which ne is replaced by −nion.
In the stabilized jellium model there is a correction for
the effective Kohn-Sham potential 〈δv〉WS , that is the
difference between the potential of the uniformly charged
ball with ion charge V (r) and the model pseudopotential
averaged over the volume per ion Z/nion [11–13]
〈δv〉WS = 3
4pir30
∫ r0
0
dr4pir2[ω(r) + V (r)], (B3)
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r0 = Z
1/3rs = Z
1/3
(
3
4pinion
)1/3
, (B4)
where Z is the ion charge, nion is the ionic jellium density,
V (r) is the potential of the homogeneously charged ball,
ω(r) is the model pseudopotential of interaction between
an electron and an ion with charge Z:
ω(r) =
{
−Z/r , r > rc
0 , r < rc.
(B5)
Some comparison of the stabilized jellium model with
three-dimensional calculations is presented in [20].
Appendix C: Solution for an infinite cylinder
When the external potential has axial symmetry, and
it is constant along symmetry axis (we name it z), single
electron wavefunctions can be decomposed as
φ(r, ϕ, z) =
P (r)√
r
e±imϕeipzz. (C1)
Substituting single electron wavefunctions for the Kohn-
Sham equation
Hˆφ =
(
−1
2
∆ + VKS
)
φ = Eφ, (C2)
we get(
−1
2
(
d2
dr2
− m
2 − 1/4
r2
− p2z
)
+ VKS
)
P (r) = EP (r).
(C3)
If we denote Enm = E − p2z/2, multiply the equation by
−2 and move all terms to the left side, we finally get
equation(
d2
dr2
− m
2 − 1/4
r2
+ 2[Enm − VKS]
)
Pnm(r) = 0, (C4)
which is similar to Eq. (25), if we make a replacement
l→ m− 1/2.
At zero temperature, E ≤ EF for all occupied states, so
momentum component pz of the electron with the radial
wavefunction Pnm(r) satisfies a relation
p2z
2
= E − Enm ≤ EF − Enm, (C5)
i.e., momentum pz lies in the range
−
√
2(EF − Enm) ≤ pz ≤ +
√
2(EF − Enm). (C6)
Let us denote the number of electrons per length unit
of a cylinder as τ = dN/dz, and the respective number
in states with quantum numbers n and m as τnm. The
number of electrons equals the phase volume, divided by
the volume of one state (~ = 1)
dNnm = gegm
dpzdz
2pi~
= gegm
2
√
2(EF − Enm)dz
2pi
, (C7)
where ge = 2 is spin degeneration factor, gm is a factor,
arising from the sign in e±imϕ, gm = 1 at m = 0 and
gm = 2 at m 6= 0 i.e.,
τnm =
dNnm
dz
= gm
2
√
2(EF − Enm)
pi
. (C8)
For the full number of electrons per unit length, the fol-
lowing expression is correct
τ =
∑
Enm≤EF
τnm =
∑
Enm≤EF
gm
2
√
2(EF − Enm)
pi
, (C9)
so expression for the electron density has a form
ne(r) =
∑
Enm≤EF
gm
P 2nm
2pir
2
√
2(EF − Enm)
pi
, (C10)
on condition that Pnm(r) is normalised to unit.
The Fermi energy value EF can be determined numeri-
cally, for example, using binary search between maximum
energy value Enm, that gives τ(Enm) < τ and the next
closest value.
The electrostatic potential of a cylindrical surface with
radius R is
Vsurf(r;R, τ) =
{
0, r ≤ R
−2τ ln r
R
, r > R.
(C11)
As potential indefinitely grows at infinity, it is convenient
to take the cylinder center r = 0 as a zero of the potential.
The potentials VH and Vion, similar to (B1), (B2) (also
multiplied by -1), are equal to
VH(r) =
∫ r
0
Vsurf(r; s, ne(s))2pisds =
= −
∫ r
0
4pisne(s) ln
r
s
ds,
(C12)
Vion(r) =
{
pinir
2, r ≤ R
piniR
2
(
1 + 2 ln
r
R
)
, r > R
(C13)
for the uniform ionic density inside the radius R.
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