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a b s t r a c t
In this paper, a numerical matrix method based on collocation points is presented for the
approximate solution of the systems of high-order linear Fredholm integro-differential
equations with variable coefficients under the mixed conditions in terms of the Bessel
polynomials. Numerical examples are included to demonstrate the validity and the
applicability of the technique and also the results are comparedwith the differentmethods.
The results show the efficiently and the accuracy of the present work. All of the numerical
computations have been performed on a PCusing someprogramswritten inMATLAB v7.6.0
(R2008a).
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Systems of high-order linear integro-differential equations and their solutions are of great importance in science and
engineering. Most physical problems, such as biological applications in population dynamics and genetics where impulses
arise naturally or are caused by control, can be modeled by the systems of integro-differential equations. The systems of
integro-differential equations are usually difficult to solve analytically; so a numerical method is needed. Recently, systems
of the integral and integro-differential equations have been solved using the homotopy perturbationmethod [1], an efficient
algorithm [2], the Lagrangemethod [3,4], theModified homotopy perturbationmethod [5], the Haar functionsmethod [6,7],
the differential transformation method [8], the Tau method [9], the variational iteration method [10], the Legendre matrix
method [11], the Adomianmethod [12], the Galerkinmethod [13]. In addition, solutions of systems of linear differential and
integro-differential equations have been tried using the Chebyshev polynomial method and the Taylor collocation method
by Sezer et al. [14,15].
Since the beginning of 1994, the Taylor, Chebyshev and Legendre matrix methods have been used by Sezer et al. [15–20]
to solve linear differential, Fredholm–Volterra integro-differential equations and their systems. Also, the Bessel method has
been used to find the approximate solutions of differential, integral and integro-differential equations [21].
In this paper, in the light of the above-mentioned methods and by means of the matrix relations between the Bessel
polynomials and their derivatives, we develop a new method called the Bessel matrix method for solving a system of high-
order linear Fredholm differential equations with variable coefficients in the form
m−
n=0
k−
j=1
Pni,j(x)y
(n)
j (x) = gi(x)+
∫ b
a
k−
j=1
Ki,j(x, t)yj(t)dt, i = 1, 2, . . . , k, 0 ≤ a ≤ x ≤ b (1)
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with the mixed conditions
m−1−
j=0
(an
i,j
y(j)n (a)+ bni,jy(j)n (b)) = λn,i, i = 0, 1, . . . ,m− 1, n = 1, 2, . . . , k (2)
where y(0)j (x) = yj(x) is an unknown function, the known functions Pni,j(x), gi(x), Ki,j(x, t) are defined in the interval
a ≤ x, t ≤ b, the functions Ki,j(x, t) for i, j = 1, 2, . . . , k can be expanded Maclaurin series and also ani,j , bni,j and λn,i
are appropriate constants.
Our aim is to find an approximate solution of (1) expressed in the truncated Bessel series form
yi(x) =
N−
n=0
ai,nJn(x), i = 1, 2, . . . , k, 0 ≤ a ≤ x ≤ b (3)
so that ai,n, n = 0, 1, 2, . . . ,N are the unknown Bessel coefficients, N is any chosen positive integer such that N ≥ m, and
Jn(x), n = 0, 1, 2, . . . ,N are the Bessel polynomials of the first kind defined by
Jn(x) =
[[ N−n2 ]]−
k=0
(−1)k
k!(k+ n)!
 x
2
2k+n
, n ∈ N, 0 ≤ x <∞.
2. Fundamental matrix relations
Firstly, we can write Jn(x) in the matrix form as follows;
JT (x) = DXT (x)⇔ J(x) = X(x)DT ; (4)
where
J(x) = [J0(x) J1(x) · · · JN(x)] and X(x) = [1 x1 x2 · · · xN ]
if N is odd,
D =

1
0!0!20 0
−1
1!1!22 · · ·
(−1) N−12N−1
2
! N−12 !2N−1 0
0
1
0!1!21 0 · · · 0
(−1) N−12N−1
2
! N+12 !2N
0 0
1
0!2!22 · · ·
(−1) N−32N−3
2
! N+12 !2N−1 0
...
...
...
. . .
...
...
0 0 0 · · · 1
0!(N − 1)!2N−1 0
0 0 0 · · · 0 1
0!N!2N

(N+1)×(N+1)
if N is even,
D =

1
0!0!20 0
−1
1!1!22 · · · 0
(−1) N2N
2
! N2 !2N
0
1
0!1!21 0 · · ·
(−1) N−22N−2
2
! N2 !2N−1 0
0 0
1
0!2!22 · · · 0
(−1) N−22N−2
2
! N+22 !2N
...
...
...
. . .
...
...
0 0 0 · · · 1
0!(N − 1)!2N−1 0
0 0 0 · · · 0 1
0!N!2N

(N+1)×(N+1)
.
We consider the desired solution yj(x) of Eq. (1) defined by the truncated Bessel series (3). Then the function defined in the
relation (3) can be written in the matrix form
[yj(x)] = J(x)Aj, j = 1, 2, . . . , k
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where Aj = [aj,0 aj,1 · · · aj,N ]T ,
or from Eq. (4)
[yj(x)] = X(x)DTAj, j = 1, 2, . . . , k. (5)
Also, the relation between the matrix X(x) and its derivative X(1)(x) is
X(1)(x) = X(x)BT , X(0)(x) = X(x) (6)
where
BT =

0 1 0 · · · 0
0 0 2 · · · 0
...
...
...
. . .
...
0 0 0 · · · N
0 0 0 · · · 0
 .
It follows from (6) and (4) that
X(0)(x) = X(x)
X(1)(x) = X(x)BT
X(2)(x) = X(1)(x)BT = X(x)(BT )2
...
...
...
X(i)(x) = X(i−1)(x)BT = X(x)(BT )i, i = 0, 1, 2, . . . ,m (7)
and therefore
J(i)(x) = X(i)(x)DT = X(x)(BT )iDT , i = 0, 1, 2, . . . ,m (8)
where (BT )0 = [I](N+1)×(N+1) is the unit matrix.
Using the relations (5), (7) and (8), we have recurrence relations
y(i)j (x) = J(i)(x)Aj
= X(i)(x)DTAj
= X(x)(BT )iDTAj, i = 0, 1, 2, . . . ,m and j = 1, 2, . . . , k. (9)
Hence, the matrices y(i)(x), i = 0, 1, 2, . . . ,m can be expressed as follows:
y(i)(x) = X¯(x)(B¯)iD¯A, i = 0, 1, 2, . . . ,m (10)
where
y(i)(x) =

y(i)1 (x)
y(i)2 (x)
...
y(i)k (x)
 , A =

A1
A2
...
Ak
 , X¯(x) =

X(x) 0 · · · 0
0 X(x) · · · 0
...
...
. . .
...
0 0 · · · X(x)

k×k
,
B¯ =

BT 0 · · · 0
0 BT · · · 0
...
...
. . .
...
0 0 · · · BT

k×k
and D¯ =

DT 0 · · · 0
0 DT · · · 0
...
...
. . .
...
0 0 · · · DT
 .
3. Method for the solution
First, we can write the system (1) in the matrix form
m−
i=0
Pi(x)y(i)(x) = g(x)+ I(x) (11)
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where
Pi(x) =

pi1,1(x) p
i
1,2(x) . . . p
i
1,k(x)
pi2,1(x) p
i
2,2(x) . . . p
i
2,k(x)
...
...
. . .
...
pik,1(x) p
i
k,2(x) . . . p
i
k,k(x)
 , y(i)(x) =

y(i)1 (x)
y(i)2 (x)
...
y(i)k (x)
 , g(x) =

g1(x)
g2(x)
...
gk(x)
 ,
I(x) =
∫ b
a
K(x, t)y(t)dt, K(x, t) =

K1,1(x, t) K1,2(x, t) . . . K1,k(x, t)
K2,1(x, t) K2,2(x, t) . . . K2,k(x, t)
...
...
. . .
...
Kk,1(x, t) Kk,2(x, t) . . . Kk,k(x, t)
 ,
I(x) =

I1(x)
I2(x)
...
Ik(x)
 and
Ii(x) =
∫ b
a
k−
j=1
Ki,j(x, t)yj(t)dt. (12)
The kernel function Ki,j(x, t) can be approximated by the truncated Taylor series [19] and the truncated Bessel series
Ki,j(x, t) =
N−
m=0
N−
n=0
tkijmnx
mtn and Ki,j(x, t) =
N−
m=0
N−
n=0
bkijmnJm(x)Jn(t) (13)
where
tkijmn =
1
m!n!
∂m+nK(0, 0)
∂xm∂tn
; m, n = 0, 1, 2, . . . ,N, i = 0, 1, . . . , k, j = 0, 1, . . . , k.
The expression (13) can be put in the matrix form
Ki,j(x, t) = X(x)Kijt XT (t); Kijt = [tkijmn] (14)
and
Ki,j(x, t) = J(x)KijbJT (t); Kijb = [bkijmn]. (15)
From Eqs. (14) and (15), the following relation is obtained:
X(x)Kijt X
T (t) = J(x)KijbJT (t)⇒ X(x)Kijt XT (t) = X(x)DTKijbDXT (t).
By substituting the matrix forms of (5) and (15) into Eq. (12), we have the matrix relation
[Ii(x)] =
∫ b
a
k−
j=0
J(x)KijbJ
T (t)X(t)DTAjdt
=
k−
j=0
∫ b
a
J(x)KijbJ
T (t)X(t)DTAjdt
=
k−
j=0
J(x)KijbQijAj (16)
so that
Qij =
∫ b
a
JT (t)X(t)DTdt
=
∫ b
a
DXT (t)X(t)DTdt = DHDT
where
H =
∫ b
a
XT (t)X(t)dt = [hrs]; hrs = b
r+s+1 − ar+s+1
r + s+ 1 , r, s = 0, 1, 2, . . . ,N.
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By substituting the matrix forms of (4) into expression (16), we have the matrix relation
[Ii(x)] =
k−
j=0
X(x)DTKijbQijAj. (17)
By placing in Eq. (11) the collocation points defined by
xs = a+ b− aN s, s = 0, 1, . . . ,N, (18)
the systems of the matrix equations are obtained as
m−
i=0
Pi(xs)y(i)(xs) = g(xs)+ I(xs)
or briefly the fundamental matrix equation
m−
i=0
PiY(i) = G+ I (19)
where
Pi =

Pi(x0) 0 · · · 0
0 Pi(x1) · · · 0
...
...
. . .
...
0 0 · · · Pi(xN)
 , Y(i) =

y(i)(x0)
y(i)(x1)
...
y(i)(xN)
 , G =

g(x0)
g(x1)
...
g(xN)
 and I =

I(x0)
I(x1)
...
I(xN)
 .
Using relation (10) and the collocation points (18), we obtain
y(i)(xs) = X¯(xs)(B¯)iD¯A, s = 0, 1, . . . ,N, i = 0, 1, . . . , k (20)
which can be written as
Y(i) = X(B¯)iD¯A
where
X =

X¯(x0)
X¯(x1)
...
X¯(xN)
 and X¯(xs) =

X(xs) 0 · · · 0
0 X(xs) · · · 0
...
...
. . .
...
0 0 · · · X

k×k
, s = 0, 1, . . . ,N, i = 0, 1, . . . , k.
Substituting the collocation points (18) into the matrix Ii(x) defined in relation (17), we have
[Ii(xs)] =
k−
j=0
X(xs)DTK
ij
bQijAj, s = 0, 1, . . . ,N, i = 0, 1, . . . , k. (21)
Similarly, substituting the collocation points (18) into the matrix I(x) defined in relation (11) and using relation (21), we get
I(xs) =

I1(xs)
I2(xs)
...
Ik(xs)
 = X¯(xs)D¯Kf Q¯A (22)
where
I(xs) =

I1(xs)
I2(xs)
...
Ik(xs)
 , X¯(xs) =

X(xs) 0 · · · 0
0 X(xs) · · · 0
...
...
. . .
...
0 0 · · · X(xs)

k×k
, D¯ =

DT 0 · · · 0
0 DT · · · 0
...
...
. . .
...
0 0 · · · DT

k×k
,
Kf =

K11b K
12
b · · · K1kb
K21b K
22
b · · · K2kb
...
...
. . .
...
Kk1b K
k2
b · · · Kkkb
 , Q¯ =

Q 0 · · · 0
0 Q · · · 0
...
...
. . .
...
0 0 · · · Q

k×k
and A =

A1
A2
...
Ak
 .
3084 Ş. Yüzbaşı et al. / Computers and Mathematics with Applications 61 (2011) 3079–3096
Therefore, by using relation (22), matrix I in Eq. (19) can be expressed in matrix form in terms of the matrix of the Bessel
coefficients A as follows:
I =

I(x0)
I(x1)
...
I(xN)
 = XD¯Kf Q¯A (23)
so that
X =

X¯(x0)
X¯(x1)
...
X¯(xN)
 .
Substituting relations (20) and (23) into Eq. (19), we have the fundamental matrix equation
m−
i=0
PiX(B¯)iD¯− XD¯Kf Q¯

A = G. (24)
When thematricesPi, X , B¯, D¯,Kf , Q¯,A andG in Eq. (24) arewritten in full, it can be seen that their dimensions are respectively
k(N+1)×k(N+1), k(N+1)×k(N+1), k(N+1)×k(N+1), k(N+1)×k(N+1), k(N+1)×k(N+1), k(N+1)×k(N+1),
k(N + 1)× 1, k(N + 1)× 1.
Hence, the fundamental matrix equation (24) corresponding to Eq. (1) can be written in the form
WA = G or [W;G] (25)
which corresponds to a linear system of k(N + 1) algebraic equations in k(N + 1) the unknown
Bessel coefficients so that
W =
m−
i=0
PiX(B¯)iD¯ = [wp,q], p, q = 1, 2, . . . , k(N + 1).
Now let us form the matrix representation of the conditions. Using the conditions (2), we have
m−1−
j=0
[a1
i,j
y(j)1 (a)+ b1i,jy(j)1 (b)] = λ1,i,
m−1−
j=0
[a2
i,j
y(j)2 (a)+ b2i,jy(j)2 (b)] = λ2,i,
...
m−1−
j=0
[ak
i,j
y(j)k (a)+ bki,jy(j)k (b)] = λk,i
or
m−1−
j=0
[a1
j
y(j)1 (a)+ b1j y(j)1 (b)] = λ1,
m−1−
j=0
[a2
j
y(j)2 (a)+ b2j y(j)2 (b)] = λ2,
...
m−1−
j=0
[ak
j
y(j)k (a)+ bkj y(j)k (b)] = λk,
where
λi =

λi,0
λi,1
...
λi,m−1

m×1
, ai
j
=

ai0,j
ai1,j
...
aim−1,j

m×1
, bi
j
=

bi0,j
bi1,j
...
bim−1,j

m×1
, i = 1, 2, . . . , k
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or briefly
m−1−
j=0
[ajy(j)(a)+ bjy(j)(b)] = λ (26)
where
aj =

a1j 0 · · · 0
0 a2j
... 0
0 0
. . .
...
0 0 · · · akj

k×k
, bj =

b1j 0 · · · 0
0 b2j
... 0
0 0
. . .
...
0 0 · · · bkj

k×k
and λ =

λ1
λ2
...
λk

k×1
.
By using Eq. (10) at points, a and b substituting the matrices y(j)(a) and y(j)(b), which depend on the matrix of Bessel
coefficients A, into Eq. (26) and simplifying the result we obtain
m−1−
j=0
[ajX¯(a)+ bjX¯(b)](B¯)jD¯A = λ. (27)
Let us define U as
U =
m−1−
j=0
[ajX¯(a)+ bjX¯(b)](B¯)jD¯,
thus, the fundamental matrix form for the conditions becomes
UA = λ or [U; λ]. (28)
Consequently, by replacing the rows of the matrix U and λ, by the rows of the matrixW and G, respectively, we have
W˜A = G˜. (29)
For convenience, if the last mk rows of the matrix W are replaced, the augmented matrix of the above system is as
follows [15–19]:
[W˜; G˜] =

w1,1 w1,2 · · · w1,k(N+1) ; g1(x0)
w2,1 w2,2 · · · w2,k(N+1) ; g2(x0)
...
...
...
...
...
...
wk,1 wk,2 · · · wk,k(N+1) ; gk(x0)
wk+1,1 wk+1,2 · · · wk+1,k(N+1) ; g1(x1)
...
...
...
...
...
...
wk(N−m+1),1 wk(N−m+1),2 · · · wk(N−m+1),k(N+1) ; gk(xN−m)
v1,1 v1,2 · · · v1,k(N+1) ; λ1,0
v2,1 v2,2 · · · w2,k(N+1) ; λ1,1
...
...
...
...
...
...
vk,1 vk,2 · · · vk,k(N+1) ; λ1,m−1
vk+1,1 vk+1,2 · · · vk+1,k(N+1) ; λ2,0
...
...
...
...
...
...
vmk,1 vmk,2 · · · vmk,k(N+1) ; λk,m−1

. (30)
However, we do not have to replace the last rows. For example, if the matrixW is singular, then the rows that have the
same factor or all zeros are replaced.
If rank W˜ = rank[W˜; G˜] = k(N + 1), then we can write
A = (W˜)−1G˜.
Thus, thematrixA (thereby the unknownBessel coefficients) is uniquely determined. Also the system (1)with the conditions
(2) has a unique solution. This solution is given by the truncated Bessel series (3). However, when |W˜| = 0, if rank W˜ =
rank[W˜; G˜] < k(N + 1), then we may find a particular solution. Otherwise if rank W˜ ≠ rank[W˜; G˜] < k(N + 1), then it is
not a solution.
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4. Accuracy of solution
We can easily check the accuracy of the method. Since the truncated Bessel series (3) is an approximate solution of (1),
when the function yi,N(x), i = 1, 2, . . . , k, and its derivatives are substituted in Eq. (1), the resulting equation must be
satisfied approximately; that is, for x = xq ∈ [a, b] q = 0, 1, 2, . . .
Ei(xq) =
 m−
n=0
k−
j=1
Pni,j(xq)y
(n)
j (xq)− gi(xq)−
∫ b
a
k−
j=1
Ki,j(xq, t)yj(t)dt
 ∼= 0, i = 1, 2, . . . , k (31)
and Ei(xq) ≤ 10−kq (kq positive integer).
If max 10−kq = 10−k (k positive integer) is prescribed, then the truncation limit N is increased until the difference Ei(xq)
at each of the points becomes smaller than the prescribed 10−k, see [11,18,19,22]. On the other hand, the error can be
estimated by the function
Ei,N(x) =
m−
n=0
k−
j=1
Pni,j(x)y
(n)
j (x)− gi(x)−
∫ b
a
k−
j=1
Ki,j(x, t)yj(t)dt ∼= 0, i = 1, 2, . . . , k.
If Ei,N(x)→ 0 when N is sufficiently large enough, then the error decreases.
5. Numerical examples
In this section, several numerical examples are given to illustrate the accuracy and effectiveness of the method. To show
this, we use a Windows based PC running a program written in Matlab 7.6.0 v2008a. In this regard, in tables and figures,
we report the values of the exact solution yi(x), i = 1, 2, . . . , k, the approximate solutions yi,N(x), i = 1, 2, . . . , k, and the
absolute error function ei,N(x) = |yi(x)− yi,N(x)|, i = 1, 2, . . . , k at the selected points of the given interval. In addition, we
calculated the maximum errors for Example 2. We define the maximum error for yi,N(x), i = 1, 2, . . . , k as,
ei,N = ‖yi,N(x)− yi(x)‖∞ = max{|yi,N(x)− yi(x)|, a ≤ x ≤ b}.
Example 1. Consider first the system of the linear Fredholm integro-differential equations
y(2)1 (x)− xy(1)2 (x)+ 2xy1(x) = 2x3 −
37
12
x2 + 320
60
x+ 2+
∫ 1
0
[x2ty1(t)− xt2y2(t)]dt
y(2)2 (x)− 2xy(1)1 (x)+ y2(x) = −5x2 −
109
30
x− 1+
∫ 1
0
[xty1(t)+ xt3y2(t)]dt,
0 ≤ x ≤ 1 (32)
with the boundary conditions y1(0) = 3, y1(1) = 2, y2(0) = 1, y2(1) = 1 and the approximate solution yi(x) by the
truncated Bessel series
yi(x) =
2−
n=0
ai,nJn(x), i = 1, 2
where N = 2, k = 2,m = 2, g1(x) = 2x3 − 3712x2 + 32060 x+ 2, g2(x) = −5x2 − 10930 x− 1, p01,1(x) = 2x, p01,2(x) = 0,
p02,1(x) = 0, p02,2(x) = 1, p11,1(x) = 0, p11,2(x) = −x, p12,1(x) = −2x, p12,2(x) = 0, p21,1(x) = 1, p21,2(x) = 0, p22,1(x) =
0 and p22,2(x) = 1.
Hence, the set of collocation points (18) for N = 2 is computed as
x0 = 0, x1 = 12 , x2 = 1

and from Eq. (24), the fundamental matrix equation of the problem is
{P0XD¯+ P1X B¯D¯+ P2X(B¯)2D¯− XD¯Kf Q¯}A = G
where
P0(x) =
[
2x 0
0 1
]
, P1(x) =
[
0 −x
−2x 0
]
, P2(x) =
[
1 0
0 1
]
, P0 =
P0(0) 0 0
0 P0(1/2) 0
0 0 P0(1)

,
P1 =
P1(0) 0 0
0 P1(1/2) 0
0 0 P1(1)

, P2 =
P2(0) 0 0
0 P2(1/2) 0
0 0 P2(1)

, X =
 X¯(0)X¯(1/2)
X¯(1)
 ,
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X¯(0) =
[
X(0) 0
0 X(0)
]
, X¯(1/2) =
[
X(1/2) 0
0 X(1/2)
]
, X¯(1) =
[
X(1) 0
0 X(1)
]
, X(0) = [1 0 0],
X(1/2) = [1 1/2 1/4], X(1) = [1 1 1], B¯ =
[
BT 0
0 BT
]
, D¯ =
[
DT 0
0 DT
]
, BT =
0 1 0
0 0 2
0 0 0

,
DT =
 1 0 0
0 1/2 0
−1/4 0 1/8

, G =
 g(0)
g(1/2)
g(1)

, g(0) =
[
2
−1
]
, g(1/2) =
[
199/48
−61/15
]
,
g(1) =
[
25/4
−289/30
]
, A =
[
A1
A2
]
, A1 =
a1,0
a1,1
a1,2

, A2 =
a2,0
a2,1
a2,2

.
The augmented matrix for this fundamental matrix equation is
[W;G] =

−1/2 0 1/4 0 0 0 ; 2
0 0 0 1/2 0 1/4 ; −1
29/64 −1/24 27/128 17/120 1/16 1/80 ; 199/48
−7/32 −1/12 −1/64 11/16 −1/4 5/32 ; −61/15
17/16 1/3 7/32 17/60 1/8 1/40 ; 25/4
−7/16 −1/6 −1/32 5/4 −1/2 −1/8 ; −289/30
 .
From Eq. (28), the matrix form for boundary conditions is
[U; λ] =
 1 0 0 0 0 0 ; 33/4 1/2 1/8 0 0 0 ; 20 0 0 1 0 0 ; 1
0 0 0 3/4 1/2 1/8 ; 1
 .
Hence, the new augmented matrix based on conditions from system (30) can be obtained as follows
[W˜; G˜] =

−1/2 0 1/4 0 0 0 ; 2
0 0 0 1/2 0 1/4 ; −1
1 0 0 0 0 0 ; 3
3/4 1/2 1/8 0 0 0 ; 2
0 0 0 1 0 0 ; 1
0 0 0 3/4 1/2 1/8 ; 1
 .
By solving this system, the unknown Bessel coefficients matrix is obtained as
A = [3 − 4 14 1 2 − 6]T .
Substituting the elements of the column matrix into Eq. (5), we have y1(x) = x2 − 2x+ 3, y2(x) = −x2 + x+ 1 which are
the exact solutions of the system (32).
Example 2. Consider system of the linear Fredholm integro-differential equations given by
y(2)1 (x)− xy(1)2 (x)− y1(x) = (x− 2) sin(x)+
∫ 1
0
[x cos(t)y1(t)− x sin(t)y2(t)]dt
y(2)2 (x)− 2xy(1)1 (x)+ y2(x) = −2x cos(x)+
∫ 1
0
[sin(x) cos(t)y1(t)− sin(x) sin(t)y2(t)]dt,
0 ≤ x ≤ 1 (33)
with the initial conditions y1(0) = 0, y(1)1 (0) = 1, y2(0) = 1, y(1)2 (0) = 0 and the exact solutions y1(x) = sin(x), y2(x) =
cos(x). Here, k = 2,m = 2, p01,1(x) = −1, p01,2(x) = 0, p02,1(x) = 0, p02,2(x) = 1, p11,1(x) = 0, p11,2(x) = −x, p12,1(x) =
−2x, p12,2(x) = 0, p21,1(x) = 1, p21,2(x) = 0, p22,1(x) = 0, p22,2(x) = 1, g1(x) = (x− 2) sin(x), and g2(x) = −2x cos(x).
From Eq. (24), the fundamental matrix equation of the problem is
{P0XD¯+ P1XB¯D¯+ P2X(B¯)2D¯− XD¯Kf Q¯}A = G.
Therefore, following the method given in Section 3, we obtain the approximate solution by the Bessel polynomials of the
problem for i = 1, 2 and N = 3, 7 and 12, respectively,
y1,3(x) = x− (0.265210484794e−16)x2 − 0.163804801746x3,
y2,3(x) = 1− 0.5x2 + (0.267372183356e−1)x3,
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Table 1
Numerical results of solutions y1(x) of Eq. (33).
xi Exact solution Present method
y1(xi) = sin(xi) N = 3, y1,3(xi) N = 7, y1,7(xi) N = 12, y1,12(xi)
0 0 0 0 0
0.2 0.19866933079506 0.19868956158603 0.19866932894328 0.19866933079507
0.4 0.38941834230865 0.38951649268826 0.38941832254098 0.38941834230871
0.6 0.56464247339504 0.56461816282286 0.56464240071734 0.56464247339526
0.8 0.71735609089952 0.71613194150605 0.71735590535183 0.71735609090009
1 0.84147098480790 0.83619519825400 0.84147048273325 0.84147098480911
Table 2
Numerical results of solutions y2(x) of Eq. (33).
xi Exact solution Present method
y2(xi) = cos(xi) N = 3, y2,3(xi) N = 7, y2,7(xi) N = 12, y2,12(xi)
0 1 1 1 1
0.2 0.98006657784124 0.98021389774668 0.98006657748037 0.98006657784125
0.4 0.92106099400289 0.92171118197348 0.92106097725191 0.92106099400297
0.6 0.82533561490968 0.82577523916049 0.82533554636318 0.82533561490997
0.8 0.69670670934717 0.69368945578783 0.69670652786603 0.69670670934789
1 0.54030230586814 0.52673721833560 0.54030167580863 0.54030230586969
Table 3
The maximum error e1,N of Eq. (33).
N 3 7 9 10 11 12
e1,N 5.0207× 10−3 5.0207× 10−7 3.9722× 10−9 2.6596× 10−10 2.4875× 10−11 1.2126× 10−12
Table 4
The maximum error e2,N of Eq. (33).
N 3 7 9 10 11 12
e2,N 1.3565× 10−2 6.3006× 10−7 4.2348× 10−9 2.9397× 10−10 2.5629× 10−11 1.5526× 10−12
y1,7(x) = x− (0.516536224444e−16)x2 − 0.166666480663x3 − (0.393305205199e−5)x4
+ (0.834606099210e−2)x5 − (0.201552037735e−4)x6 − (0.185009340020e−3)x7,
y2,7(x) = 1− 0.5x2 + (0.125457168727e−5)x3 + (0.416540244004e−1)x4
+ (0.436530083221e−4)x5 − (0.146639307651e−2)x6 + (0.691369047270e−4)x7,
and
y1,12(x) = x− (0.160571488290e−16)x2 − 0.166666666666x3 + (0.473480053586e−11)x4
+ (0.833333329350e−2)x5 + (0.206998831593e−9)x6 − (0.198413404643e−3)x7
+ (0.164664664954e−8)x8 + (0.275308722828e−5)x9 + (0.288433988350e−8)x10
− (0.270968305393e−7)x11 + (0.853134027461e−9)x12,
y2,12(x) = 1− 0.5x2 + (0.133791086000e−11)x3 + (0.416666666648e−1)x4
+ (0.161634539367e−10)x5 − (0.138888897076e−2)x6 + (0.275968063443e−9)x7
+ (0.248009588048e−4)x8 + (0.970316058802e−9)x9 − (0.276562579061e−6)x10
+ (0.618717296921e−9)x11 + (0.189692401057e−8)x12.
Tables 1 and 2 and Fig. 1 show numerical results of the approximate solutions, the exact solutions of Eq. (33) for
N = 3, 7, 12 by the presented method. As can be seen from Tables 1 and 2 and Fig. 1(a)–(b) the results of the solutions
obtained by Bessel polynomial method for N = 12 are almost the same as the results of the exact solutions.
Now we define the maximum error for yi,N(x), i = 1, 2 as,
ei,N = ‖yi,N(x)− yi(x)‖∞ = max{|yi,N(x)− yi(x)|, 0 ≤ x ≤ 1}.
In Tables 3 and 4, we give the errors ei,N , i = 1, 2 for different values of N . From Tables 3 and 4, we see the errors decrease
rapidly as N increases.
Ş. Yüzbaşı et al. / Computers and Mathematics with Applications 61 (2011) 3079–3096 3089
(a) Comparison of the exact solution y1(x) and the approximate solutions
y1,N (x).
(b) Comparison of the exact solution y2(x) and the approximate solutions
y2,N (x).
Fig. 1. For N = 3,N = 7 and N = 12 of Eq. (33).
Example 3 ([5]). Let us consider system of the linear Fredholm integral equation given by
y1(x) = − sin(5x)− x

− 23
125
cos(5)+ 2
25
sin(5)− 2
125

− x

−4
9
e−3 + 1
9

+
∫ 1
0
[−xt2y1(t)+ xty2(t)]dt
y2(x) = e−3x − x

2
5
cos(5)− 1
25
sin(5)− 1
5

− x2

−4
9
e−3 + 1
9

+
∫ 1
0
[x(t + 1)y1(t)+ x2ty2(t)]dt,
0 ≤ x ≤ 1 (34)
with the exact solution y1(x) = sin(−5x), y2(x) = e−3x. Here, k = 2,m = 2, p01,1(x) = 1, p01,2(x) = 0,
p02,1(x) = 0, p02,2(x) = 1, g1(x) = − sin(5x)− x

− 23
125
cos(5)+ 2
25
sin(5)− 2
125

− x

−4
9
e−3 + 1
9

,
and g2(x) = e−3x − x( 25 cos(5)− 125 sin(5)− 15 )− x2(− 49e−3 + 19 ).
From Eq. (24), the fundamental matrix equation of the problem is
{P0XD¯− XD¯Kf Q¯}A = G.
As in the previous examples, we obtain the approximate solutions by the Bessel polynomials of the problem for N = 10
and 15. Tables 5 and 6 give the comparison of the results of the absolute error functions obtained by the present method for
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(a) Comparison of the absolute error functions e1,N (x) for N = 10, 15.
(b) Comparison of the absolute error functions e2,N (x) for N = 10, 15.
Fig. 2. For N = 10 and N = 15 of Eq. (34).
Table 5
Numerical results of the absolute error functions e1,N (x) for N = 10, 15 of y1(x) of Eq. (34).
xi MHPM [5] Present method
e1,10(xi) e1,10(xi) e1,15(xi)
0.1 8.7765e−07 9.5559e−009 6.8533e−012
0.4 3.5106e−06 3.8223e−008 5.8453e−013
0.7 6.1436e−06 6.6891e−008 1.1525e−012
1 8.7765e−06 9.5559e−008 1.4890e−012
N = 10, 15 and the modified homotopy perturbation method (MHPM) for N = 10 [5] of Eq. (34).
Fig. 2 displays the absolute error functions obtained by the present method for N = 10, 15 and the MHPM for N = 10 [5].
It is seen from Tables 5 and 6 and Fig. 2 that the results obtained by the present method are better than those obtained by
the MHPM.
Example 4 ([17]). Let us consider the following linear differential equations system
y(1)1 (x)+ y(1)2 (x)+ y2(x) = x− e−x
y(1)1 (x)+ 4y(1)2 (x)+ y1(x) = 1+ 2e−x,
0 ≤ x ≤ 1 (35)
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Table 6
Numerical results of the absolute error functions e2,N (x) for N = 10, 15 of y2(x) of Eq. (34).
xi MHPM [5] Present method
e2,10(xi) e2,10(xi) e2,15(xi)
0.1 6.3461e−06 1.7995e−008 9.4069e−013
0.4 2.8625e−05 8.1196e−008 4.2307e−012
0.7 5.5765e−05 1.5822e−007 8.2417e−012
1 8.7765e−05 2.4907e−007 1.2962e−011
(a) Comparison of the absolute error functions of y1(x).
(b) Comparison of the absolute error functions of y2(x).
Fig. 3. For N = 5,N = 7 and N = 10 of Eq. (35).
with the initial conditions y1(0) = 1, y2(0) = 0 and the exact solutions y1(x) = e−x + 3e−x/3 − 3, y2(x) = −(1/2)e−x +
(3/2)e−x/3 − 1 + x so that k = 2,m = 1, p01,1(x) = 0, p01,2(x) = 1, p02,1(x) = 1, p02,2(x) = 0, p11,1(x) = 0, p11,2(x) =
1, p12,1(x) = 0, p12,2(x) = 4, p21,1(x) = 1, p21,2(x) = 0, p22,1(x) = 1, p22,2(x) = 0, g1(x) = x− e−x, and g2(x) = 1+ 2e−x.
From Eq. (24), the fundamental matrix equation of the problem is
{P0XD¯+ P1XB¯D¯}A = G.
Thereby, taking N = 5, 7 and 10, we gain the approximate solution by the Bessel polynomials of this system. Tables 7 and
8 show the numerical results of the absolute error functions obtained by present method for N = 5, 7, 10, the Stehfest
method [23], and the Chebyshev method [17] of the system in Eq. (35). Also, we compare the absolute error functions
obtained by the present method for N = 5, 7, 10 and other methods in Fig. 3.
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Table 7
Numerical results of the absolute error functions of y1(x) of Eq. (35).
xi Chebyshev method [17] Absolute errors with Stehfest method [23] Present method
e1,5(xi) e1,5(xi) e1,7(xi) e1,10(xi)
0.1 4.510522e−5 6.7614e−5 5.9187e−007 1.3161e−009 5.1070e−014
0.2 7.985043e−5 8.4949e−5 1.0110e−006 1.4770e−009 5.0182e−014
0.5 9.719089e−5 3.18972e−3 1.0978e−006 1.8584e−009 7.1942e−014
0.8 8.006002e−5 5.20283e−3 9.0094e−007 2.4772e−009 5.1514e−014
1 1.067677e−4 1.193776e−2 1.3659e−005 2.7917e−009 1.6289e−012
Table 8
Numerical results of the absolute error functions of y2(x) of Eq. (35).
xi Chebyshev method [17] Absolute errors with Stehfest method [23] Present method
e2,5(xi) e2,5(xi) e2,7(xi) e2,10(xi)
0.1 2.247723e−5 8.4086e−6 2.9327e−007 6.5736e−010 2.8644e−014
0.2 3.984701e−5 1.9575e−5 5.0134e−007 7.3785e−010 3.9524e−014
0.5 4.890662e−5 2.242e−4 5.4596e−007 9.2883e−010 1.3589e−013
0.8 4.064222e−5 4.647e−4 4.5116e−007 1.0741e−009 3.0687e−013
1 5.390356e−5 4.710e−4 6.7555e−006 1.6585e−008 3.4728e−013
6. Conclusions
High-order system of linear integro-differential equations are usually difficult to solve analytically. In such cases, it is
required to approximate the solutions. In this article, a new technique, using the Bessel polynomials of the first kind, to
numerically solve systems of high-order linear Fredholm differential equations is presented. The comparison of the results
shows that the present method is a powerful mathematical tool for finding the numerical solutions of a system of linear
integro-differential equations. One of the considerable advantages of the method is that the approximate solutions are
found very easily by using the computer code written in MATLAB v7.6.0 (R2008a). For example, the computer code written
in MATLAB v7.6.0 (R2008a) of Example 2 is given in Appendices A and B. A shorter computation time and lower operation
count results in reduction of the cumulative truncation errors and improvement of overall accuracy.
The method can be developed and applied to the systems of linear integral and integro-differential equations but some
modifications are required. In addition, it can be extended to systems of partial differential equations.
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Appendix A
function SystemFredholmExample2(N,k)
format rat
d=besselD(N)
d;
format rat
a=0;b=1;
i=0:N;
col=a+(b-a)*i/N
syms A
for i=1:N+1
A(i,1)=strcat(‘a’,num2str(i-1));
end
A
B=zeros(N+1,N+1);
for i=1:N
B(i+1,i)=i;
end
B
syms x
for i=1:(N+1);
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xx(i)=x^(i-1);
end
xx
XX=kron(eye(k),xx)
D=kron(eye(k),d’)
B=kron(eye(k),B’)
p0x=[-1 0;0 1]
p1x=[0 -x;-2*x 0]
p2x=[1 0;0 1]
p3x=[0 0;0 0]
p4x=[0 0;0 0]
gx=[(x-2)*sin(x);-2*x*cos(x)]
p0=kron(eye(N+1),p0x)
for j=1:(N+1);
for i=j*k-(k-1):j*k;
P0(i,:)=subs(p0(i,:),col(j));
end
end
P0
p1=kron(eye(N+1),p1x)
for j=1:(N+1);
for i=j*k-(k-1):j*k;
P1(i,:)=subs(p1(i,:),col(j));
end
end
P1
p2=kron(eye(N+1),p2x)
for j=1:(N+1);
for i=j*k-(k-1):j*k;
P2(i,:)=subs(p2(i,:),col(j));
end
end
P2
p3=kron(eye(N+1),p3x)
for j=1:(N+1);
for i=j*k-(k-1):j*k;
P3(i,:)=subs(p3(i,:),col(j));
end
end
P3
p4=kron(eye(N+1),p4x)
for j=1:(N+1);
for i=j*k-(k-1):j*k;
P4(i,:)=subs(p4(i,:),col(j));
end
end
P4
for j=1:(N+1);
for i=j*k-(k-1):j*k;
G(i,1)=subs(gx(i-(j-1)*k,1),col(j));
end
end
G
XX
for j=1:(N+1);
for i=j*k-(k-1):j*k;
X(i,:)=subs(XX(i-(j-1)*k,:),col(j));
end
end
X
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syms x t
f11=x*cos(t)
for m=0:N
for n=0:N
k11(m+1,n+1)=(1/(factorial(m)*factorial(n)))*subs(diff(diff(f11,x,m),t,n),
{x,t},{0,0});
end
end
k11
K11=(d^-1)’*k11*(d^-1)
f12=-x*sin(t)
for m=0:N
for n=0:N
k12(m+1,n+1)=(1/(factorial(m)*factorial(n)))*subs(diff(diff(f12,x,m),t,n)
{x,t},{0,0});
end
end
k12
K12=(d^-1)’*k12*(d^-1)
f21=sin(x)*cos(t)
for m=0:N
for n=0:N
k21(m+1,n+1)=(1/(factorial(m)*factorial(n)))*subs(diff(diff(f21,x,m),t,n)
{x,t},{0,0});
end
end
k21
K21=(d^-1)’*k21*(d^-1)
f22=-sin(x)*sin(t)
for m=0:N
for n=0:N
k22(m+1,n+1)=(1/(factorial(m)*factorial(n)))*subs(diff(diff(f22,x,m),t,n)
{x,t},{0,0});
end
end
k22
K22=(d^-1)’*k22*(d^-1)
Kf=[K11 K12;K21 K22]
HF=zeros(n+1,n+1)
for i=1:(n+1)
for j=1:(n+1)
HF(i,j)=(b^(i+j-1)-a^(i+j-1))/(i+j-1)
end
end
HF
Q=d*HF*d’
QQ=kron(eye(k),Q)
I=X*D*Kf*QQ
W=P0*X*D+P1*X*B*D+P2*X*B^2*D+P3*X*B^3*D+P4*X*B^4*D-I
t0=0;yt0=0;t1=0;yt1=1;t2=0;yt2=1;t3=0;yt3=0;
L0=yt0;L1=yt1;L2=yt2;L3=yt3;
U0=subs(XX(1,:),t0)*D
U1=subs(XX(1,:),t1)*B*D
U2=subs(XX(2,:),t2)*D
U3=subs(XX(2,:),t3)*B*D
W(k*(N+1)-3 ,:)=[U0];
W(k*(N+1)-2,:)=[U1];
W(k*(N+1)-1 ,:)=[U2];
W(k*(N+1),:)=[U3];
WW=W
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G(k*(N+1)-3 ,:)=[L0];
G(k*(N+1)-2,:)=[L1];
G(k*(N+1)-1 ,:)=[L2];
G(k*(N+1),:)=[L3];
GG=G
A=WW\GG
syms x
y=vpa(XX*D*A,12)
y(1)
y(2)
for i=0:0.1:1
approximatesolution1=vpa(subs(y(1),i),15)
end
format short e
y1=sin(x);
for i=0:0.1:1
exactsolution1=vpa(subs(y1,i),15)
end
for i=0:0.1:1
absoluteerrorBessel1=abs(subs(y(1)-y1,i))
end
for i=0:0.1:1
approximatesolution2=vpa(subs(y(2),i),15)
end
y2=cos(x);
for i=0:0.2:1
exactsolution2=vpa(subs(y2,i),15)
end
for i=0:0.1:1
absoluteerrorBessel2=abs(subs(y(2)-y2,i))
end
Appendix B
function C=BesselD(N)
k=0;
m=0;
p=0;
C=zeros(N+1,N+1);
sg=0;
for i=1:N+1
p=i-1;
k=i-1;
for j=i:2:N+1
C(i,j)=((-1)^(sg))/(factorial(m)*factorial(p)*2^(k));
m=m+1;
p=p+1;
k=k+2;
sg=sg+1;
end
sg=0;
p=0;
m=0;
end
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